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Hidden toric symmetry and structural stability
of singularities in integrable systems
E. Kudryavtseva ∗
Abstract
The goal of the paper is to develop a systematic approach to the study of (per-
haps degenerate) singularities of integrable systems and their structural stability.
As the main tool, we use “hidden” system-preserving torus actions near singular
orbits. We give sufficient conditions for the existence of such actions and show
that they are persistent under integrable perturbations. We find toric symmetries
for several infinite series of singularities and prove, as an application, structural
stability of Kalashnikov’s parabolic orbits with resonances in the real-analytic
case. We also classify all Hamiltonian k-torus actions near a singular orbit on a
symplectic manifold M2n (or on its complexification) and prove that the normal
forms of these actions are persistent under small perturbations. As a by-product,
we prove an equivariant version of the Vey theorem (1978) about local symplectic
normal form of nondegenerate singularities.
Key words: integrable system, Hamiltonian torus action, degenerate singu-
larity of integrable system, structural stability
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1 Introduction
Let (M2n,Ω, f1, . . . , fn) be an integrable Hamiltonian system with n degrees of freedom,
where the momentum map F = (f1, . . . , fn) is proper. Consider the Hamiltonian R
n-
action on M generated by the momentum map F . We will call orbits of this action
simply orbits. Consider the singular fibration (called the Liouville fibration), whose
fibers are connected components of the level sets F−1(a), a ∈ Rn.
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By a local (respectively semilocal) singularity of such a singular fibration we will mean
a singular orbit (respectively fiber). We recall that a point m0 ∈ M is called a singular
(or critical) point of this fibration if rank dF (m0) < n. An orbit (or a fiber) is called
singular if it contains a singular point. The minimal rank of singular points belonging
to a fiber is called rank of the fiber.
It is known that a compact rank-r orbit of an n-degrees of freedom integrable system
always admits a locally-free F -preserving Hamiltonian (S1)r-action on some neighbour-
hood of this orbit, provided that the orbit is either regular (Liouville theorem), or
singular and has one of the following types:
– nondegenerate (Ito [20], Zung [38] for the general case, Fomenko [15, Proposition
4], [3, Theorem 3.2] for the twisted hyperbolic case with n = 2 and r = 1),
– not too degenerate (Bao and Zung [1, Theorem 2.1]),
– having finite type (Zung [40], [41, Theorem 3.7], see §2.1),
– r = n − 1 and dimR L0 ≤ n (Zung [39, Theorem 1.2]) where L0 is the fiber
containing the given orbit.
Furthermore, if the singular orbit is nondegenerate with Williamson type (ke, kh, kf),
then this action extends to an effective (not locally-free) F -preserving Hamiltonian
(S1)r+ke+kf -action (Zung [38, Theorem 6.1]), moreover the system is fiberwise symplec-
tomorphic to a linear model ([20] for the real-analytic case, [30] for the C∞ case).
The purpose of this paper is to develop a systematic approach for study and classi-
fication of singularities (especially, structurally stable singularities, maybe degenerate
ones) of singular Lagrangian fibrations associated with integrable systems. In this pa-
per, three natural circles of questions are addressed. The first circle of questions is as
follows:
(1a) Does there exist an effective Hamiltonian (S1)r+κe-action on a neighbourhood of a
degenerate orbit O, that preserves the momentum map, where the (S1)r-subaction
is locally-free, and the (S1)κe-subaction leaves the orbit O fixed?
(1b) Can this torus action be extended to an effective Hamiltonian (S1)r+κe+κh-action
on a small open complexification UC of a degenerate (respectively, nondegenerate)
orbit O, that preserves the holomorphic extension FC of the momentum map to
UC, where the (S1)κh-subaction leaves the orbit O fixed?
(1c) Is this torus action persistent under small real-analytic integrable perturbations
of the system?
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The second circle of questions is about symplectic normalization of a torus action:
(2a) Can a Hamiltonian torus action be written in a “simple” normal form (so-called
canonical model) w.r.t. some symplectic coordinates on a neighbourhood of an
orbit O?
(2b) Can a (more general) Hamiltonian torus action be written in a “simple” symplectic
normal form, when some of S1-subactions fixing the orbit O are allowed to be
generated by real-analytic functions multiplied with
√−1?
(2c) Is this normalization of the torus action persistent under small real-analytic inte-
grable perturbations of the torus action?
The third circle of questions is on symmetry and structural stability of singularities:
(3a) For a given singularity of an integrable system, describe its hidden toric symme-
tries, in particular compute all its resonances (elliptic, hyperbolic and twisting)
introduced in this paper.
(3b) For a given (degenerate) local singularity, how to prove its structural stability
under small integrable perturbations (in real-analytic case, Definition 4.1)?
(3c) Can the singular fibration and its toric symmetry be written in a “simple” form
(called preliminary normal form) w.r.t. some coordinates in a neighbourhood of
the singularity, and what form has the symplectic structure in these coordinates?
(3d) Is this preliminary normal form persistent under small integrable perturbations?
In this paper, we solve the above questions (1a)–(2c) affirmatively, under certain weak
conditions (Theorems 2.1, 2.2 and 3.4, 3.10). In particular, if the orbit is compact
and nondegenerate, then r + κe + κh = n. For illustration, we answer the question
(3a) for several infinite series of local singularities (Examples 3.6, 3.12), and conjecture
structural stability of all these singularities (Example 4.2 (B)). As an application, we
solve the questions (3b)–(3d) for parabolic orbits with resonances, which are degenerate
local singularities with r = n − 1, κe = κh = 0 (Proposition 4.3). As a by-product,
we prove an equivariant version of the Vey theorem [35] about symplectic local normal
form for nondegenerate singularities (Lemmata 6.1 and 6.2). Our proofs are analogous
to the proofs of theorems about torus actions in [38, 1, 3, 39, 40].
When using the term “hidden” for toric symmetries, we mean the following:
• This symmetry is a Hamiltonian (S1)r+κe+κh-action generated by some smooth
functions (“actions”) depending on the first integrals of the system, but these
“action functions” are often not given or not known in advance.
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• The (S1)r+κe-subaction is defined only on a small neighbourhood U of the given
singular orbit, so this subaction does not necessarily extend globally to the whole
phase space.
• The (S1)κh-subaction is generated by imaginary-valued “action functions”, so this
subaction is defined only on a small open complexification UC of the neighbour-
hood U of the singular orbit.
The above properties of being “hidden” for the (S1)r+κe+κh-action and its subactions
are observed in many integrable mechanical systems, e.g. for regular orbits (so-called
Liouville tori, r = n, κe = κh = 0) and nondegenerate singular orbits (r < n, r + κe +
κh = n).
Remarks.
1) In the case of a locally-free (S1)r-action, the question (1a) was solved for nondegen-
erate singularities by Ito [20] (for real-analyltic case), Fomenko [15, Proposition 4], [3,
Theorem 3.2] (for the twisted hyperbolic case when n = 2 and r = 1), Zung [38]; for not
too degenerate singularities by Bao and Zung [1, Theorem 2.1]; for finite type singu-
larities by Zung [40], [41, Theorem 3.7] (see §2.1); for degenerate corank-1 singularities
by Zung [39, Theorem 1.2].
2) For nondegenerate singularities of integrable systems, the questions (1a), (2a), (3a)
and (3c) w.r.t. the (S1)r+κe-subaction were solved by Ito [20] (for real-analytic case),
Miranda and Zung [30] (for equivariant C∞ case). For nondegenerate singularities, the
questions (3b) and (3d) w.r.t. the (S1)r+κe-subaction were partially solved by Miranda
and Zung [30] (for equivariant C∞ case), for a weaker notion of structural stability
(resp. persistence), namely for structural stability (resp. persistence) under parametric
families of integrable perturbations.
3) For (degenerate) rank-0 singularities, a solution to the questions (1a), and partially
(1b), (2a), (2b) was described by Zung [41] in terms of the Poincare´-Birkhoff normal
form, by proving its convergence.
4) For an arbitrary smooth symplectic action of a compact Lie group on a neighbour-
hood of its fixed point, the question (2a) was partially solved by Weinstein [37, Lecture
5], [9] by linearizing the action in some symplectic coordinates. For an arbitrary smooth
symplectic action of a Lie group on a neighbourhood of its orbit, a solution to the ques-
tions (2a), (2b) was given under some natural assumptions by Marle [28, Propositions
1.9 and 1.10], Guillemin and Sternberg [18] in terms of a linear model of the action.
5) For parabolic orbits (without resonance), the question (3b) was solved by Lerman
and Umanskii [25]. For parabolic orbits with resonances, the question (3b) was par-
tially solved by Kalashnikov [21], for a weaker notion of structural stability, namely for
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structural stability under S1-symmetry-preserving integrable perturbations. Infinites-
imal stability (i.e. stability under infinitesimal integrable deformations of the system
[16, Definition 8]) was studied for 2-degrees of freedom integrable systems, namely:
nondegenerate rank-0 and rank-1 singular points and a rank-1 parabolic singular point
are infinitesimally stable [16, Definition 9, Theorems 2 and 3]. This partially solves the
question (3b) for these singularities, for a weaker notion of structural stability, namely
for infinitesimal stability.
6) For a corank-2 singularity “integrable Hamiltonian Hopf bifurcation” of integrable
Hamiltoninan systems with 3 degrees of freedom, the question (3c) was partially solved
by van der Meer [34] (without studying the symplectic structure).
7) For saddle-saddle fibers satisfying a “non-splitting” condition, structural stability
under “component-wise” C∞ integrable perturbations was proved by Oshemkov and
Tuzhilin [32]. This partially solves the question (3b) for such semilocal singularities,
for a weaker notion of structural stability.
Our solutions to the questions (1a)–(3d) have the following advantages:
• In our solution to the questions (1a)–(1c) (in Theorems 2.1, 2.2), we do not assume
that the orbit is nondegenerate, or has corank 1, or the torus action is locally-free.
• In our solution to the questions (2a)–(2c) (in Theorems 3.4, 3.10), we do not
assume that the torus action preserves an integrable system with nondegenerate
singularities; furthermore we show that our canonical model is not only linear but
also has a “diagonal” form (in contrast to [37, 9, 28, 18]).
• In our solution to the question (3a) (in Examples 3.6, 3.12), local singularities
have resonances of different qualitative nature (so-called elliptic, hyperbolic and
twisting resonances), and these resonances cannot be reduced or simplified. In
our solution to the questions (3b)–(3d) for parabolic orbits with resonances (in
Proposition 4.3), we study structural stability of a singularity (resp., persistence of
a preliminary normal form) under arbitrary small integrable perturbations (Defi-
nition 4.1). In particular, we do not assume that the S1-action is preserved under
the perturbation. We also do not assume that the perturbation is parametric, so
our “perturbed” system is not necessarily included into a parametric family of in-
tegrable systems containing the “unperturbed” one. We also do not assume that
the “perturbed” system has a singular orbit close to the “unperturbed” orbit.
We expect that our solutions to the questions (1a)–(2c), and (3a) for several infinite
series of local singularities, as well as (3b)–(3d) for parabolic orbits with resonances,
will be helpful for solving the questions (3b)–(3d) for other singularities, including those
from Examples 3.6 and 3.12, as we conjectured in Example 4.2 (B).
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2 A hidden toric symmetry: existence and persis-
tence under small integrable perturbations
This section is devoted to solving the questions (1a)–(1c) from Introduction.
The following theorem tells us how to partially solve the questions (1a) and (1c) w.r.t.
some of the S1-subactions of the desired torus action. In detail: we should apply this
theorem several times, in order to find several S1-actions (some of them will be locally
free, and the others will leave our orbit fixed). Such S1-actions automatically pairwise
commute, so all together they form a single (S1)r
′+κ′e-action, that will be a subaction
of the desired (S1)r+κe-action, where 0 ≤ r′ ≤ r, 0 ≤ κ′e ≤ κe. This theorem gives
sufficient conditions for
• the existence of a (not necessarily locally-free) Hamiltonian S1-action that pre-
serves the momentum map, and
• persistence of such an action under small integrable perturbations.
The case of a nondegenerate orbit (the existence part only) was treated in [20, 15, 3, 38].
The case of a locally-free action (also the existence part only) was treated in [1, Theorem
2.1], [39, Theorem 1.2] (the corank-1 case), [40]. Actually our proof is analogous to the
proof of theorems about torus actions in [38, 1, 3, 39, 40].
Denote by Om the orbit of a point m ∈M under the (local) Hamiltonian action of Rn
on (M,Ω) generated by the functions f1, . . . , fn. Denote by Xf the Hamiltonian vector
field with the Hamilton function f .
In the following two theorems, the momentum map F is not necessarily proper.
Theorem 2.1. Let (M2n,Ω, F ) be a real-analytic integrable Hamiltonian system, m0 ∈
M a singular point of the momentum map F = (f1, . . . , fn), F (m0) = (0, . . . , 0), and
L0 = F
−1(0, . . . , 0) the singular fiber containing the point m0.
Suppose there exists a point m1 ∈ L0 satisfying the following conditions:
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(i) rank dF (m1) = n, i.e. m1 is a regular point of the momentum map F ,
(ii) there exist a compact trajectory γ0 (i.e. a closed trajectory or an equilibrium) and a
continuous one-parameter family of 2π-periodic trajectories γu ⊂ Om1 , 0 < u ≤ 1,
of the vector field Xf1 such that m1 ∈ γ1 =: γ and m0 ∈ γ0 ⊂
⋃
0<u≤1
γu =: C.
Then
(a) There exist a neighbourhood U of the set C in M (cf. (ii)) and a unique F -preserving
Hamiltonian S1-action on U generated by a function I(f1, . . . , fn), where I(z1, . . . , zn)
is a real-analytic function on the neighbourhood V = F (U) of the origin in Rn such that
I(z1, . . . , zn) = z1 + O(
n∑
j=1
|zj|2). The action function I(z1, . . . , zn) can be computed by
the Mineur-Arnold [29] integral formula
I(z1, . . . , zn) =
1
2π
∮
γ(z1,...,zn)
α + const, (z1, . . . , zn) ∈ V. (1)
Here γ(z1,...,zn) ⊂ F−1(z1, . . . , zn) denotes a closed curve depending continuousely on
(z1, . . . , zn) such that γ(0,...,0) = γ, and α is any analytic 1-form on a neighbourhood of
γ such that Ω = dα (such a 1-form always exists, see (30) below).
(b) This S1-action is persistent under real-analytic integrable perturbations in the fol-
lowing sense. Suppose we are given an integer k ≥ 2, a neighbourhood U ′ ⊂ U of the set
C in M (cf. (ii)) and a neighbourhood V ′ of the origin in Rn having compact closures
U ′ ⊂ U and V ′ ⊂ V . Then there exists ε > 0 such that, for any (“perturbed”) real-
analytic integrable Hamiltonian system (M2n, Ω˜, F˜ ) that is ε−close to the initial system
in Ck-norm, the following properties hold. There exist a bigger neighbourhood U˜ ⊃ U ′
and a unique F˜ -preserving Hamiltonian (w.r.t. the “perturbed” symplectic structure)
S1-action on U˜ generated by a function I˜(f˜1, . . . , f˜n), where I˜(z1, . . . , zn) is a real-
analytic function on some bigger neighbourhood V˜ = F˜ (U˜) ⊃ V ′ that is O(ε)−close to
the function I(z1, . . . , zn) in C
k-norm. The “perturbed” action function I˜(z1, . . . , zn)
can be computed by the Mineur-Arnold integral formula
I˜(z1, . . . , zn) =
1
2π
∮
γ˜(z1,...,zn)
α˜ + const, (z1, . . . , zn) ∈ V˜ , (2)
where γ˜(z1,...,zn) ⊂ F˜−1(z1, . . . , zn) denotes a closed curve close to γ, and α˜ is any analytic
1-form on a neighbourhood of γ such that Ω˜ = dα˜ (such a 1-form always exists).
In the following theorem, we show how to solve the questions (1b) and (1c) from
Introduction, as well as the remaining part of the questions (1a) and (1c). Similarly
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to the previous theorem, we formulate our solution w.r.t. some of the S1-subactions
of the desired torus action. By using this theorem, one can obtain the remaining
(S1)r−r
′+κe−κ′e+κh-subaction of the desired (S1)r+κe+κh–action.
Denote by MC a small open complexification of M , on which ΩC and FC are defined.
Denote by OCm the orbit of a point m ∈ MC under the (local) Hamiltonian action of
Cn on MC generated by the functions fC1 , . . . , f
C
n . For a holomorphic function f on
MC, denote by Xf the Hamiltonian vector field on M
C with the Hamilton function f .
Denote by Sing(FC) the set of singular points of FC.
Theorem 2.2. Let (M2n,Ω, F ) be a real-analytic integrable Hamiltonian system, m0 ∈
M a singular point of the momentum map F = (f1, . . . , fn), F (m0) = (0, . . . , 0).
Suppose there exists a point m1 ∈ LC0 = (FC)−1(0, . . . , 0) and λ ∈ C \ {0} such that
(i) rank dFC(m1) = n, i.e. m1 is a regular point of the map F
C,
(ii) there exist a compact trajectory γ0 (i.e. a closed trajectory or an equilibrium) and a
continuous one-parameter family of 2π-periodic trajectories γu ⊂ OCm1 , 0 < u ≤ 1,
of the vector field Xλf1 such that m1 ∈ γ1 =: γ and m0 ∈ γ0 ⊂
⋃
0<u≤1
γu =: C.
Then
(a) There exist a neighbourhood U of the set C in MC (cf. (ii)) and a unique FC-
preserving Hamiltonian S1-action on U generated by a function I(fC1 , . . . , f
C
n ), where
I(z1, . . . , zn) is a holomorphic function on the neighbourhood V = F
C(U) of the origin
in Cn such that I(z1, . . . , zn) = λz1+O(
n∑
j=1
|zj|2). The action function I(z1, . . . , zn) can
be computed by the Mineur-Arnold [29] integral formula
I(z1, . . . , zn) =
1
2π
∮
γ(z1,...,zn)
αC + const, (z1, . . . , zn) ∈ V, (3)
where γ(z1,...,zn) ⊂ (FC)−1(z1, . . . , zn) denotes a closed curve depending continuousely on
(z1, . . . , zn) such that γ(0,...,0) = γ, and α
C is any holomorphic 1-form on a neighbourhood
of γ such that ΩC = dαC (such a 1-form always exists, similarly to (30)).
Let, in addition, the curve γ in (ii) be homologically symmetric in the following sense:
(iii) for each ε > 0, there exists a ∈ Rn, |a| < ε, such that the closed path γa from
(3) is homological in the fiber (FC)−1(a) \ Sing(FC) to its C-conjugated path γa
(respectively, to the closed path obtained from γa by reversing orientation).
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Then λ ∈ R (respectively λ ∈ iR) and the “normalized” action function 1
λ
I(z1, . . . , zn)
is real-valued (and, hence, real-analytic) on the domain V ∩ Rn.
(b) This S1-action is persistent under real-analytic integrable perturbations in the fol-
lowing sense. Suppose we are given k ∈ Z+, a neighbourhood U ′ of the set C in MC and
a neighbourhood V ′ of the origin in Cn having compact closures U ′ ⊂ U and V ′ ⊂ V .
Then there exists ε > 0 such that, for any (“perturbed”) real-analytic integrable Hamilto-
nian system (M, Ω˜, F˜ ) whose holomorphic extension to MC is ε−close to (MC,ΩC, FC)
in C0−norm, the following properties hold. On some neighbourhood U˜ ⊃ U ′, there exists
a unique F˜C-preserving Hamiltonian (w.r.t. the “perturbed” symplectic structure Ω˜) S1-
action generated by a function I˜(f˜C1 , . . . , f˜
C
n ), where I˜(z1, . . . , zn) is a holomorphic func-
tion on some neighbourhood V˜ ⊃ V ′ that is O(ε)−close to I(z1, . . . , zn) in Ck−norm.
The “perturbed” action function I˜(z1, . . . , zn) can be computed by the Mineur-Arnold
integral formula
I˜(z1, . . . , zn) =
1
2π
∮
γ˜(z1,...,zn)
α˜C + const, (z1, . . . , zn) ∈ V˜ , (4)
where γ˜(z1,...,zn) ⊂ (F˜C)−1(z1, . . . , zn) is a closed curve close to γ, α˜C is a holomorphic
1-form on a neighbourhood of γ such that Ω˜C = dα˜C (such a 1-form always exists).
Let, in addition, the curve γ in (ii) be homologically symmetric, i.e. satisfy (iii) from
(a). Then the “perturbed” “normalized” action function 1
λ
I˜(z1, . . . , zn) is real-valued
(and, hence, real-analytic) on the domain V˜ ∩ Rn.
Proofs of Theorems 2.1 and 2.2 are given in §5.
2.1 Nondegenerate singularities, singular orbits of finite type
A singular point m0 of rank 0 is called nondegenerate (cf. e.g. [10]) if the linearizations
Aj of the Hamiltonian vector felds Xfj at the point m0 span a Cartan subalgebra of
the Lie algebra of the Lie group Symp(Tm0M,Ω|m0) ≃ Symp(2n,R), i.e. the operators
A1, . . . , An span an n-dimensional commutative subalgebra and there exists a linear
combination A =
n∑
j=1
cjAj, cj ∈ R, having a simple spectrum: | SpecA| = 2n. A
singular point m0 of rank r is called nondegenerate (cf. e.g. [10]) if the corresponding
rank-0 singular point of the corresponding reduced integrable Hamiltonian system with
n − r degrees of freedom (obtained by local symplectic reduction under the action of
f1, . . . , fr such that df1 ∧ · · · ∧ dfr|m0 6= 0) is nondegenerate.
A singular orbit (respectively, fiber) is called nondegenerate if each singular point con-
tained in this orbit (fiber) is nondegenerate.
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A singular orbit Om0 is called of finite type [41, Definition 3.6] if there is only a fi-
nite number of orbits of the infinitesimal action of Cn ≈ R2n on the fiber LC0 ⊂ MC
containing m0, and L
C
0 contains a regular point of the map F
C.
Due to the Vey theorem [35], each nondegenerate orbit is of finite type.
2.2 On topological conditions (ii), (iii) in Theorems 2.1, 2.2
Remark 2.3. Let us explain the meaning of periodicity condition (ii) in Theorem 2.1
(and its analogue in Theorem 2.2). Consider the commuting vector fields Xf1 , . . . , Xfn
on the regular fiber L0\Sing(F ). Since they are linearly independent, they form a basis
of TmL0 at each point m ∈ L0 \ Sing(F ). Since they pairwise commute, they define a
flat affine connection on L0 \ Sing(F ). Moreover, this flat affine connection is integer.
The condition (ii) in Theorem 2.1 simply means that there exists a closed geodesic γ on
L0 \Sing(F ) w.r.t. this integer flat affine connection, moreover the following conditions
hold: the velocity vector of γ equals Xf1|γ and there exists a compact trajectory γ0 of
Xf1 passing through m0. The following condition is sufficient for the above condition:
there exist a closed curve γˆ (not necessarily a geodesic) on U ∩ L0 \ Sing(F ) such that∫
γˆ
θj = 2πδ1j, 1 ≤ j ≤ n, and there exist a sequence εk ց 0 and a sequence of closed
curves γk ⊂ U∩L0\Sing(F ) homotopic to γˆ in U∩L0\Sing(F ), k ∈ N, such that γk lies
in the εk-neighbourhood ofm0 (w.r.t. a fixed local coordinates on U) and
∫
γk
ds = o(1/εk)
(i.e., γk is “not too long”). Here θ1, . . . , θn are 1-forms on L0 \ Sing(F ) forming a dual
basis of T ∗mL0 to the basis Xf1|m, . . . , Xfn|m of TmL0 at each point m ∈ L0 \ Sing(F ),
and ds2 :=
n∑
j=1
(θj)
2 is the flat Riemannian metric on L0 \ Sing(F ).
The periodicity condition (ii) in Theorem 2.2 means that there exists a closed geodesic
γ on LC0 \ Sing(FC) w.r.t. the similar flat affine connection on the complexified fiber
LC0 \ Sing(FC), moreover the following conditions hold: the velocity vector of γ equals
Xλf1 |γ and there exists a compact trajectory γ0 ⊂ M of Xλf1 passing through m0. A
sufficient condition is that there exist a closed curve γˆ (not necessarily a geodesic) on
LC0 \ Sing(FC) such that
∫
γˆ
θj = 2πλδ1j , 1 ≤ j ≤ n, and there exist a sequence εk ց 0
and a sequence of closed curves γk ⊂ LC0 \ Sing(FC) homotopic to γˆ in LC0 \ Sing(FC),
k ∈ N, such that γk lies in the εk-neighbourhood of m0 (w.r.t. a fixed local coordinates
on MC) and
∫
γk
ds = o(1/εk) (i.e., γk is “not too long”). Here ds
2 :=
n∑
j=1
θjθj is the flat
Riemannian metric on LC0 \ Sing(FC).
Example 2.4. Let us verify the condition (iii) from Theorem 2.2 (a) on homological
symmetry for basic nondegenerate singularities: elliptic, hyperbolic and focus-focus.
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(e) Consider an elliptic nondegenerate rank 0 singularity, given by f1 =
1
2
(p2 + q2)
and Ω = dp ∧ dq on R2 with coordinates (p, q). Take a small ε > 0 and a regular
point m1 = (ε, iε). Since f
C
1 (m1) = 0, we have m1 ∈ LC0 . Then the Hamiltonian
system has the form dp
dt
= −∂f1
∂q
= −q, dq
dt
= ∂f1
∂p
= p. Its solutions are γa,b(t) =
(ae−it + beit, iae−it − ibeit) with arbitrary constants a, b ∈ C. So we have a solution
γ(t) = γε,0(t) = εe
−it(1, i) with γ(0) =: m1 ∈ LC0 . Since this solution is 2π-periodic,
we have λ = 1 ∈ R. Take a real regular value a = 4ε3 ∈ R close to 0. Consider
the closed path γ′(t) = γε,ε2(t) = εe−it(1 + e2itε, i − ie2itε) in the (Milnor’s) fiber
(FC)−1(a) = {p2 + q2 = 4ε3}. This path is a closed path obtained from γ by a small
deformation. The C-conjugated path is γ′(t) = εeit(1 + e−2itε,−i+ ie−2itε) = γε2,ε(t).
Then γ′(t) and γ′(t) are homological in the (Milnor’s) fiber (FC)−1(a). Indeed, they
are orbits of the Hamiltonian S1-action generated by fC1 , thus they can be connected
with each other by a 1-parameter family of such orbits in the regular (Milnor’s) fiber
(FC)−1(a). We have a real λ = 1 ∈ R and a real-analytic 2π-periodic first integral
I(f1) = f1, as Theorem 2.2 (a) asserts.
(h) Consider a hyperbolic nondegenerate rank 0 singularity, given by f1 = pq and
Ω = dp ∧ dq on R2 with coordinates (p, q). Then the Hamiltonian system with the
Hamilton function ifC1 has the form
dp
dt
= −i∂f1
∂q
= −ip, dq
dt
= i∂f1
∂p
= iq. Its solutions
are γa,b(t) = (ae
−it, beit) with arbitrary constants a, b ∈ C. Take a small ε > 0 and
a regular point m1 = (ε, 0) ∈ L0. So we have a solution γ(t) = γε,0(t) = (εe−it, 0)
with γ(0) = m1 ∈ L0. Since this solution is 2π-periodic, we have λ = i ∈ iR. The C-
conjugated path is γ(t) = (εeit, 0) = γ(−t). Thus γ(t) and γ(−t) are homological in the
regular part of the fiber LC0 , since they just coincide. We have an imaginary λ = i ∈ iR
and a holomorphic 2π-periodic first integral I(f1) = if1, moreover iI(f1) = −f1 is
real-valued, as Theorem 2.2 (a) asserts.
(f) Consider a focus-focus nondegenerate rank 0 singularity, given by f1 = p1q2 − p2q1,
f2 = p1q1 + p2q2 and Ω = dp1 ∧ dq1 + dp2 ∧ dq2 on R4 with coordinates (p, q) =
(p1, p2, q1, q2). We have two commuting Hamiltonian S
1-actions on a small open com-
plexification of the origin, namely those generated by fC1 and if
C
2 .
The Hamiltonian S1-action generated by f1 is given by the Hamiltonian system
dp1
dt
=
−∂f1
∂q1
= p2,
dp2
dt
= −∂f1
∂q2
= −p1, dq1dt = ∂f1∂p1 = q2,
dq2
dt
= ∂f1
∂p2
= −q1. Its trajectory
γ(t) = ε(cos t,− sin t, 0, 0) with γ(0) = (ε, 0, 0, 0) =: m1 lies on a regular part of L0,
and Theorem 2.1 can be applied to it. We have a real λ = 1 ∈ R and a real-analytic
2π-periodic first integral I1(f1, f2) = f1, as Theorem 2.1 (a) asserts.
The Hamiltonian S1-action generated by ifC2 is given by the Hamiltonian system
dp1
dt
=
−i∂f2
∂q1
= −ip1, dp2dt = −i∂f2∂q2 = −ip2,
dq1
dt
= i∂f2
∂p1
= iq1,
dq2
dt
= i∂f2
∂p2
= iq2. Its orbit
γ(t) = ε(e−it, 0, 0, 0) with γ(0) = (ε, 0, 0, 0) =: m1 lies on a regular part of LC0 . Since
this solution is 2π-periodic, we have λ = i ∈ iR. The C-conjugated path is γ(t) =
(εeit, 0, 0, 0) = γ(−t). Thus γ(t) and γ(−t) are homological in the regular part of the
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fiber LC0 , since they just coincide. We have an imaginary λ = i ∈ iR and a holomorphic
2π-periodic first integral I2(f1, f2) = if2, moreover iI2(f1, f2) = −f2 is real-valued, as
Theorem 2.2 (a) asserts.
3 Normalization of a torus action near a singular or-
bit. Elliptic, hyperbolic and twisting resonances
In this section, we solve the questions (2a)–(2c) and (3a) from Introduction.
In particular, we describe any Hamiltonian torus action on a neighborhood of its orbit,
and prove persistence of its canonical model under peturbations.
Such a torus action can be obtained e.g. from a Hamiltonian Rn-action generated by
the momentum map F = (f1, . . . , fn) of an integrable Hamiltonian system, via either
results of [38, 1, 15, 3, 39, 40] or our results of the previous section. If we do so,
we will obtain a Hamiltonian action of a torus generated by some functions of the
form Ij = Ij(f1, . . . , fn), 1 ≤ j ≤ r + κ. As we are mostly interested in the singular
Lagrangian fibration (rather than specific commuting functions f1, . . . , fn), we allow
ourselves to replace f1, . . . , fn with I1, . . . , Ir+κ, fr+κ+1, . . . , fn where
∂(I1,...,Ir+κ)
∂(f1,...,fr+κ)
6= 0.
So, we can assume that some of the components of the momentum map generate a
torus action. In this section (except for Examples 3.6, 3.12), we forget about other
components of the momentum map (even about their existence). After that, one can
study normal form of the system and its perturbations, see Examples 3.6, 3.12 below.
It is well known that a smooth action of a compact Lie group G is linearizable on
a neighbourhood of its fixed point ([2], [7, Sec 3.1.4]). According to the Darboux-
Weinstein theorem (which is an equivariant Darboux theorem), a smooth symplectic
action of a compact Lie group G is symplectically linearizable on a neighbourhood of its
fixed point ([37, Lecture 5], [9]). This extends to arbitrary Lie groups and their arbitrary
orbits under natural assumptions [28, 18]. Moreover, an integrable Hamiltonian system
admitting a symplectic action of a compact Lie group G preserving the momentum
map of the system, is equivariantly fiberwise symplectomorphic to a linear model on a
neighbourhood of an invariant compact nondegenerate singular orbit O [30].
In this section, we formulate Theorems 3.4 and 3.10 about
• reduction to a symplectic normal form, so-called canonical model, for a Hamil-
tonian torus action generated by smooth (real-analytic, respectively) functions
(some of which are multiplied by
√−1, respectively) on a neighbourhood of a
(may be degenerate) singular orbit O in M (in MC, resp.);
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• persistence of the canonical model of a torus action under small perturbations of
the action in the class of Hamiltonian torus actions.
In particular, we will define discrete parameters that completely determine the canonical
model up to symplectomorphism: so-called Williamson type of the orbit, κ tuples of
integers and r tuples of ratios called elliptic, hyperbolic and twisting resonances of the
orbit, respectively. Here r and r + κ denote dimensions of the orbit and the torus,
respectively. Proofs of Theorems 3.4 and 3.10 will be given in Sections 6, 7.
3.1 The linear model in elliptic case
In this subsection, we solve the questions (2a), (2c) and partially (3a) from Introduction.
Denote by λ = (λ1, . . . , λr) a linear coordinate system on a small ball D
r of dimension
r centred at the origin, ϕ = (ϕ1, . . . , ϕr) a standard periodic coordinate system of the
torus (S1)r, and (x, y) = (x1, y1, . . . , xn−r, yn−r) a linear coordinate system on a small
polydisc (D2)n−r of dimension 2(n− r) centred at the origin. Consider the manifold
V = Dr × (S1)r × (D2)n−r, (5)
with the standard symplectic form
r∑
s=1
dλs∧dϕs+
n−r∑
j=1
dxj ∧dyj, and the following map:
(λ,H) = (λ1, . . . , λr, h1, . . . , hke) : V → Rr+ke (6)
where r, ke ∈ Z+, r + ke ≤ n,
hj =
x2j + y
2
j
2
for 1 ≤ j ≤ ke. (7)
Let Γ be a group acting on the product Dr × (S1)r × (D2)n−r by symplectomorphisms
preserving the map (λ,H). We will say that the action of Γ is linear (compare [30,
§2.3]) if it satisfies the following property:
(L) Γ acts on the product V = Dr × (S1)r × (D2)n−r componentwise; the action of Γ
on Dr is trivial, its action on (S1)r is by translations (w.r.t. the coordinate system ϕ),
and its action on (D2)n−r is linear w.r.t. the coordinate system (x, y).
Suppose now that Γ is a finite group with a free symplectic action on V that is linear (see
(L) above) and preserves the map (λ,H). Then we can form the quotient symplectic
manifold V/Γ, with a (S1)r+κe-action on it generated by the following momentum map,
all whose components are linear or quadratic functions:
(λ,Q) = (λ1, . . . , λr, Q1 . . . , Qκe) : V/Γ→ Rr+κe, where Qℓ :=
ke∑
j=1
pjℓhj , (8)
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1 ≤ ℓ ≤ κe, for some integers κe ∈ Z+ and pjℓ ∈ Z. Suppose also that
(i) rank ‖pjℓ‖ = κe, thus κe ≤ ke,
(ii) Γ acts on (D2)n−r = (D2)ke × (D2)n−r−ke componentwise, and the induced action
on (D2)n−r−ke is by involutions.
The set
O := {λs = xj = yj = 0}/Γ ⊂ V/Γ
is a rank-r orbit of the above (S1)r+κe-action on V/Γ.
Definition 3.1. Consider the above Hamiltonian (S1)r+κe-action on V/Γ generated by
the momentum map (8), satisfying the assumptions (i) and (ii) from above. We will
call this action the linear (S1)r+κe-action (or linear model) of rank r, Williamson type
(ke, 0, 0), elliptic resonances
(p1ℓ : · · · : pke,ℓ) ∈ QP ke−1, 1 ≤ ℓ ≤ κe, (9)
and twisting group Γ (or, more precisely, twisting linear action of Γ on V ), provided
that the integer ke cannot be made smaller via a linear change of coordinates (x, y) on
(D2)n−r (which is equivalent to the fact that, for each j ∈ {1, . . . , ke}, either
κe∑
ℓ=1
|pjℓ| > 0
or there exists a ∈ {1, . . . , r} such that 2qψa,j 6⊂ Z, see (11) below).
Remark and Definition 3.2. (A) Since Γ freely acts on V componentwise and the
induced action on (S1)r is by translations, we can regard Γ as a subgroup of (S1)r. One
can show1 that a (free) twisting linear action of Γ on V has the form
(λ, ϕ, z1, . . . , zn−r) 7→ (λ, ϕ+ ψ, ei〈m1,ψ〉z1, . . . , ei〈mn−r ,ψ〉zn−r), ψ ∈ Γ ⊂ (S1)r, (10)
for some m1, . . . , mn−r ∈ Zr, for an appropriate choice of symplectic coordinates (x, y)
on (D2)n−r satisfying (8) (corresponding to a root decomposition of R2(n−r) w.r.t. the
commuting (S1)κe-action and Γ-action). Here we used the notationmj =: (mj1, . . . , mjr),
ψ := (ψ1, . . . , ψr), 〈mj, ψ〉 :=
r∑
s=1
mjsψs, zj := xj + iyj , 1 ≤ j ≤ n − r. In other words,
1Indeed, it follows from Theorem 3.10 that the action of generators ψa := p(γa) of Γ on V has the
form
(λ, ϕ, z1, . . . , zn−r) 7→ (λ, ϕ+ ψa, e2piiqγa,1z1, . . . , e2piiqγa,n−rzn−r), 1 ≤ a ≤ r,
for some qγa,j ∈ Q. Here γ1, . . . , γr is a generating set of the lattice p−1(Γ) ⊂ Rr, p : Rr → (S1)r
denotes the projection. Since p−1(Γ) is a lattice in Rr, there exists a unique linear map Rr →
Rn−r sending γa 7→ 2pi(qγa,1, . . . , qγa,n−r), 1 ≤ a ≤ r. Clearly, this linear map has the form γ 7→
(〈m1, γ〉, . . . , 〈mn−r, γ〉), γ ∈ Rr, for some m1, . . . ,mn−r ∈ Rr. From the short exact sequence 0 →
2piZr → p−1(Γ) → Γ → 0, we conclude that 〈mj , γ〉 ∈ 2piZ, provided that γ ∈ 2piZr. Therefore
mj ∈ Zr. This proves (10).
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a (free) twisting linear action of Γ on V can be extended to a (free) linear Hamiltonian
action of (S1)r ⊃ Γ preserving the momentum map (8).
(B) We will call such a twisting linear action of Γ on V the twisting linear action with
twisting resonances
(qψa,1, . . . , qψa,n−r) ∈ (Q/Z)n−r, where qψa,j := 〈mj , ψ
a
2π
〉 mod 1 ∈ Q/Z, (11)
1 ≤ a ≤ r, 1 ≤ j ≤ n− r, and 2qψa,j ⊂ Z for ke+1 ≤ j ≤ n− r (due to assumption (ii)
from above). Here γ1, . . . , γr denote a basis of the homology group H1(O) ≃ p−1(Γ) ⊂
2πQr ⊂ Rr, thus ψa := p(γa), 1 ≤ a ≤ r, is a generating set of the group Γ, where
p : Rr → (S1)r is the projection.
(C) We always may assume that each basic cycle γa has coordinates γas =
2π
Na
δas , 1 ≤
a, s ≤ r, where Na is a positive integer. In this case, we have qψa,j = mjaNa mod 1.
Definition 3.3. In notations of Definition 3.1, Remark and Definition 3.2, we will call
the linear (S1)r+κe-action on V/Γ from Definition 3.1 the linear (S1)r+κe-action with
• dimension 2n, rank r, Williamson type (ke, 0, 0),
• elliptic resonances (9) assigned to the basic cycles of the subtorus (S1)κe of
(S1)r+κe (which is the isotropy subgroup of some and, hence, any point of O),
• twisting resonances (11) assigned to the basic cycles of the orbit O = {λs = xj =
yj = 0}/Γ ≈ (S1)r/Γ relatively the action of the subtorus (S1)r of (S1)r+κe .
Clearly, dimension, rank, the Williamson type together with elliptic and twisting res-
onances completely determine the symplectic manifold V/Γ with the linear (S1)r+κe-
action on it, up to symplectomorphism. See also Remark 3.5 about uniqueness of the
Williamson type and the resonances.
Now we can formulate our result in the elliptic case, which is the symplectic normal-
ization theorem for singular orbits of Hamiltonian torus actions:
Theorem 3.4. Suppose we are given an effective Hamiltonian action of the (r + κe)-
torus (S1)r+κe generated by C∞-smooth functions I1, . . . , Ir, J1, . . . , Jκe on a C
∞-smooth
symplectic manifold (M,Ω). Suppose a point m0 ∈ M is fixed under the (S1)κe-
subaction, and its orbit Om0 is r-dimensional. Then:
(a) There exist an invariant neighbourhood U of Om0 , a finite group Γ, a linear (S1)r+κe-
action of rank r on the symplectic manifold V/Γ given by (5)–(8), and a smooth action-
preserving symplectomorphism φ from U to V/Γ, that sends the orbit Om0 to the torus
O = {λs = xj = yj = 0}/Γ. If the system is real-analytic, φ is real-analytic too.
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In particular, dimensions of the torus (S1)r+κe and its subtorus (S1)κe satisfy the esti-
mates r + κe ≤ r + ke ≤ n. If r + κe = n then the orbit Om0 is nondegenerate.
(b) The symplectic normalization (5)–(8) for a torus action is persistent under C∞-
smooth perturbations in the following sense. For any integer k ≥ 5 and any neighbour-
hood U ′ of the orbit Om0 having a compact closure U ′ ⊂ U , there exists ε > 0 satisfying
the following. Suppose we are given a C∞-smooth Hamiltonian (S1)r+κe-action on M˜
(w.r.t. the “perturbed” symplectic structure Ω˜ that is ε-close to Ω in Ck+n−r−2−norm)
generated by a (“perturbed”) momentum map F˜ = (I˜1, . . . , I˜r, J˜1, . . . , J˜κe) that is ε-close
to F = (I1, . . . , Ir, J1, . . . , Jκe) in C
k−norm, where U ⊂ M˜ ⊂ M . Then there exist an
invariant neighbourhood U˜ ⊃ U ′, and a smooth action-preserving symplectomorphism φ˜
from U˜ to V/Γ that is O(ε)−close to φ in Ck−4−norm. If the systems are real-analytic,
φ˜ is real-analytic too. If the system depends smoothly (resp., analytically) on a local
parameter (i.e. we have a local family of systems), φ can also be chosen to depend
smoothly (resp., analytically) on that parameter.
Remark 3.5. (A) Consider a linear (S1)r+κe-action on V/Γ (see Definition 3.1, Re-
mark and Definition 3.2, Definition 3.3). What is a dynamical meaning of the elliptic
resonances (9) and the twisting resonances (11)? The eigenvalues of the linearized ℓ-
th infinitesimal generator of the κe-subtorus action on (D
2)ke are pure imaginary and
are in (9) resonance, which is exactly the elliptic resonance assigned to this generator.
Further, the multipliers of a cycle γ ∈ H1(O) ≈ p−1(Γ) ⊂ 2πQr ⊂ Rr of the torus
O = {λs = xj = yj = 0}/Γ under the r-subtorus action on (D2)ke equal e±2πiqψ,j ,
where ψ := p(γ) ∈ Γ and qψ,j mod 1 := 〈mj , ψ2π 〉 ∈ Q/Z, 1 ≤ j ≤ n− r. So, they are
in (qψ,1, . . . , qψ,n−r) resonance, which is exactly the twisting resonance assigned to the
cycle γ. Here p : Rr → (S1)r denotes the projection.
(B) Clearly, Williamson type is well defined, i.e. completely determined by the (“hid-
den”) torus-symmetry of the orbit O. Are the elliptic resonances also well defined
(perhaps, up to some natural transformations)? Clearly, the subtorus (S1)κe of the
torus (S1)r+κe trivially acts on O, moreover this subtorus is the isotropy subgroup of
any point of O, thus this subtorus is well defined, i.e. does not depend on the choice of
generators of the (S1)r+κe-action. It follows that the elliptic resonances (9), 1 ≤ ℓ ≤ κe,
are well defined up to replacing the vectors (p1ℓ, . . . , pke,ℓ), 1 ≤ ℓ ≤ κe, by their linear
combinations with integer coefficients forming a nondegenerate κe × κe-matrix.
(C) Are the twisting resonances also well defined (perhaps, up to some natural trans-
formations)? Suppose we allow ourselves to change the generators of the subtorus (S1)r
that acts locally-freely on our manifold V/Γ. At the same time, suppose that we fixed
basic cycles γ1, . . . , γr ∈ H1(O) ⊂ Qr ⊂ Rr of the orbit O, and we want that the cycle
γa has coordinates γas =
2π
Na
δas w.r.t. to the generators of the subtorus (S
1)r, both before
and after the change, may be with different integers Na, 1 ≤ a, s ≤ r (see Remark and
Definition 3.2 (C)). Thus, the above change is equivalent to replacing the coordinates
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λs, ϕs, zj with
λˆs := νsλs +
κe∑
ℓ=1
nℓsQℓ, ϕˆs :=
1
νs
ϕs, zˆj := e
−i〈(pn)j ,ϕ〉zj
for 1 ≤ s ≤ r and 1 ≤ j ≤ n− r. Here νs, n1s, . . . , nκes are coprime integers such that
νs 6= 0, and we denoted (pn)js :=
κe∑
ℓ=1
pjℓnℓs if 1 ≤ j ≤ ke, (pn)js := 0 if ke + 1 ≤ j ≤
n − r, (pn)j := ((pn)j1, . . . , (pn)jr), ϕ := (ϕ1, . . . , ϕr), 〈(pn)j, ψ〉 :=
r∑
s=1
(pn)jsψs. This
replacement will lead to the following replacements: ψaj with ψˆ
a
j such that νjψˆ
a
j = ψ
a
j ,
and mj ∈ Zr with mˆjs := νs(mjs − (pn)js). Thus, the twisting resonances (11) will be
replaced with
(qˆψa,1, . . . , qˆψa,n−r) ∈ (Q/Z)n−r, where qˆψa,j = qψa,j + 〈(pn)j, ψ
a
2π
〉 mod 1 ∈ Q/Z,
1 ≤ a ≤ r, 1 ≤ j ≤ n − r. If we recall that γas = 2πNa δas , 1 ≤ a, s ≤ r, then qˆψa,j =
qψa,j + (pn)ja/Na. In other words, the twisting resonances (11) are well defined up
to adding any linear combinations of “extended” elliptic resonances (9) with rational
coefficients forming a r × κe-matrix. Here, by the ℓ-th extended elliptic resonance,
1 ≤ ℓ ≤ κe, we mean the vector (p1,ℓ, . . . , pke,ℓ, 0, . . . , 0) ∈ Zn−r.
Example 3.6. Suppose O is a compact r-dimensional orbit of the momentum map
of a real-analytic integrable Hamiltonian system with n degrees of freedom. In other
words, O is a rank-r local singularity. Suppose this singularity has one of the following
types:
(a) a parabolic orbit with resonance ℓ/s (see [21] or §4.1), s ≥ 5, given by a mo-
mentum map F = (H, I) : (D1(λ) × S1(ϕ) × D2(x,y))/Zs → R3 where I = λ,
H = Re (zs) + |z|4 + λ|z|2, we denote z = x + iy; a generator of Zs acts on
D1 × S1 ×D2 by the transformation (λ, ϕ, z) 7→ (λ, ϕ + 2π/s, e2πiℓ/sz), s, ℓ ∈ Z,
0 ≤ ℓ < s, (s, ℓ) = 1;
(b) an integrable Hamiltonian Hopf bifurcation with resonance p : q [11, 19], p, q ∈ Z,
0 < p < q, (p, q) = 1, p
q
6= 1
3
, given by a momentum map F = (H, I, J) : D1(λ) ×
S1(ϕ)×D4(z1,z2) → R3 where I = λ, J = p
|z1|2
2
+q |z2|
2
2
, H = Re (zp1 z¯
q
2)+a|z2|4+λ|z2|2,
one denotes zj = xj + iyj, a is a real parameter;
(c) a normally-elliptic parabolic orbit with resonance ℓ/s (compare [6]), s ≥ 5, given
by a momentum map F = (H, I, J) : (D1(λ) × S1(ϕ) × D4(z1,z2))/Zs → R3 where
I = λ, J = 1
2
|z1|2, H = Re (zs2) + |z2|4 + (I ± J)|z2|2, one denotes zj = xj + iyj ,
a generator of Zs acts on D
1 × S1 × D4 by the transformation (λ, ϕ, z1, z2) 7→
(λ, ϕ+ 2π/s, z1, e
2πiℓ/sz2), s, ℓ ∈ Z, 0 ≤ ℓ < s, (s, ℓ) = 1;
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(d) a Hamiltonian swallow-tail bifurcation with resonance ℓ/5, given by a momentum
map F = (H, I1, I2) : (D
2
(λ1,λ2)
× (S1)2(ϕ1,ϕ2) × D2(x,y))/Z5 → R3 where I1 = λ1,
I2 = λ2, H = Re (z
5)+ |z|6+λ2|z|4+λ1|z|2, one denotes z = x+ iy, a generator of
Z5 acts on D
2×(S1)2×D2 by the transformation (λ1, λ2, ϕ1, ϕ2, z) 7→ (λ1, λ2, ϕ1+
2π/5, ϕ2, e
2πiℓ/5z), ℓ ∈ Z, 1 ≤ ℓ < 5.
Clearly, this orbit is of finite type [40] (see §2.1) and degenerate. Due to the Zung
result [40], there exists a locally-free F -preserving Hamiltonian (S1)r-action on some
neighbourhood of O. It can be shown from Theorem 2.1 or 2.2 that this action extends
to a “hidden” (S1)r+κe-symmetry, i.e. to an effective (not locally-free) F -preserving
Hamiltonian (S1)r+κe-action, with r + κe = n − 1. Moreover, this action is persistent
under real-analytic integrable perturbations. By Theorem 3.4, the latter action is sym-
plectomorphic to a linear (S1)r+κe-action, that is also persistent under real-analytic
integrable perturbations. In Table, we show Williamson type (ke, 0, 0), elliptic and
twisting resonances (Definition 3.3) of this linear (S1)r+κe-action, for each type of the
singularity O from above.
Case n Subtori dim’s Williamson Resonances
r κe type (ke, 0, 0) elliptic twisting
(a) 2 1 0 (1, 0, 0) no ℓ/s mod 1 ∈ Q/Z
(b) 3 1 1 (2, 0, 0) (p : q) ∈ QP 1 (0, 0) ∈ (Q/Z)2
(c) 3 1 1 (2, 0, 0) (0 : 1) ∈ QP 1 (ℓ/s mod 1, 0) ∈ (Q/Z)2
(d) 3 2 0 (1, 0, 0) no ℓ/s mod 1, 0 mod 1 ∈ Q/Z
3.2 The linear model in general case
In this subsection, we solve the questions (2b), (2c) and (3a) from Introduction.
As above, consider the manifold V = Dr× (S1)r× (D2)n−r as in (5), with the standard
symplectic form
r∑
s=1
dλs ∧ dϕs +
n−r∑
j=1
dxj ∧ dyj , and the following map:
(λ,H) = (λ1, . . . , λr, h1, . . . , h2kf+ke+kh) : V → Rr+2kf+ke+kh (12)
where r, ke, kh, kf ∈ Z+, r + ke + kh + 2kf ≤ n,
h2j−1 =
x22j−1+y
2
2j−1
2
− x22j+y22j
2
and
h2j = x2j−1y2j + x2jy2j−1 for 1 ≤ j ≤ kf ,
hj =
x2j+y
2
j
2
for 2kf + 1 ≤ j ≤ 2kf + ke,
hj = xjyj for 2kf + ke + 1 ≤ j ≤ 2kf + ke + kh.
(13)
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Let Γ be a group acting on the product Dr × (S1)r × (D2)n−r by symplectomorphisms
preserving the map (λ,H) given by (12), (13). Suppose the group Γ is finite, and its
action on V is free and linear (see Property (L) in §3.1). Then we can form the quotient
symplectic real-analytic manifold V/Γ, with a real-analytic momentum map
(λ,Q) = (λ1, . . . , λr, Q1 . . . , Qκ) : V/Γ→ Rr+κ, where Qℓ :=
ke+kh+2kf∑
j=1
pjℓhj , (14)
1 ≤ ℓ ≤ κ = κe + κh, and a (S1)r+κ-action on its small open complexification (V/Γ)C
generated by the map
(λ1, . . . , λr, Q1 . . . , Qκe , iQκe+1, . . . , iQκe+κh) : V/Γ→ Rr+κe × (iR)κh , (15)
for some integers κe,κh ∈ Z+ and pjℓ ∈ Z such that each component Qℓ (respectively
iQℓ) of the map (15) is a linear combination of elliptic (respectively hyperbolic) hj, i.e.
pjℓ = 0 if at least one of the following conditions (i) and (ii) holds:
(i) 1 ≤ ℓ ≤ κe and j ∈ {2, 4, 6, . . . , 2kf} ∪ {2kf + ke + 1, . . . , 2kf + ke + kh},
(ii) κe < ℓ ≤ κe + κh and j ∈ {1, 3, 5, . . . , 2kf − 1} ∪ {2kf + 1, . . . , 2kf + ke}.
Suppose also that
(iii) rank ‖pjℓ‖ = κe+κh, thus κe ≤ ke+kf , κh ≤ kh+kf , and κe+κh ≤ ke+kh+2kf ,
(iv) Γ acts on (D2)n−r = (D2)ke+kh+2kf × (D2)n−r−ke−kh−2kf componentwise, and the
induced action on (D2)n−r−ke−kh−2kf is by involutions.
The set
O := {λs = xj = yj = 0}/Γ ⊂ V/Γ
is a rank-r orbit of the above (S1)r+κe+κh-action on (V/Γ)C.
Definition 3.7. Consider the above Hamiltonian (S1)r+κe+κh-action on (V/Γ)C gen-
erated by the map (15), satisfying the assumptions (i)–(iv) from above. We will call
this action the linear (S1)r+κe+κh-action (or linear model) of rank r, Williamson type
(ke, kh, kf), elliptic resonances
(p1,ℓ : −p1,ℓ : p3,ℓ : −p3,ℓ : · · · : p2kf−1,ℓ : −p2kf−1,ℓ : p2kf+1,ℓ : · · · : p2kf+ke,ℓ) ∈ QP 2kf+ke−1,
(16)
1 ≤ ℓ ≤ κe, hyperbolic resonances
(p2,ℓ : p2,ℓ : p4,ℓ : p4,ℓ : · · · : p2kf ,ℓ : p2kf ,ℓ : p2kf+ke+1,ℓ : · · · : p2kf+ke+kh,ℓ) ∈ QP 2kf+kh−1,
(17)
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κe + 1 ≤ ℓ ≤ κe + κh, and twisting group Γ (or, more precisely, twisting linear action
of Γ on V ), provided that the integer ke + kh + 2kf cannot be made smaller via a
linear change of coordinates (x, y) on (D2)n−r (which is equivalent to the fact that,
for each j ∈ {1, 3, 5, . . . , 2kf − 1} ∪ {2kf + 1, . . . , 2kf + ke}, either
κe∑
ℓ=1
|pjℓ| > 0 or
there exists a ∈ {1, . . . , r} such that 2qψa,j 6⊂ Z, see (18) below; furthermore for each
j ∈ {2, 4, 6, . . . , 2kf} ∪ {2kf + ke + 1, . . . , 2kf + ke + kh}, we have
κe+κh∑
ℓ=κe+1
|pjℓ| > 0).
Remark and Definition 3.8. (A) Since Γ freely acts on V componentwise and the
induced action on (S1)r is by translations, we can regard Γ as a subgroup of (S1)r. One
can show similarly to (10) that a (free) twisting linear action of Γ on V has the form
(λ, ϕ, z1, . . . , zn−r) 7→ (λ, ϕ+ ψ, ei〈m1,ψ〉z1, e−i〈m1,ψ〉z2, . . . , ei〈mkf ,ψ〉z2kf−1, e−i〈mkf ,ψ〉z2kf ,
e
i〈mkf+1,ψ〉z2kf+1, . . . , e
i〈mkf+ke ,ψ〉z2kf+ke, χ1(ψ)z2kf+ke+1, . . . , χkh(ψ)z2kf+ke+kh ,
e
i〈mkf+ke+kh+1,ψ〉z2kf+ke+kh+1, . . . , e
i〈mn−r−kf ,ψ〉zn−r), ψ ∈ Γ ⊂ (S1)r,
for some integer vectors m1, . . . , mkf+ke, mkf+ke+kh+1, . . . , mn−r−kf ∈ Zr and characters
χ1, . . . , χkh : Γ → {1,−1}, for an appropriate choice of coordinates (x, y) on (D2)n−r
satisfying (14) (corresponding to a root decomposition of R2(n−r) w.r.t. the commuting
(S1)κe+κh-action and Γ-action). Here we used the notation mj =: (mj1, . . . , mjr), ψ =
(ψ1, . . . , ψr) ∈ (R/2πZ)r, 〈mj, ψ〉 :=
r∑
a=1
mjaψa, zj := xj + iyj .
In other words, the twisting group Γ freely acts on the product V = Dr × (S1)r ×
(D2)2kf+ke × (D2)kh × (D2)n−r−2kf−ke−kh componentwise, where its action on the “hy-
perbolic” component (D2)kh has the form
(z2kf+ke+1, . . . , z2kf+ke+kh) 7→ (χ1(ψ)z2kf+ke+1, . . . , χkh(ψ)z2kf+ke+kh), ψ ∈ Γ,
while its action on the product Dr × (S1)r × (D2)2kf+ke × (D2)n−r−2kf−ke−kh of the
remaining components can be extended to a (free) linear Hamiltonian action of (S1)r ⊃
Γ on V preserving the momentum map (14).
(B) We will call such a twisting linear action of Γ on V the twisting linear action with
twisting resonances
(qψa,1,−qψa,1, . . . , qψa,kf ,−qψa,kf , qψa,kf+1, . . . , qψa,n−r−kf ) ∈ (Q/Z)n−r, (18)
1 ≤ a ≤ r, where qψa,j := 〈mj , ψa2π 〉 mod 1 ∈ Q/Z for j ∈ {1, . . . , kf + ke} ∪ {kf +
ke + kh + 1, . . . , n− r − kf}, qψa,j := 1−χj(ψ
a)
4
for kf + ke + 1 ≤ j ≤ kf + ke + kh, and
2qψa,j ⊂ Z for kf + ke + kh + 1 ≤ j ≤ n− r − kf (due to assumption (iv) from above).
Here γ1, . . . , γr denote a basis of the homology group H1(Om0) ≃ p−1(Γ) ⊂ 2πQr ⊂ Rr,
thus ψa := p(γa), 1 ≤ a ≤ r, is a generating set of Γ, p : Rr → (S1)r is the projection.
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(C) Similarly to the elliptic case (see Remark and Definition 3.2 (C)), we always may
assume that γas =
2π
Na
δas , 1 ≤ a, s ≤ r, where Na is a positive integer. In this case, we
have qψa,j =
mja
Na
mod 1.
Definition 3.9. We will call the linear (S1)r+κe+κh-action on V/Γ from Definition 3.7
the linear (S1)r+κe+κh-action with
• dimension 2n, rank r, Williamson type (ke, kh, kf),
• elliptic resonances (16) and hyperbolic resonances (17) assigned to the basic cycles
of the subtori (S1)κe and (S1)κh of (S1)r+κe+κh , respectively,
• twisting resonances (18) assigned to the basic cycles of the orbit O = {λs = xj =
yj = 0}/Γ ≈ (S1)r/Γ relatively the action of the subtorus (S1)r of (S1)r+κe+κh.
Clearly, dimension, rank, the Williamson type, the elliptic, hyperbolic and twisting res-
onances completely determine the symplectic manifold V/Γ with the linear (S1)r+κe+κh-
action on (V/Γ)C, up to symplectomorphism. See also Remark 3.11 about uniqueness
of the Williamson type and the resonances.
Now we can formulate our result in the general real-analytic case, which is the sym-
plectic normalization theorem for singular orbits of Hamiltonian torus actions:
Theorem 3.10. Suppose we are given real-analytic functions I1, . . . , Ir, J1, . . . , Jκe+κh
on a real-analytic symplectic manifold (M,Ω). Suppose the functions IC1 , . . . , I
C
r , J
C
1 , . . . , J
C
κe
,
iJCκe+1, . . . , iJ
C
κe+κh
generate an effective Hamiltonian (S1)r+κe+κh-action on (MC,ΩC).
Suppose a point m0 ∈ M is fixed under the (S1)κe+κh-subaction, and its orbit Om0 is
r-dimensional. Then:
(a) There exist an (S1)r+κe+κh-invariant neighbourhood U of Om0 in MC, a finite group
Γ, a linear (S1)r+κe+κh-action of rank r on the symplectic manifold (V/Γ)C given by
(5), (12)–(14), and a real-analytic symplectomorphism φ from U ∩M to V/Γ having an
action-preserving holomorphic extension to U and sending the orbit Om0 to the torus
O = {λs = xj = yj = 0}/Γ.
In particular, dimensions of the torus (S1)r+κe+κh and its subtori (S1)κe and (S1)κh
satisfy the estimates κe ≤ ke+kf , κh ≤ kh+kf , and r+κe+κh ≤ r+ke+kh+2kf ≤ n.
If r + κe + κh = n then the orbit Om0 is nondegenerate.
(b) The symplectic normalization (5), (12)–(14) for a torus action is persistent under
analytic perturbations in the following sense. For any k ∈ Z+ and any neighbourhood U ′
of the orbit Om0 in MC having a compact closure U ′ ⊂ U , there exists ε > 0 satisfying
the following. Suppose F˜ = (I˜1, . . . , I˜r, J˜1, . . . , J˜κe+κh) and Ω˜ are analytic (“perturbed”)
momentum map and symplectic structure, whose holomorphic extensions to MC are
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ε-close to FC = (IC1 , . . . , I
C
r , J
C
1 , . . . , J
C
κe+κh
) and ΩC, respectively, in C0−norm. Sup-
pose the functions I˜C1 , . . . , I˜
C
r , J˜
C
1 , . . . , J˜
C
κe
, iJ˜Cκe+1, . . . , iJ˜
C
κe+κh
generate a Hamiltonian
(S1)r+κe+κh-action on (M˜C, Ω˜C), where U ⊂ M˜C ⊂ MC. Then there exist an invariant
neighbourhood U˜ ⊃ U ′, and an analytic symplectomorphism φ˜ from U˜∩M to V/Γ, whose
holomorphic extension to U˜ is action-preserving and O(ε)−close to φC in Ck−norm.
If the system depends on a local parameter (i.e. we have a local family of systems),
moreover its holomorphic extension to MC depends smoothly (resp., analytically) on
that parameter, then φ can also be chosen to depend smoothly (resp., analytically) on
that parameter.
Remark 3.11. (A) Consider a linear (S1)r+κe+κh-action on (V/Γ)C (see Definition 3.7,
Remark and Definition 3.8, Definition 3.9). What is a dynamical meaning of the elliptic
resonances (16), hyperbolic resonances (17) and the twisting resonances (18)? The
eigenvalues of the linearized ℓ-th infinitesimal generator of the κe-dimensional subtorus
action on (D2)ke+kh+2kf are pure imaginary and in (16) resonance, which is exactly the
elliptic resonance assigned to this generator, 1 ≤ ℓ ≤ κe. Further, the eigenvalues
of the linearized ℓ-th infinitesimal generator of the κh-dimensional subtorus action
on ((D2)ke+kh+2kf )C are real and in (17) resonance, which is exactly the hyperbolic
resonance assigned to this generator, κe+1 ≤ ℓ ≤ κe+κh. Furthermore, the multipliers
of a cycle γ ∈ H1(O) ≈ p−1(Γ) ⊂ 2πQr ⊂ Rr of the torus O = {λs = xj = yj =
0}/Γ under the r-subtorus action on (D2)n−r equal e±2πiqψ,j , e±2πiqψ,j for 1 ≤ j ≤ kf ,
e±2πiqψ,j for kf + 1 ≤ j ≤ n − r − kf . So, they are in (qψ,1,−qψ,1, . . . , qψ,kf ,−qψ,kf ,
qψ,kf+1, . . . , qψ,n−r−kf ) ∈ (Q/Z)n−r resonance, which is exactly the twisting resonance
assigned to the cycle γ. Here p : Rr → (S1)r denotes the projection, ψ := p(γ) ∈ Γ.
(B) Clearly, the Williamson type is well defined, i.e. completely determined by the
(“hidden”) torus-symmetry of the orbit O. Are the elliptic and hyperbolic resonances
also well defined (perhaps, up to some natural transformations)? At first, we recall
that the Hamiltonian action of the subtorus (S1)r+κe of the torus (S1)r+κe+κh is gen-
erated by real-valued functions, while the Hamiltonian action of the subtorus (S1)κh
is generated by imaginary-valued functions. Thus, the subtori (S1)r+κe and (S1)κh
of the torus (S1)r+κe+κh are well defined, i.e. they do not depend on the choice of
generators of the (S1)r+κe+κh-action. At second, the subtorus (S1)κe of the subtorus
(S1)r+κe trivially acts on O, moreover this subtorus is the isotropy subgroup of any
point of O under the (S1)r+κe-action, thus the subtorus (S1)κe is also well defined.
It follows that the elliptic resonances (16) are well defined up to replacing the vec-
tors (p1ℓ, p3ℓ, . . . , p2kf−1,ℓ, p2kf+1,ℓ, . . . , p2kf+ke,ℓ), 1 ≤ ℓ ≤ κe, by their linear com-
binations with integer coefficients forming a nondegenerate κe × κe-matrix. Sim-
ilarly, the hyperbolic resonances (17) are well defined up to replacing the vectors
(p2ℓ, p2ℓ, . . . , p2kf ,ℓ, p2kf+ke+1,ℓ, . . . , p2kf+ke+kh,ℓ), κe + 1 ≤ ℓ ≤ κe + κh, by their lin-
ear combinations with integer coefficients forming a nondegenerate κh × κh-matrix.
(C) Are the twisting resonances also well defined (perhaps, up to some natural trans-
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formations)? Suppose we allow ourselves to change the generators of the subtorus (S1)r
that acts locally-freely on our manifold (V/Γ)C. At the same time, suppose that we
fixed basic cycles γ1, . . . , γr ∈ H1(O) of the orbit O, and we want that each cycle γa
has coordinates γas =
2π
Na
δas , 1 ≤ a, s ≤ r (see Remark and Definition 3.8 (C)). Thus,
the above change is equivalent to replacing the variables λs, ϕs, zj with
λˆs := νsλs +
κe∑
ℓ=1
nℓsQℓ, ϕˆs :=
1
νs
ϕs, zˆj := e
−i〈(pn)j ,ψ〉zj
for 1 ≤ s ≤ r and 1 ≤ j ≤ n − r. Here νs, n1s, . . . , nκes are coprime integers such
that νs 6= 0, and we denoted (pn)2j−1,s = −(pn)2j,s :=
κe∑
ℓ=1
p2j−1,ℓnℓs if 1 ≤ j ≤ kf ,
(pn)js :=
κe∑
ℓ=1
pkf+j,ℓnℓs if 2kf + 1 ≤ j ≤ 2kf + ke+ kh, (pn)js := 0 if 2kf + ke + kh+ 1 ≤
j ≤ n − r, (pn)j := ((pn)j1, . . . , (pn)jr), ψ := (ψ1, . . . , ψr), 〈(pn)j, ϕ〉 :=
r∑
s=1
(pn)jsϕs.
This replacement will lead to the following replacements: ψa = (ψ
1
a, . . . , ψ
r
a) → ψˆa =
(ψˆ1a, . . . , ψˆ
r
a) := (
ψ1a
ν1
, . . . , ψ
r
a
νr
), and mj = (mj1, . . . , mjr) → mˆjs where mˆjs := νs(mjs −
(pn)2j−1,s) if 1 ≤ j ≤ kf , mˆjs := νs(mjs − (pn)kf+j,s) if kf + 1 ≤ j ≤ n− r − kf . Thus,
the twisting resonances (18) will be replaced with
(qˆψa,1,−qˆψa,1, . . . , qˆψa,kf ,−qˆψa,kf , qˆψa,kf+1, . . . , qˆψa,n−r−kf ) ∈ (Q/Z)n−r,
1 ≤ a ≤ r, where qˆψa,j = qψa,j + 〈(pn)2j−1, ψa2π 〉 mod 1 ∈ Q/Z if 1 ≤ j ≤ kf ,
qˆψa,j = qψa,j + 〈(pn)kf+j, ψ
a
2π
〉 mod 1 ∈ Q/Z if kf + 1 ≤ j ≤ n − r − kf . If we re-
call that ψas =
2π
Na
δas , 1 ≤ a, s ≤ r, then qˆψa,j = qψa,j + (pn)2j−1,a/Na if 1 ≤ j ≤ kf ,
qˆψa,j = qψa,j + (pn)kf+j,a/Na if kf + 1 ≤ j ≤ n − r − kf . In other words, the
twisting resonances (18) are well defined up to adding any linear combinations of
the “extended” elliptic resonances (16) with rational coefficients forming a r × κe-
matrix. Here, by the ℓ-th extended elliptic resonance, 1 ≤ ℓ ≤ κe, we mean the vector
(p1,ℓ,−p1,ℓ, p3,ℓ,−p3,ℓ, . . . , p2kf−1,ℓ,−p2kf−1,ℓ, p2kf+1,ℓ, . . . , p2kf+ke,ℓ, 0, . . . , 0) ∈ Zn−r.
Example 3.12. In Table below, we give hyperbolic analogues of the singularities (b)
and (c) from Example 3.6. In detail, suppose that O is a compact r-dimensional orbit
of the momentum map of a real-analytic integrable Hamiltonian system with n degrees
of freedom. Suppose this singularity has one of the following types:
(b) a hyperbolic integrable Hamiltonian Hopf bifurcation [27, §2], given by a mo-
mentum map F = (H, I, J) : D1(λ) × S1(ϕ) × D4(x1,y1,x2,y2) → R3 where I = λ,
J = x1y1 + x2y2, H = x1y2 + (x2y1)
2 + λx2y1;
(c) a normally-hyperbolic parabolic orbit with resonance ℓ/s (s ≥ 5), given by a
momentum map F = (H, I, J) : (D1(λ) × S1(ϕ) × D4(z1,z2))/Zs → R3 where I = λ,
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J = x1y1, H = Re (z
s
2) + |z2|4 + (I ± J)|z2|2, one denotes zj = xj + iyj, a
generator of Zs acts on D
1 × S1 × D4 by the transformation (λ, ϕ, z1, z2) 7→
(λ, ϕ+ 2π/s, z1, e
2πiℓ/sz2), s, ℓ ∈ Z, 0 ≤ ℓ < s, (s, ℓ) = 1.
One shows from Theorem 2.2 that this singularity possesses a “hidden” (S1)r+κe+κh-
symmetry, i.e. an effective (not locally-free) FC-preserving Hamiltonian (S1)r+κe+κh-
action, with r+κe+κh = n−1. Moreover, this action is persistent under real-analytic
integrable perturbations. By Theorem 3.10, the latter action is symplectomorphic to a
linear (S1)r+κe+κh-action, that is also persistent under real-analytic integrable pertur-
bations. In Table, we show the Williamson type (ke, kh, kf), the elliptic, hyperbolic and
twisting resonances (Definition 3.9) of this linear (S1)r+κe+κh-action, for each type of
the singularity O from above.
Case n Subtori dim’s Williamson Resonances
r κe κh type (ke, kh, kf) elliptic hyperbolic twisting
(b) 3 1 0 1 (0, 2, 0) no (1 : 1) ∈ QP 1 (0, 0) ∈ (Q/Z)2
(c) 3 1 0 1 (1, 1, 0) no 1 ∈ QP 0 (ℓ/s mod 1, 0) ∈ (Q/Z)2
4 Application to structural stability of singularities
In this section, we solve the questions (3b)–(3d) from Introduction, for parabolic orbits
with resonances.
Two singularities will be called equivalent if there exists a fiberwise homeomorphism of
fibration germs at these singularities.
Our central object will be structurally stable singularities (Definition 4.1 below), which
are those singularities whose equivalence classes are open in the topology described be-
low. Such singularities are met in typical integrable systems, so they cannot disappear
after small integrable perturbations. We will assume that the manifold M , the sym-
plectic structure Ω and the momentum map F are real-analytic. Notice that, due to the
Cauchy theorem or the Weierstrass theorem [33, Ch. I, §2, Theorem 8], all compact-
open Ck−topologies on the space of holomorphic pairs (ΩC, FC) on MC are pairwise
equivalent for all k ∈ Z+. Here MC denotes a small open complexification of M , while
ΩC, FC are holomorphic extensions of Ω, F to MC. Thus, below we can take k = 0.
Definition 4.1. A singularity of a singular Liouville fibration (M,Ω, F ) will be called
structurally stable under real-analytic integrable perturbations, or simply structurally
stable if it has a neighbourhood U0 such that, for any smaller neighbourhood U1 with
a compact closure U1 ⊂ U0, there exist ε > 0 and a (small) open complexification UC0
of U0 satisfying the following. For any real-analytic integrable perturbation (U0, Ω˜, F˜ )
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of (U0,Ω|U0, F |U0) such that ‖Ω˜C − ΩC‖Ck + ‖F˜C − FC‖Ck < ε, the singular Liouville
fibrations (U,Ω|U , F |U) and (U˜ , Ω˜|U˜ , F˜ |U˜) are equivalent (i.e., fiberwise homeomorphic)
for some neighbourhoods U, U˜ ⊂ U0 each of which contains U1. In a similar way, one
defines structural stability under integrable perturbations of some class, e.g. the classes
of C∞ perturbations, symmetry-preserving perturbations etc.
Example 4.2. (A) Consider a nondegenerate singular orbit O of a real-analytic inte-
grable system. One can show, using the Vey-Eliasson theorem [35] (cf. [14] for C∞
case), that every point m ∈ O is structurally stable under integrable perturbations
(both in real-analytic and C∞ cases). Let us show that the orbit O is structurally sta-
ble (under real-analytic integrable perturbations), provided that O is compact. Due to
the result by Ito [20], our singular Lagrangian fibration on a neighbourhood U of O can
be defined by a momentum map F = (I1, . . . , Ir, J1, . . . , Jn−r) having a standard form
(called a symplectic normalization, see §3 with r+κe+κh = n) w.r.t. some real-analytic
coordinate system. In particular, on some small open complexification UC of U , we have
a F -preserving linear (S1)n-action generated by I1, . . . , Ir, J1, . . . , Jκe, iJκe+1, . . . , iJn−r
(Definitions 3.1, 3.7). One directly checks (see e.g. Example 2.4) that, for each S1-
subaction, there exists a point m1 ∈ (FC)−1(F (O)) satisfying the conditions (i)–(iii)
of Theorem 2.2 (a). Hence, by Theorem 2.2 (b), for any “perturbed” real-analytic
integrable system (U, Ω˜, F˜ ), there exists a F˜ -preserving “perturbed” (S1)n-action gen-
erated by I˜1, . . . , I˜r, J˜1, . . . , J˜κe and iJ˜κe+1, . . . , iJ˜n−r, for some real-analytic functions
I˜s, J˜j close to Is, Jj. By Theorem 3.10 (b), the latter “perturbed” (S
1)n-action is also
linear, moreover there exists an (S1)n-action-preserving symplectomorphism (close to
the identity) between the “unperturbed” and the “perturbed” fibrations.
(B) We conjecture that all degenerate local singularities from Examples 3.6 and 3.12
are structurally stable. We expect that, similarly to (A), one can derive this from
Theorems 2.2 and 3.10. In Proposition 4.3 below, we do this for parabolic orbits with
resonances, that were briefly described in Example 3.6 (a).
4.1 Structural stability and preliminary normal form for Kalash-
nikov’s parabolic orbits with resonances
Consider integrable systems with 2 degrees of freedom. Such a system is defined by a
pair F = (H,K) of Poisson-commuting functions on a symplectic 4-manifold (M4,Ω).
An important property of parabolic orbits is their structural stability under small inte-
grable perturbations (see Lerman and Umanskii [25]). This is one of the reasons why
such orbits can be observed in many examples of integrable Hamiltonian systems: Ko-
valevskaya top [4], other integrable cases in rigid body dynamics including Steklov case,
Clebsch case, Goryachev–Chaplygin–Sretenskii case, Zhukovskii case, Rubanovskii case
and Manakov top on so(4) [3], as well as systems invariant w.r.t. rotations [22, 23, 24],
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see also examples discussed in [13], [12]. Unlike nondegenerate singularities, however,
in the literature on topology and singularities of integrable systems there are only few
papers devoted to degenerate singularites including parabolic ones. We refer, first of
all, to the following six — L. Lerman, Ya. Umanskii [26], V. Kalashnikov [21], N. T.
Zung [39], H. Dullin, A. Ivanov [12], K. Efstathiou, A. Giacobbe [13] and Y. Colin
de Verdie`re [8] — which we consider to be very important in the context of general
classification programme for bifurcations occurring in integrable systems.
Parabolic orbits with resonances were discovered by Kalashnikov [21], who proved that
they form a complete list of typical degenerate rank-1 singularities, and are structurally
stable under S1-symmetry-preserving integrable perturbations (in C∞ case). As we will
show in Proposition 4.3 below, they are structurally stable (in real-analytic case) even
in the following stronger sense: structurally stable under all integrable perturbations,
not necessarily preserving the S1-action. Parabolic singularity with 1
2
resonance and a
plus sign (known as “elliptic period-doubling bifurcation”, cf. (20) with s = 2 and a plus
sign) can be observed in the Sretenskii system; its Z2-symmetric 2-fold cover (known
as “elliptic pitchfork”) can be observed in the problems by Kovalevskaya, Steklov,
Neumann, Clebsch [4]. Parabolic singularity with 1
2
resonance and a minus sign (known
as “hyperbolic period-doubling bifurcation”, cf. (20) with s = 2 and a minus sign) is a
local singularity that corresponds to two topologically different semilocal singularities of
complexity one. Both these semilocal singularities can be observed in the problems by
Kovalevskaya and Sretenskii; their Z2-symmetric 2-fold covers (known as “hyperbolic
pitchforks”) are observed in the Kovalevskaya problem [4].
It would be interesting to find examples of mechanical integrable systems having a
parabolic orbit with “higher order” resonances (i.e., resonances different from 0 and
1/2). More generally, to find examples of mechanical integrable systems having a
rank-r local singularity with “higher order” twisting resonances (18), i.e. resonances
(qa,1, . . . , qa,n−r) ∈ (Q/Z)n−r, 1 ≤ a ≤ r, where at least some qa,j is different from 0 and
1/2 mod 1 (for any choice of generators of an (S1)r-subaction, see Remark 3.11 (C)).
It is well known that from the smooth point of view, all parabolic orbits without
resonances are equivalent, i.e., any two parabolic orbits admit fiberwise diffeomorphic
neighborhoods (Lerman-Umanskii [25, 26], Kalashnikov [21]). The same is true for
cuspidal tori [13]. A symplectic classification of parabolic orbits is studied in [5].
Below we describe the structure of the singular Lagrangian fibration in a neighborhood
of a parabolic orbit with resonance. As we are mostly interested in this fibration (rather
than specific commuting functions H and K), we allow ourselves to replace H and K
with H1 = H1(H,K) and K1 = K1(H,K) where
∂(H1,K1)
∂(H,K)
6= 0.
A model (called “preliminary normal form”) for a parabolic singularity with resonance
is as follows. Denote by D1 a small interval centred at 0 with coordinate λ, by S1 a
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circle with a standard periodic angle coordinate ϕ mod 2π, and by D2 a small open
disk centred at the origin with coordinates x, y. Consider the manifold
V = D1 × S1 ×D2.
Let s be a positive integer (called the resonance order). Consider the free action ρ of
the group Γ = Zs on V generated by the map
(λ, ϕ, z) 7→ (λ, ϕ+ 2π
s
, e2πi
ℓ
s z), where z = x+ iy, (19)
ℓ ∈ Z is an integer coprime with s (we may assume that 0 ≤ ℓ < s). Consider the
following 1-parameter family of Zs-invariant functions fa,λ,s(z) on D
2 with parameter
λ ∈ R (where a ∈ R \ {1,−1} is an additional parameter appearing for s = 4 only):
fλ,1(x, y) = x
2 + y3 + λy,
fλ,2(x, y) = x
2 ± y4 + λy2,
fλ,3(z) = Re (z
3) + λ|z|2,
fa,λ,4(z) = Re (z
4) + a|z|4 + λ|z|2, a2 6= 1,
fλ,s(z) = Re (z
s) + |z|4 + λ|z|2, s ≥ 5.
(20)
We endow V with the Zs-invariant symplectic 2-form
Ω = dα(λ) ∧ dϕ+ π∗ω, (21)
where π : R3 × S1 → R3 is the projection; α(λ) is any real-analytic function such that
α′(λ) > 0, moreover α(λ) ≡ λ if s < 5; ω is an arbitrary Zs-invariant closed 2-form on
D2 ×D1 such that ω ∧ dλ nowhere vanish. The latter condition on ω is equivalent to
the following:
ω = R(x, y, λ)dx ∧ dy + dλ ∧ (Q(x, y, λ)dx− P (x, y, λ)dy), (22)
for some Zs-invariant real-analytic divergence-free vector field (P,Q,R) on D
2 × D1
having a nowhere vanishing “vertical component” R(x, y, λ). In a simplest case, we
have R(x, y, λ) ≡ 1 and ω = dx ∧ dy. However, in general, we cannot assume that the
coordinates α(λ), ϕ, x, y are canonical, since ω can depend on λ in an essential way.
Now we can form the quotient symplectic manifold V/Zs, with an integrable system on
it given by the following two functions:
H = fa(λ),λ,s(x, y) and K = λ, (23)
where a(λ) is any real-analytic function such that a(λ) 6= ±1 (such a function appears
if s = 4 only). The functions (23) Poisson-commute w.r.t. the symplectic 2-form (21).
Due to a result by V. Kalashnikov [21], the curve γ(t) = (0, 0, 0, t) is a parabolic orbit
with ℓ/s resonance of an integrable Hamiltonian system defined by commuting functions
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H and K on (V/Zs,Ω). A formal definition of a parabolic orbit with ℓ/s resonance is
given in [21] (see also [5] for s = 1).
In according to the definitions 3.1 and 3.3, γ(t) is a rank-1 orbit admitting a linear
S1-action (see Example 3.6 (a) for properties of this S1-action).
Proposition 4.3. Consider the rank-1 orbit O = {γ(t)} (called a parabolic orbit with
ℓ/s resonance) of the real-analytic singular Lagrangian fibration (V/Zs,Ω, F ), whose
symplectic 2-form Ω and momentum map F = (H,K) are in a “preliminary normal
form” (20)–(23) on V/Zs, and the Zs-action on V has the form (19). Then:
(a) The orbit O is structurally stable under real-analytic integrable perturbations.
(b) Moreover, the preliminary normal form (19)–(23) is persistent under real-analytic
integrable perturbations (up to some left-right change of variables) in the following
sense. For any k ∈ Z+ and any neighbourhood U ′ of O having a compact closure
U ′ ⊂ V/Zs, there exists ε > 0 satisfying the following. For any (“perturbed”) real-
analytic integrable system (V/Zs, Ω˜, F˜ ) whose holomorphic extension to (V/Zs)
C is ε-
close to ((V/Zs)
C,ΩC, FC) in C0−norm, with F˜ = (H˜, K˜), one can choose a neigh-
bourhood U˜ ⊃ U ′ in V/Zs, real-analytic coordinate changes φ˜ : U˜ → V/Zs and
χ˜ : (H˜, K˜) 7→ (H˜1(H˜, K˜), K˜1(H˜, K˜)) that are O(ε)−close to the identities in Ck−norm
and bring the “perturbed” singular Lagrangian fibration on U˜ to a preliminary normal
form
(φ˜(U˜), (φ˜−1)∗Ω˜ = dα˜(λ) ∧ dϕ+ π∗ω˜, χ˜ ◦ F˜ ◦ φ˜−1 = (fλ,a˜(λ),s(z), λ)), (24)
for some analytic (“perturbed”) Zs-invariant closed 2-form ω˜ and functions a˜(λ), α˜(λ)
that are O(ε)−close to the 2-form ω and the functions a(λ), α(λ) in Ck−norm, α˜(λ) ≡
λ if s < 5 (the function a˜(λ) appears only for resonance order s = 4).
In particular, the “unperturbed” and the “perturbed” singular Lagrangian fibrations are
locally (i.e., on some neighbourhoods U, U˜ ⊃ U ′ of O) fiberwise homeomorphic. More-
over, they are fiberwise diffeomorphic if s 6= 4.
Comment 4.4. We stress that the 2-forms ω and ω˜, that appear in the preliminary
normal form for the “unperturbed” and the “perturbed” fibrations, may be different.
Similarly, the functions α(λ) and α˜(λ) may be different (if s ≥ 5). However they
affect the symplectic structure only, so they do not affect the topology of our singular
Lagrangian fibration. Similarly, the functions a(λ) and a˜(λ) (if s = 4) may be different.
However they affect only the smooth structure (rather than the topology) of our singular
Lagrangian fibrations, provided that |a(λ)| − 1 and |a˜(λ)| − 1 have the same sign. If
the signs are different, the singular Lagrangian fibrations corresponding to these two
functions have different topology.
Proof. Step 1. Consider the linear S1-action on V by shifts along the ϕ-axis. Observe
that it is a Hamiltonian S1-action generated by the function I(H,K) = α(λ), w.r.t.
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the symplectic structure Ω in (21). Therefore, a function on V Poisson commutes with
K = λ if and only if it is S1-invariant, i.e. does not depend on ϕ.
Step 2. Suppose we are given a “perturbed” real-analytic integrable system (U, Ω˜, F˜ ),
where F˜ = (H˜, K˜). Let us show that it admits a real-analytic 2π-periodic first integral
I˜(H˜, K˜) on U˜ ⊃ U ′, where I˜(z1, z2) is close to I(z1, z2) = α(z2). One directly checks
that there exists a point m1 ∈ (FC)−1(F (O)) satisfying either the conditions (i) and
(ii) of Theorem 2.1 or the conditions (i)–(iii) of Theorem 2.2, moreover the paths γa
and γa in (iii) are homological to each other in the fiber. Hence, by Theorem 2.1 (b)
or Theorem 2.2 (b), the “perturbed” system has a 2π-periodic first integral I˜(H˜, K˜),
for some real-analytic function I˜(z1, z2) close to I(z1, z2) = α(z2). Define the following
change of first integrals:
χ1 : (H˜, K˜) 7→ (H˜, I˜(H˜, K˜)).
Step 3. Consider the 1-parameter family of (“unperturbed”) symplectic 2-forms ωλ :=
R(x, y, λ)dx∧ dy with real parameter λ. By assumption, this 2-form is invariant under
the action ρ′ of the group Γ := Zs on D2, where ρ′(1 mod s)(z) = e2πi/sz.
Due to Theorem 3.4 (b), this Γ-action ρ′ is symplectically normalizable, i.e. there exists
a real-analytic Γ-equivariant change of variables φλ : (x, y) 7→ (x1(x, y, λ), y1(x, y, λ))
that analytically depends on λ and brings the symplectic form ωλ to the standard form
dx1 ∧ dy1, so ωλ = φ∗λdx1 ∧ dy1.
Define the (Γ-equivariant and S1-equivariant) change φ0 : (λ, ϕ, x, y) 7→ (λ1 = α(λ), ϕ, x1, y1).
Then Ω = φ∗0(dλ1∧(dϕ+β)+dx1∧dy1) for some 1-form β. Since dΩ = 0, it follows that
dλ1∧β = dλ1∧dg for some real-analytic function g = g(x, y, λ), that is Γ-invariant and
S1-invariant. Define ϕ1 = ϕ + g(x, y, λ). Then, with respect to the coordinate system
(λ1, ϕ1, x1, y1), the symplectic 2-form Ω has the standard form, the S
1-action is linear,
and the free action ρ of Γ is also linear.
Clearly, the change φ1 : (λ, ϕ, x, y) 7→ (λ1, ϕ1, x1, y1) is (Γ× S1)-equivariant.
Step 4. By Step 3, the (“unperturbed”) S1-action is linear with respect to the coordi-
nate system (λ1, ϕ1, x1, y1) on V . By Step 2, there exists a “perturbed” Hamiltonian
S1-action generated by a function I˜(H˜, K˜) close to I(H,K) = α(K). Hence, by The-
orem 3.4 (b), the latter “perturbed” S1-action is linear too, moreover there exists a
“perturbed” coordinate change φ˜1 : (λ, ϕ, x, y) 7→ (λ˜1, ϕ˜1, x˜1, y˜1) such that, with re-
spect to the “perturbed” coordinate system (λ˜1, ϕ˜1, x˜1, y˜1), the “perturbed” symplectic
2-form Ω˜ has the standard form, moreover the “perturbed” Hamiltonian S1-action gen-
erated by I˜(H˜, K˜) and the “perturbed” free Γ-action ρ˜ are linear. This implies that
I˜ ◦ (H˜, K˜) ◦ φ˜−11 = λ˜1 + const. Without loss of generality, the latter constant is 0.
How do φ1 and φ˜1 transform the Hamilton functions H and H˜ (respectively)?
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The “unperturbed” coordinate change φ1 brings the “unperturbed” function H =
fa(λ),λ,s(z) to a function H ◦φ−11 =: G = gλ1(z1). The “perturbed” coordinate change φ˜1
brings the “perturbed” function H˜ to a function H˜ ◦ φ˜−11 =: G˜ = g˜λ˜1(z˜1). Indeed, both
functions G and G˜ are S1-invariant (since H and I(H,K) Poisson commute, and H˜ and
I˜(H˜, K˜) Poisson commute), hence they don’t dependent on ϕ1 and ϕ˜1, respectively.
The functions G and G˜ are invariant under the free Γ-action ρ, since φ1 and φ˜1 are Γ-
equivariant, and H and H˜ are invariant under the free Γ-actions ρ and ρ˜, respectively.
Step 5. Let us compose these two functions G = gλ1(z1) and G˜ = g˜λ˜1(z˜1) with the
(Γ-equivariant and S1-equivariant, see Step 3) coordinate change φ1. We will obtain
two functions on V :
G ◦ φ1 = H = fa(λ),λ,s(z) and G˜ ◦ φ1 = H˜ ◦ (φ˜−11 ◦ φ1) =: f˜λ(z),
that both are also Γ-invariant and S1-invariant (since G and G˜ are, by Step 4). We can
and will regard the “perturbed” function f˜λ(z) as a 1-parameter family of functions in
variables z = (x, y) with parameter λ.
The diffeomorphism φ˜−11 ◦ φ1 is Γ-equivariant, since both φ1 and φ˜1 are. Since (φ−11 )∗Ω
is standard (by Step 3) and (φ˜−11 )
∗Ω˜ is standard (by Step 4), they coincide. Hence
(φ˜−11 ◦ φ1)∗Ω˜ = Ω. (25)
By Step 4 and Step 3,
I˜ ◦ (H˜, K˜) ◦ φ˜−11 ◦ φ1 = λ˜1 ◦ φ1 = α(λ). (26)
Step 6. Define the 1-parameter family of functions on D2 with parameter λ:
f̂a,λ,s(z) :=


fλ,s(z), 1 ≤ s ≤ 3,
fa,λ,4(z), a
2 6= 1, s = 4,
Re (zs) + a|z|4 + λ|z|2, a > 0, s ≥ 5,
(27)
cf. (20), where a is an additional real parameter which is inessential if s ≤ 3 (in
particular, fλ,s(z) = f̂1,λ,s(z) for s ≥ 5).
It follows from a result by Wassermann [36] that there exist a Γ-equivariant change
of variables (λ, z) → (λ, ẑ(z, λ)) close to the identity and smooth (real-analytic in our
case) functions a˜(λ), b˜(λ), c˜(λ) close to a(λ), λ, 0, respectively, such that
f˜λ(z) = f̂a˜(λ),˜b(λ),s(ẑ(z, λ)) + c˜(λ).
Consider the change of variables
φ̂ : (λ, ϕ, z) 7→ (λ, ϕ, ẑ).
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By above, it is close to the identity and transforms our “perturbed” functions f˜λ(z) =
H˜ ◦ (φ˜−11 ◦ φ1) and (26) to
H˜ ◦ φ˜−11 ◦φ1 ◦ φ̂−1 = f̂a˜(λ),˜b(λ),s(ẑ)+ c˜(λ) and I˜ ◦ (H˜, K˜)◦ φ˜−11 ◦φ1 ◦ φ̂−1 = α(λ). (28)
Clearly, φ̂ is Γ-equivariant and brings the symplectic structure (25) to a form
(φ˜−11 ◦ φ1 ◦ φ̂−1)∗Ω˜ = (φ̂−1)∗Ω = dα(λ) ∧ dϕ+ π∗ω̂ (29)
similar to (21), with some Γ-invariant 2-form ω̂ close to ω.
Step 7. Recall that we are mostly interested in our singular Lagrangian fibration (rather
than specific commuting functions H˜ and K˜), so we allow ourselves to replace the
“perturbed” momentum map F˜ = (H˜, K˜) with a composition of it from the left with
some diffeomorphism. Our goal is to show that some of the functions a˜(λ), b˜(λ), c˜(λ) in
(28) can be simplified by an appropriate Γ-equivariant change of variables close to the
identity, both in the sourse and in the target (so-called left-right change of variables),
perhaps at the expense of spoiling the function α(λ) in (29) if s ≥ 5.
Firstly, by a change of first integrals χ̂ : (H˜, I˜) 7→ (H˜ − c˜ ◦ α−1(I˜), α−1(I˜)), we can kill
the function c˜(λ) and reduce I˜ to λ.
Secondly, the function b˜(λ) can be reduced to λ (at the expense of replacing a˜(λ)
with â(λ) = a˜(λ)b1(λ)
(4−s)/(s−2) if s ≥ 5, but preserving λ and I˜) via the following
Γ-equivariant change of variables and first integrals:
φ2 × χ2 : (λ, ϕ, x̂, ŷ; H˜, I˜) 7→ (λ, ϕ, u(λ)x̂, v(λ)ŷ;w(I˜)H˜, I˜),
where
• u(λ) = b1(λ)−1/2−s/4, v(λ) = b1(λ)−1/2, w = b1(λ)−1−s/2 if s = 1, 2;
• u(λ) = v(λ) = b1(λ)−1/(s−2), w = b1(λ)−s/(s−2) if s ≥ 3,
and b1(λ) > 0 is a continuous function determined by the condition b˜(λ) = λb1(λ).
Finally, if s ≥ 5, we can reduce the function â(λ) > 0 to the constant 1 (at the expense
of replacing I˜ with a composition of I˜ from the left with some diffeomorphism) by the
following Γ-equivariant change of variables and first integrals:
φ3×χ3 : (λ, ϕ, ẑ; H˜, I˜) 7→ (t(λ)s−2λ, ϕ, t(λ)ẑ; t(I)sH˜, t(I˜)s−2I˜), t(λ) := â(λ)1/(4−s) > 0.
After applying the changes φ˜ = φ3 ◦ φ2 ◦ φ̂ ◦ φ−11 ◦ φ˜1 and χ˜ = χ3 ◦ χ2 ◦ χ̂ ◦ χ1,
the “perturbed” symplectic structure Ω˜ and the momentum map F˜ = (H˜, K˜) will be
transformed to the desired form (24).
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5 Proof of Theorems 2.1 and 2.2 on a “hidden” toric
symmetry near a singular orbit
5.1 Proof of Theorem 2.1
(a) On a small neighbourhood U(m1) of the point m1, we can extend the functions
f1, . . . , fn to canonical coordinates fi, gi such that Ω|U(m1) =
n∑
i=1
dfi ∧ dgi (Darboux
coordinates). This is possible because the point m1 is regular by (i). Without loss
of generality, gi(m1) = 0. Consider the time-2π map h = φ
2π
f1
: U(m1) → M of the
Hamiltonian flow generated by the function f1. Here t 7→ φtH(m) denotes the trajectory
of the vector field XH with initial condition φ
0
H(m) = m. Since h(m1) = m1, h
∗Ω = Ω
and F ◦ h = F , it follows that the map h w.r.t. the local coordinates fi, gi on
U ′(m1) := U(m1) ∩ h−1(U(m1))
has the form h(f1, . . . , fn, g1, . . . , gn) = (f1, . . . , fn, g1+h1(f1, . . . , fn), . . . , gn+hn(f1, . . . , fn))
for some functions hi(f1, . . . , fn) such that hi(0, . . . , 0) = (0, . . . , 0). We can and will
assume that each common level set U ′(m1)∩F−1(a) is connected (this can be achieved
by choosing a smaller neighbourhood U(m1) of the point m1 in M).
Since the map h preserves the symplectic structure Ω|U ′(m1) =
n∑
i=1
dfi ∧ dgi, we con-
clude that the functions gi + hi(f1, . . . , fn) pairwise Poisson commute. Hence {gi +
hi(f1, . . . , fn), gj + hj(f1, . . . , fn)} = ∂hj/∂fi − ∂hi/∂fj equals 0. It follows from the
Theory of PDE’s that hi(z1, . . . , zn) = ∂S(z1, . . . , zn)/∂zi, for some function S =
S(z1, . . . , zn) on the neighbourhood F (U
′(m1)) of the origin, i.e. h = φ1S◦F on U
′(m1).
Here we used the connectedness of the sets U ′(m1) ∩ F−1(a). Due to hi(0, . . . , 0) =
(0, . . . , 0), we have dS(0, . . . , 0) = 0. We can and will assume that S(0, . . . , 0) = 0. The
function S is real-analytic, since the functions hi are. Let us define a function
I(z1, . . . , zn) := z1 − 1
2π
S(z1, . . . , zn)
on F (U ′(m1)). Let us show that it has the required properties.
From the properties of the function S, we have I(z1, . . . , zn) = z1 + O(
n∑
j=1
|zj |2). From
the equalities φ2πf1 = h = φ
1
S◦F = φ
2π
1
2π
S◦F , we obtain φ
2π
f1− 12πS◦F
= Id on U ′(m1). That is,
the function f1 − 12πS ◦ F = I ◦ F is a 2π-periodic first integral on a neighbourhood of
γ1 containing U
′(m1).
The function I ◦ F is defined and is real-analytic on the neighbourhood U(L0) =
F−1(F (U ′(m1))) of the singular fiber L0 := F−1(0, . . . , 0). The Hamiltonian flow φ2πI◦F
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of the function I ◦ F in time 2π is defined on some neighbourhood U1 ⊆ U(L0) of the
set C, due to the condition (ii) and the equality XI◦F = Xf1 on F
−1(0, . . . , 0). We
can and will assume that U ′1 := U1 ∩ (φ2πI◦F )−1(U1) is connected, since C is. Let U be
the union of all trajectories through points of U ′1 of the Hamiltonian vector field XI◦F ,
which all are 2π-periodic by construction. Let V := F (U).
Thus, the map φ2πI◦F is real-analytic, is defined on the connected open domain U
′
1, and
its restriction to the sub-domain U ′(m1) ∩ U 6= ∅ is the identity. Therefore, by the
uniqueness of analytic continuation, this map is the identity on the whole U ′1, therefore
U is filled by 2π-periodic trajectories of XI◦F .
Let us prove the integral formula (1) for the action function I. Similarly to the beginning
of the proof, we can extend the functions I ◦ F, f2, . . . , fn to canonical coordinates
I ◦ F, f2, . . . , fn, u1, . . . , un on a smaller neighbourhood of m1 (we can and will denote
this neighbourhood again by U ′1) such that Ω|U ′1 = d(I ◦F )∧du1+
n∑
i=2
dfi∧dui (Darboux
coordinates). Recall that U denotes the union of all trajectories through points of U ′1
of the Hamiltonian vector field XI◦F . Observe that the functions u2, . . . , un and the 1-
form du1 on U
′
1 are preserved by the Hamiltonian flow generated by the action function
I ◦F . We extend these functions and 1-form to U by making them invariant under the
Hamiltonian S1-action generated by I ◦ F . Define the 1-form
α := (I ◦ F )du1 +
n∑
i=2
fidui (30)
on U , then dα = Ω|U , thus the symplectic structure is exact on U . By the Stokes
formula, in order to prove (1), it suffices to prove the integral formula
I(z1, . . . , zn) =
1
2π
∫
Cγ,γ(z1,...,zn)
Ω, (z1, . . . , zn) ∈ V, (31)
where Cγ,γ(z1,...,zn) denotes the cylinder (with boundary ∂Cγ,γ(z1,...,zn) = γ(z1,...,zn) − γ)
formed by the closed curves γ(tz1,...,tzn), 0 ≤ t ≤ 1. The integral formula (31) follows
from the following facts:
• the Hamiltonian flow generated by I◦F is 2π-periodic on a neighbourhood U(γ) ⊂
U of γ = γ1, and
• its closed orbits on each fiber U(γ)∩F−1(z1, . . . , zn) are homological in this fiber
to the closed curve γ(z1,...,zn), (z1, . . . , zn) ∈ V ∩ F (U(γ)).
Indeed, the right-hand side of (31) will not change if we replace the closed curves
γ(z1,...,zn) by 2π-periodic trajectories γˆ(z1,...,zn) ⊂ F−1(z1, . . . , zn) of the Hamiltonian flow
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generated by I ◦ F . If we compute the right-hand side of (31) in this way, via the
Fubini formula and taking into account that Ω(·, d
dt
γˆ(z1,...,zn)) = d(I ◦ F )|γ(z1,...,zn), then
the resulting value equals I(z1, . . . , zn) − I(0, . . . , 0) = I(z1, . . . , zn), which is the left-
hand side of (31), as required.
(b) Let us fix a smaller neighbourhood U ′ of the set C and a smaller neighbourhood V ′
of the origin in Rn having compact closures U ′ ⊂ U and V ′ ⊂ V .
We can extend the functions f˜1, . . . , f˜n on U(m1) to canonical coordinates f˜i, g˜i such
that Ω˜|U(m1) =
n∑
i=1
df˜i ∧ dg˜i (“perturbed” Darboux coordinates). If one follows an
explicit construction of such coordinates, one can manage to have ‖g˜i−gi‖Ck−2 = O(ε).
Let us consider the “perturbed” map h˜ = φ2π
f˜1
: U(m1) → M , where t 7→ φtH˜(m) is
the trajectory of the Hamiltonian vector field XH˜ with the Hamilton function H˜, the
symplectic structure Ω˜ and initial condition φ0
H˜
(m) = m. Since h˜∗Ω˜ = Ω˜ and F˜ ◦h˜ = F˜ ,
it follows that the map h˜ w.r.t. the local coordinates f˜i, g˜i on
U˜(m1) := U
′(m1) ∩ h˜−1(U ′(m1))
has the form h˜(f˜1, . . . , f˜n, g˜1, . . . , g˜n) = (f˜1, . . . , f˜n, g˜1+h˜1(f˜1, . . . , f˜n), . . . , g˜n+h˜n(f˜1, . . . , f˜n)),
for some functions h˜i(z1, . . . , zn) on V˜ := F˜ (U˜(m1)) O(ε)−close to hi(z1, . . . , zn) in
Ck−2−norm.
Since the map h˜ preserves the symplectic structure Ω˜|U˜(m1), we have similarly to (a) that
h˜i(z1, . . . , zn) = ∂S˜(z1, . . . , zn)/∂zi for some real-analytic function S˜ = S˜(z1, . . . , zn)
O(ε)−close to the function S in Ck−1−norm on some (a bit perturbed) neighbourhood
V˜1 of the origin. We have V˜1 ⊃ V ′ if the perturbation is small enough. Let us define on
V˜1 the real-analytic function
I˜(z1, . . . , zn) := z1 − 1
2π
S˜(z1, . . . , zn).
Observe that the “perturbed” function I˜◦F˜ is close to the “unperturbed” function I◦F ,
moreover the “unperturbed” map φ2πI◦F is defined and is real-analytic on the connected
domain U ⊃ U ′ (cf. (a)). This implies that the “perturbed” map φ2π
I˜◦F˜ is defined and is
real-analytic on (a bit smaller) connected domain U˜ ⊃ U ′. But the “perturbed” map
φ2π
I˜◦F˜ is the identity on the sub-domain U˜(m1)∩ U˜ 6= ∅ (by construction of the function
I˜). Therefore, by the uniquess of analytic continuation, it equals the identity on the
whole of U˜ . Thus, I˜ ◦ F˜ is a 2π-periodic first integral of the perturbed system on U˜ .
The integral formula (2) for the “perturbed” action function I˜ follows by the same
arguments as for the “unperturbed” case. The estimate ‖α˜ − α‖Ck−3 = O(ε) follows
from construction. The estimate ‖I˜ − I‖Ck = O(ε) follows from (31) and its analogue
for the “perturbed” system.
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5.2 Proof of Theorem 2.2
Similarly to the proof of Theorem 2.1 (a) (respectively, (b)), we can construct a complex-
valued 2π-periodic first integral I ◦FC (respectively, I˜ ◦F˜C). Such a construction can be
performed on a small open complexification U (respectively, U˜ ⊃ U ′) of a small neigh-
bourhood of the set C, since, by assumption, C is connected and invariant under the
Hamiltonian flow generated by the function λfC1 . As a result, we obtain a holomorphic
function I = I(z1, . . . , zn) on a neighbourhood V (respectively, a holomorphic function
I˜ = I˜(z1, . . . , zn) on a smaller neighbourhood V˜ ⊃ V ′) of the origin in Cn such that
• I(z1, . . . , zn) = λz1+O(
n∑
j=1
|zj |2) (respectively, I˜ isO(ε)−close to I and I˜(0, . . . , 0) =
0),
• the set U (respectively, U˜) is invariant under the Hamiltonian flow generated by
I ◦ FC (respectively, by I˜ ◦ F˜C), and this flow is 2π-periodic on U (respectively,
on U˜),
• the integral formula (3) for I(z1, . . . , zn) (respectively, (4) for I˜(z1, . . . , zn)) holds.
Due to the Cauchy integral formula for holomorphic functions and the first property
from above, on a smaller neighbourhood, the function I˜ is O(ε)−close to I in Ck−norm,
for any k ∈ Z+. We want to prove that 1λI (resp., 1λ I˜) is real-valued on V ∩ Rn (resp.,
on V˜ ∩ Rn), moreover λ ∈ R ∪ iR, provided that the corresponding condition (iii) for
the circle γ of being homologically symmetric holds. Consider two cases.
Case 1: the trajectory γ ∋ m1 of the Hamiltonian flow generated by the function λfC1
(and, hence, by I ◦ FC) is homological to its conjugate in the following sense. There
exists m′1 ∈ U(m1) such that a1 := FC(m′1) ∈ Rn and the closed path γa1 in the fiber
LCa1 := (F
C)−1(a1) is homological in the fiber LCa1 \ Sing(FC) to the closed path γa1
(obtained from γa1 by C-conjugation).
(a) Choose a small neighbourhood U(m′1) of m
′
1 in U(m1). Take any point m2 in
UR(m′1) := U(m
′
1) ∩ (FC)−1(Rn), thus a2 := FC(m2) ∈ Rn. Consider the closed path
γa2 in the fiber L
C
a2 := (F
C)−1(a2). Since the momentum map F = (f1, . . . , fn) is
real-analytic and a2 ∈ Rn, it follows that the closed path γa2 is contained in the same
fiber LCa2 , moreover the paths γa2 and γa2 are homological to each other in the fiber
LCa2 \ Sing(FC), due to the homological symmetry condition. On the other hand, we
have the integral formula (3) for I(z1, . . . , zn), which by Stokes’ formula reads:
I ◦ FC(m2)− I ◦ FC(m′1) = I(a2)− I(a1) =
1
2π
∫
Cγa1 ,γa2
ΩC, m2 ∈ UR(m′1),
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where Cγa1 ,γa2 is a cylinder in U with boundary ∂Cγa1 ,γa2 = γa2 − γa1 . Since (the real
and imaginary parts of) ΩC is closed, the integral does not depend on the choice of the
cylinder in the given homotopy class relatively boundary. We want to show that the
latter integral is in fact real. By changing coordinates under the integral, we obtain∫
Cγa1 ,γa2
ΩC =
∫
Cγa1 ,γa2
ΩC =
∫
Cγa1 ,γa2
ΩC. (32)
Since the symplectic structure vanishes on each fiber, the resulting integral in (32) does
not depend on the choice of closed paths in given homology classes, so this integral will
not change if we replace γa1 , γa2 by their conjugates. Thus∫
Cγa1 ,γa2
ΩC =
∫
Cγa1 ,γa2
ΩC =
∫
Cγa1 ,γa2
ΩC,
which shows that the integral is in fact real. We conclude that
I ◦ FC(m2)− I ◦ FC(m′1) ∈ R, m2 ∈ UR(m′1),
thus Im (I◦FC) is constant on UR(m′1). Sincem′1 ∈ U(m1) and U(m1) consists of regular
points of FC, the set V (a1) := F (U
R(m′1)) is open in R
n, so it is a neighbourhood
of a1 in R
n. By above, Im I(z1, . . . , zn) is constant on this neighbourhood. Hence
I(z1, . . . , zn) up to an additive constant is real-analytic on V (a1) ⊂ V ∩ Rn. This
implies, by the uniqueness of analytic continuation, that I(z1, . . . , zn) is real-analytic
on the entire neighbourhood V ∩Rn of (0, . . . , 0), up to an additive constant. The latter
additive constant is in fact real, since I(0, . . . , 0) = 0 by properties of the function
I = I(z1, . . . , zn).
It remains to show that λ ∈ R. On one hand, λ = ∂I
∂z1
(0, . . . , 0). On the other hand,
I(z1, . . . , zn) ∈ R for any (z1, . . . , zn) ∈ V ∩ Rn. Hence λ ∈ R.
(b) For a perturbed system, the proof follows the same arguments. In more detail, we
take any two points m˜1, m˜2 in U˜
R(m′1) := U(m
′
1)∩(F˜C)−1(Rn), thus a˜j := F˜C(m˜j) ∈ Rn
(j = 1, 2). Consider the closed path γ˜a˜j in the fiber L˜a˜j := (F˜
C)−1(a˜j) (j = 1, 2). Since
the “perturbed” momentum map F˜ = (f˜1, . . . , f˜n) is real-analytic and a˜j ∈ Rn, it
follows that the closed path γ˜a˜j is contained in the same fiber L˜a˜j , moreover γ˜a˜j and
γ˜a˜j are homological to each other in the fiber L˜a˜j \ Sing(F˜C), due to the homological
symmetry condition (j = 1, 2). On the other hand, we have the integral formula (4)
for I˜(z1, . . . , zn), which by Stokes’ formula reads:
I˜ ◦ F˜C(m˜2)− I˜ ◦ F˜C(m˜1) = I˜(a˜2)− I˜(a˜1) = 1
2π
∫
Cγ˜a˜1 ,γ˜a˜2
Ω˜C, m˜1, m˜2 ∈ U˜R(m′1),
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where Cγ˜a˜1 ,γ˜a˜2 is a cylinder with boundary ∂Cγ˜a˜1 ,γ˜a˜2 = γ˜a˜2 − γ˜a˜1 . Similarly to (32), we
compute ∫
Cγ˜a˜1 ,γ˜a˜2
Ω˜C =
∫
C
γ˜a˜1
,γ˜a˜2
Ω˜C =
∫
C
γ˜a˜1
,γ˜a˜2
Ω˜C. (33)
Similarly to the “unperturbed” system case, the resulting integral in (33) will not
change if we replace the closed curves γ˜1, γ˜2 by their conjugates, due to the homological
symmetry condition. Thus ∫
Cγ˜a˜1 ,γ˜a˜2
Ω˜C =
∫
C
γ˜a˜1
,γ˜a˜2
Ω˜C =
∫
Cγ˜a˜1 ,γ˜a˜2
Ω˜C,
thus the integral is in fact real, thus
I˜ ◦ F˜C(m˜2)− I˜ ◦ F˜C(m˜1) ∈ R, m˜1, m˜2 ∈ U˜R(m′1).
Similarly to the “unperturbed” system case, we conclude that Im I˜(z1, . . . , zn) is con-
stant on the neighbourhood V˜ (a1) := F˜ (U˜
R(m′1)) of a1 in R
n. Hence I˜(z1, . . . , zn) up to
an additive constant is real-analytic on V˜ (a1) ⊂ V˜ ∩Rn. This implies that I˜(z1, . . . , zn)
is real-analytic on the entire neighbourhood V˜ ∩Rn of (0, . . . , 0), up to an additive con-
stant. The latter additive constant is in fact real, since I˜(0, . . . , 0) = 0 by construction
(see properties of the function I˜).
Case 2: the trajectory γ ∋ m1 of the Hamiltonian flow generated by the function λfC1
(and, hence, by I ◦ FC) is reverse-homological to its conjugate in the following sense.
There exists m′1 ∈ U(m1) such that a1 := FC(m′1) ∈ Rn and the closed path γa1 in the
fiber LCa1 := (F
C)−1(a1) is homological in the fiber LCa1 \ Sing(FC) to the closed path
obtained from the (C-conjugated to γa1) path γa1 by reversing orientation.
Similarly to the proof in the case λ ∈ R, we conclude that each resulting integral in
(32) and (33) will change to the opposite if we replace the closed curves γa1, γa2 and
γ˜a˜1 , γ˜a˜2 by their conjugates. This immediately shows that each of these integrals is in
fact purely imaginary. We conclude that
I ◦ FC(m2)− I ◦ FC(m′1) ∈ iR, I˜ ◦ F˜C(m˜2)− I˜ ◦ F˜C(m˜1) ∈ iR.
Thus Re I(z1, . . . , zn) is constant on V (a1), and Re I˜(z1, . . . , zn) is constant on V˜ (a1).
Hence I(z1, . . . , zn) and I˜(z1, . . . , zn) up to additive constants are imaginary-valued on
open subsets V (a1) ⊂ V ∩Rn and V˜ (a2) ⊂ V˜ ∩Rn, respectively. Therefore iI(z1, . . . , zn)
and iI˜(z1, . . . , zn) are real-analytic on the entire neighbourhoods V ∩ Rn and V˜ ∩ Rn
of the origin in Rn, up to additive constants. The latter additive constants are in fact
real, since I(0, . . . , 0) = I˜(0, . . . , 0) = 0 by construction.
It remains to show that λ ∈ iR. On one hand, λ = ∂I
∂z1
(0, . . . , 0). On the other hand,
I(z1, . . . , zn) ∈ iR for any (z1, . . . , zn) ∈ V ∩ Rn. Hence λ ∈ iR.
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6 Equivariant symplectic normalization of a torus
action near a fixed point
In this section, we study equivariant version of the theorems 3.4 and 3.10 in the case
when the orbit Om0 is a point, and we prove that the torus action can be normalized
symplectically in an equivariant way.
For proving Theorem 3.4, we will need the following lemma about an equivariant normal
form of a Hamiltonian torus action near a fixed point.
Lemma 6.1. Suppose we are given a Hamiltonian (S1)κ-action generated by C∞-
smooth functions J1, . . . , Jκ on a C
∞-smooth symplectic manifold (M,Ω), where the
momentum map F = (J1, . . . , Jκ) is not necessarily proper. Suppose a point m0 ∈M is
fixed under this (S1)κ-action. Suppose a finite Abelian group Γ acts on a neighbourhood
of m0 by F -preserving symplectomorphisms ρ(ψ), ψ ∈ Γ, fixing the point m0. Here
ρ : Γ→ Symp(M,Ω) is a homomorphism from Γ to the group of (local) symplectomor-
phisms. Then:
(a) There exist a Γ× (S1)κ-invariant neighbourhood U of m0 and smooth local coordi-
nates x1, y1, . . . , xn, yn on U such that xj(m0) = yj(m0) = 0, 1 ≤ j ≤ n, and
Ω|U =
n∑
j=1
dxj ∧ dyj, Jℓ|U = cℓ +
ke∑
j=1
pjℓ
x2j + y
2
j
2
, 1 ≤ ℓ ≤ κ, (34)
for some constants cℓ ∈ R and integers ke ∈ Z+, pjℓ ∈ Z. Moreover, the ρ(Γ)-action on
U has the form
ρ(ψ) : (z1, . . . , zn) 7→ (e2πiqψ,1z1, . . . , e2πiqψ,nzn), ψ ∈ Γ, (35)
for some qψ,1, . . . , qψ,n ∈ Q depending on ψ such that qψ,j ∈ 12Z for ke + 1 ≤ j ≤ n.
Here we used the notation zj := xj + iyj, 1 ≤ j ≤ n. If the system is analytic, the
coordinates xj , yj are analytic too.
(b) The equivariant symplectic normalization (34)–(35) for a torus action is persistent
under C∞-smooth perturbations in the following sense. For any integer k ≥ 4 and
any neighbourhood U ′ of m0 having a compact closure U ′ ⊂ U , there exists ε > 0
satisfying the following. Suppose F˜ = (J˜1, . . . , J˜κ) is a (“perturbed”) momentum map
ε-close to F in Ck−norm, and Ω˜ is a (“perturbed”) symplectic structure ε-close to Ω in
Ck+n−2−norm. Suppose the functions J˜1, . . . , J˜κ generate a Hamiltonian (S1)κ-action
on (M˜, Ω˜), where U ⊂ M˜ ⊂M . Suppose we are given a “perturbed” action of the group
Γ on M˜ by F˜ -preserving symplectomorphisms ρ˜(ψ), ψ ∈ Γ, where ρ˜ : Γ→ Symp(M˜, Ω˜)
is a homomorphism ε−close to ρ in Ck−1−norm. Then there exist a point m˜0 ∈ U ′
fixed under the “perturbed” Γ× (S1)κ-action, an invariant (under the “perturbed” Γ×
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(S1)κ-action) neighbourhood U˜ ⊃ U ′, and smooth local coordinates x˜1, y˜1, . . . , x˜n, y˜n
on U˜ O(ε)−close to x1, y1, . . . , xn, yn in Ck−4−norm such that x˜j(m˜0) = y˜j(m˜0) = 0,
1 ≤ j ≤ n, and an analogue of (34) holds for Ω˜|U˜ and J˜ℓ|U˜ w.r.t. the “perturbed”
coordinates, with the same integers pjℓ as in (a) and with some constants c˜ℓ ∈ R close
to cℓ. Moreover, an analogue of (35) holds for the “perturbed” action ρ˜(ψ) of each
element ψ ∈ Γ on U˜ , with the same rational numbers qψ,j as in (a). If the systems are
analytic, the coordinates x˜j , y˜j are analytic too. If the system (M,Ω, F ) and the action
ρ(Γ) depend smoothly (resp., analytically) on a local parameter, i.e. we have a local
family of systems with actions, then the local coordinates can also be chosen to depend
smoothly (resp., analytically) on that parameter.
The following lemma generalizes the real-analytic part of the previous lemma to the case
when the torus acts holomorphically on a small open complexification of the manifold,
and the generating functions of this action are real-analytic functions some of which
are multiplied by
√−1. This lemma will be used for proving Theorem 3.10.
Lemma 6.2. Suppose we are given real-analytic functions J1, . . . , Jκe+κh on a real-
analytic symplectic manifold (M,Ω), where the map F = (J1, . . . , Jκe+κh) is not neces-
sarily proper. Suppose the functions JC1 , . . . , J
C
κe
, iJCκe+1, . . . , iJ
C
κe+κh
generate a Hamil-
tonian (S1)κe+κh-action on (MC,ΩC), where κe,κh ∈ Z+. Suppose a point m0 ∈ M
is fixed under this (S1)κe+κh-action. Suppose a finite Abelian group Γ acts on a neigh-
bourhood of m0 by F -preserving real-analytic symplectomorphisms ρ(ψ), ψ ∈ Γ, fixing
the point m0. Here ρ : Γ → Symp(M,Ω) is a homomorphism from Γ to the group of
(local) symplectomorphisms. Then:
(a) There exist a Γ × (S1)κe-invariant neighbourhood U of m0 in M and real-analytic
local coordinates x1, y1, . . . , xn, yn on U such that xj(m0) = yj(m0) = 0, 1 ≤ j ≤ n, and
Ω|U =
n∑
j=1
dxj ∧ dyj, (36)
Jℓ|U = cℓ +
kf∑
j=1
pjℓh2j−1 +
ke∑
j=1
pkf+j,ℓh2kf+j, 1 ≤ ℓ ≤ κe, (37)
Jℓ|U = cℓ +
kf∑
j=1
pj,ℓh2j +
kh∑
j=1
pkf+j,ℓh2kf+ke+j, κe + 1 ≤ ℓ ≤ κe + κh (38)
(cf. (13)), for some real constants cℓ ∈ R and integers pjℓ ∈ Z and kf , ke, kh ∈ Z+ such
that 2kf + ke + kh ≤ n. Moreover, the ρ(Γ)-action on U has the form
ρ(ψ) : (z1, . . . , zn) 7→ (e2πiqψ,1z1, . . . , e2πiqψ,nzn), ψ ∈ Γ, (39)
for some qψ,1, . . . , qψ,n ∈ Q depending on ψ such that qψ,2j−1+ qψ,2j ∈ Z for 1 ≤ j ≤ kf ,
and qψ,j ∈ 12Z for 2kf + ke + 1 ≤ j ≤ n.
39
(b) The equivariant symplectic normalization (36)–(39) for a torus action is persis-
tent under analytic perturbations in the following sense. For any k ∈ Z+ and any
neighbourhood U ′ of the point m0 in M having a compact closure U ′ ⊂ U , there ex-
ists ε > 0 satisfying the following. Suppose F˜ = (J˜1, . . . , J˜κe+κh) and Ω˜ are ana-
lytic (“perturbed”) momentum map and symplectic structure whose holomorphic ex-
tensions to MC are ε-close to FC and ΩC, respectively, in C0−norm. Suppose the
functions J˜C1 , . . . , J˜
C
κe
, iJ˜Cκe+1, . . . , iJ˜
C
κe+κh
generate a Hamiltonian (S1)κe+κh-action on
(M˜C, Ω˜C), where U ⊂ M˜C ⊂ MC. Suppose we are given a “perturbed” action of the
group Γ on M˜ = M˜C ∩M by F˜ -preserving analytic symplectomorphisms ρ˜(ψ), ψ ∈ Γ,
where ρ˜ : Γ → Symp(M˜, Ω˜) is a homomorphism whose holomorphic extension to M˜C
is ε−close to ρC in C0−norm. Then there exist a point m˜0 ∈ U ′ fixed under the
“perturbed” Γ× (S1)κe-action, an invariant (under the “perturbed” Γ× (S1)κe-action)
neighbourhood U˜ ⊃ U ′, and analytic (“perturbed”) local coordinates x˜1, y˜1, . . . , x˜n, y˜n
on U˜ O(ε)−close to x1, y1, . . . , xn, yn in Ck−norm, such that x˜j(m˜0) = y˜j(m˜0) = 0,
1 ≤ j ≤ n, and analogues of (36)–(38) hold for Ω˜|U˜ and J˜ℓ|U˜ w.r.t. the “perturbed”
coordinates, with the same integers pjℓ and kf , ke, kh as in (a) and with some constants
c˜ℓ ∈ R. Moreover, an analogue of (39) holds for the “perturbed” action ρ˜(ψ) of each ele-
ment ψ ∈ Γ on U˜ , with the same rational numbers qψ,j as in (a). If the system (M,Ω, F )
and the action ρ(Γ) depend on a local parameter, i.e. we have a local family of systems
with actions, moreover the holomorphic extensions of the system and the action to MC
depend smoothly (resp., analytically) on that parameter, then the local coordinates can
also be chosen to depend smoothly (resp., analytically) on that parameter.
6.1 Proof of part (a) of Lemmata 6.1 and 6.2
We will give a proof of Lemma 6.2 (a) on the real-analytic case. If κh = 0 (i.e., all
functions Jℓ generate 2π-periodic flows), all our arguments and constructions literally
work both in the real-analytic and C∞ cases. This gives a proof of Lemma 6.1 (a) too.
Step 1. On the vector space V := Tm0M , consider the linear operators
• Aℓ, 1 ≤ ℓ ≤ κe + κh, the linearizations of the vector fields XJℓ at their common
equilibrium point m0,
• Ma, 1 ≤ a ≤ r, the linearizations of the symplectomorphisms ρ(ψa) at their
common fixed point m0, where ψ
a ∈ Γ are generators of the group Γ.
Observe that the operators Aℓ (1 ≤ ℓ ≤ κe + κh) and Ma (1 ≤ a ≤ r) are
• Hamiltonian and symplectic (respectively) w.r.t. the symplectic form Ω|m0 ,
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• semisimple (i.e. diagonalizable over C) and pairwise commute,
• the operatorsA1, . . . , Aκe andMa are elliptic, while the operatorsAκe+1, . . . , Aκe+κh
are hyperbolic. In other words, all eigenvalues of A1, . . . , Aκe belong to the unit
circle in C, all eigenvalues of Ma are purely imaginary (i.e. belong to iR), all
eigenvalues of Aκe+1, . . . , Aκe+κh are real.
It follows from a standard result of Linear Algebra that the linear hull of the operators
Aℓ is contained in a maximal Abelian subalgebra consisting of semisimple elements
(called a Cartan subalgebra) of the Lie algebra sp(2n,R) of the Lie group Sp(2n,R) of
real linear symplectomorphisms. Moreover, each symplectic operator Ma is the expo-
nent of some element of this subalgebra.
Furthermore, it is known that each Cartan subalgebra of sp(2n,R) is uniquely de-
termined (up to conjugation) by a triple (kˆe, kˆh, kˆf) of non-negative integers such that
kˆe+kˆh+2kˆf = n. If we decompose the symplectic vector space (R
2n
(x1,...,xn,y1,...,yn)
,
n∑
j=1
dxj∧
dyj) into the direct product of kˆe+kˆh symplectic subspaces R
2
(xj ,yj)
, 1 ≤ j ≤ kˆe+kˆh, and
kˆf symplectic subspaces R
4
(x2j−1,x2j ,y2j−1,y2j)
, 1 ≤ j ≤ kˆf , then the corresponding Cartan
subalgebra (as a vector space) is the direct product of kˆe copies of the “elliptic” Cartan
subalgebra of sp(2,R), kˆh copies of the “hyperbolic” Cartan subalgebra of sp(2,R),
and kˆf copies of the “focus-focus” Cartan subalgebra of sp(4,R). Here the “elliptic”
(respectively, “hyperbolic”) Cartan subalgebra of sp(R2(xj ,yj)) is one-dimensional and is
spanned by the Hamiltonian operator with the quadratic Hamilton function (x2j +y
2
j )/2
(respectively, xjyj), while the “focus-focus” Cartan subalgebra of sp(R
4
(x2j−1,x2j ,y2j−1,y2j)
)
is two-dimensional and is spanned by two Hamiltonian operators with the quadratic
Hamilton functions x2j−1y2j − y2j−1x2j and x2j−1y2j−1 + x2jy2j (cf. (37), (38)).
Using the above facts and taking into account that the flows of XJℓ , 1 ≤ ℓ ≤ κe, and
iXJℓ , κe+1 ≤ ℓ ≤ κe+κh, are 2π-periodic, one can show the existence of non-negative
integers ke ≤ kˆe, kh ≤ kˆh, kf ≤ kˆf and coordinates xˆj, yˆj on V , in which the following
formulae (40)–(44) corresponding to (36)–(39) hold:
Ω|m0 =
n∑
j=1
dxˆj ∧ dyˆj, (40)
d2Jℓ|m0 =
kf∑
j=1
pjℓ(dxˆ
2
2j−1+dyˆ
2
2j−1−dxˆ22j−dyˆ22j)+
2kf+ke∑
j=2kf+1
pj−kf ,ℓ(dxˆ
2
j+dyˆ
2
j ), ℓ ≤ κe, (41)
d2Jℓ|m0 =
kf∑
j=1
pjℓ(dxˆ2j−1dyˆ2j + dxˆ2jdyˆ2j−1) +
2kf+ke+kh∑
j=2kf+ke+1
pj−kf−ke,ℓdxˆjdyˆj, ℓ > κe, (42)
41
1 ≤ ℓ ≤ κe + κh, for some integers pjℓ,
Ma : (zˆ1, . . . , zˆn) 7→ (e2πiqa,1 zˆ1, . . . , e2πiqa,n zˆn), 1 ≤ a ≤ r, (43)
for some qa,1, . . . , qa,n ∈ Q such that
qa,2j−1 + qa,2j ∈ Z for 1 ≤ j ≤ kf , qa,2kf+ke+j ∈
1
2
Z for 1 ≤ j ≤ kh. (44)
Here we denoted zˆj := xˆj + yˆj.
Let us explicitely describe (in Substeps 1a–1d below) a construction of such coordinates
xˆj , yˆj on V satisfying (40)–(44).
Substep 1a. Since the vector fields XJℓ pairwise commute and are ρ(Γ)∗-invariant,
moreover Γ is commutative, we conclude that the operators Aℓ and Ma pairwise com-
mute too. From a standard assertion of Linear Algebra, there exists a unique (up to a
permutation of terms) decomposition
V =
⊕
s
Vs
such that each Vs is invariant under eachAℓ andMa, moreover Spec(Aℓ|Vs) = {±λℓs,±λℓs},
Spec(Ma|Vs) = {µ±1as , µ±1as }, and for any s 6= s′ there exists either ℓ ∈ {1, . . . ,κe + κh}
such that λℓs′ 6∈ {±λℓs,±λℓs} or a ∈ {1, . . . , r} such that µas′ 6∈ {µ±1as , µ±1as }.
Consider the symplectic form Ω|m0 on V , and denote it by Ω. Since the operators Aℓ
andMa are Hamiltonian and symplectic respectively, moreover they pairwise commute,
it follows that the subspaces Vs are symplectic and pairwise skew-orthogonal [17, Propo-
sition 3.1]. On the other hand, these subspaces are invariant under each operator Aℓ.
Therefore Vs are pairwise “orthogonal” w.r.t. the second differential of each function
Jℓ, that is given by the symmetric bilinear form d
2Jℓ|m0(ξ1, ξ2) = Ω(ξ1, Aℓξ2) on V . So,
it remains to compute the restrictions of all d2Jℓ|m0 and Ma to each subspace Vs.
Let us fix ℓ ∈ {1, . . . ,κe+κh}. By assumption, either the flow of XJℓ is 2π-periodic (for
1 ≤ ℓ ≤ κe), or the flow of XCiJℓ is 2π-periodic (for κe < ℓ ≤ κe + κh). As we observed
at the beginning of Step 1, in the former case, Aℓ is elliptic; all its eigenvalues are pure
imaginary and belong to iZ. In the latter case, Aℓ is hyperbolic; all its eigenvalues are
integers. Without loss of generality, we can assume that λℓs ∈ iZ+ if Aℓ is elliptic (i.e.,
1 ≤ ℓ ≤ κe), and λℓs ∈ Z+ if Aℓ is hyperbolic (i.e., κe < ℓ ≤ κe + κh).
Let us fix a ∈ {1, . . . , r}. By assumption, the operator Ma is of finite order, hence all
its eigenvalues µ±1as , µ±1as belong to the unit circle in C and belong to {e2πiq | q ∈ Q}.
Thus, without loss of generality, we can assume that
µas = e
2πiqas for some qas ∈ Q ∩ [0, 1
2
], 1 ≤ a ≤ r. (45)
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Substep 1b. Fix a subspace Vs ⊆ V from the above decomposition.
Consider the set
Ms := {a ∈ {1, . . . , r} | µas 6∈ {1,−1}}.
Thus qas ∈ Q ∩ (0, 1/2) for each a ∈Ms (see (45)). Define the linear operators
Las :=
1
sin(2πqa,s)
Ma|Vs − (cot(2πqa,s))IdVs, a ∈Ms,
thus we have
Ma|Vs = (cos(2πqa,s))IdVs + (sin(2πqa,s))Las, 1 ≤ a ≤ r. (46)
One can easily show that Las are Hamiltonian (and symplectic), pairwise commute and
satisfy the equalities
L2as = −IdVs , a ∈Ms. (47)
If Ms 6= ∅, let us choose as ∈ Ms and consider the (elliptic Hamiltonian) operator on
Vs:
Es := Las,s. (48)
Consider the sets
Is := {ℓ ∈ {1, . . . ,κe} | λℓs ∈ iZ\{0}}, Hs := {ℓ ∈ {κe+1, . . . ,κe+κh} | λℓs ∈ Z\{0}}.
So, all Aℓ|Vs with ℓ ∈ Is are elliptic, while all Aℓ|Vs with ℓ ∈ Hs are hyperbolic. Thus
λℓs = psℓi for some integer psℓ > 0 if ℓ ∈ Is, λℓ′s =: psℓ′ > 0 is an integer if ℓ′ ∈ Hs.
Define the linear operators
Bℓs :=
1
psℓ
Aℓ|Vs, ℓ ∈ Is ∪ Hs. (49)
Clearly they pairwise commute, are diagonalizable over C, and hence satisfy the equal-
ities
B2ℓs = −IdVs for ℓ ∈ Is, B2ℓ′s = IdVs for ℓ′ ∈ Hs. (50)
If Ms = ∅ and I 6= ∅, let us choose ℓs ∈ Is and consider the (elliptic Hamiltonian)
operator
Es := Bℓs,s (51)
on Vs. If H 6= ∅, let us choose ℓ′s ∈ Hs and consider the (hyperbolic Hamiltonian)
operator
Hs := Bℓ′s,s (52)
on Vs. Consider the set of pairwise commuting symplectic involutions (see below)
{EsLas | a ∈Ms} ∪ {EsBℓs | ℓ ∈ Is} ∪ {HsBℓ′s | ℓ′ ∈ Hs} (53)
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on Vs. Due to (47) and (50), these operators are involutions: (EsLas)
2 = IdVs ,
(EsBℓs)
2 = IdVs and (HsBℓ′s)
2 = IdVs , hence they are symplectic (indeed: since Aℓ|Vs is
Hamiltonian, Bℓs is also Hamiltonian, hence Ω(BℓsBℓ′su,BℓsBℓ′sv) = −Ω(Bℓ′su,B2ℓsBℓ′sv) =
Ω(u,B2ℓsB
2
ℓ′sv) = Ω(u, v) for any u, v ∈ Vs and either ℓ, ℓ′ ∈ Is or ℓ, ℓ′ ∈ Hs; the sym-
plecticity of LasLa′s and LasBℓs is proved similarly).
It follows from Linear Algebra that there exists a unique (up to a permutation of terms)
decomposition
Vs =
⊕
t
Vst
such that each Vst is invariant under each symplectic involution from the set (53),
EsLas|Vst = −εastIdVst , a ∈Ms,
EsBℓs|Vst = −ηℓstIdVst , ℓ ∈ Is, HsBℓ′s|Vst = ηℓ′stIdVst , ℓ′ ∈ Hs, (54)
where εast, ηℓst, ηℓ′st ∈ {1,−1}, ηasst = 1, ηℓsst = 1, ηℓ′sst = 1, and for any t 6= t′ there
exists either ℓ ∈ Is ∪ Hs such that ηℓst 6= ηℓst′ or a ∈Ms such that εast 6= εast′ .
Clearly each subspace Vst is symplectic, Es-invariant (if Is 6= ∅ or Ms 6= ∅) and
Hs-invariant (if Hs 6= ∅).
Substep 1c. Fix a subspace Vst ⊆ Vs from the above decomposition.
We have four possibilities for the subspace Vs: it is either of elliptic, hyperbolic or
focus-focus type, or trivial.
Case 1 (elliptic): Ms 6= ∅ or Is 6= ∅, moreover Hs = ∅. Recall that, in Substep 1b,
we fixed the elliptic Hamiltonian operator Es on Vs, see (48) and (51).
We have the Hamiltonian (and symplectic) operator Es|Vst such that (Es|Vst)2 = −IdVst .
It follows from Linear Algebra that there exists a basis e1, . . . , edimVst/2, f1, . . . , fdimVst/2
of Vst such that
Esej = ηˆstjfj, Esfj = −ηˆstjej, Ω(ej , fj) = 1, 1 ≤ j ≤ 1
2
dim Vst,
where ηˆstj ∈ {1,−1} and the planes Span{ej, fj} are pairwise skew-orthogonal.
In the above symplectic basis of the “elliptic” subspace Vst, we have from (54) that
Lasej = −εastηˆstjfj , Lasfj = εastηˆstjej ,
Bℓsej = −ηℓstηˆstjfj , Bℓsfj = ηℓstηˆstjej , 1 ≤ j ≤ 12 dimVst,
for any ℓ ∈ Is and a ∈Ms, therefore, we have from (46) and (49) that
Maej = (cos(2πqa,s))ej − εastηˆstj(sin(2πqa,s))fj , Aℓej = ηℓstηˆstjpsℓfj ,
Mafj = εastηˆstj(sin(2πqa,s))ej + (cos(2πqa,s))fj, Aℓfj = −ηℓstηˆstjpsℓej , (55)
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1 ≤ j ≤ 1
2
dimVst, for any ℓ ∈ Is and a ∈ {1, . . . , r}, while Aℓ|Vst = 0 for any
ℓ ∈ {1, . . . ,κe + κh} \ Is.
Finally, let us compute the restriction to Vst of the second differential d
2Jℓ|m0(ξ1, ξ2) =
Ω(ξ1, Aℓξ2) of each function Jℓ at m0. It has the form
d2Jℓ|m0(ei, ej) = d2Jℓ|m0(fi, fj) = ηℓstηˆstjpsℓδij, d2Jℓ|m0(ei, fj) = 0, (56)
1 ≤ i, j ≤ 1
2
dimVst, for any ℓ ∈ Is, while d2Jℓ|Vst = 0 for any ℓ ∈ {1, . . . ,κe +κh} \ Is.
Case 2 (hyperbolic): Hs 6= ∅ and Is = Ms = ∅. Thus µas ∈ {1,−1} and
Ma|Vs = µasIdVs, 1 ≤ a ≤ r, (57)
due to (45) and (46). Recall that, in Substep 1b, we fixed the hyperbolic Hamiltonian
operator Hs = Bℓ′ss on Vs, see (52).
Consider the Hamiltonian operator Hst := Hs|Vst = Bℓ′ss|Vst . Since H2st = IdVst , we
have a decomposition Vst = V
′
st ⊕ V ′′st where V ′st, V ′′st are the eigenspaces of Hst with
the eigenvalues 1,−1 respectively. Since Hst is Hamiltonian, we have that each of V ′st
and V ′′st is isotropic (in fact: 0 = Ω(Hstu, v) + Ω(u,Hstv) = (λ + µ)Ω(u, v), whenever
u, v ∈ Vs are eigenvectors of Hst with eigenvalues λ, µ, respectively). Hence V ′st, V ′′st are
Lagrangian subspaces of Vst.
Choose a basis e1, e2, . . . , edimVst/2 of the subspace V
′
st. Since Ω|Vst is nondegenerate and
vanishes on each V ′st and V
′′
st, it gives a nondegenerate pairing between the subspaces
V ′st and V
′′
st, so there exists a unique basis f1, f2, . . . , fdimVst/2 of the subspace V
′′
st such
that Ω(ei, fj) = δij.
For any ℓ ∈ Hs, in the above basis of the “hyperbolic” subspace Vst, we have from (54)
that
Bℓsej = ηℓstHstej = ηℓstej , Bℓsfj = ηℓstHstfj = −ηℓstfj , 1 ≤ j ≤ 1
2
dimVst,
Ω(ej , fj) = 1 and the planes Span{ej, fj} are pairwise skew-orthogonal. Thus we have
from (49) and (57) that
Maej = µasej , Mafj = µasfj, Aℓej = ηℓstpsℓej , Aℓfj = −ηℓstpsℓfj (58)
for any ℓ ∈ Hs and any a ∈ {1, . . . , r}, while Aℓ|Vst = 0 for any ℓ ∈ {1, . . . ,κe+κh}\Hs.
Finally, let us compute the restriction to Vst of the second differential d
2Jℓ|m0(ξ1, ξ2) =
Ω(ξ1, Aℓξ2) of each function Jℓ at m0. It has the form
d2Jℓ|m0(ei, fj) = −ηℓstpsℓδij, d2Jℓ|m0(ei, ej) = d2Jℓ|m0(fi, fj) = 0, (59)
1 ≤ i, j ≤ 1
2
dimVst, for any ℓ ∈ Hs, while d2Jℓ|Vst = 0 for any ℓ ∈ {1, . . . ,κe+κh} \Hs.
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Case 3 (focus-focus): Is 6= ∅ or Ms 6= ∅, moreover Hs 6= ∅. Recall that, in Substep
1b, we fixed two Hamiltonian operators Es and Hs on Vs, see (48), (51) and (52).
Consider two commuting Hamiltonian operators
Est := Es|Vst , Hst := Hs|Vst = Bℓ′ss|Vst ,
which are elliptic and hyperbolic, respectively.
Since H2st = IdVst , we have a decomposition Vst = V
′
st ⊕ V ′′st where V ′st, V ′′st are the
eigenspaces of Hst with the eigenvalues 1,−1 respectively. Since Hst is a Hamiltonian
operator, we have that the subspaces V ′st, V
′′
st are isotropic (see Case 2), so V
′
st, V
′′
st are
Lagrangian subspaces of Vst.
Since the operator Est commutes with Hst, it leaves invariant each Lagrangian subspace
V ′st, V
′′
st. Since E
2
st = −IdVst , it follows from Linear Algebra that dimV ′st = dimVst/2 is
even and there exists a basis e1, e2, . . . , edimV ′st of V
′
st such that
Este2j−1 = e2j , Este2j = −e2j−1, 1 ≤ j ≤ 1
2
dimV ′st.
Since Ω|Vst is nondegenerate and vanishes on each V ′st and V ′′st, it gives a nondegenerate
pairing between the subspaces V ′st and V
′′
st, so there exists a unique basis f1, f2, . . . , fdimV ′st
of the subspace V ′′st such that Ω(ei, fj) = δij. In this basis of V
′′
st, we can compute the
operator Est|V ′′st as follows. Since Est is a Hamiltonian operator, we have
Ω(e2j , Estfi) = −Ω(Este2j , fi) = Ω(e2j−1, fi) = δ2j−1,i,
Ω(e2j−1, Estfi) = −Ω(Este2j−1, fi) = −Ω(e2j , fi) = −δ2j,i,
therefore Estf2j−1 = f2j and Estf2j = −f2j−1, 1 ≤ j ≤ dimVst/4.
In the above symplectic basis of the “focus-focus” subspace Vst, due to the formulae
(54), each elliptic Hamiltonian operator Las, a ∈Ms, acts by the formulae
Lase2j−1 = −εaste2j , Lase2j = εaste2j−1, Lasf2j−1 = −εastf2j, Lasf2j = εastf2j−1,
each elliptic Hamiltonian operator Bℓ, ℓ ∈ Is, acts by the formulae
Bℓse2j−1 = −ηℓste2j , Bℓse2j = ηℓste2j−1, Bℓsf2j−1 = −ηℓstf2j , Bℓsf2j = ηℓstf2j−1,
1 ≤ j ≤ dimVst/4, while each hyperbolic Hamiltonian operator Bℓ′, ℓ′ ∈ Hs, acts by
the formulae
Bℓ′sej = ηℓ′stej, Bℓ′sfj = −ηℓ′stfj, Ω(ej , fj) = 1, 1 ≤ j ≤ 1
2
dim Vst,
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and the planes Span{ej , fj} are pairwise skew-orthogonal. Thus, each elliptic symplectic
operator Ma, 1 ≤ a ≤ r, acts (due to (46)) by the formulae
Mae2j−1 = (cos(2πqa,s))e2j−1 − εast(sin(2πqa,s))e2j ,
Mae2j = εast(sin(2πqa,s))e2j−1 + (cos(2πqa,s))e2j ,
Maf2j−1 = (cos(2πqa,s))f2j−1 − εast(sin(2πqa,s))f2j ,
Maf2j = εast(sin(2πqa,s))f2j−1 + (cos(2πqa,s))f2j , 1 ≤ j ≤ 14 dimVst,
(60)
each elliptic operator Aℓ, ℓ ∈ Is, acts (due to (49)) by the formulae
Aℓe2j−1 = −ηℓstpsℓe2j , Aℓe2j = ηℓstpsℓe2j−1,
Aℓf2j−1 = −ηℓstpsℓf2j, Aℓf2j = ηℓstpsℓf2j−1, 1 ≤ j ≤ 14 dim Vst,
(61)
each hyperbolic operator Aℓ′ , ℓ
′ ∈ Hs, acts (due to (49)) by the formulae
Aℓ′ej = ηℓ′stpsℓ′ej , Aℓ′fj = −ηℓ′stpsℓ′fj, 1 ≤ j ≤ 1
2
dimVst, (62)
while Aℓ|Vst = 0 for all remaining ℓ ∈ {1, . . . ,κe + κh} \ (Is ∪ Hs).
Finally, let us compute the restriction to Vst of the second differential d
2Jℓ|m0(ξ1, ξ2) =
Ω(ξ1, Aℓξ2) of each function Jℓ at m0. For each “elliptic” function Jℓ, ℓ ∈ Is, we have
d2Jℓ|m0(ei, f2j−1) = ηℓstpsℓδi,2j , d2Jℓ|m0(ei, ej) = d2Jℓ|m0(fi, fj) = 0,
d2Jℓ|m0(ei, f2j) = −ηℓstpsℓδi,2j−1, 1 ≤ i, j ≤ 12 dimVst.
(63)
For each “hyperbolic” function Jℓ, ℓ ∈ Hs, we have
d2Jℓ|m0(ei, fj) = −ηℓstpsℓδij, d2Jℓ|m0(ei, ej) = d2Jℓ|m0(fi, fj) = 0, (64)
1 ≤ i, j ≤ 1
2
dimVst. For all remaining ℓ ∈ {1, . . . ,κe + κh} \ (Is ∪ Hs), we have
d2Jℓ|Vst = 0.
Case 4 (trivial): Ms = ∅ and Is = Hs = ∅. Thus Vst = Vs. Similarly to Case 2, we
have µas ∈ {1,−1} and (57) (e.g. if µas equal 1 for all a ∈ {1, . . . , r}, then Ma|Vs = IdVs
for any a ∈ {1, . . . , r}; in fact such s is unique if any, let us denote it by s0). Moreover
Aℓ|Vs = 0 and d2Jℓ|Vs = 0 for any ℓ ∈ {1, . . . ,κe + κh}. Choose a symplectic basis
e1, . . . , edimVs/2, f1, . . . , fdimVs/2 of Vs, i.e. a basis satisfying
Ω(ei, ej) = Ω(fi, fj) = 0, Ω(ei, fj) = δij, 1 ≤ i, j ≤ 1
2
dimVs.
Substep 1d. Now take a symplectic basis e1, . . . , en, f1, . . . , fn of V = Tm0M formed
by the above symplectic bases of the subspaces Vst (see Substep 1c, Cases 1–4). In detail:
the basis e1, . . . , edimVst/2, f1, . . . , fdimVst/2 of a subspace Vst appears as enst+1, . . . , enst+dimVst/2,
fnst+1, . . . , fnst+dimVst/2 in the basis of V , for some “shifting” integers nst s.t. ordering
of the subspaces Vst with integers nst is consistent with the following partial order:
“focus-focus” subspaces, “elliptic” ones, “hyperbolic” ones, and “trivial” ones.
Let xˆ1, yˆ1, . . . , xˆn, yˆn be the linear coordinates on V = Tm0M such that
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• the coordinates xˆ2j−1, yˆ2j−1, xˆ2j , yˆ2j, 1 ≤ j ≤ kf , correspond to the bases e2j−1−f2j√2 ,
e2j+f2j−1√
2
,
e2j−1+f2j√
2
,
−e2j+f2j−1√
2
of the “focus-focus” subspaces Vst (if any); they were
constructed in Substep 1c, Case 3,
• the coordinates xˆj , yˆj, 2kf + 1 ≤ j ≤ 2kf + ke, correspond to the bases ej , fj of
the “elliptic” subspaces Vst (if any); they were constructed in Substep 1c, Case 1,
• the coordinates xˆj , yˆj, 2kf + ke + 1 ≤ j ≤ 2kf + ke + kh, correspond to the bases
ej , fj of the “hyperbolic” subspaces Vst (if any); they were constructed in Substep
1c, Case 2,
• the remaining coordinates xˆj , yˆj, 2kf + ke + kh + 1 ≤ j ≤ n, correspond to
symplectic bases of the “trivial” subspaces Vs (if any), see Substep 1c, Case 4.
In these coordinates, Ω|m0 , d2Jℓ|m0 and Ma have the desired form (40)–(44), due to
(55), (56), (58)–(64).
Step 2. In Step 1, we actually constructed local coordinates on a neighbourhood of m0,
that bring Ω to the desired canonical form (36) at m0, and bring the functions Jℓ to the
desired form (37) and (38) up to 3rd order terms. We want to deform these coordinates
a little bit, in order to achieve the equalities (36)–(38) exactly.
Consider the group
G := Γ× (S1)κe+κh ,
where (S1)κe+κh is the (κe + κh)-torus with a usual group structure. Since G is a
compact Lie group acting analytically on a neighbourhood UC ⊂ MC of m0 ∈ M with
a fixed point m0, it acts by linear transformations w.r.t. to some holomorphic local
coordinates on a G-invariant neighbourhood UC0 of m0 ([2], [7, Sec 3.1.4]).
Let us explicitely construct (in Substeps 2a–2c below) real-analytic symplectic coor-
dinates x1, y1, . . . , xn, yn on a neighbourhood U ⊂ U0 of m0 such that G acts by lin-
ear transformations on a G-invariant neighbourhood UC of m0 w.r.t. the coordinates
xC1 , y
C
1 , . . . , x
C
n , y
C
n .
Substep 2a. Let U0 be a small neighbourhood of m0 in M , and U
C
0 its small open
G-invariant complexification.
Take any real-analytic (pseudo-)Riemannian metric ds2 on U0 such that
ds2|m0 =
kf∑
j=1
aj(dxˆ
2
2j−1 + dyˆ
2
2j−1 − dxˆ22j − dyˆ22j) +
ke∑
j=1
akf+j(dxˆ
2
2kf+j
+ dyˆ22kf+j)+
+
kh∑
j=1
akf+ke+jdxˆ2kf+ke+jdyˆ2kf+ke+j +
n∑
j=ke+kh+2kf+1
aj−kf (dxˆ
2
j + dyˆ
2
j )
48
(compare (41), (42)). Here xˆj , yˆj are linear coordinates on Tm0M constructed in Step 1,
and a1, . . . , an−kf ∈ R \ {0} are fixed real numbers (e.g. aj = 1). If aj > 0, this pseudo-
Riemannian metric has signature (2n−kh−2kf , kh+2kf), so it is a Riemannian metric
if kh = kf = 0 (elliptic case).
Construct a G-invariant (pseudo-)Riemannian metric 〈(ds2)C〉 on UC0 by averaging
(ds2)C over G:
〈(ds2)C〉 := 1
(2π)κ|Γ|
∑
ψ∈Γ
2π∫
0
· · ·
2π∫
0
(φtκ
iJCκ
◦· · ·◦φtκe+1
iJC
κe+1
◦φtκe
JCκe
◦· · ·◦φt1
JC1
◦ρ(ψ))∗(ds2)Cdt1 . . .dtκ,
where κ := κe+κh, φ
t
f denotes the flow of the vector field Xf . We claim that 〈(ds2)C〉
has the following properties:
(i) 〈(ds2)C〉 is G-invariant;
(ii) 〈(ds2)C〉 is real-analytic;
(iii) 〈(ds2)C〉|m0 = (ds2)C|m0 and, in particular, it is a nondegenerate quadratic form.
The property (i) is obvious.
For proving the property (ii), observe that 〈(ds2)C〉 can be obtained from (ds2)C in κ+1
steps, where the first step performs averaging over Γ, and the (ℓ+ 1)-st step performs
averaging over the subtorus {1}ℓ−1 × S1 × {1}κ−ℓ of the torus (S1)κ, 1 ≤ ℓ ≤ κ + 1.
After the first κe+1 steps, the resulting average will be real-analytic, since ds
2 is real-
analytic and we averaged it over a real-analytic action. The (ℓ+1)-st step with ℓ > κe
performs an average over the 1-parameter family of diffeomorphisms φt
iJC
ℓ
: UC → UC,
0 ≤ t ≤ 2π, such that
φ0iJC
ℓ
= Id,
d
dt
φtiJC
ℓ
(m) = iXCJℓ|φt
iJC
ℓ
(m). (65)
This implies that, at each real point m ∈ U , we have
d
dt
φ2π−t
iJC
ℓ
(m) = i XCJℓ|φ2π−t
iJC
ℓ
(m) = iX
C
Jℓ
|
φ2π−t
iJC
ℓ
(m)
,
therefore φt
iJC
ℓ
(m) = φ2π−t
iJC
ℓ
(m). Hence, averaging over the family of diffeomorphisms
φt
iJC
ℓ
is the same as averaging over the family of diffeomorphisms φt
iJC
ℓ
. But, if ds21
is a real-analytic (pseudo-)Riemannian metric, then (φt
iJC
ℓ
)∗(ds21)
C = (φt
iJC
ℓ
)∗(ds21)C on
U . Hence, the resulting average coincides with its C-conjugate, which shows that it is
real-valued on U .
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For proving the property (iii), it is enough to check that (ds2)C|m0 is invariant under the
linearizedG-action atm0. Observe that ds
2|m0 =
kf∑
j=1
ajd
2h2j−1|m0+
n−2kf∑
j=1
akf+jd
2h2kf+j |m0 .
Here h1, . . . , h2kf+ke+kh denote the quadratic functions (13) w.r.t. the coordinates xˆj , yˆj,
hj := (xˆ
2
j+yˆ
2
j )/2 for 2kf+ke+kh+1 ≤ j ≤ n. But the quadratic forms d2hj |m0 on Tm0M
pairwise Poisson commute with respect to the symplectic form Ω|m0 . Therefore, each
d2hj|m0 is invariant under the Hamiltonian flows generated by the quadratic functions
(41) and (42), which coincide with the second differentials d2Jℓ by Step 1. Therefore,
each d2hCj |m0 is invariant under the linearized (S1)κ-action at m0. Furthermore, each
d2hj|m0 is Ma-invariant due to (43) and (44) proved in Step 1. Hence each d2hCj |m0
(and therefore (ds2)C|m0) is invariant under the linearized G-action at m0, as required.
By the properties (ii) and (iii), 〈(ds2)C〉 is the holomorphic extension to UC0 of some
real-analytic (pseudo-)Riemannian metric on U0, which we denote by 〈ds2〉. We have
〈(ds2)C〉 = 〈ds2〉C, and it is G-invariant due to the property (i).
Substep 2b. Let us identify U0 with a small neighbourhood Uˆ of the origin in Tm0M via
the exponential map
expm0 |Uˆ : Uˆ
≈−→ U0 (66)
corresponding to the (pseudo-)Riemannian metric 〈ds2〉 on U0 constructed in Substep
2a.
Let us transfer the linear coordinates xˆ1, yˆ1, . . . , xˆn, yˆn from Uˆ to U0 by means of the
identification U0 ≈ Uˆ in (66). We will obtain some coordinates on U0, which we denote
by u1, v1, . . . , un, vn.
Due to Substep 2a, the holomorphic extension of the map (66) is G-equivariant.
Substep 2c. Now we want to “deform” the coordinates u1, v1, . . . , un, vn on U0 (by some
G-equivariant transformation), in order to make Ω being constant. We will achieve
this by means of Moser’s path method [31, Theorem 2], more precisely its equivariant
version, as follows. Let Ωˆ be the constant symplectic 2-form on Tm0M coinciding with
Ω|m0 at the origin. Denote by Ω0 the symplectic structure on U0 obtained from Ωˆ under
the identification (66), thus Ω0|m0 = Ω|m0 . Since ΩˆC is G-invariant and the exponential
map (66) is G-equivariant (by Substep 2b), we conclude that ΩC0 is also G-invariant.
Denote
Ωt := (1− t)Ω0 + tΩ, 0 ≤ t ≤ 1.
Choose a real-analytic 1-form α on U0 such that α
C is G-invariant, α|m0 = 0 (moreover,
α|m = O(|m−m0|2) w.r.t. some local coordinates on U0; this property will be achieved
and used in Step 4 below), and
dα = Ω− Ω0 ≡ d
dt
Ωt
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(such a G-invariant 1-form can be obtained by averaging some 1-form with the above
properties over G, due to the G-invariance of ΩC and ΩC0 , then the resulting average will
be real-analytic, due to the same arguments as in Substep 2a). Define a 1-parameter
family of vector fields ξt on U0, 0 ≤ t ≤ 1, by Moser’s equation
iξtΩt = −α
(such a vector field exists and is unique, perhaps in a smaller neighbourhood of m0,
since Ωt|m0 = Ω|m0 is a nondegenerate 2-form). Define a 1-parameter family of diffeo-
morphisms φt : Ut → U0, 0 ≤ t ≤ 1, such that φ0 = IdU0 and
d
dt
φt = ξt ◦ φt
in Ut. Observe thatm0 is fixed under each φt, since ξt|m0 = 0 because α|m0 = 0. Clearly,
ΩCt , ξ
C
t and U
C
t are G-invariant, thus each φ
C
t is G-equivariant. We have
d
dt
(φ∗tΩt) = φ
∗
t (LξtΩt+
dΩt
dt
) = φ∗t ((iξtd+diξt)Ωt+Ω−Ω0) = φ∗t (diξtΩt+Ω−Ω0) = φ∗t (−dα+Ω−Ω0) = 0.
Since the above equalities hold for any t ∈ [0, 1], we conclude that φ∗tΩt ≡ φ∗0Ω0 = Ω0
for any t, in particular for t = 1 we obtain
φ∗1Ω = Ω0.
Define on U := φ1(U1 ∩ U0) the coordinates
xj := uj ◦ φ−11 |U , yj := vj ◦ φ−11 |U , 1 ≤ j ≤ n,
i.e. x1, y1, . . . , xn, yn are induced from the coordinates u1, v1, . . . , un, vn on U
′
0 := U1∩U0
by means of the identification U ′0
≈−→ U via the diffeomorphism φ1 : U1 → U0. Clearly,
xj(m0) = yj(m0) = 0 for any j = 1, . . . , n (since m0 is fixed under each φt).
Step 3. We claim that
Ω|U =
n∑
j=1
dxj ∧ dyj, Jℓ|U = cℓ +
2n∑
a,b=1
cℓabwawb, (67)
for some real constants cℓ, c
ℓ
ab. Here we denoted (w1, . . . , w2n) := (x1, y1, . . . , xn, yn).
Recall (see Substep 2b and the beginning of Substep 2c) that
Ω0 = ((expm0 |Uˆ)−1)∗Ωˆ, uj := xˆj ◦ (expm0 |Uˆ)−1, vj := yˆj ◦ (expm0 |Uˆ)−1.
Thus
Ω|U = ((φ1 ◦ expm0 |Uˆ ′)−1)∗Ωˆ, xj = xˆj ◦ (φ1 ◦ expm0 |Uˆ ′)−1, yj = yˆj ◦ (φ1 ◦ expm0 |Uˆ ′)−1,
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where Uˆ ′ := (expm0 |Uˆ)−1(U ′0). We conclude from (40) and from the beginning of
Substep 2c that Ω|U has the desired form as in (67).
Observe that the above diffeomorphism
φ1 ◦ expm0 |Uˆ ′ : Uˆ ′
≈−→ U (68)
has a G-equivariant holomorphic extension, since φC1 and exp
C
m0
areG-equivariant. Since
the coordinates w1, . . . , w2n on U are induced from the linear coordinates xˆ1, yˆ1, . . . , xˆn, yˆn
on Tm0M under the diffeomorphism U ≈ Uˆ ′ ⊂ Tm0M in (68), moreover the group G
acts on Tm0M
C by linear transformations w.r.t. xˆC1 , yˆ
C
1 , . . . , xˆ
C
n , yˆ
C
n , we conclude that it
acts on UC by linear transformations w.r.t. wC1 , . . . , w
C
2n. Therefore the Hamiltonian
vector fields XJℓ on U (which generate an infinitesimal action of the Lie algebra of G)
are also linear w.r.t. w1, . . . , w2n, 1 ≤ ℓ ≤ k. Since Ω|U has constant components w.r.t.
w1, . . . , w2n, as in (67), we conclude that dJℓ|U has linear components w.r.t. w1, . . . , w2n,
i.e. dJℓ|U = 2
n∑
a,b=1
cℓabwadwb for some constants c
ℓ
ab = c
ℓ
ba ∈ R. This immediately gives
us the desired quadratic form for Jℓ|U as in (67).
Step 4. Let us show that the quadratic forms in (67) have the special form as in (37),
(38). For this, it is enough to make sure that dxj |m0 = dxˆj |m0 and dyj|m0 = dyˆj|m0 ,
1 ≤ j ≤ n, due to (41) and (42). So, it is enough to achieve that dφt|m0 = Id for
each t ∈ [0, 1]. The latter is equivalent to the equality dξt|m0 = 0, which in turn is
equivalent to the fact that each component of α|m w.r.t. some coordinates on U is of
order O(|m−m0|2).
So, it is enough to show that, in Substep 2c, we can choose a 1-form α on U0 satisfying
the above condition. We have Ω|U0 −Ω0 = d(α1− φ∗α1), where α1 is any 1-form on U0
such that dα1 = Ω, and φ is a diffeomorphism such that φ(m0) = m0 and dφ|m0 = Id.
In canonical coordinates (p, q) = (p1, q1, . . . , pn, qn) such that pj|m0 = qj |m0 = 0, we
have Ω|U0 = dp ∧ dq :=
n∑
j=1
dpj ∧ dqj . Put α1 = pdq :=
n∑
j=1
pjdqj , α := α1 − φ∗α1.
Since φ(m0) = m0 and dφ|m0 = Id, it follows from Hadamard’s lemma that φ∗pi =
pi + Q
′
i(p, q), φ
∗qj = qj + Q′′j (p, q), where Q
′
i(p, q) and Q
′′
j (p, q) are some quadratic
forms whose coefficients are real-analytic functions in (p, q). Thus α = α1 − φ∗α1 =
pdq − φ∗(pdq) = pdq − (φ∗p)d(φ∗q) =
n∑
j=1
pjdqj − (pj + Q′j(p, q))d(qj + Q′′j (p, q)) =
−
n∑
j=1
(pj + Q
′
j(p, q))dQ
′′
j (p, q)− Q′j(p, q)dqj. Each component of the latter 1-form is of
order O(|p|2 + |q|2), as required.
Lemma 6.2 (a), and hence Lemma 6.1 (a), is proved.
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6.2 Proof of part (b) of Lemmata 6.1 and 6.2
Similarly to the previous subsection, we will give a proof of Lemma 6.2 (b). Due to
the Cauchy integral formula for holomorphic functions, we can and will assume that
‖F˜C − FC‖Ck + ‖Ω˜C − ΩC‖Ck+n−2 + ‖ρ˜C − ρC‖Ck−1 < ε for some k ≥ 4 (one has similar
inequalities for the real objects onM in assumptions of Lemma 6.1 (b)). If κh = 0 (i.e.,
all functions Jℓ generate 2π-periodic flows), all our arguments and constructions will
literally work both in the real-analytic and C∞ cases. This will give a proof of Lemma
6.1 (b) too.
Consider the subgroup G0 := Γ×(S1)κe×{1}κh of the group G = Γ×(S1)κe+κh . Recall
that U is G0-invariant, and U
C is G-invariant.
We will identify U with its image under the coordinate map (x1, y1, . . . , xn, yn) : U →
R2n from (a). We will equip R2n with cartesian coordinates (x1, y1, . . . , xn, yn) and with
the standard symplectic structure Ω as in (67).
Consider the “perturbed” G-action generated by ρ˜(Γ) and by the “perturbed” func-
tions J˜1, . . . , J˜κe, iJ˜κe+1, . . . , iJ˜κe+κh w.r.t. the “perturbed” symplectic structure Ω˜. By
abusing language, we will call this action the G˜-action, in order to distinguish it from
the “unperturbed” G-action.
Divide the proof into several steps.
Step 1. In this step, we prove that the G˜-action has a fixed point m˜0 ∈ U ′ O(ε)−close
to m0. We will use the same notations (e.g. Aℓ,Ma, Vs) as in the proof of (a).
Substep 1a. Denote
R :=
r⋂
a=1
ker(Ma − Id), K := R ∩
κe+κh⋂
ℓ=1
kerAℓ =
κe+κh⋂
ℓ=1
kerAℓ|R
where Id is the identity operator in R2n (here we used that Ma and Aℓ commute, hence
the set R of fixed points of Ma is Aℓ-invariant). By (a), the group G acts on U linearly
w.r.t. our coordinates (x1, y1, . . . , xn, yn). We conclude that R ∩ U is the set of fixed
points of the (“unperturbed”) Γ-action, and (K ∩ U)C is the set of fixed points of the
(“unperturbed”) G-action.
Clearly, there exists a linear combination
A =
κe+κh∑
ℓ=1
cℓAℓ
such that R ∩ kerA = K.
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We claim that K is a symplectic subspace of R2n. Indeed, each kerAℓ and ker(Ma− Id)
is the direct product of several subspaces Vs. Hence K is also the direct product of
some subspaces Vs (actually, it is one of the “trivial” subspaces Vs, see the proof of (a),
Case 4 of Substep 1c), therefore K is symplectic.
Substep 1b. Since K is symplectic (by Substep 1a), we have
R2n =W ×K
where W := K⊥ denotes the skew-orthogonal complement of K w.r.t. Ω. In fact, W
and K are the coordinate subspaces of R2n:
R2n = R2k × R2(n−k) = W ×K
where 2kf + ke + kh ≤ k ≤ n, with coordinates
σ := (x1, y1, . . . , xk, yk) on W, τ := (xk+1, yk+1, . . . , xn, yn) on K.
Denote by
PrK : R
2n =W ×K → K, (σ, τ) 7→ τ,
the projection along W . Clearly, the subspace WC and the map PrCK are G-invariant,
furthermore every point of K is fixed under the G-action.
Choose G0-invariant neighbourhoods
U ′ := U ′W × U ′K ⊂ UW × UK ⊂W ×K
of m0 = 0 in R
2n such that U ′ ⊂ UW × UK and UW × UK ⊂ U . Then we can choose
G-invariant neighbourhoods
(U ′)C := (U ′W )
C × (U ′K)C ⊂ UCW × UCK ⊂ WC ×KC
of m0 = 0 in C
2n such that (U ′)C ⊂ UCW × UCK and UCW × UCK ⊂ UC.
Consider the (“perturbed”) G˜0-invariant neighbourhood U˜ := G˜0(UW × UK) of m0 in
R2n and the (“perturbed”) G˜-invariant neighbourhood U˜C := G˜(UCW × UCK) of m0 in
C2n. Clearly, U ′ ⊂ U˜ ⊂ U and U ′C ⊂ U˜C ⊂ UC if the perturbation is small enough.
Denote by
P˜ rCK : (U
′
W )
C × UCK → KC
the map obtained by averaging the map PrCK |U˜C over the G˜-action:
P˜ rCK(m) :=
∑
ψ∈Γ
1
(2π)κ|Γ|
2π∫
0
· · ·
2π∫
0
PrCK◦φtκiJ˜Cκ◦· · ·◦φ
tκe+1
iJ˜C
κe+1
◦φtκ+e
J˜Cκe
◦· · ·◦φt1
J˜C1
◦ρ˜(ψ)(m)dt1 . . .dtκ,
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m ∈ (U ′W )C × UCK ⊂ (U˜)C ⊂ C2n, where κ := κe + κh, φtf denotes the flow of the
vector field Xf ; we use the identification of U with its image under the coordinate map
(x1, y1, . . . , xn, yn) : U → R2n from (a). Clearly, P˜ rCK is G˜-invariant and O(ε)-close to
PrCK |(U ′W )C×UCK in Ck−1−norm (since the G-action on W × K is componentwise, and
the G-action on K is trivial), thus it is a G˜-invariant submersion. The map P˜ rCK is
real-valued on U ′W ×UK by the same arguments as in Step 1 of the proof of (a). Thus,
P˜ rCK = P˜ r
C
K for some real-analytic map (submersion)
P˜ rK : U
′
W × UK → K.
Due to the Inverse Functions Theorem, for each point τ ∈ U ′K , its pre-image
W˜τ := P˜ r
−1
K (τ) ⊂ U ′W × UK ⊂W ×K
is a real-analytic submanifold O(ε)-close to the submanifold Wτ := U
′
W × {τ} in
Ck−1−norm. Clearly W˜Cτ is G˜-invariant (since P˜ rCK is G˜-invariant). Hence the sub-
manifold W˜τ is symplectic and has the form
W˜τ = {(σ, T˜ (σ, τ)) | σ ∈ U ′W} ⊂W ×K, τ ∈ U ′K ,
for some real-analytic map T˜ : U ′ → UK close to PrK |U ′ in Ck−1−norm.
Denote U˜ ′ := P˜ r−1K (U
′
K), so U˜
′ =
⋃
τ∈U ′
K
W˜τ is close to U
′.
Substep 1c. Choose a ∈ {1, . . . , r} and consider the cyclic subgroup Γa of Γ generated
by ψa (recall that ψa ∈ Γ are the generators of the group Γ, as in the proof of (a),
Step 1). Denote Ra := ker(Ma − Id), so Ra ∩ U is the set of all fixed points of the
(“unperturbed”) Γa-action. Clearly, Ra is the direct product of several coordinate
subspaces Oxjyj, so it is symplectic and has the form Ra = Wa ×K, where Wa is the
skew-orthogonal complement of K in Ra. Denote the skew-orthogonal complement of
Ra by W
a := R⊥a , so it is symplectic too. We have
R2n = W ×K = W a × (Wa ×K) =W a ×Ra,
with coordinates
σa on W a, σa on Wa.
By applying the arguments from Substep 1b to the Γa-action and the (“perturbed”)
Γ˜a-action, we construct a real-analytic Γ˜a-invariant map (submersion)
P˜ rRa : U
′
W a × URa → Ra
close in Ck−1−norm to the projection PrRa along Ra restricted to U ′W a × URa , and a
family of real-analytic Γ˜a-invariant submanifolds
W˜ aσa,τ := P˜ r
−1
Ra
(σa, τ) ⊂ U ′W a × URa ⊂W a × Ra
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close to the submanifold W aσa,τ := U
′
W a × {(σa, τ)} in Ck−1−norm, (σa, τ) ∈ U ′Ra =
U ′Wa × U ′K . This submanifold has the form
W˜ aσa,τ = {(σa, S˜a(σa, σa, τ), T˜a(σa, σa, τ)) | σa ∈ U ′W a} ⊂W a×Ra, (σa, τ) ∈ U ′Ra = U ′Wa×U ′K ,
for some real-analytic maps S˜a : U
′ → UWa and T˜a : U ′ → UK close in Ck−1−norm to
PrWa|U ′, (σa, σa, τ) 7→ σa, and PrK |U ′, respectively.
Observe that ker((Ma − Id)|W a) = Ra ∩W a = {0}, so 0 is a unique fixed point of the
(“unperturbed”) map Ma|W a. It follows from the Inverse Functions Theorem that the
(“perturbed”) map ρ˜(ψa)|W˜ aσa,τ has a unique fixed point
m˜aσa,τ = (S˜
a(σa, τ), S˜a(S˜
a(σa, τ), σa, τ), T˜a(S˜
a(σa, τ), σa, τ)) ∈ W˜ aσa,τ ,
for some real-analytic function S˜a : U ′Ra → U ′W a close to Sa ≡ 0 in Ck−1−norm. Hence,
R˜a := {m˜aσa,τ | (σa, τ) ∈ U ′Ra}
is the set of all fixed points in P˜ r−1Ra(U
′
Ra
) of the Γ˜a-action. Clearly, R˜a is a real-analytic
submanifold close to U ′Ra = Ra ∩ U ′ in Ck−1−norm (and, hence, it is symplectic).
Since the group Γ is Abelian, it follows that, for any nonempty subset M ⊆ {1, . . . , r},
the set
⋂
a∈M
R˜a is a (dim(
⋂
a∈M
Ra))-dimensional submanifold close to (
⋂
a∈M
Ra)∩U ′. Thus
R˜ := R˜1 ∩ · · · ∩ R˜r
is a (dimR)-dimensional submanifold close to R ∩U ′ = U ′R in Ck−1−norm, where R is
the same as in Substep 1a. In particular, it is symplectic. Clearly, R˜ is nothing else
than the set of all fixed points in P˜ r−1R (U
′
R) of the Γ˜-action.
Substep 1d. Due to Substep 1c, the symplectic submanifold R˜ is the set of all fixed
points in P˜ r−1R (U
′
R) of the Γ˜-action. Hence, it is invariant under the (local) Hamiltonian
flows generated by J˜1, . . . , J˜κ (since the Γ˜-action commutes with these flows).
Since R is symplectic and contains a symplectic subspace K, it has the form
R = R′ ×K,
where R′ is the skew-orthogonal complement of K in R (and, hence, symplectic too).
Moreover, its skew-orthogonal complement W ′ := (R′)⊥ in W is also the direct product
of several coordinate subspaces Oxjyj, so it is symplectic too. We have
R2n =W ×K = W ′ × (R′ ×K) =W ′ × R,
with coordinates
σ′ on W ′, σ′′ on R′.
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Thus, the submanifold R˜ has the form
R˜ = {(S˜ ′(σ′′, τ), σ′′, τ) | (σ′′, τ) ∈ R ∩ U ′},
for some real-analytic map S˜ ′ : R ∩ U ′ →W ′ ∩ U close to S ′ ≡ 0 in Ck−1−norm.
By applying the arguments from Substep 1b to the G-action on (R ∩ U ′)C and to the
(“perturbed”) G˜-action on R˜C, we can construct a real-analytic map (submersion)
P˜ r′K : R˜→ K
close in Ck−1−norm to the projection Pr′K := PrK |R∩U ′ along R′, such that (P˜ r′K)C :
R˜C → KC is G˜-invariant. Further, we construct a family of real-analytic submanifolds
R˜′τ := (P˜ r
′
K)
−1(τ) ⊂ R˜
close to the submanifold R′τ := (R
′ ∩ U ′) × {τ} ⊂ R ∩ U ′, τ ∈ U ′K . Clearly, the
submanifolds (R˜′τ )
C are G˜-invariant, τ ∈ U ′K . In particular, each of these submanifolds
is symplectic and has the form
R˜′τ = {(S˜ ′(σ′′, T˜ ′(σ′′, τ)), σ′′, T˜ ′(σ′′, τ)) | σ′′ ∈ R′ ∩ U ′} ⊂W ′ ×R, τ ∈ U ′K ,
for some real-analytic map T˜ ′ : R ∩ U ′ → UK close to PrK |R∩U ′ in Ck−1−norm.
Consider the “unperturbed” and the “perturbed” functions
f :=
κ∑
ℓ=1
cℓJℓ, f˜ :=
κ∑
ℓ=1
cℓJ˜ℓ,
see Substep 1a. It follows from Substep 1a that the “unperturbed” function f |R′τ is
quadratic and has a unique critical point, namely at the “origin” (σ′, σ′′, τ) = (0, 0, τ) ∈
R′τ , τ ∈ U ′K . Since R˜′τ is close to R′τ = (R′∩U ′)×{τ}, and (due to the Inverse Functions
Theorem) after a small perturbation, nondegenerate critical points are preserved and
deformed a little bit, we conclude that the “perturbed” function f˜ |R˜′τ has a unique
critical point
m˜τ = (S˜
′(S˜ ′′(τ), T˜ ′(S˜ ′′(τ), τ)), S˜ ′′(τ), T˜ ′(S˜ ′′(τ), τ)), τ ∈ U ′K ,
for some real-analytic function S˜ ′′ : U ′K → R′ close to S ′′ ≡ 0 in Ck−1−norm.
We claim that the point m˜τ is fixed under the G˜-action, τ ∈ U ′K . Indeed, the function
(f˜ |R˜′τ )C is G˜-invariant, hence its (unique) critical point m˜τ is also G˜-invariant.
Thus, the intersection of U ′ with the fixed points set of the G˜-action on (U ′)C coincides
with
K˜ := {m˜τ | τ ∈ U ′K} = {(S˜ ′(S˜ ′′(τ), T˜ ′(S˜ ′′(τ), τ)), S˜ ′′(τ), T˜ ′(S˜ ′′(τ), τ)) | τ ∈ U ′K} ⊂ U˜ ′,
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which is a (dimK)-dimensional submanifold close to {0} × U ′K . Consider the point
m˜0 := (S˜
′(S˜ ′′(0), T˜ ′(S˜ ′′(0), 0)), S˜ ′′(0), T˜ ′(S˜ ′′(0), 0)) ∈ K˜
of K˜ corresponding to the origin τ = 0 of K. It is a desired fixed point of the G˜-action.
Step 2. Now we will apply (a) to the “perturbed” G˜-action and its fixed point m˜0.
It follows from the proof of (a), Step 1, that one can provide an algorithm for con-
structing a symplectic basis e1, f1, . . . , en, fn of V := Tm0M in which Ω|m0 , d2Jℓ|m0 and
Ma have the form (40)–(44). Let us perform the same algorithm for constructing a
symplectic basis of V˜ := Tm˜0M . Similarly to the proof of (a), Step 1, denote by A˜ℓ
the linearization of the vector field XJ˜ℓ at the equilibrium point m˜0, 1 ≤ ℓ ≤ κe + κh.
Furthermore, denote by M˜a the linearization of the symplectomorphism ρ˜(ψ
a) at the
fixed point m˜0, 1 ≤ a ≤ r (where ψa ∈ Γ are the generators of the group Γ).
Since the “perturbed” operators A˜ℓ and M˜a pairwise commute and are close to the
“unperturbed” operators Aℓ and Ma (respectively), it follows from Linear Algebra that
there exists a unique decomposition
R2n =
⊕
s
V˜s
such that each V˜s is close to Vs and is invariant under each A˜ℓ and each M˜a. Clearly,
the subspaces V˜s are symplectic and pairwise skew-orthogonal.
Since the “perturbed” flow of each “perturbed” vector field XJ˜ℓ , 1 ≤ ℓ ≤ κe, and XiJ˜ℓ ,
κe+1 ≤ ℓ ≤ κe+κh, is 2π-periodic, the operator A˜ℓ is diagonalizable over C and each
its eigenvalue belongs either to iZ for 1 ≤ ℓ ≤ κe, or to Z for κe + 1 ≤ ℓ ≤ κe + κh.
Since the eigenvalues of A˜ℓ|V˜s are close to the eigenvalues of Aℓ|Vs and belong to Z∪ iZ,
we conclude that Spec(A˜ℓ|V˜s) = Spec(Aℓ|Vs) = {±λℓs,±λℓs}. Thus A˜ℓ and Aℓ have
the same spectrum. Similarly, since the “perturbed” operators M˜a, 1 ≤ a ≤ r, are of
finite order, the operator M˜a is diagonalizable over C and each its eigenvalue belongs
to the unit circle of C. Since the eigenvalues of M˜a|V˜s are close to the eigenvalues
of Ma|Vs and belong to the unit circle in C, moreover M˜ |Γ|a = Id, we conclude that
Spec(M˜a|V˜s) = Spec(Ma|Vs) = {µ±1as , µ±1as }. Thus M˜a and Ma have the same spectrum.
For each subspace V˜s from the above decomposition, we define (similarly to the proof
of (a), Substep 1b) commuting symplectic linear operators L˜as, a ∈ Ms, and B˜ℓs,
ℓ ∈ Is ∪ Hs, on V˜s, and obtain a unique decomposition
V˜s =
⊕
t
V˜st
such that each V˜st is close to Vst and is invariant under each A˜ℓ and each M˜a. Clearly,
the subspaces V˜st are symplectic and pairwise skew-orthogonal.
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Following the proof of (a), Substeps 1c, 1d, one can provide an algorithm for construct-
ing a symplectic basis of each subspace V˜st close to the corresponding symplectic basis
of Vst and satisfying analogues of (55)–(64) w.r.t. M˜a, B˜ℓs, Ω˜|m˜0 , d2J˜ℓ|m˜0 . The resulting
symplectic basis on V˜ = Tm˜0M brings the symplectic structure Ω˜|m˜0 , each operator M˜a
and each quadratic form d2J˜ℓ|m˜0 to the desired diagonal forms as in (40)–(44).
Step 3. Similarly to the proof of (a), Step 2, one constructs “perturbed” coordinates
(x˜, y˜) on U˜ that are close to (x, y) in Ck−4−norm, and such that x˜j(m˜0) = y˜j(m˜0) = 0.
Indeed, (x˜, y˜) = (u˜, v˜)◦ φ˜−11 and ‖ds˜2−ds2‖Ck−2+‖(u˜, v˜)−(u, v)‖Ck−3+‖Ω˜0−Ω0‖Ck−4+
‖(p˜, q˜) − (p, q)‖Ck−3 + ‖α˜ − α‖Ck−4 + ‖φ˜t − φt‖Ck−4 = O(ε). Similarly to the proof of
(a), Step 3, one proves that these coordinates satisfy an analogue of (67), where the
constants cj, c
j
ab are replaced by some real constants c˜j, c˜
j
ab close to cj , c
j
ab, respectively.
Similarly to the proof of (a), Step 4, one has c˜jab = c
j
ab.
Lemma 6.2 (b) (and hence Lemma 6.1 (b)) is proved.
7 Proof of Theorems 3.4 and 3.10
(a) Similarly to the proof of Lemmata 6.1 and 6.2 (cf. §6.1 and §6.2), we will give a
proof of Theorem 3.10 (a). If κh = 0 (i.e., all functions Jℓ generate 2π-periodic flows),
all our arguments and constructions literally work both in the real-analytic and C∞
cases. This will give a proof of Theorem 3.4 (a) too.
Step 1. Under the hypotheses of Theorem 3.10 (a), consider the Hamiltonian action
of the subtorus (S1)r ⊂ (S1)r+κe+κh on a small neighbourhood U of the orbit Om0
generated by the functions I1, . . . , Ir. An element ψ = (ψ1, . . . , ψr) ∈ (S1)r = (R/2πZ)r
acts by the transformation φψ1I1 ◦ · · · ◦ φψrIr , where φtf denotes the Hamiltonian flow
generated by the function f . Denote
Γ :=
{
ψ ∈ (S1)r | φψ1I1 ◦ · · · ◦ φψrIr (m0) = m0
}
,
so Γ is the isotropy subgroup of the pointm0 (and, hence, of each point of the orbitOm0)
w.r.t. the (S1)r-action. It is a closed subgroup of the torus (S1)r. It is commutative,
since the torus (S1)r is commutative. It is discrete, since the (S1)r-action is locally free
by assumption. Therefore Γ is a finite commutative group.
Since the (S1)r-action is transitive on the orbit Om0 , this orbit is a torus
Om0 ≈ (S1)r/Γ ≈ Rr/p−1(Γ)
where p : Rr → (R/2πZ)r = (S1)r denotes the projection.
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Choose a set of generators γ1, . . . , γr ∈ Rr of the lattice p−1(Γ) ⊂ Rr, so they are basic
cycles of the homology group H1(Om0). Then {ψa = p(γa) ∈ Γ | 1 ≤ a ≤ r} is a
generating set (perhaps, not minimal) of the finite Abelian group Γ.
Following the arguments of [30, §4], we conclude that there exist a (S1)r+κe-invariant
tubular neighbourhood U(Om0) of Om0 and a normal finite covering Û(Om0) of U(Om0)
such that the (locally-free) (S1)r-action on U(Om0) can be pulled back to a free (S1)r-
action on Û(Om0). The symplectic form Ω, the momentum map F and its corresponding
singular Lagrangian fibration, and the action functions I1, . . . , Ir can be pulled back to
Û(Om0). We will use ̂ to denote the pull-back: for example, the pull-back of Om0
is denoted by Ôm0 , and the pull-back of I1 is denoted by Î1. The free action of Γ
on Û(Om0) (this action will be denoted by ρ) commutes with the free (S1)r-action.
By cancelling out the translations (symplectomorphisms given by the (S1)r-action are
called translations), we get another action of Γ on Û(Om0) that fixes Ôm0 . We will
denote this latter action by ρ′.
Take a point m̂0 ∈ Ôm0 (a pullback of m0), a local disk P̂ of dimension 2n − r that
intersects Ôm0 transversally at m̂0 and that is preserved by ρ′. Denote by ϕˇ1, . . . , ϕˇr
the uniquely defined functions modulo 2π on Û(Om0) that vanish on P̂ and such that
X̂Ii(ϕj) = δij , 1 ≤ i, j ≤ r. Then each local disk {Î1 = const, . . . , Îr = const} ∩ P̂
near m̂0 has an induced symplectic structure, induced functions Ĵ1, . . . , Ĵκe+κh that
pairwise Poisson commute, and an induced Hamiltonian (S1)κe+κh-action generated by
Ĵ1, . . . , Ĵκe , iĴκe+1, . . . , iĴκe+κh .
Step 2. Applying Lemma 6.2 (b) in the case with a fixed point, finite symmetry group
Γ, and parameters I1, . . . , Ir, we can define local functions x1, y1, . . . , xn−r, yn−r on P̂ ,
such that they form a local symplectic coordinate system on each local disk {Î1 =
const, . . . , Îr = const} ∩ P̂ , with respect to which the induced Hamiltonian (S1)κe+κh-
action is linear and the action ρ′ of Γ is linear. We extend x1, y1, . . . , xn−r, yn−r to
functions on Û(Om0) by making them invariant under the action of (S1)r.
It follows from [30, Lemma 4.2] that the symplectic structure Ω̂ on P̂ has the form
Ω̂ =
r∑
s=1
dÎs ∧ d(ϕˇs + gs) +
n−r∑
j=1
dxj ∧ dyj,
for some real-analytic functions gs in a neighbourhood of Ôm0 in Û(Om0), that are
invariant under the (S1)r-subaction.
Define ϕs := ϕˇs + gs. Then with respect to the coordinate system (Îs, ϕs, xj , yj), the
symplectic form Ω̂ has the standard form, the Hamiltonian (S1)r+κe+κh-action is linear,
and the free action ρ of Γ is also linear.
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This yields Theorem 3.10 (a), and hence Theorem 3.4 (a).
(b) For a “perturbed” system, we follow the same proof as for the “unperturbed” system
(cf. Steps 1 and 2 from above), with the only difference that we apply Lemma 6.2 (b) in
Step 2 to the “perturbed” system. We can and will assume that ‖F˜C−FC‖Ck + ‖Ω˜C−
ΩC‖Ck+n−2 < ε (one has similar inequalities for the real objects on M in assumptions
of Theorem 3.4 (b)).
Step 3. Let us use ˜ for all “perturbed” objects. Denote by U ′(Om0) ⊂ U(Om0)
a tubular neighbourhood invariant under the “unperturbed” (S1)r+κe-action, and by
U˜(Om0) ⊃ U ′(Om0) a tubular neighbourhood invariant under the “perturbed” (S1)r+κe-
action.
Clearly, we can lift the “perturbed” (S1)r-action to a covering ˜̂U(Om0) ⊂ Û(Om0).
Consider the “perturbed” (S1)κe+κh-action and the “perturbed” Γ-actions ρ˜ and ρ˜′
on U˜(Om0); they are close to the “unperturbed” ones in Ck−1−norm. By the same
arguments as in Step 2, it follows from Lemma 6.2 (b) that there exists a coordinate
system (
̂˜
Is, ϕ˜s, x˜j, y˜j) on ˜̂U(Om0) close to (Îs, ϕs, xj, yj) in Ck−4−norm (if k ≥ 5), in
which the “perturbed” symplectic form
̂˜
Ω has the standard form, the “perturbed”
Hamiltonian (S1)r+κe+κh-action is linear, and the “perturbed” action ρ˜′ of Γ is also
linear, moreover the “perturbed” Γ× (S1)r-action on the (x˜, y˜)-component is the same
as the “unperturbed” Γ × (S1)r-action on the (x, y)-component. In particular, the
“perturbed” free action ρ˜ of Γ is also linear.
By above, the coordinate system (
̂˜
Is, ϕ˜s, x˜j, y˜j) is close to (Îs, ϕs, xj , yj), hence the
“perturbed” normal form is close to the “unperturbed” one. Since the group Γ is finite
and the “perturbed” and the “unperturbed” Γ × (S1)r+κe+κh-actions on the ϕ˜- and
ϕ-components are close to each other, we conclude that these actions are the same.
This yields Theorem 3.10 (b), and hence Theorem 3.4 (b).
References
[1] T. Bau and N.T. Zung, Singularities of integrable and near integrable Hamiltonian
systems, Journal of Nonlinear Science, 7:1 (1997), 1–7.
[2] S. Bochner, Compact groups of differentiable transformations. Ann. Math. (Second
Series) 46:3, (1945), 372–381.
[3] A.V. Bolsinov, A.T. Fomenko, Integrable Hamiltonian systems: geometry, topol-
ogy, classification. Boca Raton, London, N.Y., Washington, D.C. Chapman &
61
Hall/CRC, 2004 (Engl. transl. of Russian version: Izhevsk: “Udmurdskiy univer-
sitet”, 1999).
[4] A.V. Bolsinov, P.H. Richter, A.T. Fomenko, The method of loop molecules and
the topology of the Kovalevskaya top, Sb. Math., 191:2 (2000), 151–188.
[5] A.V. Bolsinov, L. Guglielmi, E.A. Kudryavtseva, Symplectic invariants for
parabolic orbits and cusp singularities of integrable systems with two degrees of
freedom, Philosophical Transactions of the Royal Society A: Mathematical, Phys-
ical and Engineering Sciences, 376:2131 (2018), 20170424, arXiv: 1802.09910.
[6] H.W. Broer, S.N. Chow, Y. Kim and G. Vegter, A normally elliptic Hamiltonian
bifurcation, Z. angew. Math. Phys., 44 (1993), 389–432.
[7] M. Chaperon, Ge´ome´trie diffe´rentielle et singularite´s de syste`mes dynamiques.
Aste´risque, tome 138–139 (1986).
[8] Y. Colin De Verdie`re. Singular Lagrangian manifolds and semiclassical analysis,
Duke Math. J., 116:2 (2003), 263–298.
[9] M. Dellnitz and I. Melbourne, The equivariant Darboux theorem. In: Exploiting
symmetry in applied and numerical analysis (Fort Collins, CO, 1992) 163–169,
Lectures in Appl. Math. 29. Amer. Math. Soc., Providence, R.I., 1993.
[10] N. Desolneux-Moulis, Singular Lagrangian foliation associated to an integrable
Hamiltonian vector field, MSRI Publ., 20 (1990), 129–136.
[11] J.J. Duistermaat, Bifurcations of periodic solutions near equilibrium points of
hamiltonian systems. In L. Salvadori, editor, Bifurcation theory and applications,
Montecatini 1983, Lecture Notes in Mathematics 1057. Springer-Verlag, New York,
1984.
[12] Dullin, H. R. and Ivanov, A. V., Another look at the saddle-centre bifurcation:
vanishing twist, Phys. D, 211 (2005), No. 1–2, 47–56.
[13] K. Efstathiou and A. Giacobbe, The topology associated with cusp singular points.
Nonlinearity, 25 (2012), 3409–3422.
[14] L.H. Eliasson, Normal form for Hamiltonian systems with Poisson commuting
integrals – elliptic case, Comm. Math. Helv. 65 (1990), 4–35.
[15] A.T. Fomenko, The symplectic topology of completely integrable Hamiltonian sys-
tems, Russian Math. Surveys, 44:1 (1989), 181–219.
[16] A. Giacobbe, Infinitesimally stable and unstable singularities of 2-degrees of free-
dom completely integrable systems. Regular and Chaotic Dynamics, 12:6 (2007),
717–731.
62
[17] M. Golubitsky and I. Stewart, Generic bifurcation of Hamiltonian systems with
symmetry. Physica 24D (1987), 391–405.
[18] V. Guillemin and S. Sternberg, A normal form for the moment map, Differential
geometric methods in mathematical physics (S. Sternberg Ed.), Reidel, Dordrecht,
Holland, 1984.
[19] H. Hanßmann. Local and Semi-Local Bifurcations in Hamiltonian Dynamical Sys-
tems – Results and Examples, volume 1893 of LNM. Springer, 2007.
[20] H. Ito, Action-angle coordinates at singularities for analytic integrable systems.,
Math. Z. 206:3 (1991), 363–407.
[21] V.V. Kalashnikov, Typical integrable Hamiltonian systems on a four-dimensional
symplectic manifold. Izvestiya: Mathematics, 62:2 (1998), 261–285.
[22] E.O. Kantonistova, Topological classification of integrable Hamiltonian systems in
a potential field on surfaces of revolution, Sb. Math., 207:3 (2016), 358–399.
[23] I.K. Kozlov and A.A. Oshemkov, Integrable systems with linear periodic integral
for the Lie algebra e(3), Lobachevskii J. Math., 38:6 (2017), 1014–1026.
[24] E.A. Kudryavtseva and A.A. Oshemkov, Bifurcations of integrable mechanical sys-
tems with magnetic field on surfaces of revolution, Chebyshevskii Sbornik, 2020,
in print (in Russian).
[25] L.M. Lerman, Ya.L. Umanskii, The structure of a Poisson action of R2 on a
four-dimensional symplectic manifold. I, Selecta Math. Sov. (transl. from Russian
preprint of 1981), 1987, vol. 6, 365–396.
[26] L.M. Lerman and Ya.L. Umanski˘ı, Classification of four-dimensional integrable
Hamiltonian systems and Poisson actions of R2 in extended neighborhoods of sim-
ple singular points. I, Russian Acad. Sci. Sb. Math., 77:2 (1994), 511–542.
[27] L.M. Lerman. Isoenergetical structure of integrable Hamiltonian systems in an
extended neighbourhood of a simple singular point: three degrees of freedom.
Amer. Math. Soc. Transl. (2) 200 (2000), 219–242.
[28] C.-M. Marle, Mode´le daction hamiltonienne dun groupe de Lie sur une varie´te´
symplectique. Rend. Sem. Mat. Univ. Politec. Torino 43:2 (1985), 227–251.
[29] H. Mineur, Sur les syste`mes me´caniques dans lesquels figurent des parame´tres fonc-
tions du temps. E´tude des syste`mes admettant n inte´grales premieres uniformes
en involution. Extension a` ces syste`mes des conditions de quantification de Bohr-
Sommerfeld, Journal de l’Ecole Polytechnique, Se´rie III, 143e`me anne´e (1937),
173–191 and 237–270.
63
[30] E. Miranda, N.T. Zung, Equivariant normal form for nondegenerate singular orbits
of integrable Hamiltonian systems, Ann. Sci. Ecole Norm. Sup., 37 (2004), no. 6,
819–839, https://arxiv.org/abs/math/0302287
[31] J. Moser, On the volume elements on a manifold. Transactions of the American
Mathematical Society, 120:2 (1965), 286–294.
[32] A.A. Oshemkov, M.A. Tuzhilin, Integrable perturbations of saddle singularities of
rank 0 of integrable Hamiltonian systems, Sb. Math., 209:9 (2018), 1351–1375.
[33] B.V. Shabat, Introduction to Complex Analysis, Part II: Functions of Several
Variables, Transl. Math. Monogr. 110, Amer. Math. Soc., Providence, RI, 1992.
[34] J.-C. van der Meer, The Hamiltonian Hopf bifurcation, volume 1160 of Lecture
Notes in Mathematics. Springer-Verlag, Berlin, 1985.
[35] J. Vey, Sur certaines syste`mes dynamiques se´parables, Amer. J. Math. 100:3
(1978), 591–614.
[36] G. Wassermann, Classification of singularities with compact Abelian symmetry.
Univ. Regensburg, preprint (1976). Singularities Banach Center Publications, 20
(1988), 475–498. PWN Polish Scientific Publishers, Warsaw, 1988.
[37] A. Weinstein, Lectures on Symplectic manifolds, Regional Conference Series in
Mathematics, 29, Amer. Math. Soc., Providence, R.I., 1977.
[38] N.T. Zung, Decomposition of nondegenerate singularities of integrable Hamilto-
nian systems, Lett. Math. Phys., 33 (1995), 187–193; and Symplectic topology of
integrable Hamiltonian systems, I: Arnold-Liouville with singularities, Compositio
Math., 101 (1996), 179–215.
[39] N.T. Zung, A note on degenerate corank-one singularities of integrable Hamiltonian
systems. Comment. Math. Helv. 75 (2000), 271–283.
[40] N.T. Zung, Actions toriques et groupes d’automorphismes de singularite´s de
syste`mes dynamiques inte´grables, C.R. Math. Acad. Sci. Paris, 336:12 (2003),
1015–1020.
[41] N.T. Zung, Torus actions and integrable systems. In: “Topological Methods in the
Theory of Integrable Systems” (A.V. Bolsinov, A.T. Fomenko and A.A. Oshemkov
eds.), Cambridge Scientific Publications (2006), 289–328.
64
