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Introduction
In recent years, the world economy faced the largest economic downturn since World
War II. This recession was characterized by, among others, three properties: trem-
bling financial markets, increasing uncertainty, and, in the aftermath of the reces-
sion, exploding public debt in major industrialized economies. The joint appearance
of these characteristics stresses that a profound understanding of economic dynam-
ics and interrelations is crucial for informative policy monitoring and for the conduct
of effective policy intervention.
This thesis contains four self-contained studies. Three of them have been written
in cooperation with co-authors (declared below) and one is single-authored. These
studies focus on historical and recent dynamics of financial and macroeconomic
data. I discuss the interrelation of financial markets and the macroeconomy, the
role of uncertainty and the sustainability of public debt. The informational content
of time series and panel data is investigated by means of linear and nonlinear state
space modeling and regression techniques. The first part of the thesis addresses
the reoccurring and large upward swings of stock prices during the post-WWII
period. While such patterns are often regarded as being of speculative nature, we
diagnose them to relate to changes in economic fundamentals. We emphasize the
role of consumption uncertainty in explaining long-term dynamics of asset prices.
In a subsequent study, this thesis addresses general macroeconomic uncertainty and
reveals that distinct types thereof affect real activity. The second half of this thesis
focuses on the accumulation and reduction of public debt, both in a time series
and an international panel data context. The results highlight that an appropriate
treatment of statistical data characteristics is essential for a reliable and timely
assessment of the sustainability of fiscal policies. Next, I describe the content,
methods and findings of the distinct studies in more detail.
At first, Paper 1 explores the low frequency dynamics of the price-to-dividend
ratio aggregated from US stock market data during the past century, with a focus
on the post-WWII period. It is joint work with Helmut Herwartz and Fang Xu. The
price-to-dividend ratio is a so-called financial valuation ratio relating stock prices
to fundamental values. The price-to-dividend ratio condenses information of stock
1
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prices and dividend payments and, thus, should in theory bear predictive content
for future stock returns. As documented in the empirical literature, this ratio is
characterized by persistent movements and its predictive content is relatively low.
In particular, in the 1990s, when the price-to-dividend ratio sharply accelerates,
its predictive content diminishes (Lettau and Van Nieuwerburgh; 2008; Goyal and
Welch; 2008).
To account for the persistent movements of the price-to-dividend ratio, we embed
the present value model of Campbell and Shiller (1988) in a nonlinear state space
framework and generalize it to allow for a latent slowly evolving mean process of
the price-to-dividend ratio. Our flexible model is supported by the data compared
with the model of Campbell and Shiller (1988) that relies on the assumption of a
constant mean. First, we investigate if the time-varying mean process of the US
price-to-dividend ratio can be explained by changes in three factors which have
been proposed in the literature as determinants of the conditions on financial mar-
kets and in the aggregate economy. These factors are: consumption uncertainty
(Bansal and Yaron; 2004), the demographic structure of the population (Geanako-
plos, Magill and Quinzii; 2004) and the share of firms with traditional dividend
payout policy (Kim and Park; 2013). We reveal that all triggers jointly determine
the shape of the gradually evolving mean of the price-to-dividend ratio. Among
them, consumption risk is the dominant factor in the post-WWII period. Thus,
we provide comprehensive evidence that macroeconomic surroundings influence the
long-term constitution of financial markets. Second, we employ so-called predic-
tive regressions to relate the movements of transitory stock returns to variations
of the lagged price-to-dividend ratio that is highly persistent. Due to the distinct
persistence characteristics of left and right hand side variables, these regressions
are poorly balanced and require non-standard econometric treatment to evaluate
the predictive content of the price-to-dividend ratio. If the price-to-dividend ratio
is adjusted for its time-varying mean process, it has ex-ante predictive content for
stock returns. This predictive content is missed if applying the unadjusted measure
as predictor.
So far, this thesis stresses the role of consumption uncertainty for the interrela-
tions between the macroeconomy and financial markets. However, uncertainty is
inherent in the dynamics of almost all economic quantities, not only in those of
consumption. Paper 2 examines the influence of general economic uncertainty on
real activity and is joint work with Steffen Henzel. To analyze uncertainty, one
has to acknowledge that uncertainty is intrinsically latent. Multiple approaches for
the approximation of uncertainty have been applied in the literature. We develop
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a measure of general macroeconomic uncertainty which affects the movements of
key macroeconomic aggregates. First, we derive series of time-varying volatility for
numerous economic and financial indicators for the last decades. Second, we sum-
marize the joint dynamics of these measures by means of a dynamic factor model.
This model allows to interpret the common factors as indicators of macroeconomic
uncertainty. In related work, Jurado, Ludvigson and Ng (2014) focus on the single
factor with the greatest explanatory power. In contrast, we investigate distinct
dimensions of macroeconomic uncertainty. To be precise, we discuss how many fac-
tors describe the common movements of individual uncertainty measures and show
that these factors have distinct economic interpretations.
From an econometric perspective, the modeling approaches in Paper 1 and Pa-
per 2 are closely related since both are settled in the state space framework. The
purpose of modeling a latent state process of the price-to-dividend ratio in a non-
linear manner is to enlarge the flexibility of the present value model. The purpose
of factor modeling is to condense the joint information of numerous sources in a few
manageable indices. These indices are linearly linked to the data. We extract one
index covering general ‘business cycle uncertainty’ and one index covering ‘oil and
commodity price uncertainty’. We document that these indices peak at business
cycle and oil price related events, respectively. Moreover, both indicators move
countercyclically and reach their largest values during the financial crisis. Positive
shocks to oil and commodity price uncertainty cause more severe economic down-
turns compared with shocks to business cycle uncertainty. A clear distinction of
the dimensions of macroeconomic uncertainty is important from the perspective of
policy monitoring.
The current European debt crisis questions if general fiscal policies are designed
in a sustainable manner. Paper 3 and Paper 4 examine the dynamics of public debt
to explore the challenges of increasing debt burdens. Paper 3 is joint work with
Helmut Herwartz and employs historical data for more than a century to test for the
sustainability of fiscal balances. We compare US fiscal figures with those of the UK,
currently characterized by a medium level of public debt, and those of Portugal,
currently characterized by a high level of public debt. We test if fiscal balances
accord with an intertemporal budget constraint (IBC). Bohn (1995) derives this
IBC from a stochastic general equilibrium model.1 Technically, the merit of the so-
called model based sustainability framework is that empirical sustainability tests
can be implemented in a straightforward way by regressing primary surpluses as
1 This model draws on an endowment economy described by Lucas (1978).
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share of GDP on lagged debt-to-GDP ratios (Bohn; 1998). If the primary surplus
of an economy reacts positively to increases of lagged debt-to-GDP ratios, fiscal
policy is classified as sustainable.
Debt-to-GDP ratios are highly persistent and already Woodford (1998) points to
the correlation of primary surpluses and the innovations in debt-to-GDP ratios in
the context of the ‘fiscal theory of the price level’. In the related finance literature,
Stambaugh (1999) shows that estimated slope coefficients are (upward) biased and
corresponding t-tests are marked by severe size distortions if lagged regressors are
persistent and if their innovations are (negatively) correlated with the innovations
of the depended variable. However, these data characteristics have so far been ne-
glected in policy reaction regressions. Resulting overrated type I error probabilities
of t-tests bear the risk to reject the null hypothesis of non-sustainability too often.
We diagnose test sizes that are up to five times larger than the nominal reference
in policy reaction regressions for the US, the UK and Portugal. We derive size con-
trolled inferential diagnostics in policy reaction functions by means of Monte Carlo
techniques and local to unit root asymptotics. US and UK post-WWII fiscal figures
are spuriously indicated to be sustainable conditional on Gaussian quantiles while
size corrected critical values lead to the opposite conclusion. However, US and UK
fiscal balances are sustainable in samples covering more than 100 years. For these
(sub)samples t-statistics are not in a critical region where test decisions change if
size corrected critical values are applied instead of asymptotic critical values. Fiscal
balances of Portugal are non-sustainable throughout.
The estimation of policy reaction functions in Paper 3 is closely related to the
estimation of predictive regressions in Paper 1. While in the latter stock prices are
measured relative to fundamental dividend payments, public debt is measured in
terms of GDP. Both ratios are characterized by persistent accelerations over time.
Moreover, the econometric structure of the predictive regressions and the policy
reaction regressions is very similar. Mean reverting transitory processes, i.e., stock
returns and primary surpluses, are regressed on lagged persistent variables, i.e.,
price-to-dividend and debt-to-GDP ratios. While we correct the price-to-dividend
ratio in Paper 1 for its slowly evolving mean to account for its persistence, we
employ Monte Carlo techniques and local to unit root asymptotics for the analysis
of the sustainability of fiscal balances.
For actual policy monitoring and a timely induction of corrective policy measures,
the analysis of more recent fiscal data is often advisable. This issue is addressed in
Paper 4 which is single-authored. I build upon a panel data framework to investi-
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gate the sustainability of recent European fiscal policies. Such panel based policy
reaction regressions, as proposed by Mendoza and Ostry (2008) and Ghosh, Kim,
Mendoza, Ostry and Qureshi (2013), attract attention in the current literature.
Compared to the single-equation approach in Paper 3, I enlarge the cross sectional
dimension of the data and consider 14 European countries simultaneously. This
allows to restrict the analysis to more recent data from 1980 to 2008. The goal of
this study is to asses if panel based inference on policy reaction functions equally
suffers from size distorted tests as in single-equation frameworks and if overrated
type I error probabilities have possibly prevented a timely detection of the increased
solvency risk of European countries before the debt crisis manifested in 2009.
Similarly, Hjalmarsson (2008, 2010) embeds predictive regressions for financial
valuation ratios in the panel data framework. He argues that more severe size
distortions occur in panel based predictive regressions compared with those in single-
equation regressions. These larger distortions are caused by the so-called second-
order bias. This bias is induced by the within-transformation of data that accounts
for country specific effects if lagged financial valuation ratios are persistent and their
innovations are correlated with these of the dependent variable. I reveal that size
distortions accumulate over an increasing cross sectional dimension of data and that
conventional t-tests spuriously indicate European fiscal figures to be sustainable in
the pre-crisis period. In contrast, size corrected bootstrap based critical values
would have facilitated a timely detection of non-sustainable fiscal policies.
The investigation of the sustainability of European fiscal figures and the influence
of uncertainty on the macroeconomy in Paper 2 are related as they both allow
timely policy monitoring. Both studies focus on economic dynamics during the last
decades. From an econometric perspective, the conclusions of these two studies are
inferred from panel datasets. While the indicators of macroeconomic uncertainty are
condensed from a panel of numerous individual uncertainty measures, the analysis
of European fiscal sustainability is based on a panel describing the dynamics of
fiscal data of various countries.
Finally, this thesis concludes and provides an outlook on directions that economic
and econometric research may pursue in the future in order to obtain a deeper
understanding of the interrelated dynamics of key macroeconomic and financial
indicators.
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Paper 1
A slowly evolving mean of the price-to-dividend
ratio, its economic influences and predictive
power for stock returns∗
Helmut Herwartz, Malte Rengel and Fang Xu
Abstract. The potential forces behind persistent variations of the log price-
to-dividend ratio (PtDR) and their implications for the prediction of stock
returns have attracted a lively discussion in the literature. We estimate a
gradually varying mean of the PtDR in the framework of a present value
model, which is then used to adjust the PtDR in predictive regressions.
In real time forecasting the proposed predictor outperforms the unadjusted
PtDR and an adjustment of the PtDR by means of discrete shifts. We show
that during the past 60 years this slowly evolving mean process is jointly
shaped by the consumption risk, the demographic structure of the popula-
tion and the proportion of firms with traditional dividend payout policy. In
particular, the volatility of consumption growth plays the dominant role.
1.1 Introduction
Aggregate stock prices have risen to unprecedented levels in the late 1990s relative
to any fundamental values. The logarithmic price-to-dividend ratio (PtDR), for
example, has increased by 26% from 1980 to 2013. Even after a substantial decline
since its peak in 2000, its level is still far away from its historical values. There is
evidence for structural breaks or instability in the mean of the PtDR (Lettau and
Van Nieuwerburgh; 2008) and in the relation between the PtDR and future stock
returns (Paye and Timmermann; 2006; Rapach and Wohar; 2006; Goyal and Welch;
2008). Empirical evidence indicates that the increasing mean of the PtDR could be
∗ For a different version of this paper see ‘Persistence in the price-to-dividend ratio and its macroe-
conomic fundamentals’, Conference Paper – Jahrestagung des Vereins fu¨r Socialpolitik, 2013. An-
other version of this paper circulated under the title ‘Stock return predictability and persistence
in the price-to-dividend ratio’.
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due to a persistent fall in macroeconomic risk measured as the volatility of consump-
tion growth rates (Bansal and Yaron; 2004; Bansal, Khatchatrian and Yaron; 2005;
Lettau, Ludvigson and Wachter; 2008; Bansal, Kiku and Yaron; 2010), changes in
demographic structure of the population (Geanakoplos et al.; 2004; Favero, Go-
zluklu and Tamoni; 2011), and the dividend pay-out policy by firms (Fama and
French; 2001; Robertson and Wright; 2006; Boudoukh, Michaely, Richardson and
Roberts; 2007; Kim and Park; 2013). Coping with the persistence of the PtDR,
Lettau and Van Nieuwerburgh (2008) suggest a regime-switching model that allows
discrete mean shifts. They show that deviations from shifting means of the PtDR
carry predictive power for stock returns in-sample but fail to signal stock returns
ex-ante compared with the historical average return as a benchmark predictor.
In this paper we consider a continuously time-varying mean of the PtDR that not
only forecasts returns out-of-sample but also enables simultaneous testing of distinct
determinants of the mean of the PtDR. We propose a latent variable reflecting the
slowly evolving mean of the PtDR within a generalized version of the present value
model introduced by Campbell and Shiller (1988). Particle filtering (e.g., Cappe´,
Godsill and Moulines; 2007) is employed to estimate this nonlinear state space
model. The continuously varying mean is entirely determined by the data and
includes the (succession of) discrete mean shifts as a special case. The application of
the state space model in this paper differs from previous applications in forecasting
returns that treat the expected return and expected dividend growth as two latent
processes, see among others, Binsbergen and Koijen (2010) and Rytchkov (2012).
We model the mean of the PtDR as a latent process, which can be interpreted as
a combination of local means of expected returns and expected dividend growth.
Since we do not assume an exogenous fixed mean of the PtDR as previous studies,
we use the present value model of the PtDR as an estimation equation rather than
an identity restriction.1
We find that a time-varying mean of the PtDR is strongly supported by log-
likelihood diagnostics. The estimated long-term state has step-like patterns similar
to mean shifts with two structural breaks as suggested by Lettau and Van Nieuwer-
burgh (2008). In contrast to discrete mean shifts, however, the time-varying mean
evolves slowly over time. The slowly evolving process allows a simple projection
towards the future, and straightforward implementation of standard predictive re-
gressions for stock returns conditional on this information. We find that local de-
1 In our framework, it is not straightforward to treat expected returns and expected dividend growth
as latent state variables simultaneously.
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viations of the PtDR from its varying mean carry out-of-sample predictive power.
Using the out-of-sample degree of explanation based on the root mean squared error
(RMSE) (Goyal and Welch; 2003), we confirm the significance of the out-of-sample
forecasting performance in comparison with both historical average returns and
PtDR adjustments by means of discrete mean shifts.
Extracting a continuously varying mean of the PtDR offers a unique opportunity
to examine its potential influences and provides an economic interpretation of the
out-of-sample predictive power of adjusting the PtDR by its slowly evolving mean.
Following an error correction approach, we investigate the above mentioned three
factors that have been documented to affect the PtDR in a long-run manner –
consumption risk, the demographic structure, and the dividend payout policy of
firms. We find that all three variables jointly shape the slowly evolving mean of the
PtDR during the past 60 years, with consumption risk playing the most important
role. A low consumption risk drives down the equity premia and pushes up the
stock price (Bansal and Yaron; 2004). The decreasing volatility in the consumption
growth rate has the highest contribution in explaining the increasing mean of the
PtDR. A high middle-aged to young ratio, corresponding to excess demand for
saving, drives up the equilibrium asset prices (Geanakoplos et al.; 2004). The
significant increases in the mean of the PtDR in the 1990s are consistent with
increases in the middle-aged to young ratio during this same period. In addition to
the macroeconomic and demographic influences, lowered dividends can affect the
long-run relationship between stock prices and dividends (Kim and Park; 2013).
The fall in the proportion of firms that payout a significant fraction of their earnings
in form of dividends since the 1980s is consistent with the increasing mean of the
PtDR. Nevertheless, among the three factors this has the smallest contribution in
explaining the variations in the mean of the PtDR.
Section 1.2 illustrates the persistence of the PtDR, sketches its implications for
the standard present value model, and introduces the state space model of the
PtDR incorporating a smoothly varying mean. The forecasting model, evaluation
methods and forecasting performance are discussed in Section 1.3. In Section 1.4
we investigate the linkage between the time-varying mean of the PtDR and its po-
tential influences. Section 1.5 concludes. Appendices provide detailed descriptions
of the data (Appendix 1.A), the particle filtering approach (Appendix 1.B), and
approximation errors involved in the derivation of the present value model (Ap-
pendix 1.C).
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1.2 A state space model of the PtDR
In this section we first discuss the observed persistence of the PtDR and its impli-
cations for respective present value formulations. Then a latent time-varying mean
of the PtDR is formally derived and estimated, which is in line with the diagnosed
stochastic trends governing the PtDR. Log-likelihood statistics support the view
that the present value model of the PtDR incorporating a continuous time-varying
mean outperforms the model with a constant mean.
1.2.1 Persistence of the PtDR
The persistent increase of stock prices relative to dividends from 1980 to 2000
can be seen from Figure 1.1. We find that the PtDR can be well described by a
non-stationary process, which confirms findings in previous studies, see for exam-
ple Campbell (1999), Herwartz and Morales-Arias (2009) and Park (2010). Using
annual CRSP data from 1926 to 2013 and S&P500 data from 1871 to 2013, Ta-
ble 1.1 documents results from numerous unit root tests. The hypothesis of a
non-stationary PtDR cannot be rejected with 5% significance by means of the ADF
test and tests proposed by Phillips and Perron (1988, PP) and Elliott, Rothenberg
and Stock (1996, DFGLS).
2
The PtDR is unlikely to be a stationary process even taking into account the
power weakness of unit root tests under near integration. As can be seen from
the last column of Table 1.1, the null hypothesis of stationarity of the PtDR is
rejected by means of the KPSS statistic (Kwiatkowski, Phillips, Schmidt and Shin;
1992). Moreover, we find that the PtDR can be better described by a non-stationary
process than by a stationary process with a structural break at unknown timing.
Testing the unit root hypothesis and allowing for a structural break in the mean
of the PtDR as proposed by Perron and Vogelsang (1992) provides the respective
supporting evidence (see column 5 in Table 1.1, PV).
As noted by Campbell (2008), the persistence of the PtDR challenges the present
value model in Campbell and Shiller (1988) that rests on the assumption of a
2 It is worthwhile to mention that opposite to pure random walks diagnosed by common unit root
tests, actual PtDR processes cannot grow to any level. Recently, bounded non-stationary processes
have attracted interest in the econometric literature (Cavaliere; 2005). Cavaliere and Xu (2014)
have proposed a novel ADF based approach to test for unit roots in the presence of bounds. The
critical values of such tests are smaller (i.e., larger in absolute value) than those of unit root tests
neglecting the bounded nature of a variable of interest. Thus, if common unit root tests hint
at non-stationarity, bounded non-stationarity will be diagnosed once the bounds are taken into
account.
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Figure 1.1: The price-to-dividend ratio The PtDR from S&P500 data from 1871 to
2013 is depicted in the left hand side panel. The right hand side panel illustrates the PtDR
from CRSP data from 1926 to 2013.
ADF PP DFGLS PV KPSS
CRSP 1926-2013
Test Statistics −1.595 −1.604 −1.171 −3.553 0.801
Crit. val. at 5% −2.895 −2.895 −1.945 −4.580 0.463
Crit. val. at 10% −2.585 −2.585 −1.614 −4.240 0.347
S&P500 1871-2013
Test Statistics −1.783 −1.841 −1.139 −3.737 0.906
Crit. val. at 5% −2.882 −2.882 −1.943 −4.580 0.463
Crit. val. at 10% −2.578 −2.578 −1.615 −4.270 0.347
Table 1.1: Unit root tests for the PtDR The upper panel covers test results for CRSP
data ranging from 1926 to 2013 and the lower panel those for S&P500 data ranging from
1871 to 2013. Test regressions include a constant. ADF refers to the Augmented Dickey-
Fuller test where the lag selection criterion is the BIC. For PP, the test statistic considered
in Phillips and Perron (1988), the spectral AR estimator is used to calculate the long-run
variance. DFGLS refers to the test proposed by Elliott et al. (1996) where the BIC is applied
to determine the lag length. For the PV-test proposed by Perron and Vogelsang (1992) the
innovation outlier model is applied and the lag length is determined by means of a t-test
procedure. A Bartlett Kernel is applied in the KPSS-test of Kwiatkowski et al. (1992).
stationary PtDR. Let Pt andDt denote stock prices and the corresponding dividends
in time t, respectively. The total log-return, realized at the end of period t + 1,
rt+1 = ln(Pt+1 + Dt+1) − ln(Pt), can be formulated as a nonlinear function of the
PtDR, ηt = ln(Pt)− ln(Dt),
rt+1 = −ηt + ln (exp(ηt+1) + 1) + ∆dt+1, (1.1)
where dt = ln(Dt) and ∆ is shorthand for the first difference operator such that,
e.g., ∆dt = dt − dt−1. A first order Taylor expansion around a fixed steady state η
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provides the linear approximation
rt+1 ≃ κ− ηt + ρηt+1 +∆dt+1, (1.2)
with
ρ ≡ 1/(1 + exp(−η)) and κ ≡ − ln(ρ)− (1− ρ) ln(1/ρ− 1). (1.3)
In the empirical analysis, the constant parameter η is assumed to be known and
commonly approximated by the sample mean (e.g., Campbell; 1999). Under per-
sistent behaviour of the PtDR, η is unlikely to be constant and ρ becomes also
time-varying. Figure 1.2 illustrates the time variation of sample means of the PtDR
from rolling time windows covering observations from the most recent 20 years.
1880 1900 1920 1940 1960 1980 20002.8
3
3.2
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3.8
4
Figure 1.2: Rolling mean of the PtDR The figure illustrates the rolling window sample
mean of the price-to-dividend ratio (ηt) from CRSP data that are linked to S&P500 data
before 1926. The estimation windows includes the most recent 20 years of observations.
It is worthwhile to point out that a time-varying mean of the PtDR is well in
line with its diagnosed non-stationarity. Even when assuming that the PtDR is a
stationary but nearly integrated process, a time-varying mean could be regarded as
a finite sample approximation of the local mean.
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1.2.2 A state space approximation
Taking a time-varying mean of the PtDR into account, we modify the traditional
present value model of the PtDR.3 Let η˜t denote the local mean employed to expand
the Taylor approximation of the one-step-ahead stock returns in (1.2). Then, we
obtain
rt+1 ≃ κt − ηt + ρtηt+1 +∆dt+1, (1.4)
with both parameters (κt and ρt) in (1.4) becoming time-specific, i.e.,
ρt ≡ 1/(1 + exp(−η˜t)) and κt ≡ − ln(ρt)− (1− ρt) ln(1/ρt − 1). (1.5)
To derive the present value formulation of the PtDR from (1.4), the following ap-
proximations similar to those in Lettau and Van Nieuwerburgh (2008) are adopted:
Et[ρt+i] ≈ ρt, Et[κt+i] ≈ κt and Et[ρt+iηt+i+1] ≈ Et[ρt+i]Et[ηt+i+1]. Simulation stud-
ies documented in Appendix 1.C show that respective approximation errors are
negligible for typical values of η˜t. Taking the conditional expectation and iterat-
ing equation (1.4) forward provides the log-linear present value formulation of the
PtDR
ηt ≃
κt
1− ρt
+
∞∑
i=1
ρi−1t Et[∆d
e
t+i − r
e
t+i] + lim
i→∞
ρitEt[ηt+i], (1.6)
where superscripts e symbolize the excess of dividend growth rates (∆det+i = ∆dt+i−
rft+i) or of returns (r
e
t+i = rt+i − r
f
t+i) over the risk-free interest rate r
f
t . Changes in
the long-term state of the PtDR affect the observed PtDR in a nonlinear fashion.
A time-varying η˜t leads to a time-varying rather than a constant intercept term
κt/(1 − ρt), and the future return adjusted dividend growth rates are discounted
at time-varying rates ρt rather than at a constant one. This casts a new light on
the connection between stationary stock returns and dividend growth rates with
the persistent PtDR. Under a constant η, the PtDR should be stationary if stock
returns and dividend growth are stationary. However, under time-varying η˜t, the
PtDR could have a time trend through the intercept term. Allowing for a time-
varying η˜t might explain PtDR dynamics which are not fully captured by time
invariant valuation of return-adjusted cash flows.
3 Herwartz and Xu (2014) follow a similar approach to model the house price-to-rent ratio.
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An intuitive way to link equation (1.6) to the traditional present value model in
Campbell and Shiller (1988) is to reconsider it from the perspective of an investor
who can only quantify the mean of the PtDR conditional on past information. In
this case, as shown in Lacerda and Santa-Clara (2010), the mean of the PtDR be-
comes time-varying and one can introduce directly a time index t for the parameters
ρ and κ in (1.3) in the traditional present value model to derive equation (1.6) (see
also Figure 1.2). Against this background the proposed model offers a structural
interpretation for this approach.
We employ a state space model to estimate the latent time-varying η˜t. Assume
a random disturbance term ǫt ∼ N(0, σ
2
ǫ ) to capture eventual rational bubbles,
approximation errors, and other influences in lim
i→∞
ρitEt[ηt+i]. Further substituting
Et in (1.6) by objective expectations conditional on the information set at the end
of period t (E˜t ), equation (1.6) is transformed into the measurement equation
ηt =
κt
1− ρt
+
∞∑
i=1
ρi−1t E˜t[∆d
e
t+i − r
e
t+i] + ǫt, (1.7)
where ρt = 1/(1 + exp(−η˜t)). The state equation formalizes a dynamic pattern for
the latent process η˜t, which is consistent with the diagnosed persistence of the PtDR
η˜t = η˜t−1 + ut, (1.8)
where ut ∼ N(0, σ
2
u) and the initialization η˜0 is treated as a model parameter.
As a particular alternative state equation we consider a stationary first order
autoregressive state process, i.e.,
η˜t = δ + αη˜t−1 + ut, (1.9)
where |α| < 1, ut ∼ N(0, σ
2
u) and η˜0 = δ/(1− α).
4
A novel feature of the state space model in (1.7) coupled with (1.8) or (1.9)
is that η˜t can be estimated from filtered data. Compared with a framework of
structural breaks, a continuously evolving steady state of the PtDR not only allows
to test for its various determinants simultaneously, but might also enable a more
successful out-of-sample forecasting of stock returns. In the framework of structural
4 We allow for many alternative specifications of the state process: a random walk with variance
breaks, a non-stationary AR(2) model, a random walk with leptokurtic innovations or a moving
average structure of the error term and an autoregressive process with parameter shifts. Irrespec-
tive of these alternatives the estimated state processes come very close to the one extracted from
the pure random walk model in (1.8).
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breaks, subsample means are used to approximate the distinct steady states. Then,
timing and magnitude of the breaks have to be estimated, which may lead to a
weakened real time performance of break adjusted forecasting schemes (Lettau and
Van Nieuwerburgh; 2008). The state space model, however, provides a continuously
evolving path of the long-term state. It can be easily extended into the future. In
particular, it becomes unnecessary to locate break dates and magnitudes when using
the PtDR to forecast stock returns out-of-sample. As it turns out, this distinctive
characteristic is essential in improving the predictability of stock returns by means
of the PtDR.
1.2.3 Model implementation
The state space model outlined in (1.7) and (1.8/1.9) is nonlinear. We use particle
filtering (Cappe´ et al.; 2007) based on 3000 trajectories for an approximation of
the models’ log-likelihood, subsequent parameter and state estimation. Following
Lettau and Van Nieuwerburgh (2008) we focus mainly on the annual CRSP stock
market index and corresponding dividends starting in 1926 to obtain the PtDR.
S&P500 data dating back until 1871 are also analysed to address the robustness
of the results. A detailed description of data sources and particle filtering can be
found in Appendices 1.A and 1.B, respectively.
To formulate the objective expectations about future excess dividend growth
rates and excess returns in (1.7), we follow Campbell and Vuolteenaho (2004) and
employ low dimensional vector autoregressions (VARs) of order one comprising
the PtDR series (ηt), excess dividend growth rates (∆d
e
t ), excess returns (r
e
t ) and
inflation πt.
5 The VAR based determination of (E˜t[∆d
e
t+i]) and (E˜t[r
e
t+i]) goes
back to Campbell and Shiller (1988) and Campbell (1991).6 Including the PtDR
in the VAR provides unobservable market information about the future dividends
and returns. The reduced form VAR is informative and at the same time general
enough to be consistent with a present value relation with a time-varying mean of
the PtDR. The 3-month Treasury Bill rate is employed to approximate the risk free
rate and the CPI to measure inflation.7
5 The inclusion of inflation accounts for the eventual effects of money illusion on equity prices.
6 In related contexts, VAR based predictions have also been used to approximate price expectations,
for instance, by Sbordone (2002) and Rudd and Whelan (2006).
7 Note that we include a constant in the VAR model. One may argue that a VAR model with
a deterministic trend might be more suitable to model a persistent PtDR. However, including a
time trend results in an unbounded dynamics of the PtDR, which contradicts our observations
(see Footnote 2). Also a deterministic trend is at odds with stationary stock returns and dividend
growth. Estimates for the latent process (η˜t) display similar dynamics if a time trend is included.
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We take an adaptive approach to the choice of the VAR sample size such
that it not only provides efficient parameter estimates under structural invari-
ance of VAR dynamics, but also responds to structural changes in VAR dy-
namics. Specifically, we evaluate in each forecast origin a set of VAR models
Ωt,ω = {ητ ,∆d
e
τ , r
e
τ , πτ , τ = t− ω + 1, . . . , t} with alternative sample lengths (ω =
20, 21, . . . , 30). From this set the particular VAR model with window size ω is em-
ployed to determine ex-ante predictions ∆̂d
e
t+i and rˆ
e
t+i that minimizes the root mean
squared errors for the 10 most recent in-sample observations {∆dem − r
e
m}
m=t
m=t−9.
8
The determination of the objective expectations in (1.7) requires an initialization
period which is chosen to comprise 30 observations. Therefore, to evaluate the state
space model in (1.7) from 1926 (a common starting period in the literature), we
joined the CRSP data starting in 1926 with the S&P500 data before this period.
Alternatively, we consider the S&P500 and estimate the state space model for the
sample period 1901 to 2013.
1.2.4 Estimates and diagnostics
Turning to the evaluation of the state space model in (1.7) and (1.8), we find
that the model with a time-varying mean of PtDR outperforms its constant mean
counterpart. The estimated model parameters are documented in Table 1.2, which
also includes estimation results for the constant state benchmark model of Campbell
and Shiller (1988). Considering the random walk (RW) as the state process (1.8),
the log-likelihood value conditioned on CRSP data for a time-varying state model is
about 168.4 while the respective statistic for the constant state model is 23.9 (see the
first row of Table 1.2). Similar log likelihood diagnostics favouring time variation
in the mean of the PtDR are obtained for S&P500 data, and if the static model is
contrasted against a model with η˜t specified as a stationary state process (1.9).
The lead of the more flexible model approach over the static benchmark present
value model can be visualized by eyeballing the estimated patterns of η˜t provided
8 To assess the robustness of outcomes we consider a set of robustness tests (i) using fitted errors
regarding excess returns {rem}
m=t
m=t−9 instead of {∆d
e
m − r
e
m}
m=t
m=t−9; (ii) using the five most recent
observations in {∆dem − r
e
m}
m=t
m=t−4 to compute the RMSE; or (iii) using the mean absolute error
criterion instead of RMSE. The corresponding results with regard to the evaluation of the state
space model are quantitatively almost identical.
At the implementation side, non-stationarity of the PtDR may cause explosive paths in forecasts of
excess returns and excess dividends growth rates. For the VAR models selected by our benchmark
adaptive scheme this turns out to be the case in 1917 and periods 1993-1996 and 1998-2001. For
these years we restrict the autoregressive coefficient of the PtDR in the VAR and reestimate the
system by means of EGLS until all eigenvalues of the characteristic polynomial are smaller than
unity in modulus.
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Time-varying η˜ Constant η˜ (σu = 0)
State equation δ α η˜0 σu σǫ log-lik η˜0 σǫ log-lik
CRSP 1926-2013
RW - - 2.892 0.059 0.026 168.4 3.409 0.184 23.9
AR(1) 0.042 0.986 - 0.063 0.025 166.5 3.409 0.184 23.9
S&P500 1901-2013
RW - - 3.074 0.076 0.033 196.1 3.298 0.215 13.3
AR(1) 0.046 0.985 - 0.075 0.031 195.8 3.298 0.215 13.3
Table 1.2: Parameter estimates and model evaluations In each panel the upper row
documents statistics from the model with a random walk (RW) as state equation (1.8) and
the lower row statistics from the model applying a stationary AR(1) process as the state
equation (1.9). Out-of-sample VAR forecasts are applied to evaluate E˜t[∆d
e
t+i] and E˜t[r
e
t+i]
in (1.7).
in Figure 1.3. The data speak against time invariance of the mean of the PtDR.
In addition, estimating η˜t conditional on either a RW or a stationary AR(1) state
equation provides very similar results. Both implied state processes can only be
differentiated marginally in the early and later sample periods (see Figure 1.3). As it
turns out both estimates of η˜t lead to qualitatively identical results for the remaining
empirical analysis. We concentrate on the estimates from a RW state equation
henceforth, since it is marginally in lead over a stationary AR(1) process (1.9)
according to log likelihood diagnostics documented in Table 1.2.
1930 1940 1950 1960 1970 1980 1990 2000 2010
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Figure 1.3: Time-varying mean of the PtDR The figure depicts the estimated time-
varying mean of the PtDR η˜t (black solid line for the random walk and black dashed line for
the stationary AR(1) state process) along with its time invariant counterpart (grey line).
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Obtaining the continuous movements of the mean of the PtDR enables a re-
gression based economic interpretation of its determinants that we provide in Sec-
tion 1.4. Moreover, time variation in the mean of the PtDR is valuable for the
ex-ante modeling of stock returns. In the next section, we analyse how η˜t exploits
the informational content of the PtDR in so-called predictive regressions.
1.3 Forecasting performance
We discuss predictive regression models for stock returns conditional on CRSP
data, which is also used in Lettau and Van Nieuwerburgh (2008). Results for
S&P500 data are qualitatively identical. Adjusting the PtDR for its slowly evolving
mean provides better out-of-sample forecasts in terms of the RMSE and the out-
of-sample R2 compared with centering the PtDR with discrete mean shifts or using
the historical average of returns as the predictor. In the following we describe in-
sample (IS) and out-of-sample (OOS) forecasting designs, and discuss in detail the
forecasting performance of competing approaches.
1.3.1 Predictive regressions
The predictability of stock returns is evaluated by means of common predictive
regressions of the following type (see, e.g., Lettau and Van Nieuwerburgh; 2008)
rt+1 = β0 + β1(ηt − st) + vt+1, (1.10)
where rt+1 denotes the total log-returns and vt+1 is an error term. We also use the
predictive regressions to assess the predictability of dividend growth rates, substi-
tuting ∆dt+1 for rt+1 in (1.10). To implement predictive regressions the PtDR (ηt) is
adjusted by alternative state processes (st) such that ‘centered’ observations (ηt−st)
are considered to predict stock returns.9 Under the null hypothesis of no predictabil-
ity β1 = 0, the corresponding equation serves as the benchmark model (see, e.g.,
Goyal and Welch; 2008). For IS analysis, the corresponding naive predictor is the
9 Taking a statistical perspective on eventually unbalanced predictive regressions, Nelson and Kim
(1993) and Stambaugh (1999) invoked a discussion if in-sample ‘significant’ relations between
transitory stock returns and lagged persistent valuation ratios are spurious. The persistence of
predictors and the correlation of their innovations with those of the dependent variable might cause
an upward bias of estimates and size distorted inference. In light of poorly balanced predictive
regressions the econometric treatment of regressions involving stationary but nearly integrated
predictors has been considered in various contributions (Elliott and Stock; 1994; Cavanagh, Elliott
and Stock; 1995; Lewellen; 2004; Torous, Valkanov and Yan; 2004; Campbell and Yogo; 2006). We
follow Lettau and Van Nieuwerburgh (2008) and adjust the PtDR for changes in its mean.
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full sample mean return. For OOS analysis the naive predictor is the historical
average return obtained up to the forecast origin.
In the IS analysis we compare forecasting specifications obtained by adjusting
the PtDR by means of four alternative long-run states st ∈ {η¯, η
(1)
t , η
(2)
t , η˜t}. In
the first specification the PtDR is centered by its (full sample) mean (η¯). We refer
to this setting as the ‘unadjusted’ PtDR since this model is equivalent to that of
using the actual PtDR series in the predictive regressions. In the second and third
specification, the PtDR is adjusted for one and two structural breaks (η
(1)
t and η
(2)
t ,
respectively). Following Lettau and Van Nieuwerburgh (2008) the supremum F -test
(Bai and Perron; 1998, 2003) is employed to determine the timing of the breaks.
In case of one shift it is diagnosed to occur in 1992, and in case of two breaks the
respective locations are 1955 and 1993.10 Lastly, we adjust the PtDR by means
of the continuously time-varying mean η˜t which is extracted from the state space
model in outlined in Section 1.2.
Initializing the OOS analysis, the first forecasting regressions use 20 years of
data. Then the estimation windows are expanded recursively as in Lettau and
Van Nieuwerburgh (2008). We consider three corresponding adjustments for the
PtDR – st ∈ {η, ηt, η˜t} – all of which are recursively estimated from the respec-
tive estimation samples. In the benchmark setting, the PtDR is centered with its
mean η from the estimation period. The second adjustment st = ηt corresponds
to the case of discrete mean shifts. We apply supremum F -tests and rely on the
10% significance level to determine the mean shift processes ηt. Lastly, the PtDR
is adjusted by η˜t conditioning only the information from the estimation periods.
The four alternative long-run states of the PtDR entering the IS analysis, st ∈
{η¯, η
(1)
t , η
(2)
t , η˜t}, are displayed in Figure 1.4 over the maximum sample period (1926
to 2013). The smoothly evolving mean η˜t seems to be mostly close to the mean
with two structural breaks η
(2)
t . However, the former lags behind the latter after
the diagnosed break dates (1955 and 1993). This reveals the nature of the particle
filtering applied to the nonlinear state space model. Although the parameters of the
state space model are estimated conditioning on the full sample information for the
IS analysis, the estimated latent process is mainly based on past information. Using
10These break points are close to those diagnosed in Lettau and Van Nieuwerburgh (2008) who
analyse a slightly distinct sample period (1926 to 2004). The null hypothesis of no break is rejected
with 1% significance against one or two breaks (supF (1|0) = 18.12 and supF (2|0) = 23.90). The
null hypothesis of one break is rejected against the alternative of two breaks (supF (2|1) = 9.56)
with 10% significance. We consider both one and two breaks to compare prediction outcomes
with those in Lettau and Van Nieuwerburgh (2008). The applied test procedure is robust to serial
correlation and heteroscedasticity, the trimming is 5% of the sample.
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Figure 1.4: The PtDR and distinct mean evaluations The figure presents the price-
to-dividend ratio ηt (grey solid line), the total sample average PtDR η (grey dotted line),
the mean of the PtDR with one break η
(1)
t (grey dashed line), the mean of the PtDR with
two breaks η
(2)
t (black dashed line), and the continuously time-varying steady state of the
PtDR η˜t (black solid line).
the random walk state equation (1.8) as an example, each particle is equal to η˜
(i)
t−1
plus a draw from the error term with variance σ2u. Thus, being a (weigthed) average
of particles, η˜t is mainly determined from the past information. This contributes
to the slowly evolving nature of the estimated time-varying mean, which does not
show much advantage for the IS analysis, but could be crucial for the predictive
power of the PtDR in the OOS analysis. The core obstacle in using discrete break
adjustments in OOS forecasting is to determine timing and magnitude of the breaks.
The slowly evolving time-varying mean η˜t overcomes these difficulties. When there
are no marked structural changes, it evolves around a relatively stable level. In
response to persistent movements, it adapts and incorporates the new information
gradually. Specifically, to obtain an update for η˜t by means of weighted averaging,
particles η˜
(i)
t−1 are ranked according to the fit of the corresponding measurement
equation for period t − 1. Particle η˜
(j)
t−1 enters η˜t with higher weight than particle
η˜
(k)
t−1 when the error term in the measurement equation for the former is smaller
than the one for the latter. Along the updating steps the fittest particles survive.
Readers may consult Appendix 1.B for more details.
1.3.2 Forecast evaluation
Predicting stock returns in-sample, the unadjusted PtDR provides a small R2 of
about 0.0392 (column 2 of the first panel in Table 1.3). Adjusting the PtDR for
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shifts improves the explanatory content of predictive regressions markedly. The
R2 statistics increase to 0.1027 and 0.1751 for means with one and two shifts,
respectively (column 3 and 4). The magnitude and the statistical significance of
the estimated predictive coefficient (β1) increase as well. This evidence confirms
findings in Lettau and Van Nieuwerburgh (2008). As expected, with an in-sample
degree of explanation of about 0.0641 (column 5), adjusting the PtDR by a slowly
evolving mean does not outperform adjustments for discrete shifts in the mean.
As an adaptive filtering process, η˜t mainly depends on past information even in
the in-sample setting. In contrast, the break adjustments take into account the
full sample information and ex-post minimize squared approximation errors for the
actual PtDR.
η η
(1)
t η
(2)
t η˜t
Stock returns
β0 0.0928 0.0937 0.0939 0.1142
(4.6562) (4.5205) (6.0840) (5.3922)
β1 −0.0923 −0.2516 −0.4120 −0.2089
(−2.5610) (−4.8718) (−6.0994) (−2.7885)
R2 0.0392 0.1027 0.1751 0.0641
adj R2 0.0279 0.0922 0.1654 0.0531
Dividend growth
β0 0.0456 0.0457 0.0458 0.0539
(3.3098) (3.5017) (3.3140) (4.0314)
β1 −0.0013 −0.0431 −0.1157 −0.0832
(−0.0426) (−0.9694) (−1.7106) (−1.8706)
R2 0.0000 0.0057 0.0260 0.0192
adj R2 −0.0117 −0.0060 0.0146 0.0076
Table 1.3: In-sample predictive regressions This table documents statistics from re-
gressions (1.10) with four alternative mean processes of the PtDR using CRSP data from
1926 to 2013. In the second column forecasts for returns (dividend growth) are conditioned
on the unadjusted PtDR (using the overall sample mean η). The third and fourth column
contain the estimates based on the adjusted PtDR using one (η
(1)
t ) or two (η
(2)
t ) mean shifts,
respectively. In the last column forecasts are conditioned on the PtDR adjusted by means
of the smooth state process η˜t. Newey and West (1987) robust t-statistics for coefficient es-
timates are presented in parantheses. The bandwidth is selected by means of the procedure
proposed by Newey and West (1994).
Forecasting dividend growth, the unadjusted PtDR does not have much predictive
power. The predictive coefficient is not statistically significant at the 5% level and
the R2 is negligible (column 2 of lower panel). Neither break adjustments nor
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smoothly varying mean adjustments improve the performance in a sizeable manner
(column 3-5 of the lower panel). This evidence is in line with results from Lettau
and Van Nieuwerburgh (2008) for a similar sample period (1927 to 2004).
rt η ηt η˜t
1946-2013
RMSE 0.1694 0.1751 0.1793 0.1683
R2oos −0.0691 −0.1202 0.0121***
1946-2004
RMSE 0.1607 0.1681 0.1714 0.1589
R2oos −0.0934 −0.1367 0.0232***
Table 1.4: Out-of-sample predictive regressions for stock returns This table docu-
ments the OOS forecasting performance of the naive prediction by means of historical aver-
age returns (r¯t) and alternative predictive regressions with the unadjusted PtDR (st = η),
the PtDR adjusted by mean shifts (st = ηt), and the PtDR adjusted by the smooth state
(st = η˜t). Root mean squared errors (RMSE) and OOS R
2 statistics (R2oos) are shown. R
2
oos
is constructed against the naive forecasting scheme (rt). Statistical significance levels of
R2oos at the 1%, 5%, 10% level denoted by
∗∗∗, ∗∗, ∗ are based on the MSE-adjusted statistic
proposed by Clark and West (2006). CRSP data are considered.
Adjusting the PtDR for discrete mean shifts in real time (OOS forecasting) fails
to improve upon using historical average returns as benchmark predictors. In con-
trast, centering the PtDR around the smoothly varying mean obtains the smallest
RMSE statistic among all predictors (last column in Table 1.4). Considering the
full sample period from 1946 to 2013 (first panel in Table 1.4), the naive benchmark,
the unadjusted PtDR, centering with discrete mean shifts and centering around η˜t
result in RMSE statistics of 0.1694, 0.1751, 0.1793 and 0.1683, respectively. The
same ranking of the RMSEs holds if the sample period ends at 2004, as considered
by Lettau and Van Nieuwerburgh (2008) (lower panel in Table 1.4). Results from
mean absolute errors (MAEs) are qualitatively identical (not shown).
To evaluate the statistical significance of the forecasting performance of alter-
native predictors compared with the benchmark model using historical average re-
turns, we consider an OOS degree of explanation (Goyal and Welch; 2008)
R2oos = 1−
MSEs
MSEr¯
, (1.11)
where MSEr¯ denotes the mean squared forecast error from naive forecasts and
MSEs is the corresponding statistic from alternative models (1.10) with st ∈
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{η, ηt, η˜t}. Under the hypothesis of less (more) accurate forecasts from alternative
model specifications compared with naive predictions, the MSE of the benchmark
model is smaller (larger) than that of the alternative model, which corresponds to
R2oos < 0 (R
2
oos > 0). Following Rapach, Strauss and Zhou (2010) the significance
of R2oos is evaluated by means of the MSE-adjusted statistic in Clark and West
(2006).11
We find that in real time adjusting the PtDR by η˜t outperforms the historical
average return in forecasting stock returns significantly. As can be seen from the
second and fourth row of Table 1.4, only adjusting the PtDR for the smoothly
varying mean (η˜t) provides positive and significant R
2
oos statistics. We find the
same evidence for the case of S&P500 data, forecasting excess returns instead of
returns, or using different specifications to determine the window size of the VAR
forecasting scheme for the state space model as already pointed out in Footnote 8.
The corresponding results are available upon request.
Following Goyal and Welch (2008), we provide further insights into the OOS fore-
casting performance over time and depict the difference of the cumulative squared
forecasting errors of naive forecasts minus those of the alternative models in Fig-
ure 1.5.12 We find that using the continuously varying mean adjustment improves
the forecasting strength of the PtDR throughout the entire sample period compared
with the unadjusted PtDR or using break adjustments. The performance curve of
adjusting the PtDR by its varying mean falls least during periods with structural
changes, and has the longest positive trend during the relatively tranquil periods.
The two ex-post identified structural changes occur in 1955 and 1993. In a real time
forecasting situation, all three predictors (st ∈ {η, ηt, η˜t}) start to underperform in
comparison with the naive forecasts around 1957 and embark a negative trend.
However, adjusting the PtDR by η˜t the respective performance curve falls least
11The MSE-adjusted statistic is based on
fτ+1 = (rτ+1 − r¯τ )
2 −
(
(rτ+1 − rˆτ+1)
2 − (r¯τ − rˆτ+1)
2
)
, τ = τ0, τ0 + 1, . . . , T − 1, (1.12)
where rτ denotes forecasts from the benchmark model with historical average returns, and rˆτ+1
those from alternative models. Predicting dividend growth rates we apply the equivalent formula
replacing rτ+1, rτ and rˆτ+1 by the corresponding counterparts. For a regression of fτ+1 on a
constant, Clark and West (2006) show that the corresponding t-statistic is asymptotically normally
distributed even in the case of nested models. Under the alternative hypothesis the mean of fτ+1
(the constant coefficient) is greater than zero. It is worthwhile to notice that the alternative state
processes are re-estimated at each period given available sample information. Thus, the varying
mean processes of the PtDR change with each forecast origin.
12One can look at the performance for any OOS periods by redrawing a horizontal line at the start
of OOS periods. If the curve terminates at a higher (lower) point at the end of OOS periods, the
alternative model has a lower (higher) RMSE over the OOS periods of interest.
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Figure 1.5: Out-of-sample forecasting performance relative to the historical
mean This figure depicts the difference of the cumulative squared forecast errors of the
naive prediction by means of historical average returns (r¯t) minus those of the three alterna-
tive predictive regressions. The considered predictors are the unadjusted PtDR (grey solid
line with st = η), the PtDR adjusted by allowing for potential mean shifts (black dashed
line with st = ηt), and the PtDR adjusted by means of the smooth state (black solid line
with st = η˜t). The first forecasting period is 1946.
(black solid line). The performance curve of the unadjusted PtDR (grey solid line)
falls a bit more than the one from the break adjusted PtDR (black dashed line).
The former reaches its bottom around 1968 and starts to follow the positive trend
that is led by the performance lines of the two adjusted predictors. All three pre-
dictors outperform the naive forecast in periods with oil price shocks in 1973/1974.
The good performance of the unadjusted PtDR during this period has also been
noted by Goyal and Welch (2008). Centering the PtDR around its slowly evolv-
ing mean, however, obtains the only predictor that sustains this positive trend until
1994. The performance curves of both the unadjusted PtDR and the break adjusted
PtDR reach their peaks in the early 1980s and start to fall since then. From 1994,
the performance of all three predictors drops dramatically with adjusting the PtDR
for its slowly varying mean dropping the least. The strongest performance dete-
rioration (and weakest recovery since 1999) is observed when centering the PtDR
around discrete shifts in mean.
In summary, reflecting its adaptive potential in both turmoil and tranquil periods
adjusting the PtDR by the slowly evolving mean offers superior ex-ante signaling
in particular since the beginning of the new millennium.
Taking the break adjusted PtDR as benchmark predictor, adjusting the PtDR
by its varying mean has a better performance than the naive forecasts based on
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Figure 1.6: Out-of-sample forecasting performance relative to the break adjusted
model of the PtDR This figure depicts the difference of the cumulative squared forecast
errors of the prediction by means of the break adjusted PtDR (st = ηt) minus those of the
three alternative predictive regressions. The considered predictors are the historical mean
(black dashed line with rt), the unadjusted PtDR (grey solid line with st = η) and the PtDR
adjusted by means of the smooth state (black solid line with st = η˜t). The first forecasting
period is 1946.
historical mean returns. This is visualized in Figure 1.6, which depicts OOS fore-
casting performance of various models through time using the PtDR adjusted for
discrete shifts in mean as the benchmark. Although the break adjustment is not
the best performing one (as discussed above), by using it as a benchmark one can
easily compare the performance of historical mean forecasts with the one of the
continuously varying mean adjusted PtDR. As can be seen from Figure 1.6, adjust-
ing the PtDR by its varying mean (black solid line) never had the dramatic falls
as those from the historical mean (black dashed line). In the turbulent periods of
the 1950s and the 1970s, the performance curve of the historical mean falls dra-
matically, since it failed to reflect the underlying changes in the economy. In early
1990s, the varying-mean adjusted PtDR adapts to structural changes quickly and
outperforms the break adjustment while the historical mean lags behind.
In summary, we conclude that centering the PtDR around its slowly evolving
mean provides a superior OOS forecasting performance compared with adjusting
the PtDR for discrete shifts, and is also preferable to using historical means as a
predictor.
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1.4 Long-run determinants of the PtDR
Extracting a continuously varying mean of the PtDR provides a unique opportunity
to exam its (joint) potential influences, and offers an economic interpretation for
the out-of-sample predictive power of adjusting the PtDR by the time-varying mean
in predictive regressions. We investigate three important factors that have been
documented to affect the PtDR in a long-run manner – consumption risk, the
demographic structure of the population, and the dividend payout policy of firms.
We find that all three factors jointly shape the slowly evolving mean of the PtDR,
and diagnose consumption risk to be the most important influence. In the following
we discuss the considered factors and provide evidence from a cointegration analysis
to assess their explanatory content. A detailed description of the variables is given
in Appendix 1.A.
1.4.1 The three long-term determinants
Consumption risk The influence of macroeconomic uncertainty on asset prices
and equity premia has been long recognized in the asset pricing literature.13 More
recent studies such as those in Bansal and Yaron (2004) and Lettau et al. (2008) use
recursive Epstein and Zin (1989) preferences, and demonstrate that economic agents
dislike economic uncertainty, and a rise in consumption volatility can raise the
expected return and lower asset prices. Empirically, Lettau et al. (2008) show low
frequency evidence while Bansal et al. (2005) provide higher frequency evidence on
the contribution of lower consumption volatilities to higher asset prices particularly
since the 1990s. Bansal et al. (2005) show that consumption volatility measures
have good in-sample predictive power for the one-step ahead quarterly PtDR if
historical volatilities are extracted from short time windows of one or two years
of consumption data. Lettau et al. (2008) argue in favour of a regime change in
consumption risk to explain a regime change in asset valuations. The estimated
regime is very persistent. The lower volatility regime reached in the early 1990s is
expected to last for 30 years. In this paper, we adopt the consumption risk measure
used by Bansal et al. (2005) in a low frequency manner, in order to explain the
continuously varying mean (low frequency movements) of the PtDR.
The consumption volatility is measured as crWt = ln
(∑W−1
i=0 |cot−i|
)
, where cot
denotes the centered annual growth rate of per capita consumption andW is the size
13See, among others, Gennotte and Marsh (1992), Giovannini (1989) and Kandel and Stambaugh
(1990).
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of rolling time windows.14 We employ data on the per capita personal consumption
expenditures on non-durable goods and services of the Bureau of Economic Analysis
starting in 1929. To initialize time series of consumption risk we combine this series
with the historical data on real per capita consumption recently collected by Barro
and Ursua (2008).
To measure macroeconomic risk at low frequency one has to select W such that
respective time windows carry informational content beyond short-run cycles. Fig-
ure 1.7 displays the absolute consumption growth with its Hodrick Prescott trend
(the smoothing parameter is λ = 100). This trend visualizes the cyclical pattern
of the consumption volatility. Counting from trough to trough, the length of the
cycles are 30 (1984 to 1870), 18 (1870 to 1888), 22 (1888 to 1910), 44 (1910 to
1954), and 27 years (1954 to 1981). The 44 year cycle seems to be the odd one out,
which can be regarded to contain two adjacent cycles – a 17 year cycle (1910 to
1927) around the WWI era and a 27 year cycle (1927 to 1954) around the WWII
era. The durations of remaining cycles range from about 20 to 30 years. This
forms our focus on alternative window lenghts W = 20, 21, . . . , 30 to calculate time
local long-run consumption volatility crWt . A lower bound of 20 years is consistent
with the so-called Kuznets swings in economic growth (e.g., Solomou; 2008). In
addition, as argued by Geanakoplos et al. (2004) it is reasonable to assume that
agents consider a 20 year horizon to incorporate demographic trends in long-term
asset price expectations. A higher bound of 30 years coincides with the estimated
average duration of a regime of consumption volatility in Lettau et al. (2008).
The upper right panel of Figure 1.8 depicts crWt with W = 20, 25, 30 as exam-
ples. The shapes of all three consumption measures are similar, and become a
bit smoother as the window size W increases. It appears that macroeconomic un-
certainty has continuously decreased since the 1940s until the 1960s. It remained
relatively stable during the 1970s and 1980s and decreases further since the 1990s.
Comparing crWt with η˜t depicted in the upper left panel of Figure 1.8, it seems that
consumption risk is negatively related to movements in the varying mean of the
PtDR throughout the entire sample for all considered window lengths W .
Demographics By means of an overlapping generation model, Geanakoplos et al.
(2004) provide the foundation for a long-run positive relationship between the PtDR
14To calculate the volatility we use consumption growth directly instead of respective AR(1) regres-
sion residuals as considered in Bansal et al. (2005), since we do not detect any significant pattern of
serial correlation in annual quotes of cot. The p-values of respective Ljung-Box statistics including
5 and 10 lags are 0.349 or 0.476, respectively.
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Figure 1.7: Low frequency consumption volatility This figure plots the absolute
growth rate of per capita consumption with its HP trend (smoothing parameter 100).
and demographic trends. They argue that agents’ incentives for holding equity vary
over the life cycle. While the younger population intends to consume and willingly
borrows for this purpose, the middle aged population concentrates more on saving
and consumes these savings after retirement. The overall shape of the population
pyramid is measured by means of the so-called middle-aged to young ratio (myt).
Geanakoplos et al. (2004) show that when myt is large, there is excess demand
for saving and equilibrium asset prices should increase to encourage consumption
and to clear the market. This is consistent with price increases in the US stock
market during the 1990s. Favero et al. (2011) demonstrate empirically the joint
significance of myt and the PtDR by means of long-horizon predictive regressions
for stock returns, and diagnose a cointegration relationship between log dividends,
log prices and myt. These findings support the view that a slowly evolving mean
of the PtDR could be driven by myt.
Empirically myt is defined as the ratio of the population aged 40-49 to the 20-29
year old, which is depicted in the lower left panel of Figure 1.8. Data is obtained
from the US Census Bureau. The middle-aged to young ratio shows a marked
U-turn since the 1960s. This is mainly under the influence of the baby boom
after WWII. Beginning with the 1960s the baby boom generation entered into the
statistic of the young population, reducing thereby myt. For the same reason, the
ratio has been increasing since the 1980s when the baby boom generation became
middle-aged. The twin peaks around 1960 and 2000 in myt are related with the
two major increases in the PtDR. The increases in myt in the 1950s and the 1980s
are corresponding to the increases in η˜t in the 1960s and the 1990s, respectively.
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Figure 1.8: Economic influences and the time-varying mean of the PtDR The
upper panels display the time-varying mean process of the PtDR and three distinct con-
sumption risk measures (dashed line from W = 20, solid line from W = 25, doted line from
W = 30). The lower panels display the middle-aged to young ratio and the proportion of
Type I firms.
Dividend payout policy Dynamics of the PtDR can also be influenced by
changes in the dividend payout policy by firms (see Fama and French; 2001; Robert-
son and Wright; 2006; Boudoukh et al.; 2007). The proportion of firms paying cash
dividends fell from 66.5% in 1978 to 20.8% in 1999 (Allen and Michaely; 2003).
Lowered dividends may result in persistent increases of the PtDR. Kim and Park
(2013) show that the changing payout policy affects the long-run relationship be-
tween stock prices and dividends: Both the proportion of firms that pay out a
significant fraction of their earnings in the form of dividends and the cointegration
coefficient between stock prices and dividends have followed a decreasing trend since
the 1950s.
Decreasing cointegration coefficients linking log prices and log dividends are con-
sistent with a non-stationary PtDR, which would be stationary if the cointegration
coefficient were unity. If the proportion of firms with traditional payout policy re-
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sults in the time-varying cointegration coefficient between prices and dividends, it
should also influence the time-varying mean of the PtDR.
The firms with traditional payout policy are abbreviated as Type I firms following
Kim and Park (2013). The lower right panel of Figure 1.8 depicts tpt, the proportion
of Type I firms among all firms in the (CRSP) value-weighted market portfolio.
Data on tpt for the sample period from 1946 to 2008 have been kindly provided
by C.J. Kim and C. Park. The proportion of firms with traditional payout policy
decreases from 87% in 1946 to 35% in 2008. The falls in the proportion of Type I
firms from 1980 are consistent with the increasing trend of the η˜t particularly since
1990s.
1.4.2 Cointegration analysis
Unit root diagnosis First, we consider the individual characteristics of each
variable by means of unit root tests. Unit root diagnostics for levels and first
differences of η˜t, cr
W
t , myt and tpt are documented in Table 1.5. Almost all tests
indicate first order integration of η˜t, cr
W
t and tpt at conventional significance levels.
The test regressions include a constant and a deterministic trend and refer to the
periods from 1926 to 2013 in case of η˜t, myt and cr
W
t and from 1946 to 2008 for
tpt.
15 The unit root hypothesis is rejected for all crWt measures with W = 20, .., 30.
Results for crWt with W = 25 are shown in Table 1.5 as an example. Although unit
root tests hint at stationarity of myt, these results are to be taken with caution.
Eyeballing myt is hardly supportive to regard the process as mean stationary. The
null hypothesis of stationarity is rejected with 10% significance by means of the
KPSS test. When longer ranges of data are considered, evidence on unit roots
governing myt can be found. We follow Favero et al. (2011) and treat myt as a first
order integrated process.
Error correction model To test for a cointegration relation among all four
variables and to estimate the cointegration coefficients, we employ the conditional
single equation error correction model (SECM).16 With given presample values the
15Test results are qualitatively identical if only a constant is included or the sample is reduced to
the period from 1946 to 2008 for all variables.
16As a preliminary analysis of cointegration relations, we look at the possibility of bivariate cointe-
gration relations between the time-varying mean of the PtDR η˜t and each of the three long-run
determinants – consumption risk, demographics and the proportion of firms with traditional div-
idend payout policy. We do not find evidence in support of any of the three bivariate long-run
relations (not shown). This hints at the importance of taking into account all three different
influences on the PtDR jointly.
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ADF PP DFGLS KPSS
η˜t −1.817 −1.837 −1.602 0.168
∗∗
∆η˜t −5.023
∗∗∗ −5.023∗∗∗ −4.842∗∗∗ 0.178
crWt −2.458 −2.448 −1.542 0.127
∗
∆crWt −5.720
∗∗∗ −5.725∗∗∗ −2.691∗∗∗ 0.153
myt −5.007
∗∗∗ −40.829∗∗∗ −5.011∗∗∗ 0.122∗
∆myt −1.547 −1.690 −1.425 0.08
∆2myt −13.062
∗∗∗ −13.042∗∗∗ −12.928∗∗∗ 0.097
tpt −2.184 −2.986 −1.438 0.262
∗∗∗
∆tpt −13.966
∗∗∗ −13.966∗∗∗ −12.236∗∗∗ 0.500∗∗
Table 1.5: Unit root tests for economic determinants This table displays results
of unit root tests for the time-varying mean of the PtDR and its potential triggers. Test
regressions include a constant and deterministic trend. The sample ranges from 1926 to 2013
and 1946 to 2008 in case of tpt. Significance at 1%, 5%, 10% level is denoted by
∗∗∗, ∗∗, ∗,
respectively. For further notes see Table 1.1.
SECM reads as
∆η˜t = δ0 + α
(
η˜t−1 + β1cr
W
t−1 + β2myt−1 + β3tpt−1
)
+ δ1∆cr
W
t
+ δ2∆myt + δ3∆tpt +
2∑
i=1
φi∆η˜t−i + et, t = 1, 2, . . . , T. (1.13)
The SECM specifies error correction dynamics conditional on current adjustments
of weakly exogenous variables. It allows efficient inference by means of simple (non-
linear) least squares estimation (see also Kremers, Ericsson and Dolado; 1992). As
a particular merit, it offers a parsimonious representation that does not suffer from
weakened estimator precision in comparison with full dimensional maximum likeli-
hood estimation of a vector error correction model (Boswijk; 1995; Johansen; 1992).
Model parsimony is beneficial in the present case of limited sample information.
The estimation period starts in 1946 and ends in 2008 due to the nonavailability of
the dividend payout ratio for earlier and later periods. To improve upon estima-
tion uncertainty further, we apply a sequential estimation procedure eliminating in
each step the short-term coefficients δi, i = 1, 2, 3, and φi, i = 1, 2, with the low-
est t-statistic and lacking 30% significance.17 Adopting a general-to-specific model
17Using a liberal significance level for the removal of single variables from the model we believe that
joint insignificance of the removed variables is likely for common (more conservative) significance
levels, 5% say.
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composition, we start the model reduction from the SECM including two lags of
the dependent variable which are necessary to capture patterns of serial correla-
tions when testing for cointegration or weak exogeneity of variables below. We find
that the consumption risk, the demographic factor and the proportion of Type I
firms are weakly exogenous and unaffected by their cointegration relation with η˜t
for W ∈ 21, 23, . . . , 30. This supports the use of SECM in (1.13).18
W from crWt 20 21 22 23 24 25 26 27 28 29 30
α -0.07 -0.09 -0.09 -0.12 -0.11 -0.11 -0.12 -0.12 -0.12 -0.11 -0.11
(-2.57) ( -3.28) (-3.10) (-3.91) (-3.55 ) (-3.72) (-3.64) (-3.70) (-3.62) (-3.49) (-3.33)
β1 0.50 0.42 0.58 0.53 0.62 0.64 0.64 0.65 0.66 0.68 0.67
(2.35) (2.50) (3.29) (4.03) (4.20) (4.56) (4.51) (4.64) (4.49) (4.30) (3.96)
β2 -0.92 -1.09 -0.90 -1.01 -0.92 -0.93 -0.98 -1.02 -1.09 -1.02 -1.07
(-1.95) (-2.70) (-2.47) (-3.49) (-3.12) (-3.42) (-3.51) (-3.69) (-3.74) (-3.33) (-3.26)
β3 0.86 0.85 0.75 0.74 0.67 0.61 0.56 0.49 0.42 0.46 0.43
(2.37) (2.99) (2.51) (3.26) (2.61) (2.49) (2.20) (1.90) (1.53) (1.52) (1.30)
R2 0.45 0.51 0.48 0.53 0.51 0.52 0.51 0.51 0.51 0.51 0.50
adj R2 0.39 0.45 0.43 0.47 0.45 0.46 0.46 0.46 0.45 0.45 0.44
Table 1.6: Cointegration analysis This table documents the estimates for the error
correction model in (1.13) including consumption risk measures for distinct window sizesW .
The t-statistics appear in parenthesis below the corresponding estimates. Based on critical
values from surface regressions provided by Ericsson and MacKinnon (2002), adjustment
coefficients (α) that are significant at 10% level are highlighted. Also significant cointegration
coefficients (β1, β2, β3) at the 10% level are highlighted.
We find evidence for a cointegration relation between η˜t, cr
W
t , myt and tpt, where
W ∈ 23, ..., 29.19 For a significant cointegration relation, the absolute value of
the t-statistic of the adjustment coefficient αˆ has to be larger than a respective
non-standard critical value. For the specification in (1.13) with W = 25 as an
example, the t-statistic of the adjustment coefficient is -3.7217 while the 10% critical
value is -3.4509. As can be seen from Table 1.6, αˆ estimates for W ∈ 23, ..., 29
are significant at 10% level. Estimating consumption risk from time windows of
lengths W = 20, 21, 22, 30, we obtain similar degrees of explanation (see R2 and
adjusted R2) and estimates for the cointegration coefficients, although a significant
18We test for weak exogeneity by adopting autoregressive models of order two augmented by the
long-run relation between η˜t−1, cr
W
t−1, myt−1 and tpt−1 as specified in (1.13), and looking at the
significance of the corresponding adjustment coefficients. All respective adjustment coefficients are
insignificant at the 10% level (not shown). Using W = 25 as an example, the respective p-values
regarding the first differences of crWt , myt and tpt are 0.315, 0.233 and 0.488.
19Johansen trace tests also confirm the results.
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cointegration relation cannot be diagnosed within the SECM.
Significant effects from all three factors – consumption risk, the demographic
structure and the dividend payout ratio – on the mean of the PtDR can be con-
firmed. Focusing on W ∈ 23, ..., 29, all estimated cointegration parameters are
significant (an exception is βˆ3 for W=28, 29) and have the expected sign (see Ta-
ble 1.6).20 Both consumption risk (crWt ) and the proportion of Type I firms (tpt)
have a negative influence on η˜t and, thus, the signs of βˆ1 and βˆ3 shall be positive.
For the demographic factor (myt), it is the opposite case and the sign for βˆ2 shall
be negative.21 In addition, the variations in the estimates for the coefficients at-
tached to crWt and myt are small – ranging from 0.53 to 0.68 and from -1.09 to -0.92
respectively. Estimates for the coefficient of tpt exhibit some larger variation and
range between 0.42 and 0.74.
Cross validations To gauge the relative importance of each long-run determi-
nant in a systematic way within the SECM approach, we employ so-called cross-
validation (CV) criteria (e.g., Picard and Cook; 1984). While augmenting (reduc-
ing) the set of explanatory variables in a regressions trivially goes along with gains
(losses) in terms of in-sample model fit, CV criteria exhibit a nontrivial relation
between a model’s dimensionality and predictive content. The CV statistic is cal-
culated as the mean absolute forecast error for ∆η˜t, the left-hand side variable in
the SECM (1.13). Specifically,
CV =
1
T
T∑
t=1
∣∣∣∆η˜t − ∆̂η˜t∣∣∣ , (1.14)
where the forecast ∆̂η˜t for period t is based on a model of ∆η˜t that is estimated
excluding the sample information (both dependent and explanatory variables) in
period t. It is also referred as the leave-one-out estimator. In this sense, ∆̂η˜t is an
out-of-sample forecast for ∆η˜t. Thus, the better the fit of the model, the smaller
the CV statistic.
To unravel the relative importance of each determinant (crWt−1, myt−1, tpt−1), we
consider three different sets of models to obtain ∆̂η˜t. The first is the SECM (1.13),
20To explore the sensitivity of these results, we also apply the dynamic least squares (DOLS) ap-
proach proposed by Stock and Watson (1993) to evaluate the sign and significance of the cointegra-
tion parameters. Test regressions include one lead and one lag of differentiated variables. DOLS
estimates support significant influences of crWt , myt and tpt of the right sign for W = 23, . . . , 29.
21 It is noteworthy that we obtain estimates with correct signs for all three cointegraiton parameters
also for W ∈ (3, 20) (not shown).
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to which we refer as the full model. The second set includes bivariate models
of η˜t and one of the three determinants. And the third type includes trivariate
models of η˜t including two of the three determinants. A particular determinant is
regarded as more informative for the mean of the PtDR if either its CV statistic
from the bivariate model is close to that of the full model, or the CV statistic from
the trivariate model without this determinant indicates a deterioration of the CV
statistic.
W from crWt 23 24 25 26 27 28 29
Panel A: CV from the full model
0.0220 0.0216 0.0216 0.0215 0.0217 0.0221 0.0226
Panel B: Relative CV for the bivariate models
With crWt 1.0429 1.0458 1.0524 1.0675 1.0638 1.0557 0.9994
With myt 1.0958 1.0946 1.0971 1.1022 1.0902 1.0717 1.0672
With tpt 1.1346 1.1348 1.1374 1.1427 1.1303 1.1111 1.0434
Panel C: Relative CV for the trivariate models
Without crWt 1.0928 1.1018 1.1043 1.1094 1.0974 1.0788 1.0749
Without myt 1.0801 1.0932 1.1022 1.1155 1.1128 1.1028 1.0270
Without tpt 0.9867 0.9967 0.9956 1.0011 0.9973 0.9866 0.9832
Table 1.7: Cross validations This table documents the cross validation (CV) statistics
with distinct window sizesW for consumption risk measures. Panel A displays the CVs using
the full model of η˜t with all three determinants (cr
W
t , myt, tpt). Panel B shows the ratio of
CVs from bivariate models of η˜t with one determinant and the CVs from the corresponding
full model in Panel A. These quotients are referred as relative CV. Similarly, Panel C shows
the relative CV from trivariate models of η˜t with two determinants using the CV from the
corresponding full model in Panel A as the benchmark.
We find that among the three factors consumption risk is most informative for
changes in the mean of the PtDR while changes in the dividend payout policy of
firms appear to be least informative. Table 1.7 documents CV statistics from the
full model (Panel A) along with the ratio of the CV statistics from the bivariate
model (Panel B) and trivariate model (Panel C) to those from the corresponding
full model. Focusing on Panel B, we can see that using crWt−1 in a bivariate model
leads to markedly smaller loss than using myt−1 or tpt−1 for all different window
sizes W . Using W = 25 as an example, the bivariate models with crWt−1 , myt−1
or tpt−1 have higher CV statistics than those of the full model by 5.2%, 9.7% and
13.7%, respectively. Conditional on the statistics documented in Panel C, crWt−1
and myt−1 appear to be comparably informative for the changes of the mean of
the PtDR. By removing crWt−1 or myt−1 from the full model, the corresponding CV
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statistics increase by similar proportions (around 10% for most window sizes). In
contrast, the removal of tpt−1 shows little effect on the CV outcome.
22
1.5 Conclusions
In this paper, we consider a slowly evolving mean of the price-to-dividend ratio
in the US, which is inspired by persistent dynamics of this series. We relax the
assumption of a constant mean in the present value model (Campbell and Shiller;
1988) towards a time-varying mean of the PtDR, and formalize a state space model
to estimate its latent path. Log-likelihood statistics support the model. Adjusting
the PtDR by its slowly evolving mean is fruitful in out-of-sample forecasting of
stock returns. It outperforms both adjusting the PtDR for structural mean shifts,
and the historical average return as a common benchmark predictor.
We also provide evidence for economic influences on the mean of the PtDR.
We find that consumption risk, the demographic structure of the population and
firm’s dividend payout policy all play significant roles in shaping the slowly evolving
mean of the PtDR. Among these determinants, consumption risk turns out to be
the dominant force.
For future research it would be interesting to compare the time-varying mean of
the PtDR from different markets and to uncover potential common components in
their variations. International risk sharing could be one potential (global) determi-
nant. As Artis and Hoffmann (2008) have pointed out, international risk sharing
has increased since financial markets became more integrated since the 1980s. This
might have played an important role in determining variations in the long-run PtDR
of different markets in this period.
22 In an in-sample framework, likelihood ratio (LR) statistics can assess the significance of distinct
model fits based on residual variances. We adopt this framework to mean squared cross validation
errors to underpin the strength of models’ CV statistics. We apply the 95% quantile of a χ2-
distribution with one degree of freedom as approximate critical value. All CV statistics from
bivariate models are significantly different from the respective statistics of full models. In contrast,
LR-type statistics for the trivariate models without crWt or myt are significant while those of
models without tpt are insignificant. Hence, it is further undepinned that tpt is less important
than crWt and myt to shape η˜t.
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Appendix to Paper 1
In the following we provide further details on the analyzed data (Appendix 1.A),
the particle filtering approach to the estimation of the state space model (Ap-
pendix 1.B), and discuss the approximation errors involved when deriving the ob-
servation equation of the state space model by means of a Taylor expansion (Ap-
pendix 1.C).
1.A Data description
S&P500 stock market indices and dividends Annual series are provided by
Amit Goyal and available from the internet.23 They contain the S&P500 index
based on end-of-year closing prices and corresponding dividends for the period
from 1871 to 2012. Annual dividends correspond to the sum of the four quarterly
paid dividends within the corresponding year. For more details see Goyal and
Welch (2008). The S&P500 index in 2013 is drawn from datastream (‘S&PCOMP’)
and the corresponding dividend is provided by Robert J. Shiller and available from
the internet.24
CRSP stock market indices and dividends From 1926 to 2013 we apply
annual end-of-year returns based on the weighted market portfolio (NASDAQ,
NYSE, AMEX) of the Center for Research in Security Prices (CRSP). We follow
Lettau and Van Nieuwerburgh (2008) and calculate the prices from the return
excluding dividend payments and the dividends from the dividend yield Dt/Pt−1.
Annual dividends correspond to the sum of the four quarterly paid dividends
within the corresponding year. From 1871 to 1925 we apply the end-of-year
S&P500 index and corresponding dividends employed in Goyal and Welch (2008)
and described above.
Interest rates and inflation Similar to Campbell and Vuolteenaho (2004), we
use a short term rate based on 3-month US Treasury Bills of the Federal Reserve
System to approximate the risk-free rate. We employ the series provided by Amit
23http://www.hec.unil.ch/agoyal/
24http://www.econ.yale.edu/~shiller/data.htm
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Goyal for the period from 1871 to 2012 which is available from the internet.25 More
details can be found in Goyal and Welch (2008). In 2013 we update the risk free
rate by means of the 3-month US Treasury Bill rate in terms of the ‘secondary
market’ quote, published by the Board of Governors of the Federal Reserve System
and available from the internet.26
The annual inflation series from 1871 to 2013 is extracted from the consumer
price index for all urban consumers as provided by Robert J. Shiller.27 For the
period before 1913 Shiller calculated the series by means of data in Warren and
Pearson (1935). For more details see Shiller (1992, 2005).
Other macroeconomic variables The ratio of the 40-49 over the 20-29 year
aged population is determined by Census annual population data collected from
Datastream (period since 1950, ‘USPOP24Y’ for the 20-24 year old agents,
‘USPOP29Y’ for the 25-29, ‘USPOP44Y’ for the 40-44 and ‘USPOP49Y’ for the
45-49). Data for the period before 1950 are directly from the US Census Bureau.28
Annual quotes of real per capita consumption (1929 to 2013) are derived from
the sum of the personal consumption expenditures on non-durables and services of
the Bureau of Economic Analysis which are two subgroups of the US total personal
consumption expenditures (Tables 2.3.5. ‘personal consumption expenditures by
major type of product’ and ‘2.3.4. price indexes for personal consumption expen-
ditures by major type of product’).29 The total US population is drawn from the
sources described above (the corresponding datastream code is ‘USPOPTO.’). For
periods before 1929 we use the series of real per capita total consumption collected
by Barro and Ursua (2008). This series ranges from 1834 to 2009 and is available
from the net.30 To join the sum of non-durables and services specific consumption
measures with the data of Barro and Ursua we regress the sum of both BAE series
(coBEAt ) on a constant and the series of Barro and Ursua (co
BU
t ) in the overlapping
sample (1929-2009) and estimate the pre-1929 data from the latter source. The
estimated regression is coBEAt = 2.932 + 1.012co
BU
t + νˆt with a R
2 of 0.998.
For information regarding the measurement of the share of firms paying tradi-
tional dividends the reader may consider Kim and Park (2013).
25http://www.hec.unil.ch/agoyal/
26http://www.federalreserve.gov/releases/h15/data.htm
27http://www.econ.yale.edu/~shiller/data.htm
28http://www.census.gov/popest/archives/pre-1980/PE-11.html
29http://www.bea.gov/itable/index.cfm
30http://scholar.harvard.edu/barro/publications/macroeconomic-crises-1870-bpea
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1.B Particle filtering
The state space model of the price-to-dividend ratio in (1.7) and (1.8) is highly
nonlinear in the parameters, and the maximization of the corresponding log-
likelihood function is not tractable analytically. Using Monte Carlo approximation
techniques it becomes possible to derive an approximative log-likelihood value by
means of particle filtering. We apply the standard particle filter described in Cappe´
et al. (2007) (Algorithm 3, bootstrap filter) and an optimization technique based
on the simplex search method of Lagarias, Reeds, Wright and Wright (1998) for
parameter estimation that does not depend on the gradient of the log-likelihood
function. The particle filtering algorithm, specific for the state space model
provided in Section 1.2, involves the following steps:
Step (1): Initialization (t=1). Sample N particles η˜(i)
1
∼ N(η˜0, σ
2
u), i=1,...,N and
determine importance weights and normalized weights, respectively, as
w
(i)
1 =
1√
2πσ2ǫ
exp
(
−
1
2
(
ǫ
(i)
1 /σǫ
)2)
and w
(i)
1 =
w
(i)
1∑N
i=1w
(i)
1
.
Step (2): Iteration (t=2,...,T).
1. Select N particles according to weights w
(i)
t−1. Set accordingly η˜
(i)
t−1 = η˜
(i)
t−1
(resampling)
2. For all particles draw
η˜(i)
t
∼ N(η˜
(i)
t−1, σ
2
u), i = 1, ..., N,
and determine raw and normalized weights, respectively, as
w
(i)
t =
1√
2πσ2ǫ
exp
(
−
1
2
(
ǫ
(i)
t /σǫ
)2)
and w
(i)
t =
w
(i)
t∑N
i=1w
(i)
t
.
3. go back to step ‘1’.
Averaging over non-normalized weights w
(i)
t yields estimates of the contribution
of ǫt to the Gaussian likelihood function, while averaging over draws η˜
(i)
t , i.e.,
ˆ˜ηt =
1
N
∑N
i=1 η˜
(i)
t , results in estimates of η˜t, for t = 1, ..., T .
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So-called systematic resampling is used to compute uniformly distributed ran-
dom numbers to implement the resampling step. This technique is described in
Robert and Casella (2005). Doucet and Johansen (2009) argue that such a tech-
nique reduces the noise introduced by resampling, and it is commonly employed in
the related literature.
1.C Approximation errors
(i.) Approximation Et[ρt+i]≈ρt: Based on the empirical observations in Sec-
tion 1.2 it becomes reasonable to assume ηt, and also η˜t, to follow a random
walk. To derive in (1.4), a function of returns rt+1 which is linear in ηt, we
apply a first order Taylor approximation based on ρt ≡ 1/(1 + exp(−η˜t)). In
consequence, ρt is concave in η˜t and therefore Et(ρt+i) ≤ ρt by Jensen’s in-
equality. However, as displayed in the upper panel of Figure 1.9 the function
ρt ≡ 1/(1 + exp(−η˜t)) is approximately linear in the domain of η˜t ∈ [2.8, 4.1]
that is the range of the estimate of η˜t displayed in Figure 1.3.
To evaluate the degree of concaveness of ρt ≡ 1/(1 + exp(−η˜t)) and
the impact of the approximation error we compute the difference be-
tween bρ(η˜1t ) + (1 − b)ρ(η˜
2
t ) and ρ(bη˜
1
t + (1 − b)η˜
2
t ) for any b ∈ [0, 1] and
η˜1t , η˜
2
t ∈ [2.8, 4.1]. The maximal error is 0.0061 in absolute terms and, thus,
relatively small.
(ii.) Approximation Et[κt+i]≈κt: In the first order Taylor expansion κt
is determined as κt ≡ − ln(ρt)− (1− ρt) ln(1/ρt − 1). Thus, κt is also
concave in ρt and Et[κt+i] ≤ κt by Jensen’s inequality. In the relevant
domain of ρt ∈ [0.943, 0.984] which is directly implied by η˜t ∈ [2.8, 4.1]
κt = − ln(ρ) − (1 − ρ) ln(1/ρ − 1) is approximately linear as displayed
in the middle panel of Figure 1.9. The maximal difference between
bκ(ρ1t ) + (1 − b)κ(ρ
2
t ) and κ(bρ
1
t + (1 − b)ρ
2
t ) for any b ∈ [0, 1] and
ρ1t , ρ
2
t ∈ [0.943, 0.984] is 0.0064 in absolute terms and relatively small. Thus,
the approximation error in Et[κt+i]≈κt is negligible.
(iii.) Approximation Et[ρt+iηt+i+1] ≈ Et[ρt+i]Et[ηt+i+1]: To evaluate the mag-
nitude of the error implied by this approximation we perform a simulation
study. The parameter estimations η˜0 = 2.892 and σu = 0.059 from Ta-
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ble 1.2 are applied to simulate the process η˜t = η˜t−1 + ut as a random walk,
for t = 1, . . . , T . To reflect the range of the empirical PtDR we bound the
random walk by the minimum (2.288) and the maximum of the this mea-
sure (4.495). The innovations ut are generated as N(0, σu). The process of
ρt = 1/(1 + exp(−η˜t)) is simulated subsequently. Moreover, we separate the
dataset into t = 1, . . . , T1, T1 + 1, . . . , T and neglect the first T1 observations
as initialization period. To simulate ηt we add a first order moving average
process, obtaining
ηt = η˜t + γξt−1 + ξt. (1.15)
The moving average specification for ξt accounts for correlation of leads and
lags. The parameter γ and the standard deviation of ξt are estimated based
on our empirical data (γ = 0.726 and σξ = 0.188). We draw innovations ξt
from N(0, σξ).
To approximate Et[ρt+iηt+i+1] we define ψt = ρtηt+1 and forecast at each point
in time t ψˆt+i by means of estimated AR(10) processes, for i = 1, . . . , H .
With regard to Et[ρt+i]Et[ηt+i+1] we estimate AR(10) processes for each series
separately and determine at each point in time t the corresponding forecasts
ρˆt+i and ηˆt+i+1, for i = 1, . . .H . To estimate all AR(10) models we separate
the dataset as t = T1 + 1, . . . , T2, T2 + 1, . . . , T and apply a recursive window
starting with the first T2−T1 observations. Thus, in total we are left with T −
T1−T2 periods for which we compute H forecasts. If the approximation error
implied by setting Et[ρt+iηt+i+1] ≈ Et[ρt+i]Et[ηt+i+1] is small, the product of
the two separate forecasts ρˆt+i and ηˆt+i+1 should come close to the forecast
ψˆt+i.
This procedure is repeated R times and calculations are stored at each point
in time t as ψˆr,t+i, ρˆr,t+i and ηˆr,t+i+1, for r = 1, . . . , R and i = 1, . . . , H . To
determine the approximation error of interest we use the following statistic
Ω¯i =
1
R(T − T1 − T2)
R∑
r=1
T∑
t=T2+1
Ωr,t+i, for i = 1, 2, . . . , H, (1.16)
where
Ωr,t+i =
|dfr,t+i|
ψˆr,t+i
, (1.17)
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with
|dfr,t+i| = |ψˆr,t+i − ρˆr,t+iηˆr,t+i+1|. (1.18)
We set R = 1000, T = 2000, T1 = 500, T2 = 500 and H = 100. The lower
panel of Figure 1.9 displays Ω¯i, for i = 1, . . . , 100. With increasing forecasting
horizons the average approximation error converges. It reaches not more than
1% for the 100-step ahead forecasting. As a result, the magnitude of this error
is rather small.
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Figure 1.9: Evaluation of approximations The upper panel displays ρt ≡ 1/(1 +
exp(−η˜t)) for η˜t ∈ [2.8, 4.1] and the middle panel κ(ρt) ≡ − ln(ρt) − (1 − ρt) ln(1/ρt − 1)
for ρt ∈ [0.943, 0.984]. The lower panel indicates the approximation error (Ω¯i) from
Et[ρt+iηt+i+1] ≈ Et[ρt+i]Et[ηt+i+1] for alternative forecast horizons i = 1, . . . , 100.
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Paper 2
Dimensions of macroeconomic uncertainty:
A common factor analysis∗
Steffen Henzel and Malte Rengel
Abstract. Uncertainty about the future course of the economy is a potential
driver of aggregate fluctuations. To identify the distinct dimensions of
uncertainty in the macroeconomy, we construct a large dataset covering all
types of economic uncertainty. We then identify two fundamental factors
which account for the common dynamics in this dataset. These factors
are interpreted as macroeconomic uncertainty. The first factor captures
business cycle uncertainty, while the second factor is identified as oil and
commodity price uncertainty. While both types of uncertainty generate a
decline in output, surprise increases in oil and commodity price uncertainty
are more important for fluctuations in real activity.
2.1 Introduction
Uncertainty about the future course of the economy is identified as a potential
driving force of business cycle fluctuations by recent research (see Bloom; 2009;
Alexopoulos and Cohen; 2009; Knotek II and Khan; 2011; Bachmann, Elstner and
Sims; 2013, among others). However, many different dimensions of uncertainty are
considered in the economic literature.1 In fact, time-varying uncertainty surrounds
the movements of almost all macroeconomic variables (Gonc¸alves and Kilian; 2004).
Thus, policy makers and researchers face the challenge of monitoring and disentan-
gling the distinct types of uncertainty in the macroeconomy.
∗ Different versions of this paper are available as ‘Dimensions of macroeconomic uncertainty: A
common factor analysis’, Ifo Working Paper No. 167, 2013 and CESifo Working Paper No. 4991,
2014. The first version of the paper circulated under the title ‘Common uncertainty factors’.
1 Among many others, Friedman (1977) and Ball (1992) discuss the effects of inflation uncertainty.
Furthermore, Ramey and Ramey (1995) and Grier and Perry (2000) are concerned with the effects
of production uncertainty. Born and Pfeifer (2014), Ferna´ndez-Villaverde, Guerro´n-Quintana,
Kuester and Rubio-Ramı´rez (2013) and Baker, Bloom and Davis (2013) model policy uncertainty.
Oil price uncertainty is analyzed by, for instance, Elder and Serletis (2010).
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In this paper, we provide an empirical justification for the number of fundamen-
tal second moment shocks that affect macroeconomic dynamics and interpret these
shocks economically. We analyze a large dataset as in Giannone, Reichlin and Sala
(2004) which consists of 164 individual uncertainty measures covering all types of
economic uncertainty. Using a dynamic factor model, we identify the common fun-
damental factors that have an impact on these uncertainty measures and interpret
them as distinct types of macroeconomic uncertainty.2 This definition of macroeco-
nomic uncertainty is similar to Jurado et al. (2014) who independently proposed a
factor based approach to measure uncertainty. However, Jurado et al. (2014) focus
on the factor with the largest explanatory power, whereas the identification and
disentanglement of distinct fundamental types of macroeconomic uncertainty is at
the core of our study.
A large body of literature on factor models documents that there are only a
handful of fundamental first moment shocks which are relevant for explaining the
business cycle (see Sargent and Sims; 1977; Forni and Reichlin; 1998; Stock and
Watson; 2002; Giannone et al.; 2004, among others). Since the number of fun-
damental shocks contained in a factor model is typically much smaller than the
number of variables in the dataset, factor models provide a justification for the
modeling strategy underlying modern business cycle models. Recent studies en-
hance business cycle models with shocks to second moments and analyze their role
for business cycle fluctuations, for instance, during the recent global financial cri-
sis (Gilchrist, Sim and Zakraj˘sek; 2014; Born and Pfeifer; 2014; Arellano, Bai and
Kehoe; 2012; Ferna´ndez-Villaverde, Guerro´n-Quintana, Rubio-Ramı´rez and Uribe;
2011; Basu and Bundick; 2012; Bloom, Floetotto, Jaimovich, Saporta-Eksten and
Terry; 2012; Schaal; 2012; Bachmann and Bayer; 2013). Our study contributes by
providing guidance how many shocks to the second moments are important for the
fluctuations of uncertainty at the macroeconomic level.
Our results provide evidence that macroeconomic uncertainty in the US econ-
omy is driven by two fundamental shocks. We document that the first fundamental
shock triggers uncertainty associated with demand related variables such as ag-
gregate production and capacity utilization. Thus, we identify the corresponding
factor as ‘business cycle uncertainty’. The second fundamental shock mainly affects
uncertainty associated with supply related variables such as oil and commodity
prices, and we interpret the related factor as ‘oil and commodity price uncertainty’.
Moreover, we show that the indicators of business cycle uncertainty and oil and
2 It is worthwhile to notice that macroeconomic uncertainty relates to aggregate shocks, as opposed
to idiosyncratic (e.g., firm-specific) uncertainty which results from the dispersion of idiosyncratic
shocks, which themselves average out over many units (e.g., firms).
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commodity price uncertainty, which we obtain from the factor approach, peak at
business cycle and oil-market related events, respectively. We document that the
factor-based measure of Jurado et al. (2014) combines both types of macroeconomic
uncertainty. Moreover, we diagnose non-negligible differences between our measures
of macroeconomic uncertainty and measures of financial market uncertainty which
are often used as a proxy for aggregate economic uncertainty (Bloom; 2009; Basu
and Bundick; 2012; Gilchrist et al.; 2014, among others). We demonstrate that
uncertainty about economic policy, as put forward by Baker et al. (2013), is closely
related to business cycle uncertainty, but not to oil and commodity price uncer-
tainty.
Impulse response analyses reveal that both types of macroeconomic uncertainty
generate a drop in real activity, i.e., both types of macroeconomic uncertainty are
countercyclical. However, both types of uncertainty have distinct quantitative im-
plications for real activity. While the decline following a surprise increase in business
cycle uncertainty is not very pronounced, we document a larger and more persis-
tent effect for oil and commodity price uncertainty. Such a finding suggests that
unforeseen shifts in oil and commodity price uncertainty are more important for
business cycle fluctuations than those in business cycle uncertainty.
The remainder of the paper is structured as follows. In Section 2.2, we introduce
the dataset and Section 2.3 explains how we measure macroeconomic uncertainty
by means of a dynamic factor model. The number of fundamental uncertainty
factors is analyzed in Section 2.4, where we also give an interpretation of the fac-
tors and provide a comparison to alternative uncertainty measures. Subsequently,
we analyze how macroeconomic uncertainty relates to economic activity. The pa-
per concludes in Section 2.5. An appendix contains technical descriptions of the
estimation procedures and several robustness analyses.
2.2 The dataset
We use a large-scale monthly dataset as in Giannone et al. (2004) which is commonly
used to describe the development of the US economy over the business cycle (see also
Stock andWatson; 2002). The data is split into 14 categories: industrial production,
capacity utilization, employment, sales and consumption, housing and construction,
inventories, new and unfilled orders, financial variables, interest rates, monetary
variables, prices, wages, merchandise ex- and imports and business outlook. Our
analysis is based on data covering the period 1970M1 to 2011M4. During this
period, the Federal Reserve has undertaken a number of unconventional policy
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measures (‘quantitative easing’) leading to severe outliers in monetary aggregates
distorting the estimation of uncertainty later on. Hence, we exclude the monetary
base (series 117, Table 2.3 in Appendix 2.A), the depository institutions reserves
(series 118-119) and the loans and securities at all commercial banks (series 125).
Moreover, consistent data for the commercial paper outstanding (series 104), the
delinquency rate on bank-held consumer installment loans (series 126), and the
index of sensitivity materials prices (series 132) are not available. This leaves us
with N = 164 variables which are transformed to achieve stationarity. A detailed
list of single series and a description of the transformations are provided in Table 2.3
in Appendix 2.A.
2.3 Measuring macroeconomic uncertainty
2.3.1 Individual uncertainty measures
In the following, we define macroeconomic uncertainty as the common movement of
time-varying uncertainty surrounding the dynamics of a broad range of variables.
To measure macroeconomic uncertainty, it is necessary to measure latent variable
specific uncertainty first. For this purpose, we rely on the time series dimension of
individual economic variables since a direct measure of uncertainty is not available.
We consider a data driven filter to approximate the conditional volatility which is
known as the RiskMetrics procedure (Morgan; 1996).3
An alternative time series based measure of uncertainty is the conditional volatil-
ity of GARCH models which can be interpreted as (in-sample) forecast uncertainty
(see Baillie, Chung and Tieslau; 1996; Grier and Perry; 1998; Lahiri and Sheng;
2010; Grimme, Henzel and Wieland; 2014, among others). Moreover, stochastic
volatility (SV) models are frequently used since they involve an additional inde-
pendent shock to the time-varying second moment of a process which itself has an
economic interpretation (see Ferna´ndez-Villaverde and Rubio-Ramı´rez; 2010; Born
and Pfeifer; 2014; Jurado et al.; 2014, for a discussion). However, the calculation
3 Measures of conditional volatility have the advantage that they are not affected by time-varying
risk aversion as opposed to observable indicators of financial market risk such as the option-based
CBOE implied volatility index (VXO) (see Bekaert, Hoerova and Lo Duca; 2013, for a discussion).
Alternatively, the literature discusses several measures of uncertainty relying on the cross sectional
dimension of data. Examples are the dispersion of forecasts collected in surveys or the average
standard deviation of subjective probability distributions, for instance, polled in the Survey of
Professional Forecasters (see Zarnowitz and Lambros; 1987; Giordani and So¨derlind; 2003; Rich
and Tracy; 2010, among others). However, surveys are limited to selected variables such as GDP,
GDP deflator, and CPI inflation and, thus, these approaches are not suited to measure general
macroeconomic uncertainty.
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of GARCH and SV measures necessitates an explicit formulation of a (parametric)
data generating process for the conditional volatility. To meet the specific require-
ments of a certain variable, innumerable extensions of the basic GARCH and SV
model would have be considered. To provide a transparent measurement for our
multitude of time series, we consider the data driven RiskMetrics filter to approx-
imate the conditional volatility which is a robust alternative to GARCH and SV
models. The objective is to calculate an exponentially weighted moving average of
the squared (in-sample) forecast errors of an appropriately defined forecast model.
We follow Stock and Watson (2002), who forecast each variable of interest yt by
means of a single-equation autoregressive model augmented with predictions of a
vector of common factors gˆt+1|t which summarizes the dynamics of a large cross
section of variables. This forecast equation is formalized as4
yt+1 = α0 +
∑M
j=1 α
′
j gˆt−j+2|t−j+1 +
∑P
j=1 βjyt−j+1 + et+1. (2.1)
The (in-sample) forecast error is given by et+1. Adding factors ensures that pre-
dictions are based on a large information set which prevents an overestimation of
the uncertainty surrounding the forecast (see Jurado et al.; 2014, for a similar ar-
gument). Estimates of the factors are obtained from a parametric dynamic factor
model. The specification of the dynamic factor model follows common practice
in the forecasting literature (see, for instance, Kose, Otrok and Whiteman; 2003;
Ban´bura, Giannone and Reichlin; 2011) and reads as
Yt = Λgt + ζt (2.2)
gt = Ψ(L)gt−1 + εt, (2.3)
where Yt is of dimension N × 1 and collects the variables in our information set.
The factors are collected in the vector gt, and Λ is a conformable matrix of factor
loadings. Idiosyncratic movements are captured by ζt. The factors follow a simple
vector autoregression with innovations εt. We estimate the model with the quasi
maximum likelihood procedure proposed by Doz, Giannone and Reichlin (2012),
i.e., we apply an expectation maximization (EM) algorithm combined with Kalman
filtering and smoothing.5 Once the model parameters are estimated using full sam-
ple information, the filtered factors gˆt+1|t employed in (2.1) are obtained from the
4 To simplify the notation, we suppress the variable specific index i, for i = 1, . . . , N , in univariate
equations in the following. In (2.1), examples are variables yi,t, parameters α0,i and lag orders
Mi.
5 A detailed description of the estimation procedure is provided in Appendix 2.B.
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Kalman prediction step which processes only information available up to period t.6
During estimation we set the number of factors in (2.2) to 12 as indicated by the
information criteria of Bai and Ng (2002). The lag polynomial Ψ(L) contains four
lags. The number of factors r subsequently employed in the forecast equation (2.1)
and the lag orders M and P are determined for each variable by means of the BIC
in the range of 0 ≤ r ≤ 12, 1 ≤ M ≤ 4 and 1 ≤ P ≤ 6, respectively. Based on an
initial sample beginning in 1968M6, we obtain T = 496 (in-sample) forecast errors
for each of the 164 variables in our dataset covering the period 1970M1 to 2011M4.
The time-varying uncertainty σ2t for each individual series follows
σ2t = φσ
2
t−1 + (1− φ)e
2
t−1. (2.4)
As before, et denotes the one-step ahead forecast error from (2.1). We
implement the RiskMetrics procedure by rewriting (2.4) as an infinite sum
σ2t = (1− φ)
∑∞
h=1 φ
h−1e2t−h, which, in practice, is truncated at t − 1. To avoid
distortions of the uncertainty measure at the beginning of the sample, we apply the
adjustment factor 1/(1 − φt) as proposed by Andersen, Bollerslev, Christoffersen
and Diebold (2006). The decay parameter φ in (2.4) governs the smoothness of the
variance process.7 The thin black lines in Figure 2.1 show the resulting uncertainty
measures associated with industrial production (IP) and consumer price inflation
(CPI), respectively.
Before we proceed with the measurement of macroeconomic uncertainty, we verify
whether the uncertainty measures for IP and CPI from the RiskMetrics approach
are consistent with a measure obtained from the estimated parametric SV model
et = exp(log(σ
2
t,SV )/2)ϑt, (2.5)
log(σ2t,SV ) = γ0 + γ1 log(σ
2
t−1,SV ) + ωνt. (2.6)
The logarithmic conditional variance in (2.6) is modeled as a first-order autoregres-
sive process. The innovations ϑt and νt are both N(0, 1) distributed and mutually
6 In this in-sample framework, the parameters of the factor model and the forecast equation (2.1)
are estimated using full sample information and, thus, the parameter uncertainty tends to be
underestimated. Recursive estimation would solve the problem but a substantial part of the
sample has to be reserved to initialize the estimation of the factor model in (2.2) and (2.3).
In a robustness analysis in Appendix 2.H.2, we apply observations form the first five years to
initialize recursive model estimates, and demonstrate that, for the remaining years, the measure
of macroeconomic uncertainty derived below is almost unaffected by using either in-sample or
out-of-sample forecast errors.
7 We set φ = 0.7 implying a half-life period of the innovation et of approximately two months. As
proposed by Morgan (1996), we use the same value for φ for all series in the considered dataset.
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Figure 2.1: RiskMetrics and SV measures Panels display SV measures (bold gray lines)
and RiskMetrics measures (thin black lines). To facilitate comparability both measures are
demeaned and standarized.
independent. We estimate the model using a maximum likelihood approach. Due
to the non-linearity of the model, we simulate the likelihood function by means of
the efficient importance sampler (EIS) (Liesenfeld and Richard; 2003). Given the
parameter estimates, we use efficient importance sampling to obtain the filtered
variance estimates. The bold gray lines in Figure 2.1 display the resulting series.
SV and RiskMetrics measures co-move closely and their correlation amounts to 0.84
(IP), and 0.98 (CPI), respectively. In summary, individual uncertainty measures
are largely unaffected by the procedure used to filter the variance. The RiskMetrics
approach appears to be a simple but admissible method to evaluate the uncertainty
surrounding each of the 164 variables in a data-driven, transparent and robust
manner.
2.3.2 Measures of macroeconomic uncertainty
To identify the common dynamics of the individual uncertainty measures, which we
interpret as macroeconomic uncertainty, we estimate a factor model similar to that
used in Section 2.3.1
Xt = λft + ξt, (2.7)
ft = ψ(L)ft−1 + ǫt. (2.8)
The standardized individual uncertainty measures are collected in the data vector
Xt = (log(σ1,t), . . . , log(σN,t))
′. We take the logarithmic square root of σ2i,t to allow
factors to adopt negative values. Macroeconomic uncertainty is assessed by means
of the k-dimensional vector of fundamental factors ft which is responsible for the
common dynamics of the individual uncertainty measures. The latter is summarized
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by means of the common component χt = λft. The remaining unexplained part
of Xt is governed by the idiosyncratic component ξt which is allowed to be weakly
cross sectionally and serially correlated (‘approximate dynamic factor model’). Doz
et al. (2012) show that the unobserved factors ft of an approximate dynamic factor
model are estimated consistently if N and T become large even if cross sectional and
serial correlation of the idiosyncratic components is not modeled explicitly.8 The
factors in (2.8) follow an autoregressive process where the innovations ǫt can be
decomposed into ǫt = Rut. The k-dimensional vector ut contains orthogonal shocks
and R is a k × k conformable matrix. We assume that the number of shocks ut is
identical to the number of common factors k, i.e., ft follows a vector autoregression
(e.g., Kose et al.; 2003). Later on we make use of this model structure to identify
and interpret each of the orthogonal shocks and the common factors separately.
Since k ≪ N , the number of fundamental shocks k identifies the reduced dimension
of the dataset.
As in Section 2.3.1, we estimate the model (2.7) to (2.8) using the method of Doz
et al. (2012). The lag order of ψ(L) is set to six which is sufficient to capture the
dynamics of the data.
2.4 Estimation results
2.4.1 The number of common uncertainty factors
In the following, we aim at disclosing the number of fundamental factors which
have an impact on a broad range of the individual uncertainty measures. First,
we consider the explained variance proportion (R2) of the estimated factor model
in (2.7) and (2.8) for the aggregate dataset of uncertainty measures which results
for distinct numbers of dynamic factors k. The model with one factor explains 18%
of the variation. The gain in explained variance by adding a second factor is 8%
while the third factor adds about 6%, and the fourth factor adds 4%. In summary,
the gain of an additional factor decreases relatively fast suggesting not more than
four common factors.
In Figure 2.2, we display the explained variance proportion (R2) for each indi-
vidual uncertainty measure. In the upper panel, gray bars indicate the R2 when
k = 1. In this specification the common component has explanatory power mainly
8 As a robustness analysis, we allow the idiosyncratic processes to follow a first order autoregres-
sive process (Ban´bura and Modugno; 2012). The pairwise correlations of the factors from this
generalized model and from our baseline model are all greater than 0.98.
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for the uncertainty associated with most production variables, capacity utilization
and some employment variables. However, the explanatory power for other un-
certainty measures, especially those of most price variables, is relatively low. One
factor appears to be insufficient to capture the common dynamics of uncertainty.
Consequently, we introduce a second fundamental factor and calculate the individ-
ual R2 for this model specification which is represented by the crossed line in the
upper panel of Figure 2.2. As a result, the variance proportion which is explained
by the common component improves for a broad range of uncertainty variables.
In particular, the R2 increases for many price related uncertainty measures. In
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Individual uncertainty measures
Figure 2.2: Explained variance proportions for distinct numbers of factors The
upper panel displays on the y-axis the respective proportion of the explained variance for
k = 1 (gray bars) and k = 2 (crossed line). The lower panel documents the explained
variance shares for k = 2 (gray bars) and k = 3 (crossed line). The x-axis corresponds to
individual uncertainty measures in the same order as in Table 2.3 in Appendix 2.A. They are
grouped into the following categories: IP (1-21, industrial production), CU (22-31, capacity
utilization), EM (32-63, employment), S (64-67, sales), C (68-72, consumption), CO (73-80,
housing and construction), IN (81-87, inventories), NO (88-95, new and unfilled orders), FI
(96-104, financial variables), IR (105-113, interest rates), M (114-126, monetary variables),
P (127-151, prices), W (152-158, wages), EX (159-161, merchandise ex- and imports), BO
(162-167, business outlook).
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the lower panel of Figure 2.2, we display the effect of adding a third factor to the
model. An improvement in terms of R2 appears only for a rather narrow group of
individual measures of uncertainty surrounding short-term interest rates (variables
105 to 108). Since the third factor does not add much to the common dynamics,
we conclude that it does not represent macroeconomic uncertainty. The number of
common factors appears to be two.
Two common factors explain a large fraction of the variation in uncertainty
associated with important business cycle variables such as industrial production
(R2 = 0.64), industrial production in manufacturing (R2 = 0.65), capacity utiliza-
tion (R2 = 0.59), employment in manufacturing (R2 = 0.57), and consumer prices
(R2 = 0.75).9 To put these numbers in perspective, note that our data are monthly
and the noise component accounts for roughly one third of the total variance.10
In Appendix 2.C, we provide more formal tests for the number of common fac-
tors. Some caution is however warranted since the factors are themselves subject to
estimation error which makes the testing problem non-standard. As a result con-
ventional tests might have problems in correctly determining the number of factors
in our dataset. In summary, information criteria do not provide a unique indication
of the precise number of factors, however they support the notion that this number
ranges around two. Thus, we proceed the analysis using two common factors.11
2.4.2 The distinct types of macroeconomic uncertainty
To interpret the two fundamental shocks ut that govern the common dynamics of
economic uncertainty, we study the response of the individual uncertainty measures
to each of these shocks. The factors have the moving average representation
ft = [Ik − ψ(L)L]
−1Rut. (2.9)
It follows that the impulse response function of the common component χt = λft is
χ
t = λ[Ik − ψ(L)L]
−1Rut, (2.10)
= B(L)ut. (2.11)
9 A complete list of the results is provided in Table 2.3 in Appendix 2.A.
10To obtain this number, we estimate the spectral density of each series and calculate the average
contribution to the total variance of the frequencies smaller than 18 months. These frequencies
are usually attributed to the noise component of a time series in the business cycle literature (see,
for instance, the seminal work of Burns and Mitchell; 1946).
11 In a robustness exercise in Appendix 2.H.3, we show that our main results do not change if a
factor model with three common factors is applied.
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Given a rotation matrix H , with HH ′ = Ik, the common component can be rewrit-
ten as χt = C(L)vt, where C(L) = B(L)H and vt = H
′ut. However, there is an
infinite number of rotation matrices H and the impulse response function is, in
general, not identified. As proposed by Giannone et al. (2004), we solve the identi-
fication problem by selecting the rotation matrix H such that the target function
g(H) =
∑
i∈D
∑∞
l=0(c
l
i1)
2∑
i∈D
∑∞
l=0(c
l
i1)
2 +
∑
i∈D
∑∞
l=0(c
l
i2)
2
(2.12)
is maximized. This target function is based on a forecast error variance decompo-
sition. The item clij denotes the response of the individual uncertainty measure i
to innovation j (for j = 1, 2) after l periods. The selection vector D determines a
subset of uncertainty measures which enters the target function. The denominator
is the forecast error variance of the selected uncertainty measures which is explained
by the two shocks jointly. In the baseline specification, we identify the first shock
such that its explanatory power for uncertainty surrounding all production related
variables is maximized, i.e., D determines all uncertainty measures related to output
(series 1 to 31). The identification strategy reflects the idea that the model should
at least be able to capture fluctuations in production uncertainty. The second shock
is unrestricted.
To quantify the relative importance of each fundamental shock for individual un-
certainty measures, we perform a forecast error variance decomposition. Results for
the 12-month horizon are reported in the columns labeled shock 1 and 2 in Table 2.3
in Appendix 2.A. Moreover, we use impulse responses to asses the sign (and the
significance) of the response of individual uncertainty measures to a positive one
unit shock. Dynamic responses to the first fundamental shock are displayed in the
left hand sided column of Figures 2.3 and 2.4, respectively. Responses to the second
fundamental shock are depicted in the corresponding right hand sided columns.12
12Confidence intervals are obtained from a bootstrap procedure which is outlined in Appendix 2.D.
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Figure 2.3: Impulse responses of individual uncertainty measures (1) Responses
to the first fundamental shock (u1,t, left column) and to the second fundamental shock
(u2,t, right column) are indicated by the bold lines. Shaded areas display bootstrapped 90%
confidence intervals.
54
2.4 Estimation results
Response to shock 1 Response to shock 2
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Figure 2.4: Impulse responses of individual uncertainty measures (2) For further
notes see Figure 2.3.
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From the forecast error variance decomposition, we confirm that the first funda-
mental shock is important for fluctuations of uncertainty associated with aggregate
production, capacity utilization, and aggregate employment. Moreover, uncertainty
related to important business cycle indicators such as sales, consumption, invento-
ries, and new orders as well as exports and imports is captured in most cases by
shock 1. This surprise innovation also explains a major fraction of fluctuations in
stock market uncertainty. Moreover, this shock is an important driver of uncer-
tainty related to the federal funds rate as well as for uncertainty surrounding assets
which in general carry little risk such as treasuries. The results for the distinct
inflation uncertainty measures are less unambiguous. Shock 1 explains uncertainty
about core inflation, which is also closely linked to aggregate demand, while it does
not contribute to uncertainty about other price variables related to (unprocessed)
input goods such as commodities. The first shock also governs uncertainty about
hourly earnings.
The impulse responses in Figure 2.3 and 2.4 show that the first shock precedes a
significant increase of uncertainty surrounding variables which bear a close relation
to the business cycle, whereas it is not followed by an increase in uncertainty related
to utility production and the nominal effective exchange rate. Moreover, Figure 2.4
confirms that shock 1 is followed by a rise in uncertainty related to core inflation
(CPI less food and energy), while there is no significant increase in inflation un-
certainty measures for non-processed goods and non-durable consumption goods,
which comprises mainly gasoline.13 In summary, our results suggest that shock 1
governs uncertainty surrounding variables which determine aggregate demand con-
ditions in an economy and bear a close relation to the business cycle. Thus, we
identify the first fundamental shock as ‘business cycle uncertainty shock’.
In Table 2.3 (Appendix 2.A), we observe that the second fundamental shock is
important for uncertainty surrounding the production of utilities. Shock 2 is also
quantitatively important for uncertainty of all producer prices. Other price variables
which are explained by this shock are consumer prices which reflect energy price
movements such as the CPI for transportation, for commodities, or the PCE deflator
for non-durables. Moreover, shock 2 explains a major fraction of uncertainty related
to the exchange rate which itself is an important determinant of domestic energy
13There are also a number of individual uncertainty measures for which both fundamental shocks
play a role. Notably, 73% (76%) of the common variation in uncertainty surrounding CPI (PCE
deflator) headline inflation is attributable to the second shock, and 27% (24%) are explained by
the first shock. Furthermore, uncertainty related to total loans and securities is governed by both
shocks.
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and import prices.
The impulse responses in the right column of Figure 2.3 confirm that there is
no significant increase of uncertainty associated with most business cycle variables.
The second shock precedes a rise in uncertainty associated with the production of
utilities, and it is followed by higher exchange rate uncertainty. Moreover, Figure 2.4
reveals that the second shock precedes an increase in uncertainty about prices of
unprocessed goods such as oil and commodities. We identify this shock as ‘oil and
commodity price uncertainty shock’.14
In the following, we compare the historical movements of shock 2 to the precau-
tionary oil-market specific demand shock put forward by Kilian (2009). The latter
shock may occur on the oil market when agents develop a precautionary demand for
oil which serves as an insurance against a potential shortfall of oil supply. If shock 2
governs oil and commodity price uncertainty it should be related to the movements
of Kilian’s (2009) precautionary oil demand shock, which is identified using a VAR
framework.15 Figure 2.5 shows that the peaks of both series are highly synchro-
nized which suggests that they reflect the same oil-market specific events. However,
both innovations do not operate in the same direction throughout.16 The economic
interpretation of the oil-market specific demand shock and a shock in oil and com-
modity price uncertainty is different. While an increase in precautionary demand
likely reflects the fear of rising oil prices, uncertainty may also increase when oil and
commodity prices drop. In summary, these results provide further support for our
interpretation of the second shock as oil and commodity price uncertainty shock.
14 In Appendix 2.H.1, we perform an alternative rotation where we identify the second shock as driver
of oil and commodity price uncertainty while the first shock is left unrestricted. The interpretation
of the two fundamental shocks is robust to this change in the identification strategy.
15We have updated the respective shock series until 2011 using the material provided on Lutz Kilian’s
website: http://www-personal.umich.edu/∼lkilian/.
16While, for instance, both series co-move during the Gulf Wars, a large drop in oil-specific demand
is accompanied by a rise in oil and commodity price uncertainty during the global financial crisis.
The sign of the oil-market specific demand shock is, for instance, negative during a recession when
there are expectations about an oil production surplus. During such episodes oil and commodity
price uncertainty typically increases.
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Figure 2.5: The oil price uncertainty shock and an oil-market specific demand
shock The thick black line represents innovations to oil and commodity price uncertainty,
and the crossed thin gray line depicts the oil-market specific demand shock of Kilian (2009).
The correlation among both series is 0.23 and significant at the one percent level. Shaded ar-
eas represent NBER recession dates. To improve the readability, the figure displays quarterly
averages, and the series are standardized.
2.4.3 Indicators of macroeconomic uncertainty
In the following, we use the parametric structure of the dynamic factor model in
(2.7) and (2.8) to derive two indicators of macroeconomic uncertainty. For this pur-
pose we separately identify the k = 2 common factors in ft = (f1,t, f2,t)
′. Since the
factors are latent, we encounter a further identification problem which we solve by
means of a matrix rotation procedure such that the proportion of variance explained
by the first factor is maximized for uncertainty measures associated with output
(series 1 to 31) (see also Kose, Otrok and Prasad; 2012). This procedure is similar
to the rotation approach used in Section 2.4.2, but focuses on the unconditional
variances of uncertainty measures instead of their forecast error variances.17 We
refer to ft as the estimates which are identified by this rotation strategy. Note that
while the fundamental shocks are orthogonal, this is not necessarily the case for
the factors since they follow the VAR process in (2.8). However, when we calculate
the forecast error variance decomposition for the VAR in the rotated factors with
respect to the elements in ut, the first fundamental shock explains 98.4% of the
forecast error variance of the first common factor f1,t twelve months ahead, while
the second fundamental shock explains 94.4% of the variation in f2,t. Thus, our
interpretation of the fundamental shocks carries over to the common factors, and
f1,t is a measure of business cycle uncertainty whereas f2,t provides a measure of oil
17 In Appendix 2.E, we present the details of the rotation strategy that we use to separately identify
the two factors.
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and commodity price uncertainty.
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Figure 2.6: Indicators of macroeconomic uncertainty The upper panel displays busi-
ness cycle uncertainty and the lower panel depicts oil and commodity price uncertainty.
NBER recession dates are indicated by the shaded areas.
Time paths of both indicators of macroeconomic uncertainty are linked to major
events that are commonly associated with economic turmoil.18 In Figure 2.6 the
upper panel displays our indicator of business cycle uncertainty along with impor-
tant business cycle events. NBER dated recessions are indicated by shaded areas.
It is apparent that business cycle uncertainty is countercyclical since it rises dur-
18As discussed in Section 2.3.1, we calculate uncertainty indicators based on real time forecast
errors in Appendix 2.H.2 as a sensitivity analysis. The indicators of macroeconomic uncertainty
are almost unaffected by using either in-sample or out-of-sample forecast errors.
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ing recessions. The indicator of business cycle uncertainty first increases when the
Bretton-Woods system collapsed in 1973. The next extraordinary peak is related
to the bankruptcy of the Franklin National Bank in 1974 which led to a banking
crisis and a period of increased macroeconomic turmoil. Moreover, the indicator
peaks in 1979 when Paul Volcker became chairman of the FED and changed the
conduct of monetary policy. In the period extending from the mid-1980s, business
cycle uncertainty retraces the decline of macroeconomic volatility known as the
‘Great Moderation’. Business cycle uncertainty increases only moderately around
the Black Monday in 1987, while a more pronounced increase is observed during
the Asian crisis, the Russian financial crisis, the hurricane season 2005 (‘Hurricane
Katrina’), and after the bankruptcy of Lehman Brothers in 2008 which preceded
the global financial crisis.
Oil and commodity price uncertainty is displayed in the lower panel of Figure 2.6
along with oil-market specific events and NBER dated recessions. As business cycle
uncertainty, oil and commodity price uncertainty rises during recessions. Peaks
occur in 1973 during the Arabian/Israel War, the Iranian Revolution in 1978/79,
and the Iran/Iraq War in 1980, as well as in 1986 when the oil price dropped
heavily, and during the first Gulf War in 1990/91. Beginning in the mid-1990s, oil
and commodity price uncertainty is characterized by an upward trending pattern
which coincides with a time when the OPEC repeatedly adjusted its quotas. The
indicator rises sharply around 9/11 when changes in the oil production quota were
no longer sufficient to stabilize the oil price. Afterwards, it increases moderately
during the second Gulf War and peaks in the mid-2000s reflecting the decrease
in oil spare capacity in the aftermath of the second Gulf War. At the beginning
of the global financial crisis, the oil price first increased until its sudden decline
accompanied by a peak in oil and commodity price uncertainty.
Several alternative measures have been proposed to investigate the dynamics of
uncertainty in the macroeconomy and its relation to economic activity. A number
of studies use the option-based CBOE implied volatility index (VXO) to measure
uncertainty perceived on financial markets (see, for instance, Bloom; 2009; Basu
and Bundick; 2012). Figure 2.7 compares the VXO and the indicator of business
cycle uncertainty.19 Both series increase around, for instance, the Franklin National
Bank crisis, during the Russian financial crisis, and the recent global financial crisis.
However, the tightness of the relation among both measures varies over time. In
19To obtain a long history of implied stock market volatility, we use Bloom’s (2009) measure which
dates back to 1962.
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particular, the VXO peaks around the Black Monday and the stock market crash
of 2002, while there is virtually no reaction of business cycle uncertainty. The
comparison of the VXO with the indicator of oil and commodity price uncertainty
is provided in the lower panel of Figure 2.7. We also observe that these two measures
are synchronized during certain episodes.
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Figure 2.7: Indicators of macroeconomic uncertainty and the VXO The upper
panel depicts business cycle uncertainty and the lower panel oil and commodity price uncer-
tainty. The crossed (gray) line represents stock market volatility (VXO). To facilitate the
interpretation of the graph, we calculate quarterly averages of the monthly observations and
standardize all series. NBER recession dates are indicated by the shaded areas.
The results of a regression of the VXO on contemporaneous values of business
cycle uncertainty and oil and commodity price uncertainty are reported in the first
row of Table 2.1. Both indicators of macroeconomic uncertainty are significant at
the 5% level which suggests that the VXO reflects, both, business cycle uncertainty
and oil and commodity price uncertainty.
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Z α1 α2 R
2
VXO 0.17∗∗ 0.32∗∗∗ 0.14
SPREAD 0.44∗∗∗ 0.32∗∗∗ 0.32
JLN 0.59∗∗∗ 0.48∗∗∗ 0.62
EPU 0.48∗∗∗ 0.01 0.23
Table 2.1: Regressions of alternative measures on macroeconomc uncertainty For
each alternative measure we run the following regression: Zt = α1f1,t+α2f2,t+ dOct87 + ηt,
where Zt ∈ {V XO, SPREAD, JLN,EPU}. Where VXO denotes the CBOE stock market
volatility index (Bloom; 2009), SPREAD the difference between the 30-year Baa-corporate
bond yield and the 30-year Treasury bond yield, JLN the measure used in Jurado et al.
(2014) and EPU the index of economic policy uncertainty proposed by Baker et al. (2013).
All series are quarterly averages and standardized. Significance at the 1%, 5%, 10% level is
denoted by ∗∗∗,∗∗ ,∗. The regressions contain a dummy for the Black Monday dOct87.
Similarly, credit spreads (SPREAD) have been used to measure the perception of
risk of financial investors (Gilchrist, Yankov and Zakraj˘sek; 2009; Gilchrist and Za-
kraj˘sek; 2012; Bachmann et al.; 2013).20 Table 2.1 documents that the regression
result is similar to that for the VXO. Although financial market uncertainty ap-
pears to be related to macroeconomic uncertainty, it differs in a non-negligible way.
Turmoil on financial markets (e.g., during the ‘Black Monday’) does not necessarily
root in bad economic fundamentals. Another explanation for the differences may be
that the VXO is to a large extent influenced by time-varying risk aversion of finan-
cial investors which is unrelated to economic uncertainty (Bekaert et al.; 2013). In
summary, employing financial market uncertainty as a measure for macroeconomic
uncertainty may be misleading (Jurado et al.; 2014, reach a similar conclusion).
The measure of Jurado et al. (2014) is conceptually close to ours since it defines
macroeconomic uncertainty as the single common factor with the largest explana-
tory power for a large number of individual uncertainty measures. We obtain a
positive regression coefficient with 1% significance in Table 2.1 for both measures
of macroeconomic uncertainty. Our identification strategy allows us to discriminate
two types of uncertainty which are otherwise combined in the factor with the largest
explanatory power.
Baker et al. (2013) propose a measure of economic policy uncertainty (EPU)
which is derived from newspaper references to policy, tax rate and fiscal budget un-
certainty. EPU reflects a specific type of uncertainty relating exclusively to future
policy decisions. The regression results in Table 2.1 reveal a significantly positive
contemporaneous relation to business cycle uncertainty but not to oil and commod-
20The time profiles of alternative uncertainty measures along with the indicators of macroeconomic
uncertainty are provided in Appendix 2.F.
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ity price uncertainty. Given that EPU seems to reflect business cycle uncertainty
only, the comparison confirms our interpretation of the uncertainty factors.21
2.4.4 Macroeconomic uncertainty and real activity
We now turn our attention to the dynamic relation between macroeconomic uncer-
tainty and economic activity. Economic activity and macroeconomic uncertainty
might be highly endogenous (see, for instance, Bachmann and Moscarini; 2012). To
meet this concern we estimate a number of bivariate VARs which consist of one
uncertainty factor fj,t, for j = 1, 2, and one additional variable representing eco-
nomic activity. The use of bivariate VARs is a parsimonious way to model the joint
dynamics of both measures, while controlling for the interrelations among them.
To study the response of real activity, we consider industrial production (IP), ca-
pacity utilization (CU), and average hours worked (Hours).22 These variables enter
in log-levels. We include a linear trend and set the lag length for each VAR to 12
which is sufficient to control for the dynamic history of the variables. The VAR
innovations are orthogonalized by means of a Cholesky decomposition where the
respective uncertainty factor is ordered last. This ordering implies that uncertainty
reacts instantaneously while macroeconomic quantities – which are comparatively
slow-moving – react only after one month to a shock in uncertainty. Moreover, it
ensures that we control for first-moment shocks when we analyze the result of a sur-
prise increase in macroeconomic uncertainty. The size of the shock to uncertainty is
set to obtain an initial increase of macroeconomic uncertainty equal to its observed
average monthly increase during the global financial crisis in the second half of 2008.
Such a target entails that the size of the shock to business cycle uncertainty is 2.8
standard deviations, and the shock to oil and commodity price uncertainty has a
size of 1.6 standard deviations.23
The upper panel of Figure 2.8 collects the impulse responses for a shock to busi-
ness cycle uncertainty. The average monthly increase in business cycle uncertainty
during the financial crisis leads to a drop in production by 0.6% after six months
which is followed by a rebound. A similar path is obtained for capacity utilization
and hours worked which decline by 0.9% and 0.2%, respectively. Our results con-
21As a robustness exercise we also calculate the dynamic response of VXO, SPREAD, JLN, and
EPU to the two fundamental shocks u1,t and u2,t in Appendix 2.G. Since the dynamic relations
are very similar to the contemporaneous ones this exercise further strengthens our results.
22As in Bloom (2009), Bachmann et al. (2013), and Jurado et al. (2014), we focus on the manufac-
turing sector.
23Commonly, the uncertainty shock in VARs is calibrated for rare events like the global financial
crisis, Bloom (2009) and Jurado et al. (2014) consider a four standard deviation shock.
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firm the findings documented in previous studies which argue that macroeconomic
uncertainty generates economic downturns (see, for instance, Bloom; 2009; Bloom
et al.; 2012; Bachmann et al.; 2013).
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Figure 2.8: Impulse response functions for a shock in macroeconomic uncertainty
The upper panel displays the response of industrial production (IP), capacity utilization
(CU), and hours worked (Hours) to a surprise innovation in business cycle uncertainty. The
lower panel displays the response of the same variables to a shock to oil and commodity price
uncertainty. The shock size is chosen to obtain an initial increase of macroeconomic uncer-
tainty equal to its observed average monthly increase in the second half of 2008. Confidence
intervals are derived from the bias adjusted bootstrap procedure proposed by Kilian (1998).
Dark shaded areas indicate ± one standard deviation confidence intervals, light shaded areas
indicate ± two standard deviation confidence intervals.
The lower panel of Figure 2.8 displays the responses to a surprise innovation
in oil and commodity price uncertainty as observed during the global financial
crisis. In this case, we observe a long-lasting decline of IP which is much more
pronounced than for a shock to business cycle uncertainty, IP drops by 1.5% after
about two years. Similarly, capacity utilization drops by 1.3%, and hours worked
drop by -0.4%. Since we calibrate the shock to the average increase during the
global financial crisis, the size of the shock to oil and commodity price uncertainty
is smaller than the shocks to business cycle uncertainty. Nevertheless, the former
precedes a stronger decline in real activity.24
24 In Appendix 2.H.3, we demonstrate that this result also holds when we allow for k = 3 factors
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We conduct several robustness analyses with respect to VAR specifications that
are documented in Appendix 2.H.4. We calculate the impulse response functions of
IP for VAR systems where we choose the lag length for the bivariate VARs by means
of the BIC. We also estimate a version without trend. Moreover, we explore whether
the ordering of the variables has an impact on the impulse responses. Following the
previous literature, we estimate larger VARs consisting of eight variables (Bloom;
2009; Bachmann et al.; 2013; Jurado et al.; 2014). The ordering of the variables
is: IP, employment, Hours, CPI, hourly wages, federal funds rate, macroeconomic
uncertainty, S&P500 stock prices. All measures except for the interest rate and
macroeconomic uncertainty enter in log-levels. In summary, respective results are
qualitatively identical.
We document the shares of the forecast error variance attributable to each type
of macroeconomic uncertainty for distinct forecast horizons in Table 2.2. Increases
in business cycle uncertainty explain at most 1.2% of the fluctuations of IP, for
capacity utilization the largest share is 10.7%, and for hours worked it is 4.6%. In
contrast, up to 21.5% of the fluctuations of IP are attributable to a sudden increase
in oil and commodity price uncertainty, while for CU the ratio is 25.6% and for
hours worked it is 27.2%. In Appendix 2.H.5 we demonstrate that this result also
holds in a VAR containing both types of macroeconomic uncertainty simultaneously.
Moreover, Appendix 2.H.6 documents that using a larger VAR as in Bloom (2009)
does not change these results.
Business cycle Oil and commodity
uncertainty price uncertainty
Horizon IP CU Hours IP CU Hours
12 1.20 3.28 1.22 3.22 3.82 7.22
24 0.90 7.13 3.33 10.18 15.93 20.29
36 0.84 10.33 4.35 16.70 24.75 26.49
60 0.83 10.71 4.65 21.54 25.64 27.23
Table 2.2: Forecast error variance explained by macroeconomic uncertainty This
table presents the share of the forecast error variance (in %) due to business cycle uncertainty
(left hand side panel) and oil and commodity price uncertainty (right hand side panel). The
shares are obtained from bivariate VARs with 12 lags containing one type of macroeconomic
uncertainty and one measure of economic activity.
In summary, our results are in line with the notion that uncertainty generates an
economic downturn. However, our findings suggest that unforeseen increases in the
when estimating the factor model in (2.7) and (2.8).
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factor which we identify as indicator of oil and commodity price uncertainty are
more important for real activity than unforeseen increases in the factor which we
interpret as in the indicator of business cycle uncertainty.
2.5 Conclusions
Economic uncertainty has recently been identified as a potential source of business
cycle fluctuations. However, the movements of almost all measures in an economy
are subject to time-varying uncertainty. As a consequence, numerous individual
uncertainty measures exist. Policy makers and researchers face the challenge of
monitoring and disentangling the distinct types of uncertainty. In this paper, we
disclose the fundamental factors governing the uncertainty about macroeconomic
outcomes by means of a dynamic factor model. We interpret the common dynamics
underlying individual uncertainty measures as macroeconomic uncertainty.
First, we document that only a small number of fundamental factors accounts for
the movements of macroeconomic uncertainty. Our results suggest that two shocks
are responsible for the common dynamics of the individual uncertainty measures,
i.e., the dimension of macroeconomic uncertainty is two. Second, we demonstrate
that the first factor is related to uncertainty surrounding the dynamics of common
business cycle variables and, thus, is interpreted as indicator of ‘business cycle un-
certainty’ while the second factor reflects ‘oil and commodity price uncertainty’.
Third, we analyze how these types of macroeconomic uncertainty relate to alterna-
tive measures applied in the literature. Increases of both types of macroeconomic
uncertainty are accompanied by an increase in financial market uncertainty mea-
sured by means of the VXO or the spread for Baa rated corporate bonds (SPREAD).
However, measures such as the VXO or SPREAD should be interpreted carefully
since they may indicate uncertainty which is unrelated to macroeconomic funda-
mentals. Fourth, economic policy uncertainty as investigates by Baker et al. (2013)
is closely related to business cycle uncertainty but not to oil and commodity price
uncertainty.
In line with the previous literature, we demonstrate that uncertainty is counter-
cyclical. However, both types of macroeconomic uncertainty have distinct quanti-
tative implications for real activity. Business cycle uncertainty generates a short-
lived and not very pronounced decline in output. Our results suggest that the large
swings in business cycle uncertainty are more likely a by-product of recessions than
a cause (see Bachmann and Moscarini; 2012, for a theoretical argument). In con-
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trast, oil and commodity price uncertainty generates a large and persistent drop
in real activity. In summary, time-varying oil and commodity price uncertainty is
more important for fluctuations of real activity than business cycle uncertainty.
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Appendix to Paper 2
2.A Dataset and forecast error variance decomposition for
individual uncertainty measures
Statistics for uncertainty measures
FEVD
Series Transformation R2 Shock 1 Shock 2
Industrial production
1 Index of IP: Total 3 0.64 1.00 0.00
2 Index of IP: Final products and nonindustrial supplies 3 0.51 1.00 0.00
3 Index of IP: Final products 3 0.41 1.00 0.00
4 Index of IP: Consumer goods 3 0.29 1.00 0.00
5 Index of IP: Durable consumer goods 3 0.26 0.98 0.02
6 Index of IP: Nondurable consumer goods 3 0.04 0.90 0.10
7 Index of IP: Business equipment 3 0.38 0.87 0.13
8 Index of IP: Materials 3 0.60 0.98 0.02
9 Index of IP: Materials, nonenergy, durables 3 0.64 0.90 0.10
10 Index of IP: Materials, nonenergy, nondurables 3 0.42 0.54 0.46
11 Index of IP: Mfg 3 0.65 1.00 0.00
12 Index of IP: Mfg, durables 3 0.47 0.99 0.01
13 Index of IP: Mfg, nondurables 3 0.38 0.88 0.12
14 Index of IP: Mining 3 0.28 0.99 0.01
15 Index of IP: Utilities 3 0.13 0.34 0.66
16 Index of IP: Energy, total 3 0.14 0.72 0.28
17 Index of IP: Nonenergy, total 3 0.64 1.00 0.00
18 Index of IP: Motor vehicles and parts (MVP) 3 0.31 1.00 0.00
19 Index of IP: Computers, comm. equip. and semiconductors (CCS) 3 0.10 0.98 0.02
20 Index of IP: Nonenergy excl CCS 3 0.60 1.00 0.00
21 Index of IP: Nonenergy excl CCS and MVP 3 0.49 0.99 0.01
Capacity utilization
22 Capacity utilization: Total 2 0.59 0.99 0.01
23 Capacity utilization: Mfg 2 0.65 0.99 0.01
24 Capacity utilization: Mfg, durables 2 0.50 0.95 0.05
25 Capacity utilization: Mfg, nondurables 2 0.32 0.92 0.08
26 Capacity utilization: Mining 2 0.32 0.97 0.03
27 Capacity utilization: Utilities 2 0.04 0.25 0.75
28 Capacity utilization: Computers, comm. equip. and semiconductors 2 0.10 0.94 0.06
29 Capacity utilization: Mfg excl CCS 2 0.61 0.99 0.01
30 Purchasing managers index (PMI) 3 0.26 1.00 0.00
31 ISM mfg index: Production 3 0.21 0.94 0.06
Employment
32 Index of help-wanted advertising 3 0.15 0.12 0.88
33 No. of unemployed in the civ. Labor force (CLF) 3 0.07 0.69 0.31
34 CLF employed: Total 3 0.06 1.00 0.00
35 CLF employed: Nonagricultural industries 3 0.06 0.93 0.07
36 Mean duration of unemployment 3 0.04 0.73 0.27
37 Persons unemployed less than 5 weeks 3 0.05 0.29 0.71
38 Persons unemployed 5 to 14 weeks 3 0.02 0.42 0.58
39 Persons unemployed 15 to 26 weeks 3 0.06 0.28 0.72
40 Persons unemployed 15+ weeks 3 0.02 0.99 0.01
41 Avg weekly initial claims 3 0.18 0.98 0.02
42 Employment on nonag. payrolls: Total 3 0.42 0.92 0.08
43 Employment on nonag. payrolls: Total private 3 0.51 0.92 0.08
44 Employment on nonag. payrolls: Goods-producing 3 0.64 0.97 0.03
45 Employment on nonag. payrolls: Mining 3 0.19 0.99 0.01
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Statistics for uncertainty measures
FEVD
Series Transformation R2 Shock 1 Shock 2
46 Employment on nonag. payrolls: Construction 3 0.40 0.92 0.08
47 Employment on nonag. payrolls: Manufacturing 3 0.57 0.99 0.01
48 Employment on nonag. payrolls: Manufacturing, durables 3 0.56 0.99 0.01
49 Employment on nonag. payrolls: Manufacturing, nondurables 3 0.30 0.99 0.01
50 Employment on nonag. payrolls: Service-producing 3 0.16 0.99 0.01
51 Employment on nonag. payrolls: Utilities 3 0.09 0.99 0.01
52 Employment on nonag. payrolls: Retail trade 3 0.14 0.97 0.03
53 Employment on nonag. payrolls: Wholesale trade 3 0.15 0.95 0.05
54 Employment on nonag. payrolls: Financial activities 3 0.07 0.22 0.78
55 Employment on nonag. payrolls: Professional and bus. services 3 0.07 0.01 0.99
56 Employment on nonag. payrolls: Education and health services 3 0.12 0.79 0.21
57 Employment on nonag. payrolls: Leisure and hospitality 3 0.02 0.89 0.11
58 Employment on nonag. payrolls: Other services 3 0.08 0.81 0.19
59 Employment on nonag. payrolls: Government 3 0.12 0.99 0.01
60 Avg weekly hrs. of production or nonsupervisory workers 3 0.18 0.67 0.33
61 Avg weekly hrs. of PNW: Mfg 3 0.13 0.85 0.15
62 Avg weekly overtime hrs. of PNW: Mfg 3 0.19 0.97 0.03
63 ISM mfg index: Employment 3 0.22 0.95 0.05
Sales
64 Sales: Mfg and trade-total (mil of chained 96$) 3 0.23 0.98 0.02
65 Sales: Mfg and trade-mfg, total (mil of chained 96$) 3 0.18 0.98 0.02
66 Sales: Mfg and trade-merchant wholesale (mil of chained 96$) 3 0.22 0.95 0.05
67 Sales: Mfg and trade-retail trade (mil of chained 96$) 3 0.19 0.96 0.04
Consumption
68 Personal cons. expenditure: Total (bil chained 96$) 3 0.21 1.00 0.00
69 Personal cons. expenditure: Durables (bil of chained 96$) 3 0.15 0.98 0.02
70 Personal cons. expenditure: Nondurables (bil of chained 96$) 3 0.14 1.00 0.00
71 Personal cons. expenditure: Services (bil of chained 96$) 3 0.28 0.73 0.27
72 Personal cons. expenditure: Durables (bil of chained 96$) 3 0.17 0.99 0.01
Housing and construction
73 Privately-owned housing, started: Total (thous) 3 0.21 0.97 0.03
74 New privately-owned housing authorized: Total (thous) 3 0.31 0.97 0.03
75 New 1-family houses sold: Total (thous) 3 0.04 1.00 0.00
76 New 1-family houses-months supply at current rate 3 0.03 0.88 0.12
77 New 1-family houses for sale at end of period (thous) 3 0.03 0.52 0.48
78 Mobile homes-mfg shipments (thous) 3 0.11 0.33 0.67
79 Construction put in place: Total (mil of 96$) 3 0.17 0.82 0.18
80 Construction put in place: Private (mil of 96$) 3 0.03 0.86 0.14
Inventories
81 Inventories: Mfg, Total (mil of chained 96$) 3 0.13 0.90 0.10
82 Inventories: Mfg (mil of chained 96$) 3 0.09 0.46 0.54
83 Inventories: Mfg, durables (mil of chained 96$) 3 0.03 0.88 0.12
84 Inventories: Mfg, nondurables (mil of chained 96$) 3 0.25 0.58 0.42
85 Inventories: Merchant wholesale (mil of chained 96$) 3 0.21 0.80 0.20
86 Inventories: Retail trade (mil of chained 96$) 3 0.12 0.93 0.07
87 ISM mfg index: Inventories 3 0.15 0.88 0.12
New and unfilled orders
88 ISM mfg index: New orders 3 0.19 0.66 0.34
89 ISM mfg index: Suppliers deliveries 3 0.40 0.96 0.04
90 Mfg new orders: All mfg industries (mil of current $) 3 0.16 0.58 0.42
91 Mfg new orders: Mfg ind. with unfilled orders (mil of current $) 3 0.16 0.01 0.99
92 Mfg new orders: Durables (mil of current $) 3 0.11 0.52 0.48
93 Mfg new orders: Nondurables (mil of current $) 3 0.29 0.16 0.84
94 Mfg new orders: Nondefense capital goods (mil of current $) 3 0.08 0.71 0.29
95 Mfg unfilled orders: All mfg industries (mil of current $) 3 0.06 0.00 1.00
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Statistics for uncertainty measures
FEVD
Series Transformation R2 Shock 1 Shock 2
Financial variables
96 NYSE composite index 3 0.23 0.91 0.09
97 S&P composite index 3 0.23 0.76 0.24
98 S&P P/E ratio 3 0.10 0.10 0.90
99 Nominal effective exchange rate 3 0.16 0.24 0.76
100 Spot Euro/US 3 0.15 0.32 0.68
101 Spot SZ/US 3 0.02 0.38 0.62
102 Spot Japan/US 3 0.05 0.67 0.33
103 Spot UK/US 3 0.02 0.82 0.18
104 Commercial paper outstanding (mil of current $)∗ - - - -
Interest rates
105 Interest rate: Federal funds rate 2 0.40 0.99 0.01
106 Interest rate: U.S. 3-mo Treasury (sec. market) 2 0.41 0.99 0.01
107 Interest rate: U.S. 6-mo Treasury (sec. market) 2 0.37 0.99 0.01
108 Interest rate: 1-year Treasury 2 0.35 0.99 0.01
109 Interest rate: 5-year Treasury (constant maturity) 2 0.15 0.98 0.02
110 Interest rate: 7-year Treasury (constant maturity) 2 0.10 0.96 0.04
111 Interest rate: 10-year Treasury (constant maturity) 2 0.07 0.95 0.05
112 Bond yield: Moodys AAA corporate 2 0.03 0.94 0.06
113 Bond yield: Moodys BAA corporate 2 0.02 0.32 0.68
Monetary variables
114 M1 (bil of current $) 3 0.27 0.06 0.94
115 M2 (bil of current $) 3 0.12 0.06 0.94
116 M3 (bil of current $) 3 0.14 0.02 0.98
117 Monetary base, adj. for reserve requirement (rr) changes (bil of $)∗ - - - -
118 Depository institutions reserves: total (adj. for rr changes)∗ - - - -
119 Depository institutions: nonborrowed (adj. for rr changes)∗ - - - -
120 Loans and securities at all comm banks: Total (mil of current $) 3 0.21 0.37 0.63
121 Loans and securities at all comm banks: Securities, total (mil of $) 3 0.13 0.37 0.63
122 Loans and securities at all comm banks: Securities, U.S. govt (mil of $) 3 0.29 0.76 0.24
123 Loans and securities at all comm banks: Real estate loans (mil of $) 3 0.25 0.08 0.92
124 Loans and securities at all comm banks: Comm and Ind loans (mil of $) 3 0.16 0.12 0.88
125 Loans and securities comm banks: Consumer loans (mil of $)∗ - - - -
126 Delinquency rate on bank-held consumer installment loans∗ - - - -
Prices
127 PPI: Finished goods (1982 = 100 for all PPI data) 3 0.69 0.06 0.94
128 PPI: Finished consumer goods 3 0.73 0.05 0.95
129 PPI: Intermediate materials 3 0.65 0.06 0.94
130 PPI: Crude materials 3 0.51 0.05 0.95
131 PPI: Finished goods excl food 3 0.70 0.00 1.00
132 Index of sensitive materials prices∗ - - - -
133 CPI: All items (urban) 3 0.75 0.27 0.73
134 CPI: Food and beverages 3 0.25 0.93 0.07
135 CPI: Housing 3 0.32 0.99 0.01
136 CPI: Apparel 3 0.16 0.84 0.16
137 CPI: Transportation 3 0.76 0.02 0.98
138 CPI: Medical care 3 0.26 0.95 0.05
139 CPI: Commodities 3 0.85 0.06 0.94
140 CPI: Commodities, durables 3 0.04 0.67 0.33
141 CPI: Services 3 0.34 0.98 0.02
142 CPI: All items less food 3 0.71 0.22 0.78
143 CPI: All items less shelter 3 0.82 0.13 0.87
144 CPI: All items less medical care 3 0.76 0.26 0.74
145 CPI: All items less food and energy 3 0.41 0.96 0.04
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Statistics for uncertainty measures
FEVD
Series Transformation R2 Shock 1 Shock 2
146 Price of gold ($/oz) on the London market (recorded in the p.m.) 3 0.25 0.71 0.29
147 PCE chain weight price index: Total 3 0.63 0.24 0.76
148 PCE prices: Total excl. food and energy 3 0.06 0.97 0.03
149 PCE prices: Durables 3 0.04 1.00 0.00
150 PCE prices: Nondurables 3 0.84 0.01 0.99
151 PCE prices: Services 3 0.09 0.99 0.01
Wages
152 Avg hourly earnings: Total nonagricultura (current $ ) 3 0.35 0.83 0.17
153 Avg hourly earnings: Construction (current $) 3 0.26 0.84 0.16
154 Avg hourly earnings: Mfg (current $) 3 0.35 0.93 0.07
155 Avg hourly earnings: Finance, insurance, and real estate (current $) 3 0.15 0.96 0.04
156 Avg hourly earnings: Professional and business services (current $) 3 0.07 0.44 0.56
157 Avg hourly earnings: Education and health services (current $) 3 0.27 0.96 0.04
158 Avg hourly earnings: Other services (current $) 3 0.24 1.00 0.00
Merchandise ex- and imports
159 Total merchandise exports (FAS value) (mil of $) 3 0.24 0.87 0.13
160 Total merchandise imports (CIF value) (mil of $) (NSA) 3 0.39 1.00 0.00
161 Total merchandise imports (customs value) (mil of $) 3 0.38 1.00 0.00
Business outlook
162 Philadelphia Fed business outlook: General activity 2 0.07 0.28 0.72
163 Outlook: New orders 2 0.13 0.68 0.32
164 Outlook: Shipments 2 0.10 0.70 0.30
165 Outlook: Inventories 2 0.11 0.83 0.17
166 Outlook: Unfilled orders 2 0.10 0.97 0.03
167 Outlook: Prices paid 2 0.12 0.01 0.99
168 Outlook: Prices received 2 0.05 0.69 0.31
169 Outlook: Employment 2 0.03 0.95 0.05
170 Outlook: Work hours 2 0.04 0.94 0.06
171 Federal govt deficit or surplus (mil of current $) 2 0.06 0.46 0.54
Table 2.3: Description of the dataset and forecast error variance decomposition
for individual uncertainty measures Variables marked with a ‘∗’ are not available for the
full sample period and therefore excluded from the analysis. The transformations applied to
the data and determined in the column ‘Transformation’ are explained in detail in Table 2.4.
The three remaining right hand sided columns correspond to the individual uncertainty
measures of the variables. The column labeled ‘R2’ reports the degree of explanation of the
factor model in (2.7) and (2.8) based on two fundamental factors. Columns labeled ‘Shock 1’
and ‘Shock 2’ display forecast error variances (12-month-ahead) explained by the first or the
second fundamental uncertainty shock, respectively.
Transformations applied to the data
0 Xt
1 ln(Xt)
2 (1 − L)Xt, L denotes the lag-operator
3 (1 − L) ln(Xt)
Table 2.4: Data transformations
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Remark 1: Whenever a series has not been available in NAICS classification for
the entire sample period, missing values have been linked with data based on
the SIC classification.
Remark 2: Series 32 has been published only until 2010M7. It has been linked
with the Help Wanted Online Index published by the Conference Board.
Remark 3: Whenever a series denoted in mil. of chained 2005 dollar has not been
available for the entire sample period, missing values have been linked with
data published in mil. of chained 1996 dollar.
Remark 4: Series 116 has been replaced by the monetary aggregates index pub-
lished by the Federal Reserve Bank of St. Louis (monetary aggregate (all),
sum, comparable to old index M3).
2.B Estimation of the dynamic factor model
Doz et al. (2012) introduce a quasi maximum likelihood estimation procedure for the
so-called ‘approximate dynamic factor model’ where the idiosyncratic components ξt
in (2.7) are allowed to be weakly cross sectionally correlated (e.g., Chamberlain and
Rothschild; 1983) and also weakly serially correlated. Doz et al. (2012) show that
the factors are estimated consistently by means of the quasi maximum likelihood
approach if N and T are large even if cross sectional and serial correlation of the
idiosyncratic components is omitted. The estimation procedure is based on the
EM-algorithm which we initialize using an estimate of fˆt obtained from principal
components. Given this initialization we iterate between the following steps.
M-step:
• Obtain the loadings matrix λˆ by regressing Xt on fˆt.
• Estimate the idiosyncratic components from ξˆt = Xt− λˆfˆt. Further, evaluate
the corresponding covariance matrix of the idiosyncratic components denoted
by Sˆξ. Restrict the off-diagonal elements to zero as proposed by Doz et al.
(2012).
• Estimate the h-th order VAR in ft using fˆt.
• Estimate the covariance of the residuals Sˆǫ.
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E-step:
• ξt and ǫt are both assumed to be normally distributed and independent from
each other.
• Apply the Kalman filter given the parameter estimates from the M-step and
update the estimated factors fˆt.
• The likelihood function is evaluated by means of the Kalman filter.
Iterate forward between the E-step and the M-step until convergence is reached.
We apply an eigenvalue decomposition to the final estimate of the covariance
matrix Sˆǫ. Let Q be a matrix containing the eigenvalues on the main diagonal and
zeros elsewhere. The corresponding eigenvectors are stored in the matrix V and R
is given by
Rˆ = MV
1
2 , (2.13)
and
uˆt = ǫˆtMV
1
2 . (2.14)
2.C Tests for the number of factors
In Table 2.5, we summarize the number of common uncertainty factors k indicated
by distinct information criteria. Conditional on our previous results, it appears
reasonable to fix the maximum number of common factors to kmax = 4. The criteria
of Bai and Ng (2002) suggest k = 4 (ICp1, ICp2, ICp3). These criteria overestimate
the number of factors when idiosyncratic components are correlated which is likely
for our dataset since it contains subcategories of a number of variables (see also
Onatski; 2010; Jurado et al.; 2014). Bai and Ng (2008) suggest the criterion ICBN08
which works relatively well when idiosyncratic components are cross correlated.
According to ICBN08 there are three factors. The test of Onatski (2010, ICON10)
and the criteria of Ahn and Horenstein (2013, ER, GR) uniformly indicate one
common factor although our previous analysis suggests that one factor does not
represent the dataset in a satisfactory manner. While the former criterion is more
appropriate when idiosyncratic components feature autocorrelation, the latter two
are less sensitive to the choice of kmax.
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ICp1 ICp2 ICp3 ICBN08 ICON10 ER GR
4 4 4 3 1 1 1
Table 2.5: Tests to determine the number of common factors This table displays
the number of fundamental factors determined by means of the information criteria proposed
by Bai and Ng (2002, ICp•) and Bai and Ng (2008, ICBN08). Results are conditioned on
the maximum number of factors kmax = 4.The column labeled ICON10 reports the number
of factors indicated by the test procedure proposed by Onatski (2010), while columns ER
and GR document the results of the procedures described in Ahn and Horenstein (2013).
Moreover, we employ tests to determine the number of fundamental shocks ut
in a general dynamic factor model where this number is allowed to differ from the
quantity of factors ft. In model (2.7) and (2.8), we assume that the quantities of
fundamental shocks and factors are identical (e.g., Kose et al.; 2003). In the more
general dynamic factor model, tests for the number of fundamental shocks depend
on a prespecified quantity of factors. Table 2.6 reveals that the criterion proposed in
Bai and Ng (2007) points at two to three fundamental shocks while the procedure
of Hallin and Liˇska (2007) indicates up to two fundamental shocks conditional
on distinct numbers of factors. Notably, the results are largely independent from
this condition, i.e., adding more common factors to the model hardly affects the
estimated number of fundamental shocks.
Prespecified number of factors 2 4 6 8 10 12 14
Number of fundamental shocks
Bai and Ng (2007) 2 2 3 3 3 2 2
Hallin and Liˇska (2007) 1 2 2 2 2 2 2
Table 2.6: Tests to determine the number of fundamental shocks The upper panel
reports the number of fundamental shocks determined by means of the criterion of Bai and
Ng (2007), the lower panel displays the results for the criterion of Hallin and Liˇska (2007).
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2.D Bootstrap procedure for impulse responses of the
dynamic factor model
We employ a bootstrap procedure similar to that proposed by Giannone, Reich-
lin and Sala (2002) and Forni, Giannone, Lippi and Reichlin (2007) to compute
confidence bounds for responses of individual uncertainty measures to fundamental
shocks ut (Figures 2.3 and 2.4). We make use of the estimates for the dynamic
factor model in (2.7) and (2.8) – λˆ, ξˆt, ψˆ(L) and ǫˆt.
• To simulate the factors, denoted by f˜t, we apply the residual based bootstrap
and draw with replacement from centered residuals of the VAR in the factors
ǫˆt − ǫ¯, where ǫ¯ is a vector of sample averages.
• The estimated parameters in ψˆ(L) are employed to simulate a new dataset
from X˜t = λˆf˜t+ξˆt. We do not permute ξˆt because the major part of estimation
uncertainty is related to the estimation of the VAR in the factors (compare
Giannone et al.; 2002, on this point).
• Use X˜t and reestimate the factor model in (2.7) and (2.8) to obtain a new set
of parameters and impulse responses.
We obtain 500 draws of each impulse response function by repeating of this boot-
strap procedure.
2.E Identification of the indicators of macroeconomic
uncertainty
In the following, we present the rotation strategy that we employ to separately
identify the two factors. The rotation matrix G is used to rewrite the factor model
in (2.7) such that
Xt = λ
∗GG′f ∗t + ξt, (2.15)
with GG′ = I and where λ∗ and f ∗t represent arbitrary rotated quantities. To derive
the covariance matrix of the factors, we rewrite the dynamic process of the factors
as first order VAR
F ∗t = AF
∗
t−1 + Ut, (2.16)
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where F ∗t = (f
∗′
t , f
∗′
t−1, . . . , f
∗′
t−h+1)
′ denotes a vector containing the stacked factors.
It follows that the parameter matrix A and the residual vector Ut have the usual
companion form. The covariance matrix of Ut is denoted by Ω. The vectorized
covariance matrix S∗F of the stacked factors F
∗
t can be expressed as
vec(S∗F ) =
(
I(kh)2 − [A⊗A]
)−1
vec(Ω), (2.17)
where the covariance matrix S∗f of the factors f
∗
t corresponds to the upper left k×k
sub matrix of S∗F . In Section 2.4.3, we consider the rotated factors ft = G
′f ∗t . The
corresponding loadings are λ = λ∗G. The covariance matrix of the rotated factors
is defined as
Sf = G
′S∗fG. (2.18)
Further, we introduce the matrix Sf1 (Sf2) which is a zero matrix except for the
upper left (lower right) hand side element which equals the corresponding element
of Sf . The i-th diagonal element of the covariance matrix of the idiosyncratic
processes Sξ is denoted as Sξ,i and the i-th row of loadings matrix λ
∗ as λ∗i . To
determine the rotation matrix G we maximize the target function
k(G) =
∑
i∈D λ
∗
iGSf1G
′λ∗
′
i∑
i∈D
(
λ∗iGSf1G
′λ∗
′
i + λ
∗
iGSf2G
′λ∗
′
i + Sξ,i
) . (2.19)
This rotation procedure maximizes the variance proportions of individual uncer-
tainty measures selected in D which are explained by the first factor (see also Kose
et al.; 2012). We chose D such that it selects the uncertainty measures associated
with output (series 1 to 31). Since the factors are not restricted to be orthogonal,
the denominator in (2.19) consists of the sum of the variance proportions individ-
ually explained by the two factors which can deviate from the jointly explained
variance proportion λ∗iGSfG
′λ∗
′
i .
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2.F Comparison of macroeconomic uncertainty with
alternative uncertainty measures
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Figure 2.9: Indicators of macroeconomic uncertainty and SPREAD The upper
panel depicts business cycle uncertainty and the lower panel oil and commodity price un-
certainty. The crossed gray line represents the difference between the 30-year Baa-corporate
bond yield and the 30-year Treasury bond yield (SPREAD). To facilitate the interpretation
of the graph, we calculate quarterly averages of the monthly observations and standardize
all series. NBER recession dates are indicated by the shaded areas.
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Figure 2.10: Indicators of macroeconomic uncertainty and the JLN measures The
upper panel depicts business cycle uncertainty and the lower panel oil and commodity price
uncertainty. The crossed gray line represents the measure of macroeconomic uncertainty
proposed by Jurado et al. (2014). This measures is the factor with the largest explanatory
power for in comparable dataset of individual uncertainty measures. To facilitate the in-
terpretation of the graph, we calculate quarterly averages of the monthly observations and
standardize all series. NBER recession dates are indicated by the shaded areas.
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Figure 2.11: Indicators of macroeconomic uncertainty EPU The upper panel depicts
the business cycle uncertainty and the lower panel the oil and commodity price uncertainty.
The crossed gray line represents the measures of economic policy uncertainty (EPU) proposed
by Baker et al. (2013). To facilitate the interpretation of the graph, we calculate quarterly
averages of the monthly observations and standardize all series. NBER recession dates are
indicated by the shaded areas.
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2.G Dynamic relation between fundamental shocks ut and
VXO, SPREAD, JLN and EPU
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Figure 2.12: Dynamic relation between fundamental shocks ut and VXO,
SPREAD, JLN and EPU The upper panel depicts the response of the VXO and the
SPREAD to a surprise innovation in business cycle uncertainty u1,t and oil and commodity
price uncertainty u2,t. The lower panel displays the responses for the JLN measure and the
EPU to the same shocks. The response is calculated from a regression of the respective
uncertainty measure on 24 lags of the two shock series u1,t and u2,t. Confidence intervals are
derived from a block bootstrap using block size 10 and 20,000 replications. The dark shaded
area indicates the ± one standard deviation confidence interval while light gray represents
the ± two standard deviations confidence interval.
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2.H Robustness analyses
2.H.1 Alternative rotation of fundamental shocks
In Section 2.4.2 we identify the fundamental shocks ut by means of a rotation pro-
cedure such that the first fundamental shock explains most of the forecast error
variance of individual uncertainty measures associated with output variables. In
contrast to this baseline rotation, we now maximize the variance share explained
by shock 2 for variables representing oil and commodity price uncertainty. To be
specific, D in the target function (2.12) selects individual uncertainty measures as-
sociated with the following variables: total energy production (series 16), PPI of
crude materials (series 130), CPI of commodities (series 139) and CPI of durable
commodities (series 140). In the following we compare the impulse response func-
tions obtained from this alternative rotation with those from the baseline rotation.
Since the impulse responses are almost identical the interpretation of the two fun-
damental shocks is robust to the change of the identification strategy.
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Figure 2.13: Impulse responses of individual uncertainty measures for an alter-
native identification strategy (1) Impulse responses to the first fundamental shock (left
column) and to the second fundamental shock (right column) identified with the alternative
rotation are indicated by the bold lines. Impulse responses from the baseline rotation are
marked with crosses. Shaded areas indicate bootstrapped 90% confidence intervals.
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Response to shock 1 Response to shock 2
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Figure 2.14: Impulse responses of individual uncertainty measures for an alter-
native identification strategy (2) For additional notes see Table 2.13.
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2.H.2 Indicators of macroeconomic uncertainty derived from
out-of-sample forecast errors
The indicators of macroeconomic uncertainty discussed in Section 2.4.3 are esti-
mated from in-sample forecast errors of (2.1). Likewise, the predictive factors em-
ployed in this equation are estimated from full sample information. In this section
we consider indicators of macroeconomic uncertainty that are conditioned on out-of-
sample forecast errors. We estimate the predictive factors using recursive windows
initialized with observations from the first five years. Out-of-sample forecast errors
are generated by recursive estimation of (2.1). Individual uncertainty measures
and the indicators of macroeconomic uncertainty are evaluated as described in Sec-
tion 2.3.1 and 2.3.2. Figure 2.15 contrasts the in-sample and out-of-sample based
indicators. Even though the precision of out-of-sample forecasts for early periods
might suffer from small sample information the indicators co-move closely. The
correlations are 0.95 and 0.90, respectively.
Business cycle uncertainty
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Figure 2.15: Indicators of macroeconomic uncertainty from in-sample and out-
of-sample forecast errors. The upper panel depicts business cycle uncertainty and the
lower panel depicts oil and commodity price uncertainty. NBER recession dates are indicated
by the shaded areas. In both panels the black line represents the baseline estimates while
the bold gray line represents estimates based on out-of-sample forecast errors.
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2.H.3 The VAR if a three-factor model is considered
We review the robustness of the VAR impulse responses for industrial production
using uncertainty indicators originating from the factor model in (2.7) and (2.8)
with k = 3 common factors.
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Figure 2.16: Impulse response functions of IP using uncertainty indicators from
a three-factor model This figure compares the baseline VAR to a VAR where uncertainty
indicators are derived from a three factor model. The left panel displays the response of the
IP following a sudden increase in f1,t, and the right panel depicts the results for a sudden
increase in f2,t. The shock size is chosen to obtain an initial increase of macroeconomic
uncertainty equal to its observed average monthly increase in the second half of 2008.
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2.H.4 Impulse response functions from alternative VAR specifications
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Figure 2.17: Impulse response functions of IP for distinct VAR specifications
The left hand side panel displays the response of the IP following a sudden increase in
business cycle uncertainty for distinct VAR systems. The right hand side panel displays the
corresponding response of the IP to a sudden increase in oil and commodity price uncertainty.
Along with our baseline results, a number of robustness checks are shown. First, we choose
the lag-length by means of the BIC (BIC lags). Second, we revert the ordering of the variables
in the VAR (Reverse ordering). Third, we remove the linear trend from the specification
(No trend). Fourth, we consider a eight-variable VAR as estimated by Bloom (2009) which
includes IP, E, Hours, CPI, hourly wages, the federal funds rate, f•,t and the S&P500 index
(Bloom). All variables except for the federal funds rate enter in logs. The shock size is
chosen to obtain an initial increase of macroeconomic uncertainty equal to its observed
average monthly increase in the second half of 2008.
2.H.5 Both types of macroeconomic uncertainty in the VAR
In Section 2.4.4, the VARs contain only one type of macroeconomic uncertainty, i.e.,
we do not control for the effects of the other type during the estimation. Table 2.7
provides a forecast error variance decomposition for VARs which contain both un-
certainty indicators simultaneously. Since theory does not provide guidance for the
ordering of the uncertainty indicators in such a VAR, we present results for two
distinct orderings which both rely on the assumption that real activity reacts with
a lag to surprise increases in macroeconomic uncertainty. The first ordering as-
sumes that business cycle uncertainty reacts with a lag to oil and commodity price
uncertainty while business cycle uncertainty affects oil and commodity price uncer-
tainty instantaneously, i.e., we control for innovations in business cycle uncertainty
when analyzing the effects of oil and commodity price uncertainty on real activity.
Those results are given in the left hand side panel of Table 2.7. The second ordering
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presented in the right hand side panel of Table 2.7 reverses the ordering of the two
types of uncertainty, i.e., we control for innovations in oil and commodity price un-
certainty when analyzing the effects of business cycle uncertainty. Table 2.7 reveals
that surprise increases in oil and commodity price uncertainty are more important
for real activity than those to business cycle uncertainty even if we use this larger
VAR.
Ordering: (Y•, f1, f2)
′ Ordering: (Y•, f2, f1)
′
IP CU Hours IP CU Hours
Horizon f1 f2 f1 f2 f1 f2 f1 f2 f1 f2 f1 f2
12 1.42 3.65 2.92 2.47 1.16 6.47 0.52 4.54 1.46 3.93 0.37 7.27
24 0.96 13.79 5.99 11.12 3.06 17.39 0.44 14.30 2.04 15.07 0.44 20.01
36 1.00 21.81 9.24 16.42 4.72 22.03 0.53 22.28 3.16 22.50 0.79 25.96
60 1.28 26.28 10.26 16.42 5.28 22.36 0.52 27.05 3.93 22.75 1.08 26.56
Table 2.7: Forecast error variance in a VAR comprising both types of uncertainty
This table presents the share of the forecast error variance (in %) that is explained by
innovations in business cycle uncertainty (f1) and oil and commodity price uncertainty (f2).
The shares are obtained from trivariate VARs with 12 lags consisting of one measure of
economic activity and both types of macroeconomic uncertainty. Shocks are orthogonalized
using a recursive ordering.
2.H.6 FEVD for the VAR specification proposed by Bloom (2009)
Business cycle Oil and commodity
uncertainty price uncertainty
Horizon IP Employment Hours IP Employment Hours
12 2.72 4.94 5.79 10.31 7.00 5.02
24 1.57 5.74 6.27 15.90 13.87 6.39
36 1.05 5.35 6.04 16.33 14.99 6.05
60 0.83 6.21 6.01 15.91 14.23 6.19
Table 2.8: FEVD using the VAR specified by Bloom (2009) This table presents the
share of the forecast error variance (in %) that is explained by business cycle uncertainty
(left hand side panel) and oil and commodity price uncertainty (right hand side panel). The
shares are obtained from VARs including eight variables as in Bloom (2009) with lag length
selected by means of the BIC. The ordering of the variables is: IP, employment, Hours, CPI,
hourly wages, federal funds rate, macroeconomic uncertainty, S&P500 index. All variables
except for the interest rate enter in log-levels. For reasons of comparability, results are
documented only for variables describing the real activity.
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Paper 3
Size corrected inference in fiscal policy reaction
functions: A three country assessment∗
Helmut Herwartz and Malte Rengel
Abstract. In this paper we reevaluate the test for the so-called model based
sustainability of fiscal policies in the US, the UK and Portugal. As a
reflection of both strong persistence of debt-to-GDP ratios and correlation
of respective innovations with governments’ primary surpluses, conventional
t-tests in policy reaction functions show actual significance levels that are up
to five times larger than their nominal reference. Adopting size controlled
inference by means of Monte Carlo based and asymptotic Bonferroni critical
values, US and UK fiscal policies are diagnosed as sustainable in samples
covering more than 100 years. Conditioning on post-WWII subsamples and
5% nominal significance, conventional t-tests signal fiscal sustainability for
these countries. In sharp contrast, size corrected inference hints at a lack of
fiscal sustainability and, thus, is recommended for the ‘real time’ monitoring
of public debt. The fiscal policy of Portugal is found to lack sustainability
irrespective of the considered sample period.
3.1 Introduction
The investigation of the sustainability of fiscal policy is of central interest for
economists and policy makers since decades. In the guidelines for public debt man-
agement of the International Monetary Fund and the World Bank it is argued that
“in a broader macroeconomic context for public policy, governments should seek to
ensure that both the level and rate of growth in their public debt is fundamentally
sustainable, and can be serviced under a wide range of circumstances while meeting
cost and risk objectives” (IMF and WB; 2001). In recent years public debt has
accumulated to rather high levels especially in European countries. For instance,
the Portuguese debt-to-GDP ratio nearly doubled from 0.7 in 2007 to 1.2 in 2012.
In managing high levels of public debt reliable inference on sustainability of fiscal
balances becomes indispensable for policy authorities. To infer if fiscal balances are
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sustainable economists developed several approaches, which are natural candidates
to extract indications of solvency risks.
In this paper we focus on evaluating the sustainability of fiscal policies in the US,
the UK and Portugal conditional on historical time series covering more than a cen-
tury. We diagnose that conventional statistical inference on so-called model based
sustainability may suffer from marked size distortions that bear severe risks of re-
jecting the null-hypothesis of non-sustainability too often. Against this background,
we advocate two procedures of size corrected inference to assess the sustainability
of public debt in a reliable manner.
In the economic literature one may distinguish, in principle, two approaches to
test for the sustainability of fiscal balances (see, Bohn; 2008, for an overview). The
first divides itself into two attempts exploring if the fiscal policy is in accord with
an intertemporal budget constraint (IBC). Either it is tested against a unit root
in debt (e.g., Hamilton and Flavin; 1986; Kremers; 1988; Wilcox; 1989), or for
a cointegration relation between government revenues and expenditures including
interest payments (e.g., Trehan andWalsh; 1988; Ahmed and Rogers; 1995; Quintos;
1995). These quantities are commonly measured in real terms or as shares of GDP
to account for growth effects. The second approach proposed by Bohn (1995, 1998)
focuses on an alternative IBC which is derived from a stochastic general equilibrium
model.1 The model implied IBC differs from the deterministic IBC by accounting
for agents’ optimizing behavior under uncertainty.2
As a particular merit of this approach model based sustainability can be tested
by means of a stylized policy reaction function (Bohn; 1998). For a sustainable
fiscal policy an increasing debt-to-GDP ratio must invoke a positive reaction of the
primary (non-interest) budget surplus measured as a share of GDP. Bohn (2007,
2008) argues that stationarity and cointegration conditions are sufficient but not
necessary for the sustainability of fiscal policy. In consequence, such conditions are
overly strong to assess fiscal balances’ sustainability, and the evaluation of policy
reaction functions might be seen as a more suited framework.3
Many studies applying unit root and cointegration tests to assess the sustain-
1 This model draws on an endowment economy described by Lucas (1978).
2 It is worthwhile to notice that the quoted literature focuses on long-run sustainability implied by
IBCs. Alternatively, a related strand of the literature considers the so-called short-term sustain-
ability (e.g., Abeysinghe and Jayawickrama; 2013).
3 Quintos (1995) supports the conclusion that cointegration conditions are sufficient but not nec-
essary, and introduces a so-called ‘weak’ condition for deficit sustainability that accords with
the deterministic IBC. This condition requires that the with-interest deficit has to be difference
stationary.
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ability of fiscal balances arrive at ambiguous conclusions, and argue in favor of at
least ‘near’ to unit root processes of debt-to-GDP ratios.4 For instance, Antonini,
Lee and Pires (2013) provide a detailed description of the persistent movements of
debt-to-GDP ratios of 10 EU countries. Generally, the diagnosis of sustainability
vs. non-sustainability depends on test specifications as, for instance, the choice of
respective lag lengths (Greiner and Semmler; 1999). In contrast, applying policy
reaction functions is more often in favor of the IBC. Bohn (1998, 2008) supports
sustainability for the US. Greiner, Ko¨ller and Semmler (2006) find a significantly
positive reaction of the policy parameter for the case of Germany. Focusing on
US, German, French, Italian and Portuguese fiscal figures starting in the 60s and
ending in 2003, Greiner, Ko¨ller and Semmler (2007) diagnose sustainability for all
these countries by means of single country regressions. Applying a panel approach,
Mendoza and Ostry (2008) argue in favor of sustainability for a set of emerging and
industrial countries. For a panel of 23 advanced economies Ghosh et al. (2013) pro-
vide evidence for a positive reaction parameter which starts to decrease if the debt-
to-GDP ratio approaches unity. Lukkezen and Rojas-Romagosa (2012) diagnose a
positive and significant response of primary surpluses to increases in debt-to-GDP
ratios for the US, the UK, the Netherlands and Belgium.
The significance of policy response coefficients is commonly evaluated by means
of standard t-tests or robust versions applying general covariance estimates (e.g.,
Newey and West; 1987). However, debt-to-GDP ratios of many countries may
be best described by (‘near’ to) unit root processes. In contrast, primary sur-
pluses measured as shares of GDP are typically found to be stationary (Bohn;
1998, 2008; Marinheiro; 2006; Lukkezen and Rojas-Romagosa; 2012). Moreover,
Woodford (1998) argues in the context of the ‘fiscal theory of the price level’ that
innovations of debt-to-GDP ratios are likely to be correlated with primary sur-
pluses. At a first glance, a poorly balanced test regression on the one hand, and the
correlation of debt-to-GDP innovations and primary surpluses on the other hand
might exacerbate reliable inference on movements of primary surpluses governed by
accelerations of debt-to-GDP ratios. However, non-standard econometric treatment
of the policy rule allows for size controlled inference on model based sustainability
in finite samples.
4 Among many others, Hamilton and Flavin (1986), Trehan and Walsh (1988), Wilcox (1989) and
Hakkio and Rush (1991) analyze US fiscal figures. Ahmed and Rogers (1995) and MacDonald
and Speight (1990) analyze the sustainability of the public debt of the UK and Greiner and
Semmler (1999) that of Germany. Marinheiro (2006) focuses on Portuguese observations while
Afonso (2005) considers data of 15 EU countries. The reader may consult Afonso (2005) for a
more detailed overview of empirical studies on sustainability of fiscal policy employing unit root
and cointegration tests.
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Elliott and Stock (1994) argue that strong persistence of regressors joint with
correlation of their innovations with a mean reverting dependent variable invoke
marked size distortions of t-tests in finite samples. Moreover, Stambaugh (1999)
demonstrates that estimated slope coefficients are biased.5 Such characteristics have
been observed in distinct fields of economic research. For instance, analyzing the
permanent income hypothesis Mankiw and Shapiro (1985, 1986) hint at slow conver-
gence of the t-ratio to the common asymptotic distribution. Studying the dynamics
of the US external position, news of future returns and trade flows, Evans and
Fuertes (2010) mention potential size distortions of respective t-tests. Especially,
the finance literature explicitly accounts in so-called predictive regressions for these
characteristics, when relating equity returns to persistent valuation rations as, for
instance, the price-to-dividend ratio (e.g., Stambaugh; 1999; Campbell and Yogo;
2006; Goyal and Welch; 2008; Lettau and Van Nieuwerburgh; 2008; Kim and Park;
2013). In the model based approach to test for the IBC, eventual biases of esti-
mated slope coefficients and size distortions of the t-test have not been considered
yet. Thus, it is unclear if the more supportive evidence for sustainability gathered
from policy reaction regressions reflects weaker necessary conditions subjected to
testing, or if it is due to spurious significance under size distortions of conventional
diagnostics. Since such distortions bear the risk to reject the null hypothesis of
non-sustainability more frequently as suggested by the nominal significance level,
spuriously diagnosed fiscal soundness may postpone the adoption of suitable fiscal
measures to re-install sustainability of public debt.
We test for sustainability of the US, the UK and Portuguese public debt at the
common 5% nominal significance level. Fiscal data for these countries cover more
than a century. To account for heterogeneous data quality and the huge inter-
est in recent accelerations of public debt-to-GDP ratios, we consider additionally
post-1900 and post-WWII subsamples. We provide evidence that policy reaction
coefficients estimated for the US, the UK and Portugal are upward biased and
corresponding t-tests suffer from considerable size distortions. Coping with such
size distortions of up to 20%, we apply Monte Carlo critical values and Bonferroni
confidence intervals to infer on model based sustainability. These approaches have
been fruitfully applied in predictive regressions by Goyal and Welch (2008) and
Campbell and Yogo (2006). As it turns out, after size adjustment the US and UK
5 As an illustration consider the simple regression yt = θ0 + θ1zt−1 + ǫt, where the regressor follows
a persistent process zt = γ0 + γ1zt−1 + νt with γ1 close to unity. The stronger the (negative)
correlation of innovations ǫt with νt and the stronger the persistence of zt the larger is the (upward)
bias of θˆ1 and the size distortion of a t-test for this parameter in finite samples.
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fiscal policies accord with the IBC except for the post-WWII period. Several post-
WWII subsamples are contemplated to assess if the diagnosed non-sustainability of
US and UK post-WWII fiscal balances mirrors expansive fiscal policies during the
recent Great Recession, and if oversized t-tests prevent a timely detection of poten-
tial imbalances. For a number of post-WWII subsamples ending in periods of fiscal
expansion around 2008, we diagnose US and UK fiscal policies to be sustainable by
means of (biased) Gaussian critical values. Owing to size distortions this diagnosis
turns out to be spurious, and factually rests on an unknown or uncontrolled signif-
icance level which could markedly exceed the nominal 5% benchmark. In contrast,
at the common 5% level size corrected inference signals a lack of sustainability.
Thus, size corrected inference is of core relevance for a timely policy monitoring.
Fiscal policy of Portugal is indicated to be non-sustainable throughout.
The US, the UK and Portuguese data are introduced subsequently followed by a
sketch of the policy reaction function in Section 3.2. There we also discuss unit root
characteristics and consider size distortions of t-tests regarding the policy response.
Size controlled inference is sketched in Section 3.3 and applied to US, UK and
Portuguese data in Section 3.4. Section 3.5 concludes. If not mentioned otherwise
the empirical discussion of fiscal sustainability refers to the 5% nominal significance
level.
3.2 Size distortions in policy reaction functions
Unit root and cointegration diagnostics accurately control the probability of falsely
confirming the IBC, however, both approaches have been argued to target at overly
strong sufficient conditions for the IBC. While policy reaction regressions address
more directly weaker necessary IBC conditions, they may suffer from excess type I
error probabilities. In this section, we first introduce the data and state the policy
reaction function. Then, we discuss the time series properties of involved variables.
In light of a weakly balanced policy response regression, the magnitude of eventual
size distortions of conventional t-ratios are uncovered by means of a Monte Carlo
approach.
3.2.1 Data
We investigate annual fiscal data for the US, the UK and Portugal over periods
from 1792-2011, 1830-2012 and 1852-2012, respectively. US data have been widely
analyzed in the literature. In light of the current European debt crisis, we select
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Portugal and the UK to include countries with currently high and medium debt-
to-GDP ratios. Long-term time series are available for all three countries. Each
dataset consists of a series of debt, revenues, expenditures, interest payments and
the nominal and real GDP. For the US and the UK data also comprise military
expenditures. A detailed description of respective data sources is provided in Ap-
pendix 3.A.6 The series of debt-to-GDP ratios and primary surpluses for the US
and the UK are depicted in Figure 3.1.
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Figure 3.1: Fiscal data for the US and the UK Both panels display respectively a
debt-to-GDP ratio (solid line and left hand side axis) along with the corresponding primary
surplus relative to GDP (dashed lines and right hand sided axis).
The debt-to-GDP ratio of the UK decreases during the 19th century while US
figures decline after the Civil War from 1861-1865 (Bohn; 2008). Both countries
show an outstanding acceleration of debt-to-GDP ratios during the two World Wars.
The debt-to-GDP series of Portugal is displayed in Figure 3.2 and characterized by
relatively low quotes after the military coup in 1926. Since the mid of the 1970s
and especially since the circulation of the Euro banknotes in 2002 the Portuguese
debt-to-GDP ratio accelerates (Marinheiro; 2006).
6 We thank Henning Bohn for providing us with the series of US military expenditures and Carlos
Marinheiro for updating the Portuguese dataset and adding a GDP deflator.
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Figure 3.2: Fiscal data for Portugal For further notes see Figure 3.1.
3.2.2 The policy reaction function
To assess the so-called model based sustainability empirically, Bohn (1998) intro-
duces the policy reaction regression
st = α0 + ρdt−1 + α1g˜t + α2y˜t + ut. (3.1)
In (3.1) st is the primary surplus as share of GDP which adjusts to movements
of the lagged end-of-period debt-to-GDP ratio denoted by dt−1.
7 A positive and
significant reaction parameter ρ indicates that fiscal policy is in line with the model
based IBC. The two additional control variables, temporary government spend-
ing (g˜t) and business cycle variation (y˜t), are motivated from the tax-smoothing
model of Barro (1979) and considered as non-debt determinants of the primary
surplus (Bohn; 1998). The measure of business cycle variation is determined as
7 In contrast to the with-interest deficit/surplus, the primary surplus excludes interest payments.
Similar to Ghosh et al. (2013), we employ the lagged end-of-period debt in (3.1). As an alternative
Bohn (1998) uses the initial debt at the beginning of period t. This is defined as the lagged end-
of-period debt plus the interest payments of the current period. Greiner et al. (2006) and Greiner
et al. (2007) argue that using the lagged debt is appropriate, since the government budget plans
are determined in each year for the next year. Moreover, a related strand of literature addressing
the ‘fiscal theory of the price level’ questions the causal direction between the surpluses and debt
(Woodford; 1998; Canzoneri, Cumby and Diba; 2001). We also employ the lagged debt-to-GDP
ratio to take account of this critique (see also Potrafke and Reischmann; 2014, on this point).
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the difference between the log real GDP and a trend measured by means of the
Hodrick-Prescott (HP) filter with smoothing parameter 100 (see, e.g., Bohn; 2008;
Mendoza and Ostry; 2008; Ghosh et al.; 2013). Since military expenditures con-
stitute the dominant source of temporary government spending in the US and the
UK during the past 200 years, we employ these processes measured as shares of
GDP (Bohn; 2008; Lukkezen and Rojas-Romagosa; 2012). The Portuguese tempo-
rary government spending is not dominated by military expenditures. As common
in the literature we measure the temporary government spending by means of the
gap between the logarithmic real expenditures and their HP trend again calculated
with smoothing parameter 100 (see, e.g., Mendoza and Ostry; 2008; Lukkezen and
Rojas-Romagosa; 2012; Ghosh et al.; 2013).8
3.2.3 Unit root characteristics
To asses the persistent movements of debt-to-GDP ratios of the US, the UK and
Portugal displayed in Figures 3.1 and 3.2 and of the remaining variables involved in
policy reaction functions we test for unit roots. A constant is included in the test
regressions. For each country the full sample period and two subsamples covering
post-1900 data and post-WWII data are considered.9
Debt-to-GDP ratios According to results displayed in the upper panel of Ta-
ble 3.1 the null hypothesis of a unit root in the US debt-to-GDP ratio from 1792
to 2011 cannot be rejected at common significance levels applying the ADF and
PP test. However, the unit root hypothesis can be rejected with 10% significance
by means of the DFGLS test. Moreover, the conclusion that the US debt-to-GDP
ratio is stochastically trending is confirmed by means of the KPSS test statistic
for which the null hypothesis of stationarity can be rejected with 1% significance.
In general, comparable figures are obtained for the subsample covering the period
from 1900 to 2011. In this case also the DFGLS statistic indicates a unit root in
the debt-to-GDP ratio. For the post-WWII period ranging until 2011 test results
are rather heterogeneous. Applying the ADF and DFGLS test a unit root for the
debt-to-GDP ratio cannot be rejected at common significance levels, while the PP
and KPSS statistics indicate stationarity of debt-to-GDP ratios.10
8 Results are qualitatively identical if we employ the real expenditures without interest payments
in the HP filter as proposed by Potrafke and Reischmann (2014).
9 Initial years of post-WWII subsamples depend on country specific aftermaths of WWII and are
chosen as in Lukkezen and Rojas-Romagosa (2012).
10Unit root diagnostics are robust to several variations in test designs. Especially in the post-WWII
samples or considering the real debt instead of debt as a share of the GDP, they become even
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Series Sample ADF PP DFGLS KPSS
United States
Debt 1792-2011 −1.846 −1.693 −1.831∗ 0.954∗∗∗
1900-2011 −1.931 −1.742 −1.103 0.376∗
1948-2011 −2.237 −3.289∗∗ −0.746 0.283
Primary surplus 1792-2011 −6.945∗∗∗ −4.996∗∗∗ −6.744∗∗∗ 0.245
1900-2011 −5.267∗∗∗ −3.578∗∗∗ −5.251∗∗∗ 0.092
1948-2011 −2.484 −2.555 −1.746∗ 0.346
United Kingdom
Debt 1830-2012 −2.312 −1.980 −1.419 0.227
1900-2012 −2.101 −1.648 −1.652∗ 0.381∗
1946-2012 −4.877∗∗∗ −3.376∗∗ −1.695∗ 0.775∗∗∗
Primary surplus 1830-2012 −4.857∗∗∗ −4.769∗∗∗ −3.659∗∗∗ 0.211
1900-2012 −4.872∗∗∗ −3.910∗∗∗ −4.852∗∗∗ 0.065
1946-2012 −6.117∗∗∗ −6.868∗∗∗ −4.588∗∗∗ 0.692∗∗
Portugal
Debt 1852-2012 1.718 0.704 2.368 0.218
1900-2012 2.247 1.251 1.039 0.317
1945-2012 2.367 2.771 2.265 0.969∗∗∗
Primary surplus 1852-2012 −4.651∗∗∗ −4.787∗∗∗ −4.586∗∗∗ 0.601∗∗
1900-2012 −4.127∗∗∗ −4.177∗∗∗ −3.332∗∗∗ 0.324
1945-2012 −3.763∗∗∗ −3.807∗∗∗ −3.453∗∗∗ 0.192
Table 3.1: Unit root tests for debt-to-GDP ratios and primary surpluses All
series are measured as shares of GDP. A constant is included in the test regressions. The
Augmented Dickey-Fuller test is denoted by ADF where the lag length is determined by
means of the BIC. The column labeled PP shows results of the Phillips and Perron (1988)
test. The Bartlett kernel is applied to calculate the long-run variance. The column DFGLS
refers to the Elliott et al. (1996) test where the BIC is applied to determine the lag length.
The KPSS test of Kwiatkowski et al. (1992) is based on a Bartlett kernel. Significance at
1%, 5%, 10% level is indicated by ∗∗∗,∗∗ ,∗.
Focusing on the UK (see the middle panel of Table 3.1) and the period between
1830 and 2012 one cannot reject a unit root in the debt-to-GDP ratio by means of
the ADF, PP and DFGLS test, while stationarity is indicated by the KPSS statistic.
For the sample period from 1900 to 2012 the result for the KPSS test implies with
10% significance non-stationarity of public debt, while the null hypothesis of a unit
root can be rejected by means of the DFGLS test with 10% significance. For the post-
WWII subsample of the UK, the debt-to-GDP ratio is diagnosed to be stationary,
however, the KPSS statistic indicates non-stationarity.
more in favor of a unit root if a linear trend is added as proposed by Bohn (2008).
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The lower panel of Table 3.1 documents diagnostic results for the Portuguese
data. By means of the ADF, PP and DFGLS statistics, we cannot reject the null
hypothesis of a unit root for debt-to-GDP ratios throughout. For the KPSS statistic
the null hypothesis of stationarity cannot be rejected conditional on the sample
ranging from 1852 to 2012 and the sample covering the post-1900 period. For the
post-WWII period, however, non-stationarity is also indicated by this statistic.
In summary, the findings for the US, the UK and Portugal are largely comparable
to those in the related literature (compare, e.g., Wilcox; 1989; MacDonald and
Speight; 1990; Marinheiro; 2006; Antonini et al.; 2013).11 However, test results
might mirror effects of small sample sizes or low power of unit root diagnostics for
‘near’ to unit root processes. Bohn (1998) argues that common unit root tests fail
to detect mean reversion of debt-to-GDP ratios due to omission of the influence of
temporary government spending and business cycle variations. Nevertheless, from
an econometric perspective (‘near’ to) unit root processes might be best suited to
describe the movements of the debt-to-GDP ratio, and we find strong evidence for
integrated or at least highly persistent debt-to-GDP ratios of the US, the UK and
Portugal in most subsamples. The further analysis can be interpreted as being
embedded in a local to unit root framework where autoregressive coefficients are
allowed to be close or identical to unity.
Primary surpluses For the US samples covering the periods 1792-2011 and 1900-
2011 (see the upper panel of Table 3.1), unit root tests indicate throughout that
primary surpluses follow a stationary process. For the post-WWII subsample sta-
tionarity of the primary surplus is indicated by means of DFGLS and KPSS di-
agnostics, while the null hypothesis of a unit root cannot be rejected at common
significance levels if the ADF and the PP test are applied. Results documented in
the middle panel of Table 3.1 support almost uniformly the view that the primary
surplus of the UK is stationary. Indicating non-stationarity, a notable exception is
the KPSS statistic conditioning on the post-WWII period. For Portugal the results
in the lower panel of Table 3.1 are similar to those for the UK, except for the KPSS
statistic conditioning on the period 1852-2012. Thus, primary surpluses may be
11These unit root diagnostics and tests for cointegration between revenues and expenditures as
shares of GDP can be employed to test if fiscal policies are in accordance with an alternative
deterministic IBC. In sum, we cannot unambiguously diagnose if fiscal policies are in accordance
with the deterministic IBC from the documented unit root and cointegration tests employed in a
former version of this work.
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best described by means of stationary processes.12
3.2.4 Size distortions of policy response diagnostics
In distinct fields of economic research it has been argued that the persistence of
regressors may invoke biased estimated slope coefficients and size distortions of
conventional t-tests if the dependent variable in a regression is stationary. For
instance, in the finance literature so-called predictive regressions are employed to
evaluate the informational content of valuation ratios (e.g., the price-to-dividend
ratio) for future equity returns. In principle, such predictive regressions have the
same structure as the policy reaction function in (3.1). The left hand side variable of
a predictive regression is a stationary measure of equity returns and the right hand
side variable is a persistent valuation ratio relating equity prices to fundamentals
(e.g., dividend payments).13 In case of the policy reaction function in (3.1), the left
hand side variable is the stationary primary surplus, while the persistent debt-to-
GDP ratio is among the explanatory variables. Stambaugh (1999) argues that
negative correlations of equity returns with innovations of valuation ratios and
regressors’ persistence jointly invoke upward biases of estimated slope coefficients
and size distortions of t-tests in predictive regressions. In light of a weakly balanced
policy response regression, the magnitude of eventual biases and size distortions of
conventional t-ratios are next uncovered by means of a Monte Carlo approach.
Since debt-to-GDP ratios are characterized by persistent movements, we expect
the estimate of the policy reaction coefficient ρ in (3.1) to be upward biased and both
the standard t-ratio and its heteroskedasticity and autocorrelation robust variant
(e.g., Newey and West; 1987) to be oversized in finite samples if debt innovations
are negatively correlated with primary surpluses. To illustrate such properties for
distinct degrees of persistence and correlation, we simulate from the model
st = α0 + ρdt−1 + α1g˜t + α2y˜t + ut, (3.2)
dt = β0 + β1dt−1 + et, (3.3)
12Unit root diagnostics for temporary government spending (g˜t) and business cycle variations (y˜t) are
summarized in Table 3.8 in Appendix 3.B. Measures of business cycle variations of all countries and
the measure of temporary government spending of Portugal are by design transitory processes.
The series of military expenditures appear stationary for all UK (sub)samples and the full US
sample. For the US all unit root diagnostics except the PP statistic indicate stationarity of this
series for the period 1900 to 2011. During the post-WWII period unit root diagnostics for US
military expenditures are rather mixed.
13There is an extensive literature discussing the (‘near’ to) unit root characteristics of financial
valuation ratios and their implications for the predictability of equity returns. The reader may
consult Koijen and Nieuwerburgh (2011) for an overview.
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under the null hypothesis of no sustainability, i.e., ρ = 0 (Campbell and Yogo;
2006). Innovations ut and et are drawn from a bivariate normal distribution with
mean zero and covariance matrix
Cov(ut, et) = Σ =
(
σ2u σue
σue σ
2
e
)
. (3.4)
The parameters α0 = 0.002, α1 = −0.734, α2 = 0.094, σu = 0.025 and σe = 0.040
are set to the estimates for the full US sample (1792-2011). As explanatory variables
g˜t and y˜t we take the actual series of temporary military outlays and business cycle
variation, the sample size is T = 220.14 The persistence parameter β1 varies on
a grid covering the interval [0, 1] and the correlation between ut and et, denoted
by δ = σue/(σuσe), ranges on the interval [−1, 0].
15 Without loss of generality the
initial condition d0 and coefficient β0 are set to zero. Otherwise simulated debt-to-
GDP processes would become random walks with drifts in case of β1 = 1 and, thus,
lack comparability to processes simulated for β1 < 1.
Figure 3.3 displays the estimated policy reaction coefficient ρˆ averaged over 10,000
Monte Carlo replications where the true value is ρ = 0. The bias is an increasing
function in the absolute correlation of primary surpluses’ and debt-to-GDP ratios’
innovations and the persistence of debt-to-GDP ratios. For the empirical estimates
of δ = −0.582 and β1 = 0.990 indicated by the black dashed lines, the bias is about
0.008 units which is an essential proportion of the empirically small estimated slope
coefficients shown below. Figure 3.4 displays rejection frequencies of a right hand
sided Newey and West (1987) heteroskedasticity and autocorrelation robust t-test
with 5% nominal significance.16 Noting that the Monte Carlo experiment is run
under the null hypothesis, the actual rejection frequencies should be contrasted
against the 5% benchmark. Apparently, the actual type I error probabilities of
sustainability diagnostics exceed the nominal benchmark, underlining slow conver-
gence of the t-ratio to its asymptotic Gaussian limit distribution. Size distortions
14To address potential endogeneity of the variables in (3.2), we specify a four dimensional VAR
model comprising (st, dt−1, g˜t, y˜t)
′ and, alternatively, a two dimensional VAR model for (st, dt−1)
′
where g˜t and y˜t enter as exogenous variables. Model selection is according to the BIC criterion.
With regard to the marginal equation for st considering g˜t and y˜t as exogenous is supported by
the BIC criterion. This result holds uniformly for all considered (sub)samples, if a constant or
additionally a trend is incorporated in VAR specifications.
15The negative range of δ is chosen since empirical correlations are typically negative. In contrast,
a positive correlation would imply a downward bias of ρˆ (Stambaugh; 1999).
16Since we detect significant heteroskedasticity and autocorrelation in the empirical residuals, we
apply the robust t-ratio in all remaining sections following the related literature. The empirical
rejection frequencies of a conventional one sided t-test are similar.
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Figure 3.3: Bias of policy the reaction coefficient The figure displays the average
estimated policy reaction coefficient when the true value is ρ = 0. The underlying data cover
US fiscal figures for the period 1792-2011. For each point on the grid 10,000 simulations are
run. Black dashed lines indicate empirical biases if δ = −0.582 or respectively β1 = 0.990
are fixed at their empirical estimates.
increase with β1 and δ in absolute terms. For the combination of the estimates
δˆ = −0.582 and βˆ1 = 0.990, the actual size of the right hand sided t-test with
5% nominal significance is 20.8%. Not alone the persistence, but also innovation
correlations in the US data are responsible for the strongly distorted significance
level of the test. We provide the correlation figures for all datasets in Section 3.4
explicitly. At this point it is worthwhile noting that the likelihood to falsely reject
the null hypothesis of no sustainability is sizeable for the empirically relevant range
of estimates δˆ and βˆ1.
3.3 Size control for model based IBC diagnosis
In this Section we describe techniques that correct for size distortions of t-tests and
biases of estimated slope coefficients in policy reaction functions. We explain (i) the
Monte Carlo based procedure employed by Goyal and Welch (2008), and (ii) the
local to unit root asymptotic framework introduced by Campbell and Yogo (2006).
Then, Monte Carlo based inference and the local to unit root asymptotic analysis
are adapted to provide size controlled inference on the sustainability of the fiscal
balances.
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Figure 3.4: Size distortion of the robust t-test The figure displays the empirical
rejection frequencies of a 5% right hand sided heteroskedasticity and autocorrelation robust
t-test applying the general covariance estimate of Newey and West (1987) when ρ = 0. The
underlying data cover US fiscal figures for the period 1792-2011. The bandwidth in the
covariance estimate is automatically selected as proposed by Newey and West (1994). For
each point on the grid 10,000 simulations are run. Black dashed lines indicate empirical
rejection frequencies if δ = −0.582 or respectively β1 = 0.990 are fixed at their empirical
estimates.
3.3.1 Monte Carlo inference
To account for regressors’ persistence and correlation of its innovations with equity
returns, Goyal and Welch (2008) suggest a Monte Carlo approach for inference
in predictive regressions.17 In small samples Monte Carlo procedures have often
size advantages compared with first order asymptotic approximations. This should
be helpful when evaluating the sustainability of fiscal policies conditional on post-
WWII subsamples that cover about 70 annual observations. In the context of policy
reaction functions such a Monte Carlo procedure is based on the model in (3.2)
to (3.4). The regression specific simulation follows the steps already described in
Section 3.2.4. Given parameter estimates we draw innovations from the bivariate
normal distribution with zero mean and the covariance matrix in (3.4), and simulate
10,000 processes of surpluses and debt-to-GDP ratios under the null hypothesis of
non-sustainability (ρ = 0).18 The measures of temporary government spending (g˜t)
17A related approach is adopted by Mark (1995) and Kilian (1999) in the context off exchange rate
predictions.
18Alternatively, we apply the bootstrap procedure proposed by Goyal and Welch (2008) drawing
with replacement from estimated residuals. In this framework the cross-correlation structure
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and business cycle variation (y˜t) are set to their actual realizations. The initial
values d0 are randomly selected from the empirical range of the debt-to-GDP series.
Monte Carlo critical values are determined by estimating (3.2) for each replication
and evaluating the empirical 95% quantile of the simulated distribution of robust
t-ratios for parameter estimates ρˆ. Moreover, this approach can easily be adopted
for a bias correction of estimates. The average over the 10,000 estimated policy
reaction coefficients where the true value is ρ = 0 can be interpreted as an estimate
of the bias in the empirical ρˆ, which is used for bias correction (Mark; 1995).19
3.3.2 Local to unit root asymptotics
As an alternative to the Monte Carlo approach, Campbell and Yogo (2006) pro-
pose to evaluate the predictability of equity returns by means of local to unit root
asymptotic theory. In the following we briefly sketch the intuition of the approach
and adapt this framework to test for sustainability of fiscal policy.20
If the parameter β1 in (3.3) is known, it is possible to apply a Neyman-Pearson
uniformly most powerful test which accounts for residuals’ correlation and the per-
sistence of debt-to-GDP ratios. Campbell and Yogo (2006) show that the corre-
sponding statistic can be calculated by replacing the primary surplus st in (3.2)
with st − σue/σ
2
e(dt − β1dt−1). Then, the t-statistic for the reaction parameter ρˆ,
denoted Q, is conditionally uniformly most powerful. Treating β1 as unknown, a
feasible version of the test procedure is based on the local to unit root framework,
expressing the persistence parameter as β1 = 1 + c/T , where T is the sample size.
Conditional on a given significance level, the DFGLS statistic and the correlation
between residuals ut and et in (3.2) and (3.3), Campbell and Yogo (2005) document
confidence intervals for c (or implicitly β1). Given this interval Campbell and Yogo
(2006) derive a refined Bonferroni confidence interval for the Q-statistic.21 More-
over, by means of a pre-test it can be evaluated if the persistence of the debt-to-GDP
ratio joint with correlation of the debt and surplus innovations in (3.2) and (3.3)
are likely to invalidate the nominal significance level of conventional t-tests. The
is captured by means of the so-called pairs bootstrap of drawing with replacement from tuples
(uˆt eˆt)
′. Results from pairs bootstrap and Monte Carlo simulation are qualitatively identical.
19Such bias correction is related to the approach described by Stambaugh (1999) who similarly
evaluates the limiting bias of ρˆ based on estimates of δ and β1. It is worthwhile to notice that the
magnitude of the bias is independent from the value of true parameter ρ (Stambaugh; 1999).
20A detailed derivation of the test procedure is provided by Campbell and Yogo (2005, 2006).
21This asymptotic framework is also valid under heteroskedasticity of residuals (Campbell and Yogo;
2006). It is worthwhile to notice that the estimate of ρ can be close to the upper bound of the
confidence interval calculated by means of the Bonferroni procedure or even larger due to the
biased estimate of ρ in finite samples (Campbell and Yogo; 2006).
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intuition behind the pre-test is to assess the degree of the size distortion. This is
comparable to contrasting the actual size of a test with 5% nominal significance
as illustrated in Figure 3.4 with the 5% benchmark. Campbell and Yogo (2006,
Table 1) document regions (cmin, cmax) for which the size of a 5% right hand sided
t-test is in excess of 7.5%. These intervals depend on δˆ. If the confidence interval
for c is strictly below or above the region (cmin, cmax) the null hypothesis of an
empirical size in excess of 7.5% can be rejected.
It is worthwhile to notice that compared with the standard specification of a
predictive regression, the model in (3.2) includes additional regressors, namely tem-
porary government spending (g˜t) and business cycle variation (y˜t). Both respective
nuisance parameters, α1 and α2, are estimated consistently.
3.4 Size controlled inference on fiscal sustainability
In this section we first highlight the potential and magnitude of size distortions in
policy response regressions for the US, the UK and Portugal. In the second place,
we draw bias and size controlled conclusions on the sustainability of fiscal balances
in these three countries. A brief summary offers a condensed view at the empirical
results and further remarks on the need for size control in empirical assessments of
model based sustainability.
3.4.1 Size distortions in policy response regressions
As a first result, Table 3.2 documents the estimated residual correlations
δˆ = Ĉorr(ut, et) and autoregessive parameters βˆ1 for the US, the UK and Portu-
gal. Given Figure 3.4 these two quantities offer an impression if the t-test suffers
from notable size distortions. The correlation of the debt and surplus innovations is
around -0.6 for the US data. Compared with the corresponding subsamples for the
UK and Portugal, the correlation in the US data is the largest in absolute terms.
While the correlation estimates remain almost invariant over the three US subsam-
ples, correlations increase in absolute value for the two remaining countries over the
subsamples. The autocorrelation parameter βˆ1 is close to unity for all countries and
(sub)samples except for the post-WWII period and US and UK data. For the case
of Portugal βˆ1 is even in excess of unity and increases over the subsamples, while
it decreases with the size of the US and UK (sub)samples. These findings confirm
former diagnostics for unit roots in debt-to-GDP ratios (see Section 3.2.3).
Column 4 in Table 3.2 documents the simulated size of a 5% right hand sided
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Sample δˆ βˆ1 sim. size 5% 95% CI: β1 95% CI: c
United States
1792-2011 −0.582 0.990 0.208 [0.971, 1.018] [-6.335, 3.984]
1900-2011 −0.637 0.973 0.225 [0.971, 1.040] [-3.259, 4.467]
1948-2011 −0.690 0.917 0.276 [0.910, 1.065] [-5.671, 4.091]
United Kingdom
1830-2012 −0.163 0.983 0.097 [0.975, 1.024] [-4.536, 4.282]
1900-2012 −0.163 0.982 0.116 [0.953, 1.037] [-5.270, 4.171]
1946-2012 −0.590 0.926 0.203 [0.949, 1.067] [-3.398, 4.445]
Portugal
1852-2012 −0.308 1.031 0.115 [1.003, 1.034] [0.485, 5.375]
1900-2012 −0.319 1.048 0.137 [0.993, 1.044] [-0.753, 4.954]
1945-2012 −0.459 1.090 0.161 [1.020, 1.087] [1.335, 5.858]
Table 3.2: Pre-tests for size distortions The table documents in column 2 the esti-
mated correlations of innovations ut and et in (3.2) and (3.3), respectively. The estimated
autoregressive parameters β1 are provided in column 3. Column 4 displays the simulated size
of a 5% right hand sided heteroskedasticity and autocorrelation robust t-test (Newey and
West; 1987). The bandwidth for the robust t-statistic is automatically selected as proposed
by Newey and West (1994). The 95% confidence intervals for β1 in column 5 are followed by
the 95% confidence intervals for c. Bold figures indicate non-rejection of the null hypothesis
of a size in excess of 7.5% by means of the pre-test proposed in Campbell and Yogo (2006).
robust t-test for the policy reaction parameter ρˆ in (3.2). In consequence, for the
US data the actual size of a robust t-test with 5% nominal significance is 20.8%
and 22.5% for the full sample and the period 1900 to 2011, respectively. For the post-
WWII period it is 27.5% and, thus, five times larger than the nominal reference.
The rise in excess type I error probabilities over the three subsamples is related
to the (in absolute terms) strengthened residual correlation. In consequence, a
conventional t-test is most likely inappropriate to evaluate the sustainability of the
US fiscal policy with 5% nominal significance.22 This conclusion is supported by
the pre-test proposed by Campbell and Yogo (2006). The 95% confidence bounds
of β1 and c in β1 = 1−T/c are shown in columns 5 and 6 of Table 3.2, respectively.
These intervals are computed by means of the distribution of the DFGLS statistic
under the alternative hypothesis of stationarity. The confidence interval for β1
includes the case of a unit root for all US (sub)samples. Moreover, the bolded
entries in column 6 of Table 3.2 indicate that the interval for the parameter c is not
strictly below or above the critical region tabulated in Campbell and Yogo (2006,
22 If we consider alternatively standard instead of robust t-statistics results are qualitatively identical.
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Table 1). Thus, the null hypothesis of a size in excess of 7.5% cannot be rejected
with 5% significance.23
Examining UK data the simulated size of the right hand sided t-test comes closer
to the 5% benchmark in each (sub)sample in comparison with corresponding results
for US data. However, it still amounts to 9.7%, 11.6% and 20.3% for the respective
(sub)periods. The pre-test indicates with 5% significance an actual size which is
in excess of 7.5% regardless of the sample period. Again the strengthened corre-
lation of innovations in debt-to-GDP ratios and primary surpluses over the three
(sub)samples appears to trigger the size distortions. Similarly, we diagnose that
t-tests are size distorted conditional on all (sub)samples of Portuguese figures. It
is noteworthy that the simulated size of the t-test for the Portuguese post-WWII
period is below respective estimates for the US and the UK, although βˆ1 indicates
an explosive path of Portuguese debt-to-GDP ratios. Such a weaker size distortion
may reflect the relatively small residual correlation of Ĉorr(ut, et) = −0.459. The
pre-test indicates throughout significant size distortions, even if the lower bounds of
the confidence interval of c become positive for the 1852-2012 and 1945-2012 sample
periods.
In summary, the null hypothesis that the actual size of a right hand sided t-test
with 5% nominal significance is in excess of 7.5% cannot be rejected for all countries
and (sub)samples. The actual significance levels exceed the nominal benchmark in
a sizable manner throughout, and especially for the case of the US and the post-
WWII UK fiscal data. As a consequence, the t-statistic may be invalid to assess
model based sustainability and, thus, unsuitable for policy monitoring.
3.4.2 Size corrected diagnosis of fiscal balances’ sustainability
Accounting for persistence of regressors and correlation of innovations, Table 3.3
documents bias and size adjusted inferential diagnostics on the sustainability of
US and UK budget balances. On the one hand we employ Monte Carlo based
5% critical values, and on the other hand asymptotic 90% Bonferroni confidence
intervals.24 The OLS estimate of the policy response parameter ρ is displayed in the
first row and the corresponding robust t-statistic in parenthesis below. Bias adjusted
policy reaction coefficients summarized in the row labeled ρˆadj are uniformly smaller
23As an example, consider the US sample period from 1792 to 2011. For a given δˆ = −0.582
the 95% confidence interval of c (−6.335, 3.984) is not strictly below or above the critical region
(cmin = −33.899, cmax = 6.557) (Campbell and Yogo; 2006, Table 1).
24The lower bound of these two-sided 90% confidence intervals is identical to that of a 95% ‘one
sided interval’.
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than the respective OLS estimates. Applying as critical value the 95% quantile of
the standard normal distribution, 1.645, it appears that the US fiscal policy was
sustainable for the entire sample from 1792 to 2011 and the period from 1900
to 2011. For the post-WWII period the bias adjusted slope coefficient becomes
negative and the US fiscal policy lacks sustainability. Simulation based critical
values in the third row of Table 3.3 are around 2.7 and increase if the size of the three
US (sub)samples decreases. Employing these critical values, the conclusions derived
by means of the Gaussian quantile do not change. Moreover, the 90% Bonferroni
confidence interval for ρ does not include zero (indicated with bold entries) for the
first two subsamples, but indicates non-sustainability of fiscal balances during the
post-WWII period.25
For the full UK sample (1830-2012), the simulated critical value regarding the
policy reaction to debt-to-GDP movements comes closer to the Gaussian quantile
compared with the respective statistic for the US. This corresponds to somewhat
weaker size distortions of the t-test for this sample (see Table 3.2). The estimated
policy reaction parameter is positive and significant for the entire sample period and
the post-1900 period given Gaussian, Monte Carlo and Bonferroni critical values.
However, we find evidence against a sustainable public debt for the post-WWII
period from size corrected Monte Carlo and Bonferroni critical values. In contrast,
the conventional t-test indicates that the UK fiscal policy accords with the IBC for
this subsample. In summary, the fiscal balance of the UK might be in accordance
with the IBC for the sample periods covering more than a century. It is worthwhile
to mention that although we arrive at similar conclusions on non-sustainability of
post-WWII fiscal policy in the US and the UK, for the latter this diagnosis relies
on the application of size corrected critical values.
For the case of Portugal policy response estimates ρˆ displayed in Table 3.4 are
relatively small and bias adjusted complements are negative in two (sub)samples.
The t-statistics do not indicate a significantly positive response parameter. These
conclusions hold for the standard asymptotic and the Monte Carlo critical values.
All Bonferroni confidence intervals include zero. The Portuguese fiscal policy does
not appear sustainable regardless of the sample choice. Next, we analyze post-
WWII subsamples in more detail in light of currently high debt burdens.26
25As argued by Campbell and Yogo (2006), the Bonferroni test has an upward biased rejection
frequency if the sample contains less than 100 observations. Thus, the Monte Carlo critical values
might be more appropriate for the analysis of the post-WWII samples.
26Noteworthy, Bohn (1998, 2008) and Ghosh et al. (2013) add quadratic and cubic terms of the
debt-to-GDP ratio to the policy reaction function to cover nonlinear effects. Along these lines
we augment the linear policy rule in (3.2) by means of the squared lagged debt-to-GDP ratio
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United States
1792-2011 1900-2011 1948-2011
ρˆ 0.100 0.109 0.033
t-stat (4.355) (3.807) (0.946)
sim crit 5% 2.592 2.752 3.056
Q-test 90% CI: ρ [0.040, 0.078] [0.016, 0.079] [-0.034, 0.057]
ρˆadj 0.091 0.090 -0.012
αˆ0 0.002 -0.002 -0.015
(0.535) (-0.319) (-1.612)
αˆ1 -0.734 -0.731 0.006
(-6.784) (-5.112) (0.030)
αˆ2 0.094 0.112 0.402
(1.328) (1.183) (2.343)
R2/adj.R2 0.632/0.627 0.579/0.567 0.173/0.131
United Kingdom
1830-2012 1900-2012 1946-2012
ρˆ 0.049 0.053 0.031
t-stat (9.185) (7.965) (1.729)
sim crit 5% 2.051 2.297 2.831
Q-test 90% CI: ρ [0.040, 0.053] [0.040, 0.060] [-0.022, 0.024]
ρˆadj 0.048 0.051 0.007
αˆ0 0.006 0.004 -0.016
(0.787) (0.377) (-0.891)
αˆ1 -0.663 -0.666 0.191
(-9.836) (-9.436) (0.340)
αˆ2 -0.256 -0.290 0.389
(-2.183) (-2.080) (1.351)
R2/adj.R2 0.870/0.868 0.869/0.865 0.364/0.333
Table 3.3: Policy response regressions for the US and the UK For each country the
first row displays the estimates of ρ followed by the heteroskedasticity and autocorrelation
robust t-statistics (Newey and West; 1987) in parenthesis. The bandwidth for the robust
t-statistic is automatically selected as proposed by Newey and West (1994). The simulated
5% Monte Carlo based critical values of a right hand sided test are provided in the third
row. The 90%-confidence intervals of the Bonferroni Q-statistics are shown in the forth row.
Bold intervals exclude zero. Bias adjusted estimates of ρ are presented in the row labels
ρˆadj. The lower panel displays the remaining estimates, corresponding heteroskedasticity and
autocorrelation robust t-statistic in parenthesis and the (adjusted) degree of explanation.
and consider marginal effects at distinct levels of debt-to-GDP ratios. In sum, we do not detect
notable variation of the policy reaction.
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Portugal
1852-2012 1900-2012 1945-2012
ρˆ 0.004 -0.010 -0.018
t-stat (0.218) (-0.548) (-1.135)
sim crit 5% 2.343 2.706 3.093
Q-test 90% CI: ρ [-0.006, 0.019] [-0.019, 0.010] [-0.023, 0.011]
ρˆadj 0.004 -0.010 -0.018
αˆ0 -0.002 -0.001 -0.003
(-0.299) (-0.082) (-0.585)
αˆ1 -0.097 -0.121 -0.136
(-5.380) (-4.682) (-2.852)
αˆ2 0.145 0.188 0.119
(3.979) (6.099) (1.615)
R2/adj.R2 0.233/0.219 0.312/0.293 0.268/0.234
Table 3.4: Policy response regressions for Portugal For further notes see Table 3.3
3.4.3 The sustainability of fiscal balances in recent years
The costly policy interventions during the recent financial crisis, the Great Reces-
sion and the European debt crisis as interrelated economic challenges disclosure the
importance of a detailed analysis of recent fiscal figures. Figure 3.1 and 3.2 empha-
size the strong accelerations of debt burdens for all three countries since the financial
crisis in 2008. In Portugal an upward trend already occurs around the introduction
of Euro banknotes in 2002. Thus, data of most recent years might substantially
influence the test decisions regarding countries’ model based sustainability. A nat-
ural question which arises is if size distortions in policy reaction regressions prevent
a timely detection of unbalanced fiscal figures.
To investigate this issue, we mimic the perspective of a ‘fiscal monitor’ and con-
dition the IBC diagnosis on post-WWII subsamples ranging until 2006 and extend
these subsamples recursively until the last sample quote date in 2011 (US) or 2012
(UK/PT). Respective diagnostics for US and UK fiscal figures are documented in
Table 3.5. As described above the US fiscal policy is diagnosed as non-sustainable
for the 1948-2011 subsample independent of applied critical values. In contrast,
conventional and size corrected inference arrive at opposite conclusions for the
1948-2010 US subsample. The fiscal balance appears to accord with the IBC with
nominal 5% significance if test decisions are conditioned on Gaussian critical values.
In contrast, however, conditioning the test decision on Monte Carlo or the Bonfer-
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roni critical values arrives at the opposite conclusion of fiscal non-sustainability.
Thus, size corrected inferential diagnosis issues warning signals of fiscal imbalances
which are hidden by size distortions of conventional test approaches. For subsam-
ples excluding post-2009 observations, the policy reaction coefficient is positive with
5% significance and test decisions from spurious and size controlled p-values do not
contradict at the 5% nominal significance level.
Investigating the fiscal policy of the UK, we diagnose three further subsamples
where spurious p-values based on Gaussian quantiles spuriously indicate fiscal sus-
tainability with nominal 5% significance. The test decision conditional on con-
ventional quantiles and size corrected versions firstly contradict for the post WWII
subsample ending 2009. While the null hypothesis of an non-sustainable fiscal policy
is rejected with nominal 5% significance applying Gaussian critical values, it cannot
be rejected for Bonferroni critical values. In contrast to the US, such opposing test
decisions are diagnosed for all remaining UK subsamples including post-2008 data.
The analysis of future data has to show if the lack of fiscal sustainability obtained
from recent data is a temporary or persistent phenomenon.
In contrast, policy reaction coefficients estimated for Portuguese subsamples doc-
umented in Table 3.6 are throughout insignificant regardless of the applied test
procedure. In a further analysis summarized in Table 3.7, we exclude observations
from the era with circulating Euro banknotes and consider Portuguese subsamples
starting in 1852, 1900 and 1945 and ending in 2001. Estimated policy reaction co-
efficients and their bias adjusted versions become positive. However, fiscal policies
appear to accord with the IBC only for the largest sample ranging from 1852 to
2001 conditional on conventional and size corrected critical values.27 In sum, we
diagnose strong evidence for non-sustainable fiscal policies for Portugal.28
27 In the 1900-2001 period, Bonferroni critical values indicate sustainability. However, Monte Carlo
based and also distorted asymptotic critical values hint at non-sustainability.
28With respect to the influence of the two control variables, temporary government spending and
business cycle variation, results in Table 3.3 to 3.7 can be summarized as follows. In line with
Bohn (1998, 2008), the influence of temporary government spending on the primary surplus is in
general negative, while that of business cycle variation is positive. Focusing on the post-WWII
subsamples, in the US only the effect of the business cycle variation is significant at the 1% level
and for the UK in most subsamples neither temporary government spending nor business cycle
variation is significant at the 10% level. Notably, the primary surplus of the US and the UK
accelerates with an increasing government expenditure in those subsamples where the influence
of the lagged debt-to-GDP ratio is insignificant. In samples covering more that 100 years, the
effect of temporary government spending is negative with 1% significance for the US and the UK.
Moreover, an increase of the business cycle variation generates a decrease of the primary surplus of
the UK. For Portugal temporary government spending has throughout a negative and the business
cycle variation a positive effect with 5% significance.
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United States
1948 1948 1948 1948 1948 1948 1948
-2006 -2007 -2008 -2009 -2010 -2011 -2012
ρˆ 0.066 0.066 0.066 0.065 0.052 0.033 –
t-stat (4.248) (4.240) (4.173) (3.802) (2.330) (0.946)
sim crit 5% 2.906 2.892 2.880 2.898 2.983 3.056 –
Q-test [0.011, [0.010, [0.011, [0.003, [-0.014, [-0.034, –
90% CI: ρ 0.069] 0.068] 0.070] 0.077] 0.071] 0.057]
ρˆadj 0.038 0.038 0.038 0.033 0.013 -0.012 –
αˆ0 -0.013 -0.013 -0.013 -0.017 -0.017 -0.015 –
(-1.644) (-1.691) (-1.826) (-1.995) (-1.973) (-1.612)
αˆ1 -0.144 -0.145 -0.137 -0.106 -0.056 0.006 –
(-1.199) (-1.234) (-1.147) (-0.771) (-0.339) (0.030)
αˆ2 0.290 0.283 0.283 0.385 0.408 0.402 –
(2.775) (2.759) (2.811) (2.459) (2.299) (2.343)
R2 0.374 0.367 0.362 0.328 0.244 0.173 –
adj.R2 0.339 0.332 0.327 0.292 0.205 0.131
United Kingdom
1946 1946 1946 1946 1946 1946 1946
-2006 -2007 -2008 -2009 -2010 -2011 -2012
ρˆ 0.042 0.042 0.042 0.039 0.036 0.033 0.031
t-stat (4.204) (4.102) (3.756) (2.853) (2.249) (1.883) (1.729)
sim crit 5% 2.661 2.680 2.629 2.733 2.789 2.784 2.831
Q-test [0.009, [0.008, [0.006, [-0.005, [-0.014, [-0.019, [-0.022,
90% CI: ρ 0.040] 0.039] 0.038] 0.033] 0.029] 0.026] 0.024]
ρˆadj 0.033 0.032 0.030 0.023 0.016 0.011 0.007
αˆ0 0.005 0.004 0.002 -0.005 -0.010 -0.014 -0.016
(0.507) (0.402) (0.158) (-0.376) (-0.616) (-0.752) (-0.891)
αˆ1 -0.347 -0.325 -0.282 -0.118 0.017 0.118 0.191
(-1.406) (-1.285) (-0.963) (-0.285) (0.033) (0.208) (0.340)
αˆ2 0.226 0.228 0.237 0.396 0.428 0.416 0.389
(0.870) (0.878) (0.928) (1.334) (1.353) (1.339) (1.351)
R2 0.452 0.453 0.453 0.431 0.403 0.380 0.364
adj.R2 0.423 0.425 0.425 0.402 0.373 0.350 0.333
Table 3.5: Policy response regressions for recent US and UK data For further notes
see Table 3.3
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Portugal
1945 1945 1945 1945 1945 1945 1945
-2006 2007 -2008 -2009 -2010 -2011 -2012
ρˆ 0.001 0.001 0.000 -0.010 -0.021 -0.017 -0.018
t-stat (0.041) (0.066) (0.006) (-0.480) (-0.884) (-0.908) (-1.135)
sim crit 5% 2.726 2.578 2.626 2.874 2.945 3.000 3.093
Q-test [-0.021, [-0.020, [-0.020, [-0.029, [-0.036, [-0.028, [-0.023,
90% CI: ρ 0.021] 0.021] 0.019] 0.012] 0.005] 0.010] 0.011]
ρˆadj -0.005 -0.004 -0.005 -0.015 -0.024 -0.018 -0.018
αˆ0 -0.008 -0.008 -0.007 -0.005 -0.002 -0.003 -0.003
(-1.286) (-1.389) (-1.387) (-0.853) (-0.299) (-0.539) (-0.585)
αˆ1 -0.120 -0.123 -0.123 -0.128 -0.131 -0.134 -0.136
(-2.921) (-2.960) (-2.962) (-2.848) (-2.755) (-2.823) (-2.852)
αˆ2 0.123 0.120 0.117 0.139 0.141 0.126 0.119
(1.766) (1.732) (1.698) (1.812) (1.744) (1.672) (1.615)
R2 0.260 0.269 0.269 0.256 0.261 0.257 0.268
adj.R2 0.221 0.231 0.232 0.219 0.225 0.221 0.234
Table 3.6: Policy response regressions for recent Portuguese data For further notes
see Table 3.3
Portugal
1852-2001 1900-2001 1945-2001
ρˆ 0.028 0.018 0.021
t-stat (2.289) (1.177) (1.219)
sim crit 5% 1.998 2.201 2.883
Q-test 90% CI: ρ [0.017, 0.039] [0.002, 0.033] [-0.002, 0.042]
ρˆadj 0.027 0.016 0.010
αˆ0 -0.010 -0.008 -0.012
(-1.955) (-1.587) (-2.275)
αˆ1 -0.091 -0.112 -0.118
(-5.498) (-4.743) (-2.978)
αˆ2 0.142 0.186 0.129
(3.555) (5.153) (1.864)
R2/adj.R2 0.368/0.355 0.401/0.383 0.338/0.299
Table 3.7: Policy response regressions for Portugal excluding the era of circu-
lating Euro banknotes For further notes see Table 3.3
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3.4.4 Summary of size controlled diagnostics
In summary, model based assessments of the IBC by means of common t-ratios
suffer from marked size distortions. Pretesting for size violations highlights that
respective test decisions are not taken with the supposed significance level. For the
sustainability diagnosis in long time series covering more than a century t-statistics
are not in a critical region. Thus, the application of standard or size corrected
critical values does not arrive at contradictory conclusions on the sustainability
of fiscal balances. The fact that the diagnosis of sustainability appears invariant
with regard to the distinct inferential procedures, however, should not be taken to
support common inferential techniques for the monitoring of fiscal policy for two
reasons. First, the concordance of test decisions gathered from biased vs. unbiased
critical values depends generally on the presumed nominal level. Second, only
unbiased critical values respect the nominal significance chosen by the analyst and
is therefore in line with her risk attitudes.
Moreover, we identify several subsamples for which conventional and size cor-
rected inference induces contradicting conclusions regarding the sustainability of
fiscal policies. Focusing on post-WWII data of the US and the UK, oversizing of
conventional test statistics is sufficiently severe in small samples to spuriously di-
agnose fiscal balances to accord with the IBC. Thus, for the most recent periods
of international integration and globalization monitoring of fiscal sustainability by
means of policy response regressions deserves size controlled econometric diagnos-
tics.
3.5 Conclusions
For the cases of the US, the UK and Portugal, historic debt-to-GDP ratios might be
best represented by means of (‘near’ to) unit root processes, while primary surpluses
are stationary. Pre-tests indicate that the persistence of debt-to-GDP ratios joint
with the correlation of debt and surplus innovations invoke marked size distortions of
commonly applied t-tests. By means of Monte Carlo simulations, we estimate actual
significance levels of up to 27.6% for t-tests with a 5% nominal level. Overall, our
results reflect that diagnosing an IBC by means of policy response regressions is less
conservative in comparison with unit root tests, but deserves careful treatment of
type I error probabilities. Conditional on a 5% nominal significance level, decisions
on sustainability of fiscal policies in the US, the UK and Portugal do not change for
historical data covering more than a century, if Monte Carlo based critical values or
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Bonferroni confidence bounds or Gaussian critical values are employed. While the
former diagnostics respect the nominal significance level, Gaussian quantiles turn
out to correspond with actual significance levels that may exceed their nominal
counterpart by up to five times. Focusing on post-WWII subsamples we discover
several cases where size distortions prevent a timely detection of US and UK fiscal
imbalances if test decisions are conditioned on Gaussian critical values.
Size control in model based diagnosis of the IBC is essential for at least two
reasons. First, eventual agreement of size distorted and size controlled inferential
outcomes is always conditional on a specific level of nominal significance that has
to be selected by the analyst. Second, in light of both intensified international
economic integration and the recent debt crises in Europe, policy authorities have
a natural interest in IBC diagnosis that conditions on more time local sample in-
formation covering only a few decades of fiscal data. Given slow convergence to
asymptotic limits under regressor persistence, size controlled inferential tools are of
utmost importance for the monitoring of fiscal sustainability. Recently, panel data
approaches have been suggested to provide a suitable number of observations of
recent fiscal figures due to an enlarged cross sectional dimension of data (Mendoza
and Ostry; 2008; Ghosh et al.; 2013). Apart from pooled test regressions, in the
panel context, Fisher type aggregation of p-values from single test regressions could
be seen as a viable alternative for summarizing country specific evidence (Fisher;
1934). As a particular direction of future research, the implementation of Fisher
tests deserves conditioning on correct rather than spurious, i.e., oversized, p-values.
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Appendix to Paper 3
3.A Data sources
United States US data on public net debt are provided by Henning Bohn and
can be downloaded from the web.29 They are also used in Bohn (2008) and range
from 1792 till 2011. We thank Henning Bohn for sending us the series of military
outlays per GDP.
United Kingdom We construct a dataset on net public debt for the UK similar
to Lukkezen and Rojas-Romagosa (2012). The sample ranges from 1830 to 2012.
The public net debt for the period 1830 to 1979 has been collected from Mitchell
(1988). More recent quotes have been drawn from the IMF database.30 Revenues,
expenditures and interest payments for the period 1830 to 1945 have been collected
from Mitchell (1988). Respective quotes for periods after 1945 are from the Office
for National Statistics. The time series of military expenditures from 1981 to 2012
is downloaded form the Stockholm International Peace Research Institute (SIPRI)
database,31 and collected from Mitchell (1988) for the period 1830-1980. The nom-
inal and real GDP are calculated by merging data of Mitchell (1988) from 1830 to
1947 (1954, respectively) and from the UK Office for Budget Responsibility (quotes
until 2012).
Portugal The Portuguese data on gross public debt are downloaded from the
website of Carlos Marinheiro.32 The sample ranges from 1852 to 2012 and has
been analyzed in Marinheiro (2006). We thank Carlos Marinheiro for updating the
dataset and adding a GDP deflator upon our request.
29http://econ.ucsb.edu/~bohn/
30http://www.imf.org/external/pubs/ft/weo/2013/02/weodata/index.aspx
31http://www.sipri.org/databases
32http://www4.fe.uc.pt/carlosm/index_en.htm
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3.B Unit root tests for non-debt components
Series Sample ADF PP DFGLS KPSS
United States
g˜t 1792-2011 −5.261
∗∗∗ −3.227∗∗ −4.655∗∗∗ 0.833∗∗∗
1900-2011 −4.415∗∗∗ −2.524 −3.780∗∗∗ 0.270
1948-2011 −1.884 −1.449 −2.275∗∗ 0.843∗∗∗
y˜t 1792-2011 −8.691
∗∗∗ −5.872∗∗∗ −8.593∗∗∗ 0.009
1900-2011 −8.223∗∗∗ −2.562 −6.895∗∗∗ 0.024
1948-2011 −5.246∗∗∗ −3.036∗∗ −2.929∗∗∗ 0.196
United Kingdom
g˜t 1830-2012 −5.505
∗∗∗ −4.063∗∗∗ −5.349∗∗∗ 0.216
1900-2012 −4.543∗∗∗ −3.326∗∗ −4.275∗∗∗ 0.242
1946-2012 −14.571∗∗∗ −13.289∗∗∗ −15.140∗∗∗ 0.877∗∗∗
y˜t 1830-2012 −8.325
∗∗∗ −5.041∗∗∗ −7.984∗∗∗ 0.010
1900-2012 −6.594∗∗∗ −3.333∗∗ −5.394∗∗∗ 0.017
1946-2012 −4.792∗∗∗ −2.908∗∗ −3.148∗∗∗ 0.182
Portugal
g˜t 1852-2012 −7.937
∗∗∗ −11.542∗∗∗ −4.086∗∗∗ 0.035
1900-2012 −7.544∗∗∗ −7.751∗∗∗ −7.250∗∗∗ 0.016
1945-2012 −4.981∗∗∗ −4.025∗∗∗ −5.018∗∗∗ 0.029
y˜t 1852-2012 −8.431
∗∗∗ −8.625∗∗∗ −1.468 0.015
1900-2012 −6.392∗∗∗ −5.932∗∗∗ −4.711∗∗∗ 0.021
1945-2012 −6.347∗∗∗ −4.061∗∗∗ −5.523∗∗∗ 0.069
Table 3.8: Unit root tests for non-debt components For further notes see Table 3.1.
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Paper 4
Sustainability of European fiscal balances – Just
a statistical artifact?
Malte Rengel
Abstract. The recent European debt crisis has emphasized the importance
of a reliable assessment of the sustainability of fiscal balances. The litera-
ture on policy reaction functions interprets debt as sustainable if a rising
debt-to-GDP ratio invokes a positive reaction in the primary surplus. In
this study, I show in a panel framework that the persistence of debt-to-GDP
ratios and the correlation of respective innovations with primary surpluses
generate size distortions of t-tests for common policy reaction coefficients.
An analysis of European data prior to 2009 reveals that these size dis-
tortions make the diagnosis of non-sustainable fiscal balances by means of
conventional inference highly unlikely. In contrast, size corrected bootstrap
based critical values allow for a timely detection of increased solvency risk.
4.1 Introduction
The current European debt crisis reinforces the academic, political and public at-
tention to the solvency risk of nations. As established by the European Stability and
Growth Pact, annual deficits of member countries should not exceed 3% of GDP
and public debt should amount to 60% of GDP at maximum. However, present
debt levels of European countries strongly exceed the targets and raise serious con-
cerns about the resilience of the monetary union. For instance, the debt burden of
Greece reached 170% of GDP in 2013. Aizenman, Hutchison and Lothian (2013)
argue that the European debt crisis is one of the strongest risks for a downturn of
the world economy after the global financial crisis.1
In this study, I analyze the so-called model based sustainability of fiscal balances
of 14 European countries before the European debt crisis manifested in 2009. I
reveal that type I error probabilities of conventional sustainability tests exceed the
1 For a detailed discussion on the European debt crisis and a literature overview the reader may
consult Lane (2012).
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nominal benchmark and that fiscal policies are spuriously classified as sustainable.
This ex-post analysis cautions against potential misinterpretations in assessing the
fiscal soundness of countries and provides methods for a more reliable policy mon-
itoring.
Bohn (1998) establishes inference on policy reaction functions to diagnose if fis-
cal policy is designed in a sustainable manner. These functions relate the primary
(non-interest) surplus to lagged public debt (both measured as shares of GDP).
By means of a stochastic general equilibrium model, Bohn (1995, 1998) derives
an intertemporal budget constraint (IBC) which holds if a government raises the
primary surplus in response to an increase in the lagged debt-to-GDP ratio.2 Es-
timated policy reaction coefficients are typically found to be significantly positive.
For instance, Bohn (1998, 2008) argues in favor of a positive and significant reac-
tion coefficient for historical US fiscal data starting in 1916 or 1792, respectively.
Focusing on European economies, Greiner et al. (2007) diagnose sustainability of
German, French, Italian and Portuguese fiscal balances. While these studies are
settled in a single-equation framework, panel data approaches have recently been
employed to jointly asses fiscal soundness of distinct countries. Adding cross sec-
tional information allows to focus on more recent data. Thus, panel based inference
allows for active policy monitoring. Mendoza and Ostry (2008) diagnose positive
and significant common reaction coefficients for a pooled set of 22 industrial and a
pooled set of 34 emerging economies observed from 1980 to 2005. Likewise, joining
the two subsets yields a significantly positive coefficient. Conditional on a panel of
23 advanced economies observed from 1980 to 2007, Ghosh et al. (2013) find nonlin-
ear reactions of fiscal policies to increased debt-to-GDP ratios. The policy response
exhibits an inverted U-shape and is positive for debt-to-GDP ratios between 0.4
and 1.5.3
While the panel framework is appropriate to test for pre-crisis sustainability of
European fiscal policies, it is worthwhile to consider at first particular statistical
2 A deterministic IBC can be addressed alternatively to the model based IBC. Whether fiscal fig-
ures accord with the deterministic IBC can be investigated by testing against a unit root in the
debt-to-GDP ratio, or for a cointegration relation between government revenues and expendi-
tures. Conclusions from these tests are often ambiguous. The reader may consult Bohn (2008)
for a discussion. These approaches are employed to investigate long-run sustainability of fiscal
balances. In comparison, for instance, Abeysinghe and Jayawickrama (2013) consider short-run
sustainability.
3 Another strand of literature focuses on the sustainability of fiscal policy on the state level. Claeys,
Ramos and Surin˜ach (2008) find a positive response of states primary surpluses to increasing debt-
to-GDP ratios in the US, but not for Germany. Potrafke and Reischmann (2014) emphasize the
influence of fiscal transfers on the assessment of states’ fiscal soundness.
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characteristics of debt-to-GDP ratios and primary surpluses. It is extensively dis-
cussed in the literature that debt-to-GDP ratios may be characterized as (‘near’
to) unit root processes (Hamilton and Flavin; 1986; Kremers; 1988; Wilcox; 1989).
Antonini et al. (2013) argue that debt-to-GDP ratios of 10 European countries ex-
hibit stochastic trends. They apply single-equation and panel unit root tests. In
contrast to debt-to-GDP ratios, primary surpluses are commonly diagnosed to be
stationary processes of low persistence (Bohn; 1998, 2008; Marinheiro; 2006). In
general, regressions that are characterized by transitory left hand side variables and
persistent right hand side variables are poorly balanced. So far, eventual effects of
this property of test regressions have been neglected in the context of policy reac-
tion functions. In addition, the innovations of primary surpluses and debt-to-GDP
ratios are in general negatively correlated. If the primary surplus of a period is
large, the debt at the end of this period tends to be low. Woodford (1998) points
to these correlations in the ‘fiscal theory of the price level’.
These two characteristics are well recognized in the related finance literature on
predictive regressions. This literature relates future returns to lagged persistent
valuation ratios, e.g., the price-to-dividend ratio.4 In single-equation predictive
regressions, Stambaugh (1999), Lewellen (2004) and Campbell and Yogo (2006)
point out that estimates of slope coefficients are upward biased and the size of
corresponding t-tests is overrated.5 Using Bonferroni and Monte Carlo techniques,
Herwartz and Rengel (2014) diagnose that the size of t-tests in single-equation policy
reaction functions is up to five times larger than its nominal reference for US, UK
and Portuguese data covering almost two centuries. These size distortions bear the
risk of classifying fiscal figures falsely as sustainable more often then prespecified
by the type I error probability of the test.
In the panel framework, such biases have the potential to equally invalidate infer-
ence on predictive regressions and policy reaction functions. In the finance context,
Hjalmarsson (2008, 2010) demonstrates that the within-transformation employed
in predictive regressions to account for individual cross sectional characteristics in-
duces a so-called second-order bias. This bias enforces the bias of slope estimates
and the excess of type I error probabilities of t-tests observed in single-equation
4 Mankiw and Shapiro (1985, 1986) hint at similar patterns in measures which are applied to analyze
the permanent income hypothesis.
5 In general, predictive regressions have the form yt = θ0 + θ1zt−1 + ǫt, where the regressor follows
the dynamic process zt = γ0 + γ1zt−1 + νt and is nearly integrated if γ1 is close to unity. The
(upward) bias of θˆ1 and the size distortion of the corresponding t-test become more pronounced
the stronger the (negative) correlation between ǫt and νt is and the more persistent the movements
of zt are.
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models. He diagnoses by means of a simulation study an actual size of up to 60%
of a t-test with nominal 5% reference and provides empirical examples of spuriously
inferred predictive evidence of valuation ratios by pooling country specific financial
market data. Similarly, Pastor, Stambaugh and Taylor (2014) find a second-order
bias in evaluating the returns to scale of active mutual fund management. Baglan
and Yoldas (2013) account for the persistence of the debt-to-GDP ratio when ana-
lyzing its predictive content for macroeconomic activity. A significant negative re-
lation between economic activity and the debt-to-GDP ratio cannot be established
when relying on robust estimation techniques and data of 20 advanced economies
ranging until 2008.
In sum, whether the frequent non-rejection of model based sustainability is just
a statistical artifact caused by oversized t-tests is a question of general interest.
I test for the sustainability of fiscal balances of 14 European countries in a panel
ranging from 1980 until the beginning of the European debt crisis in 2009. First,
I demonstrate by means of a Monte Carlo study that a severe upward bias of the
estimated joint policy reaction coefficient and a size distortion of the corresponding
t-test arise for empirically reasonable degrees of persistence of debt-to-GDP ratios
and correlation of respective innovations with primary surpluses. In general, the
bias and excess of type I error probabilities reinforce if the cross sectional dimen-
sion of the panel increases. Second, I provide bias and size corrected inference on
the sustainability of pre-crisis European fiscal policies by means of wild bootstrap
techniques. Common policy reaction coefficients are spuriously found to be positive
with 5% nominal significance if conventional asymptotic critical values are applied.
In contrast, based on size corrected bootstrap based critical values, tests strongly
support the conclusion of non-sustainability. Excluding Greek data, type I error
probabilities are still overrated, but there is week evidence in favor of sustainable
fiscal policies. In a nonlinear version of the policy reaction function, I reveal a
significant upward correction of European primary surpluses only at high levels of
debt-to-GDP ratios. In consequence, conventional estimators spuriously indicate
sustainable fiscal balances in Europe until 2009, while appropriate inferential tech-
niques allow a timely disclosure of the increased solvency risk. The proposed size
corrected inference is helpful to assess the fiscal soundness of future fiscal balances.
Section 4.2 briefly sketches the policy reaction function in a panel framework,
introduces the dataset and considers persistence properties of European primary
surpluses and debt-to-GDP ratios. A Monte Carlo study in Section 4.3 investigates
the bias of the conventional fixed effects estimator and size distortions of t-tests.
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In Section 4.4, I describe a wild bootstrap approach providing size controlled infer-
ence and test for fiscal sustainability in distinct specifications of the policy reaction
function. Section 4.5 concludes. An appendix comprises the data sources and an ex-
amination of the wild bootstrap approach and alternative size corrected estimation
techniques proposed in the literature.
4.2 A policy reaction function for European fiscal data
In this section, I first describe the panel data framework for policy reaction func-
tions. Then, the fiscal data of 14 European countries are introduced and their
persistence characteristics are discussed.
4.2.1 The policy reaction function in the panel data framework
Mendoza and Ostry (2008) and Ghosh et al. (2013) pool fiscal data of several
countries and employ panel regressions to test for fiscal soundness. While single-
equation policy reaction regressions are commonly based on post-WWII data or
historical series covering up to 200 years (e.g., Bohn; 2008), debt dynamics in more
recent and shorter time spans are investigated by means of panel data techniques.
Due to the enlarged cross sectional information it is possible to investigate if fiscal
policies in more recent years accord with the IBC.6 Thus, the panel framework offers
the possibility of timely policy monitoring.
A potential shortcoming of the panel data approach is the relative restrictive
assumption of a common policy reaction parameter.7 On the one hand, the com-
mon coefficient is estimated more precisely than time-series estimates of country
specific parameters if this assumption holds. On the other hand, the panel estima-
tor provides a biased measure of heterogeneous parameters if the assumption does
not hold. Hjalmarsson (2010) puts forward several arguments for inferring common
coefficients even if their assumption is restrictive. Accordingly, common parame-
ters can be interpreted as capturing the average influence of regressors even if they
may be biased estimates of heterogeneous influences. From the perspective of pol-
icy monitoring, such an interpretation is of immediate interest since it allows to
analyze the ‘average’ relation between primary surpluses and lagged debt-to-GDP
ratios of several economies simultaneously. Conditional on this joint analysis, a
6 This advantage of panel data is similarly described by Frankel and Rose (1996) when analyzing,
e.g., the implications of Purchasing Power Parity.
7 It is worthwhile to notice that the parameters capturing the effects of additional control variables
are likewise treated as homogeneous.
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detailed characterization of country specific data can be conducted subsequently.
Pure time series based estimates of slope coefficients tend to be relatively noisy
if the sample size is small. Thus, the interpretation of a common coefficient may
be advantageous in light of the natural variance-bias trade-off.8 The panel policy
reaction function reads as
si,t = ρdi,t−1 + ψ
′xi,t + αi + γt + ui,t, (4.1)
for i = 1, . . . , N and t = 1, . . . , Ti. The primary surplus measured as share of GDP
is denoted by si,t and the lagged debt-to-GDP ratio by di,t−1. The policy reaction
coefficient ρ measures the strength of the adjustment of the primary surplus to
variations of the debt-to-GDP ratio and, thus, is of major interest for the assessment
of model based sustainability. If it is significantly positive, economies accord with
the IBC (Bohn; 1998).
Country specific fixed effects are captured by αi and distinct control variables
are comprised in the m × 1 dimensional vector xi,t. Bohn (1998) highlights the
importance of these control variables for the estimation of ρ. Year dummies γt
absorb the effects of time specific events influencing European countries equally as,
for instance, the breakdown of the former Soviet Union in 1991 or the introduction
of the European Stability and Growth Pact in 1997.9
4.2.2 The dataset and the empirical implementation
The panel dataset includes 14 European economies: Austria, Belgium, Denmark,
Finland, France, Germany, Greece, Ireland, Italy, the Netherlands, Portugal, Spain,
Sweden and the United Kingdom.10 Although Denmark, Sweden and the UK are
not members of the Eurozone, they are subject to the requirements of the European
Stability and Growth Pact. Thus, I refrain from restricting the sample to mem-
bers of the Eurozone in the baseline specification to enlarge the information set.
Economies that have become members of the European Union during the 2000s
are excluded from the analysis. The annual sample is unbalanced and generally
8 To investigate the sensitivity of the results presented below towards country heterogeneity, I
restrict the analysis to fiscal figures of Eurozone countries or exclude Greek data in Section 4.4.3.
9 The literature on macroeconomic panels considers more general forms of cross sectional depen-
dence. For instance, Pesaran (2006) and Hjalmarsson (2010) propose a factor structure for in-
novations. However, these extensions require the estimation of several latent factors and cross
sectional specific loadings which is infeasible if N is small (Pesaran; 2006; Hjalmarsson; 2010).
Thus, I restrict the analysis to year dummies and employ a wild bootstrap to account for poten-
tial heteroscedasticity and cross sectional dependence.
10A detailed description of the data sources is provided in Appendix 4.A.
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ranges from 1980 to 2008. As discussed by Lane (2012), the European debt crisis
manifested in 2009 when the newly elected Greek government corrected the ex-
pected deficit from 6% of GDP to 12.7%. Moreover, large spreads between Irish,
Portuguese, Spanish and Italian ten year sovereign bonds and the German bench-
mark have demonstrated the enlarged solvency risk from this year onward. The
focus of this work is to investigate if European fiscal policies have to be classified
as non-sustainable in the pre-crisis period. Estimates of policy reaction coefficients
from data ranging until 2013 are briefly described in Section 4.4.5.
The dataset contains series of the public debt and the primary balances as shares
of GDP. Additional non-debt determinants of primary surpluses collected in xi,t are
identical to those suggested by Mendoza and Ostry (2008): business cycle variation,
temporary government spending, CPI inflation and current account balances as
shares of GDP. The former two measures are also employed by Bohn (1998, 2008)
and motivated in light of the tax smoothing model of Barro (1979). As common in
the literature, business cycle variation is measured as deviation of log real GDP from
its Hodrick-Prescott (HP) trend calculated with smoothing parameter 100 (e.g.,
Bohn; 2008; Mendoza and Ostry; 2008; Ghosh et al.; 2013). Similarly, temporary
government spending is measured as the difference between log real expenditures
and the HP trend.11 Inflation possibly influences decisions of debtors and creditors.
By employing series of current account balances, I account for so-called twin-deficits.
External debt tends to be high, when public debt is large (Mendoza and Ostry; 2008;
Hartmann and Herwartz; 2012).
Figure 4.1 displays the primary surplus and the debt-to-GDP ratio as cross sec-
tional average over the 14 European countries between 1980 and 2013. The average
primary surplus varies around zero and peaks in 2000 at the maximum of 4% of
GDP, while it reaches its minimum around -5% of GDP in 2010. In 2009, the
surplus is characterized by a strong downward correction. In contrast, the average
debt-to-GDP ratio is a persistent series increasing from around 40% of GDP in 1980
to 62% in 2008 and to over 90% in 2013.
11Bohn (1998) applies military expenditures as a measure of temporary government spending in
single-equation regressions for US data. Mendoza and Ostry (2008) discuss that military expen-
ditures are not the dominant source of temporary government spending during the last 30 years
and propose the use of the HP-detrended series. Series of GDP and expenditures are at maximum
available since 1960 and used to calculation HP trend measures.
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Figure 4.1: Cross sectional averages of primary surpluses and debt-to-GDP ratios
The left hand side panel displays for each period the average primary surplus relative to GDP
calculated over the corresponding series of the 14 European countries. The right hand side
panel displays the cross sectional average of debt-to-GDP ratios.
4.2.3 Persistence characteristics
I consider several panel unit roots tests (PURTs) to explore the persistence char-
acteristics of the debt-to-GDP ratios, the primary surpluses and the additional
control variables. Test results are summarized in Table 4.1. Except for the LLC
statistic (Levin, Lin and Chu; 2002), all tests hint at a panel unit root in the debt-
to-GDP ratios. In general, PURTs prevent multiple testing and are more powerful
than univariate tests for nearly integrated series (Herwartz, Siedenburg and Walle;
2014). However, also PURTs suffer from low power for selected small samples. For
instance, Herwartz and Siedenburg (2008) show by means of a Monte Carlo study
that PURTs have low power when N = 10 and T = 30. Given that these dimensions
are comparable to those of the dataset on European fiscal figures, the non-rejection
of the null hypothesis of stochastically trending debt-to-GDP ratios may be caused
by the low power of PURTs. In consequence, debt-to-GDP ratios might be best
represented by (‘near’ to) unit root processes. Hence, the following discussion can
be interpreted as being settled in a local to unit root framework that allows for
both unit root and ‘near’ to unit root processes (Campbell and Yogo; 2006).
In contrast to debt-to-GDP ratios, primary surpluses can be classified as station-
ary processes of low persistence. The null hypothesis of a panel unit root can be
rejected by means of all considered tests at conventional significance levels. In the
baseline specification, I condition the policy reaction in (4.1) on the two control vari-
ables employed by Bohn (1998). These are business cycle variation and temporary
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LLC IPS Fisher-ADF BR HS
Debt -2.275∗∗ -0.248 23.866 1.540 1.460
Primary surplus -2.931∗∗∗ -3.122∗∗∗ 70.140∗∗∗ -1.810∗∗ -1.299∗
Business cycle variation -4.894∗∗∗ -8.420∗∗∗ 160.444∗∗∗ -3.704∗∗∗ -1.375∗
Temporary gov. spending -3.312∗∗∗ -5.817∗∗∗ 104.728∗∗∗ -2.189∗∗ -1.984∗∗
Inflation -8.561∗∗∗ -7.785∗∗∗ 143.680∗∗∗ 0.018 0.904
Current account balance 0.499 -0.193 35.731 -0.938 -0.705
Table 4.1: Panel unit root tests Series of debt, primary surpluses and current account
balances are measured in terms of GDP. For the test proposed by Levin et al. (2002), which
is denoted by LLC, the Bartlett kernel with a Newey-West bandwidth selection procedure
is applied. Results of the Im, Pesaran and Shin (2003) test are provided in the column
labeled IPS. In the Fisher-type test based on ADF statistics denoted by Fisher-ADF the
inverse Chi-square statistic proposed by Choi (2001) is employed. The column denoted by
BR comprises a version of the test proposed by Breitung (2000) and Breitung and Das
(2005) which is robust to cross sectional dependence. To account for serial correlation, I
apply a prewhitening with one lag for this statistic. The column denoted by HS documents
the results form the test proposed by Herwartz and Siedenburg (2008) which is robust to
heteroskedasticity and cross sectional dependence as shown in Herwartz et al. (2014). I apply
a prewhitening with one lag for the calculation of the statistic. All tests include individual
intercepts and the lag length is set to unity. For debt-to-GDP ratios, test regressions include
deterministic intercepts and trends. Significance at the 1%, 5%, 10% level is indicated
by ∗∗∗,∗∗ ,∗.
government spending. Tests indicate both measures to be stationary. For infla-
tion rates, the unit root null hypothesis is rejected with 1% significance by means
of the LLC, the IPS (Im et al.; 2003), or the Fisher-ADF (Choi; 2001) statistic.
In contrast, conditioning on tests proposed by Breitung (2000)/Breitung and Das
(2005, BR) and Herwartz and Siedenburg (2008, HS), this null hypothesis cannot
be rejected with 10% significance. Series of current account balances are indicated
to be non-stationary conditional on all tests. In sum, panel unit root tests hint at
a poorly balanced policy reaction regression which implies that transitory primary
surpluses are related to persistent debt-to-GDP ratios.12 Next, it is discussed how
these properties affect the outcomes of panel regressions.13
12Regarding the poor balance of policy reaction functions, I test for a cointegration relation between
(lagged) debt-to-GDP ratios and current account balances as two potentially non-stationary right
hand side variables. I employ the panel cointegration test proposed by Westerlund (2007) which
is robust to heteroscedasticity and cross sectional dependence. Fixed effects, one lead and one
lag of differentiated variables are employed in test regressions. Critical values are based on a
bootstrap procedure with 5,000 replications. The null hypothesis of no cointegration cannot be
rejected at common significance levels. Moreover, no cointegration relation is found for (lagged)
debt-to-GDP ratios and inflation and in a trivariate system with these two measures and current
account balances.
13 In case of adding a deterministic trend to the test regressions or excluding a deterministic trend
for debt-to-GDP ratios, the test results remain qualitatively identical. Moreover, the test results
are not sensitive to restricting the sample to economies of the Eurozone or excluding Greek series.
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4.3 Size distortions in pooled policy reaction functions
This section describes the rationale for the bias of the estimated policy reaction
coefficients and the size distortions of conventional t-tests in the panel framework.
The magnitude of this bias and the size distortion is evaluated by means of a Monte
Carlo study.
4.3.1 The second-order bias
In the finance literature, it has been well established that slope coefficients in single-
equation predictive regressions, that relate transitory returns to lagged persistent
valuation ratios, are upward biased and corresponding t-tests are oversized if the
innovations of returns and regressors are negatively correlated (e.g. Stambaugh;
1999; Campbell and Yogo; 2006). Recently, Herwartz and Rengel (2014) argue
that such distortions equally occur in single-equation policy reaction regressions.
Intuitively, the debt level tends to be low if the primary surplus is large and, thus,
the innovations of both measures are likely to be negatively correlated.
Regarding the policy reaction function in (4.1), the estimate of the common slope
coefficient ρˆ can be interpreted as the weighted average of country specific reaction
parameters and, thus, carries biases from single-equation estimates (Pesaran and
Smith; 1995; Pastor et al.; 2014). Additionally, there is a methodological cause for
the bias of the conventional panel estimator. This estimator is commonly based
on within-transformed data to avoid an omitted variable bias. As emphasized by
Hjalmarsson (2008, 2010) and Pastor et al. (2014), this within-transformation pre-
vents the omitted variable bias, but induces a so-called second-order bias if the
lagged regressor is persistent and its respective innovations are correlated with
those of the left hand side variable. This second-order bias generates even more
severe upward biases of slope coefficients and overrated type I error probabilities in
panel based inferential diagnostics on predictive regressions than those derived from
single-equation regressions. To illustrate this argument, it is helpful to consider the
policy reaction function function in (4.1) and to formalize an autoregressive process
for the debt-to-GDP ratio
si,t = ρdi,t−1 + ψ
′xi,t + αi + γt + ui,t, (4.2)
di,t = βdi,t−1 + φi + ei,t, (4.3)
for i = 1, . . . , N and t = 1, . . . , Ti, where the correlation structure of primary
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surpluses’ and debt-to-GDP ratios’ innovations reads as
Cov(ui,t, ei,t) = Σ =
(
σ2u σue
σue σ
2
e
)
. (4.4)
If the within-transformation is applied to estimate (4.2), the transformed lagged
debt-to-GDP-ratio d˜i,t−1 = di,t−1 − 1/Ti
∑Ti
t=1 di,t−1 in period t−1 is correlated with
ui,τ , for τ = t, . . . , Ti. This correlation causes the second-order bias.
14
4.3.2 A Monte Carlo study on biases and size distortions
I employ a Monte Carlo study to demonstrate the extend of the upward bias of
the estimated common policy reaction parameters for European fiscal figures and
the size distortions of the corresponding t-tests. It is revealed how these distortions
depend on the persistence of the debt-to-GDP ratios captured by β, the correla-
tion between ui,t and ei,t denoted by δ = σue/(σuσe), and the cross sectional (N)
and time dimension (T ) of the data. Series of primary surpluses and debt-to-GDP
ratios are simulated from the model in (4.2) and (4.3) under the null hypothesis of
non-sustainability with ρ = 0. In the baseline specification of (4.2), business cycle
variation and temporary government spending are employed as control variables xi,t
(Bohn; 1998). These measures are treated as given and set to the empirical obser-
vations. Simulation parameters αi, γt, ψ
′ = (0.493,−0.568) and σu = 0.017 are set
to empirical values which I estimate for (4.2) conditional on pre-2009 observations
of European fiscal data.
To determine the coefficients necessary to simulate from (4.3), I employ country
wise single-equation regressions and estimate a common slope coefficient β by aver-
aging over the respective individual estimates. This mean group procedure has been
proposed by Pesaran and Smith (1995) and avoids the bias of fixed effects estimators
in dynamic panel models (Nickell; 1981).15 The parameters β = 0.926, σe = 0.039
and country specific fixed effects φi estimated for the European fiscal data are em-
ployed in the simulation. The common correlation coefficient δ = −0.294 captures
the relation between the innovations in primary surpluses and debt-to-GDP ratios.
14For an extensive explanation, the reader may consult Hjalmarsson (2010) and Pastor et al. (2014).
Noteworthy, the cause of the second order-bias is closely related to the so-called Nickell (1981)
bias in dynamic panel models.
15The conventional mean group estimator avoids by design the inclusion of time dummies. Moreover,
the single-equation estimates of autoregressive coefficients are potentially downward biased in
small samples (Stambaugh; 1999). Thus, the simulated bias of ρˆ might be understated. An
alternative estimation procedure is, for instance, the post-estimation bias correction proposed by
Kiviet (1995).
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Artificial realizations of residuals ui,t and ei,t are drawn from a joint normal dis-
tribution with zero mean and the covariance matrix Σ that contains the described
simulation parameters. Based on these innovations, N = 14 series of debt-to-GDP
ratios of length t = 1, . . . , 29 are generated from (4.3). Respective processes are ini-
tialized at random draws from the country specific empirical series. The simulated
panels include missing values where empirical European fiscal figures are lacking.
Simulations results are based on 10,000 replications.
The left hand side panel of Figure 4.2 displays the simulated distribution of ρˆ.
The figure highlights a severe upward bias of the estimated joint policy reaction co-
efficient. The average ρˆ is 0.014 units larger than the reference ρ = 0. Even though
this number may appear small, it represents a substantial fraction of empirically
estimated coefficients documented in the next section. The right hand side panel of
Figure 4.2 displays the simulated distribution of the corresponding right hand sided
heteroskedasticity and autocorrelation robust t-statistic along with the theoretical
standard Gaussian asymptotic distribution (solid black line).16 The actual size of
the right hand sided t-test with 5% nominal reference amounts to 28.1%.
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Figure 4.2: Simulatied distributions of the estimated policy reaction coefficient
and the t-statistic The left hand side panel displays the histogram of ρˆ. The black solid
line indicates ρ = 0. The histogram of the simulated right hand sided heteroskedasticity
and autocorrelation robust t-statistics displyed in the right hand side panel is accompanied
by the standard Gaussian asymptotic distribution (the black solid line). The histogram is
rescaled to facilitate the comparison with the asymptotic distribution. Figures are based on
10,000 Monte Carlo replications with δ = −0.294 and β = 0.926. Business cycle variation
and temporary government spending are employed as control variables. The simulated panel
lacks observations where its empirical counterpart includes missing values with N = 14 and
Ti = 28 at maximum.
Figure 4.3 illustrates how the bias of the estimated common policy reaction pa-
16Testing for the sustainability of European fiscal policies heteroscedasticty and autocorrelation
robust standard errors are applied throughout in Section 4.4 to account for empirically diagnosed
serial correlation. Empirical rejection frequencies of non-robust t-tests are similar.
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rameter and the excess of the type I error probability vary for distinct values of
β ∈ [0, 1] and δ ∈ [−1, 0], where the negative range of δ is motivated from empirical
estimates. Without loss of generality, debt-to-GDP ratios are initialized at zero
and country specific fixed effects βi are set to zero. Otherwise, the process of the
debt-to-GDP ratio is a random walk with drift for β = 1, which would not be com-
parable to processes conditioned on β < 1. The upper panel of Figure 4.3 displays
the average of the estimated coefficients ρˆ across simulations for distinct values of β
and δ, where the true reference is ρ = 0. The lower panel documents the simulated
size of the right hand sided t-test with 5% nominal reference. Both, the upward
bias and the size of the t-test are positive functions in β and δ in absolute terms.
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Figure 4.3: Biases and size distortions for distinct values of δ and β The upper
panel displays the average of coefficient ρˆ estimated from 10,000 panel datasets which are
simulated by means of the Monte Carlo procedure under the null hypothesis of ρ = 0.
The lower panel documents the actual size of the right hand sided heteroskedasticity and
autocorrelation robust t-test regarding ρˆ with 5% nominal reference. Business cycle variation
and temporary government spending are employed as control variables. The simulated panel
lacks observations where its empirical counterpart includes missing values with N = 14 and
Ti = 28 at maximum.
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I further investigate the dependence of the bias and the size distortion on the
cross sectional dimension N and the time series dimension T of the panel dataset
by means of a modified simulation study. The cross sectional dimension N can be
larger than 14 and, thus, the effects of business cycle variation and temporary gov-
ernment spending which are otherwise set to their actual realizations are neglected.
Similarly, time dummies are not considered since the time dimension T can be
larger than that of the European data. Moreover, panels do not include missing
values. Coefficients αi are randomly drawn from a uniform distribution ranging on
the interval determined by empirical estimates. Remaining simulation parameters
correspond to those presented before. The persistence parameter of debt-to-GDP
ratios is set to β = 0.926. Given that this this value is considerably distinct from
unity, coefficients φi are not set to zero but are drawn from a uniform distribu-
tion on the interval determined by the empirical estimates. Moreover, processes of
debt-to-GDP ratios are initialized at randomly selected observations of the pooled
empirical series. The upper panel of Figure 4.4 displays the average estimate of ρ
for distinct values of N and T , while the lower panel documents the estimated size
of the corresponding right hand sided t-test with 5% nominal reference.
If T increases, the bias and the excess of the type I error probabilities decrease.
This observation has been equally found in single-equation frameworks (Stambaugh;
1999). The value of N leaves the upward bias of the estimated policy reaction
coefficient unaffected. Intuitively, this coefficient represents the average of country
specific parameters and, as a result, is unaffected by N , since simulation parameters
for cross sections are identical. In contrast, the excess of the test size accumulates
with rising N . If the set of countries becomes larger, the distribution of ρˆ tightens,
at a value to the right of ρ = 0. In consequence, the probability mass to the
left of ρ = 0 shrinks and the size of the right hand sided t-test increases.17 Even if
macroeconomic panels are commonly characterized by a rather small cross sectional
dimension, simulation results for N = 200 can be interpreted as a cautionary note.
The actual size of the t-test with 5% nominal reference approaches 100%.18
In sum, conventional inferential diagnostics turn out to be unsuitable for policy
monitoring of fiscal soundness due to overrated type I error probabilities. In the
case of the European debt crisis, oversized t-tests have potentially prevented an
early detection of the increased solvency risk.
17 In Appendix 4.B, Figure 4.6 illustrates this argument for the case of N = 200 and T = 30.
18Pastor et al. (2014) observe similar magnitudes of type I errors probabilities in a panel with
N = 300 and T = 100 in the context of funds performance and returns to scale.
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Figure 4.4: Biases and size distortions for distinct values of N and T The upper
panel displays the average of coefficient ρˆ estimated from 10,000 panel datasets which are
simulated by means of the Monte Carlo procedure under the null hypothesis of ρ = 0.
The lower panel documents the actual size of the right hand sided heteroskedasticity and
autocorrelation robust t-test regarding ρˆ with 5% nominal reference. Simulation parameters
are δ = −0.294 and β = 0.926. Since the cross sectional sample size N and the time
dimension T varies additional control variables are neglected. Simulated samples do not
include missing values.
4.4 Size controlled inference on fiscal sustainability in
Europe
Next, I propose a bootstrap technique that allows for size controlled inference.
This procedure is used to test for the sustainability of European fiscal balances
before 2009 in linear policy reaction functions. Subsequently, I consider nonlinear
extensions. The section concludes with a brief analysis of data until 2013.
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4.4.1 A wild bootstrap approach
I perform a wild bootstrap approach to provide size controlled inference on fiscal
figures from 14 European countries in the panel data framework.19 The Monte
Carlo study in Section 4.3.2 was helpful to assess the magnitude of the bias of
estimated policy reaction parameters and the size distortions of corresponding t-
tests for distinct degrees of persistence and correlation of respective innovations.
However, it neglects a typical characteristic of cross-country panel data. Open
economies are affected by common international shocks. Thus, innovations in cross
country panel regressions are cross sectionally dependent (Gengenbach, Palm and
Urbain; 2010). While, the time dummies formalized in the policy reaction func-
tion (4.2) capture a part of the common influences, the wild bootstrap allows to
account for heteroscedasticity and more general forms of cross sectional dependence
(Herwartz and Siedenburg; 2008). I extend this approach to simultaneously account
for the correlation between ui,t and ei,t. Artificial innovations for i = 1, . . . , N and
t = 1, . . . , Ti are generated from
u∗i,t = ηtuˆi,t, (4.5)
e∗i,t = ηteˆi,t, (4.6)
where ηt ∼ N(0, 1) and independent from the data. Concentrating exclusively
on (4.5), multiplying the estimated innovations uˆi,t with draws from the Gaussian
distribution ηt reproduces patterns of heteroscedasticity in bootstrap innovations
u∗i,t (Wu; 1986; Liu; 1988). Likewise, u
∗
i,t reflects the cross sectional dependence
by using the same draw ηt for all cross sectional units (Herwartz and Siedenburg;
2008). Additionally, I reproduce the correlation between ui,t and ei,t by employ-
ing ηt in both, u
∗
i,t and e
∗
i,t.
20 Conditional on bootstrap innovations, series of pri-
mary surpluses are generated from (4.2) where simulation parameters are set to
19 In single-equation predictive regressions and policy reaction regressions alike, Monte Carlo and
bootstrap based critical values turned out the be helpful to asses the significance of slope coeffi-
cients (Goyal and Welch; 2008; Herwartz and Rengel; 2014).
20To investigate if the wild bootstrap procedure is able to replicate the cross sectional correlation
of empirical innovations, I contrast the cross-correlation matrix of uˆi,t with the average cross-
correlation matrix of bootstrap innovations u∗i,t in Appendix 4.C. Moreover, I display the country
specific correlations between uˆi,t and eˆi,t and compare them with the corresponding average quotas
for u∗i,t and e
∗
i,t. In sum, the bootstrap versions of these quantities are very close to the empirical
counterparts. Alternatively to the wild bootstrap technique, I employ the Monte Carlo approach
sketched in Section 4.3.2 and a residual based bootstrap drawing pairs of pooled series of uˆi,t and
eˆi,t with replacement. These two techniques lead to qualitatively identical results for the remaining
empirical analyses compared with those that are derived by means of the wild bootstrap.
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the empirical estimates as described in Section 4.3.2. These are documented in the
respective regression tables displayed in the next section when analyzing the sus-
tainability of European fiscal balances. If control variables are used, they are treated
as given. Moreover, primary surpluses are simulated under the null hypothesis of
non-sustainability (ρ = 0). Country specific debt-to-GDP processes are simulated
from (4.3) and initialized at random draws from empirical series. The procedure
replicates the missing values where European fiscal data are not available.
Statistics are based on 10,000 bootstrap replications. In contrast to the Monte
Carlo approach, an estimate of δˆ is not required for the wild bootstrap. The cor-
relation between u∗i,t and e
∗
i,t varies with i = 1, . . . , N and t = 1, . . . , Ti. However,
estimated parameters δˆ are displayed in the regression tables to provide an impres-
sion of the strength of the ‘average’ correlation. The upward bias of the policy
reaction coefficient is estimated by averaging over slope parameters estimated from
the artificial data simulated under ρ = 0. A bias correction of the policy reaction co-
efficient is achieved by subtracting the evaluated bias from the empirically estimated
ρˆ (Mark; 1995).21 Quantiles of bootstrap distributions of t-statistics determine the
critical values.22
4.4.2 The sustainability of European fiscal balances
Table 4.2 displays in columns I to V parameters estimated for the policy reaction
function conditional on distinct control variables. The estimated policy reaction
coefficients (ρˆ) are positive and fluctuate around 0.05. Applying right-hand sided
heteroskedasticity and autocorrelation robust t-tests and conditioning on asymp-
totic Gaussian critical values – 1.282 (10%), 1.645 (5%) or 2.326 (1%) – it appears
that all reaction coefficients are positive with at least 5% nominal significance.23
21 It is worthwhile to notice that the bias of ρˆ depends on β (and δ), but not on the true value of ρ
(Stambaugh; 1999; Hjalmarsson; 2008).
22As alternative to the proposed bootstrap approach, Hjalmarsson (2010) employs recursive de-
meaned series to prevent the second-order bias of pooled estimators. As explained in Ap-
pendix 4.D, this procedure offers a straightforward and unbiased estimation, but adds noise to the
estimation process and is infeasible for the relatively small sample of European fiscal data.
23 I employ heteroskedasticity and autocorrelation robust covariance estimates to account for patterns
of serial correlation in the residuals. Cross-sectional dependence is considered by means of the
wild bootstrap approach. Rejection frequencies of conventional t-tests are similar. Moreover, I
review the robustness of the results employing covariance estimates proposed by Thompson (2011)
which are robust to both serial and cross sectional dependence. Even though the estimation of
these so-called double-clustered standard errors adds noise to the test procedure in small samples,
test conclusions which I draw in the remaining sections are qualitatively identical.
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I II III IV V
Policy reaction coefficients
ρˆ 0.039 0.051 0.057 0.043 0.047
(1.901) (2.273) (2.555) (1.800) (1.989)
ρˆadj 0.000 0.030 0.036 0.025 0.030
Actual size and bootstrap based critical values
sim size 10% 0.583 0.413 0.393 0.343 0.342
sim size 5% 0.441 0.286 0.273 0.226 0.236
sim size 1% 0.228 0.119 0.118 0.084 0.087
sim crit 10% 3.027 2.469 2.396 2.223 2.245
sim crit 5% 3.599 2.957 2.920 2.694 2.684
sim crit 1% 4.732 3.970 3.961 3.538 3.560
Control variables
Business cycle 0.493 0.486 0.558 0.547
variation (2.660) (2.613) (3.579) (3.456)
Temporary gov. −0.568 −0.559 −0.522 −0.522
spending (−9.812) (−9.563) (−8.488) (−8.517)
Inflation 0.144 0.082
(1.971) (1.278)
Current account 0.188 0.168
balance (1.970) (1.845)
Information statistics
R2 0.330 0.530 0.492 0.620 0.604
σˆu 0.022 0.017 0.017 0.017 0.017
No. of countries 14 14 14 14 14
No. of obs 334 334 334 334 334
Simulation parameters
βˆ 0.926 0.926 0.926 0.926 0.926
σˆe 0.039 0.039 0.039 0.039 0.039
δˆ −0.418 −0.294 −0.278 −0.262 −0.256
Table 4.2: Estimation results for policy reaction functions The upper panel displays
estimated policy reaction coefficients in columns I to V conditional on several combinations
of control variables along with heteroskedasticity and autocorrelation robust t-statistics in
parenthesis. Time dummies are included. In the row denoted ρˆadj the estimated bias is
subtracted from policy reaction coefficients. The next panel documents actual test sizes
and critical values of right hand sided heteroskedasticity and autocorrelation robust t-tests
derived by means of the wild bootstrap approach. The tests have 10%, 5% and 1% nomi-
nal reference, respectively. The bootstrap procedure is repeated 10,000 times. Coefficient
estimates for different control variables are documented underneath along with robust t-
statistics in parenthesis. Information statistics are followed by simulation parameters which
are displayed in the lowest panel.
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As displayed in the lower panel of Table 4.2, the estimated common autoregressive
parameter of debt-to-GDP ratios βˆ is 0.926 and the pooled estimate of the corre-
lation of the innovations in primary surpluses and debt-to-GDP ratios ranges from
-0.418 to -0.256 for model specifications I to V. For right hand sided t-tests with
5% nominal reference, the actual size is up to 28.6% for model specifications II to V
and increases even further if neglecting the influence of control variables (specifi-
cation I). Thus, test decisions on the relation between European primary surpluses
and lagged debt-to-GDP ratios by means of conventional t-tests do not refer to
the significance level specified by the analyst. Conditional on size controlled boot-
strap based critical values almost non of the estimated adjustment coefficients is
significant, not even at the 10% level. Conventional t-test spuriously indicate fiscal
balances to accord with the IBC due to the statistical characteristics of primary
surpluses and debt-to-GDP ratios. In contrast, bootstrap critical values that ac-
count for the excess type I error probability allow the timely detection of increased
solvency risks.
In Table 4.2, the row labeled ρˆadj documents bias adjusted policy reaction coef-
ficients. These coefficients range from 0.025 to 0.036 for specifications II to V and,
thus, are about one third smaller compared with their unadjusted counterparts. The
parameters measuring the influence of control variables have the expected signs in-
dependent of the model specification. While above trend GDP values cause a rise
of primary surpluses, above trend values of temporary government spending cause
a decline of primary surpluses (columns II-V). Employing conventional one hand
sided t-tests, both effects are positive with 1% significance. Adding either the infla-
tion rate (III) or the current account balance (IV) to the list of control variables, the
parameters measuring their effect are positive with 5% significance. If both regres-
sors are incorporated simultaneously (regression V), inflation becomes insignificant
while the current account balance still has a positive effect with 5% significance.
As described in Section 4.2.3, measures of current account balances are persistent
processes and, thus, the estimated coefficients displayed in columns IV and V have
to be interpreted with caution.
4.4.3 Results for the Eurozone and Europe excluding Greek data
Countries that are members of the Eurozone are possibly more homogeneous com-
pared with the larger group of European countries having distinct currencies. Po-
tentially sustainable fiscal balances of the Eurozone countries could be masked by
fluctuations of non Eurozone countries’ data comprised in the baseline sample. To
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investigate the sensibility of the results with respect to the heterogeneity of the
data, I neglect the information for Denmark, Sweden and the United Kingdom and
restrict the analysis to the subsample of the remaining 11 economies which are
members of the Eurozone. Results are nevertheless similar compared with those of
the baseline specification. Estimated policy reaction coefficients over specifications I
to V do not deviate more than 0.002 units from those discussed in Table 4.2.24 The
size of right hand sided t-tests with 5% nominal reference ranges between 18.7%
and 23.7% for specifications II to V and is again larger for model I. The policy re-
action coefficients are insignificant at the 10% level conditional on bootstrap based
critical values. Considering asymptotic Gaussian quantiles as reference values, these
coefficients are spuriously indicated to be positive with 5% nominal significance. Es-
timates governing the influence of control variables are also similar to those shown
in Table 4.2.
Similarly, data for Greece as the country with the highest debt-to-GDP ratio in
the sample from 2006 to 2013 might reduce the estimated joint policy reaction coef-
ficients for the 14 European countries. As documented in Table 4.3, the estimate of
ρ increases by about 0.01 units in all specifications if Greek data are excluded (tak-
ing Table 4.2 as reference). However, the estimate of β still amounts to 0.924 and
the correlation between the innovations of primary surpluses and debt-to-GDP ra-
tios δ ranges between -0.312 and -0.279 for specifications II to V. These correlations
are slightly larger in absolute terms than the correlations displayed in Table 4.2.
In consequence, the excesses of type I error probabilities and the bootstrap criti-
cal values rise marginally. Estimated coefficients ρˆ are spuriously indicated to be
positive with 1% nominal significance in specifications I to V conditional on asymp-
totic critical values. Conditional on size corrected critical values, ρˆ is insignificant
at the 10% level in specification I and IV and at the 5% level in specifications II
and V. Controlling for the influence of inflation, ρˆ is positive with 5% significance
(columns III). In sum, the size distortions of t-tests for the common policy reaction
coefficient are not exclusively caused by the incorporation of Greek data. Gaussian
quantiles still do not refer to the specified significance level. However, empirical t-
ratios range in a region where test decisions are less sensitive to underlying critical
values if Greek data are excluded. There is weak evidence that fiscal balances of
European countries apart from Greece before 2009 were sustainable.25
24Due to space limitations I refrain from presenting the respective table. It is available upon request.
25Results for the Eurozone subsample excluding Greek data are qualitatively identical.
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I II III IV V
Policy reaction coefficients
ρˆ 0.047 0.062 0.067 0.053 0.057
(2.478) (3.034) (3.221) (2.352) (2.528)
ρˆadj 0.006 0.040 0.045 0.034 0.037
Actual size and bootstrap based critical values
sim size 10% 0.581 0.452 0.436 0.386 0.390
sim size 5% 0.441 0.310 0.304 0.268 0.271
sim size 1% 0.222 0.132 0.129 0.114 0.111
sim crit 10% 3.002 2.533 2.519 2.359 2.405
sim crit 5% 3.598 3.073 2.950 2.873 2.818
sim crit 1% 4.781 4.145 4.035 3.908 3.847
Control variables
Business cycle 0.609 0.606 0.658 0.650
variation (3.747) (3.769) (4.607) (4.556)
Temporary gov. −0.570 −0.564 −0.537 −0.537
spending (−11.841) (−11.605) (−10.177) (−10.226)
Inflation 0.126 0.077
(1.549) (1.110)
Current account 0.160 0.142
balance (1.606) (1.529)
Information statistics
R2 0.358 0.558 0.531 0.619 0.604
σˆu 0.022 0.017 0.016 0.016 0.016
No. of countries 13 13 13 13 13
No. of obs 320 320 320 320 320
Simulation parameters
βˆ 0.924 0.924 0.924 0.924 0.924
σˆe 0.038 0.038 0.038 0.038 0.038
δˆ −0.426 −0.312 −0.298 −0.284 −0.279
Table 4.3: Estimation results for policy reaction functions excluding Greek data
For further notes see Table 4.2.
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4.4.4 Nonlinear policy reactions
In the literature on model based sustainability, not only linear regression frameworks
are considered. As argued by Bohn (1998, 2008) in single-equation settings and by
Ghosh et al. (2013) in panel data settings, a likely pattern is that the policy reaction
strengthens at higher debt levels and may start to decrease again at some turning
point. I follow Ghosh et al. (2013) and augment the policy reaction function in (4.2)
with the lagged squared debt-to-GDP ratio and the lagged debt-to-GDP ratio to
the power of three. This function reads as
si,t = ρ1di,t−1 + ρ2d
2
i,t−1 + ρ3d
3
i,t−1 + ψ
′xi,t + αi + γt + ui,t. (4.7)
Estimation results for the nonlinear policy reaction function are summarized in
Table 4.4. Linear responses measured by ρˆ1 are negative in all specifications. I
find severe size distortions of t-tests and an upward bias of parameter estimates by
means of the bootstrap approach. In model specifications I to III, ρˆ1 is negative
with 10% significance conditional on bootstrap based critical values, while Gaussian
quantiles spuriously imply insignificance at the nominal 10% level.26 In columns IV
and V ρˆ1 is significant at the 5% level.
The estimates of coefficient ρ2 that captures the effect of the squared debt-to-
GDP ratio are positive. The actual size of the corresponding t-tests tends to be
smaller than the nominal reference. Estimates of ρ2 displayed in columns II and III
are significant at the 10% level and in columns IV and V at the 5% level. Estimates
of parameter ρ3 that captures the cubic pattern of primary surpluses’ reaction to
increasing debt-to-GDP ratios are negative. For specifications II and III, estimates
of ρ3 are significant at the 10% level and for specifications IV and V at the 5% level.
These conclusions do not change if asymptotic critical values are applied instead of
bootstrap versions.
In sum and comparable to Ghosh et al. (2013), estimated parameters imply that
governments borrow at low levels of debt-to-GDP ratios and, thus, enlarge the debt
burden. However, expenditure driven fiscal policies are corrected if debt-to-GDP
ratios increase. This pattern flattens out at high levels of di,t.
26 It is worthwhile to notice that the upward bias of coefficient ρˆ1 causes lower tail quantiles of the
simulated distribution to be smaller in absolute terms than those of the asymptotic distribution.
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I II III IV V
Policy reaction coefficients
ρˆ1 −0.120 −0.121 −0.129 −0.243 −0.237
(−0.972) (−1.121) (−1.166) (−1.660) (−1.605)
ρˆ1,adj −0.172 −0.160 −0.166 −0.273 −0.266
Actual size and bootstrap based critical values
sim size 10% 0.452 0.411 0.390 0.355 0.347
sim size 5% 0.346 0.311 0.296 0.274 0.280
sim crit 5% −0.592 −0.797 −0.821 −0.806 −0.802
sim crit 2.5% −1.058 −1.185 −1.262 −1.185 −1.203
ρˆ2 0.150 0.211 0.231 0.382 0.378
(0.906) (1.403) (1.465) (1.938) (1.893)
ρˆ2,adj 0.155 0.235 0.256 0.402 0.399
Actual size and bootstrap based critical values
sim size 10% 0.143 0.071 0.066 0.062 0.065
sim size 5% 0.088 0.040 0.045 0.036 0.035
sim crit 10% 1.544 1.006 0.994 0.952 0.928
sim crit 5% 2.041 1.529 1.559 1.428 1.408
ρˆ3 −0.025 −0.071 −0.079 −0.146 −0.144
(−0.355) (−1.052) (−1.125) (−1.741) (−1.695)
ρˆ3,adj −0.023 −0.078 −0.087 −0.153 −0.151
Actual size and bootstrap based critical values
sim size 10% 0.166 0.071 0.066 0.067 0.067
sim size 5% 0.105 0.041 0.044 0.039 0.039
sim crit 10% −1.666 −1.038 −1.021 −1.029 −1.018
sim crit 5% −2.147 −1.513 −1.542 −1.494 −1.504
Control variables
Business cycle 0.450 0.442 0.541 0.530
variation (2.513) (2.455) (3.871) (3.711)
Temporary gov. −0.545 −0.535 −0.489 −0.489
spending (−9.822) (−9.667) (−8.361) (−8.353)
Inflation 0.158 0.080
(2.265) (1.317)
Current account 0.246 0.226
balance (2.123) (1.977)
Information statistics
R2 0.363 0.532 0.490 0.632 0.618
σˆu 0.021 0.017 0.017 0.016 0.016
No. of countries 14 14 14 14 14
No. of obs 334 334 334 334 334
Simulation parameters
βˆ 0.926 0.926 0.926 0.926 0.926
σˆe 0.039 0.039 0.039 0.039 0.039
δˆ −0.429 −0.306 −0.289 −0.260 −0.254
Table 4.4: Estimation results for nonlinear policy reaction functions In case of ρˆ1
heteroskedasticity and autocorrelation robust t-tests are two-sided since positive and negative
values of ρ1 are economically reasonable. Size corrected critical values correspond to the ζ/2-
quantile of bootstrap distributions of test statistics, where ζ = {0.1, 0.05}. I test by means
of right hand sided robust tests for significance of ρˆ2 and size corrected quantiles correspond
to the (1− ζ)-quantile of bootstrap distributions of t-statistics. In contrast, left hand sided
robust t-tests are evaluated in case of ρˆ3. Critical values are the ζ-quantile of bootstrap
distributions of t-statistics. Results for t-tests with 1% nominal reference are disregarded
for brevity. Primary surpluses are simulated under the null hypothesis of non-sustainability
(ρ1 = ρ2 = ρ3 = 0). For further notes see Table 4.2.
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To visualize the inverted U-shape of the policy reaction, Figure 4.5 displays the
marginal effect at distinct levels of the debt-to-GDP ratio. The black curve repre-
sents conventional estimates, while the gray curve shows bias adjusted estimates of
policy responses. The turning point of the policy response is close to a debt-to-GDP
ratio of unity which is equally found by Ghosh et al. (2013) in a larger sample con-
taining also non European economies. Conventionally estimated marginal effects
are upward biased at all evaluation points.
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Figure 4.5: Nonlinear policy reaction to increasing debt-to-GDP ratios This figure
displays the marginal policy reaction effects at distinct evaluation points. The black curve
represents the conventionally estimated policy reaction and the gray curve represents the
bias adjusted policy reaction. Employed parameter values are those of the baseline model
specification documented in column II of Table 4.4.
To assess the significance of the marginal effects, I focus on the marginal effects
evaluated at the moderate di,t−1 = 0.5 and the high level di,t−1 = 1. Additionally,
di,t−1 = 0.63, the average European debt-to-GDP ratio at the end of 2008, is consid-
ered as evaluation point to explore if oversized conventional t-tests have prevented
the early detection of the increasing fiscal risk at the beginning of the crisis. Esti-
mated marginal effects are displayed in Table 4.5. At the relative moderate level
of di,t−1 = 0.5, marginal effects of the distinct model specifications are positive,
but indicated to be insignificant at the 5% nominal level regardless whether test
decisions are conditioned on asymptotic or bootstrap based critical values. At the
debt-to-GDP level of 0.63, estimated marginal effects double compared with those
evaluated at di,t−1 = 0.5. However, they are spuriously indicated to be significant
at the nominal 1% level conditional on Gaussian quantiles (specifications II to V).
Considering size corrected critical values, the reaction in column I turns out to be
insignificant at the 10% level. Estimates in columns II and III are positive with 10%
significance and these in columns IV and V with 5% significance.
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I II III IV V
Marginal policy reaction
∂si,t/∂di,t−1|di,t−1=0.5 0.011 0.037 0.043 0.029 0.033
(0.429) (1.354) (1.562) (1.127) (1.234)
∂si,t/∂di,t−1|di,t−1=0.5,adj −0.035 0.017 0.024 0.015 0.019
Actual size and bootstrap based critical values
sim size 10% 0.560 0.342 0.320 0.277 0.269
sim size 5% 0.429 0.233 0.223 0.183 0.173
sim size 1% 0.239 0.101 0.086 0.062 0.062
sim crit 10% 3.199 2.374 2.240 2.073 2.021
sim crit 5% 3.801 2.827 2.765 2.530 2.501
sim crit 1% 5.304 3.991 3.760 3.363 3.360
Marginal policy reaction
∂si,t/∂di,t−1|di,t−1=0.63 0.038 0.061 0.068 0.064 0.067
(1.662) (2.326) (2.506) (2.803) (2.814)
∂si,t/∂di,t−1|di,t−1=0.63,adj −0.005 0.043 0.052 0.052 0.056
Actual size and bootstrap based critical values
sim size 10% 0.537 0.298 0.277 0.241 0.229
sim size 5% 0.401 0.198 0.186 0.152 0.143
sim size 1% 0.220 0.081 0.069 0.050 0.048
sim crit 10% 3.077 2.181 2.093 1.938 1.877
sim crit 5% 3.673 2.638 2.599 2.370 2.326
sim crit 1% 5.135 3.785 3.548 3.174 3.173
Marginal policy reaction
∂si,t/∂di,t−1|di,t−1=1 0.105 0.089 0.096 0.082 0.086
(3.796) (3.657) (3.941) (3.756) (3.965)
∂st/∂di,t−1|di,t−1=1,adj 0.067 0.075 0.084 0.073 0.078
Actual size and bootstrap based critical values
sim size 10% 0.502 0.254 0.240 0.214 0.196
sim size 5% 0.369 0.167 0.154 0.126 0.115
sim size 1% 0.185 0.061 0.056 0.039 0.038
sim crit 10% 2.863 2.005 1.900 1.797 1.741
sim crit 5% 3.429 2.483 2.387 2.226 2.169
sim crit 1% 4.584 3.505 3.319 3.048 3.055
Table 4.5: Marginal effects in nonlinear policy reaction functions This table displays
responses of primary surpluses to accelerations of debt-to-GDP ratios evaluated at distinct
levels of the latter. For further notes see Table 4.2.
The bias adjusted estimates are considerably smaller than unadjusted versions.
For instance, in the baseline specification II, the bias adjusted marginal effect at
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di,t = 0.63 is 30% smaller than the unadjusted version. This finding is worthwhile
to notice since the European Stability and Growth Pact establishes a maximum
level of the debt-to-GDP ratio of 0.6. At higher rates, governments are supposed
to reduce their debt burdens. Significant policy reactions are revealed at di,t−1 =
1. At this point, bias adjusted marginal reaction coefficients range around 0.75
for specifications II to V and, thus, are relatively large. The marginal effects are
statistically significant at the 1% level conditional on size corrected critical values.
In sum, the investigation of the potential non-linearity of the European policy
reaction function reveals that fiscal policies do not accord with the model based
IBC at moderate levels of debt-to-GDP ratios. However, fiscal authorities start to
adjust primary surpluses upward at high levels of debt-to-GDP ratios which are
considerable larger than the turning points established by the European Stability
and Growth Pact and indicated by conventional inference.
4.4.5 Characteristics of post-2008 fiscal figures
The main focus of this work is to analyze pre-crisis European fiscal balances. How-
ever, interest in the current development of European fiscal figures naturally arises.
Results for the baseline linear policy reaction function (4.2) estimated with data
until 2013 are summarized in Table 4.6.
The estimated coefficient ρ decreases in all specifications compared with those
conditioned on pre-2009 observations (Table 4.2). The common autoregressive pa-
rameter of debt-to-GDP ratios βˆ and the correlation δˆ of the innovations in primary
surpluses and in debt-to-GDP ratios increase in absolute terms. This pattern causes
larger size violations and consequently tighter bootstrap based critical values. How-
ever, regardless whether asymptotic or size controlled quantiles are applied, the
coefficient ρˆ is indicated to be insignificant at the 10% nominal level for almost all
regression specifications. Only in specifications I and III, Gaussian critical values
spuriously indicate positiveness with 10% nominal significance. Bias adjusted pol-
icy reaction coefficients are nearly zero and support the conclusion that European
fiscal policies do not accord with the model based IBC in recent years of economic
turmoil.27 The estimated coefficients for the control variables are relatively close
to the estimates documented in Table 4.2. It remains an open question if the mea-
sures initiated by the European authorities are effective to rebalance European fiscal
27This conclusion holds focusing on the Eurozone subsample. Excluding Greek data, policy reaction
coefficients are slightly larger, but are still insignificant at common levels conditional on bootstrap
based critical values.
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I II III IV V
Policy reaction coefficients
ρˆ 0.022 0.020 0.026 0.015 0.019
(1.317) (1.059) (1.413) (0.802) (1.039)
ρˆadj −0.020 −0.003 0.002 −0.006 −0.002
Actual size and bootstrap based critical values
sim size 10% 0.696 0.567 0.570 0.483 0.512
sim size 5% 0.571 0.457 0.467 0.377 0.388
sim size 1% 0.338 0.247 0.269 0.198 0.213
sim crit 10% 3.547 3.320 3.333 2.925 3.065
sim crit 5% 4.278 3.997 4.118 3.655 3.777
sim crit 1% 5.603 5.717 5.855 5.122 5.428
Control variables
Business cycle 0.568 0.557 0.651 0.637
variation (4.743) (4.417) (6.702) (6.076)
Temporary gov. −0.542 −0.530 −0.515 −0.510
spending (−16.704) (−15.419) (−16.635) (−16.060)
Inflation 0.153 0.091
(1.850) (1.109)
Current account 0.198 0.180
balance (2.817) (2.527)
Information statistics
R2 0.386 0.608 0.585 0.687 0.682
σˆu 0.027 0.021 0.020 0.020 0.020
No. of countries 14 14 14 14 14
No. of obs 404 404 404 404 404
Simulation parameters
βˆ 0.979 0.979 0.979 0.979 0.979
σˆe 0.046 0.046 0.046 0.046 0.046
δˆ −0.462 −0.336 −0.333 −0.313 −0.313
Table 4.6: Estimation results for policy reaction functions until 2013 For further
notes see Table 4.2.
policies. However, to answer this question in upcoming years, it is indispensable to
adopt size controlled econometric tools.
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4.5 Conclusions
This study investigates if the strong persistence of debt-to-GDP ratios and the
negative correlation of the innovations in primary surpluses and debt-to-GDP ratios
invalidate the conclusions on model based sustainability of pre-2009 European fiscal
balances in panel data analyses. I reveal that a second-order bias, known from the
related finance literature, equally occurs in panel based policy reaction regressions.
This bias is induced by the within-transformation of panel data. Estimated policy
reaction coefficients for pre-crisis European fiscal figures are upward biased and
conventional t-tests suffer from size distortions.
Overrated test sizes bear the risk to reject the null hypothesis of non-sustainability
more frequently than specified by the analyst. Test decisions conditional on asymp-
totic critical values spuriously indicate model based sustainability of pre-2009 Eu-
ropean fiscal policies. Excluding Greek data, weak evidence hints at a significantly
positive policy reaction coefficient. Conditioning inference in nonlinear versions
of the policy reaction function on bias adjustments and size controlled bootstrap
based critical values, strong upward corrections of primary surpluses only arise if
debt-to-GDP ratios approach unity. Thus, fiscal authorities begin to effectively re-
duce the debt burden at higher debt-to-GDP ratios than supposed by the European
Stability and Growth Pact. For academics, policy makers and the European public,
it is of essential interest if corrective measures taken since 2009 are able to return
European fiscal balances on a sustainable path. To evaluate the effectiveness of
these measures, size corrected inference is essential.
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4.A Data sources
Appendix to Paper 4
4.A Data sources
Data of gross public debt as share of GDP and CPI inflation are published in the
IMFWorld Economic Outlook.28 If series of debt-to-GDP ratios have missing values
in the beginning of the sample period, I replaced them by the corresponding quotas
of the IMF Historical Public Debt Database.29 Series of gross domestic products,
primary balances as share of GDP, government expenditures and current account
balances as share of GDP are downloaded from the OECD Economic Outlook:
Statistics and Projections.30 Real variables are calculated by means of the respective
GDP deflator provided by the same OECD source.
4.B The second-order bias if the cross section is large
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Figure 4.6: Simulated distributions of the policy reaction coefficient and the
t-statistic for N = 200 and T = 30 For further notes see Figure 4.2 and Figure 4.4
28http://www.imf.org/external/ns/cs.aspx?id=28
29http://www.imf.org/external/pubs/cat/longres.cfm?sk=24332.0
30http://stats.oecd.org/
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4.C Empirical correlation structures and wild bootstrap
counterparts
AT BE DK FI FR DE GR IE IT NL PT ES SE UK
Cross-correlation matrix of empirical estimates uˆi,t
AT 1.00
BE -0.31 1.00
DK -0.38 0.11 1.00
FI 0.33 -0.46 0.70 1.00
FR 0.41 -0.76 -0.24 0.62 1.00
DE 0.19 -0.04 -0.22 -0.25 0.10 1.00
GR -0.01 -0.09 -0.83 -0.68 0.43 0.27 1.00
IE 0.01 -0.39 -0.60 -0.79 0.33 0.13 0.72 1.00
IT -0.48 0.45 -0.60 -0.82 -0.69 0.27 0.28 0.48 1.00
NL -0.07 0.24 0.11 -0.17 -0.43 0.16 -0.47 -0.24 0.29 1.00
PT 0.16 -0.65 -0.29 0.09 0.38 -0.28 -0.00 0.35 -0.21 -0.41 1.00
ES -0.44 0.59 0.63 -0.40 -0.75 -0.25 -0.70 -0.30 0.39 0.30 -0.31 1.00
SE -0.18 0.15 0.64 0.84 -0.59 -0.40 -0.68 -0.88 -0.37 0.51 -0.70 0.43 1.00
UK 0.48 -0.58 -0.08 0.59 0.84 0.10 0.27 0.01 -0.69 -0.48 0.29 -0.74 -0.41 1.00
Average cross-correlation matrix of bootstrap innovations u∗i,t
AT 1.00
BE -0.31 1.00
DK -0.28 0.02 1.00
FI 0.33 -0.46 0.64 1.00
FR 0.41 -0.76 -0.08 0.61 1.00
DE 0.15 -0.04 -0.21 -0.19 0.06 1.00
GR -0.04 -0.03 -0.84 -0.65 0.20 0.25 1.00
IE 0.00 -0.28 -0.62 -0.70 0.18 0.13 0.70 1.00
IT -0.46 0.45 -0.46 -0.82 -0.68 0.20 0.22 0.38 1.00
NL -0.07 0.24 0.11 -0.16 -0.43 0.12 -0.44 -0.23 0.29 1.00
PT 0.15 -0.65 -0.17 0.10 0.40 -0.24 -0.00 0.34 -0.21 -0.40 1.00
ES -0.44 0.58 0.50 -0.39 -0.75 -0.23 -0.61 -0.27 0.39 0.31 -0.30 1.00
SE -0.16 0.09 0.65 0.74 -0.29 -0.34 -0.66 -0.86 -0.29 0.49 -0.40 0.36 1.00
UK 0.48 -0.59 -0.08 0.57 0.84 0.08 0.25 0.03 -0.68 -0.47 0.30 -0.73 -0.32 1.00
Table 4.7: Cross-correlation matrix of uˆi,t and u
∗
i,t. The empirical innovations uˆi,t considered
in the upper panel are estimated from the baseline specification of (4.2) comprising series of business
cycle variation and temporary government spending as control variables. Parameter estimates are
documented in Table 4.2. These estimates are used to generate innovations u∗i,t. The lower panel
displays the average cross-correlation matrix for u∗i,t based on 10,000 bootstrap replications.
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AT BE DK FI FR DE GR IE IT NL PT ES SE UK
uˆi,t 0.16 -0.83 -0.43 -0.55 -0.20 0.55 -0.08 -0.49 0.33 0.02 -0.06 -0.31 -0.44 -0.32
u∗i,t 0.17 -0.82 -0.37 -0.52 -0.21 0.46 -0.13 -0.40 0.30 -0.04 -0.05 -0.33 -0.45 -0.32
Table 4.8: Correlation of uˆi,t and eˆi,t and corresponding bootstrap versions The
empirical innovations uˆi,t considered in the upper panel are estimated from the baseline specifi-
cation of (4.2) comprising series of business cycle variation and temporary government spending
as control variables. Parameter estimates are documented in Table 4.2. Innovations eˆi,t are
estimated from (4.3). These estimates are employed to generate bootstrap innovations u∗i,t and
e∗i,t. The upper panel displays country specific correlations between uˆi,t and eˆi,t. The lower
panel documents the country specific correlations between u∗i,t and e
∗
i,t averaged over 10,000
bootstrap replications.
4.D Recursive demeaning
In the literature emerging around Hjalmarsson (2008, 2010), so-called recursive
demeaning techniques have been established to deal with the second-order bias
of the fixed effects estimator when the regressor is persistent and its innovations
correlate with those of the dependent variable.31 This approach simultaneously
allows to control for the appropriateness of the size of t-tests and is an alternative
to the bootstrap techniques described in Section 4.4.1.
The within-transformed regressor d˜i,t−1 = di,t−1 − 1/Ti
∑Ti
t=1 di,t−1 absorbs post
t − 1 information about ei,τ and is by design correlated with the innovations of
country specific primary surpluses ui,τ , for τ = t, . . . , Ti (Hjalmarsson; 2010). This
correlation induces the so-called second-order bias and motivates the use of recursive
demeaning techniques. Following the lines of Pastor et al. (2014) and abstracting
from control variables xi,t and time dummies γt in (4.2), the policy reaction function
for forward demeaned data formalizes as
si,t = αi + ρdi,t−1 + ui,t, (4.8)
where
si,t = si,t −
1
Ti − t+ 1
Ti∑
h=t
si,h, (4.9)
di,t−1 = di,t−1 −
1
Ti − t+ 1
Ti∑
h=t
di,h−1. (4.10)
31Recursive demeaning goes back to Moon and Phillips (2000) and Sul, Phillips and Choi (2005)
and is used in distinct applications as, for instance, unit root testing (Shin and So; 2001; Broda,
Carstensen and Paolella; 2009).
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The error term ui,t is defined similarly. The evolving recursive-demeaning pooled
estimator is
ρˆRD =
(
N∑
i=1
Ti∑
t=2
di,t−1di,t−1
)(
N∑
i=1
Ti∑
t=2
si,tdi,t−1
)
, (4.11)
where the backward demeaned debt-to-GDP ratio
di,t−1 = di,t−1 −
1
t− 1
t−1∑
h=1
di,h−1, (4.12)
is employed as instrument for di,t−1. This instrument is by design highly correlated
with di,t−1 and does not incorporate information about ei,τ and ui,τ , for τ = t, . . . , Ti.
Backward demeaning of instruments is necessary since the debt-to-GDP ratio is a
non-zero mean regressor. Zero mean regressors can be instrumented by themselves
(Hjalmarsson; 2010; Pastor et al.; 2014).32 A robust covariance estimator of (ρˆRD)
is provided by Hjalmarsson (2010). Hjalmarsson (2010) and Pastor et al. (2014)
show by means of extensive simulation studies that the RD estimator is unbiased
and that the corresponding t-test has appropriate size and power.
However, forward and backward demeaning of data adds noise to the estimation
procedure. I employ a simulation study under the null hypothesis of ρ = 0 to
investigate the influence of datasets’ dimensions on the properties of the RD es-
timator. The setup of the simulation is identical to that discussed in the context
of Figure 4.4. The panels in the left column of Figure 4.7 display the histograms
of ρˆRD from 10,000 replications for distinct sample sizes. The panels in the right
column of Figure 4.4 present the histograms of corresponding robust right hand
sided t-statistics along with the asymptotic Gaussian distribution. In the upper
panel (N = 14 and T = 28), the estimator appears to be unbiased but has a
large variance compared with that of the biased fixed effects estimator considered
in Figure 4.2. However, the t-statistic displayed in the right hand sided column is
well-shaped. As can be reasoned from the histograms presented in the middle and
lower left hand sided panels of Figure 4.7 the standard deviation of ρˆRD reduces
for increasing N or T . While Hjalmarsson (2010) and Pastor et al. (2014) are con-
cerned with questions of financial economics where datasets are typically large the
number of observations on the fiscal balances of European economies is relatively
small (N = 14 and T = 28). The application of the recursive demeaning procedure
32The vector of regressors in (4.11) becomes zi,t = (di,t−1, x
′
i,t) if control variables are considered.
The forward demeaned control variables xi,t can be instrumented by themselves.
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necessitates that the dimensions of the dataset are larger than N = 14 and T = 28.
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Figure 4.7: Biases and size distortions of recursive-demeaning estimators The
left hand side panels display histograms of ρˆRD while the right hand sided panels display
the empirical distributions of the corresponding robust t-statistics. Primary surpluses are
simulated by means of the Monte Carlo procedure described in Section 4.3.2 under the null
hypothesis of ρ = 0. Figures are based on 10,000 Monte Carlo replications of balanced
panel datasets. The remaining simulation parameters are equal to those described in the
context of Figure 4.4. Since the RD estimator delivers severe outliers for small samples the
left hand side panel displays the histogram for ρˆRD where the lowest 1% and the largest
1% estimations are disregarded when N = 14 and T = 28.
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Concluding remarks
This thesis contributes to the literature in several directions. It provides a step
towards a better understanding of the interrelation between financial markets and
the macroeconomy. The role of uncertainty as an explanatory factor emerges in
two dimensions. First, we reveal that consumption uncertainty is a determinant
of the long-term movements of the US price-to-dividend ratio. Second, we provide
evidence that macroeconomic uncertainty affects real activity. Moreover, this thesis
highlights the importance of reliable statistical approaches to asses the sustainability
of fiscal balances. The analysis is throughout based on modern statistical techniques
and modeling approaches as, for instance, nonlinear state space and dynamic factor
modeling. The informational content of distinct data categories is employed to
derive a profound understanding of economic dynamics and interrelations. The
topics of this thesis are related to three recent interrelated challenges that the world
economy faced: the global financial crisis, the Great Recession and the European
debt crisis.
In Paper 1, we reveal three factors that jointly influence the low frequency dy-
namics of the US price-to-dividend ratio in the post-WWII period. To this end,
we generalize the present value model of Campbell and Shiller (1988) towards a
flexible nonlinear state space model that allows for a time-varying mean process
of the price-to-dividend ratio. Explanatory factors for the variations of this mean
process are consumption uncertainty, the demographic structure of the population
and the share of firms with traditional dividend payout policy. We find that con-
sumption uncertainty is the dominant factor in shaping the slowly evolving mean of
the price-to-dividend ratio. Moreover, this study provides evidence that the price-
to-dividend ratio has ex-ante predictive content for stock returns when it is adjusted
for its time-varying mean.
The effects of uncertainty on economic activity are highlighted in Paper 2. By
means of a dynamic factor model, we summarize the common dynamics of several
individual uncertainty measures from distinct areas of the economy. This conden-
sation of information is useful for policy authorities to monitor economic dynamics.
We conclude that two fundamental factors summarize macroeconomic uncertainty.
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We distinguish between two types thereof – ‘business cycle uncertainty’ and ‘oil
and commodity price uncertainty’. The distinction between both types of macroe-
conomic uncertainty is crucial since each type causes a decline of real activity of
different magnitude. The effect of a shock to oil and commodity price uncertainty
is more pronounced.
Paper 3 addresses the question if past and current fiscal balances have been
sustainable. Taking US, UK and Portuguese data as example, it is revealed that
policy reaction regressions, that are employed to test if fiscal policy accords with
an intertemporal budget constraint (IBC), are of similar structure as the predictive
regressions employed in Paper 1. We diagnose upward biased estimates of policy
reaction coefficients and overrated type I error probabilities of t-tests. The actual
size of a t-test is up to five times larger than its 5% nominal reference. This size
distortion bears the risk to reject the null hypothesis of non-sustainability too often.
We provide Monte Carlo techniques and local to unit root asymptotics which allow
for size corrected inference. UK and US fiscal policy is found to be sustainable
in samples covering more than 100 years, but not for the post-WWII period. We
explore several post-WWII subsamples, where conventional t-tests spuriously indi-
cate sustainability of fiscal policy in these two countries. Thus, only size corrected
inference allows for conclusive policy monitoring to assesses if fiscal balances accord
with the IBC.
Similarly, Paper 4 focuses on sustainability tests for fiscal balances. However,
this paper relies on a panel dataset that is useful to concentrate on the dynamics of
European fiscal figures during the most recent decades. As in the single-equation
framework of Paper 3, inference on panel based policy reaction functions suffers from
size distortions. However, the within-transformation of the panel data, commonly
applied to account for country specific effects, compounds the bias and the size
distortion. The wild bootstrap procedure provided in Paper 4 is able to allow
for size corrected inference. I reveal that the increased solvency risk of European
countries could have been detected by means of this method before the European
debt crisis manifested in 2009. For policy makers, panel based inference is useful
when assessing the sustainability of most recent fiscal policy. Conditional on the
diagnosis of an insignificant common policy reaction coefficient for the entire sample,
fiscal balances of individual countries can be investigated in detail in a subsequent
analysis (see Paper 3).
In light of these findings, economic and econometric research can follow several
fruitful directions in the future. First, the empirical results of Paper 1 call for a
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structural modeling of the interactions between financial markets and the macroe-
conomy while accounting for slow moving mean processes of key financial indicators
(for a related literature see, e.g., Bansal et al.; 2010). Moreover, the international
integration of capital markets makes it worth to investigate if and how the low
frequency dynamics of key financial indicators of distinct markets are connected.
Second, the investigation of the impact of macroeconomic uncertainty on real ac-
tivity in Paper 2, motivates the incorporation of uncertainty shocks in structural
economic models (e.g., Basu and Bundick; 2012) and the account for distinct types
thereof. Third, it is attempting to set out policy reaction functions into a real
time forecasting setting to assess if actual primary surpluses strongly deviate from
ex-ante predicted values. In each period the primary surplus that is predicted by
means of the policy rule can be contrasted with its realization to obtain an early
indicator of changes in the conduct of fiscal policy.
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