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Abstract: In this paper an equivalent form of the mixed norms problem (Weber’s problem with the Euclidean and the 
rectangular norm) based on the duality theorem is presented. The linearized version of the equivalent problem is 
examined, where Geoffrion’s inner linearization technique is used, so the linear programming method may be adopted. 
A new application in the optimal planning process of excavated material for a given set of excavators in an opencast 
lignite mine is proposed. 
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1. Introduction 
The mixed norms optimization problem can be formulated as 
Z=argmini $ [~~l/x--a,ll,+w:llx-o,l,lj. 
r=l 
(1) 
where w,, w;>,o, xGlW$ a, are known, k-dimensional vectors in Rk, ]I . II 2, )( . )I 1 are the 
Euclidean and the rectangular norm, respectively. 
This type of optimization problem formulation occurs when it is necessary to localize the new 
facility 2 in order to obtain the minimal total cost of the transportation. The cost of the 
transportation is proportional to the distance. This may be measured by means of distance 
generated by, e.g. the Euclidean or the rectangular norm or both of them. In most economic 
applications the location problem is restricted to R2 or lR 3. Problem (1) is, e.g., called: Weber’s 
problem [2], Fermat-Weber’s problem [3], Steiner-Weber’s problem [13] or generalized Fermat’s 
problem [9]. In this paper the name mixed norms problem will be used. 
2. The optimization problem with rectangular and Euclidean norms 
Let the optimization problem be given in the following form: 
~=~~g~~~{C~~Il~-~,ll,+~,/l~-~,ll,}, 
i- 
(2) 
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and the set of feasible solutions is given by a system of inequalities as follows: 
Ax<b, (3) 
where w,, wi ( r E 1, m) are known sequences of nonnegative scalars; a, ( Y E 1, m) is the known 
set of noncolinear points in R”; A is a given matrix of dimension s x n; b is an s X l-vector; 
)( . Ill, (I-II 2 are the rectangular and the Euclidean norm, respectively. 
Until now for the problem (2)-(3) only one algorithm, of Hurter and Planchart [6], has been 
published. Thanks to the results of Wendel and Peterson in geometric programming [12], the 
following form of an equivalent problem was found: 
subject to the constraints: 
C(Yr+Y,‘) =07 (5) 
II Yr II ;<ww,2, (6) 
II Yr' II oo~w:, (7) 
where Y E 1, m, and ( . , -) is the inner product. 
To solve the above-mentioned problem they have used a nonlinear version of the 
Dantzig-Wolfe decomposition method [4,10]. 
The direct solution of the problem (2)-(3) is difficult due to the nondifferentiability of the 
function. This property can be easily removed taking into account that: (1) the equivalent form 
of the optimization problem with norm )I . (1 1 only may be easily transformed on to the LP 
problem; (2) the nonlinear term in the objective function may be replaced with a scalar and 
transferred to the constraints. 
As a result one can get a connected (it means an equivalent) to (2) problem in the following 
form [lo]: 
rnin~{a,+ (w,.d, ur+ur)}, (8) 
with the constraints: 
a, 2 w: II x - a, II 2 > 
X-d+d=. r, 
q<M, rE1, m, M>,O, 
Ax<b, 
if these constraints were present in (2)-(3). 
(9) 
(10) 
(11) 
(12) 
Considering the nondifferentiable constraints in the points a,., the gradient methods cannot be 
applied directly. Also, the increase of the problem dimension caused that the standard nonlinear 
programming methods are also not suitable. Now the problem (8)-(12) can be linearized and 
difficulties with standard nonlinear programming methods can be omitted, e.g., the location of 
the starting point will be easily determined. But the dimension of the linearized problem will be 
greater than the initial one and the efficiency of the linearization will decrease. That is why such 
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a form of the equivalent problem to the problem (2)-(3) should be found such that: (1) the linear 
constraints are directly included; (2) the linearization procedure can be realized in an efficient 
way. 
2.1. The construction of an equivalent problem for the multinorm optimization problem 
The following equivalent form of the problem (2)-(3) can be found: 
subject to the constraints: 
Ax<b, 
x-d+v’=a t.7 
d = (1, l,..., l)T~ IR”. 
For the next transformation of 
introduced. Let 
(13) 
(14) 
(15) 
the problem new auxiliary variables and matrices should be 
e,=x-a i.9 e, E R”, r-El, m, (16) 
e= (e,, e,,..., e,)T E RmnEk, (17) 
u= (22, 22 )...) uyTE IFP, (18) 
v=(d, v2 )...) vyTEIRk, (19) 
W’ = (w,‘d, w;d ,..., w;d) E Rk. (20) 
The family of positive definite matrices of dimension k x k can be defined as follows: 
z, = 
w: 
0 1: 0 . . . 
0 
0 
0 
, z*= . I* 
. . 0 
w; : 
0 . . . 0 
where 
i 
(wJ2 
wr2 = 
0 1 * 
1 O (wJ21nxn 
Hence one obtains the next conclusion. 
Conclusion 1. The optimization problem 
(2, ii, d)=argmin((W’, u+v) + 5 (eTZre)*,}, 
r=l 
(22) 
(23) 
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with constraints 
e--u+u=o, 
A^e&, 
where 
&A 0 
[ I 0 A msxk’ i=(b-Aa,, b-Aa, )...) b-Aa,),,xl 
(24) 
(25) 
(26) 
is equivalent to problem (2)-(3). 
The constraints (24)-(26) can also be formulated in the following form: 
[i ; $]<6-[%], (27) 
where I is an identity matrix of dimension k X k, 6 is a vector of dimension (ms + k) x 1. Let 
X= (e, 24, u)‘E R3k, 
P = (0, w’, w’>, 
(28) 
(29) 
Then one obtains the following conclusion. 
Conclusion 2. The problem 
Z0 = arg min pTX + 2 ( XTIrF)1’2 
i r=l 
subject to the constraints: 
AX& x>,o, 
is equivalent to problem (2)-(3). 
(30) 
(31) 
The additional constraints concerning the nonnegativity of ?? result from the construction of 
the equivalent form for the rectangular norm in problem (2)-(3). 
The straightforward linearization of such a problem is difficult because of nonlinear compo- 
nents in the objective function (30). One should transform the problem (30)-(31) to such a form 
to make a linearization procedure possible. According to the dual problem construction given by 
Sinha [ll] (for problems with a bounded feasible set of solutions) and Bhatia [1] (for problems 
with an unbounded feasible set of solutions), we consider the following optimization problem: 
g(v) = bTjj + min, (32) 
subject to: 
JPj+ ; I,t,>p, (33) 
r=l 
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where 
t+K,, rE1, m, 
E,. is the unit ball in R3k. 
Taking into consideration 
R ms+k 3)y 2 0. (34) 
Conclusion 2, problem (30)-(31) is equivalent to (2)-(3). Then 
problems (30)-(31) and (32)-(34) are the primal and dual problems, correspondingly. It results 
directly from Eisenberg’s theorem transformed by Sinha [ll]. Moreover, the values of the 
objective functions, if they exist, are equal [8]. 
In this way the connection between problems (32)-(34) and (2)-(3) is expressed in the next 
corollary. 
Corollary 3. Let 2, be a solution of problem (2)-(3). Then there exist such (jO, tro) that they 
optimize (32)-(34), and suitable values of the objective functions are equal. 
The objective function and the constraints of problem (32)-(34) are now very convenient to 
realize the linearization procedure. However the above-mentioned form contains a large number 
of variables, because J is a vector of dimension ms + k and t, of dimension 3k. 
This number can be decreased considering the constraints structure (33)-(34). In order to 
attain this, one must divide the vectors J, 2, (r E 1, m) into two parts in the following way: 
r= [Yl, Yl, (35) 
t,= [&, t:], (36) 
where y, is a vector of dimension k X 1, y is a vector of dimension ms X 1, t, is a vector of 
dimension k x 1, t: is a vector of dimension 2k X 1. 
Taking into consideration the notation of (35)-(36) and (21), one obtains the next conclusion. 
Conclusion 4. The system of inequalities 
[i’ 
is fulfilled iff the following system of inequalities is fulfilled: 
Ary + 5 I$, > - W’. 
r=l 
Hence immediately the next consequence of (38) is obtained: 
gy+[; ;]tl+[; w, ;]t2+ ... +[; ;]tr> -W’, 
where 
(37) 
(38) 
(39) 
(40) w, = (wJ2. 
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In relation (39) the variables t, have no more than n nonzero components, i.e., 
t, = (t;, t; )...) t;, 0, 0,. ..,O)=, 
t,= (0,o )...) 0, t;, t; )...) t; )...) 0,o )...) O)=, 
(41) 
t,=(o,o )...) 0, t;, t; )...) t;)‘. 
It results from the definition of the matrices family 1, in (21). 
Thanks to (39)-(41) the number of variables in problem (32)-(34) can be considerably 
decreased. 
Conclusion 5. The solution of the optimization problem 
b’y + min, (42) 
with constraints: 
A”Ty + 2 I,t, 2 - w’, (43) 
r=l 
t,EK,, (44) 
where y is previously introduced in (35), t, in (36), w, in (40) and K, is the unit ball in iRk, 
determines also the solution of problem (2)-(3). 
Considering the specific form of problem (42)-(44), namely the linear objective function and 
the linear constraints with unit balls in R”, the idea of that problem solution is based on 
linearization of its constraints. 
2.2. The equivalent problem linearization for the mixed norms optimization task 
Let the equivalent problem to the initial one (2)-(3) be given in the form (42)-(44): 
iTy + min, 
with constraints: 
ATv + $ I$, 2 - w’, t,EK,, y>O, rEl, m. 
r=l 
(45) 
(46) 
From this form of the problem it results that: (1) nonlinear convex constraints { K,} yZ’=, are 
independent; (2) there are m(s + n) variables, m X n linear constraints and m nonlinear 
constraints. 
Hence, 
expressed 
according to Geoffrion’s inner linearization technique [5], each point t, E K, can be 
as a linear convex combination of points trj belonging to the boundary of K,: 
t, = Ch,t,, trj E aK,, (47) 
CChrj=l, xrj>o, j E J, (the given set of indices). (48) 
i rj 
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Finally problem (45)-(46) can be solved by finding such points t, E K,, that the constraints are 
fulfilled and at the same time the linear form achieves its minimum. 
So the following optimization problem is obtained: 
min iTy --j min, (49) 
with constraints: 
The inner linearization technique is practically based on the approximation of a convex 
function by a linear interpolation between a chosen set of points. This approximation may be 
optionally accurate thanks to concentrating the points in a function diagram. This one may be 
easily achieved if, e.g., the revised simplex method will be applied for iterative solutions in (50). 
The algorithm involves iterative determinations of points trj from the boundary of K,. sets. 
The convergence of this algorithm is based on the proof given by Dantzig [4] and Zangwill [14], 
because the approach proposed above is as a matter of fact the nonlinear Dantzig-Wolfe 
decomposition method. 
3. The model of excavator’s planning process 
Many problems which appear in practice are brought to the task of mixed norms type; e.g., 
the problem of locating new machines and facilities on a plant floor or warehouse centers in 
towns. In analogical way one formulates the task of location of, e.g., transportation centers, 
communication centers, stations for power distribution, centers of telecommunication, etc. 
A new area of applications is connected with the optimization processes in the opencast, 
lignite mine. 
Now, the problem of an optimal planning of a set of excavators, which mines the coal on 
several levels will be dealt with. To determine the plans of work it is necessary to know: 
- the demands of receivers, 
- technological constraints resulting from the transportation system structure, 
- characteristics of the estimated deposit coal volume and its calorifical value in particular 
levels. 
These quantities are input quantities for the planning process and the output quantities should 
be the plans of the excavator’s work [7]. 
The opencast lignite mine was divided into a suitable number of operating levels. On each 
level one excavator works with an outrigger with a shortwall block system. The mined winning is 
transported by a conveyer belt system. 
A model of an opencast lignite mine as in Fig. 1 will be used. The parameters should be 
interpreted as follows: aii is a mean surface of the shortwall blocks destined for, e.g., daily 
excavation; b,, is a mean “energy surface” of the coal layer in the surface aij; xii is a mean 
depth of mining; i E 1, n; j E 1, m; n is a number of excavators (or levels) and m is a number 
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Fig. 1. A model of an opencast lignite mine. 
of subperiods. It is assumed that the parameters ajj, b,, are known during the planning process 
and xi j are decision variables. 
3. I. Problem description 
Optimal planning of the work of a set of excavators will be based on a determination of 
denoted by the index j strategy for each of them in each subperiod; (this subperiod will be 
El, m). 
The strategy of excavators in the subperiod j is defined as a vector: 
X’ = (X,j, X,j,. . .) X,j)T, for each j~l, m, XijE [0, l]. 
Thus the vector Xi = (xii, xi2,.. ., x;,_)~, for each i E 1, n, is the work strategy for excavator 
number i in a period T. 
Generally, the quantities presented below are necessary to know when optimal plans are to be 
obtained: 
Aij = aijxij: the planned winning volume on the ith level (the volume of the corresponding 
number of the shortwall blocks); 
Bjj = biixij: the energetical value of the shortwall blocks with surface ajj. 
The elements are bij = cijdij, where cij means a surface of the coal layers in the surface aij, d,, 
denotes the mean calorifical value of the cij surface and Cjj = cijxij denotes the volume of the 
coal in Aij. 
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The determination of an optimal strategy is based on such a choice of matrix X = [xijlnxm 
that minimizes the global criterion. One should define: 
F(X, A, A,, B, B,,, C, C,) 
=F,(X, A, A,)+F,(X, B, B,)+F,(X, C, C,)-+min. (51) 
The first component Fr of the global criterion should provide for filling the conveyer belt 
flights at uniform rate, since A, is a vector of feasible maximal flows in corresponding directions 
(in R*). 
The second component F2 assures that the energy of coal fulfills the receivers’ demands, since 
B, is a vector of their demands (in lRm). The last component assigns the volume of the coal, since 
C,, is a vector of coal calorifical demands (in IF!“, s 6 m). 
The minimization of the criterion F enables us to obtain a strategy, which minimizes the 
differences between the receivers’ demands and the mine possibility of the excavators. 
3.2. Criterion functions 
Let 
(A, X> = [(a,, X,),4%, XJ] ER”, (52) 
(BT, XT) = [(b’, x’) ,..., (b”, x-)] E R”, (53) 
(CT, XT) = [(cl, x’) )...) (Cm, xy] ERM, (54 
where xi, ai, bj, ci denote the columns and rows of matrices X, A, B and C, correspondingly, 
and (. , a) denotes the inner product of vectors. 
It is assumed that the components of the criterion F have the following form: 
4 =e, II@, X> -Aollr> (55) 
4 = e2 II (BT, XT> - 4 II 2y (56) 
4 = e3 II(C’, XT> - Co II 2, (57) 
where known constants e,, e2, e3 2 0, I] - (I 1 denotes the rectangular norm in R n and I] - II 2 the 
Euclidean norm in R’ M. 
So the optimization problem is stated as follows: 
min{F=F,+F2+F3}, 
subject to the constraints generated by technology, deposit and transportation system. 
(58) 
3.3. The set of constraints 
As it has been mentioned above one is dealing with the problem of an optimal planning of a 
set of excavators, mining lignite coal on several levels. Therefore it is necessary to displace the 
excavators along these levels so that they fulfil the demands of the receivers in the best way 
according to an appropriate set of constraints. This one is generated by the following facts: 
(a) the spatial model of an opencast lignite mine; 
(b) the structure of the transportation system; 
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(c) the deposit model; 
(d) the technology of excavator’s mining. 
According to the spatial model (see Fig. 1) the following quantities were used when the 
optimization procedure was constructed: 
(1) Qi: the planned winning volume on the ith level; 
(2) IV’: the estimated volume of the coal; 
(3) C’: the calorifical value in each Qi; 
i E 1, n denotes the number of the operating level. In the described model of the opencast lignite 
mine on each level the winning is excavated by exactly one excavator. Position of each excavator 
is denoted by Ki = (xi, yi, .zl), i E 1, n. Here in the given set of coordinates the constraints are 
put on the following coordinates: 
_YiGYiG’i> (59) 
where yi is the minimal value of coordinate yi; li is the maximal length of the i th operating level. 
The lengths of the particular levels must fulfil the following set of restrictions: 
l,>,I,>, -** >ll,. (60) 
Additionally, from the technological point of view, the coordinates xi for the particular levels 
should fulfil inequalities 
x1)x2> *** >x,, 
which guarantees the proper exploitation. 
(61) 
The constraints listed below are connected with the transportation system and the deposit 
forecasting system: 
OGAijdiZij, 
gg;,< Cij< iqj, 
(62) 
(63) 
(64) ei G 5 Aij G Qi, 
j=l 
j=l 
CiG 5 Bij< c., 
j=l 
i fA,jG iA,i, 
i=l j=l i=l 
where F is the estimated maximal volume of coal in the i th level; ci is the estimated 
calorifical value of the lignite coal; ci is the minimal calorifical value of the lignite coal; 
(66) 
(67) 
maximal 
Qj is the 
planned maximal winning volume for the i th excavator determined on the upper level of the 
planning system; Qi is the planned minimal winning volume for the i th excavator determined on 
the upper level of the planning system; AOi is the ith component of the vector A,. 
The solution of the optimization problem formulated above exists because the criterion F is a 
continuous and convex function over the nonempty set of feasible solutions given by the linear 
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constraints. In order to solve the basic planning problem, a linearized version of the equivalent 
task has been found making use of the theorem on the mixed norms problem presented above. 
Thanks to it, standard procedures of linear programming are used to solve the problem of 
optimal coal planning. 
4. Conclusion 
In this paper the linearized version of the mixed norms (Euclidean and rectangular) problem 
has been presented. Then the linear programming method for a problem obtained in that way 
has been used, because the inner linearization technique has been adopted for approximating the 
set of unit balls for the previously found substitute problem. A new domain of applications, 
namely the planning system of the work of excavators in an opencast lignite mine has been 
discussed. The difficulties connected with the complexity and the multidimensionality of the 
problem have been reduced by means of the applied linear programming methods. The 
comparison between this attempt and another one given by Planchart and Hurter [6] will be 
given in the near future. 
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