Abstract-A two-year study by the Ministry of Research, Technology and Education in Indonesia presented the evaluation of most universities in Indonesia. The findings of the evaluation are the peculiarities of various dissertation softcopies of doctoral students which are similar to any texts available on internet. The suspected plagiarism behavior has a negative effect on both students and faculty members. The main reason behind this behavior is the lack of standardized awareness among faculty members with regard to plagiarism. Therefore, this study proposes a computerized system that is able to detect plagiarism information by using K-means and cosine distance algorithm. The process starts from preprocessing process that includes a novel step of checking Indonesian big dictionary, vector space model design, and the combined calculation of K-means and cosine distance from 17 documents as test data. The result of this study generally shows that the documents have detection accuracy of 93.33%.
I. INTRODUCTION
There is a two-year study conducted by the Academic Performance Evaluation team in the Ministry of Research, Technology and Higher Education that found an indication of plagiarism in various universities in Indonesia. The finding starts from several anomalies in doctoral dissertations which are published in electronic format. It is explicitly said in the report that there are several irregularities contained in the dissertation document footprint and a number of dissertations similar to open source texts on the internet.
Plagiarism behavior has been identified for both students and faculty members. One of the main reasons of this behavior problem found is due to the different standard of plagiarism issue between faculty members graduated from local universities and those graduated overseas. There is a perception amongst academics in Indonesian institution that overseas graduates are stricter in plagiarism issue [1] . This perception triggers reluctance amongst faculty members to raise the plagiarism issue due to the fear of being harshly judged. There should be a further concern about standards and consistency in preventing plagiarism in higher education institutions, especially in law enforcement. The detection of plagiarism is non-trivial given the facts that there is an increasing amount of information generated from an easy access of various websites, large databases and social media that pose serious problems for publishers, researchers and educational institutions. Document grouping [2] is a technique to organize a large number of documents. This technique is usually the unsupervised learning which has no identification of any classes. Unlike classifications technique, data are grouped into groups according to their similarity. The obtained cluster indicates a meaningful category. The result is used as a basis for documents classification. Document categorization is also useful for fast information retrieval and data mining. Any documents have possibility of having word similarities within the same topic. The cluster contains very similar documents.
One of existing non-hierarchical cluster methods is Kmeans [3] that partitions existing data into one or more clusters. It is important to note that K-means algorithm is considerably sensitive to outliers. Outliers are data far from the majority of other data, and thus inapplicable when inserted into a cluster. This kind of data can distort the cluster mean value excessively. Due to the time constraint, this research assumes the outliers are insignificant to the result of the research.
This research aims to combine two different measurements for detecting Indonesian documents similarity by utilizing Indonesian big dictionary. In detail, the research objective is to implement the document similarity detection system in order to observe the performance of the proposed technique.
II. LITERATURE REVIEW

A. Theoretical Background
Data analysis is currently the heart of most computing applications, especially during the design phase. The data analysis process is practically categorized as simplification and exploration, which is based on the availability of a model that appropriately represents the real data source. The main procedures in both types of procedures during hypothesis formation and decision making are clustering and classification based on postulated model and analysis results.
Clustering is the arrangement technique of patterns (usually described as points in multidimensional space or measurement vectors) into groups based on similarity or dissimilarity. www.ijacsa.thesai.org
Clustering is a non-trivial method of analyzing particular data. It is a method of creating a collection of items that are somewhat related in one or more features. The purpose of grouping is to provide similar data groups. Clustering is often misinterpreted as classification. The simplest difference is regarding to the measure. The measure in clustering is based on the intra-cluster distance that should be reduced in order to get the best clustering results. The term of clustering is commonly used to refer a grouping method of data that are not yet labeled. Clustering and classification [4] have different terminology and assumptions for the grouping process components, as well as the context in which grouping is being used.
A comprehensive survey is very important step due to the large amount of literatures regarding to grouping issue. Accessibility to the survey is another issue to reconcile different vocabulary and assumptions regarding to grouping in various research. Authors in [5] present that typical pattern grouping activities involve the modeling of data point, the calculation of data point relatedness, clustering or grouping, the abstraction of processed data, and eventually the evaluation of result. These activities are accommodated in our research to fulfill the objective.
K-means is one of existing cluster partition algorithms. In this algorithm, the partition that has data considered as cluster k. Other clustering algorithms are also proposed to handle document grouping tasks for automatic grouping and enhanced partition of K-means algorithm, such as a method for initializing centroid [6] , [7] , oncology-based K-means algorithm, domain ontological grouping [8] , and dataset based analysis to increase the efficiency of the K-means algorithm in case that the false document is given as input [9] .
Cosine distance is a measure of the similarity between two vectors based on the cosine angle between them. This study proposes a document similarity detection system by clustering and calculating the cosine angle between the examined documents.
In a combined algorithm of K-means and Cosine distance, there are n data points that are divided into k clusters based on several similarity measurement criteria. The K-means algorithm is relatively agile and thus considered as a common clustering algorithm. Vector quantization, cluster assessment, feature discovery are several examples of K-means utilization as surveyed in [3] .
K-means algorithm starts from selecting the number of k clusters, assigning each data point to the nearest cluster center, and moving each cluster center to the average and last data points. These steps are repeated several times to achieve the convergence. The final result of the K-means algorithm is the suitable number of clusters. Creating the number of clusters before implementing the algorithm is considered as impractical. It also requires in-depth knowledge of the field of clustering. Before applying vector space models to the text documents, an information retrieval is performed through a preprocessing. Preprocessing input is plain text documents and its output is a set of tokens utilized in the vector model.
B. Related Works
There are several related works that are reviewed to observe state of the art in the research domain. Rajeswari et al. [2] implements K-means algorithm to a group of news articles with 20 categories that requires predefined cluster names. The result shows that K-means algorithm is unable to cluster the article documents automatically without considering the feature as a cluster label. Moreover, there is an issue of over clustering. It means that there is a need of clustering repetition until all documents are correctly clustered. Hence, it can be inferred that the combination with another algorithm is required in several domains.
Bhattacharjee et al. [10] proposes the use of cosine similarity measure to cluster sentiment analysis between -2 (very negative) and +2 (very positive) for 8000 comments on telecommunication domain. The result shows 82.09% accuracy for two classes of negative and positive. It outweighs previous works have 71.5% accuracy in average. It inspires us to include cosine technique for clustering our documents.
Bafna et al. [11] proposes the combination of K-means and hierarchical algorithms. It initially starts from small dataset and advances to an extended one while different clusters are being created. In total, there are 10,000 documents for the whole classification process. The result shows that the combined algorithm is able to classify two classes of positive-negative and three classes of positive-negative-neutral.
Shirkhorshidi et al. [12] compares several similarity measurements based on distance. He utilizes 15 generic datasets to reproduce the clustering results. Hence, the distance measurement performance can be measured based on its category and dimension.
Rani and Sahu [13] compare several clustering techniques in measuring textual contents and articles. The searching keywords are identified based on the most relevant content. Matrix of keywords is built to compare the different algorithms in Matlab. However, it only chooses news article that triggers a further research question for other article types.
III. SYSTEM DESIGN
The research of detecting document similarity by using Kmeans algorithm and Cosine distance method is considered as applied research. The result of applied research can be directly incorporated to solve the problems. Moreover, the combination between K-means algorithm and Cosine distance method requires a specific process schema to fulfil the objective of the research. Fig. 1 illustrates the process flow of document similarity detection system that emphasizes on the preprocessing. The document requires preprocessing in order to calculate the similarity between documents. More specifically, the purpose of preprocessing is to extract special features on documents for information retrieval. The first step in preprocessing is filtering that eliminates any punctuations and special characters. www.ijacsa.thesai.org The second step is tokenization. It is a function to convert a sentence into a list of words. The third step is stop word removal. Any words that have no meaning in the vector space are removed in this step. The fourth step is stemming which uses Indonesian language stemming to convert any words into their basic forms. The last step in preprocessing is pruning that sorts all words and removes any words with low frequency.
Although the common preprocessing stage consists of filtering, tokenization, stop word removal, stemming and pruning; this study proposes to add one process before the stemming process. It is a process of validating the term whether it is registered in the Indonesian big dictionary (KBBI) [14] or not. This process ensures that the term has a real concept in Indonesian language and, therefore, is applicable for any documents in Indonesian language.
Object oriented design with unified modeling language is utilized to design the system. The design starts from the results of data collection and literature study to obtain the system requirements specifications. It includes program specification design, system process design, system flow design and system application interface design.
Once the system has been developed, the testing is conducted by including the preprocessing, vector space model, K-means clustering, cosine similarity, and accuracy testing.
It is important to note that this research uses purposive sampling technique which is one of the common sampling techniques in other research works. This sampling technique deliberately takes samples based on predetermined criteria. Hence, the size of the dataset is considerably not big since we are focusing on the design of the system. In order to acquire a better accuracy and performance of the detection model, the document is preprocessed to prepare the terms readable by K-means & cosine distance algorithm. The weighting through the vector space model is also required by the algorithm. This research uses dataset which consists of three article categories, namely sports, news and finance. Each category has 20 articles which are proportionally distributed in 17 similarity detection scenarios as provided in Table 1 . Class diagram is generally used by the system developers to obtain the glimpse of the system structure before the code is written. It is also useful to ensure that the system is implemented based on the most optimized design. Fig. 2 shows the class diagram for similarity detection system using Kmeans and cosine distance. In this diagram, there are four classes designed to accommodate the system requirement: Document, Distance, Tokenization and Term FrequencyInverse Document Frequency. Each class has its properties and methods to seamlessly develop the application. Document class behaves as main class and uses three other similarity information classes due to the nature of document concept in the real world.
The similarity detection system starts from the user input. It advances all the processes until the system outputs the similarity distance value in matrix view as illustrated in Fig. 3 . 
IV. EVALUATION
The evaluation is required to examine the reliability of the proposed approach. Preprocessing is the initial stage for processing input data before being processed in the main stages of the vector space model. Preprocessing is required to establish the uniformity and ease of reading during the subsequent processes. In this study, the proposed preprocessing steps are tokenization, stop word removal, stemming, Indonesian big dictionary based checking and pruning. The result of the preprocessing is represented in Table 2 .
It can be inferred that the preprocessing is required to process 17 documents with 52,805 words. It produces 30,969 words which equals to 58.64% of the total words in the document being tested. It creates a vector of 1,500 unique words in 7.997 milliseconds. In other words, it is around 0.47 milliseconds per document. This preprocessing time is considered as reliable in this research.
Vector space model is tested to determine the time that is required to process data provided during preprocessing. There are three calculations during vector space model testing, namely term frequency, document frequency & inverse document frequency as normally used as an evaluation technique in clustering [11] . Term weight is added in this research to increase the reliability.
Each of the evaluation is represented in different figure to show the clarity and interdependency of the calculation. Fig. 4 illustrates the testing of calculating term frequency for all documents. The calculation of term frequency that is produced by the system will be used as a reference for the calculation process and word weighting process. Fig. 5 is a graph of the application test in calculating the document frequency. This graphs shows that the higher the value in each document, the more terms contained in the document. Fig. 6 represents a graph of an application test in calculating inverse frequency document. The more terms that the document has, the smaller inverse value the document implies. Accordingly, the fewer terms appear on a document, the more inverse value is resulted from the document.
The application test of generating vector model space is divided into several tests on 17 preprocessed articles. Each article has a feature vector of 1,500 words. Hence, the matrix dimension created during the term frequency process is 17 x 1500. Table 3 presents the duration of the vector space model generation. The total duration of Term Frequency (TF), Document Frequency-Inverse Document Frequency (DF-IDF), and weighting calculation has the average of 119.2969 milliseconds. For K-means and cosine distance testing, the data are taken from the preprocessing and vector space model.
In Table 4 , the cluster value represents similar documents, while cosine value is the angular distance to other documents. It can be concluded that the K-means algorithm and cosine distance are able to detect the similarity of documents. Out of 15 total documents, there are 14 correct documents, and one wrong document. It means that the arbitrary accuracy is 93.33%. www.ijacsa.thesai.org 
V. CONCLUSION
The documents are initially passed in the similarity detection system by preprocessing them to get the vector. In preprocessing, this research validated the terms in documents to Indonesian big dictionary. Vector Space Model is used to calculate the document similarity by combining the K-means and cosine distance algorithms. The simple accuracy measurement formula is applied to identify the results of document similarity detection. In the test result, the processing time of 17 document schemes at the preprocessing stage is 7.997 milliseconds, while the processing time of vector space model process is 119,296 milliseconds. The system delivers the document similarity detection accuracy of 93.33%. In the future, it is expected to apply this research in a bigger dataset by including online articles in order to improve its reliability.
