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GENERIC VANISHING AND CLASSIFICATION OF IRREGULAR
SURFACES IN POSITIVE CHARACTERISTICS
YUAN WANG
Abstract. We establish a generic vanishing theorem for surfaces in charac-
teristic p that lift to W2(k) and use it for classification of surfaces of general
type with Euler characteristic 1 and large Albanese dimension.
1. Introduction
The Enriques-Kodaira classification of surfaces was established by Enriques, Ko-
daira, Mumford and Bombieri in both zero and positive characteristics (cf. [Enr14],
[Enr49], [Kod64], [Kod66], [Kod68], [Mum69], [BM76] and [BM77]). A detailed clas-
sification of surfaces of general type, however, seems to be very difficult. Up to now
the following progress has been made in characteristic 0. First by Castelnuovo’s
inequality (cf. [Bea96, Theorem X.4]) the Euler characteristic for any surface of
general type must be strictly greater than 0. When the Euler characteristic is 1 De-
barre gave an upper bound pg = q ≤ 4 for the geometric genus and irregularity (cf.
[Deb82] ). Beauville then discovered that the limit case pg = q = 4 corresponds to
the product of two genus 2 curves (cf. [Bea82]). Later based on works of Catanese,
Ciliberto and Mendes Lopes (cf. [CCML98]), Hacon and Pardini (cf. [HP02]) and
Pirola (cf. [Pir02]) independently gave a complete classification for pg = q = 3 and
Zucconi [Zuc03] classified the cases of pg = q = 2 with irrational pencil. In recent
years it has become increasingly clear that generic vanishing is a fundamental tool
in the study of irregular varieties (cf. [HP02]).
In this paper inspired by [HP02] and [Bea82] we establish a new type of generic
vanishing for smooth surfaces that lift to the second Witt vectors W2(k) and we
use it to prove two results on surface classification in positive characteristics.
Let us recall the generic vanishing theorem in its original form which was estab-
lished by Green and Lazarsfeld in [GL87]. Let X be a smooth complex projective
variety of dimension n. For an integer i ≥ 0 let V i(ωX) be the subvariety of Pic
0(X)
defined by
V i(ωX) = {P ∈ Pic
0(X)|Hi(X,ωX ⊗ P ) 6= 0}
and let
a : X → A
be the Albanese morphism of X .
Theorem 1.1. [GL87, Theorem 1]
codim(V i(ωX),Pic
0(X)) ≥ dim(a(X))− n+ i.
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In particular if P ∈ Pic0(X) is a general line bundle, then Hi(X,ωX ⊗ P ) = 0 for
i > n− dim(a(X)).
Hacon [Hac04] and Pareschi and Popa [PP11] have shown that if X has maximal
Albanese dimension then generic vanishing (ωX being GV0 to be precise) is equiv-
alent to vanishing of Hi(X,ωX ⊗ a∗L̂∨) for any i > 0 and any sufficiently ample
line bundle L on Aˆ. Note that L̂∨ is an ample vector bundle on A with h0(L̂∨) = 1
and rk(L̂∨) = h0(L). See Definition 2.14 for the definition.
It is known that generic vanishing theorems is in general not true for positive
characteristic. Hacon and Kova´cs [HK12] used a counter-example to the Grauert-
Riemenschneider vanishing theorem to construct a counter-example to the generic
vanishing theorem. But since the Grauert-Riemenschneider vanishing theorem is
true for smooth surfaces in any characteristic one might expects that generic van-
ishing will hold in this context. We then prove
Theorem A (Theorem 3.1). Let X be a smooth projective surface over an alge-
braically closed field k of positive characteristic, A an abelian variety and a : X → A
a generically finite morphism. If X lifts to W2(k) then H
i(X,ΩjX ⊗P ⊗ a
∗L̂∨) = 0
for any i+j ≥ 3, P ∈ Pic0(X) and any ample line bundle L on Aˆ. In particular for
any k > 0 and P ∈ Pic0(X), Hk(A, a∗(ωX ⊗P )⊗Q) = 0 for general Q ∈ Pic
0(A).
In fact it turns out that roughly speaking, generic vanishing results are equivalent
to results analogous to Kodaira vanishing. More precisely, we show that
Theorem B (Corollary 3.7). Let a : X → A be a generically finite morphism from
a smooth projective surface X to an abelian variety A, Aˆ the dual abelian variety
of A and L an ample line bundle on Aˆ. For an m ∈ Z+ let φL⊗m : Aˆ → A be the
isogeny induced by L⊗m. Let Xˆm = X ×A Aˆ be the fiber product with respect to the
morphisms a and φL⊗m , and let aˆm : Xˆm → Aˆ and ϕm : Xˆm → X be the induced
morphisms. Let L̂⊗m be the ample vector bundle on A defined as in Definition 2.14.
(a) If Hi(Xˆm, ωXˆm⊗aˆ
∗
m(L
⊗m⊗P )) = 0, ∀P ∈ Pic0(Aˆ) and i > 0, then Hj(A, a∗ωX⊗
L̂⊗m
∨
) = 0, ∀j > 0.
(b) If Hi(A, a∗ωX ⊗ L̂⊗m
∨
) = 0, ∀i > 0 and m≫ 0 then for any ample line bundle
M , Hj(Xˆn, ωXˆn ⊗ aˆ
∗
nφ
∗
nL(M)) = 0, ∀j > 0 and n≫ 0.
The first application of Theorem A is about the existence of irrational pencils
on surfaces with Euler characteristic 0.
Theorem C (Proposition 4.1 and Theorem 4.4). Let X be a smooth minimal pro-
jective surface of maximal Albanese dimension which lifts to W2(k), then χ(ωX) ≥
0. If moreover χ(ωX) = 0 and the Picard variety of X has no supersingular factors
then either X has an irrational pencil of genus ≥ dim(V 1(ωX)) ≥ 1 or X is an
abelian surface.
The second application, which is our main result about classification of surfaces
of general type, is as follows.
Theorem D (Theorem 5.2). Let X be a smooth minimal projective surface of
general type over an algebraically closed field k of characteristic ≥ 11 and χ(OX) =
1. Denote the Albanese morphism as a : X → A. Assume that X is of maximal
Albanese dimension, lifts to W2(k), its Picard variety has no supersingular factors
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and a is separable. If dim(A) = 4 then X = C1 × C2 where C1 and C2 are smooth
curves and g(C1) = g(C2) = 2.
We will explain the meaning of the condition dim(A) = 4 later (Remark 5.3).
Note that even though we established a good generic vanishing theorem the proof
of Theorem C, inspired by [Bea82] and [HP02], requires many new ideas. A con-
siderable difficulty is that there is no obvious irrational pencils on X and a large
part of Hodge theory as well as other characteristic 0 techniques used in [Bea82]
and [HP02] to construct irrational pencils fail in positive characteristics. Therefore
a detailed analysis of V 1(ωX) and the Fourier-Mukai transforms of various sheaves
is made through Propositions 5.4-5.5.
Acknowledgements. The author would like to thank his advisor Professor Christo-
pher Hacon for suggesting this project and a lot of inspiring discussions, support
and encouragement. He would also like to thank Tong Zhang for suggesting and
proving the inequality (5.1). Finally he would like to thank the referee for many
valuable suggestions.
2. Conventions, notations and preliminaries
We fix an algebraically closed field k and assume that all the schemes we will
discuss are over k. We make no restriction on the characteristic of k unless otherwise
stated.
2.1. Derived categories. For any scheme X of dimension n we denote by D(X)
the derived category of OX -modules and denote by Dc(X) (resp. Dqc(X)) the
full subcategory of D(X) consisting of complexes whose cohomologies are coherent
(resp. quasi-coherent). We also denote the dualizing complex by ω·X and define the
dualizing functor DX by DX(F ) = RHom(F, ω·X [n]), ∀F ∈ Dqc(X). We will use
projection formula and Grothendieck duality in the following forms.
Theorem 2.1 (Projection formula). Let f : X → Y be a morphism of quasi-
compact separated schemes. Let F ∈ Dqc(X) be a sheaf and G ∈ Dqc(Y ) be a
locally free sheaf. Then there is an isomorphism
Rf∗(F )⊗OY G
∼=
−→ Rf∗(F ⊗OX f
∗G).
Theorem 2.2 (Grothendieck duality). Let f : X → Y be a proper morphism of
quasi-projective varieties, then
Rf∗DX(F ) = DY (Rf∗(F )), ∀F ∈ Dqc(X).
We will also need Grauert-Riemenschneider vanishing theorem which is known to
hold for smooth surfaces in any characteristic. We generalize the original statement
in the following way:
Theorem 2.3 (Grauert-Riemenschneider vanishing theorem). Let f : X → Y be
a projective and generically finite morphism, Y normal and quasi-projective and X
a smooth surface. Then R1f∗(ωX ⊗ P ) = 0 for any P ∈ Pic
0(X).
Proof. The original statement and proof can be found in [Kol07] as Theorem 2.20.1
which says that R1f∗ωX = 0. The proof also works for ωX ⊗ P . 
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2.2. Abelian varieties, Fourier-Mukai transform and generic vanishing
theorems.
Definition 2.4. Let A be an abelian variety. For a subvariety X ⊆ A we say that
X generates A if X is not contained in any proper abelian subvariety of A.
Definition 2.5. Let X be a projective variety and let a : X → A be the Al-
banese morphism of X . We say that X is of maximal Albanese dimension (mAd)
if dim(X) = dim(a(X)).
Let A be an abelian variety. Let Aˆ be its dual abelian variety and pA : A×Aˆ→ A
and pAˆ : A × Aˆ → Aˆ be the projection morphisms. Let P be the Poincare´ line
bundle on A× Aˆ. We define the Fourier-Mukai transform RSˆ : D(A)→ D(Aˆ) and
RS : D(Aˆ)→ D(A) with respect to the kernel P by
RSˆ(·) = RpAˆ,∗(p
∗
A(·)⊗ P), RS(·) = RpA,∗(p
∗
Aˆ
(·)⊗ P).
Next we recall some facts proven in [Muk81].
Theorem 2.6. [Muk81, Theorem 2.2] The following isomorphisms of functors hold
on Dqc(A) and Dqc(Aˆ):
RS ◦RSˆ = (−1A)
∗[−g]
RSˆ ◦RS = (−1Aˆ)
∗[−g]
where [−g] means shifting by g steps to the right and −1A means the inverse mor-
phism on A.
Lemma 2.7. [Muk81, (3.1)] For any x ∈ A and y ∈ Aˆ the following isomorphisms
hold on Dqc(A) and Dqc(B) respectively:
RS ◦ T ∗y
∼= (⊗P−y) ◦RS
RS ◦ (⊗Px) ∼= T
∗
x ◦RS,
where Px = P|{x}×Aˆ, Py = P|A×{y} and Tx and Ty are translations by x and y on
A and Aˆ respectively.
Lemma 2.8. [Muk81, (3.4)] Let A and B be abelian varieties, ϕ : A → B an
isogeny and ϕˆ : Bˆ → Aˆ the dual isogeny of ϕ. Then the following isomorphisms
hold on Dqc(B) and Dqc(A) respectively:
ϕ∗ ◦RSB = RSA ◦ ϕˆ∗
ϕ∗ ◦RSA = RSB ◦ ϕˆ
∗.
Proposition 2.9. [Muk81, Proposition 3.11 (1)] Let A be an abelian variety, L an
ample line bundle on A and φL : A→ Aˆ the isogeny induced by L. Then
φ∗L(L̂) =
h0(A,L)⊕
L∨.
Recall the following
Definition 2.10. For an abelian variety A and a line bundle L on A we define
K(L) = {x ∈ A|T ∗x (L)
∼= L}
where Tx is the translation morphism with respect to x. We say that L is non-
degenerate if K(L) is finite, otherwise we say that L is degenerate.
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Theorem-Definition 2.11. For any non-degenerate line bundle L on A by the
vanishing theorem in [Mum12, Section 16], there exists a unique i ∈ Z, 0 ≤ i ≤
dim(A) such that Hi(X,L) 6= 0 and we denote this i as i(L).
Proposition 2.12. [MvdG, Proposition (9.18)] i(L) = 0 for any ample line bundle
L on A.
The next proposition is very useful in later sections.
Proposition 2.13. If L is a line bundle on an abelian variety A, then there is a
unique integer i ∈ Z, 0 ≤ i ≤ dim(A) such that RSˆ(L) = RiSˆ(L)[−i] is a sheaf and
its support is an abelian subvariety of Aˆ. If L is non-degenerate then this integer
is equal to the integer i(L) in Theorem-Definition 2.11.
Proof. If L is nondegenerate, then by [Mum12, p.145 Theorem], i(L) can be com-
puted as the number of positive roots of P (n) = χ(Mn ⊗ L) for arbitrary ample
line bundles M . Since for any Py we have χ(M
n ⊗L) = χ(Mn ⊗L⊗ Py) we know
that i(L⊗ Py) is independent of Py. By cohomology and base change
RiSˆ(L)⊗ k(y) =Rip2,∗(p
∗
1L⊗ P)⊗ k(y) ∼= H
i(A× {y}, (p∗1L⊗ P)|A×{y})
=Hi(A,L⊗ Py).
So RiSˆ(L) 6= 0 if and only if i = i(L). Therefore we have
RSˆ(L) = Ri(L)Sˆ(L)[−i(L)]
and it is supported on Aˆ.
If L is degenerate let K(L)0 be the connected component of K(L) containing
the origin. Let Z = (K(L)0)red which by [MvdG, Proposition 5.31] is an abelian
subvatiety of A. By Poincare´’s complete reducibility theorem (cf. [Mum12, p.160
Theorem]) there is an isogeny ϕ : Y × Z → A where Y is an abelian subvariety of
A. By the proof of [MvdG, Proposition 9.27] there is a non-degenerate line bundle
LZ on Z such that ϕ
∗L = p∗ZLZ ⊗Px for some x ∈ Yˆ × Zˆ. By Lemma 2.7, Lemma
2.8 and [Huy06, Exercise 5.13]
ϕˆ∗RSˆA(L) =RSˆY×Z(ϕ
∗L) = RSˆY×Z(p
∗
ZLZ ⊗ Px) = T
∗
xRSˆY×Z(p
∗
ZLZ)
=T ∗xRSˆY×Z(LZ ⊠OY ) = T
∗
x (RSˆZ(LZ)⊠RSˆY (OY ))
=T ∗x (R
i(LZ)SˆZ(LZ)[−i(LZ)]⊠R
dim(Y )SˆY (OY )[−dim(Y )]).
By the fact that ϕˆ is finite we get
RSˆA(L) = R
i(LZ)+dim(Y )SˆA(L)[−(i(LZ) + dim(Y ))].
Observe that
0 ≤ dim(Y ) ≤ i(LZ) + dim(Y ) ≤ dim(Z) + dim(Y ) ≤ dim(A).
Moreover since Ri(LZ)SˆZ(LZ) is supported on Zˆ and R
dim(Y )SˆY (OY ) is supported
on the origin eYˆ on Yˆ we know that RSˆA(L) is supported on ϕˆ
−1 ◦ Tx(Zˆ × eYˆ )
which is an abelian subvariety in Aˆ. 
Definition 2.14. For a nondegenerate line bundle L on an abelian variety A we
have seen that the integer constructed in Proposition 2.13 is compatible with the
i(L) in Theorem-Definition 2.11. So we define this integer to be the index of L and
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still use i(L) to denote it. Moreover we denote Ri(L)Sˆ(L), viewed as a sheaf on Aˆ,
by L̂.
Remark 2.15. Note that if L is an ample line bundle then L̂ is locally free (see
[PP03, Example 2.2] and [Muk81, right before Corollary 2.4]).
Remark 2.16. In the situation of Definition 2.14, by [Muk81, (3.8)] we have
L̂∨ = (−1A)
∗L̂∨.(2.1)
Next we will mention some concepts and facts related to generic vanishing the-
orems.
Definition 2.17. Let A be an abelian variety of dimension n and F a coherent
sheaf on A. We define V i(F), the cohomology support loci, as
V i(F) = {P ∈ Pic0(X)|hi(A,F ⊗ P ) > 0}.
F is said to satisfy Generic Vanishing with index −k, or to beGV−k, if codimPic0(X)V
i(F) ≥
i− k for all i ≥ 0.
The following generic vanishing theorem can be deduced from [Hac04, Theorem
1.2] and [PP11, Theorem A].
Theorem 2.18. With the notation as in 2.17, the following are equivalent:
(1) F is GV0.
(2) Hi(A,F ⊗ L̂∨) = 0 for any i > 0 and any sufficiently ample line bundle L on
X.
(3) RSˆ(DA(F)) = R0Sˆ(DA(F)).
Remark 2.19. In this paper we use the notion of “sufficiently ample” line bundle
on a variety X to mean, given any ample line bundle L, a power L⊗m with m≫ 0.
The following fact due to Pink and Roessler (of [PR04]) will also play an impor-
tant role.
Proposition 2.20. Let X be a projective variety of dimension n over k and assume
that the Picard variety of X has no supersingular factors. Let
Si,jm (X) = {P ∈ Pic
0(X)|hi,j(X,P ) ≥ m}
for any i, j,m ≥ 0. Then Si,jm is completely linear, i.e. its irreducible components
are translates of abelian subvarieties by torsion elements in Pic0(X). In particular,
V 1(ωX) = S
1,n
1 (X) is completely linear.
Proof. By [PR04, Proposition 4.1 and Proposition 3.1]. 
2.3. Lifting properties of algebraic varieties. For an algebraically closed field
k of characteristic p > 0 let W2(k) be the ring of the second Witt vectors of k (for
details see [EV92, Example 8.8]). Let X be a scheme over k and denote S = Spec(k)
and S˜ = Spec(W2(k)). A lifting of X to S˜ is a scheme X˜ , flat over S˜, such that
X = X˜ ×S˜ S. We say that X lifts to W2(k) or X is liftable to W2(k) if X has a
lifting to W2(k).
We define X ′ by X ′ = X ×S S via the Frobenius morphism F : S → S and
denote by F ′ the morphism X → X ′ naturally defined by X → S and the Frobenius
morphism F : X → X .
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Theorem 2.21. [DI87, The´ore`me 2.1] With the notation above, if X lifts to W2(k)
then the following isomorphism holds in D(X ′):
ϕ :
⊕
i<p
ΩiX′/S
∼=
−→ τ<pF
′
∗Ω
·
X/S .
Moreover the i-th cohomology of ϕ is the Cartier isomorphism for i < p.
2.4. Preliminaries on surfaces in positive characteristics.
Definition 2.22. Let X be a surface. We define the irregularity q(X) of X to be
h1(X,OX), and define the Euler characteristic of X to be χ(OX). It is easy to see
that for a surface X we have χ(OX) = χ(ωX).
Definition 2.23. An irrational pencil of genus g on a surface X is a fibration
p : X → B where B is a smooth curve of genus g ≥ 1.
Proposition 2.24 (Bogomolov–Miyaoka–Yau inequality in positive characteris-
tics). [Lan15, Theroem 13] Let X be a minimal minimal surface of general type. If
char(k) ≥ 3 and X is liftable to W2(k), then
K2X ≤ 9χ(OX).
The following proposition is well-known, but since its proof is very short we still
would like to include it.
Proposition 2.25. If S is an elliptic surface over k, then S is not of general type.
Proof. Let f : S → B be an elliptic fibration of S and E a general fiber. If S is of
general type by the adjunction formula
KE = (KS + E)|E = KS |E
is big. However since E is an elliptic curve we know KE = OE is not big. Contra-
diction. 
2.5. Some facts about torsion-free sheaves.
Lemma 2.26. Let Z be an irreducible variety and suppose that L is a line bundle
and F is a torsion-free coherent sheaf on Z. If ϕ : L→ F is a nonzero morphism
then ϕ is injective.
Proof. We know that Supp(im(ϕ)) is a closed subset. On the other hand F is
torsion-free so it cannot contain a torsion sheaf, so Supp(im(ϕ)) = Z. Next we
restrict the morphism to an affine open set U = Spec(A) and suppose L|U = M˜ =
˜(Ae) and F|U = N˜ where M and N are A-modules and we denote by φ :M → N
the induced homomorphism. Suppose ϕ(e) = n ∈ N then by the above argument
n 6= 0. If there exists a nonzero a in A such that ϕ(ae) = a·n = 0 then it contradicts
the fact that N is torsion-free. 
Lemma 2.27. Let X and Y be projective varieties and f : X → Y a finite mor-
phism. If F is a torsion-free sheaf on Y then f∗F is also torsion-free.
Proof. We may assume that X and Y are affine and f is induced by a ring homo-
morphism ψ : R→ S where X = Spec(S), Y = Spec(R).
Now the claim becomes that if M is a torsion-free R-module then M ⊗R S is a
torsion-free S-module. Since f is finite we can assume that S is generated by {si}
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as an R-module. If the claim is not true then there exists 0 6=
∑
imi⊗si ∈M ⊗RS
and 0 6= s′ ∈ S such that
s′(
∑
i
mi ⊗ si) =
∑
i
mi ⊗ sis
′ = 0.
By [Eis95, Lemma 6.4] there exist m′j ∈M and aij ∈ R such that∑
j
aijm
′
j = mi, ∀i
and ∑
i
aijsis
′ = 0, ∀j
Since s′ 6= 0 and S is integral by assumption it follows that
∑
i aijsi = 0. By [Eis95,
Lemma 6.4] again we get
∑
imi ⊗ si = 0 which is a contradiction. 
3. Generic vanishing for surfaces
Theorem 3.1. Let X be a smooth projective surface over an algebraically closed
field k of positive characteristic, A an abelian variety and a : X → A a generically
finite morphism. If X lifts to W2(k) then H
i(X,ΩjX ⊗ P ⊗ a
∗L̂∨) = 0 for any
i+ j ≥ 3, P ∈ Pic0(X) and ample line bundle L on Aˆ. In particular for any k > 0
and P ∈ Pic0(X), Hk(A, a∗(ωX ⊗ P )⊗Q) = 0 for general Q ∈ Pic
0(A).
Remark 3.2. In particular in Theorem 3.1 if we let P = OX we get H
k(A, a∗ωX ⊗
Q) = 0 for k ≥ 1 and general Q ∈ Pic0(A). By Theorem 2.18 this is equivalent
to Hk(X,ωX ⊗ a∗Q) = 0, in particular V 1(ωX) 6= Pic
0(X). Then by applying
the semicontinuity theorem (cf. [Har77, Ch. III Theorem 12.8]) with f : X ×
Pic0(X)→ Pic0(X) and F = KX×Pic0(X)⊗P , where P is the Poincare´ line bundle
on X × Pic0(X), we get that V 1(ωX) is a proper closed subset of Pic
0(X). This
means that codimPic0(X)V
1(ωX) ≥ 1. Moreover by Serre duality H2(X,ωX ⊗P ) =
H0(X,P∨)∨ and it is nonzero iff P = OX , so we also have codimPic0(X)V
2(ωX) ≥ 2.
Therefore we see that Theorem 3.1 actually implies that ωX is GV0.
The proof of Theorem 3.1 is in the spirit of the article of Deligne and Illusie
[DI87]. Let Aˆ be the dual Abelian variety of A, L be an ample line bundle on
Aˆ, φL : Aˆ → A be the isogeny induced by L. We use F to denote the k-linear
Frobenius morphism. To prove the theorem we need the following lemmas.
Lemma 3.3. Suppose F is a coherent sheaf on A. Then there exists an e0 such
that for any e ≥ e0, Hi(A,F ⊗ F e,∗(L̂∨)⊗Q) = 0 for any i > 0 and Q ∈ Pic
0(A).
Proof. By Fujita’s vanishing theorem (cf. [Laz04, Theorem 1.4.35]) and Proposition
2.9 there exists an e0 such that for any e ≥ e0,
0 = Hi(Aˆ, φ∗L(F)⊗ (
h0(Aˆ,L)⊕
Lp
e
)⊗Q)
= Hi(Aˆ, φ∗L(F)⊗ F
e,∗φ∗L(L̂
∨)⊗Q)
= Hi(Aˆ, φ∗L(F)⊗ φ
∗
LF
e,∗(L̂∨)⊗Q)
= Hi(Aˆ, φ∗L(F ⊗ F
e,∗(L̂∨))⊗Q).
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for any i > 0 and Q ∈ Pic0(Aˆ). Then by cohomology and base change and Lemma
2.8 we know that
RS(φ∗L(F ⊗ F
e,∗(L̂∨))) = φ̂L∗RSˆ(F ⊗ F
e,∗(L̂∨))(3.1)
is a sheaf in degree 0. Moreover since φ̂L is finite then RSˆ(F ⊗ F
e,∗(L̂∨)) is also
a sheaf in degree 0. By cohomology and base change this implies that Hi(A,F ⊗
F e,∗(L̂∨)⊗Q) = 0 for any i > 0 and Q ∈ Pic0(A). 
Lemma 3.4. Let P be a line bundle in Pic0(X). We denote the support of
φ∗L(a∗(Ω
1
X ⊗ P )) by Z. Then φ
∗
L(a∗(Ω
1
X ⊗ P )) is a torsion-free sheaf on Z.
Proof. Ω1X ⊗P is torsion-free by definition, and a∗(Ω
1
X ⊗P ) is torsion-free on a(X)
because any push-forward of a torsion-free sheaf is torsion-free on the image. Then
φ∗L(a∗(Ω
1
X ⊗ P )) is torsion-free on Z by Lemma 2.27 and finiteness of φL. 
Lemma 3.5. There exists e0 such that for any e ≥ e0, i > 0 and P ∈ Pic
0(X),
Hi(X,ωX ⊗ P ⊗ F e,∗a∗L̂∨) = 0 and H2(X,Ω1X ⊗ P ⊗ F
e,∗a∗L̂∨) = 0.
Proof. First we prove that Hi(X,ωX ⊗ P ⊗ F e,∗a∗L̂∨) = 0. By Theorem 2.3 we
have Ria∗(ωX ⊗ P ) = 0 for any i > 0. Hence we have
Hi(X,ωX⊗P⊗F
e,∗a∗L̂∨) = Hi(X,ωX⊗P⊗a
∗F e,∗L̂∨) = Hi(A, a∗(ωX⊗P )⊗F
e,∗L̂∨)
where the first equality is by the commutativity of a and F and the second equality
is by the Projection Formula and degeneration of a Leray spectral sequence (cf.
[Har77, Exercise III.8.1]). The claim then follows from Lemma 3.3 after we replace
F and Q by a∗(ωX ⊗ P ) and OA respectively.
Next we will prove that H2(X,Ω1X⊗P⊗F
e,∗a∗L̂∨) = 0 for e≫ 0 which by Serre
duality is equivalent to H0(X,Ω1X ⊗ P
∨ ⊗ F e,∗a∗L̂) = 0. We first prove that there
exists an e0 such that for any e ≥ e0 and any Q ∈ Pic
0(Aˆ), H0(Aˆ, φ∗L(a∗(Ω
1
X ⊗
P∨))⊗(L−p
e
)⊗Q) = 0. This is because every nonzero element inH0(Aˆ, φ∗L(a∗(Ω
1
X⊗
P∨))⊗ (L−p
e
)⊗Q) corresponds to a nonzero morphism Lp
e
⊗Q∨ → φ∗L(a∗(Ω
1
X ⊗
P∨)). We claim that this morphism is injective after we restrict it to an irreducible
component Z0 of Z. Indeed, L
pe⊗Q∨|Z0 is a line bundle which is torsion-free of rank
1 and φ∗L(a∗(Ω
1
X ⊗ P
∨))|Z0 is torsion-free by Lemma 3.4, so the injectivity follows
from Lemma 2.26. Since dim(Z0) = 2, after taking H
0(Z0, ·) on both sides of the
morphism Lp
e
⊗ Q∨|Z0 → φ
∗
L(a∗(Ω
1
X ⊗ P
∨))|Z0 we see that for any Q ∈ Pic
0(X),
h0(Z0, L
pe ⊗Q∨|Z0) goes to infinity as e≫ 0 while h
0(Z0, φ
∗
L(a∗(Ω
1
X ⊗ P
∨)|Z0)) is
constant and the induced homomorphism is still injective. This is a contradiction
which completes the proof that H0(Aˆ, φ∗L(a∗(Ω
1
X ⊗ P
∨))⊗ ((−L)p
e
)⊗Q) = 0.
Now by cohomology and base changeH0(Aˆ, φ∗L(a∗(Ω
1
X⊗P
∨))⊗((−L)p
e
)⊗Q) = 0
implies that R0S(φ∗L(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂))) = 0. By Lemma 2.8 we see that
RS(φ∗L(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂))) = (Rφ̂L∗ ◦RSˆ)(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂)),
and after taking cohomology in degree 0 we have
0 = R0(φ̂L∗ ◦ Sˆ)(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂)).
Since φ̂L is finite the following Grothendieck spectral sequence
Eij2 = R
iφ̂L∗R
jSˆ(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂))
⇒ Ri+j(φ̂L∗ ◦ Sˆ)(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂))
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degenerates at E2, in particular
0 =R0(φ̂L∗ ◦ Sˆ)(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂))
=R0φ̂L∗R
0Sˆ(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂))
=φ̂L∗R
0Sˆ(a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗(L̂)).
Therefore R0Sˆ(a∗(Ω
1
X ⊗ P
∨) ⊗ F e,∗(L̂)) = 0, and then by cohomology and base
change H0(A, a∗(Ω
1
X ⊗P
∨)⊗F e,∗L̂⊗Q) = 0 for all Q ∈ U where U is an open set
of Pic0(A). Now if we can show that h0(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂⊗ P )) is constant
with respect to P for e≫ 0, then we have
0 = H0(A, a∗(Ω
1
X ⊗ P
∨)⊗ F e,∗L̂⊗Q0)
= H0(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂⊗Q0))
= H0(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂⊗Q)),
for any Q0 ∈ U and any Q ∈ Pic
0(A), and after taking P = OA we are done.
To prove that h0(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂ ⊗ Q)) is constant with respect to Q
it suffices to prove that h1(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂ ⊗ Q)) and h2(X,Ω1X ⊗ P
∨ ⊗
a∗(F e,∗L̂⊗Q)) are both constant. By Lemma 3.3 we know Hi(A, a∗(Ω1X ⊗ P
∨)⊗
F e,∗L̂∨ ⊗Q∨) = 0 for any i > 0, e≫ 0 which implies that
h0(A, a∗(Ω
1
X ⊗ P )⊗ F
e,∗L̂∨ ⊗Q∨)
=h0(X,Ω1X ⊗ P ⊗ a
∗(F e,∗L̂∨ ⊗Q∨))
=h2(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂⊗Q))
is constant. To prove that
h1(X,Ω1X ⊗ P
∨ ⊗ a∗(F e,∗L̂⊗Q))
=h1(X,Ω1X ⊗ P ⊗ a
∗(F e,∗(L̂∨)⊗Q∨))
is constant we consider the Leray spectral sequence
Eij2 = H
i(A,Rja∗((Ω
1
X ⊗ P )⊗ a
∗(F e,∗(L̂∨)⊗Q∨)))
= Hi(A,Rja∗(Ω
1
X ⊗ P )⊗ F
e,∗(L̂∨)⊗Q∨)
⇒ Hi+j(X,Ω1X ⊗ P ⊗ a
∗(F e,∗(L̂∨)⊗Q∨))
By Lemma 3.3 we know Eij2 = 0 for i > 0, so the spectral sequence degenerates at
Eij2 and in particular
H1(X,Ω1X ⊗ P ⊗ a
∗(F e,∗(L̂∨)⊗Q∨)) ∼= H0(A,R1a∗(Ω
1
X ⊗ P )⊗ F
e,∗(L̂∨)⊗Q∨).
Since a is generically finite and X is a surface, R1a∗(Ω
1
X ⊗ P ) is supported on the
locus whose preimage with respect to a is 1-dimensional, that is, a finite number of
points. So we know H0(X,R1a∗(Ω
1
X ⊗P )⊗F
e,∗(L̂∨)⊗N) is constant for any line
bundle N , in particular for any Q ∈ Pic0(X). 
Proof of Theorem 3.1. The rest of the proof follows [DI87, Lemme 2.9]. We fix an
e0 which satisfies the condition in Lemma 3.5, so after replacing P by F
e,∗P , by
projection formula and for dimensional reasons we know that Hj(X,Fe,∗Ω
i
X ⊗P ⊗
a∗L̂∨) = 0 for any i + j ≥ 3, e ≥ e0 and P ∈ Pic
0(X). By Serre duality this is
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equivalent to Hj(X,Fe,∗Ω
i
X ⊗ P ⊗ a
∗L̂) = 0 for any i + j ≤ 1 and P ∈ Pic0(X).
We consider the spectral sequence
Eij1 = H
j(X,Fe,∗Ω
i
X ⊗ P ⊗ a
∗L̂)⇒ Hi+j(X,Fe,∗Ω
·
X ⊗ P ⊗ a
∗L̂).
This implies that
0 = Hi(X,Fe,∗Ω
·
X ⊗ P ⊗ a
∗L̂) = Hi(X, τ<2Fe,∗Ω
·
X ⊗ P ⊗ a
∗L̂)
for i ≤ 1. Moreover since X lifts to W2(k) and char(k) ≥ 2 > 1, by Theorem 2.21
we have in D(X) an isomorphism
τ<2F∗Ω
·
X
∼=
⊕
i<2
ΩiX [−i].
Then
0 = Hi(X,Fe,∗Ω
·
X ⊗ P ⊗ a
∗L̂) =
⊕
l
Hi−l(X,Fe−1,∗Ω
l
X ⊗ P ⊗ a
∗L̂)
for i ≤ 1. By descending induction on e we know that Hi−l(X,ΩlX ⊗P ⊗ a
∗L̂) = 0
for i ≤ 1. Hence by Serre duality we finally get Hj(X,ΩiX ⊗P ⊗ a
∗L̂∨) = 0 for any
i+ j ≥ 3 and i ≥ 0. The second statement follows from Theorem 2.3 and Theorem
2.18. 
Theorem 3.6 and Corollary 3.7 below describe the relationship between Kawamata-
Viehweg vanishing and generic vanishing.
Theorem 3.6. Let a : X → A be a generically finite morphism from a smooth
projective variety X to an abelian variety A, Aˆ the dual abelian variety of A and L
an ample line bundle on Aˆ. For an m ∈ Z+ let φL⊗m : Aˆ→ A be the isogeny induced
by L⊗m. Let Xˆm = X ×A Aˆ be the fiber product with respect to the morphisms a
and φL⊗m , and let aˆm : Xˆm → Aˆ and ϕm : Xˆm → X be the induced morphisms.
(a) If Hi(Aˆ, aˆm,∗ωXˆm ⊗ L
⊗m ⊗ P ) = 0 for any P ∈ Pic0(Aˆ) and i > 0, then
Hj(A, a∗ωX ⊗ L̂⊗m
∨
) = 0 for any j > 0.
(b) If Hi(A, a∗ωX ⊗ L̂⊗m
∨
) = 0 for any i > 0 and m≫ 0, then for any ample line
bundle M , Hj(Aˆ, aˆn,∗ωXˆn ⊗ φ
∗
L⊗n(M)) = 0 for any j > 0 and n≫ 0.
Corollary 3.7. We use the notation in Theorem 3.6 but assume that X is a smooth
projective surface.
(a) If Hi(Xˆm, ωXˆm ⊗ aˆ
∗
m(L
⊗m ⊗ P )) = 0 for any P ∈ Pic0(Aˆ) and i > 0, then
Hj(A, a∗ωX ⊗ L̂⊗m
∨
) = 0 for any j > 0.
(b) If Hi(A, a∗ωX ⊗ L̂⊗m
∨
) = 0 for any i > 0 and m≫ 0 then for any ample line
bundle M , Hj(Xˆn, ωXˆn ⊗ aˆ
∗
nφ
∗
L⊗n(M)) = 0 for any j > 0 and n≫ 0.
Proof. This is a direct consequence of Theorem 3.6 and Theorem 2.3. 
Proof of Theorem 3.6. First we prove (a). We need the following lemma:
Lemma 3.8. aˆm,∗ωXˆm = φ
∗
L⊗ma∗ωX .
Proof. Since aˆm,∗ωXˆm is a sheaf, we can view it as a complex that is nonzero only
in degree 0, so by Theorem 2.3 and Grothendieck duality we have
aˆm,∗ωXˆm =Raˆm,∗ωXˆm = Raˆm,∗RHom(OXˆm , ωXˆm)
=RHom(Raˆm,∗OXˆm , ωAˆ).
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On the other hand since A and Aˆ are abelian varieties we have ωA = OA and ωAˆ =
OAˆ. By [MvdG, Proposition 5.2], φL⊗m is flat, so φ
∗
L⊗mRa∗OX = Raˆm,∗ϕ
∗
mOX .
Then
aˆm,∗ωXˆm =RHom(Raˆm,∗OXˆm , ωAˆ) = RHom(Raˆm,∗ϕ
∗
mOX , ωAˆ)
=RHom(φ∗L⊗mRa∗OX , φ
∗
L⊗mωA) = φ
∗
L⊗mRHom(Ra∗OX , ωA)
=φ∗L⊗mRa∗RHom(OX , ωX) = φ
∗
L⊗ma∗ωX .
The fourth equality is by [Har66, Proposition 5.8] and the fact that φL⊗m is flat,
and the fifth equality is by Grothendieck duality. 
We will now prove that Hj(A, a∗ωX ⊗ L̂⊗m
∨
) = 0 for any j > 0. By cohomology
and base change it suffices to show that RSˆ(a∗ωX ⊗ L̂⊗m
∨
) is a sheaf in degree 0.
Since φˆL⊗m is finite, it is equivalent to show that
φˆL⊗m,∗RSˆ(a∗ωX ⊗ L̂⊗m
∨
) = RS(φ∗L⊗m(a∗ωX ⊗ L̂
⊗m
∨
))
=RS(aˆm,∗ωXˆm ⊗
h0(L⊗m)⊕
(L⊗m))
is a sheaf in degree 0, i.e. RjS(aˆm,∗ωXˆm ⊗
h0(L⊗m)⊕
(L⊗m)) = 0, ∀j > 0. Here the
first equality is by Lemma 2.8 and the second equality is by Lemma 3.8. Again by
cohomology and base change it is equivalent to the vanishing of Hj(Aˆ, aˆm,∗ωXˆm ⊗
L⊗m ⊗ P ) for any P ∈ Pic0(Aˆ) and j > 0, which is exactly the assumption.
Now we prove part (b). We will need the following lemmas.
Lemma 3.9. For any integer m > 0 we have φL⊗m = mA ◦ φL. Here mA is the
multiplication by m on A.
Proof. By definition of mA and [MvdG, Corollary 7.17] for any P ∈ Pic
0(Aˆ) = A
we have P⊗m = mA(P ). So
φL⊗m(x) = (L
⊗m)∨⊗t∗x(L
⊗m) = (L∨⊗t∗xL)
⊗m = mA(L
∨⊗t∗xL) = mA◦φL(x), ∀x ∈ Aˆ.

Lemma 3.10. For any ample line bundle M , φ∗L⊗n(M) ⊗ (L
⊗n)∨ is ample for
n≫ 0.
Proof. By Lemma 3.9 we have
φ∗L⊗nM⊗(L
⊗n)∨ = φ∗Ln
∗
AM⊗(L
⊗n)∨ ≡num (φ
∗
LM)
⊗n2⊗(L⊗n)∨ = ((φ∗LM)
⊗n⊗L∨)⊗n,
and (φ∗LM)
⊗n ⊗ L∨ is ample for n≫ 0. 
Suppose Hi(A, a∗ωX ⊗ L̂⊗n
∨
) = 0 for some m ≫ 0 and any i > 0, then the
proof of [HK12, Proposition 4.1] implies that Hj(A, a∗ωX ⊗ L̂⊗n
∨
⊗ P ) = 0 for
any P ∈ Pic0(A) and j > 0. Next we use the same trick as in the proof of (a)
which implies that RjS(φ∗L⊗m(a∗ωX)⊗ (L
⊗n)) = 0, and this is again equivalent to
Hj(Aˆ, aˆm,∗ωXˆm ⊗ L
⊗n ⊗ P ) = 0 by Lemma 3.8 and cohomology and base change.
Moreover since φ∗L⊗n(M)⊗ (L
⊗n)∨ is ample for n≫ 0, by [PP03, Example 2.2 and
Theorem 2.9] we have
Hi(Aˆ, aˆm,∗ωXˆm ⊗φ
∗
L⊗n(M)) = H
i(Aˆ, aˆm,∗ωXˆm ⊗L
⊗n⊗ (φ∗L⊗n(M)⊗ (L
⊗n)∨)) = 0.
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
4. Irrational fibration of surfaces with Euler characteristic 0
In this section we assume that k is of positive characteristic. We start this
section by giving a lower bound for the Euler characteristic χ(OX) = χ(ωX) of
certain surfaces using the results in Section 3.
Proposition 4.1. If X is a smooth projective surface which is mAd and lifts to
W2(k), then χ(ωX) ≥ 0.
Proof. SinceX lifts toW2(k), by Theorem 3.1 and Theorem 2.3 we knowH
i(X,ωX⊗
P ) = 0 for any i > 0 and general P ∈ Pic0(X). Then we take such a P and by
Riemann-Roch theorem we have χ(ωX) = χ(ωX ⊗ P ) = h0(X,ωX ⊗ P ) ≥ 0. 
Next we give some examples that satisfy the conditions in 4.1 and their Euler
characteristics are equal to 0.
Example 4.2. It is easy to see that the Euler characteristic of an abelian surface
A is 0 and by [MS87] Theorem 1 in Appendix, ordinary abelian varieties actually
lift to W (k), the ring of Witt vectors.
Example 4.3. Let C1, C2 be two smooth curves with g(C1) = 1 and g(C2) = n ≥ 1.
Let X = C1×C2 then obviously X is mAd, and by the Ku¨nneth formula and Serre
duality we can calculate χ(ωX) as follows:
χ(ωX) = χ(ωC1)χ(ωC2) = (g(C1)− 1)(g(C2)− 1) = 0
It is known that the only obstruction to lifting a smooth variety X over k of
characteristic p to W2(k) lies in Ext
2(Ω1X/k,OX). When X is a curve this group
is 0, which implies that every curve can be lifted to W2(k). Therefore C1 × C2 as
above can also be lifted to W2(k).
Example 4.3 has two obvious fibrations onto C1 and C2 and they are both ir-
rational. Actually according to the Enriques-Kodaira classification for algebraic
surfaces we know that for a smooth surface X that lifts to W2(k), χ(OX) = 0 can
only happen when X is an elliptic surface, a quasi-elliptic surface or an abelian sur-
face (see [Lie13]). However in the case of elliptic surfaces or quasi-elliptic surfaces
it is not clear what the base curve of the corresponding elliptic fibration looks like.
The following theorem addresses this issue:
Theorem 4.4. Let X be a smooth minimal projective surface which is mAd and
lifts to W2(k), and its Picard variety has no supersingular factors. If χ(ωX) = 0
then either X has an irrational pencil of genus ≥ dim(V 1(ωX)) ≥ 1 or X is an
abelian surface.
To prove the theorem we need the following lemma which will also be useful in
later sections.
Lemma 4.5. Let X be a projective surface which is mAd and lifts to W2(k), and
its Picard variety has no supersingular factors. Then either X admits an irrational
pencil of genus ≥ dim(V 1(ωX)) ≥ 1 or dimV 1(ωX) = 0.
Proof. Suppose that X does not admit an irrational pencil of genus ≥ dim(V 1(ωX))
and dimV 1(ωX) ≥ 1. Let a : X → A be the Albanese morphism. By [PR04,
Corollary 3.4] V 1(ωX) is completely linear, so we can take T +Q to be a component
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of maximal dimension of V 1(ωX) where T is abelian subvariety of dimension ≥ 1
and Q is a torsion element. Now T is an abelian subvariety of Aˆ, so after taking its
dual we get a surjective morphism c : A→ Tˆ . Denote c ◦ a by g. If dim(g(X)) = 1
then as g(X) generates Tˆ , its genus must be ≥ dim(T ) = dim(V 1(ωX)) ≥ 1. Since
we have supposed this is not the case we must have dim(g(X)) = 2. By Theorem
3.1 and Theorem 2.3 we know that
h1(X,ωX ⊗Q⊗ g
∗R) = h1(Tˆ , g∗(ωX ⊗Q)⊗R) = 0
for general R ∈ Pic0(Tˆ ) = T , which contradicts the definition of T +Q. 
Proof of Theorem 4.4. IfX does not have an irrational pencil of genus≥ dimV 1(ωX) ≥
1 then by Lemma 4.5 dimV 1(a∗ωX) = 0, and this together with χ(ωX) = 0
implies that dimV 0(a∗ωX) = 0. Let F = RSˆ(DA(a∗ωX)). Then by Theorem
3.1, Theorem 2.18 and [HP13, Corollary 3.5] we see that F is a sheaf in de-
gree 0 supported on a finite number of points, hence by [Muk81, Example 2.9]
V = (−1A)∗(a∗ωX) = RS(DAˆ(F)) is a vector bundle with a filtration
0 = V 1 ⊂ V 2 ⊂ ... ⊂ V n = V
where each V j/V j−1 is an element in Pic0(A). In particular
dim(Supp(a∗ωX)) = dim(Supp(V )) = dim(A)
which implies that dim(A) = dim(X) and hence a : X → A is surjective.
By Grothendieck-Riemann-Roch theorem we have
ch(a!ωX)td(TA) = a∗(ch(ωX)td(TX)),
here a!ωX =
∑
(−1)iRia∗ωX , and by Theorem 2.3 Ria∗ωX = 0 for i > 0 so we
have a!ωX = a∗ωX . We compare the terms in A
1(A) on both sides respectively.
Note that (−1A)∗(a∗ωX) = V and as V is of the above form we have
c1(a∗ωX) =
∑
j
c1(Vj/Vj−1) ≡num 0.
We also know that c1(TA) = −KA = 0 and td(TA) = 1, so it follows that the A
1(A)
part of the left side is numerically equivalent to 0. Moreover the A1(A) part of the
right side is
a∗(c1(ωX) +
1
2
c1(TX)) = a∗(
1
2
KX) ≡num 0.
By the mAd assumption on X and the Enriques-Kodaira classification of surfaces
we know κ(X) ≥ 0, so there exists a divisor D ≥ 0 such that mKX ∼ D for some
m > 0. Next we pass to Stein factorization of a as
X
a˜
−→ A˜
b
−→ A
where a˜ is birational and b is finite. By minimality of X we know that D is nef
over A˜. By the negativity lemma (cf. [KM98, Lemma 3.39]) we know D ≤ 0,
hence D = 0, thus κ(X) = 0. Under our assumption of mAd and by the Enriques-
Kodaira classification of surfaces this can only happen when X is an abelian surface
(cf. [Lie13, Section 7]). 
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5. On the classification of surfaces of general type with Euler
characteristic 1
We begin this section by giving an upper bound for genus and irregularity of
surfaces with Euler characteristic 1. We denote by pg(X) and q(X) the geometric
genus and the irregularity of X respectively (see Definition 2.22) and write pg and
q for short if no confusion can be made.
Proposition 5.1. Let X be a minimal projective surface of general type over k
such that pg ≥ 2 and char(k) > 0. Then
K2X ≥ 2pg + q − 4.(5.1)
If moreover X is liftable to W2(k) and χ(OX) = 1 then pg = q ≤ 4.
Proof. First we would like to prove (5.1). (5.1) is well known to experts, but we
include a proof for the benifit of the reader. Since we assume pg ≥ 2 we can write
|KX | = M + Z, where M is a linear series that has no fixed divisors and Z is the
fixed part. Note that members in M are not necessarily smooth. We can take
D ∈M and consider the exact sequence
0→ OX → OX(D)→ OD(D|D)→ 0(5.2)
which yields a long exact sequence
0→ H0(OX)→ H
0(OX(D))
r1−→ H0(OD(D|D))→ ...(5.3)
After twisting (5.2) by OX(D) and take the long exact sequence, we have
0→ H0(OX(D))→ H
0(OX(2D))
r2−→ H0(OD(2D|D))→ ...(5.4)
Now we prove that dim(Im(r2)) ≥ 2dim(Im(r1)) − 1. We have a homomorphism
r : Im(r1)⊕Im(r1)→ Im(r2) induced by the commutativity of the following diagram
H0(OX(D)) ⊗H0(OX(D)) H0(OD(D|D))⊗H0(OD(D|D))
H0(OX(2D)) H0(OD(2D|D))
r1 ⊗ r1
r2
When we view those images as linear systems the map r1 is finite, because divisors
on a curve are points, and there are only finitely many ways to separate these points
into two parts. Therefore we have
dim(Im(r2))− 1 ≥ 2(dim(Im(r1))− 1),(5.5)
which is exactly what we want. Next, by Riemann-Roch
h0(OX(2KX)) = χ(OX) +K
2
X = pg − q + 1 +K
2
X .(5.6)
By (5.3), (5.4) and (5.5) we know that
h0(OX(2KX))− h
0(OX(KX)) = dim(Im(r2))
≥2dim(Im(r1))− 1 = 2h
0(OX(KX))− 3.
Then by (5.6)
pg − q + 1 +K
2
X = h
0(OX(2KX)) ≥ 3h
0(OX(KX))− 3 = 3pg − 3.
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Therefore we have proved (5.1). If χ(OX) = 1 and X is liftable to W2(k) then
by Proposition 2.24 we have 9 ≥ K2X ≥ 2pg + q − 4 and Proposition 5.1 follows
easily. 
In this section we will consider surfaces that satisfy the following condition:
(*) X is a projective surfaces that is mAd and lifts toW2(k), its Picard
variety has no supersingular factors and χ(OX) = 1.
The main theorem of this section is as follows.
Theorem 5.2. Let X be a smooth minimal projective surface of general type over
an algebraically closed field k of characteristic ≥ 11 that satisfies (*). Denote the
Albanese morphism as a : X → A and asssume that a is separable. If dim(A) = 4
then X = C1 × C2 where C1 and C2 are smooth curves and g(C1) = g(C2) = 2.
Remark 5.3. By the main result of [Igu55] we know dim(A) ≤ q(X), so by Propo-
sition 5.1, dim(A) ≤ 4 and dim(A) = 4 implies pg(X) = q(X) = 4.
Next we will show that under the condition of the above theorem X has at least
two distinct fibrations onto curves of certain genera.
Proposition 5.4. Let X be a smooth minimal projective surface over k of positive
characteristic that satisfies (*). If dim(A) = 4 then dim(V 1(ωX)) ≥ 1. In particular
X admits an irrational pencil.
Proof. Suppose that this is not the case. By Lemma 4.5 dim(V 1(ωX)) = 0, so
h0(X,ωX ⊗P ) = 1 for all but finitely many P ∈ Pic
0(X). We also know that a∗ωX
is GV0, so we have
R0Ŝ(DA(a∗ωX)) = RŜ(DA(a∗ωX))
=RŜ(DA ◦Ra∗(ωX)) = RŜ(Ra∗ ◦DX(ωX))
=RŜ(Ra∗RHom(ωX , ωX [2])) = RSˆRa∗OX [2],
where the first equality is by Theorem 2.18, the second equality is by Theorem 2.3
and the third equality is by Grothendieck duality. This means that RSˆRa∗OX is a
sheaf in degree 2. We claim that RSˆRa∗OX [2] = L⊗ IZ where L is a line bundle
and Z is a 0-dimensional subvariety of X .
Next we prove the claim. We first prove thatRSˆRa∗OX [2] is torsion-free. Denote
RSˆRa∗OX [2] by F . At the beginning of the proof we have deduced that h
0(X,ωX⊗
P ) = 1 for all but finitely many P ∈ Pic0(X), and since χ(OX) = 1 we see that
hi(X,ωX ⊗ P ) = 0 also for all but finitely many P ∈ Pic
0(X) and any i > 0. So
by cohomology and base change F is a line bundle except for a finite number of
points. By Theorem 2.6 the following equality holds
(−1A)
∗Ra∗OX [−4] = RSRSˆ(Ra∗OX) = RS(F [−2]),(5.7)
which means R0S(F) = R1S(F) = 0 and R2S(F) = a∗OX . On the other hand we
have the following exact sequence
0→ T → F → F∨∨ → Q→ 0(5.8)
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where T is supported on finitely many points. So when we consider the long exact
sequence
0→ R0S(T )→ R0S(F)→ ...
we get R0S(T ) = 0 because R0S(F) = 0 as above, and since T is supported on
finite many points we have T = 0 and then F is torsion-free. Since F∨∨ is a
reflexive sheaf of rank 1 on a smooth variety, then F∨∨ = L is a line bundle, hence
F = L⊗ IZ where Z is a 0-dimensional subscheme.
Now we consider the following short exact sequence:
0→ L⊗ IZ → L→ L⊗OZ → 0,
which yields a long exact sequence
0→ R0S(L⊗ IZ)→ R
0S(L)→ R0S(L⊗OZ)→ R
1S(L⊗ IZ)→ ...(5.9)
Among these terms R0S(L ⊗ IZ) = R
1S(L ⊗ IZ) = 0 and R
2S(L ⊗ IZ) = a∗OX
as deduced above (immediately after (5.7)), RiS(L ⊗ OZ) = 0 for i ≥ 1 because
L⊗OZ is supported on a finite number of points, and RiS(L) 6= 0 only for i = i(L),
the index of L. Denote R0S(L ⊗ OZ) by V which is a vector bundle in degree 0.
We get contradiction by considering the following two cases:
Case 1. Z = ∅, which is equivalent to V = 0. In this case i(L) = 2 so R2S(L) =
R2S(L⊗IZ) = a∗OX . This means that the support of R2S(L) is a(X). But on the
other hand by Lemma 2.13 the support of R2S(L) must be an abelian subvariety,
and since dim(a(X)) = 2 we know that a(X) does not generate A. Contradiction.
Case 2. Z 6= ∅, then V is a nonzero vector bundle and R2S(L ⊗ IZ) = a∗OX
which is also nonzero. Thus RiS(L) 6= 0 for i = 0 and i = 2 which is impossible as
Rj(L) = 0 for any j 6= i(L). 
Proposition 5.5. Assume that X satisfies all the conditions in Proposition 5.4,
then there are two irrational pencils on X over two smooth curves C1, C2 satisfying
either one of the following conditions
(1) both g(C1) and g(C2) are ≥ 2,
(2) one of g(C1) and g(C2) is ≥ 3 and the other is 1,
such that the induced morphism X → C1 × C2 is generically finite.
Proof. First by Remark 3.2 and Proposition 5.4 we have 1 ≤ dim(V 1(ωX)) ≤ 3.
We take an irreducible component of maximal dimension in V 1(ωX) and denote
it as Q0 + E, where Q0 is a torsion element and E is an abelian subvariety. By
Poincare´’s complete reducibility theorem we have an isogeny E × F → Aˆ where F
is an abelian subvariety of dimension dim(A)− dim(V 1(ωX)) = 4− dim(V
1(ωX)).
After dualizing this map we get the dual isogeny b : A→ Fˆ × Eˆ. For convenience
we denote A1 = Eˆ, A2 = Fˆ and denote prEˆ ◦ b ◦ a and prFˆ ◦ b ◦ a by a1 and a2
respectively.
Next we prove that X admits two dominant morphisms onto two smooth curves
whose geometric genera satisfy (1) or (2) in Proposition 5.5, and the induced mor-
phism from X to their product is generically finite. We consider the following three
cases:
Case 1. If dim(V 1(ωX)) = 1, then dim(A1) = 1 and dim(A2) = 3. We then prove
that a2 induces an irrational pencil of genus ≥ 3. Let
V˜ 1 = {(P,Q) ∈ Aˆ1 × Aˆ2|h
1(X,ωX ⊗ a
∗
1P ⊗ a
∗
2Q) 6= 0},
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then there is a finite map V˜ 1 → V 1 = V 1(ωX) which implies that dim(V˜ 1) = 1.
Let P be a general element in Pic0(A1), and let
S1P = {Q ∈ Pic
0(A2)|(P,Q) ∈ V˜ 1}.
Then S1P = V˜
1 ∩ (P × Aˆ2) is the fiber of the projection map V˜ 1 → Aˆ1 over P . So
we have
1 = dim(V˜ 1) = dim(S1P ) + dim(Aˆ1) = dim(S
1
P ) + 1
which forces dim(S1P ) to be 0.
If a2 is not generically finite then a2 factors through a(X) and the map a(X)→
a2(X) is an elliptic fibration onto its image. Since a2(X) generates A2, X is fibered
over a curve of genus at least 3.
So next we would like to assume that a2 is generically finite and then derive a
contradiction. Since dim(S1P ) = 0 we have that
h0(X,ωX ⊗ a
∗
1P ⊗ a
∗
2Q) = h
0(A2, a2,∗(ωX ⊗ a
∗
1P )⊗Q) = 1
for all but finitely many Q ∈ Pic0(A2). By Theorem 3.1 a2,∗(ωX ⊗ a∗1P ) is GV0, so
we have
R0Ŝ(DA2(a2,∗(ωX ⊗ a
∗
1P ))) = RŜ(DA2(a2,∗(ωX ⊗ a
∗
1P )))
=RŜ(DA2 ◦Ra2,∗(ωX ⊗ a
∗
1P )) = RŜ(Ra2,∗ ◦DX(ωX ⊗ a
∗
1P ))
=RŜ(Ra2,∗RHom(ωX ⊗ a
∗
1P, ωX [2])) = RSˆRa2,∗(a
∗
1P
∨)[2],
where the first equality is by Theorem 2.18, the second equality is by Theorem 2.3
and the third equality is by Grothendieck duality. This means RSˆRa2,∗(a
∗
1P
∨) is
a sheaf in degree 2. If we denote RSˆRa2,∗(a
∗
1P
∨)[2] by G, then by Theorem 2.6 we
know
(−1Aˆ2)
∗Ra2,∗(a
∗
1P
∨)[−3] = RS(RSˆRa2,∗(a
∗
1P
∨)) = RS(G[−2]),
which means R0S(G) = 0 and R1S(G) = a2,∗(a∗1P
∨). Then arguing as in the proof
of Proposition 5.4 starting from (5.8) with F replaced by G we see that G = L⊗IZ
where L is a line bundle and Z is supported on a finite set.
Now we can construct a long exact sequence as (5.9). In the long exact sequence
we have R0S(L⊗IZ) = 0, R1S(L⊗IZ) = a2,∗(a∗1P
∨), RiS(L) 6= 0 only for i = i(L)
and RiS(L⊗OZ) = 0 for i ≥ 1.
Next we deduce contradiction for all i(L). Since L is supported on Aˆ2, by
Proposition 2.13 we see that i(L) ≤ dim(Aˆ2) = 3. So we consider i(L) = 3, 2, 1, 0
respectively.
If i(L) = 2 or 3 we can get V = R1S(L ⊗ IZ) = a2,∗(a∗1P
∨) where V :=
R0S(L⊗OZ). But since V is a vector bundle and a2,∗(a∗1P
∨) is a torsion sheaf this
is a contradiction.
If i(L) = 1, we have a short exact sequence
0→ V → a2,∗(a
∗
1P
∨)→ L̂→ 0
which forces V = 0 because a2,∗(a
∗
1P
∨) is a torsion sheaf. Then the support of L̂ is
a2(X). We already know from Proposition 2.13 that the support of L̂ is an abelian
subvariety, and on the other hand according to the above construction of a2 we
know a2(X) is 2-dimensional and generates A2. This is a contradiction.
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If i(L) = 0 then we have a short exact sequence
0→ L̂→ V → a2,∗(a
∗
1P
∨)→ 0.(5.10)
After taking its dual, we get a long exact sequence
0→ a2,∗(a
∗
1P
∨)∨ → V ∨ → L̂∨(5.11)
→ Ext1(a2,∗(a
∗
1P
∨),OA2)→ Ext
1(V,OA2)→ ...
In (5.11) we have Ext1(V,OA2) = 0 as V is locally free and a2,∗(a
∗
1P
∨)∨ = 0 as
a2,∗(a
∗
1P
∨) is a torsion sheaf. Then (5.11) reduces to a short exact sequence
0→ V ∨ → L̂∨ → Ext1(a2,∗(a
∗
1P
∨),OA2)→ 0.(5.12)
Since L̂ 6= 0, by (5.10) we see that V 6= 0. Since L ⊗ OZ is supported on points,
by [Muk81, Example 2.9] we know V ∨ =
⊕
i Vi where Vi is a successive extension
by elements in Pic0(A2). If we consider one step of such extension as the exact
sequence
0→W ′ →W → R→ 0
where R ∈ Pic0(A2), then after twisting it by R∨ it becomes
0→W ′ ⊗R∨ →W ⊗R∨ → OA2 → 0.
ThenH3(A2,OA2) 6= 0 implies thatH
3(A2,W⊗R∨) 6= 0. Following such successive
extension we finally get that there exists P ′ ∈ Pic0(A2) such that
H3(A2, V
∨ ⊗ P ′) 6= 0.(5.13)
Moreover by Theorem 2.6 we have
RSˆRS(L) = (−1Aˆ2)
∗L[−3],
then
RiSˆ(L̂) = 0, ∀i 6= 3.
So by cohomology and base change
Hi(A2, L̂⊗Q) = 0, ∀i 6= 3, Q ∈ Pic
0(A2),
in particular
H3(A2, L̂
∨ ⊗ P ′) = H0(A2, L̂⊗ P
′∨) = 0.
This together with (5.13) and (5.12) implies that
H2(A2, Ext
1(a2,∗(a
∗
1P
∨),OA2)⊗ P
′) 6= 0.(5.14)
On the other hand by Grothendieck duality we have
RHom(Ra2,∗(a
∗
1P
∨),OA2 [3]) = Ra2,∗(RHom(a
∗
1P
∨, ωX [2])),
hence
RHom(Ra2,∗(a
∗
1P
∨),OA2)[1] = Ra2,∗(RHom(a
∗
1P
∨, ωX)),(5.15)
By Theorem 2.3 the right side of (5.15) is just a2,∗(ωX ⊗ a∗1P ), so after taking
cohomology of (5.15) in degree 0 we have
Ext1(Ra2,∗(a
∗
1P
∨),OA2) = a2,∗(ωX ⊗ a
∗
1P ).(5.16)
Now by [Huy06, (3.7)] we have the following spectral sequence
Ep,q2 := Ext
p(R−qa2,∗(a
∗
1P
∨),OA2)⇒ Ext
p+q(Ra2,∗(a
∗
1P
∨),OA2).(5.17)
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Since a2 is generically finite onto its image we see thatR
−qa2,∗(a
∗
1P
∨) is 0 for q ≤ −2
and q ≥ 1, and R1a2,∗(a∗1P
∨) is supported on points. Hence Extp(R−qa2,∗(a∗1P
∨),OA2)
is 0 when q = −1 and p 6= 3, and Ext3(R1a2,∗(a∗1P
∨),OA2) is supported on points.
Therefore the spectral sequence (5.17) degenerates atEp,q3 and Ext
1(Ra2,∗(a
∗
1P
∨),OA2)
is equal to the kernel of the following natural morphism in the second page
d1,02 : E
1,0
2 = Ext
1(a2,∗(a
∗
1P
∨),OA2)→ E
3,−1
2 = Ext
3(R1a2,∗(a
∗
1P
∨),OA2).
So by (5.16) we have the following short exact sequence
0→ a2,∗(ωX ⊗ a
∗
1P )→ Ext
1(a2,∗(a
∗
1P
∨),OA2)→ Ext
3(R1a2,∗(a
∗
1P
∨),OA2)→ 0.
(5.18)
Twisting (5.18) by P ′ constructed in (5.13) we have
0→ a2,∗(ωX ⊗ a
∗
1P )⊗ P
′ → Ext1(a2,∗(a
∗
1P
∨),OA2)⊗ P
′
→ Ext3(R1a2,∗(a
∗
1P
∨),OA2)⊗ P
′ → 0.
(5.19)
By (5.14) and the fact that Ext3(R1a2,∗(a∗1P
∨),OA2)⊗P
′ is supported on points
we know that H2(A2, a2,∗(ωX ⊗ a∗1P )⊗ P
′) 6= 0. On the other hand
H2(A2, a2,∗(ωX⊗a
∗
1P )⊗P
′) = H2(X,ωX⊗a
∗
1P⊗a
∗
2(P
′)) = H0(X, a∗1P
∨⊗a∗2(P
′∨)),
but since P∨ is a general element ofA1 we have a
∗
1P
∨⊗a∗2P
′∨ 6= OX , soH0(X, a∗1P
∨⊗
a∗2(P
′∨)) = 0 and we get a contradiction.
So we have deduced that a2 induces an irrational pencil of genus ≥ 3. On
the other hand since A1 is an elliptic curve a1 must be surjective, otherwise a(X)
would be contained in a 3-dimensional abelian subvariety of A which is impossible.
Therefore in this case a1 and a2 induce two dominant morphims we want.
Case 2. If dim(V 1(ωX)) = 3, then dim(A1) = 3 and dim(A2) = 1. By the proof
of Lemma 4.5, a1 induces an irrational pencil of genus ≥ 3 and by the argument
at the end of Case 1, a2 induces a dominant morphism onto a curve of geometric
genus ≥ 1. So in this case we also have the two dominant morphisms we claimed.
Case 3. If dim(V 1(ωX)) = 2 then dim(A1) = dim(A2) = 2. We define V˜ 1 in the
same way as in Case 1 and define
T 1Q = {P ∈ Pic
0(A1)|(P,Q) ∈ V˜ 1}
for a general Q ∈ Aˆ2.
Next we prove that T 1Q 6= ∅. If T
1
Q = ∅, then
hi(X,ωX ⊗ a
∗
2Q⊗ a
∗
1P ) = 0, ∀P ∈ Pic
0(A1), i > 0,(5.20)
so
h0(A1, a1,∗(ωX ⊗ a
∗
2Q)⊗ P ) = h
0(X,ωX ⊗ a
∗
2Q⊗ a
∗
1P ) = 1, ∀P ∈ Pic
0(A1).
Consider the Leray spectral sequence
Eij2 = H
i(A1, R
ja1,∗(ωX ⊗ a
∗
2Q)⊗ P )⇒ H
i+j(X,ωX ⊗ a
∗
2Q⊗ a
∗
1P ).
We actually have Eij2 = 0 for i ≥ 2 or j ≥ 2. Indeed if a1 is generically finite this is
by (5.20) and Theorem 2.3 and if a1 is not generically finite this is for dimensional
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reasons. So this spectral sequence degenerates at E2, in particular
h1(X,ωX ⊗ a
∗
2Q⊗ a
∗
1P )
=h1(A1, a1,∗(ωX ⊗ a
∗
2Q)⊗ P ) + h
0(A1, R
1a1,∗(ωX ⊗ a
∗
2Q)⊗ P )
≥h1(A1, a1,∗(ωX ⊗ a
∗
2Q)⊗ P ).
Hence h1(A1, a1,∗(ωX ⊗ a∗2Q) ⊗ P ) = 0. So by cohomology and base change
RSˆA1(a1,∗(ωX ⊗ a
∗
2Q)) is a line bundle in degree 0 which we denote by L1. By
Theorem 2.6, a1,∗(ωX⊗a∗2Q) = (−1A1)
∗L̂1. However the support of a1,∗(ωX⊗a∗2Q)
is a curve which spans A1 while by Proposition 2.13 the support of (−1A1)
∗L̂1 is
an abelian subvariety in A1. This is a contradiction.
We also have
2 = dim(V˜ 1) = dim(T 1Q) + dim(Aˆ2) = dim(T
1
Q) + 2
which forces dim(T 1Q) to be 0. This, together with T
1
Q 6= ∅, implies that in V˜
1 ⊂
Aˆ1 × Aˆ2 there is a 2-dimensional component which is a torsion translate of an
abelian subvariety and dominates Aˆ2. We denote this component by Q0 + Bˆ1,
then Bˆ1 ∩ (Aˆ1 × {0}) is a finite number of points. This means that the natural
homomorphism Aˆ1 × Bˆ1 → Aˆ1 × Aˆ2 is an isogeny (cf. proof of [Mum12, p.160
Theorem 1]). We denote the following composition of isogenies
Aˆ1 × Bˆ1 → Aˆ1 × Aˆ2 → Aˆ
by ϕˆ. Then we have the dual isogeny ϕ : A → A1 × B1. By the proof of Lemma
4.5 each of the two morphisms X → A1 and X → B1 gives a dominant morphism
to a curve of geometric genus ≥ 2. So in this case what we claimed also holds.
Therefore by the argument for the above three cases we have constructed an
isogeny A→ A1×A2 where (dim(A1), dim(A2)) = (3, 1) or (2, 2) (by symmetry we
can assume that dim(A1) ≥ dim(A2)). Each of the projections ψi : A→ Ai induces
a morphism gi : X → a(X)→ C˜i where C˜i is a smooth curve (we can pass to their
normalization if necessary because their geometric genera do not change), and the
genera of the two curves (g(C˜1), g(C˜2)) can be either (m, 1) or (n, k) where m ≥ 3
and n, k ≥ 2. However so far gi may not satisfy gi,∗OX = OC˜i . Denote the kernel
of ψi by Ki and the connected component containing the origin by K
0
i . By [MvdG,
Proposition 5.31] (K0i )red is an abelian subvariety of A, so the quotient A/(K
0
i )red
exists and the quotient morphism A→ A/(K0i )red is separable. For convenience we
also use Ai to denote A/(K
0
i )red and use ϕi and hi : X → Ci to denote the quotient
morphism A→ A/(K0i )red and the Stein factorization of ϕi ◦ a respectively, and by
passing to normalization we can assume that each Ci is smooth. By construction we
have that hi,∗OX = OCi and gi factors through hi, so by the Hurwitz formula, the
genera of (g(C1), g(C2)) are also either (m, 1) or (n, k) where m ≥ 3 and n, k ≥ 2.
So h1 and h2 are the two irrational pencils we want. 
Proof of Theorem 5.2. Let hi : X → Ci be the two irrational pencils constructed
above. WLOG we assume that g(C1) ≥ g(C2), in particular g(C1) ≥ 2. We have
the following lemma:
Lemma 5.6. There is an injective morphism of sheaves
ωCi ⊗ hi,∗ωX → hi,∗ω
2
X ,
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where i = 1, 2.
Proof. By the above construction we have the following diagram:
X a(X) A
Ci Ai
hi
ϕi
ji
Now by the separability of ϕi we get following injective homomorphisms induced
by pullbacks
H0(Ai,Ω
1
Ai)→ H
0(A,Ω1A).(5.21)
Since H0(Ai,Ω
1
Ai
) × OAi ∼= Ω
1
Ai
= T ∨Ai , we have H
0(Ai,Ω
1
Ai
) ∼= T∨Ai,e. Then we
have
H0(A,Ω1A)
∼= H0(A1,Ω
1
A1)⊕H
0(A2,Ω
1
A2)(5.22)
and the isomorphism is induced by pullback via ϕ1 × ϕ2. Then, after wedging
H0(A,Ω1A) with itself, by (5.22) we get
H0(A,Ω2A) = ∧
2H0(A,Ω1A)
= ∧2 H0(A1,Ω
1
A1)⊕ ∧
2H0(A2,Ω
1
A2)⊕ (H
0(A2,Ω
1
A2)⊗H
0(A1,Ω
1
A1)).
By separability of a (note that this is the only place where we use separability
of a) there exists ω ∈ H0(A,Ω2A) such that 0 6= a
∗ω ∈ H0(X,Ω2X) on X . If
ω ∈ ∧2H0(Ai,Ω1Ai) then since the above diagram commutes if we go through the
pullback by ji ◦ hi then ω must go to 0 as Ci is 1-dimensional. Therefore there
are two 1-forms ωi ∈ H0(Ai,Ω1Ai) such that a
∗(ϕ1 × ϕ2)∗(ω1 ⊠ ω2) 6= 0. This also
implies that
H0(Ci, ωCi)⊗H
0(Aj ,Ω
1
Aj )→ H
0(X,ωX)
is nonzero, hence
h∗iωCi ⊗H
0(Aj ,Ω
1
Aj )→ ωX(5.23)
induced by pullbacks is nonzero for (i, j) = (1, 2) or (2, 1). This means that there
exists a ω′j ∈ H
0(Aj ,Ω
1
Aj
) such that the morphism
h∗iωCi
∧ω′j
−−→ ωX(5.24)
is nonzero, hence by Lemma 2.26 it is injective.
Finally after twisting (5.24) by ωX and pushing it forward by hi and using the
projection formula we are done. 
Next we would like to prove that under the condition of Theorem 5.2 a general
fiber F of h1 is smooth and to do this we need to estimate pa(F ). By the adjunction
formula we have
ωF = (ωX + F )|F = ωX |F ,
where ωF is the dualizing sheaf of F . So by [Har77, Theorem III.12.8 and Corollary
III.12.9] and Serre duality
rk(h1,∗ωX) = h
0(F, ωX |F ) = h
0(F, ωF ) = h
1(F,OF ).
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Then by Riemann-Roch theorem on curves we have
χ(ωC1 ⊗ h1,∗ωX) = χ(h1,∗ωX) + rk(h1,∗ωX)(2g(C1)− 2)
=χ(h1,∗ωX) + pa(F )(2g(C1)− 2) ≥ χ(h1,∗ωX) + 2pa(F ).(5.25)
Next we make two observations:
1. We estimate the left hand side as follows:
χ(ωC1 ⊗ h1,∗ωX) ≤ h
0(C1, ωC1 ⊗ h1,∗ωX) ≤ h
0(C1, h1,∗(ω
2
X))
=h0(X,ω2X) = χ(OX) +K
2
X ≤ 1 + 9 = 10
where the second and the third inequalities are by Lemma 5.6 and Proposition 2.24
respectively.
2. We claim that χ(h1,∗ωX) ≥ 0. To prove this consider Leray spectral sequence
Ep,q2 = H
p(C1, R
qh1,∗ωX) ⇒ Hp+q(X,ωX). Since E
p,q
2 = 0 for p ≥ 2 for dimen-
sional reasons we know that the spectral sequence degenerates at E2. That means
4 = h1(X,ωX) = h
0(C1, R
1h1,∗ωX) + h
1(C1, h1,∗ωX) ≥ h
1(C1, h1,∗ωX).
Finally we have χ(h1,∗ωX) = h
0(h1,∗ωX)− h1(h1,∗ωX) ≥ 4− 4 = 0.
Therefore in (5.25) we know 10 ≥ 2pa(F ), so pa(F ) ≤ 5. Then Tate’s theorem
(cf. [Lie13, Theorem 5.1]) implies that if F is singular then (p − 1)/2 divides
pa(F ) − pa(F˜ ), in particular (p − 1)/2 ≤ 5. So when p ≥ 13 F is smooth. When
p = 11 and F is singular then it can only happen that pa(F ) = 5 and pa(F˜ ) = 0.
But then F is rational which is contradictory to the assumption that X is of mAd.
So when p = 11, F is also smooth.
Since X is mAd and of general type, by Proposition 2.25 g(F ) must be no
less than 2. So by a theorem of Arakelov (see [Bea82, The´ore`m d’Arakelov and
Corollaire]) we know
9 ≥ K2X ≥ 8(g(C1)− 1)(g(F )− 1) ≥ 8(2− 1)(2− 1) = 8.
This forces that g(C1) = g(F ) = 2, so we see that the case g(C1) ≥ 3 cannot
happen, in particular g(C1) = g(C2) = 2. Then after we divide the morphism
F → C2 into a separable one and a purely inseparable one, by Hurwitz’s formula
we have F ∼= C2 (cf. [Har77, Ch.IV Example 2.5.4 and Proposition 2.5]), and when
we restrict h2 to any fiber of h1, say Xt for t ∈ C1 it is a composition of Frobenius
morphisms F et . Since for any p ∈ C2 we get that h∗2OC2(p) · Xt is constant with
respect to t ∈ C1. So et = e1 is constant with respect to t. We also do all the above
argument for h2 : X → C2 and get that the general fiber of h2 is isomorphic to C1
and h1 induces F
e2 on these fibers for a uniform e2.
Denote the induced morphism X → C1 × C2 by f . There is a generically e´tale
morphism φ : C′1 → C1 such that X ×C1 C
′
1 = C
′
1 × C2 and the induced map
X ×C1 C
′
1 → C
′
1 is the projection onto C
′
1 (cf. [Jan08] right after Definition 2.3),
where C1 is a projective curve. We denote the induced map X×C1C
′
1 = C
′
1×C2 →
X by ϕ and the projections onto C′1 and C2 by p1 and p2 respectively.
Now by the above construction ϕ and φ are both separable morphisms and
deg(ϕ) = deg(φ). By construction of h2 we know that h2 ◦ ϕ is also separable and
contracts every C′1×{c} where c is a general closed point of C2. So by the Hurwitz
formula h2 ◦ϕ restricted to every {c′}×C2, where c′ is a general closed point of C′1,
is a composition of Frobenius morphisms and an automorphism of C2, in particular
on the underlying topological space it is an automorphism of C2. Since Aut(C2) is
finite there is a uniform automorphism α : C2 → C2 such that on the underlying
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topological spaces, h2 ◦ϕ = α ◦ p2. Now we do a Stein factorization of h2 ◦ϕ which
we denote by
C′1 × C2
r
−→ C2
β
−→ C2.
The situation is as follows.
X C1 × C2
C′1 C1
C′1 × C2
C2C2
f
p1
h1
r
β
h2
ϕ
φ
Since h2 ◦ ϕ is separable we know that β is separable and hence β ∈ Aut(C2).
By definition of Stein factorization we have (β ◦ r)∗OC′
1
×C2 = OC2 , and we have
seen above that the map of the underlying topological spaces for β ◦ r is α ◦ p2.
So h2 ◦ ϕ = α ◦ p2 as a morphism of schemes. On the other hand ϕ ◦ h1 = φ ◦ p1,
so f ◦ ϕ = (φ ◦ p1) × (α ◦ p2) and in particular it is separable with degree deg(φ),
which is equal to the degree of ϕ. This implies that the degree of f is 1, hence f is
birational. Finally by smoothness and minimality of X we have X = C1 ×C2. 
Proposition 5.4 has told us that if X satisfies (*) then dim(V 1(ωX)) = 0 can
only happen when dim(A) ≤ 3. We end this section with a result for such case.
Proposition 5.7. Let X be a smooth minimal projective surface which satisfies (*).
Let a : X → A be the Albanese morphism. Assume that the degree of a is coprime
with char(k), dim(A) = 3 and dim(V 1(ωX)) = 0 then the map b : X → a(X)
induced by a is birational.
Proof. Let c : a˜(X) → a(X) be the normalization of a(X) and µ : X → a˜(X) the
induced morphism. By [GR71, The´ore`me 5.2.2] there is a blow-up p : a(X)′ → a˜(X)
such that the induced morphism µ′ : X ′ := X ×
a˜(X)
a(X)′ → a(X)′ is finite. Let
ν : X˜ ′ → X ′ be the normalization of X ′ and u := µ′ ◦ ν. Since X is smooth we
know that X˜ ′ is klt, in particular it has rational singularities (cf. [Elk81]). The
situation is as follows.
a(X)′ a˜(X) a(X)
X˜ ′ X ′ X
p c
ν q
u
µ′ µ
b
It is easy to see that deg(b) = deg(µ) = deg(µ′) = deg(u), so (deg(u), char(k)) =
1. By [KM98, Proposition 5.7(2)] we have that Oa(X)′ is a direct summand of
u∗OX˜′ , then by Grothendieck duality ω
•
a(X)′ is a direct summand of Ru∗ωX˜′ . By
relative Kawamata-Viehweg vanishing (cf. [KK, 2.2.5]), Riu∗ωX˜′ = 0 for i 6= 0, so
Ru∗ωX˜′ = u∗ωX˜′ is a sheaf and ωa(X)′ is a direct summand of it.
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Assume that b is not birational. Then the other direct summand is not trivial
and we denote it by F , i.e. u∗ωX˜′ = ωa(X)′ ⊕F . Then
(b ◦ q ◦ ν)∗ωX˜′ = (c ◦ p ◦ u)∗ωX˜′ = (c ◦ p)∗ωa(X)′ ⊕ (c ◦ p)∗F ,
and
1 = χ(ωX) = χ(ωX˜′) = χ((b ◦ q ◦ ν)∗ωX˜′) = χ((c ◦ p)∗ωa(X)′) + χ((c ◦ p)∗F)
as b ◦ q ◦ ν is generically finite.
Now we prove that neither χ((c ◦ p)∗F) nor χ((c ◦ p)∗ωa(X)′) is 0. Otherwise,
without loss of generality we assume χ((c ◦ p)∗F) = 0. Since
0 = dim(V i(ωX)) = dim(V
i(ω
X˜′
)) = dim(V i((b◦ q ◦ ν)∗ωX˜′)) ≥ dim(V
i((c◦p)∗F))
for i = 1, 2 we know dim(V 1((c ◦ p)∗F)) = dim(V 2((c ◦ p)∗F)) = 0. This together
with χ((c ◦ p)∗F) = 0 implies that dim(V
0((c ◦ p)∗F)) = 0. Then following the
first paragraph of the proof of Theorem 4.4 we can get that dim(A) = 2 which is a
contradiction to the assumption dim(A) = 3.
So χ((c◦p)∗F) and χ((c◦p)∗ωa(X)′) are both ≥ 1. But this implies that χ(ωX) ≥
2 which is impossible. So F = 0 and u is birational, hence b is birational. 
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