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Abstract
New mathematical objects called Finslerian N-spinors are discussed. The Fins-
lerian N-spinor algebra is developed. It is found that Finslerian N-spinors are
associated with an N2-dimensional flat Finslerian space. A generalization of
the epimorphism SL(2,C) → O↑+(1, 3) to a case of the group SL(N,C) is con-
structed.
Introduction
Spinors as geometrical objects were discovered by E´. Cartan [1] in 1913. One
decade later, W. Pauli [2] and P.A.M. Dirac [3] rediscovered spinors in connection
with the problem of describing the spin of an electron. From that time, spinors
are intensively used in mathematics and physics.
In the classical works [4, 5], the concept of Cartan’s 2-spinor was generalized
and the theory of spinors in an arbitrary n-dimensional pseudo-Euclidean space
was constructed. In this report, another generalization of 2-spinors is proposed
which leads to the Finslerian geometry. Originally, such a generalization ap-
peared within the so-called relational theory of space-time [6, 7]. However, the
corresponding mathematical scheme has also an independent meaning and will be
presented below.
General formalism
Let FSN be a vector space of N > 1 dimensions over C and
[·, ·, . . . , ·] : FSN × FSN × · · · × FSN︸ ︷︷ ︸
N multiplicands
→ C (1)
be a nonzero antisymmetric N -linear functional on FSN . The latter means:
(i) there exist ξ0, η0, . . . , λ0 ∈ FS
N such that
[ξ0,η0, . . . ,λ0] = z0 6= 0; (2)
(ii) for any ξ1, ξ2, . . . , ξN ∈ FS
N ,
[ξa, ξb, . . . , ξc] = εab...c [ξ1, ξ2, . . . , ξN ],
1
where a, b, . . . , c = 1, 2, . . . , N and εab...c is the N -dimensional Levi-Civita
symbol with the ordinary normalization ε12...N = 1;
(iii) for any ξ1, η1, ξ2, η2, . . . , ξN , ηN ∈ FS
N and z ∈ C ,
[ξ1, . . . , ξa + ηa, . . . , ξN ] = [ξ1, . . . , ξa, . . . , ξN ] + [ξ1, . . . ,ηa, . . . , ξN ],
[ξ1, . . . , zξa, . . . , ξN ] = z[ξ1, . . . , ξa, . . . , ξN ],
where a takes the values 1, 2, . . . , N .
We shall use the following terminology. The space FSN equipped with the
functional (1) having the properties (i), (ii), and (iii) is called the space of Finsle-
rian N-spinors. The complex number [ξ,η, . . . ,λ] is respectively called the scalar
N-product of the Finslerian N -spinors ξ, η, . . . , λ ∈ FSN .
It should be noted that ξ0, η0, . . . , λ0 are linearly independent. Indeed, if
those were linearly dependent, one of the Finslerian N -spinors ξ0, η0, . . . , λ0
would be a linear combination of the others and, in accordance with (ii)–(iii),
the scalar N -product [ξ0,η0, . . . ,λ0] would be equal to zero. However, this is in
contradiction with (2). Thus, ξ0, η0, . . . , λ0 are linearly independent, i.e., form
a basis in FSN .
Let us introduce the notation ǫ1 = ξ0, ǫ2 = η0, . . . , ǫN = λ0/z0. It is evident
that the set {ǫ1, ǫ2, . . . , ǫN} is a basis in FS
N . Due to (2) and (iii), its elements
satisfy the condition
[ǫ1, ǫ2, . . . , ǫN ] = 1. (3)
We shall call such a basis canonical.
Let ǫ′1, ǫ
′
2, . . . , ǫ
′
N be arbitrary Finslerian N -spinors and
ǫ′a = c
b
aǫb (4)
be their expansions into the canonical basis {ǫ1, ǫ2, . . . , ǫN}; here a, b = 1, 2, . . . ,
N , cba ∈ C , and the summation is taken over the repeating index b. With the help
of (ii), (iii), (3), and (4), we find
[ǫ′1, ǫ
′
2, . . . , ǫ
′
N ] = detCN , (5)
where CN = ‖c
b
a‖. Since linear (in)dependence of ǫ
′
1, ǫ
′
2, . . . , ǫ
′
N is equivalent
to that of columns of the complex N×N matrix CN , the set {ǫ
′
1, ǫ
′
2, . . . , ǫ
′
N} is
a basis in FSN if and only if detCN 6= 0. Moreover, it follows from (5) that
{ǫ′1, ǫ
′
2, . . . , ǫ
′
N} is a canonical one when detCN = 1. Thus, if CN runs the group
SL(N,C) of unimodular complex N×N matrices, then {ǫ′1, ǫ
′
2, . . . , ǫ
′
N} runs the
set E(FSN) of canonical bases in FSN .
Let us express the scalar N -product of Finslerian N -spinors in terms of their
components with respect to any canonical basis {ǫ1, . . . , ǫN} ∈ E(FS
N). By using
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(ii), (iii), (3), and the expansions ξ = ξaǫa, η = η
bǫb, . . . , λ = λ
cǫc, it is possible
to show that
[ξ,η, . . . ,λ] = εab...c ξ
aηb · · · λc, (6)
where ξ, η, . . . , λ ∈ FSN , ξa, ηb, . . . , λc ∈ C , a, b, . . . , c = 1, 2, . . . , N . In (6)
as well as in the following formulas of this article, the summation is taken over all
the repeating indices. It is clear that the scalar N -product (6) is zero if and only
if ξ, η, . . . , λ are linearly dependent Finslerian N -spinors.
Let us consider a mapping
S : E(FSN)→ CN
k+l+m+n
,
{ǫ1, . . . , ǫN} 7→ S{ǫ1, . . . , ǫN} =
(
Sb1...bk c˙1...c˙l
a1...amd˙1...d˙n
{ǫ1, . . . , ǫN}
)
(7)
such that
Sb1...bkc˙1...c˙l
a1...amd˙1...d˙n
{ǫ′1, . . . , ǫ
′
N} = c
e1
a1
· · · cemamc
h˙1
d˙1
· · · ch˙n
d˙n
db1f1· · · d
bk
fk
dc˙1g˙1· · · d
c˙l
g˙l
× Sf1...fkg˙1...g˙l
e1...emh˙1...h˙n
{ǫ1, . . . , ǫN} (8)
for any two canonical bases {ǫ1, . . . , ǫN}, {ǫ
′
1, . . . , ǫ
′
N} ∈ E(FS
N) whose elements
are connected by the relations (4). Here all the indices (both ordinary and dotted)
run independently from 1 to N , the over-lines denote complex conjugating, dab are
the complex numbers satisfying the conditions cbad
a
c = δ
b
c (δ
b
c is the Kronecker
symbol), det ‖cab‖ = det ‖d
a
b‖ = 1, and k, l, m, n are nonnegative integers.
Every mapping (7), which possesses the property (8), is called a Finslerian
N-spintensor of a valency
[
k
m
l
n
]
. The addition and multiplication of such N -
spintensors are defined in the standard way: if S and T have the valency
[
k
m
l
n
]
while U has the valency
[
p
r
q
s
]
, then
(S + T )b1...bkc˙1...c˙l
a1...amd˙1...d˙n
{ǫ1, . . . , ǫN} = S
b1...bkc˙1...c˙l
a1...amd˙1...d˙n
{ǫ1, . . . , ǫN}
+ T b1...bk c˙1...c˙l
a1...amd˙1...d˙n
{ǫ1, . . . , ǫN}
are the components of the sum S + T while
(S ⊗ U)
b1...bk+pc˙1...c˙l+q
a1...am+rd˙1...d˙n+s
{ǫ1, . . . , ǫN} = S
b1...bk c˙1...c˙l
a1...amd˙1...d˙n
{ǫ1, . . . , ǫN}
× U
bk+1...bk+pc˙l+1...c˙l+q
am+1...am+rd˙n+1...d˙n+s
{ǫ1, . . . , ǫN}
are those of the product S ⊗ U with respect to an arbitrary canonical basis
{ǫ1, . . . , ǫN} ∈ E(FS
N). Notice that all Finslerian N -spintensors of the valency[
k
m
l
n
]
form an Nk+l+m+n-dimensional vector space over C .
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Let Herm(N) be anN2-dimensional vector space over R consisting of Finslerian
N -spintensors X of the valency
[
1
0
1
0
]
whose components satisfy the Hermitian
symmetry conditions
Xbc˙{ǫ1, . . . , ǫN} = Xcb˙{ǫ1, . . . , ǫN} (9)
for any {ǫ1, . . . , ǫN} ∈ E(FS
N). Besides, let {E0,E1, . . . ,EN2−1} be a basis in
Herm(N) and {ǫ1, ǫ2, . . . , ǫN} be a canonical one in FS
N . With each {ǫ′1, ǫ
′
2, . . . ,
ǫ′N} ∈ E(FS
N), we associate a basis {E′0,E
′
1, . . . ,E
′
N2−1} in Herm(N) such that
E ′bc˙α {ǫ
′
1, . . . , ǫ
′
N} = E
bc˙
α , (10)
where Ebc˙α = E
bc˙
α {ǫ1, . . . , ǫN} and α = 0, 1, . . . , N
2−1. In other words, (10) defines
the mapping {ǫ′1, ǫ
′
2, . . . , ǫ
′
N} 7→ {E
′
0,E
′
1, . . . ,E
′
N2−1} of E(FS
N) into the set of
all bases in Herm(N). However,
E ′bc˙α {ǫ1, . . . , ǫN} = c
b
fc
c˙
g˙ E
′f g˙
α {ǫ
′
1, . . . , ǫ
′
N} (11)
(compare it with (8)). Due to (10) and (11), we obtain
E ′bc˙α {ǫ1, . . . , ǫN} = c
b
fc
c˙
g˙ E
f g˙
α . (12)
Let us consider the following expansions
E ′α = L(CN)
β
αEβ, (13)
where L(CN)
β
α ∈ R and α, β = 0, 1, . . . , N
2 − 1. In order to find L(CN)
β
α as the
functions of cab , it is useful to introduce N
2 Finslerian N -spintensors Eα of the
valency
[
0
1
0
1
]
such that
contraction(Eα ⊗Eβ) = δ
α
β . (14)
It is easy to show that Eα exist, are unique, and Eαbc˙ = E
α
cb˙
with the notation
Eαbc˙ = E
α
bc˙{ǫ1, . . . , ǫN}. Using (13) and (14), we can write
L(CN)
α
β = contraction(E
α ⊗E′β). (15)
On the other hand, (12) implies
contraction(Eα ⊗E ′β) = E
α
bc˙c
b
fc
c˙
g˙E
f g˙
β . (16)
Thus, according to (15) and (16),
L(CN)
α
β = E
α
bc˙c
b
fc
c˙
g˙E
f g˙
β . (17)
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Let Eα = ‖Eαc˙b‖, Eβ = ‖E
f g˙
β ‖, and E
′
β = ‖E
′f g˙
β {ǫ1, . . . , ǫN}‖. Then, it is possible
to rewrite (12) and (17) in the matrix form respectively as
E′β = CNEβC
+
N (18)
and
L(CN)
α
β = trace(E
αCNEβC
+
N), (19)
where the cross denotes Hermitian conjugating. However, it follows from (13)
that E′β = L(CN)
γ
βEγ. Therefore,
CNEβC
+
N = L(CN)
γ
βEγ. (20)
Taking into account (19) and (20), we immediately obtain
L(BNCN)
α
β = trace(E
αBNCNEβC
+
NB
+
N) = L(BN)
α
γL(CN)
γ
β (21)
for any BN ,CN ∈ SL(N,C).
Let L(CN) = ‖L(CN)
α
β‖ and FL(N
2,R) = {L(CN) | CN ∈ SL(N,C)}. In
these terms, (21) means that FL(N2,R) is a group with respect to the matrix
multiplication and the mapping
L : SL(N,C)→ FL(N2,R), CN 7→ L(CN) (22)
is a group epimorphism so that, in particular, L(1N) = 1N2 (1N , 1N2 are the
identity matrices of the corresponding orders) and L(C−1N ) = L(CN)
−1. It is easy
to prove that the kernel of the epimorphism (22) has the form
kerL = {ei
2pik
N 1N | k = 0, 1, . . . , N − 1}. (23)
Let us return to the relations (13). Since both {E0, . . . ,EN2−1} and {E
′
0, . . . ,
E ′N2−1} are bases in Herm(N), any vector X ∈ Herm(N) can be expanded in the
two ways
X = XαEα = X
′βE ′β, (24)
where Xα, X ′β ∈ R. It is obvious that X ′β = L(C−1N )
β
αX
α. On the other hand,
Xbc˙{ǫ1, . . . , ǫN} = c
b
fc
c˙
g˙ X
f g˙{ǫ′1, . . . , ǫ
′
N} or, what is the same,
‖Xbc˙{ǫ1, . . . , ǫN}‖ = CN‖X
f g˙{ǫ′1, . . . , ǫ
′
N}‖C
+
N . (25)
Remembering that det CN = 1 and calculating the determinant of (25), we see
that
det ‖Xbc˙{ǫ1, . . . , ǫN}‖ = det ‖X
f g˙{ǫ′1, . . . , ǫ
′
N}‖ (26)
for any {ǫ′1, . . . , ǫ
′
N} ∈ E(FS
N). Hence, (26) gives an invariant numerical char-
acteristic of the vector X , which is naturally denoted by detX. Notice that
detX = det ‖Xbc˙{ǫ1, . . . , ǫN}‖ ∈ R as it follows from (9).
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Thus, without loss of generality, it is possible to calculate detX with re-
spect to the basis {ǫ1, . . . , ǫN} ∈ E(FS
N). According to (24) and (26), detX =
det(XαEα) = det(X
′βE′β). However, (18) implies det(X
′βE′β) = det(CNX
′βEβC
+
N)
= det(X ′βEβ). Therefore,
detX = det(XαEα) = det(X
′αEα). (27)
At the same time,
det(XαEα) = Gαβ...γ X
αXβ · · ·Xγ︸ ︷︷ ︸
N multiplicands
, (28)
where the real coefficients Gαβ...γ are completely determined by the choice of the
basis {E0, . . . ,EN2−1} in Herm(N). Because of (27) and (28),
detX = Gαβ...γX
αXβ · · ·Xγ = Gαβ...γX
′αX ′β · · ·X ′γ, (29)
i.e., detX is forminvariant under transformations of the group FL(N2,R). Notice
that (29) is valid for any basis {E′0, . . . ,E
′
N2−1} whose elements are connected
with those of {E0, . . . ,EN2−1} by the relations (13).
Denoting detX by XN and using (28), we get (with respect to the basis
{E0, . . . ,EN2−1})
XN = Gαβ...γX
αXβ · · ·Xγ, (30)
where Gαβ...γ are symmetric in all the indices and do not depend on the choice
of any canonical basis in FSN . Thus, (30) correctly defines the structure of an
N2-dimensional flat Finslerian space on Herm(N) so that XN is the N -th power
of the Finslerian length of the vector X ∈ Herm(N) [8]. It should be noted that,
in general, the homogeneous algebraic form (30) is not positive definite.
Conclusion
In the present report, we have considered algebraic aspects of the Finslerian N -
spinor theory. We formulated the general definitions of a Finslerian N -spinor and
Finslerian N -spintensor of an arbitrary valency. It was shown that Finslerian N -
spintensors of the valency
[
1
0
1
0
]
were closely associated with the N2-dimensional
flat Finslerian space Herm(N). The metric on Herm(N) was characterized by
the homogeneous algebraic form (30) of the N -th power. We also constructed the
generalization (22) of the well known epimorphism SL(2,C)→ O↑+(1, 3) and found
that its kernel consisted of the N scalar matrices (23). In particular, Finslerian 2-
spinors coincide with standard Weyl 2-spinors. Indeed, for N = 2, the functional
(1) is the ordinary symplectic scalar multiplication on FS2, while Herm(2) is
isomorphic to the 4-dimensional Minkowski space (we assume Eα = 1
2
σα, Eα = σα,
where α = 0, 1, 2, 3 and σα = σα are the identity and Pauli matrices).
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