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How do isolated quantum systems approach an equilibrium state? We experimentally and theo-
retically address this question for a prototypical spin system formed by ultracold atoms prepared in
two Rydberg states with different orbital angular momenta. By coupling these states with a reso-
nant microwave driving we realize a dipolar XY spin-1/2 model in an external field. Starting from
a spin-polarized state we suddenly switch on the external field and monitor the subsequent many-
body dynamics. Our key observation is density dependent relaxation of the total magnetization
much faster than typical decoherence rates. To determine the processes governing this relaxation
we employ different theoretical approaches which treat quantum effects on initial conditions and
dynamical laws separately. This allows us to identify an intrinsically quantum component to the
relaxation attributed to primordial quantum fluctuations.
Introduction. A many-body quantum system initially
prepared in an out-of-equilibrium state can produce
beautifully complex dynamics as a consequence of strong
interparticle interactions. Usually, these same interac-
tions also imply coupling to uncontrolled environmental
degrees of freedom, causing rapid relaxation of the system
towards an equilibrium state [1]. Remarkably though, re-
laxation is not unique to open quantum systems. Even
when effectively isolated from any external environment,
an effective loss of details about initial conditions can
occur for relevant observables of the unitary quantum
many-body dynamics [2–4]. The mechanisms by which
this occurs are difficult to disentangle, but their identi-
fication could have important implications for quantum
technologies aiming to exploit many-body coherences and
may motivate more efficient theoretical approaches for
tackling many-body quantum dynamics.
Ultracold atoms, ions and molecules offer unique plat-
forms for addressing such questions due to their high de-
gree of isolation from their environments and the pos-
sibility to realize prototypical models such as quantum
spin models [5–7]. They are also particularly suited
to studying non-equilibrium dynamics such as collective
spin dynamics [8–12], spin squeezing [13–17], propaga-
tion of correlations [18–22] and relaxation or localiza-
tion effects [23–28]. While the vast majority of these
experiments have involved either low-dimensional ge-
ometries or contact interactions, spin models can also
be realized in three dimensions with dipolar interac-
tions (scaling with interparticle distance as r−3) by us-
ing magnetic atoms [29, 30], polar molecules [31, 32] or
highly excited Rydberg states of atoms [33]. This pro-
vides an interesting border case between long- and short-
range physics and can dramatically influence the result-
ing phase structure [34], stability properties [35–37] and
FIG. 1. Sketch of a dipolar-interacting Rydberg spin system.
(a) In an ultracold atomic gas Rydberg excitations are opti-
cally prepared in the initial state |↓〉. Then a microwave field
is turned on which resonantly couples the |↓〉 and |↑〉 states.
(b) This drives coherent spin oscillations of each atom in the
ensemble as seen in the Bloch sphere representation of a sin-
gle embedded spin, based on the numerical solution of the 8
spin Schro¨dinger equation. (c) Strong dipolar exchange inter-
actions between the spins Jij compete with the driving field
leading to relaxation of the spin oscillations.
dynamics [38, 39].
In this Letter we experimentally and theoretically in-
vestigate the non-equilibrium quantum dynamics of an
effectively isolated many-body spin system as it ap-
proaches an equilibrium state. Experimentally, we con-
sider a three-dimensional ensemble of ultracold Rydberg
atoms, driven by an external microwave field between
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2two states which evolve through coherent and long-range
dipolar interactions (Fig. 1a). Upon suddenly switch-
ing on the microwave field we observe oscillatory dynam-
ics and density-dependent relaxation of the many-body
system to a practically unmagnetized state. Theoreti-
cally, this system can be well described by a dipolar XY
quantum spin-1/2 Hamiltonian, which we use to further
investigate the origin of the relaxation. Through a well-
defined hierarchy of theoretical approximations we disen-
tangle the different mechanisms leading to relaxation of
the collective spin in isolated quantum many-body sys-
tems, clearly identifying the important role of primordial
quantum fluctuations associated with the initial state of
the experiment. Finally we show that the many-body
dynamics observed in the experiment can indeed be ac-
curately described by unitary quantum dynamics of the
dipolar spin-1/2 model without the need to invoke any
external decoherence processes.
Relaxation dynamics in ultracold Rydberg gases. We
perform experiments on a gas of 87Rb atoms prepared in
a cigar-shaped optical dipole trap (Fig. 1a) which consti-
tutes a many-body pseudo-spin-1/2 system. To initialize
the system, a small fraction of atoms are prepared in the
spin-down state |↓〉 = |48S1/2,mj = +1/2〉 by resonant
two-photon laser excitation from the electronic ground
state. The peak density of spins can be varied between
4×107 cm−3 and 5×108 cm−3 by tuning the ground-state
density before the excitation pulse. We use a magnetic
field of 6.4 G to isolate a pair of Zeeman states and apply
then a microwave field of 35.1 GHz to resonantly couple
the |↓〉 and |↑〉 = |48P3/2,mj = +3/2〉 states with Rabi
frequency Ω/2pi = (1.48± 0.05) MHz. The relevant spin-
spin interactions originate from the dipole-dipole interac-
tions [40, 41] between pairs of atoms involving different
combinations of |↑〉 , |↓〉.
The experiment starts with N atoms spin-polarized in
the state |↓〉 (N↑ = 0, N↓ = N). We then suddenly switch
on the microwave field which quenches the system far-
from-equilibrium. For vanishing spin density, the dynam-
ics of the magnetization 〈Sz〉 = 〈N↑〉/〈N〉 − 1/2 exhibits
coherent oscillations between ±1/2 at the frequency Ω
(Figs. 1c and 2a). As the density is increased, dipole-
dipole interactions compete with the coherent oscillations
to produce more complex many-body dynamics. The ef-
fect of these interactions can be thought of as causing
different atoms in the ensemble to become correlated,
ultimately leading to a decaying total magnetization as
sketched in Fig. 1b, c. For all practical purposes the state
with 〈Sz〉 = 0 is the equilibrium state, as for a many-
body system the time scale associated with possible re-
vivals grows rapidly with system size. To experimentally
measure the magnetization we optically de-pump the |↓〉
state and then detect the remaining |↑〉 population by
field-ionization which is then averaged over several re-
alizations (further details on the experimental protocol
can be found in the Supplementary Material [42]). The
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FIG. 2. Non-equilibrium magnetization dynamics for various
mean numbers of spins 〈N〉 within a fixed volume. The ex-
perimental Rydberg data is represented by blue points. The
error bars represent the standard errors of the mean. Also
given are results of a MACE simulation for the unitary dy-
namics of a dipolar XY quantum spin-1/2 model starting from
a pure state with all spins pointing down (black solid line) as
decribed in the text.
mean total number of spins 〈N〉 is inferred by assuming
the system equilibrates to a balanced state (〈Sz〉 = 0).
The blue points in Fig. 2 show the time evolution of the
magnetization measured for different mean numbers of
spins 〈N〉 within a fixed volume (corresponding to differ-
ent spin densities). Over the full dataset the magnetiza-
tion appears to oscillate at a single frequency and with a
damping rate between 0.2 MHz and 5 MHz. In particular,
the high contrast Rabi oscillations seen in the lowest den-
sity data (Fig. 2a) demonstrate the successful isolation
of a two-level system within the Rydberg-state Zeeman
manifolds. As the spin density is increased (Fig. 2 from
a–e) we observe a transition to an overdamped regime
3with a damping time which is at least an order of mag-
nitude faster than any single-spin decoherence processes.
Theoretical description of unitary spin dynamics. Mo-
tivated by the experimental results of Fig. 2, we now seek
to understand the mechanisms responsible for the relax-
ation of isolated quantum spin systems using state-of-the-
art many-body theory. As a benchmark system we focus
on the dipolar XY spin Hamiltonian, which provides a
good description of Rydberg gases involving states which
can exchange energy by resonant electric dipole interac-
tions [42]. Including the microwave coupling field we ar-
rive at the dipolar XY Hamiltonian in an external field
(~ = 1):
H =
1
4
∑
i,j
Jij(S
+
i S
−
j + S
−
i S
+
j ) + Ω
∑
i
Sxi , (1)
where Sαi (α = {x, y, z}) refers to the spin-1/2 angular
momentum operator for spin i, S±i = (S
x
i ± iSyi ) are the
spin raising and lowering operators and Jij for i 6= j is
the matrix element of the dipole-dipole interaction
Jij =
C3(1− 3 cos2 θij)
R3ij
. (2)
Here C3/2pi = −1.73 GHzµm3 characterizes the strength
of the exchange interaction proportional to the square of
the transition dipole moment connecting the |↓〉 and |↑〉
states, Rij is the relative separation between two spins i
and j and θij is the angle between their internuclear axis
and the quantization axis.
We will assume that the spins are distributed accord-
ing to a three-dimensional Gaussian distribution with pa-
rameters chosen to closely match the conditions of the
experiment, although we verify that our results do not
depend much on the precise details [42]. A spatial con-
figuration of spins is generated by sequentially choosing
random coordinates from this distribution and discarding
cases which fall within a characteristic distance of 3.8µm
of another spin to account for the Rydberg blockade ef-
fect [43]. From the resulting configuration we then com-
pute the interaction coefficients Jij according to Eq. (2).
For the simulations we average the magnetization over
different position realizations until the results converge.
For sufficiently small numbers of spins, the dynam-
ics of (1) can be solved without further approxima-
tions by direct diagonalization. A corresponding nu-
merical solution for a system of 8 spins is sketched in
Fig. 1b, c. For larger systems one has to resort to addi-
tional approximations, such as those implemented in the
so-called Moving-Average Cluster Expansion (MACE)
method [44]. MACE consists of considering appropri-
ately chosen clusters of spins and solving the time-
dependent quantum problem within each cluster by di-
agonalization of the Hamiltonian. The size of the clus-
ters is increased until the results become insensitive to
their size. This method is particularly suitable for the
calculation of average magnetizations, and it has been
successfully used to model the non-equilibrium dynamics
of interacting polar molecules in optical lattices [31, 44].
Results of the MACE simulations for the unitary evo-
lution of the spin-1/2 system at different densities are
shown in Fig. 2 (solid lines). One observes a charac-
teristic decay of the magnetization oscillations which is
similar to that found in the experiment. However, before
comparing theory and experiment in more detail, we will
look to identify the main mechanisms responsible for the
relaxation of an isolated quantum spin system.
Role of primordial quantum fluctuations. In general,
the theoretical description of a non-equilibrium quantum
many-body problem is based on two major ingredients:
1) the specification of an initial state at time t = t0 and
2) the dynamical laws that evolve this state to later times
t > t0. The initial state considered here can be specified
either by the full wavefunction |↓ . . . ↓〉 or, equivalently,
in terms of a set of expectation values of spin operators
such as the means 〈Sαi (t0)〉 and variances ∆Sαi (t0) =
〈Sαi (t0)2〉 − 〈Sαi (t0)〉2 for α = {x, y, z}. At time t = t0
the non-zero terms characterizing the pure state are
〈Szi (t0)〉 = −1/2, ∆Sxi (t0) = ∆Syi (t0) = 1/4. (3)
The full quantum Heisenberg equations of motion for the
spin system with Hamiltonian (1) are given byS˙xiS˙yi
S˙zi
 =
Ω +KxiKyi
0
×
SxiSyi
Szi
 (4)
where we define Kαi ≡
∑
j JijS
α
j .
The question of the origin of relaxation can be ap-
proached very efficiently from theory by treating sep-
arately the roles of quantum fluctuations in the initial
state and in the dynamical laws that describe the non-
equilibrium problem. We first consider a mean-field (MF)
approximation where quantum fluctuations both in the
initial conditions and in the time evolution equations
are fully neglected. More precisely, in the MF approach
quantum spins are replaced by classical spins initialized
to the quantum expectation values 〈Sαi (t0)〉 with no fluc-
tuations, i.e. ∆Sαi (t0) = 0. These classical spins are
then evolved with the Heisenberg equations (4) with each
spin operator replaced by the corresponding expectation
value. With this approach the spin-spin interaction given
in Eq. (1) is approximated by the interaction of each spin
with the averaged field created by all the other spins and
the fluctuations of this mean-field are neglected. There-
fore, the Hamiltonian (1) leads to a closed set of classi-
cal evolution equations for the expectation values 〈Sαi (t)〉
that are numerically solved using a Crank-Nicholson al-
gorithm. The mean-field computation is performed for
the same spin configurations and couplings as for the
MACE simulations.
4Fig. 3a shows the MF prediction of the magnetization
(dash-dotted green line) compared to the MACE simu-
lation (solid black line) for an intermediate density cor-
responding to 〈N〉 = 178. In the MF approximation
relaxation arises as a consequence of dephasing: due to
their random position in the atomic cloud, the spins ex-
perience different mean fields and precess at various fre-
quencies, resulting in density-dependent relaxation of the
collective spin observables. However, Fig. 3a shows that
this dephasing distinctly underestimates the MACE sim-
ulation results, demonstrating that MF does not capture
all the essential underlying processes and that quantum
fluctuations cannot be fully neglected.
In a next step we include quantum fluctuations in
the initial state while retaining the classical equations
of motion to evolve the system to later times. Therefore,
such an approximation takes into account only part of
the quantum effects originating from the quantum ini-
tial state. This approach is also known as the (discrete)
Truncated Wigner Approximation (TWA) [45–48], where
the quantum initial state is modelled by an ensemble of
classical spins with ±1/2 in the directions transversal to
the mean 〈Sαi (t0)〉 that reproduces the quantum fluctua-
tions at t = t0 [48]. Each member of the ensemble is then
evolved using the same classical equations of motion as
in the MF approximation and the results are obtained
from ensemble averages.
Remarkably, the dynamics of the total magnetization
computed with TWA (dashed red line in Fig. 3a for
〈N〉 = 178) and MACE (solid black line) are in rather
close agreement. To quantify this agreement and to ex-
tend it to different interaction strengths, we consider the
Fourier transform of the time-evolution of the magneti-
zation (Fig. 3b). We see that apart from a small dif-
ference at frequency component f = 0, the TWA and
MACE simulations closely agree, in particular for f ≈ Ω.
The narrow peak in the Fourier amplitude at f = Ω
corresponds to the single-spin precession frequency and
it provides a convenient measure for comparing the dif-
ferent theoretical results (Fig. 3c). The close agreement
between TWA and MACE persists for different mean in-
teraction strengths J = C3(N/V )
3, corresponding to the
whole range of densities considered in Fig. 2. In contrast,
the MF simulations systematically exhibit about half the
damping of the other methods (see the Supplementary
Material for further comparisons [42]).
This comparison sheds light onto the role of quantum
fluctuations for the relaxation process. While neglecting
all fluctuations (MF approximation) greatly underesti-
mates the relaxation rate, the inclusion of just the initial
quantum fluctuations of the spins via TWA manages to
capture the essential quantitative features of the relax-
ation dynamics. Since TWA evolves the quantum initial
conditions using purely classical dynamics, the similar
success obtained with both TWA and MACE indicates
that the dynamical fluctuations do not play an important
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FIG. 3. Relaxation dynamics computed by three theoretical
methods: MACE (black solid lines), MF (green dash-dotted
lines) and TWA (red dashed lines). Experimental data (blue
dots) shown for comparison. (a) Magnetization as a func-
tion of time for 〈N〉 = 178. (b) Amplitude of the Fourier
transform of (a) normalized to the value expected for a full
contrast oscillation. (c) Peak amplitude of the Fourier com-
ponent f = Ω for different interaction strengths J . The grey
box corresponds to the above parameter choice. Error bars on
the experimental data correspond to the standard deviation
of the sampling distributions estimated using the bootstrap
method.
role for the considered collective spin observable (magne-
tization). In turn, this shows that the dynamics of collec-
tive spin observables can probe the effects of primordial
quantum fluctuations intrinsic to the spin-1/2 system.
Comparison to experiment. We now investigate
whether the essential features of the experimental data
can indeed be described by unitary dynamics of a spin-
1/2 system. To make this comparison it is necessary
to adjust the effective volume of the spin distribution
used in the simulations to the experiment. For this
we take the lowest-density experimental data and per-
form simulations assuming different Gaussian volumes
V , while keeping the total number of spins fixed, un-
til optimal agreement is found. The obtained volume
V = (2.7±0.4)×105 µm3 is kept fixed in all further sim-
ulations and different densities are simulated by changing
the number of spins in accordance with the experiment.
We note that the obtained effective volume is approxi-
mately 0.3 times the naive estimate based on the exci-
tation laser beam waist and cloud size. This may be to
partially compensate uncertainties in experimental pa-
rameters such as the ion detection efficiency.
5In Fig. 2 we compare the MACE simulations with the
experimental data. Remarkably, the simulated dynam-
ics are in good agreement with the data for the full
range of experimental parameters, including the density-
dependent damping. A slight discrepancy of the oscil-
lation frequency at long times is seen (e.g. in Fig. 2a),
which may be explained by transient power fluctuations
of the microwave field after switching on the source. As it
is not possible to perform the experiment in the absence
of dipolar interactions altogether, we cannot completely
rule out that the relaxation dynamics seen in Fig. 2(a)
are due to possible sources of additional fluctuations in
the experiment. However, the good agreement between
the data and the MACE simulations points out that the
observed relaxation can indeed be described in terms of
unitary evolution of the Hamiltonian (1) and intrinsic
quantum fluctuations alone, without the need to invoke
any external decoherence processes (for details on the
exclusion of other possible noise sources see the Supple-
mentary Material [42]). The success of the dipolar XY
model to capture the essential features of the experiment
shows that the Rydberg spin systems can serve as valu-
able testbeds for addressing fundamental questions about
non-equilibrium quantum many-body dynamics, such as
the role of quantum fluctuations.
Comparing the MF predictions to the experimental
data in the same way does not allow us to describe es-
sential quantitative aspects such as the full density de-
pendence of the damping, see Figs. 3a and c. This seems
to rule out MF as a valid description, whereas TWA and
MACE both describe the data equally well, which indi-
cates that primordial quantum fluctuations play a crucial
role in the relaxation dynamics. To resolve additional
quantum corrections arising through the dynamical laws
(which would be at least partially captured by MACE)
would require a much higher level of experimental pre-
cision or measurements of different observables. For ex-
ample, higher-order moments of the collective spin dis-
tribution may be used to distinguish MACE and TWA
simulations.
Conclusions and outlook. We have experimentally and
theoretically investigated the many-body relaxation of
the magnetisation in a prototypical quantum spin sys-
tem following a quantum quench. Dipolar interacting
Rydberg spin systems are ideally suited to studying the
nature of correlations that emerge as a consequence of
many-body quantum dynamics. Our analysis reveals the
role of disorder and the importance of the initial quan-
tum fluctuations on the relaxation process. While mean
field models often perform well for describing the general
properties of systems with long-range interactions [49],
here we have shown for three-dimensions and 1/r3 inter-
actions that primordial quantum corrections play a cru-
cial role for the non-equilibrium dynamics. The study
can be generalized to other observables and initial con-
ditions, which could also be accessed in experiment (e.g.,
by full counting statistics [50, 51]).
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