Abstract. Let (M n , g) be a complete Riemannian manifold with Rc ≥ −Kg, H (x, y, t) is the heat kernel on M n , and H = (4πt)
Introduction
On a complete manifold (M n , g) with Rc ≥ −Kg, where K > 0 is a consant, for fixed y ∈ M n , it is well-known that the heat kernel H(x, y, t) on (M n , g) is unique. We assume H = (4πt) − n 2 e − f . As in [13] , Nash entropy is defined as: Definition 1.1.
Nash entropy has close relation to W -entropy for linear heat equation, and the large time asymptotics of this entropy reflects the volume growth rate of the manifold (see [12] , [13] and [15] ).
In this paper, we studied the asymptotic behavior of N(H, t) and ∂ ∂t N(H, t) as t → 0 + , and solved one problem proposed in [3] (Problem 23.36 there). More precisely, we proved the following theorem: One motivation to study the short time asymptotics of Nash entropy is Li-YauPerelman type estimate for heat equation on manifolds with Ricci curvature bounded from below. Motivated by Perelman's differential Harnack estimate for Ricci flow, in [12] , on a closed manifold (M n , g) with Rc ≥ 0, Ni proved the following Li-YauPerelman type estimate for the heat equation when t > 0: (1.4) 2∆ f (x, y, t) − |∇ f (x, y, t)| 2 + f (x, y, t) − n t ≤ 0
where H(x, y, t) = (4πt) − n 2 e − f is the heat kernel. In fact, (1.4) is also true for heat kernel on complete manifold (M n , g) with Rc ≥ 0 (see [2] ).
In the well-known paper [17] , Perelman made the following claim (see remark 9.6 there):
Claim 1.3. If (M n , g) is a compact Riemannian manifold, g i j (x, t) evolves according to g i j t
= A i j (t) and g i j (x, 0) = g i j (x), t ∈ (−T (1) for (q, t) near (p, 0).
We will focus on the special case where the evolving metrics are the static metric. From Theorem 1.2, it is easy to show that Perelman's claim in the static metric case is equivalent to the following claim on compact manifolds:
If (1.5) is true, it will be an improvement of (1.4) when t + d 2 (x, y) is small enough and R(y) > 0. But using the following explicit formula of heat kernel on hyperbolic manifold H 3 (cf. section 9.2 in [5] ):
it is easy to check that (1.5) is not true generally. Hence Claim 1.3 is not generally true for static metric case on complete manifolds. As observed in [13] , the integrand of ∂ ∂t N(H, t) is nothing but the expression in Li-Yau's gradient estimate for heat kernel multiplying with the heat kernel, which is −(∆ ln H + n 2t )H. Because so far there is no sharp Li-Yau-type gradient estimate for heat kernel or solutions to the heat equation on complete manifolds with Ricci curvature bounded from below by negative constant, we hope that (1.3) will be helpful on understanding this estimate better.
On the other hand, when (M n , g) is a compact Riemannian manifold, the short time behavior of logarithm of heat kernel had been studied by many probabilists. Although the heat kernel H(x, y, t) has infinite sequence expansion at t = 0, generally there is no such expansion of ln H at t = 0, and the singularity of ln H at t = 0 can have many complicated situations. However, in [19] , Varadhan proved
Moreover, using stochastic processes methods, Malliavin and Stroock proved that the above equation is preserved while taking the first and second spatial derivatives on domain outside of cut locus (see [11] ). Using analytic methods, (1.6) is proved for complete Riemannain manifolds in [1] by Cheng, Li and Yau. We hope that Theorem 1.2 will be useful on studying the short time behavior of logarithm of the heat kernel on complete manifolds by analytic methods.
The strategy to prove (1.2) is using infinite sequence expansion H N (x, y, t) of H(x, y, t) at t = 0, although generally ln H N does not converge to ln H near t = 0 uniformly. In integral sense of (1.1), we show there is a uniform convergence in Lemma 3.1 by using an improved estimate of H − H N got in Theorem 2.2. The rest calculation about integral of H N is standard, for completeness we give details in full.
To prove (1.3), because the manifold M n can be non-compact, we need to be more careful on the switch of the order of differentiation and integration. The detailed proof of the validity of the switch is given in the beginning of section 4. We need an upper bound of H t H in verifying the above switch. This type bound is known for closed manifolds from [6] , and in [2] (also see [14] ) the proof is sketched for complete manifolds with Rc ≥ 0 following similar strategy of Kotschwar in [8] . The detailed proof of this Hamilton-type upper bound for complete manifolds with Rc ≥ −Kg is included in the Appendix for completeness. 
Preliminary
We firstly define some notations and functions. In the rest of the paper, we fix y ∈ M n , define
where in j g (y) denotes the injectivity radius of metric g at y. Define 
. Sometimes we will use B as the simplification of the notation B( 
The following theorem collects some known results about heat kernel on complete manifolds (see [3] , [4] , [9] etc.). 
is symmetric in x and y, and
and
be exponential normal coordinates centered at y ∈ M n , then ϕ 0 and ϕ 1 have the following asymptotic expansion:
We will prove an estimate for F N 0 , this estimate is an improvement of the usual estimate of F N 0 , which only gives t N 0 +1− n 2 bound. The improved estimate (2.9) is the key to the proof of Lemma 3.1.
Theorem 2.2. For F N 0 (x, y, t) in Theorem 2.1, we have the following estimates:
where t is small enough and C is a positive constant independent of x, t. [4] for uniformly parabolic operators. Our proof of (2.9) and (2.10) is motivated by argument in [9] , and it is different from the proof in [4] .
Remark 2.3. (2.9) had been proved in
Proof: (1) . We first prove (2.9) . From the definition of P N 0 (x, y, t), it is easy to see that lim t→0 P N 0 (x, y, t) = δ y (x). In particular,
where ∆ z is the Laplacian with respect to the z-variable. From (2.6) and the definition of η, when z ∈ B(r),
and when z ∈ B(2r)\B(r),
We can find 0 < t 1 ≤ 1 and k 0 > 0, such that if s ∈ (0, t 1 ), then
In the rest of the proof, assume t ∈ (0, t 1 ], we have two cases.
Case (I): If x ∈ B y (3r) and z ∈ B y (2r), then from [10] and the above volume lower bound,
(2.14)
Case (II): If x B y (3r) and z ∈ B y (2r), using (2.14), d(x, z) ≥ r and volume comparison theorem,
Note in Case (I), in j g (x) has a uniform lower bound, hence it is easy to get (2.17)
for any s ∈ (0, t 1 ]. Now using (2.15), (2.16), (2.17) and the classical inequality
By (2.18) and (2.19), (2.9) is proved.
(2). The strategy to prove (2.10) is similar.
From (2.11), (2.12) and P N 0 (x, y, t) = 0 when x B(2r),
Similar with (2.11) and (2.12), from (2.6), when z ∈ B(r),
Following similar argument in the proof of (2.9), using (2.21), (2.22) instead of (2.11), (2.12),
The short time asymptotics of N(H, t)
From (2.5) and (2.7) in Theorem 2.1, there exists 0 < t 0 ≤ 1 such that
holds when x ∈ B( r 2 ) and 0 < t ≤ t 0 . In section 3 and section 4, we assume that t ∈ (0, t 0 ] and (M n , g), H are from Theorem 2.1.
Proof:
where
By the above,
From (3.1) and (3.3), (3.5)
ln H(x,y,t)
Proof of (1.2):
Firstly, we estimate (I). From [10] , we have
If x ∈ M n \B( r 2 ) and t is small enough, using volume comparison theorem, (3.7)
where C depends on n, K, r and the metric g near y. Choose t small enough such that H ≤ Ct 2 ≤ e −1 , then by the monotonicity of h(
ln Ct
in the last inequality, we used Rc ≥ −Kg and volume comparison theorem.
ln
. From Lemma 3.2 in the following,
By all the above, we get our conclusion.
Lemma 3.2.
(3.9)
ln 
Now using (iii) of Theorem 2.1,
H(x, y, t)dµ(x),
d(x, y) · H(x, y, t)dµ(x)
From (3.7),
Using (3.5) and the fact that
where k is any nonnegative integer, we can get (IV) = O(t 
Finally, from the following Lemma 3.3,
By all the above, the conclusion is proved.
Lemma 3.3.
(3.10)
where dx in the integral of (3.11) is the volume element of Euclidean space R n , and
in above we diagonalize R pq (y) and let λ k = R kk (y). We can get I 1 = 12λ 1 t 2 , and the induction formula
Then it is easy to get (3.12)
By all the above (II) = − n 2 + R(y)
2 ), the lemma is proved.
The short time asymptotics of

∂ ∂t N(H, t)
To study ∂ ∂t N(H, t) , we need to switch the differentiation with integration firstly. Because the manifold M n can be non-compact, we need to be more careful on the switch of the order of differentiation and integration. The next lemma justifies this switch in our case.
, where φ is defined in Appendix, ρ > 1 is a constant . Fix t > 0, define G(x, t) = [H(− f )](x, y, t) . For any ǫ > 0, assume 1 > l > 0 (if l < 0, similar argument works). Then
We firstly estimate (II). From [10] , for s ∈ [t, t + l],
where C is independent of ρ. From (4.3), (4.4) and (4.5),
From (4.6), on M n \B(ρ),
From (4.6) and (4.7), if s ∈ [t, t + l] and x ∈ M n \B(ρ),
where C is independent of ρ. We can choose l smooth enough such that (t + l) ≤ 2t, then using (3.7) and (4.8), on x ∈ M n \B(ρ)
Hence for any ǫ > 0, we can find
On the other hand, because 0 < l < 1,
It is easy to see from Lemma 4.3 and its proof, lim ρ→∞ M n G t φ ρ exists and
From (4.12) and (4.13), we get our conclusion. By Cheng-Li-Yau's result (see [1] ), lim t→0 t ln H = − d 2 4 and the limit is uniform for any x in B(r). Hence we can assume
Sometimes ǫ(t, x, y) will be simplified as ǫ, then (4.14)
where lim t→0 ǫ(t, x, y) = 0, and the limit is uniform for any x in B(r). Without losing generality, we can assume that ϕ 0 (x, y) ≥ 
where lim t→0 (4.17) in the last equation, we used (1.2).
We estimate the third term on the right side of (4.17).
In the last equation above, we used (3.12). From (4.17) and (4.18), we get (4.15). To prove (4.16), we will follow similar strategy.
where t << 1 is small enough.
Proof: Similarly as (4.7), on M n \B,
Using (3.7), volume comparison theorem and monotonicity of h(x) = x(ln x) 2 when x ∈ (0, e −2 ], similar to the proof of (3.8),
From (4.19) , it is easy to get
Proof of (1.3):
From Lemma 4.3 in the above, we have
2 ) From Lemma 4.4 in the following, we get
From all the above, we get (1.3).
Lemma 4.4.
Proof: From (2.10) and (4.14),
Using Lemma 4.2,
From (2.9) and (1.2),
Similarly, by the following Lemma 4.5,
From all the above,
Proof: We will use the similar strategy as in the proof of (1.2).
From (3.6),
where we diagonalize R pq (y) and let λ i = R ii (y). We can get Q 1 = 120λ 1 t 3 and the induction formula:
Then it is easy to get Q n = 8(
Appendix A.
In [6] , Richard Hamilton established an upper bound of Laplacian of positive solution to the heat equation on closed manifolds. We will generalize his theorem to complete manifolds with Ricci curvature bounded below. Our proof follows the similar strategy as [8] . We firstly establish a preliminary estimate on t|∆u| so that the maximum principle of Ni and Tam [16] may be applied to the quantity of interest in Hamilton's second derivative estimate.
We introduce a cut-off function φ defined on R, which is a smooth nonnegative nonincreasing funciton, is 1 on (−∞, 1) and 0 on [2, +∞). We can further assume
To prove the following Bernstein-type local estimate, we employ a technique of W.-X. Shi [18] from the estimation of derivatives of curvature under the Ricci flow (see also [2] ), define F = (C + t|∇u| 2 )t 2 |∆u| 2 , and consider the evolution of F.
where C 4 = (2KT + 11)C 2 , the term with coefficient − ≤ − C 6 t F 2 + C 5 t in the last equality we used F ≤ (C 3 + C 2 )t 2 |∆u| 2 = 5C 2 t 2 |∆u| 2 , and then it is easy to get
Taking square root in the above inequality, we can get our conclusion. Let ρ → ∞, we get the following global estimate. We also need a maximum principle due originally to Karp and Li (see [7] ) whose statement can be found (in more generalized form) in Ni and Tam's paper [16] (see Theorem 1.2 there). The statement of this maximum principle is as follows. Now we are ready to prove Hamilton's Theorem in the complete case.
