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Chemistry, University of Pittsburgh, Pittsburgh, PA, USA. The weighted ensemble path sampling strategy has enabled the generation of continuous pathways and calculation of rate constants for rare events such as protein folding and protein-ligand binding/unbinding with orders of magnitude greater efficiency than standard simulations. Notably, this strategy is rigorous for any type of stochastic dynamics engine, pruning and replicating trajectories in a way that encourages sampling of under-explored regions without biasing the dynamics. I will present new features that will be available in the next release of the WESTPA software, including (i) enhanced efficiency of generating pathways and calculating rate constants, (ii) improved schemes for replicating and combining trajectories to yield a greater diversity of generated pathways, and (iii) a highly scalable framework for storage and analysis of weighted ensemble simulations. In addition, new tools will be available for streamlining the setup and analysis of weighted ensemble simulations. Finally, I will discuss challenges that remain for the simulation of long-timescale processes beyond the ms timescale. Physics, Oita University, Oita, Japan. Weighted ensemble (WE) method is a convenient and powerful method for path sampling and has been used for analyzing dynamic properties of conformational change of proteins, ligand binding, and chemical reaction networks. The basic idea of the WE method is to make bins in order parameter space, and run several trajectories in parallel in each bin. Each trajectory has a weight, which can change according to the resampling principle whenever another trajectory comes into or get away from the same bin. The total weight in each bin represents a coarse-grained population (or free energy), and its dynamics is described, for example, by the Fokker-Planck equation if the trajectory is supposed to be generated by overdamped Langevin dynamics. The WE method is especially useful when there is an activation process such as conformational change or ligand binding, accelerating the calculation of rare event pathways. However, the choice of order parameters is still empirical though it is essential for the efficient calculations and characterization of the reaction coordinates.
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Here we try to combine the WE method with another path sampling method, Lyapunov weighted dynamics, which is based on the idea of instability of a trajectory. The latter method has been successfully applied to a Lennard-Jones cluster and a coarse-grained protein, but as far as we know, there has been no application to realistic protein systems because of the burden of the instability calculation using a hessian matrix. We try to use an approximate method to calculate the hessian matrix, and apply the WE method in Lyapunov exponent space to several protein systems including chignolin and adenylate kinase. For many biomolecular processes, such as cold denaturation or other processes associated with the hydrophobic effect, a quantitative understanding of the thermodynamics of solvation is crucial. Typically, it involves a well-balanced interplay between enthalpy and entropy contributions. Unfortunately, accurate absolute entropy values are notoriously difficult to obtain from computer simulations. This problem is particularly severe in the case of solvent entropy contributions, since the diffusive nature of the solvent particles leads to a large configuration space that needs to be sampled. To solve the sampling problem, we exploit the permutation symmetry of the identical solvent particles to compress the phase space volume by a factor of N!. For each frame of an atomistic simulation, all identical solvent molecules are permuted so that they remain as close to chosen reference positions as possible. Although not altering the physics of the system, the approach ensures that each particle samples only a small fraction of the full configuration space and thereby reduces the sampling problem by the Gibbs factor. We employed a mutual information expansion to obtain absolute solvent entropy values from the permutationally reduced trajectory. The method enables us to assign entropy contributions to the different solvation shells and even to individual solvent particles, which renders it a promising tool to enhance our understanding of processes like the hydrophobic effect. The traditional trade-off in simulations between accuracy and speed is predicated on the assumption that force fields are typically well-parameterized. We re-examine this trade-off and show that a properly formulated coarsegrain model trained using machine learning methods can rival all-atom models for de novo protein folding and dynamics simulations. We use the contrastive divergence technique to train the force field directly from short simulation trajectories of 450 proteins beginning near their native structures. This method is applied to our recently developed Upside model, where the free energy for side chains are rapidly calculated at every time-step, allowing for a smooth energy landscape without steric rattling of the side chains 1 . After this contrastive divergence training, the model is able to fold proteins up to 100 residues de novo on a single core in CPU core-days 2 . The Upside model's success argues that simpler models that can be globally parameterized can rival more detailed but slower models whose parameterization is more challenging -more complexity does not necessarily equate to higher accuracy! Upside's ready generation of Boltzmann ensembles allows for a wide range of studies of protein folding, dynamics and binding. Additionally, in studies that incorporate experimental or bioinformatics data, including contact predictions, Upside provides an inexpensive Bayesian prior distribution that may be updated using experimental information. 
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