0 7 4 0 -7 4 5 9 / 1 0 / $ 2 6 . 0 0 © 2 0 1 0 I E E E focus management hardly help increase project success. Over the years, their figures have attracted tremendous attention.
Misleading Definitions
The Standish Group published the first Chaos report in 1994, which summarized Standish's research findings and aimed to investigate causes of software project failure and find key ways to reduce such failures. 1 The group also intended to identify the scope of software project failures by defining three project categories that we recall verbatim: ■ ■ Resolution■ Type■ 1,■ or■ project■ success. The project is completed on time and on budget, offering all features and functions as initially specified. ■ ■ Resolution■Type■2,■or■project■challenged. The project is completed and operational but over budget and over the time estimate, and offers fewer features and functions than originally specified. ■ ■ Resolution■ Type■ 3, or project impaired. The project is cancelled at some point during the development cycle. 1 To find answers to their research questions, Standish sent out questionnaires. Their total sample size was 365 respondents representing 8,380 applications. On the basis of the responses, Standish published overall percentages for each project cat-F or many years, researchers and practitioners have analyzed how to successfully manage IT projects. Among them is the Standish Group, which regularly publishes its findings in its Chaos reports. In 1994, Standish reported a shocking 16 percent project success rate, another 53 percent of the projects were challenged, and 31 percent failed outright. 1 In subsequent reports Standish updated its findings, yet the figures remained troublesome. These reports, derived from the Standish Group's longitudinal data, suggest that many efforts and best practices to improve project Although the Standish Group's Chaos reports are often used to indicate problems in application software development project management, the reports contain major flaws.
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The Rise and Fall of the Chaos Report Figures project management egory. Standish updated its figures in subsequent years (see Table 1 ). A number of authors published these figures in various white papers. 1, [5] [6] [7] The figures indicate large problems with software engineering projects and have had an enormous impact on application software development. They suggest that the many efforts and best practices put forward to improve how companies develop software are hardly successful. Scientific articles and media reports widely cite these numbers. Many authors use the figures to show that software development project management is in a crisis. The numbers even found their way to a report for the President of the United States to substantiate the claim that US software products and processes are inadequate. 8 The figures' impact and their widespread use indicate that thousands of authors have accepted the Standish findings. They're perceived as impeccable and unquestionable. However, the Standish definitions of successful and challenged projects are problematic. Standish defines a successful project solely by adherence to an initial forecast of cost, time, and functionality. The latter is defined only by the amount of features and functions, not functionality itself. Indeed, Standish discussed this in its report: "For challenged projects, more than a quarter were completed with only 25 percent to 49 percent of originally specified features and functions." 1 So, Standish defines a project as a success based on how well it did with respect to its original estimates of the amount of cost, time, and functionality. Therefore, the Standish "successful" and "challenged" definitions are equivalent to the following: ■ ■ Resolution■Type■1,■or■project■success. The project is completed, the forecast to actual ratios (f/a) of cost and time are ≥1, and the f/a ratio of the amount of functionality is ≤1. ■ ■ Resolution■Type■2,■or■project■challenged. The project is completed and operational, but f/a < 1 for cost and time and f/a > 1 for the amount of functionality.
The reformulated definitions illustrate that the definitions are only about estimation deviation. Jørgensen and his colleagues show that the definitions don't cover all possibilities. 4 For instance, a project that's within budget and time but that has less functionality doesn't fit any category. In this article, we assume a project that doesn't comply with one or more of the success criteria belongs to the challenged-project category.
Standish calculates its success measure by counting the number of projects that have an initial forecast larger than the actual for cost and time, and one that's smaller for functionality. This is divided by the total number of projects to calculate the success rates. Standish Group defines its success measure as a measure of estimation accuracy of cost, time, and functionality. In reality, the part of a project's success that's related to estimation deviation is highly contextdependent. In some contexts, 25 percent estimation error does no harm and doesn't impact what we would normally consider project success. In other contexts, only 5 percent overrun would cause much harm and make the project challenged. In that sense, there's no way around including more context (or totally different definitions) when assessing successful and challenged projects. However, the Standish definitions don't consider a software development project's context, such as usefulness, profit, and user satisfaction.
This illustrates the first problem with the definitions. They're misleading because they're solely based on estimation accuracy of cost, time, and functionality. But Standish labels projects as successful or challenged, suggesting much more than deviations from their original estimates.
Unrealistic Rates
The next issue is whether the Standish estimation accuracy definitions are sound. They are not. The Standish Group's measures are one-sided because they neglect underruns for cost and time and overruns for the amount of functionality.
We assessed estimation accuracy with two tools. We derived the first from Barry Boehm's now-famous cone of uncertainty, a plot that depicts forecast to actual ratios against project progression. 9 This plot shows how the forecasts are made, what deviations they contain, and whether institutional biases exist. The second is Tom DeMarco's Estimation Quality Factor (EQF), a time-weighted estimation accuracy measure he proposed in 1982. 10 The higher a forecast's EQF value, the higher its quality.
An EQF value of 5 means the time-weighted forecasts of a single project deviate on average 1/5, or 20 percent, from the actual.
We applied Boehm's and DeMarco's work to our own data and detected large biases that the organizations weren't aware of. We introduce two data sets from an anonymous multinational corporation to prove that the one-sided Standish definitions lead to unrealistic rates.
Cost
The first case study concerns a large financialservices provider. From this organization, Y, we obtained data on 140 software development projects conducted from 2004 to 2006. The organization made 667 forecasts for these projects' total costs. We divided the forecasted cost with the actual project cost and plotted the ratios as shown in Figure 1 . The horizontal axis represents project progression. The figure depicts the start of a project at zero and represents project completion by 1.0. The vertical axis shows the f/a ratio's value. For instance, a data point at project completion 0.2 and an f/a ratio of 2 indicates a forecast was made when the project was one-fifth completed. This forecast was two times the actual, meaning the project turned out to be 50 percent of the estimated cost.
The f/a ratios in Figure 1 resemble Boehm's conical shape, with the forecasts centered around the actual value. A median f/a ratio of 1.0 supports this finding. The forecasts' quality is relatively high, with a median EQF value of 8.5. This indicates that half the projects have a timeweighted average deviation of 12 percent or less from the actual. Compared to results from the literature, this organization makes best-in-class forecasts. 10, 11 It turned out that an independent metrics group assessed this organization's forecasts. This group made its own cost calculations next to those of the project managers. If large discrepancies arose, these needed to be resolved before any budget was approved. This caused forecasts to aim at predicting the actual value. Yet, even though this organization's cost forecasts are accurate, when we apply the Standish definitions to the initial forecasts, we find only a 59■percent success rate. The functionality f/a plot in Figure 2 shows a situation similar to the f/a ratios for the costs. The bias is negligible based on the figure and a median f/a ratio of 1.0. Except for some outliers, the f/a ratios converge to the actual value. The functionality forecasts have a median EQF of 6.4. This means that the function-point forecasts of half the projects have a time-weighted average deviation of 16 percent or less from the actual amount.
Multiple experienced function-point counters calculated the projects' functionality. Because they weren't involved with the projects' execution, their only incentive was to predict the actual value. However, despite the forecasts' accuracy, when we apply the Standish definitions to the initial forecasts, we find only a 55 percent success rate.
Combined
Fifty-five software development projects contained forecasts and actuals of both cost and functionality. There were 231 cost forecasts and 69 functionality forecasts. Both cost and functionality forecasts were unbiased and converged to the actual value. The median EQF for the cost forecasts is 9.0; for the functionality forecasts, it's 5.0. So, half the projects have a time-weighted average deviation of 11 percent for cost and 20 percent deviation for functionality.
We applied the reformulated Standish definitions to the initial forecasts of the combined data. Even without taking into account failed projects and the time dimension, the best-in-class organization Y obtains a success rate of 35 percent. Yet, the median EQF of both initial forecasts of costs and functionality is 6.5, showing that half the projects have an average time-weighted deviation of only 15 percent from the actuals. If this organization is already so unsuccessful in two dimensions according to Standish, it's hardly surprising that Standish found only a 16 percent success rate in its first report. 1 These case studies show that organization Y obtains unrealistically low success rates for the individual cost and functionality forecasts owing to the definitions' one-sidedness. Combining these already low rates further degrades the success rate. Clearly, the Standish success rates don't give an accurate indication of true estimation accuracy of cost and functionality in the case of an unbiased best-in-class organization.
Perverting Accuracy
The third problem is that steering on the Standish definitions causes large cost and time overestimations (and large functionality underestimations), which perverts rather than improves estimation accuracy.
We obtained data from a large multinational organization, X, comprising 867 IT-intensive projects that it began and completed in 2005 or 2006. In total, the organization made 3,767 forecasts of the projects' costs.
The f/a ratios in Figure 3 show that the organization's forecasts were generally higher than the actuals. Also, the data doesn't show a conical shape as we'd expect from Boehm's cone of uncertainty. Projects even had surplus budget after completion. After discussion with the organization, we found it steered on Standish project success indicators. The organization adopted the Standish definitions to establish when projects were successful. This caused project managers to overstate budget requests to increase the safety margin for success. However, this practice perverted the forecasts' quality, making it low with a median EQF of 0.43. So, 50 percent of the projects have a time-weighted average deviation of 233 percent or more from the actual.
Meaningless Figures
The fourth major problem is that the Standish figures are meaningless. Organization X showed that large biases occur in practice. Even if a company doesn't steer on Standish's key performance indicators, biases exist. We show this by introducing another case study from an earlier IEEE■ Software paper. 13 Comparing all the case studies together, we show that without taking forecasting biases into account, it's almost impossible to make any general statement about estimation accuracy across institutional boundaries.
Time
Landmark Graphics is a commercial software vendor for oil and gas exploration and production. We obtained data from Todd Little of Landmark Graphics, which he reported in IEEE■Software, 13 consisting of 121 software development projects carried out from 1999 to 2002. Little provided 923 distinct forecasts that predict these 121 projects' duration. We performed the same analysis as before by plotting the forecast to actual ratios (see Figure 4 ). Most forecasts this organization made are lower than the actual. So, projects take longer than initially anticipated. The median EQF is 4.7. This means that half the projects have a time-weighted average deviation from their forecasts of 21 percent or less from the actual. Landmark Graphics' institutional bias was to forecast the minimum value instead of the actual value. This caused most forecasts to be lower than the actuals.
Applying Standish's Definitions
In two of the three organizations, the forecasts were significantly biased. With organization Y, we determined that the institutional bias was negligible. In organization X, the forecasts were much higher than the actual values because estimators took large safety margins into account. With Landmark Graphics, most forecasts were lower than the actual values because the company predicted the minimal time required to finish the project.
To illustrate how forecasting biases introduced by different underlying estimation processes affect the Chaos report figures, we applied Standish's definitions to all the cases. Because Standish deals with initial forecasts, we also used the initial forecast of each project. This is a subset of all data points shown in the f/a plots in Figures 1-4 . Also, our resulting figures are an upper bound for the Chaos successful-project figures. First, our figures don't incorporate failed projects. If we took failed projects into account, our case studies' success rates would always be equal to or lower than the current percentages.
Second, in each case study, we present only cost, time, or functionality data, except in one instance where we present both cost and functionality. In our analysis, we assume that the remaining dimensions are 100 percent successful, meaning our percentages are influenced by only one or two dimensions. If data for all three dimensions (cost, time, and functionality) is available and taken into account, the success rates will always be equal to or lower than the successful percentages calculated for only one or two dimensions. Still, these rates suffice to prove that Standish's success and challenge rates don't reflect the reality. Table 2 shows the numbers calculated according to Standish's definitions for our case studies along with those of a fictitious organization having the opposite bias of Landmark Graphics. The table provides an interesting insight into the Standish figures. Organization X is very successful compared to the other case studies. Nearly 70 percent of the projects are successful according to the Standish definitions. On the other end, Landmark Graphics has only 6 percent success. Organization Y is in-between with 59 percent success for costs, 55 percent success for functionality, and 35 percent success for both.
However, the f/a plots and their median EQFs clearly show that this is far from reality. Landmark Graphics' and organization Y's initial fore- casts deviate much less from their actuals than in the case of organization X, which overestimates from tenfold to a hundredfold, as Figure 3 shows. Also, the other organizations' estimation quality outperforms organization X, which the me- To further illustrate how easy it is to become highly successful in Standish's terms, we also presented 1/Landmark Graphics. This fictitious organization represents the opposite of Landmark Graphics. That is, the deviations to the actuals remain the same, but an overrun becomes an underrun and vice versa. Suddenly, 1/Landmark Graphics becomes highly successful with a 94 percent success rate. So, with the opposite institutional bias, Landmark Graphics would improve its Standish success rate from 6 percent to 94 percent.
These case studies show that the Standish figures for individual organizations don't reflect reality and are highly influenced by forecasting biases. Because the underlying data has an unknown bias, any aggregation of that data is unreliable and meaningless.
The 14 Johnson made this statement with respect to the drop in the reported average cost overruns between 1996 (142 percent) and 1998 (69 percent). In the article, Johnson says that he doesn't believe this change of process is the cause of the drop. However, our case studies show that forecasting biases have a giant influence on such figures. So, we believe that the change in the estimating process is most likely the cause of the drop in the reported cost overruns.
We developed methods based on Boehm and DeMarco's work that mathematically account for forecasting biases. 15 Our other paper contains more information about the case studies in addition to another one (totaling 1,824 projects, 12,287 forecasts, and 1,059+ million euros). 15 We propose bandwidths surrounding the actual value to determine whether forecasts are accurate. These bandwidths show that projects with relatively small underruns or overruns have accurate forecasts, whereas projects with relative large underruns or overruns have inaccurate forecasts. The mathematical implications are manifold and are out of the scope of this paper. But, we were able to derive figures that were exactly in line with the reality of our case studies. We hope that Standish will adopt our proposed definitions and methods for the rise and resurrection of their reports.
By ignoring the potential bias and forecasting quality, the figures of the Standish Group don't adequately indicate what, according to their definitions, constitutes a successful or challenged project. Some organizations tend to overestimate while others underestimate, so their success and challenge rates are meaningless because Standish doesn't account for these clearly present biases. T his article isn't the first to challenge the Chaos report figures' credibility; a number of authors also "questioned the unquestionable." [2] [3] [4] 16 For instance, Nicholas Zvegintzov placed low reliability on information where researchers keep the actual data and data sources hidden. 16 He argued that because Standish hasn't explained, for instance, how it chose the organizations it surveyed, what survey questions it asked, or how many good responses it received, there's little to believe. Also, Glass 2,3 felt the figures don't represent reality. Without plenty of successful software projects, he asserted, the current computer age would be impossible.
Moreover, Jørgensen and his colleagues expressed doubt about the numbers. 4 They unveiled a number of issues with Standish's definitions and argue that the resulting figures are therefore unusable. For instance, they argued that the definitions of successful and challenged projects focus on overruns and discard underruns.
Despite the valid questions our predecessors raised, no one had previously been able to definitely refute the Standish figures' credibility. Our research shows that Standish's definitions suffer from four major problems that undermine their figures' validity.
We communicated our findings 15 to the Standish Group, and Chairman Johnson replied: "All data and information in the Chaos reports and all Standish reports should be considered Standish opinion and the reader bears all risk in the use of this opinion."
We fully support this disclaimer, which to our knowledge was never stated in the Chaos reports.
