The Neville elimination Process, used by the authors in some previous papers in connection with totally positive matrices, is studied in detail in the case of nonsingular matrices. A wide class of matrices is found where Neville elimination has a lower computational cost than Gauss elimination. Finally some new characterizations are obtained for strictly totally positive and nonsingular totally positive matrices, in terms of their Neville elimination and that of their inverses.
INTRODUCTION
In several papers ([5, lo] among others) we have given a precise description of an elimination process which had been previously used by some authors in slightly different ways. We called it Neville elimination and showed its usefulness for the characterization of totally positive (strictly totally positive) matrices, that is, matrices whose minors are nonnegative (positive).
These matrices play an important role in approximation theory and computer aided geometric design, as well as in statistics, economics, biology, etc. See for example [2, 6, and 9] in connection with approximation theory and [7, 81 for the applications to the corner cutting algorithms in CAGD. For other fields, see the references in [l] and [9] .
The essence of Neville elimination (NE) is to make zeros in a column of a matrix by adding to each row a multiple of the previous one. Reorderings of the rows may be necessary in the process.
Section 2 starts by recalling how a square matrix can be transformed into diagonal form by complete Neville elimination (CNE). The particular case of nonsingular matrices A whose Neville elimination can be performed without row exchanges is studied in more detail. For brevity, these matrices will be referred to as matrices satisfying the WR (without row exchange) condition. Nonsingular totally positive matrices satisfy that condition. We prove that a nonsingular matrix A satisfies the WR condition if and only if it can be factorized in the form A = LU, with L lower triangular, unit diagonal (that is, with l's as diagonal entries) and satisfying the WR condition and with U upper triangular. We also prove that if the nonsingular matrix A satisfies the WR condition, then the Neville elimination processes of A and L are the same. Moreover, that of L-' (which is the same as that of B = L-'V with V nonsingular and upper triangular) can be carried out without row exchanges and with multipliers which are opposite in sign to those of L. As we shall see, this property does not hold for Gauss elimination, and so Neville elimination will sometimes provide a lower computational cost. In particular, the Neville elimination of a totally positive matrix B = L-'U will need less operations than Gauss elimination when L is a lower triangular band matrix.
In Section 3 similar results are given for complete Neville elimination, showing that certain factorizations of a matrix as a product of bidiagonal matrices are unique. Finally, in Section 4, we apply the results to nonsingular totally positive and strictly totally positive matrices to obtain some characterizations of those matrices in terms of their complete Neville elimination and that of their inverses.
NEVILLE ELIMINATION
First we recall the Neville elimination process [5] particularized to a square real matrix A = (aij>i 4 i, j d n. The rectangular case is an obvious extension.
Let us define A1 = ($j)l,i,jgn by 6fj := aij. If there are zeros in the first column of A,, the corresponding rows are carried down to the bottom in such a way that the relative order among them is the same as in Ai. This new matrix is denoted by A, = (cz~~),~~,~~~. If no rows have been carried, then A, := Ar, and in both cases we define zr := 1.
The method consists in constructing a finite sequence of n + 1 matrices A, such that the submatrix formed by the k -1 initial columns of Ak is an upper echelon form (u.e.f.) matrix. Recall [5] that V = <oij)~~_i~~-' is a u.e.f. matrix if it satisfies the following conditions for any i < n:
(1) if the ith row of V is zero, then the rows below it are zero, (2) if vij is the first nonzero entry in the ith row, then vhj = 0 Vh > i, and if oiSjS is the first nonzero entry in the i'th row (i < i' ,< n), the j' >j.
Starting as above with A, := A and A,, and continuing with the elimination process, we obtain A, = (afj), ~ i, j ~ n. In the next step we make zeros in its k th column below the ( zk, k) entry, thus forming ii k+l = (%j+')l<i,jsn> where for any j (1 <j < n) one defines
Observe that a:_ 1, k = 0 implies a& k = 0. The new value of z at this step of the elimination process is defined as
If iI,, 1 has some zeros in the (k + l)th column, in any row starting from zk+ 1 or below, these rows are carried down as has been done with iI, thus obtaining a matrix denoted by A, f 1 = <a,klt '>1 < i,j 4 n. Of course, if there are no row exchanges, then A,, 1 := & + 1. After n steps (some of them may be obvious, because the corresponding column already has the necessary zeros) we get A n+l = u, (2.3) where U is an n X n u.e.f. matrix. 
The complete Neville elimination (CNE) of a matrix A consists in performing the Neville elimination of A to obtain a u.e.f. matrix U and then proceeding with the NE of UT (the transpose of U). The last part is equivalent to performing the Neville elimination of U by columns. When we say that the CNE of A is possible without row or column exchanges, we mean that there have not been any row exchanges in the NE of either A or UT.
Let us now consider more in detail the case of a nonsingular matrix A whose Neville elimination can be performed without row exchanges. Since we are interested in these matrices, for the sake of brevity they will be referred to as matrices satisfying the WR condition. In this case, (2.61, (2.7), and (2.8) hold, and the Neville elimination process can be matricially described by elementary matrices without using permutation matrices.
To this end, we denote by Eij(a) (1 < i, j < n> the lower triangular matrix whose (r, s) entry (1 < r, s < n) is given by 
(2.9)
We are mainly interested in the matrices Ei, i _ J a ), which for simplicity will be denoted by EI(a). They are bidiagonal and lower triangular, and given explicitly by Let U be a nonsingular upper triangular matrix of order n, and for 1 < k < n -1, let Bck' be the matrix 
Proof.
If A satisfies the WR condition, the Neville elimination process for A can be described as in (2.11) with the multipliers verifying (2.8). Thus we get (2.15).
Let us now prove the uniqueness of such a factorization. Suppose and so on, we get Ci = Ci (2 < i < n -11, U = U', and therefore the uniqueness of (2.20) is proved.
Conversely, if A can be factorized in the form (2.15) with the mij's satisfying (2.81, f rom the uniqueness of such a factorization proved above, it follows that (2.111, obtained from (2.151, gi 'ves the Neville elimination of A.
An interesting property of the matrices E,j defined in (2.9) is given by the following lemma.
LEMMA 2.3.
For any matrices Eij( a), E,,( /3>, with i > j, h > k, a/3 + 0, one has E,j(a)Ehk(P) =Ehk(P)Eij(a) * j +h*
Both sides of the equation above represent the matrix whose (r, s) entry is given by
In particular one has E& cz)Ej( /3> = Ej( /3)E,( a> except for Ii -jl = 1 with (YP # 0.
Let us denote by E,,( a> the elementary matrix of order rr whose (r, s> entry is defined by
elsewhere.
(2.27)
Observe that, for cr # 0, E,,(a)-' = E,,(l/cr). The following result is straightforward.
LEMMA 2.5.
For any matrices Ejj(cr),, Ei,i_ 1( p> one has
Ejj(a)Ei,i-1( P) = Ei,i-l( P)Ejj(a> 
X{Ed -4 **-Ed -md). If no more multipliers m,, of (2.29) are zero, the conditions of Theorem 2.2 hold in (2.37). If more multipliers are zero, the above process can be repeated until the conditions of that theorem are satisfied. Therefore,
L-'
satisfies the WR condition.
Since the roles of L and L-l can be exchanged, the equivalence of (i) and (iii) Therefore, we easily conclude that the equivalence of properties (i), (ii), (iii), and (iv) of Theorem 2.6 holds for any nonsingular lower triangular matrix L. For those matrices L the second part of the theorem does not hold, but the number of nonzero multipliers of the Neville elimination of LV is the same as that of L-'V.
L-l = E,,,(Z;;) -1. E,,(Z,')T-',
Theorem 2.6 and Remark 2.7 allow us to point out some matrices whose Neville elimination has a lower computational cost than Gauss elimination. 
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On the contrary, the Gauss elimination process requires three steps for L and six steps for L-l. In general, for matrices of order n of this type, the numbers are n -1 for Neville elimination and n(n -1)/2 for Gauss elimination.
By Theorem 2.6 and Remark 2.7 we get an analogous conclusion for the NE of any matrix B = L-lV with V an upper triangular matrix and L bidiagonal lower triangular. In general, if L is a lower triangular band matrix, then the Neville elimination of B = L-'V will need less operations than for Gauss elimination. In fact, it can be deduced from Proposition 2 of [3] that the Gauss elimination of a totally positive matrix B = L-lV with all its elements nonzero has all the multipliers nonzero, even when L is a band matrix.
COMPLETE NEVILLE ELIMINATION
Taking into account that the complete Neville elimination consists of two simple Neville eliminations (which will be referred to as the lower and the upper Neville elimination respectively), the theorems of Section 2 can be easily modified. For brevity we will say that a nonsingular matrix A satisfies the WRC condition if the complete Neville elimination can be performed without row or column exchanges. Proceeding as with Theorem 2.2, Theorem 2.6, and Remark 2.7 we have As we have seen in Section 2, a lower triangular, unit diagonal matrix L satisfies the WR condition iff it can be factorized in the form (2.29) with the mij's satisfying (2.8). This is equivalent to the existence of a factorization (2.30) for L-l with (2.8).
and so, taking into account (2.8) we can say that L satisfies the WR condition if and only if its inverse L-' can be expressed as a product of lower triangular, bidiagonal, unit diagonal matrices L-l = s,_,s,_, *** s, (3.3)
in such a way that if $2 1, t denotes the (t + 1, t> entry of Si one has for 2<i<n-1, To deal with complete Neville elimination of TP matrices, the concept of conversion of a matrix A of order n (see [l, p. 1711) is very useful. Recall that the conversion of the matrix A = (aij)r G i, jG n is the matrix A# of order n whose (i,j> entry is a,_,+r n_j+l. ' Given k < n, Qk," will denote the totality of strictly increasing sequences of k natural numbers less than or equal to n:
For ff, P E Qk,n A[ a 1 p] will denote the k X k submatrix of A containing rows numbered by (Y and columns numbered by R. Then the following properties of the conversion of A are straightforward:
(1) for ah (Y, R E Qk,n and 1 < k =G n, one has The conversion of the product of matrices allows to provide UL factorization results by using arguments identical to those used for LU factorizations.
We can reformulate the theorems of this section in terms of factorizations by using the remarks at the end of Section 3. This result is equivalent to Theorem 4.3.
REMARK 4.6. The uniqueness of the factorizations given in Theorems 4.1' and 4.2' follows from Section 3.
