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UNCERTAINTY QUANTIFICATION AND ANALYSIS OF
DYNAMICAL SYSTEMS WITH INVARIANTS
Anant A. Joshi∗ and Kamesh Subbarao†
This paper considers uncertainty quantification in systems perturbed by stochastic
disturbances, in particular, Gaussian white noise. The main focus of this work is
on describing the time evolution of statistical moments of certain invariants (for
instance total energy and magnitude of angular momentum) for such systems. A
first case study for the attitude dynamics of a rigid body is presented where it is
shown that these techniques offer a closed form representation of the evolution of
the first and second moments of the kinetic energy of the resulting stochastic dy-
namical system. A second case study of a two body problem is presented in which
bounds on the first and second moments of the angular momentum are presented.
INTRODUCTION
Uncertainty quantification deals with analysis of how the probability distribution of the states of
a system changes with time. Various fields of sciences have employed uncertainty quantification
techniques1–5 in addition to engineering fields astrodynamics, dynamical systems and estimation.
The Fokker-Planck equation6, 7 allows us to quantify this temporal variation; however being a partial
differential equation in both time and states, it is non-trivial to solve. Attempts at simplifying the
partial differential equation by considering stationary conditions have been madea as in Ref. [8].
A commonly employed approach to quantify uncertainty is to approximate the probability density
function (pdf) of the state of a dynamical system as a sum of Gaussians. In a typical estimation
problem, the square of the difference between the estimate of the pdf and the true predicted pdf9 is
minimized as in Gaussian sum filtering using weights that change over time (adaptive weights)10
as opposed to keeping them constant11, 12 between successive measurements. Further, the number
of components in the Gaussian mixture too can be varied over time.13 Gaussian approximation can
also be propagated in time using Taylor series expansion of the dynamical equation governing the
system.14 Additionally, uncertainty quantification for systems that evolve on manifolds has also
been an area of interest15–17 and has found uses in estimation.18, 19
In this paper we focus on certain invariants of dynamical systems defined as quantities which do
not change over time. For instance the total mechanical energy of an ideal autonomous spring
mass system is an invariant. Studying invariants is useful as they give us information about the
bounds on the states of a system, and being real valued quantities they are easy to manipulate.
Controller design using Lyapunov method uses exactly this principle - to introduce such a control
that will drive a positive definite invariant for the original system to zero. For the two body orbit
dynamics problem, the invariants total energy and angular momentum, gives us details about the
orbit of the orbiting body. For a torque free rigid body, kinetic energy and magnitude of angular
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momentum give us details about the stability of the body when analysed using polhode plots.20, 21
Given such invariants in a dynamical system, we investigate the effect of random noise on the
dynamical systems and thereby the invariants.
For Hamiltonian systems without random perturbations, the pdf at any time can be computed if it
is known at some prior time instant, and this approach can also be used to approximate the state as
a Gaussian random variable.14 For Hamiltonian systems with random perturbations, solution to the
Fokker Planck equation exists,8 but under stationary conditions. In this work we will quantify the
temporal evolution of first and second statistical moments of scalar invariants for dynamical systems
perturbed by Gaussian white noise. We will make use of the statistical properties of Gaussian white
noise. We will begin with a brief overview of probability and Brownian motion followed by a
rigorous description of invariants and the problem description. Then we will present the main
theorem in this paper, and finally its applications in finding the time evolution of the first two
statistical moments of the states and invariants. We will also present application of the developed
theory to two case studies: first we study rigid body dynamics in which we investigate the evolution
of kinetic energy of the rigid body and present interesting and useful results which are verified by
numerical simulation; second we study the two body problem in which we investigate the evolution
of angular momentum and provide bounds on its rate of change.
MATHEMATICAL PRELIMINARIES
Probability Overview
The mean of a random variableX will be denoted by E[X]. If the mean is a function of time (if for
example, X is a stochastic process), mean at time t will be denoted by E[X](t) := E[X(t)] and
covariance at time t will be denoted as cov[X](t) := E[(X(t) − E[X](t))(X(t) − E[X](t))T ].
The correlation of X will be denoted as corr[X](t) = E[X(t)X(t)T ]. The covariance is related
to the correlation as
cov[X](t) = corr[X]− E[X]E[X]T (1)
Differentiating this we have
d
dt
cov[X] =
d
dt
corr[X]− ( d
dt
E[X])E[X]T − E[X]( d
dt
E[X])T (2)
The probability density function of X will be denoted by pX(·). The mean of a function of a
random variable y(X) is given byE[y(X)] =
∫
y(α)pX(α)dα. For a multivariate Gaussian
random variable G ∈ Rg, with probability density function pG(·), mean µG ∈ Rg covariance
QG ∈ Rg×g, the mean and covariance of a linear transformation LG ofG is
E[LG] = LµG, cov[LG] = LQGL
T (3)
The moment generating function of the multivariate Gaussian is defined as ϕ(t) := exp(ιtTµG −
1
2t
TQGt) for t ∈ Rg and with ι :=
√−1. The following results will be used later. The proofs are
trivial. For a multivariate Gaussian random variable G ∈ Rg, E[GTMG] = tr(M corr[G]) for
M ∈ Rg×g. Given two random variablesX1 andX2 with probability density functions pX1(·) and
pX2(·) respectively, the mean ofX1 can be written as E[X1] =
∫ (∫
αpX2(β)dβ
)
pX1(α)dα.
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Brownian Motion Overview
Brownian motion (B(t) ∈ Rm, t ∈ R) is a stochastic process having the following properties
(Refs. [7, 22]):
1. B(0) = 0 almost surely
2. The Browninan motion has independent increments
3. B(t)−B(s) ∼ N (0, (t− s)Q)
4. dB(t) := B(t+ dt)−B(t) =⇒ dB ∼ N (0,Qdt)
where dt ∈ R denotes an infinitesimal time increment here and throughout the paper. We will
further assume that
5. the Brownian motion is independent of the state
6. Q is diagonal.
Using the results in Ref. [23] it can be observed that
1. E[dBi(t)dBj(t)dBk(t)] = 0 ∀ i, j, k = 1, 2, 3, . . . ,m
2. E[dBi(t)dBj(t)dBk(t)dBl(t)] = O((dt)2) ∀ i, j, k, l = 1, 2, 3, . . . ,m
Gaussian white noise
Heuristically, the time derivative of Brownian motion is referred to as white noisen := dBdt although
Brownian motion is not differentiable. When writing a stochastic differential equation, Brownian
motion is often represented as white noise (See Ref. [22] for more details). In this work, systems
perturbed by Brownian motion will be said to be systems perturbed by Gaussian white noise inter-
changeably. Note however, that both point to the same object, but they are just different words used
in different cases. For example, eqs. (4) and (5) will represent the same physical system but have
different mathematical precision of expression.
dx(t) = dB(t) (4)
x˙(t) = n(t) (5)
Flow of a deterministic system
Assume that the state x ∈ Rn of a dynamical system is governed by the following deterministic
differential equation:
x˙(t) = f(t,x) (6)
x(t) ∈ Rn,f : R× Rn → Rn with initial condition x(t0) = x0
The solution flow of the system is a map φd,X : R× R× Rn → Rn such that
1. φd,X(t0, t0,x0) = x0
2. ∂∂tφd,X(t, t0,x) = f(t,φd,X(t, t0,x))
3
3. φd,X(t, t0,x0) = x(t)
Description of stochastic systems
Assume that the system in eq. (6) is perturbed by Gaussian white noise. The state of the resulting
stochastic system is governed by the following stochastic differential equation:
dx = f(t,x)dt+ g(t,x)dB(t) (7)
x(t) ∈ Rn, dB(t) ∈ Rm,f : R × Rn → Rn, g : R × Rm → Rn×m. The state at time t will be a
random variable, denoted byX(t).
To describe the flow of a stochastic system, we will define a function φ, inspired by the first order
Taylor series expansion of the flow of a deterministic system, suitably modified for our use. If
g ≡ 0, eq. (7) is a deterministic system and the flow φd,X satisfies properties of the flow of a
deterministic system. Hence, φd,X(t0 + dt, t0,x0) = x0 + f(t0, x0)dt+O((dt)2)
Define φX : R× R× Rn × Rm → Rn to satisfy
φX(t0 + dt, t0,α, b) =α+ f(t0,α)dt+ g(t0,α)b+O((dt)
2) (8)
φX(t0, t0,x, b) =x (9)
with b defined for readibility as b := dB(t). Note that b ∼ N(0,Q(t)dt) is a random vector. It
denotes realization of the Brownian motion.
In the rest of the document, the flow will only be expanded to first order in dt by dropping the
O((dt)2) terms since they will vanish on taking limdt→0. For more literature on stochastic flows,
the reader is referred to Refs. [24, 25].
pX(t,α) will refer to the probability density of the state X which is also a function of time t. In
other words, pX(t,α)dα is the probability thatX ∈ (α,α+ dα) at time t. pb(·) applies similarly
to b.
PROBLEM DESCRIPTION
Invariant for deterministic system: For a deterministic system invariants are quantities which do not
change along the flow of the system. In the present context, the invariants are functions of the state
of the system. For example, for a spring-mass system, the invariant (total energy) is a function of
the state vector (position, and velocity). We shall use the notation S to capture all those variables
of which the invariant is a function of.
s˙(t) = F (t, s) (10)
s(t) ∈ Rq,F : R×Rq → Rq will denote the dynamics of the variables comprising S for the system
in eq. (6) and φd,S the flow of the flow of system in eq. (10). We shall use the notation U : Rq → R
to denote scalar invariants for a system. For an invariant U(s) of the system in eq. (6) the dynamics
of the invariant yields
4
dU
dt
= 0 =⇒ (Us(α))TF (α) = 0 (11)
for any state vector α, where Us(ξ) :=
dU
ds
∣∣∣∣
s=ξ
If the system in eq. (6) changes to eq. (7) then the dynamics governing the invariant will also change,
which we will denote by
ds = F (t, s)dt+G(t, s)dB(t) (12)
The state governing the invariant at time t will be a random variable denoted by S(t). Similar
to eqs. (8) and (9), φS(t + dt, t, ξ, b) will denote the flow of eq. (12). pS(t, ·) will denote the
probability density of S. We address the problem of quantifying the first and second statistical
moments of U(S(t)).
SOLUTION APPROACH
Theorem 1. Given a deterministic function y of the state X , define yz(α) :=
dy
dz
∣∣∣∣
z=α
and
Hy(α) :=
1
2
d2y
dzdzT
∣∣∣∣
z=α
For the system in eq. (7),
d
dt
(E[y(X)]) =
∫
yz(α)
Tf(t,α)pX(t,α)dα
+ lim
dt→0
∫ ∫
((g(t,α)β)THy(α)g(t,α)βpb(β)dβ)pX(t,α)dα
dt
(13)
Proof. Only for the proof of theorem 1 the notation for probability density will be changed. pXt(α) :=
pX(t,α) will denote the probability density of the random variableX at the time t.
We will go through the proof in two steps. First, we will find the expectation of the function of the
state due to an infinitesimal increment dt in time. Then, we will use the first principles definition of
time derivative to complete the proof.
In eq. (8), given the value of state (α) and value of b (β) at time t, the state at time t + dt will be
given by
γ := X(t+ dt) = α+ f(t0,α)dt+ g(t0,α)β
Hence if we know the value of X(t) and b we can find the value of X(t + dt) exactly. If we (in
an intuitive sense) average over the values of all α and β (since both of them are random variables)
we will arrive at E[X(t + dt)]. This is intuitively equivalent to finding all values of γ itself and
averaging over them, since all values of α and β will invariably lead to all values of γ.
We want to cast this intuition in a probabilistic way so that we can write the expectation in terms
of integrals. Therefore, written in the form of probability density function (denoting the Dirac delta
5
function by δ(·))
pXt+dt|Xt,b(γ|α,β) = δ(γ − (α+ f(t,α)dt+ g(t,α)β)) (14)
Now that we know the value of the next state given the previous state and the realisation of Brownian
motion, or equivalently the conditional probability density, we will try to find the probability density
function of γ and integrate over all γ to find the expectation.
By the definition of conditional probability (dropping arguments of functions for readability when-
ever required),
pXt+dt,Xt,b =pXt+dt|Xt,b pXt,b (15)
Since the Brownian motion is assumed independent of the state,
pXt+dt,Xt,b = pXt+dt|Xt,b pXt pb (16)
From the definition of marginal probability density and expectation value,
pXt+dt(γ) =
∫ ∫
pXt+dt,Xt,b(γ,α,β)dαdβ (17)
E[X](t+ dt) = E[Xt+dt] =
∫ ∫ ∫
γpXt+dt,Xt,bdγdαdβ (18)
Substituting eqs. (14) and (16), recalling the properties of δ(·) and integrating in γ we have,
E[X](t+ dt) =
∫ ∫
(α+ f(t,α)dt+ g(t,α)β)pXtpbdβdα (19)
Using the definition of φX in eq. (8)
E[X](t+ dt) =
∫ ∫
φX(t+ dt, t,α,β)pXtpbdβdα (20)
This conforms with the intuitive idea of averaging over all possible values of α and β. We want to
do the same for any function y(X). Recalling,
E[y(X)](t) =
∫
y(α)pX(t,α)dα (21)
and
py(Xt+dt)|Xt,b(γ|α,β) = δ(γ − y(α+ f(t,α)dt+ g(t,α)β)) (22)
we similarly obtain
E[y(X)](t+ dt) =
∫ ∫
y(φX(t+ dt, t,α,β))pXtpbdβdα (23)
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We will now proceed to find the derivative having found the value at t + dt. Using multivari-
ate Taylor series expansion upto second order along the dynamics of eq. (7) and recalling that
y(φX(0, t,α,β)) = y(α) we have,
y(φX(t+ dt, t,α,β) = y(α) + (yz(α))
T (dx) + dxTHy(α)dx (24)
Subtracting eq. (21) from eq. (23) and dropping arguments of functions we have
dE[y(X)] =
∫ ∫
((yz)
T (fdt+ gβ) + (fdt+ gβ)THy(fdt+ gβ))pbdβpXtdα (25)
On expanding the integrand, the following terms will integrate to zero:
1. yTz gβ, f
THygβdt and (gβ)THyfdt since b is a Gaussian random variable with zero mean
2. fTHyf(dt)2 since O((dt)2) terms are ignored
Finally taking limdt→0 and recalling
∫
pb(t,β)dβ = 1
E˙[y(X)] =
∫
yTz fpXdα+ lim
dt→0
∫ ∫
(gβ)THygβpbdβpXdα
dt
(26)
This completes the proof of the theorem.
Note : the limit makes sense since the integral in the numerator is O(dt) because the covariance of
b isQdt.
We will present two special cases of the application of theorem 1 and the results are consistent with
similar ones as in Ref. [26].
Corollary 1. Evolution of mean of the state: Setting y(X) := X , yz = I and Hy = 0. Using
theorem 1 we have
d
dt
(E[X]) = E[f(t,X)]
Corollary 2. Evolution of correlation of the state: Setting y(X) = XXT , we see yz(α) ·f(α) =
αfT (α) + f(α)αT and using theorem 1 we have,
d
dt
(
E[XXT ]
)
= E[XfT (X)] + E[f(X)XT ] + E[g(X)QgT (X)]
d
dt cov[X] =
d
dt corr[X]− ( ddtE[X])E[X]T −E[X]( ddtE[X])T which is obtained by differentiat-
ing the formula cov[X] = corr[X]− E[X]E[X]T .
Evolution of invariant
We will derive expressions for the rate of change of the first and second moments of an invariant
U(s) with underlying dynamics given by eq. (12). DefineHU (α) :=
1
2
d2U
dsdsT
∣∣∣∣
s=α
Also define,
u1(t) := E[U(s)](t) =
∫
U(ξ)pS(t, ξ)dξ (27)
u2(t) := E[(U(s))
2](t) (28)
cov[U ](t) := E[(U(s)− u1)2](t) = (u2(t))− (u1(t))2 (29)
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The mean, correlation, and covariance of the invariant are given by eqs. (27), (28) and (29) respec-
tively. Using theorem 1 and eq. (11) we obtain on substitution (suppressing arguments of functions
to keep notation clean):
u˙1(t) =
∫
tr(HUGQG
T )pSdξ (30)
u˙2(t) =
∫
[2U tr(QGTHUG) + tr(U
T
s GQG
TUs)]pSdξ (31)
d
dt
(cov[U ](t)) =
∫
[2(U − u1) tr(QGTHUG) + tr(UTs GQGTUs)]pSdξ (32)
It must be kept in mind that in cases where G is the identity map, will greatly simplify these
expressions.
ANALYSIS OF RIGID BODY ATTITUDE DYNAMICS
For a rigid body, the dynamics of the angular velocity of the body with respect to an inertial frame,
expressed in body frame components (ω ∈ R3) is governed by eq. (33) where the moment of inertia
is denoted by J = JT > 0 ∈ R3×3 and torque acting on rigid body by τ ∈ R3. If we carry out the
analysis with body axes assumed to be aligned along the principal axes of inertia then J is diagonal,
and eq. (33) simplifies to eqs. (34) to (36).
Jω˙ = −ω × Jω + τ (33)
ω˙1 =
J2 − J3
J1
ω2ω3 +
τ1
J1
= c1ω2ω3 + n1 (34)
ω˙2 =
J3 − J1
J2
ω1ω3 +
τ2
J2
= c2ω1ω3 + n2 (35)
ω˙3 =
J1 − J2
J3
ω1ω2 +
τ3
J3
= c3ω1ω2 + n3 (36)
Clearly, for the rigid body, we identify f(t,α) = −J−1(α× Jα) and g(t,α) = J−1.
For this rigid body subject to torque free motion, there are two invariants, the kinetic energy and
the norm of angular momentum. Both the invariants are functions only of the angular velocity of
the rigid body. We will look at evolution of first and second moments of the kinetic energy in the
presence of stochastic torques (Q will denote the covariance of τ ). Denote the mean, correlation
and covariance of angular velocity by µ,R and Σ respectively. Assume the body axes to be aligned
with the principal axes of moment of inertia. We use Corollary 1 and 2 to arrive at expressions of
the expressions for µ˙ and σ˙ (refer to Appendix A for details of derivation). The expressions for µ˙
expressed in scalar form are as follows (the expressions for σ˙) are not presented in scalar form since
they are not very readable):
µ˙1 = c1Σ23 + c1µ2µ3
µ˙2 = c2Σ31 + c2µ3µ1
µ˙3 = c3Σ12 + c3µ1µ2
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Alternately, the combined equations can be expressed in vector form as
µ˙ = −J−1 (µ× Jµ) + J−1σ (37)
Σ˙ = AΣ + ΣAT + J−1QJ−1 (38)
whereA :=
∂
∂α
f(t,α)
∣∣∣∣
α=µ
and σ := [(J2 − J3)Σ23 (J3 − J1)Σ31 (J1 − J2)Σ12]T .
It is to be noted that if Σ is diagonal, then evolution of the mean of the angular velocity states for
the stochastic attitude dynamics reduces to
µ˙ = −J−1 (µ× Jµ)
which has the same structure as the torque free rigid body motion. We now look at the two invariants
previously mentioned.
Rotational Kinetic Energy
The kinetic energy UK of a rigid body is given by the expression
UK(ω) =
1
2
ωTJω (39)
This yields
(UK)ω = Jω (40)
and
HUK =
J
2
(41)
Evolution of the Mean:
µK(t) := E[UK(ω)](t) (42)
Using eq. (30) and eq. (41)
µ˙K(t) =
1
2
tr(J−1Q) (43)
Evolution of Correlation:
RK(t) := E[(UK(ω))
2](t) (44)
Using eq. (31) and eqs. (40) and (41)
R˙K(t) = µK(t) tr(JQ) + tr((Σ + µµ
T )Q) (45)
Evolution of Covariance:
ΣK = cov[UK(ω)](t) = RK(t)− µ2K(t) (46)
Using eq. (32), (40) and (41) we have
Σ˙K =
d
dt
cov[UK(ω)] = tr((Σ + µµ
T )Q) (47)
Refer Appendix B for details of derivations.
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Summary:
Thus the governing equations for the first and second moments of the states and the corresponding
invariant (rotational kinetic energy) can be summarized as follows:
µ˙ = −J−1 (µ× Jµ) + J−1σ
Σ˙ = AΣ + ΣAT + J−1QJ−1
µ˙K(t) =
1
2
tr(J−1Q)
Σ˙K = tr((Σ + µµ
T )Q)
whereA :=
∂
∂α
f(t,α)
∣∣∣∣
α=µ
and σ := [(J2 − J3)Σ23 (J3 − J1)Σ31 (J1 − J2)Σ12]T .
Numerical Verification
We observe that it is difficult to find an analytical solution for the mean and covariance propagation
of angular velocity (eqs. (37) and (38)) in the general case. However, the structure of eqs. (37)
and (38) presents a simple coupled system of first order ordinary vector-matrix differential equations
that can be numerically integrated. Using the data from this numerical solution we can numerically
evaluate eq. (47). The evolution predicted by eqs. (43) and (47) agrees closely with that obtained
through Monte Carlo simulations. Simulation results are presented in figs. 1 and 2. The growth in
the simulated 3σ bounds is expected since there is uncertainty in the external torques as well as the
initial angular velocities. The simulation parameters in SI units are as follows:
1. Q = diag(0.005, 0.002, 0.003) N2m2
2. J = diag(10, 12, 14) kgm2
3. Simulation time step for numerical integration : 0.1 s
4. Total simulation time : 100 s
5. Initial mean and covariance of angular velocity assuming Gaussian distribution:
[0.02, 0.02, 0.02] rad/s and diag(0.00002, 0.00002, 0.00002) rad2/s2 respectively
6. Number of Monte Carlo sample points : 10000
ANALYSIS OF TWO BODY PROBLEM
For the two body problem, the dynamics of the state (relative position r ∈ R3 and relative ve-
locity r˙ ∈ R3) is governed by eq. (48) where the µ is the graviational constant and perturbation
accelerations are η ∈ R3.
d
dt
[
r
r˙
]
=
[
r˙
− µ
r3
r
]
+
[
03×3
I3×3
]
η (48)
Clearly, as with the rigid body, we identify F (t, (r, r˙)) =
[
r˙
− µ
r3
r
]
andG(t, (r, r˙)) =
[
03×3
I3×3
]
. For
the two body problem without perturbation, a few of the invariants are the semi-major axis of the
orbit, angle of inclination, orbit eccentricity, longitude of right ascension, the argument of periapsis,
and the time since periapsis passage. In this paper, we will study the specific angular momentum,
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Figure 1. Mean and Covariance of Kinetic energy
Figure 2. Angular Velocity Histories
and the total specific mechanical energy. Note, the total specific mechanical energy, the specific
angular momentum and the orbit eccentricity are all related so only two out of these three can be
treated as being independent. The invariants are functions of r and r˙. We will look at evolution of
the first and second moments of the square of the magnitude of angular momentum in the presence
of stochastic torques (Q will denote the covariance of η).
Specific Angular Momentum
The specific angular momentum is defined as?
h(r, r˙) := r × r˙ (49)
Angular momentum is a vector invariant for the system in eq. (48).? The square of the Euclidean
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norm of the specific angular momentum (h) is considered as a scalar invariant for the system.
h(r, r˙) :=||h||2
=(r × r˙) · (r × r˙)
=||r||2||r˙||2 − (r · r˙)2
(50)
Simple computations yield:
∂h
∂r
= 2||r˙||2r − 2(r˙ · r)r˙ (51)
∂h
∂r˙
= 2||r||2r˙ − 2(r˙ · r)r (52)
Hh =
[ ||r˙||2I3 − r˙r˙T 2rr˙T − r˙rT − (r · r˙)I3
2rr˙T − r˙rT − (r · r˙)I3 ||r||2I3 − rrT
]
(53)
GTHhGQ = ||r||2Q− rrTQ (54)
Evolution of Mean:
Given
µh(t) := E[h(r, r˙)](t) (55)
and defining λm and λM to be the minimum and maximum eigenvalue ofQ respectively. Then,
E[||r||2](tr(Q)− λM (Q)) ≤ µ˙h ≤ E[||r||2](tr(Q)− λm) (56)
The derivation of these inequalities is as follows. Using eq. (30) and (54)
µ˙h(t) = E[||r||2 tr(Q)− rTQr] (57)
which can be expressed in terms of second moments of r using Corollary 2. SinceQ is symmetric,
λm||r||2 ≤ rTQr ≤ λM ||r||2.
||r||2 tr(Q)− rTQr ≤ ||r||2 tr(Q)− ||r||2λm ∀r (58)
E[||r||2 tr(Q)− rTQr] =
∫
(||r||2 tr(Q)− rTQr)p(ξ)dξ
≤
∫
(||r||2 tr(Q)− ||r||2λmp(ξ)dξ
=E[||r||2](tr(Q)− λm)
(59)
The other inequality can be obtained similarly.
This gives us analytical bounds on the stochastic quantity µh as we can obtain E[||r||2] from the
equations for the second moment of the state (Corollary 2).
Evolution of Correlation:
Rh(t) := E[h
2(r, r˙)](t) (60)
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Using eq. (31)
R˙h(t) =E[2(||r||2 tr(Q)− rTQr)(||r||2||r˙||2 − (r · r˙)2) + 4||r||4r˙TQr˙
+ 4(r · r˙)2rTQr − 8||r||2(r · r˙)r˙TQr] (61)
which contains higher moments that can be expressed in terms of first and second moments us-
ing moment generating function of Gaussian random variable. We will now get analytical bounds
on R˙h(t) also. We will define v to make this derivation easier since it will recur throughout the
derivation.
v := ||r||2r˙ − (r · r˙)r = ||r||2(r˙ − ( r||r|| · r˙)
r
||r||) (62)
Notice that v is just r˙ with the component of r removed from it. Hence v can never be parallel to r.
If r˙ is parallel to r then v = 0. For convenience, define {b1, b2} as unit norm vectors orthogonal
to r such that {b1, b2, r} forms a basis for R3. Thus v can take all values in span{b1, b2} but not
in entire R3. The following computations will cast R˙h in terms of v and r.
||v||2 = ||r||4||r˙||2 − ||r||2(r · r˙)2 (63)
||r||4r˙TQr˙ + (r · r˙)2rTQr − 2||r||2(r · r˙)r˙TQr = vTQv (64)
R˙h = 2E[tr(Q)||v||2 − r
TQr
||r||2 ||v||
2 + 2vTQv] (65)
Let us consider two cases: (i) λm = λM ⇐⇒ Q = pI3×3 for some p ∈ R (ii) λm 6= λM .
For case (i),
R˙h = 24pE[||v||2] (66)
For case (ii),
Let r˙ = θr + θ1b1 + θ2b2 for some θ, θ1, θ2 ∈ R
From definition, v = ||r||2(θr + θ1b1 + θ2b2) − θ(r · r)r = ||r||2(θ1b1 + θ2b2). Hence v takes
all values in the span{b1, b2} but not in entire R3.
Let us focus on getting the upper bound on R˙h. The procedure for the upper bound will be anal-
ogous. We can choose r such that r is the eigenvector corresponding to minimum eigenvalue of
Q and v to be eigenvector corresponding to maximum eigenvalue of Q. Now since eigenvectors
corresponding to distinct eigenvalues are orthogonal for a symmetric matrix (and the minimum and
maximum eigenvalues are distinct from assumption) the eigenvector corresponding to the maximum
eigenvalue ofQ will be orthogonal to chosen r hence v can take that value.
Outline of the Proof: For all r,v:
tr(Q)||v||2 − r
TQr
||r||2 ||v||
2 + 2vTQv ≤ tr(Q)||v||2 − λm||v||2 + 2vTQv
≤ tr(Q)||v||2 − λm||v||2 + 2||v||2λM
(67)
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Thus we have,
2(tr(Q) + 2λm − λM )E[||v||2] ≤ R˙h ≤ 2(tr(Q) + 2λM − λm)E[||v||2] (68)
Notice that ||v||2 = h||r||2. This simplifies eq. (65) to
R˙h = 2E[h tr(Q)||r||2 − hrTQr + 2vTQv] (69)
eq. (66) to
R˙h = 24pE[h||r||2] (70)
eq. (68) to
2(tr(Q) + 2λm − λM )E[h||r||2] ≤ R˙h ≤ 2(tr(Q) + 2λM − λm)E[h||r||2] (71)
Summary:
The bounds obtained can be summarized as follows:
E[||r||2](tr(Q)− λM ) ≤ µ˙h ≤ E[||r||2](tr(Q)− λm)
IfQ is a multiple of identity (pI3×3), then
R˙h = 24pE[h||r||2]
and otherwise
2(tr(Q) + 2λm − λM )E[h||r||2] ≤ R˙h ≤ 2(tr(Q) + 2λM − λm)E[h||r||2]
CONCLUSION
In this paper, we considered dynamical systems with invariants when perturbed by Gaussian white
noise. We first derived how the expectation of any function of the state of the perturbed system
evolves with time. We used this to study the temporal evolution of the first two statistical moments
of the system’s invariants. Two case studies were investigated, first the kinetic energy of a rigid body
and the second the square of the norm of the specific angular momentum in the two body problem.
In the rigid body case, the propagation of the mean of kinetic energy has a linear evolution with time
and covariance has a numerically implementable structure. Numerical simulations were performed
and the semi-analytical solutions were compared with Monte Carlo simulations. For the two body
problem, bounds were established for the mean and covariance of the angular momentum.
APPENDIX A
We will use corollary 1 and 2 to derive expressions for µ˙ and Σ˙ in eqs. (37) and (38) respectively.
We will do it here for the case when J is diagonal, as in eqs. (34) to (36). From corollary 1 and 2,
µ˙ =E[−ω × Jω] (72)
R˙ = Σ˙ =E[−ω(J−1(ω × Jω))T ] + E[−(J−1(ω × Jω))ωT ] + J−1QJ−1 (73)
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Note for convenience that
−J−1(ω × Jω) =
c1ω2ω3c2ω1ω3
c3ω1ω2
 (74)
−ω(J−1(ω × Jω))T =
c1ω1ω2ω3 c2ω21ω2 c3ω21ω2c1ω22ω3 c2ω1ω2ω3 c3ω1ω22
c1ω2ω
2
3 c2ω1ω
2
3 c3ω1ω2ω3
 (75)
Define
Ω1 :=E[−ω × Jω] (76)
Ω2 :=E[−ω(J−1(ω × Jω))T ]⇒ E[−(J−1(ω × Jω))ωT ] = ΩT2 (77)
Using eq. (1) we establish E[ωiωj ] = Σij +µiµj . Thus we obtain Ω1 = −J−1 (µ× Jµ) +J−1σ
with σ := [(J2 − J3)Σ23 (J3 − J1)Σ31 (J1 − J2)Σ12]T effectively arriving at eq. (37). To
calculate Ω2, the expectation will thus involve third moments of the random variable ω. We will
use the moment generating function of the multivariate Gaussian to write the third moments in terms
of first and second moments. For example, E[ω1ω2ω3] = µ1µ2µ3 +µ1Σ23 +µ2Σ13 +µ3Σ12 which
is obtained by finding
∂ϕ(t)
∂t1∂t2∂t3
∣∣∣
t=0
where t = [t1, t2, t3]. Hence we have
Ω2 = Ω3
c1 0 00 c2 0
0 0 c3
 (78)
with C := (µ1µ2µ3 + µ1Σ23 + µ2Σ13 + µ3Σ12) and
Ω3 :=
 C (µ21µ3 + 2µ1Σ13 + µ3Σ11) (µ21µ2 + 2µ1Σ12 + µ3Σ11)(µ22µ3 + 2µ2Σ23 + µ3Σ22) C (µ1µ22 + 2µ2Σ12 + µ1Σ22)
(µ2µ
2
3 + 2µ3Σ23 + µ2Σ33) (µ1µ
2
3 + 2µ3Σ13 + µ1Σ33) C
 (79)
Substituting in eq. (73) we obtain
R˙ = Ω2 + Ω
T
2 + J
−1QJ−1 (80)
We will now use eq. (2) to arrive at Σ˙. Note for convenience that
µµ˙T =
c1(µ1Σ23 + µ1µ2µ3) c2(µ1Σ13 + µ3µ21) c3(µ1Σ12 + µ21µ2)c1(µ2Σ23 + µ22µ3) c2(µ2Σ13 + µ1µ2µ3) c3(µ2Σ12 + µ1µ22)
c1(µ3Σ23 + µ2µ
2
3) c2(µ3Σ13 + µ1µ
2
3) c3(µ3Σ12 + µ1µ2µ3)
 (81)
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DefineA :=
∂
∂α
f(t,α)
∣∣∣∣
α=µ
. When calculated explicitly it evaluates to
A =
 0 c1µ3 c1µ2c2µ3 0 c2µ1
c3µ2 c3µ1 0
 (82)
It remains to be noticed that substituting eqs. (80) and (81) in eq. (2) and using eq. (82) yields
eq. (38).
APPENDIX B
Note for convenience that G = J−1, HU = J2 , U =
1
2ω
TJω, Us = Jω. We make these
substitutions in eq. (30), (32).
µ˙K =
∫
(
J
2
J−1QJ−1)pSdξ
=
1
2
tr(QJ−1)
(83)
Σ˙K =
∫
(2(
1
2
ωTJω − µK) tr(QJ−1J
2
J−1) + tr(ωTJTJ−1QJ−1Jω))pSdξ
=µK − µK +
∫
(tr(ωTQω))pSdξ)
= tr(Q corr(ω))
= tr(Q(Σ + µµT ))
(84)
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