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1. INTRODUCTION 
In an input-and-output system, inputs impinging on a black box are partly reflected, transmitted, 
and absorbed (or generated). Many physical processes can be viewed as input-and-output sys- 
tems. The relations between inputs and outputs obey certain laws of physics for a given process. 
However, they are all governed by the same mathematical model called scattering theory. This 
unification enables us to study various physical processes with the same mathematical structure. 
Physical processes, such as transmission line, cascade network, radiative transfer, dielectric 
wave propagation, neutron diffusion, etc., can all be considered as input-and-output systems; for 
more details, see [l-5]. The physics of these systems determines so-called coefficients or infinites- 
imal generators. Various processes have different types of coefficients. Once these coefficients 
are determined, all processes are governed by a set of identical mathematical structures, either 
in differential equation model or in algebraic model form. The differential equation model may 
involve Riccati type equations. That is why, for example, both the feedback control theory and 
the reflection operator for radiative transfer are involved in solving this nonlinear differential 
equation. The only difference between them are coefficients. In wave propagation in a dielectric 
medium, the coefficients are determined by medium parameters, such as dielectric constants and 
permeabilities [6,7]. In the analysis of specific intensities in radiative transfers, the coefficients 
are determined by medium parameters such as scattering coefficients, absorption coefficients, and 
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phase functions [l]. For the stationary case, i.e., these parameters are constants in time, the co- 
efficients related to wave propagation in dielectric medium and radiative transfers are “bounded 
operators”. On the other hand, for the nonstationary case, the coefficients are unbounded oper- 
ators [8,9]. This explains that well-known results in wave propagation in the dielectric medium 
can be translated to radiative transfer and vice versa. It also indicates the difficulties involved in 
the nonstationary case. The advantage of this model is that there are many well-known results in 
differential and operator equations which can be applied here. There are also results in particular 
on Riccati type equations. For related references in analyses, see (lo] for the finite-dimensional 
case and references in this article for the infinite-dimensional case. For computational methods, 
see [l&12]. 
A simple algebraic model was obtained early by Stokes [13] in the study of reflection of a pile of 
identical glass. Slowly this model was extended to nonidentical glass and to the continuous case. 
After the full development of radiative transfer by Bellman and his associates [ll], the neutron 
diffusion by Wing [5], and the transmission line theory by Redheffer [3], a unified algebraic model 
was established by Redheffer [3], so-called star-products. The algebraic structure is associative 
but not distributive under the star-products. Of course, it leads to differential equations by taking 
limits. The algebraic model explains, for example, the physics of multiscattering processes very 
clearly and is easy to understand. This model may be more suitable for digital computation [2]. 
It can even be used to solve inverse problems [14]. 
The purpose of this paper is the application of an input-and-output system to obtain some 
results in estimation theory. Estimation theory is seldom considered in this way because of the 
dimension of the process and the nature of representation used for the operators. After a short 
introduction of stochastic operators in Hilbert space, we state estimation problems in the frame of 
input-and-output systems. From the input-and-output point of view, internal and external states 
are naturally introduced. In fact, the decomposition of the Hamiltonian system into two states 
is mathematically necessary and sufficient. It turns out that the external state is the well-known 
Kalman filter. In the analysis, we extended the 2 x 2 scattering matrix to a 3 x 3 for convenience 
and necessity of our analysis. We obtain some new and old results. The most important is that 
we have established a relation between estimation theory and input-and-output systems, 
2. STATE ESTIMATION 
To investigate the estimation problem to be treated in this paper, we consider the following 
stochastic integral equation on some Hilbert space: 
I 
t 
u(t) = u(u) + A(s)u(s) ds + 
s 
t d(s) dW(s), t E [d], (1) 
a a 
where A(s) is a deterministic linear bounded operator, 4(s) is a suitable transformation valued 
stochastic process, and W(s) is a Hilbert space valued Wiener process. 
To discuss the integral equation (l), we need some basic abstract probability theory. We 
consider throughout that (f&d, p) is a probability space, where A is a Bore1 field and p is a 
probability measure. We let H be a Hilbert space and [a, t] to be a finite interval. 
Then an H-valued random variable X(W) is a map 2 : 52 -+ H which is measurable relative 
to p; furthermore, if z E L(R, H), then its expectation is given by 
Ex = J 4~) &. 
An H-valued stochastic process is a transformaion z(t, w) : [a, b] x R + H which is measurable in 
both t and w. Another important notion is the conditional expectation, E[x ) 31, of an H-valued 
variable relative to a subsigma field 3 c A. E[x ) 31 is such that 
J x(w) dp = I E[x I 31 dp C C 
for all C in 3. 
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If F = d[y; y E H], that is, if F is generated by an H-valued random variable y on (R, A, p), 
then in this case, we write E[z 1 y] for the conditional expectation of 2 given y, and E[z ] y] is 
called the best global estimate of x given y. 
If F = d[y; y E H] and both x and y are in Lz(Q,H) and L~(fl,.l?), respectively (H is a 
Hilbert space), then E[z 1 y] is the projection of X on the subspace Hr, of Lz(R, H) where 
Hv = {U(W) E H : u(w) = F(y(w)), F : I? -+ H} 
is measurable relative to the measure induced by y on (H, B(H)). 
In the following, we give a brief introduction to the notions of covariance, independence, or- 
thogonality, and Wiener process in Hilbert space (for more details see [15-231). 
The covariance operator of H-random operators x and y is denoted by cov(x, y) and is given 
by 
cov(x, Y) = Jqx . Y) - (Ex) . (EY), 
where cov(x, y) E L(H, H) and (x . y) : H + H defined by (z. y)h = x(y, h), for all h E H with 
( , ) as the inner product associated with H. 
Two H-valued random operators x and y are said to be independent if E(x . y) = (Ex) . (Ey), 
and to be orthogonal if E(x . y) = 0. 
An H-valued stochastic process x(t) = x(&w) on [a, b] with Ellx(t) - x(s)l12 < CQ is said to 
have orthogonal (independent) increments if (x(t2) - x(.32)) and (x(tl) - x(s1)) are orthogonal 
(independent), respectively, for all si < tl < s2 < t2 in [a, b]. An H-valued stochastic process 




EW(t) = 0, for all t, 
W(t) is continuous in t with probability one (w.p.l), 
E(W(t)-W(s)~(W(t)-W(s)) = It-slk, where k: H --) H is a compact positive definite 
operator, 
(iv) W(t) has independent increments, and 
(v) W(t) has orthogonal increments. 
If 4(t), in the second integral of (l), is deterministic and continuously differentiable, then all 
the integrals in (1) are ordinary Riemann integrals since, in this case, integration by parts can 
be used for the second integral of (l), that is, 
J” 4(s) dW(s) = 4(t)W(t) - +(a)W(a) - s,” (24(s)) W(s) ds, 
a 
where 
s,’ ($+G)) W(s)ds 
is an ordinary Riemann integral evaluated for the individual sample functions of W(s). 
On the other hand, if 4(s) is not continuously differentiable or if $(s) is an H-valued random 
transformation, then we cannot, in general, treat the integral 
s at 4(s) dW(s) 
as an ordinary Riemann-Stieltjes integral since almost all sample functions of W(s) are of un- 
bounded variation. Hence, Ito-integral was introduced for a larger class associated with a fam- 
ily .Ft of a-algebras of A for t in [a, b] (for details, see [21,24] for the finite-dimensional case 
and [19] for the infinite-dimensional case). 
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DEFINITION 1. Let u(t) = ~(t, w) be an H-valued stochastic process on [a, b] given by (I), with 
u(a) E J52(CH), 4 E J52(52,m 4 measurable relative to 3t and A(s) E L(H). Then u(t) is said 
to have the stochastic differential 
do = A(t)u(t) dt + 4(t) dW(t). (2) 
DEFINITION 2. An H-valued stochastic process u(t) is a solution of (I), and hence, of (2) if 
(i) u(t) satisfies (1) with probability one, 
(ii) u(t) is measurable relative to 3t, for all t in [a, b], and 
(iii) u(t) is continuous with probability one in t. 
Two solutions u(t) and C(t) of (2) are the same ifp{w E fi : sup IJu(t) --ii(t = 0) = I, a < t < b. 
We are now ready to present our estimation problem. We consider the following stochastic 
dynamical differential equations: 
dX(t) = A(t)X(t) dt + B(t) dW(t), 
X(a, w) = X(a), -w+)l12 < CQ (3) 
and 
dY(t) = C(t)X(t) dt + D(t) dZ(t), 
Y(a,w) = 0, with a 5 t < b. (4) 
Equations (3) and (4) are known in estimation theoy to generate a signal process X(t) = 
X(t,w) and an observation process Y(t) = Y(t,w), respectively, where X(t) and Y(t) are 
H-valued stochastic processes on [a, b] and X(a) is a random Gaussian process in Hilbert space 
(see [25] for H-valued Gaussian process). 
We assume here also that D(t) is such that D(t)D*(t) is positive definite, and that A(t), 
B(t), D(t), and (D(t)D*(t))-1 are deterministic bounded operators on H, for t in [a, b]. W(t) 
and Z(t) are H-valued Gaussian Wiener processes which are independent and orthogonal, that 
is, cov(W(t), Z(s)) = 0 and E(W(t) . Z(s)) = 0, respectively, for all t and s in [a, b]. 
Without loss of generality, we assume that both Wiener processes are normalized, then 
E (W(t) . W*(s)) = b(t - s) = E (Z(t) . Z*(s)), 
where 6 is the known delta function. 
Finally, we assume that 
cov(W(t),X(a)) = 0 = cov(Z(t),X(a)), for all t 2 a. 
For our purpose, the following definition is needed. 
DEFINITION 3. The best linear estimate f of z E &(a, H) given y E Lz(R, H) is f = I’y, where 
r E L(B, H) is such that E(h, (x - I’Y))~ minimized for all h E H and F E L(I?, H). 
If z and y are Gaussians, then it can be shown (see [IS]) that the best linear estimate and the 
best global estimate of 2 given y are the same, that is, f = E[s I y]. 
As in the finite-dimensional case, we define the innovations process associated with equation (4) 
(see P61) by 
dn(s) = dY(s) - C(S)~(S) ds, (5) 
where k(s) is known as the filtered estimate of X(s) and n(s) = n(s,w) is a process with 
orthogonal increments. Now, with all of the above information, we are in a position to state our 
estimation problem. 
Input-and-Output System 33 
3. ESTIMATION PROBLEM 
With the standing assumptions on equations (3) and (4) and with the innovations process (5), 
we state the following. 
(i) We wish to find the best global estimate of X(s) given the observation process Y(s), with 
a < s < t < b where t is considered fixed. That is, we want to find the linear estimate 
of X(s) given by 
J 
t 
A(s ( t) = K(s, u) Wu), 
a 
where K(s, .) E L(H,H) and such that it minimizes 
E (h, (X(s) - _?(s 1 t)))' , for all h c H. 
If s < t, then _%(s 1 t) is known as the smoothed estimate of X(s), and if s = t, then 
_%(s 1 s) = k(s) is the filtered estimate of X(s). 
(ii) For a given observation Y(s), we wish to use the input-and-output system to establish 
some relations between the smoothed and filtered estimates of X(s). 
4. PROPOSITIONS 
Part (i) of the estimation problem depends heavily on the following proposition which we state 
without proof (see [16,22]), also keeping in mind that since X(a), W(t), and Y(t) are Gaussians, 
_?(s 1 t) = E[X(s) I Yt], where yt = {Y(s) : a 5 s I t}. 
PROPOSITION 1. The 
s 
t 
X(s I t> = K(s, u) Mu) 
a 
is the best linear estimate if and only if 
E (X(s) - _%(s I t) . (n(o) - n(T)) = 0, 
Furthermore, K(s, U) = R(s, u)H(u) is the unique solution which satisfies the estimation prob- 
Jem (i), where 
H(u) = C*(u)(D(u)D*(u))-’ 
and 
R(s,u) = E ((k(s) - X(s)) . (k(u) - X(u))*) 
= 4(%~)R(uL s > ‘1L, 
{ wsM*(% s), s < u, 
with c$(s, U) being the fundamental solution associated with (A(s) - R(s)H(s)C(s)) and R(U) = 
R(u, U) satisfying the following Riccati equation: 
&R(u) = B(u)B*(u) + A(u)R(u) + R(u)A*(u) - R(u)H(u)C(u)R(u). (6) 
From the above proposition, it follows that 
Z(s ( t) = k(s) + R(s)X(s I t), (7) 
where 
with X(t I t) = 0. 
X(s ( t) = 
s 
t +*(u, s)H(u) dn(u), (8) 
S 
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Before proceeding with our approach which uses (7) and (8), we state some known results for 
the given system (3) and (4) under the standing assumptions. 
(I) The filtered estimate X(s) satisfies the celebrated Kalman filters equation, 
G?(s) = A@@(s) ds + R(s)H(s) dn(s). (9) 
For details, see [20,27] for the finite-dimensional case and [15,22] for the infinite-dimen- 
sional case. 
(II) The smoothed estimate X(s 1 t) and the adjoint state X(s 1 t) satisfy the Hamiltonian 
system given by 
dz(s 1 t) = A(s)i(s 1 t) ds + B(s)B*(s)X(s 1 t) ds, PO) 
-dX(s ) t) = -H(s)C(s)k(s 1 t) ds + A*(s)X(s 1 t) ds + H(s) dY(s), (11) 
where (10) and (11) were derived by Bryson and Frazier [28] and by Jazwinski [23] using 
variational methods. 
(III) The partitioned equations of Lainiotis [29], obtained by him in a classical approach, are 
given by 
n n ^ 
X(s) = X0(s) + $o(e, s)X(a I s)7 (12) 
R(a, s) = (E - R(u)Oo(u, s))_l (X(u) + R(u)Xo(a l s)) , 03) 
R(s) = h(S) + $o(o, s)Wa)(E - Oo(% Ma))-V’ 0 (a, s), (14) 
where 
(0 b(s) is the solution of (6) with R(u) = 0, 
(ii) X0(s) is the filtered estimate of X(s) when X(u) = 0 and R(a) = 0, 
(iii) ~$0, 00, and Xc are given, respectively, by 
(iv) 
Xo(a I
$$o(u> s) = (A(s) - &ds)fUsMs))tio(a, s), $otu>a) = E, (15) 
$o(u, s) = cm~, 4~t4w~o(~~ s)7 Oo(%U) = 0, (16) 
s) = s ap $;;(w UP(u) dno(u), n with dno(u) = dY(u) - C(u)Xo(u) du. 
Kailath and his colleagues’ approach (see [30-321) in deriving Lainiotis equations 
used Redheffer scattering theory for the Hamiltonian system (10) and (11) with the 
boundary conditions A(s ] s) = 0 and X(u I s) = x(u) + R(u)X(u I s) associated with 
the scattering picture as in Figure 1, with 
So(% s) = ( tota, s) Po(% s> ro(u, s) To(U, s) > 
as the operator associated with the generator, 
M(s) = A(s) B(s)B*(s) 
-Ws)C(s) A*(s) > 
when R(u) = 0, and 
as the constant operator where E is the identity operator, for the boundary layer 
with the fact that S(u, s) = SZS. Hence, Lainiotis and other results follow. 
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Figure 1. Kailath scattering picture. 
Now we are ready to present our results for the estimation problem (ii), but first, we set 
qs 1 t) = qs 1 t) - 2(s) = R(s)X(s 1 t). 
Then we have the following. 
PROPOSITION 2. %(s 1 t) and X(s 1 t) satisfy the Hamiltonian system given by 
d*(s 1 t) = d(s)x(s 1 t) ds + B(s)B*(s)X(s 1 t) ds - R(S)H(s) dn(s), 
-dX(s I t) = -H(s)C(s)k(s 1 t) ds + A*(s)X(s 1 t) ds + H(s) dn(S). 
PROOF. From 
X(s I t) = 
s 
’ $*(u, s)H(v) dn(u), 
s 
it follows that 
(17) 
(18) 
--$x(s 1 t) = H(s)$n(s) + 1’($*tw 4) H(u) dntu), 
t 
hence, 
$cjS*(u, s) = -A*(s) - C(s)H(s)R(s)$*(u, s); 
-$A(, ) t) = H(s)$(s) - (A*(s) - C(s)H(s)R(s)) x ./’ 4*(u,s)H(u) dn(u) 
t 
= H(s)%(s) + (A*(s) - C(s)H(s)R(s))X(s 1 t) 
or 
-dX(s I t) = -C(s)H(s@(s ) t) ds + A(s)X(s I t) ds + H(s) dn(s). 
On the other hand, 
$X(s 1 t) = (&s)) X(s ( t) + R(s)$A(s ) t) 
and by (6 
$z(s ( t) = (B(s)B*(s) f A(s) + R(s)A*(s) - R(s)H(s)C(s)R(s))X(s 1 t) 
+ R(s) 
[ 
-H(s&s) - A*(s) - C(s)H(s)R(s)X(s I t)] 
= A(s)%(s I t) + B*(s)X(s I t) - R(s)H(s)$n(s), 
and hence, we get (17). 
(19) 
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Equations (17) and (18) can be written in matrix form as follows: 
4s) B(s)B*(s) -R(s)H(s) $44 
_qs)qs) A* (3) 
ds. 
0 0 0 
Since R(s ( t) = T?(s 1 t) - k(s) and X(s 1 s) = 0, then (19) becomes 
(20) 
From the input-and-output point of view, if we consider _%(s ) t) and X(s 1 t) as waves through 
a slab located between a and t, where t is fixed, then from x(:(s 1 t) = k(s I t) - z(s), X(s 1 t) = 
X(s 1 t) - X(s ( s) then physically the waves X(s I t) and X(s I t) can be decomposed in internal 
and external states, that is, 
will be considered as the internal state of 
and 
as the external state, as seen in Figure 2. 
i(als)-+ %I4 &, 
c 
W) f- W) J(s Is) 
a s t a s =t 
Internal state External state 
Figure 2. 
The decomposition of the waves X(s I t) and X(s I t) into internal state and external state 
along with (20) suggests the decomposition of (19) 
respectively, by 
into internal and external state equations, 
a < s < t (t fixed), (21) 
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where Nl(s) is the matrix on the left-hand side of (20) and 
d( -zJs)) =N&s) (A$!)) ds, aIs=& (22) 
where NE(S) is the right-hand side matrix of (20). 
PROPOSITION 3. The decomposition of system (19) into internal state equation (21) and external 
state equation (22) is necessary and sufficient. 
PROOF. The proof of sufficiency is trivial. To prove the necessity, we note that since dn(s) = 
dY(s) - C(s)k(s) ds, then equation (18) 
-dX(s 1 t) = -H(s)C(s)k(s ) t) ds - k(s) ds 
becomes 
A*(s)X(s 1 t) ds + H(s) dy(s) - C(s)*(s) ds 
= -H(s)C(s)k(s 1 t) ds + A*(s)X(s ) t) ds + H(s) dy(s), 
and hence, we get the equation of X(s I t) in (21). X(s I s) in (22) is trivial since X(s I s) = 0. 
Now since 2(s I t) = J?(s) + R(s)X(s I t), then 
dk(s I t) = dk(s) + 
( > 
$R(s) X(s I t) ds + R(s) dX(s I t) 
= d*(s) + 
( > 
-$(s) X(s ( t) ds + R(s)H(s)C(s)%(s I t) ds 
- A*(s)X(s I t) ds - H(s) dY(s), 
and hence, 
di(s I qt=, = dk(s) - R(s)H(s) dn(s). 
On the other hand, we have from (21) 
dX(s I t)/_ = A(s)k(s) ds; 
hence, 
d*(s) - R(s)H(s) dn(s) = A(s)k(s) ds 
and the last equation is the equation of 2(s) in (22). 
LEMMA 1. The internal state equation (21) gives the Hamiltonian system (10),(11) for the 
smoothed estimate J?(s I t) and the adjoint state X(s 1 t). The external state equation (22) 
gives the Kalman filter equation (9) for the filtered estimate i(s). The proof is straightforward 
and is omitted; when we examine the internal state (21), that is, 
4s) B(s)B*(s) 0 
N(s) = -WsMs) A*(s) mg(s) 
0 0 0 
has an operator 
to(% s) Po(% s) Fo(% s) 
Po(a, s) = TO(S,U) %(a, s) Go(a, s) 
0 0 E 
when R(a) = 0. 
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From [33], it can be shown that 
-&ok, s> = (A(s) - PO(U, s)H(s)C(s))to(a, s), to(a,a) = E, 
$poh s> = B(s)B*(s) + A(s)Po(u, s> + PO(U, SW*(S) 
- Po(% s)H(s)C(s)po(a, s), Po(a,a) = 0, 
$,o(u, s>= t;;(a, s)H(s)C(s)to(a, s), To(U, a> = 0, 
dFo(a, s) = (A(s) - PO(U, s)H(s)C(s))Fo(a, s) ds 
+ PO(U, SW(S) dY(s), Fo(% a) = 0, 






We note that equation (24) is the same as equation (6) with po(u,a) = 0 = R(u), hence, 
R(s) = po(a, s). Also, equation (23) is the same as equation (15) and this gives &(a, s) = to(a, s) 
and equations (25) and (16) imply that Oo(a, s) = ro(u, s). 
Now if 
( 
t(o, s) P(% s) F(o, s) 
P(u, s) = r(u, s) t*(u, s) G(a, s) 
0 0 E ) 
is the operator associated with the generator ivy when p(u,u) = R(u) = 0, t(a,u) = t,, 
T(U,U) = 0, F(u, a) = Fa, and G(u,u) = G,, then P(u, s) = Pa * Po(u, s), see [34] for details, 
where 
is the modified initial condition matrix, and provided (E - R(u)ro(u, s))-1 exists, in which case 
we have 
to(a, s)PGl ~,(a, s)+to(a, s)R(a)nt@, s) tota, s)PFa+to(a, s)R(a)qGo(a, s)+Fo(a, 3) 
P (WI = t:ro(a, s)Pta t:qtga, 3) Qo(a, s)PFa+t:qGo(a, s)+G, 7 (28) 
0 0 E 
with P = (E - R(a)ro(u, s))-1 and 4 = (E - TO(U, s)R(a))-‘. 
The elements of P(a, s) satisfy the same differential equations as those of Po(u, s); in particular, 
we need 
@(a, 3) = (A(s) - ~(a, s)H(s)C(s))J’(a, s) dS + ~(a, s)H(s) dY(s), J’(a, a> = Fa, (29) 
dG(u, s) = t*(u, s)H(s)(dY(s) - C(s)F(u, s) dS), G(u, a) = G,. (30) 
We consider the internal state (21) as pictured in Figure 3 with an arbitrary boundary condition. 
Then 
or 
%s I t) = t(a, s) (&a I s) + 7) + ~(a, s)X(a I t> + F(a, s), (31) 
X(u ] s) = r(u,s) (li(u I s) + y) + t*(u,s)X(s I t) + C&s). (32) 
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LEMMA 2. The internal state given by (31) and (32) with zero inputs implies that 
2(s) = F(u, s), 
X(u 1 s) = G(a, s). 
PROOF. Zero inputs means that X(a 1 s) = 0 and X(s 1 t) = 0 as s -+ t and y = 0, and the proof 
then becomes trivial. 
If we denote the solutions of the internal state with zero inputs by k(s) and X(a ) s), then 
as an immediate consequence of the previous lemma, which satisfies the Kalman filters equation 
since equation (3) gives 
d%(s) = dF(a, s) = (A(s) - p(u, s)S(s))C(s)l2;(s) ds + p(a, s)H(s) dY(s), k(u) = F, 
and that equation (3) also gives 
dX(a 1 s) = dG(u, s) = t*(u, s)H(s)(dY(s) - C(s)k(s) ds), X(a 1 a) = G,. 
PROPOSITION 4. The internal state given by (31) and (32) with s -+ t gives 
k(s) = t(u, s) (qu 1 s) + y) + k(s), (33) 
X(o I s) = T(Q,S) (a I s) + 7) X(a I s), (34) 
X(a I s) = E - R(u)(r(a, s))-‘[X(u) + R(u)(X(u I s)) + T(U, s)y]. (35) 
PROOF. Since g(s) and A(u ) s) = G(u,s)m, then with s + t (33) and (34) follow immediately 
from (31) and (32), respectively. 
To establish (35), we get from X(u I s) = k(u) + R(u)X(u I s) and from (34) the following: 
k(u 1 s) = R(u) + R(u)[r(u, s)(X(u ) s) + y) + qu 1 s)] 
and 
X(u ) s) = (E - R(u)r(u, s))-’ [g(u) + R(u)(X(u ) s) + ~(a, s)y)] , 
provided that (E - R(u)r(u, s))-1 exists. 
We should note that we can have a zero input X(u [ s) by having X(u) = 0 and &(a) = 0. In 
this case, we denote the solution of the dynamic system, given by (3) and (4), by Xc(s) and the 
adjoint state by Xc(s I t), and if to = E, y = F, = G, = 0, then we get the Kailath and Lainiotis 
results mentioned earlier, that is, 
Ai-, = 2(s) = F(u, s) = Fo(u, s), 
&,(a 1 s) = X(u I s) = G(u I s) = Go(a,s), 
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and equations (33) and (35) become, respectively, 
A ^ ,. 
X(s) = to(a, s)X(a I 5) + X0(s) 
and 
ri(a 1 s) = (E - R(a)ro(a, s))-l (X(a) + R(a)Xo(a 1 s,) , 
which are Lainiotis equations (12) and (13), respectively, and Lainiotis equation (14), namely, 
p(u, s) = po(a, s) + to(a, s)R(a)(E - To(% +w-‘to(w) 
can be obtained directly from (28). 
Now we examine the external state given by (22) where the generator NE(S) can be rewritten 
as 
A(s) - R(s)H(s)C(s) B(s)B*(s) R(s)H(s)g 
NE(S) = 0 A*(s) 0 
0 0 0 
and we assume that the generator NE(S) has an operator Po(u, S) when Ro(u, s) = 0 with 
to(a, s) PO(U, s) Fo(a,s) 
NE(s) = rO(%s) TO(V) GO(W) ) u<s=t. 
0 0 E 
It can be shown, see [33], that 
$fb> s) = (A(s) - &(s)H(s)C(s))to(u, s), to(u, u) = E, 
hence, $(a, s) = to(a, S) = to(o, s), 
dpo +a, s) = B(s)B*(s) + A(s) - Ro(s)H(s)C(s)po(a, s) + PO(U, sM*(s), Po(U, a> = 0. 
But this implies that we must have ps(u, s) = &-J(S), dro/ds(u, s) = 0, ro(u,u) = 0, hence, 
ro(u,s) = 0, dTo/ds(u, s) = ~o(u, s)A*(s), ~o(u,u) = E, dFo(u, s) = (A(s) - &(s)H(s)C(s)) 
Fo(a, s) ds + Ro(s)H(s) dY(s), Fo(u,u) = 0, h ence, uFo(u,s) = &(a,~), dGo(u,s) = 0, Go(u, a) 
= 0, hence, Go(u,s) = 0. In the case where the operator P(a,s) corresponds to the generator 
NE(s) when R(u) # 0, we have 
P(u, s) = P, * Po(u, s), 
where 
is the modified initial condition, 
( 
to(o, s)ta PO(~, s) + to(e, s)R(o)-ro(o, s) ~o(o, s)Fa + Fo(o, s) 
P(u,s) = 0 707o(u, s) 0 
0 0 E ). 
We note also that the elements of P(u, s) satisfy the same differential equations as those of 
Po(u, s), and in particular we need 
dF(u, s) = (A(s) - R(s)H(s)C(s))F(u, s) ds + R(s)H(s) dY(s), F(u, u) = F,. (36) 
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Figure 4. External state a 5 s = t. 
The external state (22) with arbitrary boundary conditions can be pictured as in Figure 4, that 
is, the external state is equivalent to 
k(s) = t(u, s) (k(u) + y) F(a, s). (37) 
LEMMA 3. The external state given by (37) with zero inputs implies that 
i(s) = F(u, s). 
The proof is trivial since for the zero inputs we need only to have 
k(u) = 0 and y = 0. 
Now if we denote the solution of the external state (37) with zero inputs by k(s), then (37) 
becomes 
2(s) = t(a, s@(a) + R(s); (38) 
furthermore, J?(s) satisfies the Kalman filter equation since (36) gives 
d%(s) = dF(a, s) = (A(s) - R(s)H(s)C(s))X(s) ds + R(s)H(s) dY(s), T(u) = Fu. 
If F, = o and t, = E, then t(a,s) = to(a,s) and 20(s) = F(a, s) = Fo(u, s), and then (38) 
becomes ^ A ,. 
X(s) = to(a, s)X(a) + X0(s), 
but this is just the Lainiotis equation (12) with X(u 1 s) = 0 and *(a 1 s) = -%(a) + R(a)X(u 1 s) 
= 2(u). 
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