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Abstract
In this paper, we prove a sharpening of large deviation for increments of Brownian motion in (p, r)-
capacity and Hölder norm case. As an application, we obtain a functional modulus of continuity for (p, r)-
capacity in the stronger topology.
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1. Introduction
Schilder’s theorem can become a stronger statement if one uses (p, r)-capacity and Hölder
norm (with exponents p  1, r  0 and α < 1/2) instead of Wiener measure and sup-norm
topology respectively. According to Baldi, Ben Arous and Kerkyacharian [1], we can choose
appropriate spaces such that they form an abstract Wiener space, and thus it would be a conse-
quence of Yoshida’s result in [8]. On the other hand, we will refine a large deviation principle for
increments of Brownian motion to (p, r)-capacity and Hölder norm case (cf. [2,7]).
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mates to improve the functional modulus of continuity, which can be considered as the stronger
statement of [2, Theorem 3.1] and [7, Theorem 1.1].
2. Large deviations
Let (B,H,μ) be an abstract Wiener space. Denote by Dpr the (p, r)-Sobolev space over B
endowed with the norm
‖F‖p,2r :=
∥∥(I − L)rF∥∥
p
,
where L is the Ornstein–Uhlenbeck operator. When r is a natural number, this norm is, by Mey-
er’s inequality, equivalent to
‖F‖′p,2r := ‖D2rF‖p + ‖F‖p,
where D is the gradient operator. Given an open set O of X, its (p, r)-capacity is defined by [4,6]
Cp,r (O) = inf
(‖u‖p,r ;u 0, u 1 μ-a.e. on O),
and for any subset A ⊂ X,
Cp,r (A) = inf
(
Cp,r (O);O ⊃ A
)
.
Yoshida in [8] proved the following result.
Theorem 2.1. [8, Theorem 1.1] Let {Sε}ε>0 be a family of bijective, continuous linear operators
on B such that
μ
(
S−1ε A
)= μ(ε−1/2A)
for all Borel subset A ⊂ B and ε > 0. Then, for any A ⊂ B and (p, r) ∈ (0,∞) × [0,∞), it
holds that
− inf
f∈A0
I (f ) lim inf
→0  logCp,r
(
S−1ε A
)
 lim sup
→0
 logCp,r
(
S−1ε A
)
− inf
A¯
I (f )
where the function I :B → [0,∞] is given by
I (z) =
{‖z‖2H/2, if z ∈ H ;∞, if z ∈ B\H.
Let us denote by C = C([0,1],Rd) the set of all continuous path γ : [0,1] → Rd which are
continuous and such that γ (0) = 0 and by H the subspace of C of all paths γ which are absolutely
continuous and whose derivative is square integrable. C is a separable Banach space with respect
to uniform norm and H is a Hilbert space with respect to the scalar product
〈γ1, γ2〉H =
1∫
0
(
γ˙1(s), γ˙2(s)
)
ds.
If μ is Wiener measure, it is well known that (C,H,μ) forms an abstract Wiener space.
Let us denote by Cα the Banach space of all α-Hölder path γ : [0,1] → Rd , such that γ (0) = 0,
endowed with the norm
‖γ ‖α = sup |γ (t) − γ (s)||t − s|α .s,t∈[0,1]
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ωγ (σ ) = sup
s,t∈[0,1], |t−s|σ
|γ (t) − γ (s)|
|t − s|α
so that the modulus of continuity of γ is σαωγ (σ ). We shall denote by Cα,0 the subspace of Cα
of all path such that limσ→0 ωγ (σ ) = 0. It is well known that Cα,0 is a closed convex subspace
of Cα , so that it is a Banach space with norm ‖ · ‖α , and that it is separable. By [1, Theorem 2.4],
it is easy to check that (Cα,0,H,μ) is also an abstract Wiener space. By Theorem 2.1, we have
the following results.
Theorem 2.2 (Schilder’s theorem in (p, r)-capacity and Hölder case). For any subset F ⊂ Cα,0,
we have
− inf
f∈F 0
I (f ) lim inf
→0  logCp,r (
−1/2F) lim sup
→0
 logCp,r (−1/2F)− inf
F¯
I (f ).
Let {w(t), t ∈ [0,1]} be a standard Brownian motion. To establishing modulus of continuity
for Brownian motion, we need the following result of large deviation.
Theorem 2.3. For any closed set F ⊂ Cα,0, the inequality
lim sup
ε→∞
ε
(
logCp,r
( ⋃
0t1−h
{√
ε
h
(
ω(t + h·) − ω(t)) ∈ F})+ logh)− inf
f∈F I (f )
holds for every positive h < 1.
To prove Theorem 2.3, the following lemmas are used.
Lemma 2.4. For α < 1/2 and u > 0, there exist constants C4 and C5 so that
μ
(
sup
0τh
sup
0s,t1−h
|ω(τ + t) − ω(t) − [ω(τ + s) − ω(s)]|
|t − s|α  u
)
 1
h
C4 exp
{−C5u2h2α−1}.
Lemma 2.5. For α < 1/2 and u > 0, there exist constants C4 and C6 so that
μ
(
sup
0s1−h
sup
0τh
|ω(s + τ) − ω(s)|
τα
 u
)
 1
h
C4 exp
{−C6u2h2α−1}
with C6 = 4C5.
Proof. By Fernique’s theorem (cf. [3, Theorem 1.3.24] or [5, p. 402]), there exists a positive
constant C6 = C6(α) such that
C4 := E
(
exp
{
C6|||ω |||2
})
< ∞,
where |||ω ||| := sup0τ1 sup0t1 |ω(τ+t)−ω(t)|α .τ
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(
sup
0s1−h
sup
0τh
|ω(s + τ) − ω(s)|
τα
 u
)
 μ
(
sup
0t/h1/h−1
sup
0τ/h1
√
h
|ω(τ
h
+ t
h
) − ω( t
h
)|
hα( τ
h
)α
 u
)
= μ
(
sup
0s1/h−1
sup
0x1
|ω(s + x) − ω(s)|
xα
h1/2−α  u
)
(setting s := t/h and x := τ/h)
 μ
( [1/h]⋃
k=1
sup
k−1sk
sup
0x1
|ω(s + x) − ω(s)|
xα
 uhα−1/2
)

[1/h]∑
k=1
μ
(
sup
k−1sk
sup
0x1
|ω(s + x) − ω(s)|
xα
 uhα−1/2
)
 1
h
μ
(
sup
0s1
sup
0x1
|ω(s + x) − ω(s)|
xα
 uhα−1/2
)
 1
h
C4 exp
{−C6u2h2α−1},
where the last inequality is due to the Chebyshev’s inequality and we complete the proof. 
Proof of Lemma 2.4.
sup
0τh
sup
0s,t1−h
|ω(τ + t) − ω(t) − [ω(τ + s) − ω(s)]|
|t − s|α
 sup
0τh
sup
0s,t1−h
[ |ω(τ + t) − ω(t ∨ (τ + s))|
|t − s|α +
|ω(t ∧ (τ + s)) − ω(s)|
|t − s|α
]
=: I1 ∨ I2,
where
I1 = sup
0τh
sup
0s,t1−h
[ |ω(τ + t) − ω(t)|
|t − s|α +
|ω(τ + s) − ω(s)|
|t − s|α
]
 sup
0τh
sup
0s,t1−h
[ |ω(τ + t) − ω(t)|
τα
+ |ω(τ + s) − ω(s)|
τα
]
 sup
0τh
sup
0t1−h
2
|ω(τ + t) − ω(t)|
τα
,
i.e., when t  τ + s.
I2 = sup
0τh
sup
0s,t1−h
[ |ω(τ + t) − ω(τ + s)|
|t − s|α +
|ω(t) − ω(s)|
|t − s|α
]
 sup
0τh
sup
0s,t1−h
2
|ω(τ + t) − ω(τ + s)|
|t − s|α
(setting x := t − s)
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0xh
sup
0τ+s1−h
2
|ω(τ + s + x) − ω(τ + s)|
xα
(setting x := τ and t := τ + s)
= sup
0τh
sup
0t1−h
2
|ω(τ + t) − ω(t)|
τα
,
i.e., when t  τ + s. So
sup
0τh
sup
0s,t1−h
|ω(τ + t) − ω(t) − [ω(τ + s) − ω(s)]|
|t − s|α
 2 sup
0s1−h
sup
0τh
|ω(s + τ) − ω(s)|
τα
which show that Lemma 2.5 implies Lemma 2.4. 
Lemma 2.6. (Cf. [8, Lemma 3.3]) If B is separable real Branch space with norm ρ := ‖ · ‖ and
μ is a mean zero Gaussian measure. Then, for k  0, p  1 and δ ∈ (0,1), there exists a constant
C(k,p) such that
Cp,k
(
N⋂
i=1
(ai < ρ(z) < bi)
)
C(p, k)
(
N
δ
)kp(‖ρ‖2kp + 1)pk
× μ
(
N⋂
i=1
(ai − δ < ρ(z) < bi + δ)
) 1
2k
.
In particular, for (p, r) ∈ [1,∞) × [0,∞),
Cp,r
(
N⋂
i=1
(ai < ρ(z) < bi)
)
 C(p, r)
(
N
δ
)([r]+1)p(‖ρ‖2p([r]+1) + 1)p([r]+1)
× μ
(
N⋂
i=1
(ai − δ < ρ(z) < bi + δ)
) 1
2([r]+1)
.
Proof. By Fernique’s theorem, ρ ∈ Lq for any q ∈ [1,∞). Since ρ is a norm, for all z, y ∈ B
and t > 0, we have
ρ
(
e−t z +
√
1 − e−2t y) e−t ρ(z) +√1 − e−2t ρ(y)
and
ρ(z) e−t ρ
(
e−t z +
√
1 − e−2t y)+√e2t − 1ρ(y).
Notice that, for all F ∈ Lp ,
(TtF )(z) =
∫
B
F
(
e−t z +
√
1 − e−2t y)μ(dy).
Thus integration with respect to y yields
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√
1 − e−2t‖ρ‖1,
ρ(z) e−t Ttρ(z) +
√
e2t − 1‖ρ‖1.
Hence ρ satisfies [8, Corollary 3.2] with A = e−t , B = et and Ct =
√
e2t − 1. So applying [8,
Corollary 3.2], q1 = q2 = 2pk, we obtain
Cp,k
(
N⋂
i=1
(ai < ρ(z) < bi)
)
 C(p, k)
(
N
δ
)kp(‖ρ‖2kp + 1)pk
× μ
(
N⋂
i=1
(ai − δ < ρ(z) < bi + δ)
) 1
2k
.
If taking k = [r] + 1 in the right of the above inequality, we have
Cp,r
(
N⋂
i=1
(ai < ρ(z) < bi)
)
C(p, r)
(
N
δ
)([r]+1)p(‖ρ‖2p([r]+1) + 1)p([r]+1)
× μ
(
N⋂
i=1
(ai − δ < ρ(z) < bi + δ)
) 1
2([r]+1)
as desired. Lemma 2.6 is thus established. 
Proof of Theorem 2.3. For any 0 t  1, we have
t =
∞∑
j=0
εj (t)
2j
, εj (t) = 0,1, j = 0,1,2 . . . .
Set tn :=∑nj=0 εj (t)2j , n = 0,1,2, . . . . For any δ > 0, let
Fδ = {g ∈ Cα,0; inf
f∈F ‖f − g‖α < δ
}
.
Then, for any positive integer k and δ > 0, we have
Cp,r
( ⋃
0t1−h
{√
ε
h
(
ω(t + h·) − ω(t)) ∈ F})
Cp,r
( ⋃
0t1−h
{√
ε
h
(
ω(tk + h·) − ω(tk)
) ∈ Fδ})
+ Cp,r
( ⋃
0t1−h
{√
ε
h
∥∥ω(t + h·) − ω(tk + h·)∥∥α  δ
})
=: A + B.
Take k such that 2k+1 > R/h 2k , where R is a positive constant and will be specified later on.
Let C(F δ) be the closure of Fδ , then
Fδ ⊂ C(F δ) ⊂ F 2δ.
Then, we have
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(√
ε
h
(
ω(tk + h·) − ω(tk)
) ∈ Fδ)
= 2kCp,r (√εω ∈ Fδ)
 R
h
Cp,r
(√
εω ∈ C(F δ)).
Hence, by Theorem 2.1 we obtain
lim sup
ω→0
ε(logA + logh − logR)− inf
f∈C(F δ)
I (f )− inf
f∈F 2δ
I (f ).
For α < 1/2, let
D(α) :=
∞∑
j=0
(√
j
2j (1−2α)
+ 1√
2j (1−2α)
)
and xj := 1
D
√
jε + 1
2j (1−2α)
, ε < 1,
then
∞∑
j=0
xj 
1
D
∞∑
j=0
√
j
2j (1−2α)
+ 1
2j (1−2α)
 1
D
∞∑
j=0
√
j
2j (1−2α)
+ 1√
2j (1−2α)
 1.
For any u > 0, by Lemma 2.4 and Lemma 2.6, we have
Cp,r
(
sup
0τh
sup
0s,t1−h
|ω(τ + t)− ω(t)− [ω(τ + s) − ω(s)]|
|t − s|α  2u
)
 C(p, r) 1
u([r]+1)p
· 1
h
exp
(−C1u2h2α−1).
Thus
B Cp,r
( ⋃
0t1−h
{ ∞∑
j=0
√
ε
h
∥∥ω(tk+j+1 + h·) − ω(tk+j + h·)∥∥α  δ
∞∑
j=0
xj
})
Cp,r
( ⋃
0t1−h
∞⋃
j=0
{√
ε
h
∥∥ω(tk+j+1 + h·) − ω(tk+j + h·)∥∥α  δxj
})

∞∑
j=0
Cp,r
( ⋃
0t1−h
{√
ε
∥∥∥∥ω
(
tk+j+1
h
+ ·
)
− ω
(
tk+j
h
+ ·
)∥∥∥∥
α
 δxj
})

∞∑
j=0
C(p, r) · 22(k+j+1) ·
(
2ε
δxj
)([r]+1)p
· h exp
{
−C1δ2x2j (h · 2k+j+1)1−2α
1
ε
}
C2R2
1
h
∞∑
j=0
22j
1
x
([r]+1)p
j
exp
{
−C1δ2R1−2α jε + 1
D2ε
}
C2R2
1
h
exp
{
−C1δ
2R1−2α
D2ε
} ∞∑
j=0
22j
1
x
([r]+1)p
j
exp
{
−C1δ
2R1−2αj
D2
}
C2ER2
1
exp
{
−C1δ
2R1−2α
2
}
,h D ε
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x
([r]+1)p
j
exp{−C2δ2R1−2αj
D2
} < ∞. Thus for
R large enough, we obtain
lim sup
ε→∞
ε(logB + logh − 2 logR)−C1δ
2R1−2α
D2
.
Combining the above inequalities, for R large enough, we obtain
lim sup
ε→∞
ε
(
log(A + B) + logh)
 lim sup
ε→∞
ε
(
log(Ah) − logR + logR)∨ lim sup
ε→∞
ε
(
log(Bh) − 2 logR + 2 logR)

(− inf
f∈F 2δ
I (f )
)∨(−C1δ2R1−2α
D2
)
+ lim sup
ε→0
2ε logR
− inf
f∈F 2δ
I (f ).
Noting that F is a closed set, it is easy to show that
lim
δ→o inff∈F 2δ
I (f ) = inf
f∈F I (f ).
Therefore the proof of Theorem 2.3 is complete. 
3. A functional modulus of continuity
For any h ∈ (0,1) and t ∈ [0,1 − h], let
Mt,h(x) = ω(t + hx) − ω(t)√2h log 1/h , 0 x  1.
Define the sets Vh and K as follows
Vh =
{
Mt,h(·) ∈ Cα,0;0 t  1 − h
}
and
K =
{
f (·) ∈ H ; I (f ) := 1
2
1∫
0
f˙ (t)2 dt  1/2
}
.
Theorem 3.1. For any ε > 0 and Cp,r -q.s. ω, there exists an h0 = h0(ε) such that
Vh ⊆ Kε
and
K ⊆ V εh
if h h0, where the following notation is used
Eε := {g ∈ Cα,0: inf
f∈E
∥∥f (·) − g(·)∥∥
α
< ε
}
.
An equivalent result is the following theorem.
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lim
h→0 sup0t1−h
inf
f∈K
∥∥Mt,h(·) − f (·)∥∥α = 0, Cp,r -q.s. ω
and for any f ∈ K
lim
h→0 inf0t1−h
∥∥Mt,h(·) − f (·)∥∥α = 0, Cp,r -q.s. ω.
Proof. For any θ > 1 and integer n 1, let hn = θ−n. First of all, we show that
lim
n→∞ sup0t1−hn+1
inf
f∈K
∥∥Mt,hn(·) − f (·)∥∥α = 0 Cp,r -q.s. ω.
For any ε > 0 and v > 0, by Theorem 2.3, we have
Cp,r
(
sup
0t1−hn+1
inf
f∈K
∥∥Mt,hn(·) − f (·)∥∥α  ε)
 Cp,r
( ⋃
0t1−hn+1
{
Mt,hn(·) ∈ (Kε)c
})
 Cp,r
( ⋃
0t1−hn
{
Mt,hn(·) ∈ (Kε)c
})
+ Cp,r
( ⋃
1−hnt1−hn+1
{
Mt,hn(·) ∈ (Kε)c
})
 2Cp,r
( ⋃
0t1−hn
{
Mt,hn(·) ∈ (Kε)c
})
= 2Cp,r
( ⋃
0t1−hn
{
ω(t + hn·) − ω(t)√
2hn log 1/hn
∈ (Kε)c
})
 2
hn
exp
{
−2(1 − v) inf
f∈(Kε)c I (f ) log
(
1
hn
)}
= 2θ−[2(1−v) inff∈(Kε)c I (f )−1]n
for sufficiently large n. Take v small enough such that
η := 2(1 − v) inf
f∈(Kε)c I (f ) > 1.
Hence we obtain∑
n
Cp,r
(
sup
0t1−hn+1
inf
f∈K
∥∥Mt,hn(·) − f (·)∥∥α  ε)< ∞,
which, by the Borel–Cantelli lemma, implies (3.3).
Next, for all h ∈ (0,1), there exists n such that hn+1  h hn. Then we have
sup
0t1−h
inf
f∈K
∥∥Mt,h(·) − f (·)∥∥α
 sup
0t1−h
inf
f∈K
∥∥∥∥Mt,hn
(
h
hn
·
)
− f
(
h
hn
·
)∥∥∥∥n+1 α
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(√
hn log 1/hn
h log 1/h
− 1
)
sup
0t1−hn+1
∥∥∥∥ω(t + hn(
h
hn
)·) − ω(·)√
2hn log 1/hn
∥∥∥∥
α
+ sup
f∈K
∥∥∥∥f
(
h
hn
·
)
− f (·)
∥∥∥∥
α
=: I1 + I2 + I3.
Via the already establishes (3.3), we obtain
lim
n→∞ I1 = 0, Cp,r -q.s. ω
and for n large enough we get
sup
0t1−hn+1
∥∥∥∥ω(t + hn(
h
hn
)·) − ω(·)√
2hn log 1/hn
∥∥∥∥
α
 2, Cp,r -q.s. ω.
Since√
hn log 1/hn
h log 1/h
− 1√θ − 1
thus
lim
n→∞ I2  2(
√
θ − 1), Cp,r -q.s. ω.
Concerning I3, we have
I 23  sup
f∈K
∥∥∥∥f
(
h
hn
·
)
− f (·)
∥∥∥∥
2
α
 2(θ − 1).
Combining I1, I2 and I3, we obtain
lim
h→0 sup0t1−h
inf
f∈K
∥∥Mt,h(·) − f (·)∥∥α  4(θ − 1), Cp,r -q.s. ω.
Since we can take any θ > 1, therefore (3.1) is true.
Next, we show that (3.2) holds for any f ∈ K . For all h ∈ (0,1), there exists n such that
hn+1  h hn. Thus, for any f ∈ K , we have
inf
0t1−h
∥∥Mt,h(·) − f (·)∥∥α
 sup
0t1−hn
∥∥∥∥Mt,hn
(
h
hn
·
)
− f
(
h
hn
·
)∥∥∥∥
α
+
(√
hn log 1/hn
h log 1/h
− 1
)
sup
0t1−hn+1
∥∥∥∥ω(t + hn(
h
hn
)·) − ω(·)√
2hn log 1/hn
∥∥∥∥
α
+ sup
f∈K
∥∥∥∥f
(
h
hn
·
)
− f (·)
∥∥∥∥
α
:= I4 + I2 + I3.
For any ε > 0 and v > 0, by Lemma 2.6 and Theorem 2.2, we have
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(
inf
0t1−hn
∥∥Mt,h(·) − f (·)∥∥α  2ε)
 C(p, r)θ([r]+1)pnμ
(
inf
0t1−hn
∥∥Mt,h(·) − f (·)∥∥α  ε)
 C(p, r)θ([r]+1)pnμ
(
inf
0i[1/hn]−1
∥∥Mihn,hn(·) − f (·)∥∥α  ε) (i := t/hn)
 C(p, r)θ([r]+1)pnμ
(
inf
0i[1/hn]−1
∥∥∥∥ω(i + ·) − ω(i)√2 log 1/hn − f (·)
∥∥∥∥
α
 ε
)
(scaling)
 C(p, r)θ([r]+1)pnμ
( [1/hn]−1⋂
k=1
inf
k−1ik+1
∥∥∥∥ω(i + ·) − ω(i)√2 log 1/hn − f (·)
∥∥∥∥
α
 ε
)
 C(p, r)θ([r]+1)pnμ
(
inf
0i1
∥∥∥∥ω(i + ·) − ω(i)√2 log 1/hn − f (·)
∥∥∥∥
α
 ε
)[1/hn]−1
(independent)
 C(p, r)θ([r]+1)pnμ
(∥∥∥∥ ω(·)√2 log 1/hn − f (·)
∥∥∥∥
α
 ε
)[1/hn]−1
 C(p, r)θ([r]+1)pn
[
1 − μ
(
1√
2 log 1/hn
ω ∈ B(f, ε)
)][1/hn]−1
 C(p, r)θ([r]+1)pn
(
1 − exp{−2(1 + v) inf
g∈B(f,ε) I (g) log 1/hn
})[1/hn]−1
 2C(p, r)θ([r]+1)pn exp{−θ(1−2(1+v) infg∈B(f,ε) I (g))n}
for sufficiently large n. Since infg∈B(f,ε) I (g) < 1/2, taking v small enough, we have
1 − 2(1 + v) inf
g∈B(f,ε) I (g) > 0.
Hence∑
n
Cp,r
(
inf
0t1−hn
∥∥Mt,hn(·) − f (·)∥∥α  2ε)< ∞.
Therefore, by the Borel–Cantelli lemma, we obtain
lim
h→0 inf0t1−hn
∥∥Mt,hn(·) − f (·)∥∥α = 0, Cp,r -q.s. ω
which implies that
lim
n→∞ I4 = 0, Cp,r -q.s. ω.
Combining I2 and I4, we have
lim
h→0 inf0t1−h
∥∥Mt,h(·) − f (·)∥∥α  4(θ − 1), Cp,r -q.s. ω
for any f ∈ K . Since we can take any θ > 1, therefore (3.2) is true. We complete the proof. 
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