Abstract. An iterative method is proposed to construct the Bregman projection of a point onto a countable intersection of closed convex sets in a reflexive Banach space.
Problem statement
Let (X , · ) be a reflexive real Banach space with dual (X * , · * ) and let f : X → ]−∞, +∞] be a lower semicontinuous (l.s.c.) convex function which is Gâteaux differentiable on int dom f = Ø and Legendre [1, Def. 5.2], i.e., it satisfies the following two properties:
(i) ∂f is both locally bounded and single-valued on its domain (essential smoothness); (ii) (∂f ) −1 is locally bounded on its domain and f is strictly convex on every convex subset of dom ∂f (essential strict convexity). The Bregman distance associated with f is Let x 0 be a point in X and (S i ) i∈I a countable family of closed and convex subsets of X such that (1.2) x 0 ∈ int dom f, (int dom f ) ∩ i∈I S i = Ø, and S = dom f ∩ i∈I S i .
The goal of this paper is to present a method for finding the best Bregman approximation (best D-approximation for short) to x 0 from S, i.e., for solving the problem (1.3) find x ∈ S such that (∀x ∈ S) D(x, x 0 ) ≤ D(x, x 0 ).
It follows from [1, Coro. 7.9 ] that (1.3) possesses a unique solution, which is called the D-projection of x 0 onto S and is denoted by P S x 0 . Problem (1.3) is central in many areas of mathematics and applied sciences. For instance, if X is Hilbertian and f = · 2 /2, (1.3) is a metric best approximation problem [14] ; if X = R N and D → y.
The following proposition clarifies the relationships between weak, strong, and D-convergence. Proposition 2.2. Let x be a point in int dom f and let (x n ) n∈N be a sequence in dom f . Then:
Proof. (i): x n → x implies x n − x, ∇f (x) → 0 and, by continuity of f at x,
It follows from the essential strict convexity of f that D(·, x) is coercive [1, Lemma 7.3(v) ]. Hence (x n ) n∈N is bounded and, in view of the reflexivity of X , x n x will follow from the identity W(x n ) n∈N = {x}. To show this, take y ∈ W(x n ) n∈N , say, x kn y. Since f is weak l.s.c., so is D(·, x) and therefore 0 ≤ D(y, x) ≤ lim D(x kn , x) = 0. Taking into account the fact that f is essentially strictly convex, we get y = x [1, Lemma 7.3(vi)]. Therefore x n x and, in turn,
Remark 2.3. It follows from [20, Prop. 2.2] that the implication x n D → x ⇒ x n → x holds when f is totally convex at x, i.e. [9] ,
is the wellknown Kadec-Klee property [15] . In general, f is Legendre if and only if X is strictly convex (rotund) and Gâteaux smooth [1, Lemma 6.2(iii)]. It follows from Proposition 2.2(ii) that D-and strong convergence coincide in this case if and only X has the Kadec-Klee property.
The following example shows that X can be endowed with an equivalent norm ||| · ||| so that f = ||| · ||| 2 /2 is Legendre while D-and strong convergence do not coincide. Moreover, this function f is apparently the first example of a Legendre function that has full domain but fails to be everywhere totally convex (see [20] for further information).
Example 2.5 (Vanderwerff [23] ). There exists an equivalent norm ||| · ||| on X such that (X , |||·|||) is strictly convex, Gâteaux smooth, but fails to have the Kadec-Klee property.
Proof. It follows from [5, Corollary 1] that there exists a norm · 1, * on X * which is equivalent to · * , Gâteaux differentiable on X * {0}, and not Fréchet differentiable at some x * 0 ∈ X * {0}. Furthermore, there exists a norm · 2, * on X * which is equivalent to · * and such that (X * , · 2, * ) is both strictly convex and Gâteaux smooth (see [15, Theorem VII.2.7] for a much more general result). Now set ||| · ||| * = · 1, * + · 2, * x * 0 1, * + x * 0 2, * . Then the norm ||| · ||| * is equivalent to · * on X * . Also, (X * , |||·||| * ) is strictly convex and Gâteaux smooth. Now let ||| · ||| be the dual norm of ||| · ||| * on X * * = X . Then ||| · ||| is equivalent to · on X and (X , ||| · |||) is both strictly convex and Gâteaux smooth (see, e.g., [15, Proposition II.1.6] ). However, since · 1, * is not Fréchet differentiable at x * 0 , neither is ||| · ||| * . Consequently, since |||x * 0 ||| * = 1, [15, Theorem I.1.4(ii)] implies the existence of sequences (x n ) n∈N and (y n ) n∈N in X and of a number ε > 0 such that
By reflexivity of X , we further assume that (x n ) n∈N and (y n ) n∈N converge weakly, say to x and y, respectively. By weak lower semicontinuity of ||| · |||, (2.1)
is Gâteaux smooth, it follows from [25, Theorem 47.19 (1) ] that J * x * 0 = {x}, where J * denotes the normalized duality map of (X * , ||| · ||| * ). Likewise, J * x * 0 = {y}, whence y = x. In summary,
x n x, y n x, and (∀n ∈ N) |||x n ||| = |||y n ||| = |||x|||, |||x n − y n ||| ≥ ε.
Thus, if (X , |||| · |||) had the Kadec-Klee property, we would have x n → x and y n → x, whence x n −y n → 0 in contradiction to the inequality inf n∈N |||x n −y n ||| ≥ ε.
B-class.
For every x and u in int dom f , set
The operators in this class have properties that are crucial to the convergence analysis of our method. The common types of operators encountered in numerical methods based on Bregman distances are also found in this class. The following proposition supplies some examples; it also introduces key notation and definitions.
Proposition 2.7. [2, Section 3] In each of the following cases, the operator T : X → 2 X belongs to B.
the D-projector onto C, i.e., T = P C , where for every x ∈ int dom f ,
In this case, T is single-valued and
. T is the subgradient D-projector onto lev ≤0 g, i.e., for every x ∈ int dom f ,
In this case,
X * is a maximal monotone operator such that 0 ∈ ran A and
D-projectionà la Haugazeau
We develop a conceptual fixed point method for finding the D-projection of x 0 ∈ int dom f onto a closed convex set C ⊂ X in the spirit of a method initially proposed by Haugazeau for metric projections in Hilbert spaces [18] and further studied in this context in [3, 13, 16, 19, 22] .
Given a triple (x, y, z) in (int dom f ) 3 such that H(x, y)∩H(y, z)∩int dom f = Ø, the D-projection of x 0 onto H(x, y) ∩ H(y, z) is a well-defined point in int dom f by [1, Coro. 7.9] . We denote this point by Q(x, y, z).
Algorithm 3.1. At every iteration n ∈ N, select T n ∈ B, u n ∈ T n x n , and set 
Proof. By assumption, x 0 ∈ int dom f . Now suppose that, at some iteration n ∈ N, x n ∈ int dom f . Since T n ∈ B, u n ∈ int dom f and E n = H(x 0 , x n ) ∩ H(x n , u n ) is well-defined. In view of [1, Coro. 7.9] , it suffices to show that E n ∩ int dom f = Ø to guarantee that x n+1 = P En x 0 is a well-defined point in int dom f .
Since by Condition 3.2 C ∩ int dom f = Ø, we shall actually show that C ⊂ n∈N E n . Because Condition 3.2 holds and (T n ) n∈N lies in B, we have
Consequently, it remains to show that, for every n ∈ N, C ⊂ H(x 0 , x n ). Let us proceed by induction. For n = 0, it is clear that C ⊂ H(x 0 , x 0 ) = X . Furthermore, for every n ∈ N, it results from (3.1) and (2.3) that
which completes the proof.
Some basic properties of Algorithm 3.1 can now be collected.
Proposition 3.4. Let (x n ) n∈N be an arbitrary orbit of Algorithm 3.1 generated under Condition 3.2. Then:
Proof. (i): By (2.3), for every n ∈ N, x n is the D-projection of x 0 onto H(x 0 , x n ). Hence, the first inequality follows from the inclusion x n+1 ∈ H(x 0 , x n ) and the second from the inclusions
(iii) and (iv) follow from (i). (v): The forward implication follows from Proposition 2.2(ii).
For the reverse implication, assume W(x n ) n∈N ⊂ C and fix x ∈ W(x n ) n∈N , say x kn x (the existence of x follows from (ii) and the reflexivity of X ). It results from the weak lower semicontinuity of f and (iii) that
Consequently, since x ∈ C, x = P C x 0 and, in turn, W(x n ) n∈N = {P C x 0 }. Next, since (x n ) n∈N is bounded, we obtain x n P C x 0 . Since (3.3) yields
we have D(x n , x 0 ) → D(P C x 0 , x 0 ) and, as a result, x n D → P C x 0 . (vi): It follows easily from (1.1) that, for every u ∈ X and every (y, z) ∈ (int dom f ) 2 ,
For every n ∈ N, this identity and the inclusion x n+1 ∈ H(x 0 , x n ) imply
Hence, n∈N D(x n+1 , x n ) ≤ D(P C x 0 , x 0 ) by (i). (vii): For every n ∈ N, (3.5) and the inclusion x n+1 ∈ H(x n , u n ) yield
In view of (vi), we conclude n∈N D(u n , x n ) < +∞.
It will be convenient to repackage the main convergence properties of Algorithm 3.1 as follows. 
If X is Hilbertian and f = · 2 /2, the theorem below is [3, Thm. 4.2(ii)(a)].
Theorem 3.6. Let (x n ) n∈N be an arbitrary orbit of Algorithm 3.1 generated under Conditions 3.2 and 3.5. Then x n D → P C x 0 .
Proof. Apply Proposition 3.4(v)-(vii).

Main result
In order to solve (1.3), we implement Algorithm 3.1 in the following sequential format (since the B-class is closed under certain averaging operations [2] , it is also possible to devise parallel block-iterative implementations along the lines of those described in [2] for feasibility problems at the expense of more technical arguments).
Algorithm 4.1. At every iteration n ∈ N, take i(n) ∈ I and T n ∈ B such that S i(n) ∩ int dom f ⊂ Fix T n . Then select u n ∈ T n x n and set x n+1 = Q(x 0 , x n , u n ).
Remark 4.2. At iteration n, the selection of u n amounts to taking a step towards S i(n) . Indeed, since T n ∈ B and
The update x n+1 = Q(x 0 , x n , u n ) is then obtained as the minimizer of f − ∇f (x 0 ) over the intersection of the two half-spaces H(x 0 , x n ) and H(x n , u n ), which is a standard convex optimization problem. 
(ii) For every sequence (y n ) n∈N in int dom f and every bounded sequence (z n ) n∈N in int dom f , one has
Condition 4.4. For every orbit (x n ) n∈N of Algorithm 4.1, every strictly increasing sequence (p n ) n∈N in N, and every index i ∈ I, one has
Remark 4.5. Condition 4.3(i) states that each set S i must be activated at least once within any M i consecutive iterations. Condition 4.3(ii) holds when f is uniformly convex on bounded sets [10, Section 4] (for examples, see [24] ). Finally, concrete examples in which Condition 4.4 holds will be described in Section 5.
Lemma 4.6. [2, Lemma 3.2] Let C 1 and C 2 be two convex subsets of X such that C 1 is closed and
Our main result states that every orbit of Algorithm 4.1 converges strongly to the solution of (1.3). Proof. Since Algorithm 4.1 is a special case of Algorithm 3.1, we shall apply Theorem 3.6 to C = S. Let us first verify Condition 3.2. Assumption (
Hence n∈N Fix T n = Ø. Next, we derive from (1.2), Lemma 4.6, and (4.3) that
Consequently, S ⊂ n∈N Fix T n . Altogether, Condition 3.2 holds. Next, we verify Condition 3.5. To this end, fix i ∈ I and x ∈ W(x n ) n∈N , say x kn x. Because x ∈ dom f , it is sufficient to show
In view Proposition 3.4(ii) and Condition 4.3(ii), it is actually enough to show (4.6)
Let M i be as in Condition 4.3(i). After passing to a subsequence of (x kn ) n∈N if necessary, we assume that, for every n ∈ N, k n+1 ≥ k n + M i . Accordingly, there exists a subsequence (x pn ) n∈N of (x n ) n∈N such that
Furthermore,
x l+1 − x l .
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Consequently, if x n+1 − x n → 0, then x pn − x kn → 0 and, in turn, x pn x. If, in addition, u n − x n → 0, then Condition 4.4 yields x ∈ S i . Thus, (4.6) holds true.
We can now apply Theorem 3.6 to get D(x n , P S x 0 ) → 0. In turn, Condition 4.3(ii) yields x n → P S x 0 .
Applications
The versatility of Algorithm 4.1 is illustrated through its application to three specific versions of the best D-approximation problem (1.2)-(1.3) .
5.1. Best D-approximation via D-projections. For every i ∈ I, let P i be the D-projector onto the set S i . By Proposition 2.7(i), P i is a single-valued operator in B with Fix P i = S i ∩ int dom f and we can implement Algorithm 4.1 as Algorithm 5.1. For every n ∈ N, take i(n) ∈ I and set x n+1 = Q x 0 , x n , P i(n) x n .
Corollary 5.2. Let (x n ) n∈N be an arbitrary orbit of Algorithm 5.1 generated under Condition 4.3. Then x n → P S x 0 .
Proof. In view of Theorem 4.7, it is enough to check that Condition 4.4 is satisfied. To this end, take i ∈ I and a suborbit (x pn ) n∈N such that i(p n ) ≡ i, x pn x, and P i x pn − x pn → 0. Then S i P i x pn x and, since S i is weakly closed, x ∈ S i .
If X is Hilbertian, f = · 2 /2, I = {1, . . . , m} is finite, and i : n → n(modm)+1, then Algorithm 5.1 is Haugazeau's original best approximation method and Corollary 5.2 relapses to [18, Thm. 3-2].
5.2.
Best D-approximation from convex inequalities. For every i ∈ I, let S i = lev ≤0 g i , where g i : X → ]−∞, +∞] is an l.s.c. convex function such that ∂g i maps bounded sets to bounded sets and dom f ⊂ dom g i , and let R i be the subgradient D-projector onto S i . By Proposition 2.7(ii), R i ∈ B and Fix R i = lev ≤0 g i ∩ int dom f ( = Ø by (1.2)), and we can implement Algorithm 4.1 as Algorithm 5.3. For every n ∈ N, take i(n) ∈ I, u n ∈ R i x n , and set x n+1 = Q x 0 , x n , u n .
Corollary 5.4. Let (x n ) n∈N be an arbitrary orbit of Algorithm 5.3 generated under Condition 4.3. Then x n → P S x 0 .
Proof. Again, to apply Theorem 4.7, it suffices to check Condition 4.4. Take i ∈ I and a suborbit (x pn ) n∈N such that i(p n ) ≡ i, x pn x, and u pn −x pn → 0. For every n ∈ N, u pn is the D-projection of i 0. Accordingly, we can implement Algorithm 4.1 as Algorithm 5.5. For every n ∈ N, take i(n) ∈ I, γ n ∈ ]0, +∞[, and set x n+1 = Q x 0 , x n , (∇f + γ n A i(n) ) −1 • ∇f (x n ) .
Remark 5.6. When I is a singleton, Algorithm 5.5 corresponds to the exact version of the algorithm announced in [17] .
Corollary 5.7. Let (x n ) n∈N be an arbitrary orbit of Algorithm 5.5 generated under Condition 4.3. Suppose ∇f is uniformly continuous on bounded subsets of X and, for every i ∈ I and every strictly increasing sequence (p n ) n∈N in N such that i(p n ) ≡ i, one has inf n∈N γ pn > 0. Then x n → P S x 0 .
Proof. As before, it is enough to check Condition 4.4. Take i ∈ I and a suborbit (x pn ) n∈N such that i(p n ) ≡ i, x pn x, and u pn − x pn → 0, where u pn = (∇f + γ pn A i ) −1 • ∇f (x pn ). Then u pn x. Now set, for every n ∈ N, u * n = (∇f (x pn ) − ∇f (u pn ))/γ pn . Then (u pn , u * n ) n∈N lies in gr A i . On the other hand, u * n → 0 since u pn − x pn → 0, ∇f is uniformly continuous on int dom f , and inf n∈N γ pn > 0. Since A i is maximal monotone, gr A i is weakly-strongly closed and must therefore contain (x, 0), i.e., x ∈ S i . 
