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Abstract — In this paper we show that space-mapping optimization can be under-
stood in the framework of defect correction. Then, space-mapping algorithms can be
seen as special cases of defect correction iteration. In order to analyze the properties
of space mapping and the space-mapping function, we introduce the new concept of
flexibility of the underlying models. The best space-mapping results are obtained for
so-called equally flexible models. By introducing an affine operator as a left precon-
ditioner, two models can be made equally flexible, at least in the neighborhood of
a solution. This motivates an improved space-mapping (or manifold-mapping) algo-
rithm. The left preconditioner complements traditional space mapping where only a
right preconditioner is used. In the last section a few simple examples illustrate some
of the phenomena analyzed in this paper.
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1. Introduction
The space-mapping idea was conceived by Bandler [4] in the field of microwave filter design.
It aims at reducing the cost of accurate optimization computations by iteratively correcting
a sequence of rougher approximations. In technological applications this allows us to couple
simple rules that represent expert knowledge accumulated over the years with the accuracy
of expensive simulation techniques based on the numerical solution of partial differential
equations. This combination may yield an efficient method with good accuracy of the final
solution. As an example, in Section 5.2 we significantly accelerate the solution process
for an optimization problem from magnetostatics by combining finite elements for precise
computations of the magnetic field with rather simple magnetic circuit calculations.
The space-mapping technique has been mainly applied in electromagnetics [6, 8] but,
since the underlying principles are quite general, it could also be used in other areas [22,27].
Space mapping has developed enormously during the last decade. As can be seen in the
rather complete survey [6], the original idea has gone through a large number of changes and
improvements. Further, it can be applied in model reduction for the construction of cheap
surrogates [10, 28]. But this modeling purpose is still of secondary importance.
In the present paper, we consider space mapping from the perspective of defect correction.
Defect correction is a well-know principle in computational mathematics [13] to solve accurate
1This research was supported by the Dutch Ministry of Economic Affairs through the project IOP-EMVT-
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but complex operator equations in an iterative manner with the help of approximate but
easier operators. The idea of solving a problem with the help of a sequence of simpler versions
is quite old and well established. Famous examples are, e.g., Newton iteration and multigrid
methods [20].
Also the space-mapping technique can be considered as defect correction iteration. This
viewpoint allows some mathematical analysis and the construction of a family of more general
iteration procedures, generalizing space mapping.
In this paper, we also introduce the concept of model flexibility that gives additional
insight and understanding of space-mapping performance. The most significant conclusion
derived from that concept is that the best space-mapping techniques are those in which
both models involved have equal flexibility, while the less accurate model can be solved
much faster.
Traditional space-mapping techniques cannot change the model flexibility. In this paper,
we present a new space-mapping approach that, by additional left preconditioning [32] with
an affine operator, aims at locally endowing the two given models with equal flexibility. In
fact, this is rather a manifold-mapping than a space-mapping technique. There appears
to be a similarity with the recently published output space mapping (OSM) [7] and space-
mapping-based interpolating surrogate (SMIS) scheme [9]. However, our flexibility analysis
makes clear that properly adapted left-preconditioning is essentially more effective than the
traditional space mapping, which corresponds with right-preconditioning.
The present paper is structured as follows. Section 2 briefly presents the most funda-
mental concepts and definitions of space mapping. Section 3 first introduces the two types
of space-mapping solutions and presents typical algorithms found in literature for their com-
putation. Then the notions of perfect mapping and flexibility of a model are presented and
some relations between these are explained. In Section 4 the defect correction principle is
introduced and its relation with space mapping is shown. Some defect correction iteration
schemes can be recognized as space mapping methods but also generalizations can be found.
These processes are analyzed and a procedure is constructed so that locally the flexibility
for different models coincides. This yields our improved space mapping method. By means
of a few simple examples, in Section 5 we illustrate some essential concepts and lemmas
from the space-mapping theory presented in the previous sections. We conclude the paper
with a more realistic magnetic shape design problem which corroborates the efficiency of the
space-mapping technique for optimization.
2. Aims and first definitions
Two aims. Although space mapping is mostly employed as a means for optimization, it
is useful to know that it can be applied with two different objectives in mind — optimiza-
tion and model reduction — and that, with the different use, different emphasis is put on
particular aspects of space mapping.
We distinguish between: (1) The space-mapping technique aiming at efficient optimiza-
tion of complex technical problems. The idea is to combine the advantages of simple (coarse,
less accurate, easy to evaluate) models and more complex (fine, more accurate, expensive)
models of a phenomenon, to accelerate the numerical computation of a fine-model optimum.
Typical examples of such an optimization problem are, e.g., fitting a model to a set of mea-
sured data or determining the shape of an electromagnet in order to achieve a magnetic field
with certain properties. More generally, (2) space mapping deals with constructing a simpler
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or surrogate model instead of a more expensive and accurate one, and with calibrating this
surrogate.
The main difference between the two purposes of space mapping (optimization or model
reduction) is the required validity region in which the surrogate approximation should corre-
spond with the fine one. In the first case, it is sufficient if the two models correspond in the
neighborhood of the optimum where the optimization procedure dwells. In the latter case,
the surrogate model should be sufficiently accurate over a larger range of its parameters.
Though most of the concepts can also be applied in model reduction, this paper is
primarily concerned with the use of space mapping in optimization
The optimization problem. Let the specifications for the data of an optimization
problem be denoted by (t,y) ≡ ({ti}, {yi})i=1,...,m. The independent variable t ∈ Rm could
be, e.g., time, frequency, space, etc. The dependent variable y ∈ Y ⊂ Rm represents the
quantities that describe the behavior of the phenomena under study or design. The set
Y ⊂ Rm is called the set of possible aims. In addition to each value yi a range of its
probability (or accuracy) can be given.
The behavior of the variables y depends not only on the independent variable t but
also on an additional set of control/design variables. What are relevant control variables
depends on the situation. With x being the vector of relevant control variables, we may
write yi ≈ y(ti,x). The behavior of the phenomenon is described by the function y(t,x),
and the difference between the measured data and the physical reality may be the result of,
e.g., measurement errors or of the imperfection of the mathematical description.
Since in reality the behavior of the phenomenon may be extremely complex or even
impossible to describe in all its details, we usually describe it by some mathematical model.
Such models, however, appear in several degrees of sophistication. It is the purpose of this
research to exploit the combination of the simplicity of less sophisticated methods with the
accuracy of more complex ones. Therefore, we first distinguish between two types of models:
fine and coarse.
The fine model. The fine model response is denoted by f(x) ∈ Rm, where x ∈ X ⊂ Rnf
is the control variable2. The set X of possible control variables is usually a closed and
bounded subset of Rnf . The set f(X) ⊂ Rm of all possible fine model responses is called the
set of fine model reachable aims. The fine model is assumed to be accurate but expensive to
evaluate. We assume that f(x) is continuous. Possibly it is differentiable but its Jacobian
matrix Jf = df/dx is generally supposed to be either unavailable or very expensive to
compute.
For the optimization problem a fine model cost function, F (x) = ||| f(x)− y||| is defined,
which is a measure for the discrepancy between the data and a particular response of the
mathematical model. This cost function should be minimized. So we look for
x∗ = argminx∈X ||| f(x)− y||| . (1)
The cost function can be quite complex, e.g., it may take into account requirements for
responses (such as positivity) or expectations for the errors (possibility of large outliers).
Convexity and differentiability are generally not required. However, the cost function should
be continuous. For simplicity, in this paper we take for ||| · ||| a norm on Rm.
Definition 1. A design problem, characterized by the model f(x), the aim y ∈ Y , and
2In fact, f(x) = (f(t1,x), f(t2,x), · · · , f(tm,x)), but in this paper we distinguish the elements in Rm by
their index.
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the space of possible controls X ⊂ Rnf , is called a reachable design iff the equality f(x∗) = y
can be achieved for some x∗ ∈ X.
The coarse model. The coarse model is denoted by c(z) ∈ Rm with z ∈ Z ⊂ Rnc
the coarse model control variable. This model is assumed to be cheap to evaluate but less
accurate than the fine model. The set c(Z) ⊂ Rm is the set of coarse model reachable aims
. For the coarse model we have the coarse model cost function, C(z) = ||| c(z) − y||| . We
denote its minimizer by z∗,
z∗ = argminz∈Z ||| c(z)− y||| . (2)
Here the norm ||| · ||| is similar to the one in (1), but for the coarse model we assume that
there exists an efficient method for its optimization, whereas this is not the case for (1). In
principle, the spaces X and Z can have different dimensions.
The assumption of a well-defined optimization problem. We assume that the
fine and coarse optimization problems, characterized by y, f(x), and X, respectively y, c(z)
and Z, are uniquely solvable and well defined, i.e.,
∀y ∈ Y ∃! x∗ ∈ X x∗ = argminx∈X ||| f(x)− y||| , (3)
and
∀y ∈ Y ∃! z∗ ∈ Z z∗ = argminz∈Z ||| c(z)− y||| . (4)
In many practical cases, this assumption is reasonable. If X and Z are closed and bounded
nonempty sets and f and c are continuous functions, the existence of the solutions is guar-
anteed. Generally, uniqueness can be achieved by properly reducing the sets X or Z. If the
models are noninjective (or extremely ill-conditioned) in a small neighborhood of a solution,
essential difficulties may arise. We assume that such situations do not exist for the fine model.
If it occurs for the coarse model, possibly regularization can remove the difficulty [3, 6].
Space-mapping function. It is supposed to be much easier to compute z∗ than x∗.
With this knowledge and with the information regarding the similarity between the two
models f and c, we aim at an efficient algorithm to compute an accurate approximation of
x∗. Obviously, the similarity or discrepancy between the responses of two models used for
the same phenomenon is here an important property. It is expressed by the misalignment
function (see Fig. 1)
r(z,x) = ||| c(z)− f(x)||| .
In particular, for a given x ∈ X it is useful to know which z ∈ Z yields the smallest
discrepancy. This information would allow us to improve the coarse model. Therefore, the
space-mapping function is introduced.
Definition 2. The space-mapping function p : X ⊂ Rnf → Z ⊂ Rnc is defined by
p(x) = argminz∈Z r(z,x) = argminz∈Z ||| c(z)− f(x)||| . (5)
If (5) does not allow for a unique minimum, no space mapping p : X → Z exists.
The definition implies that for a given control x the function p delivers the best coarse-
model control z that yields a similar (or the same) response as x for the fine-model. The
assumption of the existence of a unique minimizer is implied by (4) if f(X) ⊂ Y , which can
be expected in practise.
Space mapping and defect correction 111
        
x   (mm)
z 
  
(m
m)
 
 
 
 
 
 
 
 
2 3 4 5 6 7 8
2
3
4
5
6
7
8
2 3 4 5 6 7 8
2
3
4
5
6
7
8
        
x   (mm)
z 
  
(m
m)
 
 
 
 
 
 
 
 
Linear
Nonlinear, σ = 1.0
Nonlinear, σ = 1.4
Identity
Figure 1. Misalignment and space-mapping function. The left figure shows the misalignment function for a
fine and a coarse model for the problem in Section 5.2. Darker shading shows a smaller misalignment. The
right figure shows the identity function and a few space-mapping functions for different coarse models used
in Section 5.2. Only the variable x3 is shown; x1 = 5 mm, x2 = 7.5 mm are kept fixed
The process of finding p(x) for a given x is called parameter extraction or single point
extraction, because it finds the best coarse-model parameter that corresponds with a given
fine-model control x. It should be noted that this evaluation of the space-mapping function
p(x) requires both an evaluation of f(x) and a minimization process with respect to z in
||| c(z)−f(x)||| . Hence, in algorithms we should make economic use of space-mapping function
evaluations.
The success of the space-mapping technique relies on the existence of possible, desirable
properties for the space-mapping function. One is its injectivity. When nf > nc, that is,
when the model f has more control parameters than c, the space-mapping function cannot
be injective. For that reason, together with the fact that both fine and coarse control
variables mostly have the same interpretation, in this paper we restrict ourselves to spaces
X and Z having the same dimension, nc = nf = n. But the case nf < nc has still some
practical interest: at the expense of losing uniqueness in the (coarse) optimization, the extra
parameters in c could be used for a better model alignment.
In circumstances where the coarse and the fine model reachable aims are each other’s
subset, i.e., if c(Z) ⊂ f(X) or f(X) ⊂ c(Z), or coincide, the notion of flexibility of a model
can be introduced (Section 3.3) to derive the properties of the corresponding space-mapping
function. A priori there is no reason to assume that these sets have such a relation or even
a nonempty intersection. However, given that both models describe the same phenomenon,
in some situations it may occur.
Perfect mapping. For reasons that will become immediately clear in the section below,
we introduce the following definition.
Definition 3. A space-mapping function p is called a perfect mapping iff
z∗ = p(x∗) . (6)
Using the definition of space mapping, we see that (6) can be written as
argminz∈Z ||| c(z)− y||| = argminz∈Z ||| c(z)− f(x∗)||| , (7)
i.e., a perfect space-mapping function maps x∗, the solution of the fine model optimization,
exactly onto z∗, the minimizer of the coarse model design. However, we notice that perfection
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is not a property of the space-mapping function alone but it also depends on the data y
considered. A space-mapping function can be perfect for one set of data but imperfect for a
different data set.
3. Space-mapping optimization
In literature many space mapping-based algorithms can be found [3, 6], but they all have
the same basis. In this section we first describe the original space-mapping idea and two
principal approaches (primal and dual). In Section 3.2, we show a few typical space-mapping
algorithms used in practice, and in Section 3.3 we analyze what approximations to a solution
are obtained under certain conditions.
3.1. Space-mapping approaches: original, primal, and dual
The basic idea behind space-mapping optimization is the following: if either the fine model
allows for an almost reachable design (i.e., f(x∗) ≈ y) or if both models are similar near
their respective optima (i.e., f(x∗) ≈ c(z∗)) we expect
p(x∗) = argminz∈Z ||| c(z)− f(x∗)||| ≈ argminz∈Z ||| c(z)− y||| = z∗ .
Based on this relation, the original space-mapping approach [4] assumes p(x∗) ≈ z∗. It first
determines z∗ and then solves
p(x∗sm) = z
∗ . (8)
The algorithm for its computation is shown in Fig. 2. However, in general p(x∗) 6= z∗, and
even z∗ ∈ p(X) is not guaranteed, so that the existence of x∗sm cannot be assumed. Therefore,
the primal space-mapping approach seeks for a solution of the minimization problem
x∗p = argminx∈X ‖p(x)− z∗‖ . (9)
This leads to the primal space-mapping algorithm as shown in Fig. 3.
An alternative approach can be taken. The idea behind space-mapping optimization is
the replacement of the expensive fine model optimization by a surrogate model. For the
surrogate model we can take the coarse model c(z), and improve its accuracy by the space
mapping p : X → Z. Now the improved or mapped coarse model c(p(x)) may serve as the
better surrogate model. Because of (5), we expect that c(p(x)) ≈ f(x) and hence
||| f(x)− y||| ≈ ||| c(p(x))− y||| .
Then the minimization of ||| c(p(x))−y||| will usually give us a value, x∗d, close to the desired
optimum x∗:
x∗d = argminx∈X ||| c(p(x))− y||| . (10)
This leads to the dual space-mapping algorithm, as shown in Fig. 4.
We will see in Section 3.3 that all three approaches coincide when z∗ ∈ p(X) and p is
injective. In Section 5.1.2 the case where the space-mapping solutions are different will be
illustrated. A notable difficulty of all the approaches is the expensive evaluation of p(x).
One way to deal with this problem is via convenient choices for the approximations to p(x)
indicated in each of the generic schemes given in Figs. 2–4. The selection of a suitable
approximation is made in the algorithms below.
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x0 = z
∗ = argminz∈Z ||| c(z)− y||| ;
p0 = I;
for k = 0, 1, · · · , while |||p(xk)− z∗||| > tolerance
do zk = p(xk) = argminz∈Z ||| c(z)− f(xk)||| ;
from {(xj, zj)}kj=0 determine an updated approximationa pk+1 for p;
xk+1 = p
−1
k+1(z
∗) ;
enddo
athe approximation is assumed to be invertible
Figure 2. The original space-mapping algorithm
for k = 0, 1, . . . , while . . .
do zk = p(xk);
compute an updated approximation pk+1 by means of {(xj, zj)}kj=0 ;
xk+1 = argminx∈X ‖pk+1(x)− z∗‖;
enddo
Figure 3. The iteration in the primal space-mapping algorithm
for k = 0, 1, . . . , while . . .
do zk = p(xk);
compute updated approximation pk+1 by means of {(xj, zj)}kj=0 ;
xk+1 = argminx∈X ||| c(pk+1(x))− y||| ;
enddo
Figure 4. The iteration in the dual space-mapping algorithm
3.2. Space-mapping algorithms
The three algorithms given in Figs. 2–4 are vague in the sense that no choice has been
made yet for the approximation of the space-mapping function p. Using a linear approxi-
mation gives rise to the more popular space-mapping optimization algorithms. Two most
representative examples are shown below. An extensive survey of available algorithms can
be found in [6].
The ASM algorithm [5]. The space-mapping function is approximated by lineariza-
tion to obtain
pk(x) = p(xk) +Bk (x− xk) .
In each space-mapping iteration step the matrix Bk is adapted by a rank-one update. For
that purpose a Broyden-type approximation [14] for the Jacobian of the space-mapping
function p(x) is used:
Bk+1 = Bk +
p(xk+1)− p(xk)−Bkh
hTh
hT ,
where h = xk+1 − xk. This is combined with original space mapping, so that xk+1 =
xk −B−1k (p(xk) − z∗), and the aggressive space mapping (ASM) is obtained (Fig. 5). Note
that Broyden’s method cannot assure that every Bk is nonsingular, so the inverse in the
original space-mapping scheme should be read as a pseudo-inverse. ASM just solves equation
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x0 = z
∗ = argminz∈Z ||| c(z)− y|||
B0 = I
for k = 0, 1, . . .
while |||p(xk)− z∗||| > tolerance
doa hk = −B†k(p(xk)− z∗)
xk+1 = xk + hk
Bk+1 = Bk +
(p(xk+1)−z∗)hT
hTh
enddo
aB†k denotes the pseudo-inverse of Bk.
Figure 5. The ASM algorithm
x0 = z
∗ = argminz∈Z ||| c(z)− y|||
B0 = I, λ0 = 0
for k = 0, 1, . . .
while |||p(xk)− z∗||| > tolerance
do hk = −(BTkBk + λkI)−1BTk (p(xk)− z∗) ;
xk+1 = xk + hk ;
Bk+1 = Bk +
(p(xk+1)−z∗)hT
hTh
;
update λk depending on the local linearity assumption
and the trust region required
enddo
Figure 6. The TRASM algorithm
(8) by a quasi-Newton iteration with an approximate Jacobian. We notice that only one
evaluation of the fine model is needed per iteration.
The TRASM algorithm [1]. Like ASM, the trust region aggressive space mapping
(TRASM) algorithm solves (8), now taking into account a trust region. That is to say, to
stabilize the algorithm, specially in its initial stage, every iterant xk+1 is found in a region
not too far away from the earlier one. Further, making use of the Levenberg-Marquardt
algorithm [25], TRASM restricts itself to minimizing the residue in the Euclidean norm. By
Levenberg-Marquardt the inner loop of TRASM uses the update formula
(BTkBk + λkI)hk = −BTk (p(xk)− z?) ,
xk+1 = xk + hk ,
where Bk is the kth approximation of the Jacobian of p(x) at xk. Notice that the adaptation
of the trust-region is controlled by adapting λk. For λk = 0 the iteration step reduces to
a quasi-Newton one, whereas for larger λk the step-length reduces and the method tends
to steepest descent for minimizing |||p(x) − x∗||| . Generally Bk is constructed by rank-one
updates as in ASM. The TRASM algorithm is shown in Fig. 6.
The HASM algorithm [2]. In general, the space-mapping function p will not be per-
fect, and hence, a space mapping based algorithm will not yield the solution of the fine model
optimization. Therefore, space mapping is sometimes combined with a classical optimiza-
tion method. This can be done in several ways. One obvious way is using a space-mapping
solution as an initial guess for an arbitrary other (classical) optimization algorithm. Another
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x0 =z
∗ = argminz∈Z ||| c(z)− y||| ;
p0 = I;
B0 = dc/dz (z
∗);
for k = 0, 1, . . .
do select ωk
xk+1 = argminx∈X |||ωk c(pk(x)) + (1− ωk)(f(xk) + B̂k(x− xk))− y|||
zk+1 = p(xk+1)
compute updated pk+1 by means of {(xj, zj)}kj=0
compute updated B̂k+1 by means of {(xj, zj)}kj=0
enddo
Figure 7. A hybrid aggressive space-mapping (HASM) algorithm
approach is by constructing a combination of a space-mapping and a classical optimization
method. Such an algorithm is called hybrid aggressive space mapping (HASM). It exploits
space mapping when effective, otherwise it defaults to the linearization of the fine model
response f(x):
lk(x) = f(xk) + B̂k (x− xk),
where B̂k is a Broyden rank one approximation to the Jacobian of f(x) in xk. It is proved
in [23] that (under mild conditions) the iterative process
xk+1 = argminx∈X ||| lk(x)− y|||
converges to x∗.
The combined model vk(x) is introduced as a convex combination of the mapped coarse
and the linearized model:
vk(x) = ωk c(pk(x)) + (1− ωk) lk(x) (11)
with ωk ∈ [0, 1]. Often ωk is used as a simple switch: either ωk = 1 or ωk = 0. Now
|||vk(x) − y||| is the functional to be minimized in the HASM scheme (Fig. 7). Conditions
for convergence are given in [24]. It should be noted that the combined model vk(x) is
only slightly more expensive than the mapped coarse one c(pk(x)), since for both the same
number of fine model evaluations is used.
3.3. Perfect mapping, flexibility and reachability
By its definition, perfect mapping relates the similarity of the models and the specifications.
If the fine model allows for a reachable design, then irrespective of the coarse model used,
the mapping is always perfect. Also, if the coarse and the fine model optimal responses
are identical, the space-mapping function is perfect. These two facts are summarized in the
following lemma.
Lemma 1. If either a design is reachable for the fine model, or if the fine and the coarse
models give the same optimal response, then the corresponding space-mapping function is
perfect. In formula:
(i) if f(x∗) = y then p(x∗) = z∗;
(ii) if f(x∗) = c(z∗) then p(x∗) = z∗.
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The fine and the coarse models in space-mapping should, by their nature, show important
similarities. Normally, the coarse model needs only a small correction in order to be aligned
with the fine one. Then the space-mapping function is just a small perturbation of the
identity. Therefore, we can expect that, with the tolerances handled in practice, there
exists a point x˜ ∈ X such that f(x˜) = c(z∗) and thus, that p(x˜) = z∗. This is a most
interesting situation in which many of the different situations discussed above coincide and
space mapping may lead us to the desired optimum. This is shown in the following lemma.
Lemma 2.
(i) If z∗ ∈ p(X), then p(x∗sm) = p(x∗p) = p(x∗d) = z∗;
(ii) if, in addition, p is an injective perfect mapping, then x∗ = x∗sm = x
∗
p = x
∗
d.
Proof. In case z∗ ∈ p(X) by definition (8), x∗sm exists and p(x∗sm) = z∗. Now by definition
(9) p(x∗p) = p(x
∗
sm). Further, c(p(x
∗
sm))− y = c(z∗)− y, so that by definition (10) p(x∗d) =
p(x∗sm). Summarizing, p(x
∗
sm) = p(x
∗
p) = p(x
∗
d) = z
∗. If, further, p is injective, the original,
primal, and dual approach yields the same result. If, in addition, p is a perfect mapping,
then x∗sm = x
∗
p = x
∗
d = x
∗.
In some cases we can expect that the sets of fine and coarse reachable aims may overlap
in a region of Rm close to their respective optima. The concept of model flexibility is
now introduced, and from that notion some results concerning the properties of the space-
mapping functions can be derived.
Definition 4. A model is called more flexible than another if the set of its reachable
aims contains the set of reachable aims of the other. Two models are equally flexible if their
respective sets of reachable aims coincide.
Thus, a coarse model c is more flexible than the fine one f if c(Z) ⊃ f(X), i.e., if the
coarse model response can reproduce all the fine model reachable aims. For example, if
n > m, linearization makes a flexible coarse model. Similarly, the fine model is more
flexible if f(X) ⊃ c(Z). Model flexibility is closely related to the properties of the space-
mapping function. This is shown in the following lemmas, where p denotes the space-
mapping function.
Lemma 3. If c is more flexible than f , then
(i) c(p(x)) = f(x) ∀x ∈ X;
(ii) p : X → Z is a perfect mapping ⇔ c(z∗) = f(x∗);
(iii) if f : X → Y is injective, then p : X → Z is injective;
(iv) if c(Z) \ f(X) 6= ∅, then p : X → Z cannot be surjective.
Proof. (i) ∀f(x)∃ c(z) : c(z) = f(x) ⇒ c(p(x)) = f(x) ∀x ∈ X.
(ii⇒) f(x∗) = c(p(x∗)) = c(z∗) because of (i) and perfect mapping.
(ii⇐) p(x∗) = argminz∈Z ||| c(z) − f(x∗)||| = argminz∈Z ||| c(z) − c(z∗)||| = z∗, because the
optimum is unique.
(iii) Let p(x1) = p(x2) ⇒ c(p(x1)) = c(p(x2)) ⇒ f(x1) = f(x2) because of (i) ⇒ x1 = x2
because f is injective.
(iv) Let be z˜ : c(z˜) ∈ c(Z) \ f(X). But then, because of (i), we see that it is not possible
to find x˜ ∈ X : p(x˜) = z˜.
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Figure 8. Perfect mapping cannot be expected in general for more flexible coarse models
Remark 3.1. Because of (ii), generally, we cannot expect space-mapping functions to be
perfect for flexible coarse models unless the two models are equally flexible near the optimum.
This fact is illustrated in Fig. 8. However, we remind that if the design is reachable, the
perfect mapping property holds, even if c(Z) \ f(X) 6= ∅.
Lemma 4. If f is more flexible than c, then
(i) p : X → Z is surjective;
(ii) if f(X) \ c(Z) 6= ∅, then p cannot be injective.
Proof. (i) f(X) ⊃ c(Z) ⇒ ∀c(z)∃f(x) : c(z) = f(x)
⇒ ∀z∃x : z = argminζ∈Z ||| c(ζ)− f(x)||| ⇒ ∀z ∃x : z = p(x).
(ii) All elements f(x) ∈ f(X) can be divided over equivalence classes for which c(z) is the
closest element in c(Z), i.e., the classes Fz = {f(x) | argminζ∈Z ||| c(ζ) − f(x)||| = z} with
z ∈ Z. All x with f(x) ∈ Fz now share the property that p(x) = z. If f(x) ∈ f(X) \ c(Z),
it follows that ||| c(p(x))− f(x)||| 6= 0 and, hence, fp(x) contains at least two elements.
We combine the previous two lemmas in the following.
Lemma 5. If f and c are equally flexible and f : X → Y is injective, then (i) p is a
bijection, and (ii) p is a perfect mapping.
Proof. (i) Combine lemmas 3 and 4.
(ii) Because f(X) ≡ c(Z), the optimum verifies f(x∗) = c(z∗). Since the coarse model is
more flexible than the fine one, we conclude that p is a perfect mapping.
The conclusions in Lemma 2 can now be drawn from assumptions about model flexibility.
Lemma 6. (i) If f is more flexible than c, then p(x∗sm) = p(x
∗
p) = p(x
∗
d) = z
∗. (ii) If f
and c are equally flexible and f is injective, then x∗ = x∗sm = x
∗
p = x
∗
d.
Remark 3.2. It is not really needed for the space-mapping function to be a bijection
over the whole domain in which it is defined. In fact, perfect mapping is a property that
concerns only a point, and it is enough if the function is injective in a (small) neighborhood.
Thus, the assumptions for the former lemmas can be relaxed and stated just locally.
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4. Defect correction and space mapping
The main idea underlying the space-mapping technique, i.e. the efficient solution of a com-
plex problem by the iterative use of a simpler one, is known since long in computational
mathematics. It is generally known as defect correction iteration (of which, e.g., Newton’s
method, relaxation procedures [13,20], iterative refinement [13], and multigrid methods [20]
are examples). The general principles of the idea are well known and studied in a number
of papers [12, 13, 30]. In this section we first briefly summarize the defect correction prin-
ciple for the solution of operator equations and extend the idea to optimization problems.
We compare defect correction with space mapping and show how space mapping can be
derived from defect correction. Then, in the general framework of defect correction, new
space-mapping algorithms are constructed and analyzed.
4.1. The defect correction principle
Let us first consider the problem of solving a nonlinear operator equation
F x = y, (12)
where F : D ⊂ E → D̂ ⊂ Ê is a continuous, generally nonlinear operator and E and
Ê are the Banach spaces. In general, neither injectivity nor surjectivity of the mapping
are assumed, but in many cases these properties can be achieved by a proper choice of the
subsets D and D̂.
The classical defect correction iteration for the solution of equation (12) with y ∈ D̂ is
based on a sequence of operators F˜k : D → D̂ approximating F . We assume that each F˜k
has an easy-to-calculate inverse G˜k : D̂ → D. Actually, it is the existence of the easy-to-
evaluate operator G˜k, rather than the existence of F˜k, that is needed for defect correction,
and we do not need to assume neither F˜k nor G˜k to be invertible.
Defect correction comes in two brands [12], depending on the space, E or Ê, in which
linear combinations for extrapolation are made. The two basic iterative defect correction
procedures to generate a (hopefully convergent) sequence of approximations to the solution
of (12) are {
x0 = G˜0 y,
xk+1 = (I − G˜k+1F)xk + G˜k+1 y,
(13)
and {
l0 = y,
lk+1 = (I −F G˜k) lk + y.
(14)
In the latter we identify the approximate solution as xk ≡ G˜klk. We see that the two
iteration processes are dual in the sense that the extrapolation in (13) is in the space E,
whereas the additions in (14) are in Ê. If G˜k is injective, then an operator F˜k exists such
that F˜kG˜k = ID̂, i.e., F˜k is the left-inverse of G˜k. Then F˜kxk = lk and (14) is equivalent to
the iterative procedure {
F˜0x0 = y,
F˜k+1xk+1 = F˜k xk − FG˜kF˜k xk + y.
(15)
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In order to apply (15), the injectivity of G˜k is not really needed, and it is immediately
seen that neither (14) nor (15) converge if y 6∈ D̂. However, (15) can be modified so that it
can be used for y 6∈ D̂. Therefore, we require injectivity for F˜k and take G˜k as its left-inverse,
i.e., G˜kF˜k = ID. Then (15) leads to{
x0 = G˜0 y,
xk+1 = G˜k+1
(
F˜k xk − F xk + y
)
.
(16)
Because (16) allows for a noninjective G˜k, this procedure can be used for optimization pur-
poses. In case of an invertible G˜, both (15) and (16) are equivalent to (14).
Assuming that for large enough k the approximate operators G˜k = G˜ and F˜k = F˜ do not
change anymore, upon convergence we see that with limk→∞ xk = x and limk→∞ lk = l¯ we
find for (13), (14), (15), and (16) respectively
G˜ F x = G˜ y, (17)
F G˜ l¯ = F x = y, (18)
F G˜ F˜ x = y, (19)
and
x = G˜ (F˜ x−F x+ y) . (20)
The process (13) is convergent if the operator I − G˜F : D → D is a contraction, i.e.,
if the Lipschitz constant ||| I − G˜F|||D⊂E is less than one. This implies that F should be
injective. Similarly, (14) converges if I − FG˜ : D̂ → D̂ is a contraction, which implies that
F should be surjective. When F is not surjective, (18) shows that (14) and (15) do not
always allow for a fixed point. However, the processes (13) and (16) may allow for one,
provided G˜ is not injective. Further, we see that, for constant, nonsingular affine G˜ = G˜k, all
processes (13)–(16) yield identical sequences of approximants. If a regular G˜ is not affine,
the processes (13) and (14) give different results.
For our optimization problems, where the design may be not reachable, y ∈ D̂, but
y /∈ F(D), i.e., F is no surjection so that no solution for (12) exists and (14)–(15) cannot
converge. Therefore, we drop the idea of finding an x ∈ D satisfying (12) and we replace
the aim by looking for a solution x∗ ∈ D so that the distance between Fx and y is minimal,
i.e., we want to find
x∗ = argminx∈D ||| Fx− y||| Ê .
For a compact nonempty D and a continuous F , at least a solution exists, and if the oper-
ators G˜k are such that (13) or (16) converges, the stationary point x satisfies (17) or (20),
respectively. For a linear operator G˜ this means that Fx− y ∈ Ker(G˜).
4.2. Defect correction and space mapping
Because the theory of defect correction is formulated in terms of the Banach spaces, to
compare it with the space-mapping theory we restrict ourselves to cost functions ||| · ||| that
take the form of a norm. In fact, for our space-mapping algorithms we simply take E = Rn,
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Ê = Rm, and D = X ⊂ Rn a compact (closed and bounded) subset. It is tempting to
identify the operator F with the fine model function f , i.e.,
F x = f(x) , with x ∈ D = X ⊂ Rn , (21)
but, to be more precise, we denote by F † the operator for the minimization problem
F †y = argminx∈X ||| f(x)− y||| . (22)
Now the operator F : D → D̂ in (21) is the right-inverse of F †. We stress that F generally
is not surjective. Defect correction for operator equations is generalized to optimization
problems by approximating the operator F †.
The space mapping idea comes back by identifying the role of the approximate pseudo-
inverse. Since the mapped coarse model acts as a surrogate for the fine, one clear choice for
the approximate operator can be
F˜k x = c(pk(x)) ∀k . (23)
Then G˜k, the approximate inverse of F , is the the mapped coarse model optimization
G˜k y = argminx∈X ||| c(pk(x))− y||| . (24)
At this stage we make no particular choice for the functions pk, but we only assume that
(24) is easily evaluated. For example, if the spaces X and Z can be identified, we simply can
take pk = I, the identity operator. We can try and find better choices for pk, but –as we
assumed that both X and Z are in Rn– only bijections for the functions pk are considered.
As for G˜k, we also assume for pk that they are not to change anymore for k large enough,
i.e., pk = p for k > k0.
4.3. Defect correction algorithms for optimization
4.3.1. Construction of new iterative optimization algorithms. Using the basic
defect correction processes and the relations (21), (23), and (24) that are associated with
space mapping, we derive two new defect-correction iteration schemes that can be used for
optimization. Substitution of the relations into the processes (13) and (16) respectively
yields the following initial estimate and iteration processes for k = 0, 1, 2, . . .:
x0 = argminx∈X ||| c(p0(x))− y||| , (25)
(DeC-X) xk+1 = xk − argminx∈X ||| c(pk+1(x))− f(xk)|||
+ argminx∈X ||| c(pk+1(x))− y||| ,
(26)
(DeC-Y) xk+1 = argminx∈X ||| c(pk+1(x))− c(pk(xk)) + f(xk)− y||| . (27)
Again, the two processes (26) and (27) are dual in the sense that extrapolation is applied in
the space X for process (26) and extrapolation in Y for process (27). In the case where the
spaces X and Z can be identified, for the initial estimate (25) we take p0 = I, the identity
like in the space-mapping algorithms.
In the above iterations, all iterated minimizations are over functions involving the surro-
gate model, c◦pk. However, it is the coarse model that was assumed to be cheaply optimized.
Therefore, it is convenient to derive procedures similar to the ones given, such that direct
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optimization over the coarse model becomes central. By taking F z = f(q(z)), F˜k z = c(z),
and G˜k y = argminz∈Z ||| c(z)− y||| , with q and qk bijections from Z to X fulfilling in every
iteration q(zk) = qk(zk), we obtain for k = 0, 1, 2, · · ·
z0 = z
∗ = argminz∈Z ||| c(z)− y||| , (28)
(DeC-Z) zk+1 = zk − argminz∈Z ||| c(z)− f(qk(zk))||| + z∗ , (29)
(DeC-Y) zk+1 = argminz∈Z ||| c(z)− c(zk) + f(qk(zk))− y||| . (30)
As the solution is wanted in terms of fine-model control variables, the procedures are com-
plemented with xk = qk(zk). The bijections can be interpreted as qk = p
−1
k . Again, for
k > k0, we assume the iteration process to be stationary: qk = q.
Lemma 7. (1) The initial estimates (25) and (28) are equivalent, as well as the processes
(27) and (30). (2) If pk is linear and the same for all k, pk = p, then also (26) and (29)
are equivalent.
Proof. (1) We substitute in (25) p0(x0) = z0 to obtain (30). In (27) we substitute
pk(xk) = zk, pk+1(xk+1) = zk+1 and q(zk) = xk to obtain (28). (2) The same substitutions
in (26) make
qk+1 zk+1 = qk zk − qk+1 argminz∈X ||| c(x)− f(qk(zk))|||
+ qk+1 argminx∈X ||| c(x)− y||| .
Now the linearity of qk+1 and pk+1 qk zk = zk complete the proof.
4.3.2. Recovering space mapping from defect correction. With a proper choice
of pk we can recover the space-mapping algorithms presented in Section 3.1. The primal
space-mapping generic scheme is obtained just by applying defect correction to the problem
F † z∗ = argminx∈X ‖p(x)− z∗‖ ,
where the easy-to-calculate pseudo-inverses are
G˜k z∗ = argminx∈X ‖pk(x)− z∗‖ ,
where pk is an arbitrary approximation of p satisfying pk(xk) = p(xk).
The dual space-mapping approach can be derived as follows. Let pk be an approximation
of p satisfying pk(xk) = p(xk), then (26) reduces to
xk+1 = argminx∈X ||| c(pk(x))− y||| , (31)
which coincides with the dual space-mapping algorithm.
A special case. If X = Z and pk = I, then (26) reduces to
x0 = argminz∈Z ||| c(z)− y||| = z∗ ,
xk+1 = xk − argminz∈Z ||| c(z)− f(xk)||| + z∗ ,
= xk − p(xk) + z∗ , k = 0, 1, . . .
(32)
This is the iterative method to solve the original space-mapping problem (6) which has
been published in [11, 26]. Clearly, the iteration can only converge if p(x∗sm) = z
∗ allows
for a solution and the convergence rate is determined by the Lipschitz constant ||| I − p(·)||| .
Hence, a necessary and sufficient condition for convergence of (32) is ||| I − p(·)||| < 1.
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Figure 9. The relative location of c(z∗), f(x∗) and f(x)
4.3.3. Properties of the new algorithms Convergence of DeC-X. In the case of
convergence of (26) we obtain, with fixed point limk→∞ xk = x, the equality
x̂ := argminx∈X ||| c(p(x))− f(x)||| = argminx∈X ||| c(p(x))− y||| , (33)
which shows that the design x ∈ X is associated with the design result ŷ = c(p(x̂)) ∈ c(p(X))
that is the best approximation of y reachable in c(p(X)) = c(Z), and at the same time such
that f(x) is best approximated in c(Z) by the same ŷ. Hence, both f(x) and y belong to
the class Wŷ ⊂ Rm of points in Rm for which ŷ is the closest point in c(Z) ⊂ Rm. Noting
that p is a bijection, the equality (33) can be written briefly as
x̂ := p−1(p(x)) = p−1(z∗) (34)
where p denotes the space-mapping function (5).
If we assume Ê to be a Hilbert space, from (33) we see that both c(p(x̂))− f(x) and
c(p(x̂)) − y are perpendicular to the tangent plane in c(p(X)) at c(p(x̂)). We denote
the linear manifold of points perpendicular to the tangent plane in c(p(X)) at c(p(x̂)) by
c(p(X))⊥(x̂). Thus
c(p(x̂))− f(x) ∈ c(p(X))⊥(x̂) ,
c(p(x̂))− y ∈ c(p(X))⊥(x̂) ,
and hence
f(x)− y ∈ c(p(X))⊥(x̂) = c(p(X))⊥(p−1p(x)) = c(Z)⊥(z∗) .
This situation is shown in Fig. 9. We summarize this result in the following lemma.
Lemma 8. Let Ê be a Hilbert space. In case of convergence of (26) with a fixed point
x, we obtain
f(x)− y ∈ c(Z)⊥(z∗) = c(p(X))⊥(p−1p(x)).
Because p is a bijection, from (34) we directly see the following result.
Lemma 9. Let p(x) be the space-mapping function as defined in (5). If (26) converges
to x, then p(x) = z∗.
Corollary 4.1. It follows from the definition of a perfect mapping that, with x being the
convergence result of (26), p(x) = p(x∗) if and only if p is a perfect mapping.
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Remark 4.1. We note that convergence of (26) implies z∗ ∈ p(X). Hence in the case
of z∗ 6∈ p(X) the algorithm cannot reach a stationary point.
In case we have knowledge about the flexibility of the models, we can go a bit further
with the analysis and state the next lemma.
Lemma 10. If the coarse model is more flexible than the fine one, i.e., c(Z) ⊃ f(X),
and y ∈ c(Z) \ f(X), then (26) cannot converge.
Proof. Because y ∈ c(p(X)), there exists a x̂ such that y = c(p(x̂)). If (26) converges,
then (33) holds and x̂ = argminx ||| c(p(x))− f(x)||| .
Since the surrogate model is more flexible than the fine model, c(p(x̂)) = f(x). This
yields a contradiction. Hence (26) cannot converge.
Remark 4.2. So, in the end we have what one would have expected. If c(Z) = f(X) and
the process (26) converges, the space mapping is perfect and the fixed point of the iteration
is the solution of our optimization problem.
Convergence of DeC-Y. In Section 4.3.1 Lemma 7, it was shown that the iterations
(27) and (30) are equivalent. Hence, their convergence results coincide. For (27) we derive
Lemma 11. Let the space Ê be a Hilbert space. In the case of convergence of (27), with
fixed point limk→∞ xk = x, we obtain
f(x)− y ∈ c(p(X))⊥(x).
Proof. In the case of convergence of (27), with fixed point limk→∞ xk = x, we obtain
x := argminx∈X ||| c(p(x))− c(p(x)) + f(x)− y||| . (35)
So, it follows that for all h ∈ Rn
||| c(p(x+ h))− c(p(x)) + f(x)− y||| > ||| f(x)− y||| .
With Ê a Hilbert space, this implies that
f(x)− y ⊥ c(p(x+ h))− c(p(x)) ∀h ∈ Rn ,
so that f(x) − y is perpendicular to the linear manifold through c(p(x)) that is tangential
to c(p(X)).
Remark 4.3. Notice the slight difference with the result for DeC-X.
Lemma 12. With a flexible coarse model and pk(xk) = p(xk) the iteration processes
(26) and (27) yield identical sequences of approximations. Hence, under these conditions,
the lemmas 9 and 10 for (26) also hold for (27).
Proof. The main iteration in DeC-Y is
xk+1 = argminx∈X ||| c(pk+1(x))− c(pk(xk)) + f(xk)− y||| .
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From Lemma 3 for a more flexible coarse model
c(p(xk)) = f(xk) .
Since pk(xk) = p(xk), we have
xk+1 = argminx∈X ||| c(pk+1(x))− y||| .
which coincides with DeC-X (26), because we satisfy the hypothesis of recovering space
mapping from defect correction (Section 4.3.2).
Convergence of DeC-Z. Because of the similarity of the lemmas and the proofs for
the scheme (29) and those for (26), here we omit the proofs.
Lemma 13. Let Ê be a Hilbert space. In case of convergence of (29) with a fixed point
x = q(z), we obtain
f(x)− y ∈ c(Z)⊥(z∗) = c(p(X))⊥(p−1p(x)) .
Lemma 14. Let p(x) be the space-mapping function as defined in (5). If (29) converges
to x = q(z), then p(x) = z∗.
Again it follows that, with x the convergence result of (29), p(x) = p(x∗) if and only if
p is a perfect mapping. If c(Z) = f(X) and the process converges, the fixed point of the
iteration is the solution of our optimization problem.
Lemma 15. If the coarse model is more flexible than the fine one, i.e., c(Z) ⊃ f(X),
and y ∈ c(Z) \ f(X), then (29) cannot converge.
4.3.4. The processes with linear coarse model and mappings. A coarse model
linear in its control variables together with linear mappings for either pk and p or qk and q
can be attractive in practice and the analysis can give some additional insight. Under these
conditions of linearity, all defect correction processes above coincide. For the analysis we
take the iteration (29) with the Euclidean norm as a starting point.
Denoting by C the m× n matrix that describes the linear coarse model, we obtain{
z0 = z
∗ = argminz∈Z ‖Cz− y‖2,
zk+1 = zk − argminz∈Z ‖Cz− f(qk(zk))‖2 + z∗,
(36)
or {
z0 ∈ C†y + Span(V0),
zk+1 ∈ zk − C†(f(qk(zk))− y) + Span(V0),
(37)
where C† is the pseudo-inverse of C and Span(V0) ⊂ Rm is the kernel of CTC. The fixed
point f(x) = f(q(z)) of iteration (37) is characterized by
C†(y − f(x)) ∈ Span(V0) .
In the case where m > n and with a full rank C operator, the term Span(V0) vanishes, so
that CT (y−f(x)) = 0, i.e., the coarse model cannot recognize data components in the kernel
of CT .
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Convergence of the linearized process. From (37) it is clear that for a nonfull-rank
C matrix or if m < n, the solution is not uniquely determined, and the iteration cannot be
a contraction, whereas for a full-rank C with m > n, the convergence rate is determined by
the Lipschitz constant
||| I − C†f(q(·))||| .
If we consider the Euclidean norm and the operators f : X → Y and q : Z → X have
Jacobians F ∈ Rm×n and Q ∈ Rn×n respectively, then the convergence rate is bounded by
‖I − C†FQ‖2 = ‖(CTC)−1CT
(
C − FQ) ‖2 6 ‖(CTC)−1‖2 ‖CT (C − FQ) ‖2 .
This shows how the operators c and f ◦ q should be related for the iteration process to
converge: the coarse-model c should be full rank and be sufficiently stable (well-conditioned)
and the fine-model f , preconditioned by q, should sufficiently correspond with the coarse-
model c (at least with respect to the components in its range).
4.3.5. Left- and right-preconditioning. The efficiency of the space-mapping algo-
rithms depends substantially on the similarity between the fine and the coarse model used
and their relative costs for solution. The space-mapping procedure is then determined by
the choice as to how the space-mapping function is approximated, with ASM and TRASM
as obvious choices.
In the defect correction algorithms we also have to deal with the similarity between
the fine and the coarse model but, instead in selecting the space-mapping approximation,
there is the freedom in the preconditioning mapping p or q = p−1. This choice can be
used to improve the convergence of the procedure. From the linear case we see that better
convergence can be expected if the approximation c(p(x)) ≈ f(x) is more accurate. From
c(z) ≈ f(q(z)) we see that q acts as a right-preconditioner [32].
On the other hand, by the orthogonality relations in the lemmas above, we see that
it is advantageous, both for the conditioning of the problem and for the minimization of
the residual, if the manifolds f(X) and c(Z) are found parallel in the neighborhood of the
solution. However, by space mapping or by right-preconditioning the relation between the
manifolds f(X) and c(Z) remains unchanged. This relation can be improved by the effect
of an additional left-preconditioner. Therefore, we have to introduce such a preconditioner
r : Y → Y so that near f(x∗) ∈ Y the manifold f(X) ⊂ Y is mapped onto c(Z) ⊂ Y :
r(f(q(z))) ≈ c(z) .
Hence, in the next section we propose an affine operator S = r−1, which maps c(Z) onto
f(X), at least in the neighborhood of the solution. This improves significantly the tradi-
tional approach. The recently introduced output space mapping and space-mapping-based
interpolating surrogate scheme [9] also take such left preconditioning into account, but in a
different manner.
4.4. Improved space mapping
Except for the hybrid method HASM, all space-mapping methods thus far have the clear
disadvantage that, in general, the fixed point of the iteration does not coincide with the
126 D. Echeverr´ıa and P. W. Hemker
solution of the fine model minimization problem. This is due to the fact that the approximate
solution x satisfies
f(x)− y ∈c(p(X))⊥(p−1p(x)) for DeC-X and DeC-Z,
f(x)− y ∈c(p(X))⊥(x) for DeC-Y,
whereas a (local) minimum for ||| f(x)− y||| satisfies
f(x∗)− y ∈ f(X)⊥(x∗) .
Hence, differences between x and x∗ will be larger for larger distances between y and the sets
f(X) and c(Z), and for larger angles between the linear manifolds tangential at c(Z) and
f(X) near the optima. This disadvantage, however, can be removed by introducing an affine
mapping S : Y → Y such that Sc(z) = f(x∗) for a proper z ∈ Z, and the linear manifold
tangential to c(Z) in c(z) maps onto the one tangential to f(X) in f(x∗). In view of the fact
that in the nondegenerate case, when m > n, both f(X) and c(Z) are n-dimensional sets in
Rm, the mapping S can be described by
Sv = f(x∗) + S (v − c(z)) ,
where S is an m × m-matrix of rank n. This mapping S is not a priori available, but an
approximation to it can be computed iteratively during the optimization. A full rank m×m-
matrix S can be constructed, which has a well-determined part of rank n, while a remaining
part of rank m−n is free to choose. Because of the supposed similarity between the models
f and c, we keep the latter part close to the identity.
We propose the following algorithm (p : X → Z being a proper but yet arbitrary
mapping):
1. Set k = 0 and set S0 = I as the m×m identity matrix, and compute
x0 = argminx∈X ||| c(p(x))− y||| .
2. Compute f(xk) and c(p(xk)).
3. If k > 0, with ∆ci = c(p(xk−i))−c(p(xk)) and ∆fi = f(xk−i)−f(xk), i = 1, · · · ,min(n, k),
we define ∆C and ∆F to be the rectangular m × min(n, k)-matrices with respec-
tively ∆ci and ∆fi as columns. Their singular value decompositions are respectively
∆C = UcΣcV
T
c and ∆F = UfΣfV
T
f .
Now, Sk = ∆F ∆C
† + (I − Uf UTf ) (I − Uc UTc ) and the approximate affine mapping is
Sk v = f(xk) + Sk(v − c(p(xk)) , ∀v ∈ Y,
which, for l > 0 and l = k − 1, · · · ,max(0, k − n), satisfies
Sk (c(p(xl))− c(p(xk))) = f(xl)− f(xk) .
4. The next iterand is computed as
xk+1 = argminx∈X ‖Sk(c(p(x)))− y‖
= argminx∈X ‖Sk(c(p(x))− c(p(xk))) + f(xk)− y‖
= argminx∈X ‖c(p(x))− c(p(xk)) +
[
∆C ∆F † + I − UcUTc
]
(f(xk)− y)‖.
(38)
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5. Set k := k + 1 and go to 2.
Here, † again denotes the pseudo-inverse, ∆F † = VfΣ
†
fU
T
f . In the last line in (38), the
freedom in making Sk full-rank is used, replacing ∆C ∆F
† + (I − UcUTc )(I − UfUTf ) by
∆C ∆F †+ I −UcUTc , in order to stabilize the algorithm. This does not change the solution.
If the above iteration converges with fixed point x and mappings S and p, we have
f(x)− y ∈ S(c(p(X)))⊥(x) = f(X)⊥(x) .
From this relation and the fact that Sk(c(p(xk))) = f(xk), it can be concluded that, under
convergence to x, the fixed point is a (local) optimum of the fine model minimization.
The improved space-mapping scheme
xk+1 = argminx |||Sk(c(pk(x)))− y|||
can also be recognized as defect correction iteration with either F˜k = Sk ◦ c ◦ pk and F = f
in (26) or (27), or with F˜k = Sk ◦ c and F = f ◦ q in (29) or (30).
5. Examples
5.1. Simple examples and counterexamples
5.1.1. Coinciding space-mapping optima and deviation from perfect mapping
Each of the four points z∗, x∗p, x
∗
d and x
∗ introduced in the previous sections is the solution of
a minimization problem, the first three being approximations to the last. In this section by
a few very simple examples we illustrate that in some cases these approximations coincide,
but in other cases they can be all different.
As a first example we consider a simple least squares data fitting problem: the data
are y = [y−1, y0, y1] for t = [−1, 0, 1], so we have m = 3. The fine model is the family of
polynomials over X = R2:
f(x) = f(x1, x2) =
[
x21 t
2
i + x1 ti + x2
]
i=1,2,3
. (39)
The coarse model is the linear c(z) = c(z1, z2) = [z1 ti + z2]i=1,2,3. The number of control
parameters is n = 2 and the two models are similar for small x1. The search is made over
X = Z = R2. It is immediately evident that the coarse model minimum is
z∗ =
[
y1 − y−1
2
,
y−1 + y0 + y1
3
]
. (40)
Using the definition of the space-mapping function, it is easily determined as
p(x) =
[
x1, x2 +
2
3
x21
]
,
which for small x1 clearly resembles the identity operator. It is a bijection between X and Z,
and by applying Lemma 2 in Section 3.3 we see that for this problem all the space-mapping
solutions exist and coincide:
x∗sm = x
∗
p = x
∗
d =
[
y1 − y−1
2
,
y−1 + y0 + y1 − (y1 − y−1)2/2
3
]
. (41)
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Figure 10. Quality of the space-mapping optimum depending on the deviation from perfect mapping.
Results for 8000 experiments with random perturbations of size ‖n‖2 < 10. In the example ‖f(x̂)‖2 = 0.2328
Notice that this is not the true solution for fitting with (39). Only in the case of perfect
mapping the solution x∗sm corresponds with the true solution x
∗.
Deviation from perfect mapping. In order to check the value of the space-mapping
approach and see the effect of a nonperfect mapping, we perform the following experi-
ment. We create the data y = f(x̂) + n, with x̂ = [0.1, 0.1] and n a random vector,
uniformly distributed on a sphere with radius ‖n‖ = r. Fig. 10 shows the quotient
‖f(x∗)−y‖2/‖f(x∗sm)−y‖2. When n is not significant compared to the fine model response,
then the mapping is almost perfect and the space-mapping solution yields a response with a
cost function close to the true optimum. With this test we corroborate that a coarse model
that can accurately reproduce the response of the fine, is a good candidate for use with space
mapping, and second that fine models that meet the specifications well improve the quality
of the space-mapping result.
5.1.2. Different optima x∗, x∗p and x
∗
d. However, in general, if z
∗ 6∈ p(X), the solu-
tions x∗p, and x
∗
d are expected to be different. We expect that by increasing the misalignment
between the models, the condition z∗ ∈ p(X) fails to be fulfilled. This is shown by taking
another simple fine model:
f(x) = f(x1, x2) = [x1 (x2 ti + 1)
2]i=1,2,3 . (42)
We keep the linear coarse model c(z) = c(z1, z2) = z1t + z2. Proceeding as above, the
space-mapping function can be determined as
p(x) =
[
2x1 x2 , x1 (1 +
2
3
x22)
]
. (43)
This mapping is not injective and is substantially different from the identity. Furthermore,
p(X) 6= R2 and it is easily verified that p(X) = {z ∈ Z; 3 z22 > 2 z21}.
For this example we can distinguish four different situations: (1) the design is reachable,
(2) the mapping is perfect but the design is not reachable, (3) the primal and the dual
solutions correspond but the mapping is not perfect, and (4) the four points z∗, p(x∗p), p(x
∗
d)
and p(x∗) are all different.
These four cases are shown in Table 1 and in Fig. 11. Case (1) is characterized by the
fact that the cost function for the fine model vanishes at x∗p = x
∗
d = x
∗. This occurs if the
Space mapping and defect correction 129
Four situations: (1) and (2): coinciding z∗ = p(x∗p) = p(x
∗
d) = p(x
∗);
(3): coinciding p(x∗p) = p(x
∗
d) separate z
∗ and p(x∗);
(4): separate z∗, p(x∗p), p(x
∗
d) and p(x
∗).
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‖c(z)− y‖ constantff
The top and bottom quadrant are p(X). In case (4), z∗ 6∈ p(X).
Figure 11. Different space-mapping solutions for problem (42)
data y fit the model (42) so that a reachable design is obtained. In case (2) we also see
x∗p = x
∗
d = x
∗, but the cost function for the fine model does not vanish. In case (3) still
z∗ ∈ p(X), but the data are such that p is no perfect mapping so that x∗p = x∗d, but they
do not coincide with x∗. For the case (4) the data y are selected such that z∗ 6∈ p(X). Now
x∗p 6= x∗d and, in fact, all values differ.
Because of the quadratic form in p(x), each of the minimization procedures for the primal
and the dual approach yields two solutions. In Table 1 we omit the one that has the larger
fine cost function.
The optimization problem that defines the primal approach finds the point in p(X) that
is closest in the Euclidean norm to z∗. It lies on a circle centered in z∗, with minimum
radius so that it has one point of contact with p(X). For the dual approach the contour
lines for the cost function are ellipses in p(X) centered in z∗. Therefore, p(x∗p) and p(x
∗
d),
and consequently x∗p and x
∗
d, do not coincide.
Remark 5.1. Case (4) has two local optima. The behavior of the fine cost function
in the neighborhood of one of them is similar to that of the coarse cost function close
to the coarse optimum. But for the other one, the global fine optimum, the difference is
substantial. Space-mapping finds the local optimum with the similar behavior (see Fig. 12).
This observation emphasizes the importance of the similarity between the models used.
5.1.3. The importance of the use of similar models. Now follows an example
showing how strong dissimilarities between the models make both space-mapping approaches
fail. For the fine model we take the family of exponentials
f(x) = f(x1, x2) = [x1 exp(x2 ti)]i=1,2,3 ,
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Table 1. Different space-mapping solutions for the least squares data fitting problem associated with (42)
y−1 y0 y1 z∗ C(z∗) F (z∗)
1 0.08100 0.10000 0.12100 [0.020,0.101] 8.16e− 04 1.41e− 01
2 0.10011 0.10125 0.10241 [0.001,0.101] 8.16e− 06 1.73e− 01
3 0.00000 −0.40000 0.10000 [0.050,−0.100] 3.67e− 01 4.58e− 01
4 0.00000 −0.35000 0.20000 [0.100,−0.050] 3.67e− 01 4.76e− 01
x∗ x∗p x
∗
d F (x
∗) F (x∗p) F (x
∗
d)
1 [0.100,0.100] [0.100,0.100] [0.100,0.100] 1.96e− 17 3.10e− 17 1.96e− 17
2 [0.101,0.006] [0.101,0.006] [0.101,0.006] 5.50e− 06 5.50e− 06 5.50e− 06
3 [−0.101,−0.141] [−0.096,−0.261] [−0.096,−0.261] 3.70e− 01 3.73e− 01 3.73e− 01
4 a [−0.059,−0.352] [−0.034,−1.225] [−0.033,−1.225] 3.83e− 01 4.12e− 01 4.10e− 01
b [0.007,4.007] 3.63e− 01
C(z) = ‖c(z)− y‖2 and F (x) = ‖f(x)− y‖2.
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Figure 12. Level curves and minima of the fine and coarse cost functions for the case (4) in Table 1. The
solution found by the improved algorithm, x, corresponds with the local optimum for the fine model, which
shows similarity with the coarse model
and the coarse is linear as before. In both cases X = Z = R2. The space-mapping function
is again uniquely determined:
p(x) =
[
x1 sinh(x2) ,
x1
3
(1 + 2 cosh(x2)
]
.
Now p(X) = {z ∈ Z; 9 z22 > 4 z21} is an open set and thus, in the case z∗ /∈ p(X), the
primal and dual space-mapping solutions do not exist because no minimum exists for the
minimization problems that define these approximations. The fine and the coarse model have
little in common, to the extent that for certain specifications the space-mapping technique
cannot be applied. The conclusion is that in order to have a proper space-mapping scheme,
it is crucial to use models that are sufficiently similar.
5.1.4. Preference for the dual approach. The dual space-mapping solution for case
(4) above has a smaller cost function associated than the primal one. Additional experiments
with the same problem were carried out in order to check if this better performance can
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Figure 13. Left : A simple counterexample for x∗p 6= x∗ = x∗d. The Euclidean norm is taken as cost function.
Right: Usually the fine and coarse models are similar enough near the optima that c(z∗) 6∈ f(X) implies a
behavior as shown
generally be expected, but the results were inconclusive. In [29; section 4.1.2] the following
lemma in favor of the dual approach is given and checked experimentally.
Lemma 16. If ∃ ², δ > 0, ² 6 δ such that
(i) ||| c(p(x∗p))− f(x∗p)||| 6 ²/2, ||| c(p(x∗d))− f(x∗d)||| 6 ²/2, and
(ii) ||| c(p(x∗p))− y||| − ||| c(p(x∗d))− y||| > δ
then ||| f(x∗d)− y||| 6 ||| f(x∗p)− y||| .
We give two theoretical examples supporting a choice in favor of the dual approach, specially
in the case where the flexibility concept can be used.
Example 1. In this example X is a nontrivial subset of Z. On X the fine and coarse
model responses are taken equal. Then the space-mapping function is the identity and the
mapped coarse model matches the fine one, i.e., c(p(x)) = f(x) ∀x ∈ X (see Lemma 3
(i) Section 3.3). Under these circumstances the dual solution x∗d coincides with the fine
optimum x∗. But, in general, this is not the case for the primal approach, as can be seen for
the particular sets X and Z shown in Fig. 13 (left), where c is the identity, the Euclidean
norm is used, and with y ∈ Y \c(Z) we see that x∗p 6= x∗. This argument, based on projection
onto subsets, is more general and can be used in less obvious situations.
Example 2. In Fig. 13 (right) we analyze the possibility of x∗p = x
∗ 6= x∗d with c (lo-
cally) more flexible than f in the region near the optimal responses. This means that
we assume the existence of a set R ⊂ Rm such that R ⊃ R ∩ c(Z) ⊃ R ∩ f(X) and that
c(p(x∗d)), f(x
∗), c(z∗) ∈ R. We define the auxiliary set Q = {x ∈ X| f(x) ∈ R}. By Lemma 3
(i) Section 3.3, applied locally, we know c(p(x)) = f(x) for all x ∈ Q, consequently
x∗ = argminx∈X ||| f(x)− y||| = argminx∈Q ||| f(x)− y|||
= argminx∈Q ||| c(p(x))− y||| = argminx∈X ||| c(p(x))− y||| = x∗d ,
i.e., the dual space-mapping approach also yields the fine optimum. We conclude that in
this case the equality x∗p = x
∗ implies x∗d = x
∗.
The result does not hold for a more flexible fine model in R. Since x∗p 6= x∗d, by Lemma 2
(Section 3.3) the coarse optimum z∗ cannot be in p(X). From z∗ 6∈ p(X) it follows that
c(z∗) 6∈ f(X), otherwise c(z∗) = f(x̂) for some x̂ ∈ X, would yield z∗ = p(x̂). This, because
c(z∗) ∈ R, clearly contradicts a fine model more flexible than the coarse in R.
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Table 2. Results by the improved algorithm for the least square data filtering problem as in Table 1
x F (x)
1 [0.100,0.100] 6.30e-06
2 [0.101,0.006] 5.53e-06
3 [-0.101,-0.141] 3.70e-01
4 [-0.060,-0.304] 3.83e-01
τ = 0.00001, λ = 0.01
Figure 14. A two-dimensional magnetostatics problem
5.1.5. Results for the improved algorithm. We apply the improved space-mapping
(manifold-mapping) algorithm from Section 4.4 to the same four examples from Section
5.1.2. The actual implementation of the algorithm contains two parameters, τ and λ. In
order to determine the rank of the matrices ∆C and ∆F , we use a threshold value τ for
the singular values. The same τ is used to stop the iteration if either ‖xk − xk+1‖2 < τ or
if ‖f(xk) − f(xk+1)‖2/‖f(xk)‖2 < τ . Further we regularize the pseudo-inverse by replacing
∆F † = VfΣ
†
fU
T
f by Vf (Σ
†
f + λσ1I)U
T
f , where σ1 is the largest singular value of ∆F and
0 6 λ¿ 1 is a stabilization (trust region) parameter. The mapping p is chosen equal to the
identity.
The results of the optimization procedure are given in Table 2. As expected, the results
compare favorably with those obtained by the traditional space mapping in Table 1. We see
that x 6= x∗, but this is a consequence of the tolerance used in the algorithm.
5.2. A more realistic case: magnetic size design
This is an example [16,18] of how space mapping can be applied for efficiently solving prac-
tical optimization problems. The performance is compared with several other minimization
schemes. The problem concerns a magnetic device with an air-gap.
A permanent magnet is placed between two ferromagnetic cores, as shown in Fig. 14. The
lengths d and g are prescribed. The design specifications y are the magnetic flux densities at
three given points in space (m = 3). Three control variables are proposed: the dimensions
of the magnet and the main width of the core. Thus, n = m = 3.
The fine model considered is a finite element discretization of a vector magnetic potential
formulation of the two-dimensional magnetostatic equations [31]. The approximating func-
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tions are Lagrangian interpolants of second order, and adaptive mesh refinement is applied,
leading to a discretization with around 40000 degrees of freedom. The software package
FEMLAB [17] is used for this purpose. This fine model takes into account important mag-
netic phenomena like the fringing effect at the air-gap and the flux leakage through the air
central window but it still ignores some effects (e.g., nonlinearities in the core). The control
parameter space X is the positive octant of R3.
A simple magnetic circuit description [15] (analogous to an electrical circuit) can also be
used for the computation of the quantities of interest in the magnetic circuit. The amount
of work for such magnetic circuit computations is much less than for finite elements, but at
the expense of accuracy. Such magnetic circuit descriptions are ideal candidates for coarse
models in magnetic design problems. In our case the coarse model reads [16]
c(z) = c(z1, z2, z3) =
[
Br z1 z2
g z1 + d z2
,
dBr z1 z2
g z1 z3 + d z2 z3
,
d z2
g z1
]
, (44)
where Br is a constant that describes the material of the permanent magnet and g and d are
the fixed dimensions given. The meaning of the control parameters in Z is the same as in X,
thus X = Z. In the coarse model neither the fringing effect around the air-gap, nor the flux
leakage through the window, nor core nonlinearities are considered. However, computing the
coarse optimum z∗ is very simple. The computing time for optimization of the coarse model
can be neglected when compared with a fine model simulation. The resulting z∗ is given in
Table 3.
Results. Two versions of the space-mapping algorithm were compared with three stan-
dard optimization schemes. Because n = m, we may expect the design to be reachable and,
hence, the space mapping to be perfect. So, the stopping criterion from [16],
‖p(xk)− z∗‖2
‖z∗‖2 6 τ , (45)
makes sense for finding x∗, even for algorithms not based on space mapping. We use (45)
with the tolerance τ = 0.001. The advantage of (45) over, e.g., ‖ f(xk) − y ‖2 / ‖ y ‖2 is
that in the former choice the three vector components are well scaled (because the optimal
dimensions are comparable in size). The reachability condition is eventually checked.
The optimization problem is solved by means of five different algorithms. The ASM is
implemented together with a variant in which the Bk is kept as the identity matrix during
iteration. Also a quasi-Newton method was used for solving f(x∗) = y, where the Jacobian
was approximated by Broyden’s method and the initial estimates for the solution and for the
Jacobian were respectively z∗ and dc
dz
(z∗). As this method uses coarse model information as
well, it cannot be considered completely independent from principles used in space mapping.
Since derivative information for the fine model is not easily obtained, two direct optimiza-
tion methods are considered: the Nelder-Mead simplex method (NMS) [33]3 and the global
search algorithm DIRECT [21]4. The first takes the coarse optimum as the initial guess.
The second needs no starting value but Z or a proper subset should be specified. We take
for the search region the cube centered in z∗ and with the point z∗/2 at a corner. Table 3
shows the number of fine model evaluations for each method until the stopping criterion is
satisfied as well as the final value of the three design parameters. The number of evalua-
tions is approximately proportional to the total computing time. ASM turns out to perform
3The MATLAB function fminsearch is used.
4MatLab implementation by D.E. Finkel [19] is employed.
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Figure 15. The convergence history for the fine cost function in the ASM iteration. Design with the
nonlinear fine model and different coarse models
best and the quasi-Newton scheme is still efficient. Nelder-Mead shows slow convergence.
DIRECT’s global optimization nature justifies its poor results.
Table 3. Efficiency comparison between different optimization methods applied to the first (linear) fine
model. ASM : the ASM algorithm; SMI : the simplified ASM algorithm with Bk = I; qN : a quasi-Newton
scheme; NMS : Nelder-Mead simplex and DIRECT: a direct search method
# Evaluations Final design (mm)
z∗ [5.3571, 7.5000, 5.0000]
ASM 4 [7.9897, 7.5821, 6.5396]
SMI 6 [7.9797, 7.5808, 6.5381]
qN 6 [7.9891, 7.5821, 6.5394]
NMS 62 [8.0000, 7.5872, 6.5372]
DIRECT 186 [7.9806, 7.5823, 6.5432]
Including nonlinearities. The above problem is also solved with a similar finite
element fine model, but including nonlinearities of the core. In Fig. 15 the convergence
history is shown for ASM applied to the nonlinear fine model with four different coarse
models. The first one is the same linear model as above (44). The second takes the core
nonlinearities into account and the other two incorporate the fringing effect at the air-gap by
increasing its cross section (by the σ parameter). All these coarse models have a negligible
computational cost compared with that for the fine model. Hence, the number of space-
mapping iterations within ASM is still a good measure for the relative efficiency. Again, the
proper selection of the coarse model appears to be an important key for the space-mapping
technique, since convergence can be greatly improved by an adequate choice.
6. Conclusions
The space-mapping technique aims at accelerating expensive optimization procedures by
combining problem descriptions with different degrees of accuracy. In numerical analysis,
for the solution of operator equations, the same principle is known as defect correction
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iteration. Taking the defect correction principle as a starting point, space mapping can be
interpreted, extended, and analyzed.
Introducing the concept of flexibility of a model, important properties of space mapping
can be formulated in these terms, and better understood. Equally flexible models are most
desirable in space mapping, but this property does not generally hold for every pair of
problem formulations used in practice. As a consequence, the solution found by traditional
space mapping differs from the solution for the fine model. By introducing proper left-
preconditioning we can improve the flexibility of the models. Thus we derive a new improved
space-mapping algorithm which yields a more accurate solution. The phenomena analyzed
in the paper are illustrated by a few examples, and finally a simple design problem from
magnetostatics confirms once more the efficiency of the space-mapping/defect correction
approach in optimization.
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