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Abstract
In [10], an eﬃcient structure-preserving doubling algorithm (SDA) was proposed for the solution of
descrete-time algebraic Riccati equations (DAREs). In this paper, we generalize the SDA to the G-SDA,
for the generalized DARE: E
TXE = A
TXA−(A
TXB+C
TS)(R+B
TXB)
−1(B
TXA+S
TC)+C
TQC.
Using Cayley transformation twice, we transform the generalized DARE to a DARE in a standard
symplectic form without any explicit inversions of (possibly ill-conditioned) R and E. The SDA can then
be applied. Selected numerical examples illustrate that the G-SDA is eﬃcient, out-performing other
algorithms.
1 Introduction
Let matrices E, A ∈ Rn×n with E being nonsingular, Q ∈ Rp×p, R ∈ Rm×m with Q = QT > 0 and
R = RT > 0 both being symmetric positive deﬁnite (s.p.d.), B ∈ Rn×m, S ∈ Rp×m and C ∈ Rp×n with
B,CT possessing full column rank. Suppose further that the matrix Q − SR−1ST is symmetric positive
semideﬁnite (s.p.s.d.). The generalized discrete-time algebraic Riccati equation (G-DARE) has the form
ETXE = ATXA − (ATXB + CTS)(R + BTXB)−1(BTXA + STC) + CTQC. (1)
Equation (1) arises frequently in discrete-time optimal control problems and optimal ﬁlter problems
[12, 13, 14, 17], for a given descriptor linear system:
 
Exk+1 = Axk + Buk, x0 = x0
yk = Cxk
(2)
with the control vectors {uk} chosen through
min
uk
J ≡
1
2
∞  
k=0
(yT
k Qyk + uT
k Ruk + yT
k Suk + uT
k STyk). (3)
Consider the full rank decomposition (FRD)
CT(Q − SR−1ST)C = CT
0 C0 ≥ 0. (4)
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1The systems denoted by (E,A,B) and (E,A,C0) are assumed to be stabilizable (S) and detectable (D),
respectively. Note that (E,A,B) is stabilizable if wTB = 0 and wTA = λEwT imply |λ| < 1 or w = 0. The
system (E,A,C0) is detectable if (ET,AT,CT
0 ) is stabilizable. The optimal feedback control {u∗
k} for (2)
and (3) are given by
u∗
k = −(R + BTX+B)−1(BTX+A + STC)xk, (5)
where X+ ≥ 0 is the unique s.p.s.d. solution to (1). Furthermore, the closed-loop dynamics of the system
obtained with this control
Exk+1 = (A + BK)xk =
 
A − B(R + BTX+B)−1(BTX+A + STC)
 
xk ≡ [A + BK+]xk (6)
is asymptotically stable, i.e., lim
k→∞
xk = 0 (see, e.g., [17]).
It is well-known [17] that the s.p.s.d. solution of the G-DARE (1) can be obtained via the computation
of the stable deﬂating subspace of the matrix pencil
A − λB =


A 0 B
−CTQC ET −CTS
STC 0 R

 − λ


E 0 0
0 AT 0
0 −BT 0

. (7)
If the columns of [In,ETX+,Z]T span the stable deﬂating subspace of A − λB, then X+ ≥ 0 solves the
G-DARE (1). Here In denotes the identity matrix of order n.
It is also well-known [17] that the s.p.s.d. solution X+ of G-DARE can be solved by computing the stable
deﬂating subspace span
  
In
X+E
  
of the reduced matrix pencil of (7):
M − λL =
 
A − BR−1STC 0
−CT(Q − SR−1ST)C ET
 
− λ
 
E BR−1BT
0 AT − CTSR−1BT
 
. (8)
W.l.o.g., we can assume that S = 0. Let G = BR−1BT and H = CTQC. The pencil in (8) can be rewritten
as
M − λL =
 
A 0
−H ET
 
− λ
 
E G
0 AT
 
. (9)
Furthermore, it is easily seen that the pencil M − λL in (9) is equivalent to the symplectic pencil,
M∗ − λL∗ =
 
E−1A 0
−H I
 
− λ
 
I E−1GE−T
0 ATE−T
 
≡
 
A∗ 0
−H∗ I
 
− λ
 
I G∗
0 AT
∗
 
. (10)
If the column of
 
I
X∗
 
span the stable deﬂating subspace of M∗−λL∗, then E−TX∗E−1 = X+ ≥ 0 solves
the G-DARE (1). Note that a 2n×2n matrix pencil M∗−λL∗ is symplectic if and only if M∗JMT
∗ = L∗JLT
∗ ,
where J =
 
0 In
−In 0
 
. The matrix pencil of the form in (10) is symplectic and is said to be a standard
symplectic form (SSF), a stronger symplectic property. Being a SSF is the structure we try to preserve in
the numerical algorithm (see [10] for more details of the SSF).
2A well-known backward stable approach based on the reordering QZ-algorithm for computing the unique
s.p.s.d. solution of DAREs has been proposed by [12, 13, 14, 18]. The associated code, dare, has been
developed in MATLAB control toolbox [16]. Unfortunately, QZ-like algorithms do not take into account of
the symplectic structure, destroying it through the iterative process. Similarly, matrix disk function/inverse
free methods [2, 4, 5, 6] have been developed for solving DAREs without preserving the symplectic structure.
Recently, an eﬃcient structure-preserving doubling algorithm (SDA) [10], based on the doubling algorithm
[1, 11], has been proposed for solving DAREs, while preserving the SSF at each iterative step. G-DAREs
can thus be solved by applying the SDA or other algorithms to the symplectic pencil (9). However, the
symplectic form in (9) requires the explicit inversion of E and R, which may be ill-conditioned.
In this paper, based on the SDA algorithm [10], we develop a generalized structure-preserving doubling
algorithm (G-SDA) for solving the G-DARE (1). Inversions of ill-conditioned matrices, such as E and R,
are circumvented.
2 G-SDA and QR-SWAP algorithms for G-DAREs
In many applications, the matrices E or R in (1) and (7) are ill-conditioned, which can cause numerical
instability by inverting R in (8) or E in (10). In this section, we shall develop a generalized SDA (G-SDA)
algorithm for solving the G-DARE. We ﬁrst assume that only E is ill-conditioned. Later we describe a
preprocessing step when R is also ill-conditioned.
We begin with the pencil M∗ − λL∗ in (10) and transform it into a complex Hamiltonian Hc by using
a complex Cayley transformation. Then, we transform the real Hamiltonian matrix Re(Hc) back to a real
symplectic pencil in SSF by using a real Cayley transformation. Note that Hc is complex Hamiltonian if
and only if HcJ = −JHH
c . Here HH
c denotes the conjugate transpose of Hc.
Suppose (A,E) is a regular pair. (The singular or nearly singular cases will be discussed later, where a
proportional feedback is ﬁrst applied to regularize (A,E).) There exists an α ∈ C with |α| = 1 so that A−αE
is invertible. Then the Cayley transformation of M∗ − λL∗ with |α| = 1 leads to a complex Hamiltonian
matrix
Hc = (M∗ − αL∗)−1(αM∗ + L∗)
=
 
I 0
0 ET
 
(M − αL)−1(αM + L)
 
I 0
0 E−T
 
(from (9))
=
 
I 0
0 ET
  
A − αE −αG
−H ET − αAT
 −1  
αA + E G
−αH αET + AT
  
I 0
0 E−T
 
. (11)
Let
Aα := A − αE, Vα := −α(AH
α + HA−1
α G). (12)
3From (12), substituting the factorization
 
A − αE −αG
−H ET − αAT
 
=
 
I αA−1
α G
0 I
  
A−1
α 0
0 V −1
α
  
I 0
HA−1
α I
 
(13)
into (11) the Hamiltonian matrix Hc becomes
Hc =
 
I 0
0 ET
  
H11 H12
H21 H22
  
I 0
0 E−T
 
, (14)
where
H22 = V −1
α (HA−1
α G + αET + AT) = V −1
α (−¯ αVα − AH
α + αET + AH
α + ¯ αET)
= −¯ αI + 2Re(α)V −1
α ET, (15.a)
H21 = V −1
α H[A−1
α (αA + E) − αI] = αV −1
α H[A−1
α (Aα + αE + ¯ αE) − I]
= 2Re(α)αV −1
α HA−1
α E, (15.b)
H12 = A−1
α G + αA−1
α G(−¯ αI + 2Re(α)V −1
α ET) = 2Re(α)αA−1
α GV −1
α ET, (15.c)
H11 = A−1
α (αA + E) + αA−1
α GV −1
α [HA−1
α (αA + E) − αH]
= αA−1
α (Aα + αE + ¯ αE) − 2Re(α)αA−1
α G(AH
α + HA−1
α G)−1HA−1
α E
= αI + 2Re(α)α[I − A−1
α G(I + A−H
α HAαG)−1A−H
α H]A−1
α E
= αI + 2Re(α)α(Aα + GA−H
α H)−1E. (15.d)
The last equality follows from the Sherman-Morrison formula. From (11) and (15), the Hamiltonian matrix
Hc ∈ C2n×2n in (11) has the form
Hc ≡
  ˆ Ac − ˆ Gc
− ˆ Hc − ˆ AH
c
 
=
 
αI + 2Re(α)α(Aα + GA−H
α H)−1E −2Re(α)A−1
α G(AH
α + HA−1
α G)−1
−2Re(α)ET(AH
α + HA−1
α G)−1HA−1
α E −¯ αI − 2Re(α)¯ αET(AH
α + HA−1
α G)−1
 
. (16)
In the following, we shall derive the computational algorithm in real arithmetic. Since
 
I
X∗
 
∈ R2n×n
spans the stable deﬂating subspace of M∗ − λL∗, there is a d-stable matrix T∗ ∈ Rn×n (i.e., |λ(T∗)| < 1)
such that
 
A∗ 0
−H∗ I
  
I
X∗
 
=
 
I G∗
0 AT
∗
  
I
X∗
 
T∗. (17)
From (16), it follows that
Hc
 
I
X∗
 
=
  ˆ Ac − ˆ Gc
− ˆ Hc − ˆ AH
c
  
I
X∗
 
ˆ Tc, (18)
where
ˆ Tc = (αT∗ + I)(T∗ − αI)−1 ∈ Cn×n (19)
4is c-stable (i.e., Re(λ(ˆ Tc)) < 0) if Re(α) > 0, and is c-unstable (i.e., Re(λ(ˆ Tc)) > 0) if Re(α) < 0. Let
ˆ A = Re( ˆ Ac), ˆ G = Re( ˆ Gc), ˆ H = Re( ˆ Hc), (20.a)
H = Re(Hc), ˆ T = Re(ˆ Tc). (20.b)
Taking the real part of the equation in (18) we have
H
 
I
X∗
 
=
  ˆ A − ˆ G
− ˆ H − ˆ AT
  
I
X∗
 
=
 
I
X∗
 
ˆ T. (21)
Note that H is a real Hamiltonian matrix.
By the similar technique in [9], we transform H into a real symplectic matrix pair (H+γI,H−γI) using
a real Cayley transformation. We choose γ > 0 if Re(α) > 0 and γ < 0 if Re(α) < 0, respectively, so that
ˆ A − γI is invertible. Let
ˆ Aγ := ˆ A − γI, ˆ Wγ := ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G, (22)
and
T1 =
  ˆ A−1
γ 0
0 I
 
, T2 =
 
I 0
ˆ H I
 
,
T3 =
 
I 0
0 − ˆ W−1
γ
 
, T4 =
 
I ˆ A−1
γ ˆ G
0 I
 
. (23)
From (21)-(23), we then have
T4T3T2T1(H + γI) =
  ˆ A−1
γ ( ˆ A + γI) + ˆ A−1
γ ˆ G ˆ W−1
γ ˆ H[I − ˆ A−1
γ ( ˆ A + γI)] 0
ˆ W−1
γ ˆ H[I − ˆ A−1
γ ( ˆ A + γI)] I
 
=
 
I + 2γ( ˆ Aγ + ˆ G ˆ A−T
γ ˆ H)−1 0
−2γ( ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G)−1 ˆ H ˆ A−1
γ I
 
≡
  ˜ A 0
− ˜ H I
 
≡ ˜ M (24.a)
and
T4T3T2T1(H − γI) =
 
I − ˆ A−1
γ ˆ G + ˆ A−1
γ ˆ G ˆ W−1
γ ( ˆ AT + γI + ˆ H ˆ A−1
γ ˆ G)
0 ˆ W−1
γ ( ˆ AT + γI + ˆ H ˆ A−1
γ ˆ G)
 
=
 
I 2γ ˆ A−1
γ ˆ G( ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G)−1
0 I + 2γ( ˆ Aγ + ˆ G ˆ A−T
γ ˆ H)−T
 
≡
 
I ˜ G
0 ˜ AT
 
≡ ˜ L. (24.b)
Note that matrices ˜ G and ˜ H in (24) are s.p.s.d.
Using (9)-(24) we transform the G-DARE (1) into a DARE
X = ˜ ATX(I + ˜ GX)−1 ˜ A + ˜ H (25)
associated with real symplectic matrix pair ( ˜ M, ˜ L) in SSF as in (24). The stablizing solution X∗ = XT
∗ ≥ 0
of (25) can then be solved by the eﬃcient SDA algorithm developed in [9].
5Algorithm 2.1 (SDA algorithm [9]).
Input: ˜ M − λ ˜ L =
  ˜ A 0
− ˜ H I
 
− λ
 
I ˜ G
0 ˜ AT
 
with σ( ˜ M, ˜ L) ∩ {z ∈ C;|z| = 1} = ∅,
τ = Tolerance;
Output: The stablizing solution X∗ = XT
∗ ≥ 0 to the DARE (25).
Set ˜ A0 ← ˜ A, ˜ H0 ← ˜ H, ˜ G0 ← ˜ G, k ← 0;
Do until convergence:
Compute
˜ Ak+1 ← ˜ Ak(I + ˜ Gk ˜ Hk)−1 ˜ Ak,
˜ Gk+1 ← ˜ Gk + ˜ Ak ˜ Gk(I + ˜ Hk ˜ Gk)−1 ˜ AT
k ,
˜ Hk+1 ← ˜ Hk + ˜ AT
k (I + ˜ Hk ˜ Gk)−1 ˜ Hk ˜ Ak, k ← k + 1;
Note that a structured and eﬃcient procedure for the computation of ˜ Gk+1
and ˜ Hk+1 in the G-SDA algorithm (below) is given in Section 3.
If   ˜ Hk − ˜ Hk−1  ≤ τ  ˜ Hk , stop;
End;
Set X∗ ← ˜ Hk.
Theorem 2.1. [9, 15] Assume that the DARE (25) and its dual DARE, Y = ˜ AY (I + ˜ HY )−1 ˜ AT + ˜ G, has
s.p.s.d. solutions X∗ and Y∗, respectively. Let ˜ S = (I + ˜ GX∗)−1 ˜ A and ˜ T = (I + ˜ HY∗)−1 ˜ AT. If the spectrum
radius of ˜ S satisﬁes ρ(˜ S) < 1, then ρ(˜ T) = ρ(˜ S) < 1, and the matrix sequences { ˜ Ak}, { ˜ Gk} and { ˜ Hk}
generated by SDA algorithm satisfy that
(i)   ˜ Ak 2 ≤ (1 +  X∗ 2 Y∗ 2) ˜ S2
k
 2 → 0, as k → ∞,
(ii)  X∗ − ˜ Hk 2 ≤  X∗ + X∗Y∗X∗ 2 ˜ S2
k
 2
2 → 0, as k → ∞,
(iii)  Y∗ − ˜ Gk 2 ≤  Y∗ + Y∗X∗Y∗ 2 ˜ T2
k
 2
2 → 0, as k → ∞.
Remark 2.1. It was proven in [18], under conditions (S) and (D) of the systems (E,A,B) and (E,A,C0) as
in (2) and (4), respectively, that the assumptions of Theorem 2.1 hold. Therefore, the sequence {E−T ˜ HkE−1}
converges to the s.p.s.d. solution X+ = E−TX∗E−1 of the G-DARE (1).
Now we state the G-SDA algorithm for solving G-DARE (1).
6Algorithm 2.2 (G-SDA algorithm).
Input: E,A,B,C,Q,R,S as in (1), τ = Tolerance;
Note that E is ill-conditioned, R is well-conditioned;
Output: The stablizing solution X+ = XT
+ ≥ 0 to the G-DARE (1);
Initialize: A ← A − BR−1STC, G ← BR−1BT ≥ 0, H ← CQTC − CTSR−1STC ≥ 0;
Note that M − λL ≡
 
A 0
−H ET
 
− λ
 
E G
0 AT
 
satisﬁes
σ(M,L) ∩ {z ∈ C;|z| = 1} = ∅;
Find an appropriate unit value α = eıθ ∈ C with θ  = π/2 such that Aα := A − αE
is well-conditioned, and set Vα := −α(AH
α + HA−1
α G);
Compute (as in (16) and (20.a))
ˆ A ← Re(αI + 2Re(α)α(Aα + GA−H
α H)−1E),
ˆ G ← Re(2Re(α)A−1
α G(AH
α + HA−1
α G)−1),
ˆ H ← Re(2Re(α)ET(AH
α + HA−1
α G)−1HA−1
α E);
Find an appropriate real value γ > 0 if Re(α) > 0, or γ < 0 if Re(α) < 0 such that
ˆ Aγ := ˆ A − γI and ˆ Wγ := ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G are well-conditioned;
Compute (as in (24))
˜ A ← I + 2γ( ˆ Aγ + ˆ G ˆ A−1
γ ˆ H)−1,
˜ G ← 2γ ˆ A−1
γ ˆ G( ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G)−1),
˜ H ← 2γ( ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G)−1 ˆ H ˆ A−1
γ ;
Call SDA algorithm for ( ˜ A, ˜ G, ˜ H,τ);
Set X+ ← E−TX∗E−1.
Optimal controller K+ in (6)
We now introduce the basic swapping process [5, Lemma 1]: Given ET
1 ∈ Rr×r, FT
1 ∈ Rq×r, let
 
Q11 Q12
Q21 Q22
  
ET
1
−FT
1
 
=
 
T1
0
 
(26)
be the QR-factorization of [ET
1 ,−FT
1 ]T, where T1 is nonsingular. Let ¯ F1 = QT
21 ∈ Rr×q and ¯ E1 = QT
22 ∈ Rq×q.
Then
E
−1
1 F1 = ¯ F1 ¯ E
−1
1 . (27)
From (16) the associated optimal controller K+ in (6) is obtained by
K+ = −(R + BTE−TX∗E−1B)−1(BTE−TX∗E−1A + STC)
= −
 
( ¯ E∗ ¯ ETR + ¯ B∗B)−1 ¯ B∗A + ¯ E( ¯ ET ¯ E + ¯ BTX∗ ¯ B)−1 ¯ ETSTC
 
, (28)
where BTE−T = ¯ E−T ¯ BT and ( ¯ BTX∗)E−1 = ¯ E−1
∗ ¯ B∗ are computed by swapping process (26)-(27).
The (nearly-)singular case
Suppose now (A,E) is singular or nearly singular. We then construct a proportional state feedback F so
that (Arg,E) ≡ (A+BF,E) is a regular pair [8]. Now apply G-SDA algorithm on the regular pair (Arg,E)
7to compute the s.p.s.d. solution X
rg
+ = E−1X
rg
∗ E−T of the G-DARE:
ETXE = AT
rgXArg − AT
rgXB(R + BTXB)−1BTXArg + CTQC. (29)
Here, for convenience, we assume S = 0. From (6) the closed-loop dynamics of the system is given by
Exk+1 =
 
Arg − B(R + BTX
rg
+ B)−1BTX
rg
+ A
 
xk
≡ (Arg − BK
rg
+ )xk =
 
A + B(F − K
rg
+ )
 
xk, (30)
where K
rg
+ is obtained by (28). The optimal controller K+ is then computed by
K+ = F − K
rg
+ . (31)
When R is ill-conditioned
Now we consider the case when R is ill-conditioned. We swap the products in BR−1 and R−1(STC), as
suggested by (26)-(27):
BR−1 = ¯ R
−1
1 ¯ B, R−1(STC) = ¯ C ¯ R
−1
2 . (32)
Then the pencil in (8) is equivalent to
  ¯ R1A ¯ RT
2 − ¯ R1B ¯ C 0
− ¯ R2(CTQC) ¯ RT
2 + ¯ CTR ¯ C ¯ R2ET ¯ RT
1
 
− λ
  ¯ R1E ¯ RT
2 ¯ BE ¯ BT
0 ¯ R2AT ¯ RT
1 − ¯ CTBT ¯ RT
1
 
(33)
with the left and right transformations diag( ¯ R1, ¯ R2) and diag( ¯ RT
1 , ¯ RT
2 ), respectively. Compute the FRDs
¯ BR ¯ BT Ã B0BT
0 ≥ 0, ¯ R2(CTQC) ¯ RT
2 − ¯ CTR ¯ C Ã C0CT
0 ≥ 0. (34)
Here “Ã” denotes the operation which expands a s.p.s.d. matrix into a FRD. Let
A0 := ¯ R1A ¯ RT
2 − ¯ R1B ¯ C, E0 := ¯ R1(E ¯ RT
2 ) ≡ ¯ R1E2. (35)
The matrix pencil in (33) corresponds to a G-DARE with (E,A,B,C,Q,R,S) = (E0,A0,B0,C0,In,Ir,0).
The G-SDA algorithm can then be applied with R = Ir being perfectly conditioned.
Let the corresponding s.p.s.d. solution be E
−T
0 X∗E
−1
0 . Using (32), we have that
X+ = E−T ¯ R
−1
2 X∗ ¯ R
−T
2 E−1 = E
−T
2 X∗E
−1
2 ≥ 0 (36)
which solves the original G-DARE (1) corresponding to M − λL in (8). The associated optimal controller
is given by
K+ = −(R + BTE
−T
2 X∗E
−1
2 B)−1(BTE
−T
2 X∗E
−1
2 A + STC)
= −
 
( ¯ E∗ ¯ ET
2 R + ¯ B∗B)−1 ¯ B∗A + ¯ E2( ¯ ET
2 ¯ E2 + ¯ BT
2 X∗ ¯ B2)−1 ¯ E2STC
 
(37)
8with the help of the swapping of the products BTE
−T
2 = ¯ E
−T
2 ¯ BT
2 and ( ¯ BT
2 X∗)E
−T
2 = ¯ E−1
∗ ¯ B∗.
Finally, the s.p.s.d. solution of the G-DARE can also be solved by computing the stable deﬂating subspace
of the matrix pencils in (7), (8) (when R is well-conditioned) or (33) by the generalized Schur algorithm.
This is equivalent to applying the command dare [16] to the G-DARE (1). Similarly, the recently developed
matrix disk function methods, based on the QR-SWAP process (26)–(27) [4, 5, 6], can also be applied. For
comparison, we brieﬂy describe the QR-SWAP matrix disk function method:
9Algorithm 2.3 (QR-SWAP Algorithm [5]).
Input: E,A,B,C,Q,R,S, τ = Tolerance;
Output: The stablizing solution X+ = XT
+ ≥ 0 for the G-DARE (1);
Initialize: T ← 0n, compute M − λL as in (8) or (9);
Repeat: Compute the QR-factorization:  
Q11 Q12
Q21 Q22
  
L
−M
 
=
 
ˆ T
0
 
;
If  ˆ T − T  ≤ τ ˆ T , Then solves the least squared problem for X∗:
M(:,1 : n) = M(:,n + 1 : 2n)X∗;
Set X+ ← X∗E−1,
Else Set L ← Q22L, M ← Q21M, T ← ˆ T;
Go to Repeat.
By (6), the associated optimal control matrix is given by
Kq = (R + BTX∗E−1B)−1BTX∗E−1A = ( ¯ E∗R + ¯ BT
∗ B)−1 ¯ BT
∗ A (38)
with the help of the swapping of product (BTX∗)E−1 = ¯ E−1
∗ ¯ BT
∗ .
3 Practical implementation of G-SDA
3.1 Selection of α = eıθ in (12)
If Aα := A − αE is invertible, then with the FRD H = CT
0 C0 ≥ 0, we have
V −1
α = −¯ α(AH
α + HA−1
α G)−1 = −¯ α(I + A−H
α HA−1
α G)−1A−H
α
= −¯ α
 
I − A−H
α CT
0 (I + CA−1
α GA−H
α CT
0 )−1C0A−1
α G
 
A−H
α . (39)
With  (I + C0A−1
α GA−H
α CT
0 )−1 2 < 1, we obtain
 V −1
α  2 ≤ σ(Aα)−1
 
1 +
 G 2 H 2
σ(Aα)2
 
, (40)
where σ(Aα) is the minimal singular value of Aα. Therefore, we choose α = eıθ, where 0 ≤ θ ≤ π, so that
the matrix Aα has the smallest condition number κ∞(Aα) :=  Aα ∞ A−1
α  ∞.
On the other hand, if θ ≈ π
2, we see from (16) that the eigenvalues of Hc are close to the imaginary axis.
This will slow down the convergence of SDA algorithm, when applied to the symplectic pencil M − λL in
(24). Thus, in practice, we choose ˆ α = eıˆ θ such that
κ∞(Aˆ α) = min{κ∞(Aα) : α = eıθ,0 ≤ θ ≤
4π
9
or
5π
9
≤ θ ≤ π}. (41)
The optimization problem (41) can be solved by applying the Fibonacci search method; see e.g., [3, p.272].
Our numerical experience indicates that three to ﬁve iterations of Fibonacci search are adequate to obtain
a suboptimal yet acceptable approximation to ˆ α.
103.2 Selection of γ in (22)
If ˆ α solves (41) with Re(ˆ α) > 0, then the Cayley transformation (11) or (21) transforms the d-stable
eigenvalues of M−λL to the c-stable eigenvalues of Hc or H. Otherwise, with Re(ˆ α) < 0, it transforms the
d-stable eigenvalues to the c-unstable eigenvalues.
For the former case, we choose γ > 0 in (22) which transforms the c-stable eigenvalues of H to the
d-stable eigenvalues of ˜ M−λ ˜ L. For the latter case, we choose γ < 0 in (22) which transforms the c-unstable
eigenvalues of H to the d-unstable eigenvalues of ˜ M − λ ˜ L.
Based on the evaluation of error bounds in [9], we consider the min-max optimization problem to deter-
mine an optimal value ˆ γ:
min{ max
i=1,2,3
(fi(γ)) : γ > 0 if Re(ˆ α) > 0, γ < 0 if Re(ˆ α) < 0}, (42)
where f1(γ) = γκ∞( ˆ Wγ), f2(γ) = γκ∞( ˆ Aγ) and f3(γ) = κ∞( ˆ WT
γ ).
Again we can apply the Fibonacci search method to compute an approximate value ˆ γ; see e.g., [3, p.272].
Our numerical experience shows that three to ﬁve iterations of Fibonacci search are adequate to obtain an
approximation to ˆ γ.
3.3 Computation of ˜ Gk+1 and ˜ Hk+1 in SDA
In (9) we have the FRDs: G = BR−1BT ≥ 0 and H = CTC ≥ 0. We now compute the FRDs of ˆ G, ˆ H in
(21) and ˜ G, ˜ H in (24), respectively.
By using Sherman-Morrison formula, we have
G(I + A−H
α HA−1
α G)−1 = G
 
I + (A−H
α CT)(CA−1
α G)
 −1
= G
 
I − A−H
α CT(I + CA−1
α GA−H
α CT)−1CA−1
α G
 
= B
 
R−1 − R−1BTA−H
α CT(I + CA−1
α BR−1BTA−H
α CT)−1CA−1
α BR−1 
BT
= B(R + BTA−H
α CTCA−1
α B)−1BT = B(RBRH
B)−1BT, (43)
with the FRD: R + BTA−H
α CTCA−1
α B = RBRT
B ≥ 0. From (21) and (43), we have the FRD
ˆ G = Re( ˆ Gc) = Re
 
2Re(α)A−1
α G(AH
α + HA−1
α G)−1 
= Re
 
2Re(α)A−1
α G(I + A−H
α HA−1
α G)−1A−H
α
 
= Re
 
2Re(α)
 
A−1
α BR
−H
B
  
R
−1
B BTA−H
α
  
= ˆ B ˆ BT ≥ 0 (44)
where
√
2
 
Re(α)
 
Re(A−1
α BR
−H
B ), Im(A−1
α BR
−H
B )
 
=
 
ˆ B,0
 
QB is a QR-factorization with QB being
orthogonal.
11Similarly, we have the FRDs
ˆ H = Re( ˆ Hc) = Re
 
2Re(α)ET  
AH
α + HA−1
α G
 −1
HA−1
α E
 
= Re
 
2Re(α)ETA−H
α CT  
I + CA−1
α BR−1BTA−H
α CT −1
CA−1
α E
 
= Re
 
2Re(α)
 
ETA−H
α CTR
−H
C
  
R
−1
C CA−1
α E
  
= ˆ CT ˆ C ≥ 0 (45)
and
 
I + CA−1
α BR−1BTA−H
α CT 
= RCRT
C ≥ 0, where
√
2
 
Re(α)
 
Re
 
ETA−H
α CTR
−H
C
 
, Im
 
ETA−H
α CTR
−H
C
  
=
 
ˆ CT, 0
 
QC
is a QR-factorization with QC being orthogonal.
Similar to (43)-(45), ˜ G and ˜ H in (24) possess the FRDs
˜ G = 2γ ˆ A−1
γ ˆ G
 
ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G
 −1
= ˜ B ˜ BT ≥ 0
and
˜ H = 2γ
 
ˆ AT
γ + ˆ H ˆ A−1
γ ˆ G
 −1
ˆ H ˆ A−1
γ = ˜ CT ˜ C ≥ 0
Let ˜ Gk = ˜ Bk ˜ BT
k ≥ 0 and ˜ Hk = ˜ CT
k ˜ Ck ≥ 0 be the FRDs. The matrices ˜ Gk+1 and ˜ Hk+1 in the SDA algorithm
can be computed through the FRDs
˜ Gk+1 = ˜ Gk + ˜ Ak ˜ Gk(I + ˜ Hk ˜ Gk)−1 ˜ AT
k
= ˜ Gk + ˜ Ak ˜ Bk
 
I + ˜ BT
k ˜ Hk ˜ Bk
 −1
˜ BT
k ˜ AT
k
=
 
˜ Bk ˜ Ak ˜ Bk ˜ K
−1
B,k
   ˜ BT
k
˜ K
−T
B,k ˜ BT
k ˜ AT
k
 
= ˜ Bk+1 ˜ BT
k+1 ≥ 0
and
 
I + ˜ BT
k ˜ Hk ˜ Bk
 
= ˜ KB,k ˜ KT
B,k, where
 
˜ Bk, ˜ Ak ˜ Bk ˜ K
−1
B,k
 
=
 
˜ Bk+1,0
 
˜ QB,k is a QR-factorization with
˜ QB,k being orthogonal. Similarly, we have the FRDs
˜ Hk+1 = ˜ Hk + ˜ AT
k
 
I + ˜ Hk ˜ Gk
 −1
˜ Hk ˜ Ak
= ˜ Hk + ˜ AT
k ˜ CT
k
 
I + ˜ Ck ˜ Gk ˜ CT
k
 −1
˜ Ck ˜ Ak
=
 
˜ CT
k ˜ AT
k ˜ CT
k ˜ K
−T
C,k
   ˜ Ck
˜ K
−1
C,k ˜ Ck ˜ Ak
 
= ˜ CT
k+1 ˜ Ck+1 ≥ 0
and
 
I + ˜ Ck ˜ Gk ˜ CT
k
 
= ˜ KC,k ˜ KT
C,k ≥ 0, where
 
˜ CT
k , ˜ AT
k ˜ CT
k ˜ K
−T
C,k
 
=
 
˜ Ck+1, 0
 
˜ QC,k is a QR-factorization
with ˜ QC,k being orthogonal.
124 Numerical experiments for G-DAREs
For the Tables in the following examples, data for various methods are lists in columns with obvious headings.
The heading “dare” is for the dare command in MATLAB [16] applied to (1), and “G-SDA” stands for our
G-SDA algorithm. The heading “QR-SWAP” stands for the QR-SWAP algorithm applied to the matrix
pencil in (7). There is no iteration numbers to report for dare and an ‘∗’ in the Tables indicates a failure to
obtain a solution. Besides, we also report the numbers of iterations (no. ite.) for the QR-SWAP and G-SDA
algorithms, respectively, and the number of stable closed-loop eigenvalues (no. stab. ev.) in the examples.
The symbol |λc
max| indicates the spectral radius of the closed-loop matrix pair (E,A + BK), i.e.,
|λc
max| = max{|λ| : λ ∈ λ(E,A + BK)}.
Here the optimal controllers K for (3) are computed by K = K+ in (28) and K = Kq in (38), when the
s.p.s.d. solution X+ for G-DARE are obtained by G-SDA and QR-SWAP or dare, respectively.
We use trid(a,b,c) to denote the tridiagonal matrix with the main-, sub- and super-diagonal elements
being a, b and c, respectively. Also, we denote
Tn =


    

1 −1 −1     −1
0 1 −1     −1
. . .
... 1
...
. . .
. . .
... ... −1
0         0 1


    

∈ Rn×n.
For the comparison of residuals computed by these three methods, we use the ‘normalized’ residual
(NRes) formula proposed in [5]
NRes ≡
 AT ˜ XA − ET ˜ XE − AT ˜ XB(R + BT ˜ XB)−1BT ˜ XA + H 
 AT ˜ XA  +  ET ˜ XE  +  AT ˜ XB(R + BT ˜ XB)−1BT ˜ XA  +  H 
,
where ˜ X is an approximate solution.
All computations were performed in MATLAB/version 7.0 on a PC with a Intel Pentium-IV 3.2 GHz
processor and 2 GB main memory, using IEEE double-precision ﬂoating-point arithmetic (ε ≈ 2.22×10−16).
Example 1. Consider a G-DARE with n = 2 deﬁned by
E =
 
1 0
0 ε
 
, B =
 
1
0
 
, H =
 
0 0
0 1
 
, R = 1.
The matrix A is randomly generated with entries distributed normally in [−2,2]. The numerical results are
given in Table 1. The G-SDA and QR-SWAP converge well, and the closed-loop eigenvalues all lie inside
the unit circle. The command dare fails to converge when ε = 10−8 and 10−15.
13cond(E) G-SDA dare QR-SWAP
NRes 7.03 × 10−17 1.24 × 10−27 6.74 × 10−17
105 no. ite. 7 - 7
no. stab. ev. 2 2 2
|λc
max| 3.18 × 10−1 3.18 × 10−1 3.18 × 10−1
NRes 9.58 × 10−17 6.58 × 10−31 6.46 × 10−17
107 no. ite. 7 - 7
no. stab. ev 2 2 2
|λc
max| 3.18 × 10−1 3.18 × 10−1 3.18 × 10−1
NRes 3.94 × 10−18 ∗ 1.48 × 10−17
108 no. ite. 7 - 7
no. stab. ev. 2 ∗ 2
|λc
max| 3.18 × 10−1 ∗ 3.18 × 10−1
NRes 1.44 × 10−16 ∗ 1.34 × 10−16
1015 no. ite. 7 - 7
no. stab. ev. 2 ∗ 2
|λc
max| 4.20 × 10−1 ∗ 4.20 × 10−1
Table 1: Results for Example 1
Example 2. Consider a linear descriptor system (E,A,B,C) with n = 6 and rank(B) = rank(C) = 3. The
system matrices are
E = diag(1,10−2,10−4,10−6,10−8,10−10), R = I,
A =

 
   

4.0426 3.9258 2.6310 −2.1318 5.5853 −7.1839
3.5169 −0.0108 −1.7188 −8.5395 −5.2439 −0.2965
4.1518 5.7531 2.0055 4.6018 8.2394 5.7068
1.2700 −7.3705 −5.6308 3.8215 8.0503 2.2467
1.5915 0.6336 −2.9188 5.2129 0.1337 −6.8345
4.0271 −3.9175 −2.2047 2.2661 2.8700 0.1553

 
   

,
BT =


−0.4820 −0.4466 −0.8810 −0.8007 0.4766 −1.2284
1.2694 0.7538 −0.8847 −1.1809 0.5286 0.3069
−0.6425 1.2407 0.1126 0.7689 −0.8265 0.2993

,
C =


0.3285 −0.9312 1.0424 1.1712 −0.0214 0.6355
0.3685 0.6990 −0.3572 −0.5304 −1.7255 −1.3765
3.0559 −2.6376 −1.2290 −1.6608 0.0370 1.3068

.
In this case, one of the closed-loop eigenvalues achieved by QR-SWAP lies outside the unit circle, with
modulus equals 24.255. The numerical results are given in Table 2.
Example 3. In this example, we consider a linear descriptor system (E,A,B,C) with E = Tn and R = In.
The system matrices A,B,C are randomly generated with entries of A distributed normally in [−5,5], and
entries of B and C distributed normally in [−1,1]. We set rank(B) = rank(C) = ⌈n
2⌉ (the nearest integer
≥ n
2) for n = 5,15,25,35,45. Note that the matrix E becomes nearly singular for large values of n and its
condition number varies from O(101) to O(1014). For n = 35, one of the closed-loop eigenvalues achieved by
14G-SDA dare QR-SWAP
NRes 3.11 × 10−16 ∗ 1.47 × 10−13
no. ite. 8 - 5
no. stab. ev. 6 ∗ 5
|λc
max| 4.11 × 10−1 ∗ 2.43 × 101
Table 2: Results for Example 2
QR-SWAP lies outside the unit circle, with modulus equals 3.1413. When n = 45, four of the closed-loop
eigenvalues achieved by QR-SWAP lie outside the unit circle. The numerical results are reported in Table 3.
n cond(E) G-SDA dare QR-SWAP
NRes 5.77 × 10−16 8.84 × 10−21 3.64 × 10−14
5 2.9 × 101 no. ite. 9 - 8
no. stab. ev. 5 5 5
|λc
max| 6.78 × 10−1 6.78 × 10−1 6.78 × 10−1
NRes 1.36 × 10−16 1.96 × 10−28 4.05 × 10−12
15 9.5 × 104 no. ite. 8 - 6
no. stab. ev. 15 15 15
|λc
max| 1.57 × 10−1 1.56 × 10−1 1.57 × 10−1
NRes 6.73 × 10−18 ∗ 2.87 × 10−11
25 1.7 × 108 no. ite. 9 - 6
no. stab. ev. 25 ∗ 25
|λc
max| 1.79 × 10−1 ∗ 1.80 × 10−1
NRes 4.82 × 10−16 ∗ 1.62 × 10−12
35 2.4 × 1011 no. ite. 9 - 6
no. stab. ev. 35 ∗ 34
|λc
max| 1.68 × 10−1 ∗ 1.72 × 100
NRes 8.46 × 10−16 ∗ 2.47 × 10−13
45 3.3 × 1014 no. ite. 9 - 6
no. stab. ev. 45 ∗ 41
|λc
max| 7.46 × 10−1 ∗ 8.25 × 101
Table 3: Results for Example 3
Example 4. Let E ∈ Rn×n be the Frank matrix
E =

 
    
   

n n − 1 n − 2         2 1
n − 1 n − 1 n − 2         2 1
0 n − 2 n − 2         2 1
0 0 n − 3
...
. . .
. . .
. . .
. . .
... ...
. . .
. . .
. . .
. . .
... 2 1
0 0     0 1 1

 
    
   

,
15and let
A = trid(20,−10,−10) ∈ Rn×n, R = In.
The control matrix B and output matrix C are randomly generated with entries distributed normally in
[−1,1]. We set rank(B) = rank(C) = ⌈n
2⌉. Note that the matrix E becomes nearly singular for increasing
values of n and its condition number varies from O(1) to O(1014). The numerical results are reported in
Table 4 for n = 5,8,11,13,16. For n = 13,16, some closed-loop eigenvalues achieved by QR-SWAP lie
outside the unit circle, with modula up to 39.85 and 7.684, respectively.
n cond(E) G-SDA dare QR-SWAP
NRes 1.34 × 10−16 3.92 × 10−23 9.12 × 10−10
5 6.5 × 102 no. ite. 8 - 7
no. stab. ev. 5 5 5
|λc
max| 3.60 × 10−1 3.60 × 10−1 3.60 × 10−1
NRes 1.23 × 10−16 6.68 × 10−27 8.70 × 10−10
8 2.8 × 105 no. ite. 8 - 7
no. stab. ev. 8 8 8
|λc
max| 4.79 × 10−1 4.79 × 10−1 4.79 × 10−1
NRes 9.52 × 10−17 ∗ 5.95 × 10−11
11 3.3 × 108 no. ite. 8 - 8
no. stab. ev. 11 ∗ 11
|λc
max| 6.05 × 10−1 ∗ 6.05 × 10−1
NRes 1.22 × 10−16 ∗ 1.94 × 10−10
13 5.9 × 1010 no. ite. 8 - 7
no. stab. ev. 13 ∗ 12
|λc
max| 5.44 × 10−1 ∗ 3.99 × 101
NRes 8.80 × 10−17 ∗ 2.26 × 10−14
16 2.3 × 1014 no. ite. 8 - 7
no. stab. ev. 16 ∗ 15
|λc
max| 5.31 × 10−1 ∗ 7.68 × 100
Table 4: Results for Example 4
Example 5. This example is modiﬁed from Example 15 in [7], which was presented originally in [18,
Example 3]. Here we consider the G-DARE deﬁned by
E = diag(1,10−1,10−2,    ,10−(n−1)) ∈ Rn×n, A = trid(0,0,1) ∈ Rn×n,
and
BT =
 
0     0 1
 
∈ R1×n, R = 1, H = In.
If E = diag(e11,e22,    ,enn), then it is easily seen that the stabilizing s.p.s.d. solution is
X = diag(x1,x2,    ,xn),
16where x1 = 1/e2
11 and xj = (xj−1 + 1)/e2
jj, for j = 2,...,n. For n = 6,8, we construct Arg = A + BF by
taking F = [1,0,    ,0]. We see that dare fails to converge, the NRes by G-SDA are close to the machine
precision, and the NRes by QR-SWAP are only close to 0.1 after 20 iterations. When n = 8, two of the
closed-loop eigenvalues achieved by QR-SWAP lie outside the unit circle. The numerical results are given in
Table 5.
n cond(E) G-SDA dare QR-SWAP
NRes 2.22 × 10−16 7.05 × 10−15 2.95 × 10−17
2 10 no. ite. 6 - 8
no. stab. ev. 2 2 2
|λc
max| 0.00 × 100 9.73 × 10−34 0.00 × 100
NRes 6.76 × 10−14 9.02 × 10−5 8.56 × 10−13
4 103 no. ite. 7 - 11
no. stab. ev 4 4 4
|λc
max| 7.75 × 10−7 4.16 × 10−7 5.72 × 10−14
NRes 1.09 × 10−16 ∗ 5.64 × 10−1
6 105 no. ite. 8 - 20
no. stab. ev. 6 ∗ 6
|λc
max| 6.54 × 10−13 ∗ 2.87 × 10−3
NRes 2.02 × 10−16 ∗ 9.99 × 10−1
8 107 no. ite. 8 - 20
no. stab. ev. 8 ∗ 6
|λc
max| 4.73 × 10−1 ∗ 1.35 × 105
Table 5: Results for Example 5
Example 6. Here we consider a linear descriptor system (E,A,B,C) with E = Tn and R = TmTT
m, where
m = rank(B). The matrices A,B,C are randomly generated with entries of A distributed normally in
[−5,5], and entries of B and C distributed normally in [−1,1]. We set rank(B) = rank(C) = ⌈n
2⌉ for
n = 5,15,25,35,45. Note that the matrices E and R become nearly singular for increasing n and their
condition numbers vary from O(101) to O(1015). For n = 35, one of the closed-loop eigenvalues achieved by
QR-SWAP lies outside the unit circle, with modulus equals 20.9885. When n = 45, four of the closed-loop
eigenvalues achieved by QR-SWAP lie outside the unit circle. The numerical results are reported in Table 6.
5 Conclusions
We have developed the G-SDA algorithm which solves G-DAREs with ill-conditioned R and E. Inversions
of ill-conditioned matrices are circumvented by the Cayley transformation between the symplectic pair and
the Hamiltonian matrix. Numerical results show that the G-SDA is competitive with QR-SWAP and dare,
out-performing the other algorithms in the selected set of test examples. The advantage of our structure-
17n cond(E) cond(R) G-SDA dare QR-SWAP
NRes 9.52 × 10−16 1.44 × 10−20 6.73 × 10−6
5 2.9 × 101 2.9 × 101 no. ite. 9 - 8
no. stab. ev. 5 5 5
|λc
max| 6.88 × 10−1 6.88 × 10−1 6.99 × 10−1
NRes 2.46 × 10−16 2.30 × 10−28 1.49 × 10−11
15 9.5 × 104 1.4 × 105 no. ite. 8 - 6
no. stab. ev. 15 15 15
|λc
max| 1.82 × 10−1 1.82 × 10−1 1.95 × 10−1
NRes 5.08 × 10−16 ∗ 7.21 × 10−11
25 1.7 × 108 4.2 × 108 no. ite. 9 - 6
no. stab. ev. 25 ∗ 25
|λc
max| 2.08 × 10−1 ∗ 2.23 × 10−1
NRes 1.33 × 10−16 ∗ 2.40 × 10−12
35 2.4 × 1011 8.6 × 1011 no. ite. 9 - 100
no. stab. ev. 35 ∗ 34
|λc
max| 2.26 × 10−1 ∗ 4.17 × 101
NRes 3.05 × 10−16 ∗ 6.62 × 10−14
45 3.3 × 1014 1.5 × 1015 no. ite. 9 - 100
no. stab. ev. 45 ∗ 41
|λc
max| 9.53 × 10−1 ∗ 1.37 × 101
Table 6: Results for Example 6
preserving algorithm is evident from the absence of unstable closed-loop eigenvalues at the end of the iterative
process, contrasting results from QR-SWAP. While some solutions from QR-SWAP may be accurate with
small residuals, they are obviously useless in terms of stabilizing the closed-loop system. The MATLAB
command dare failed frequently for many ill-conditioned examples. Apart from having superior accuracy,
convergence and structure-preserving properties, the operation count (per iteration) for G-SDA is a small
fraction of those for the other algorithms, analogous to the superiority of the SDA for DAREs [10]. This
eﬃciency is the consequence of the fact that the G-SDA operates in Rn×n while QR-SWAP and dare works
with matrices of higher dimensions.
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