This paper proposes a new framework for the construction of motion compensated wavelet transforms, with application to efficient highly scalable video compression. Motion compensated transform techniques, as distinct from motion compensated predictive coding, represent a key tool in the development of highly scalable video compression algorithms. The proposed framework overcomes a variety of limitations exhibited by existing approaches. This new method overcomes the failure of frame warping techniques to preserve perfect reconstruction when tracking complex scene motion. It also overcomes some of the limitations of block displacement methods. Specifically, the lifting framework allows the transform to exploit inter-frame redundancy without any dependence on the model selected for estimating and representing motion. A preliminary implementation of the proposed approach was tested in the context of a scalable video compression system, yielding PSNR performance competitive with other results reported in the literature.
INTRODUCTION
Video is a real-time medium whose transport places exceptional demands on the capacity of existing network infrastructure, so that compression is essential for virtually any digital video communications.
For effective utilization of limited channel capacity, it is desirable for the compressed representation to contain embedded subsets corresponding to successively higher bit-rates and reconstructed video qualities. Such a representation is said to be "rate scalable"; terms such as "SNR scalability" and "distortion scalability" are also used for this concept. Ideally, a rate scalable bit-stream has the property that the reconstructed video quality associated with each embedded subset is comparable to that which would be obtained if the video were compressed at the bit-rate associated with that subset. Other forms of scalability that are important to video compression applications are temporal resolution (frame rate) scalability and spatial resolution scalability.
Highly scalable compression imposes an important restriction on the compressor. Specifically, it must operate with no prior knowledge of the rate at which the compressed video will be reconstructed. For this reason, the predictive feedback paradigm inherent in traditional motion compensated video compression algorithms is fundamentally incompatible with highly scalable compression. Instead the preferred paradigm is that of feed-forward compression, in which a spatio-temporal transform is followed by quantization and coding. This immediately presents the challenge of finding an alternative way of effectively exploiting motion within the spatio-temporal transform itself.
3D discrete wavelet transforms (3D-DWT) have been proposed by various researchers. Karlsson and Vetterli [1] first advocated the use of a separable 3D-DWT for video compression. Taubman and Zakhor [2] proposed an approach based on spatially aligning video frames on a high-resolution grid, prior to the application of a separable 3D-DWT. More generally, the spatial alignment of video frames prior to separable transformation may be achieved through arbitrary frame warping operations. Invertibility of the transform, however, depends upon that of the frame warping operations. This is problematic, since most scene motion fields exhibit local expansion and contraction effects. To align features in different frames then requires a non-uniform redistribution of the sampling grid, violating the Nyquist sampling criterion in areas of expansion. In some proposed schemes (e.g., Tham et al. [3] ), the invertibility requirement is deliberately violated, so that high quality reconstruction is impossible.
A second class of approaches can be described as local block warping or block displacement methods, as proposed by Ohm [4] and Woods and Choi [5] . In this class of approaches, video frames are divided into blocks, where each block undergoes rigid motion (usually translation). Again, the 3D-DWT is essentially applied in a separable fashion to the displaced blocks, but the effects of expansion and contraction in the motion field are observed in the appearance of "disconnected pixels" between the blocks. These disconnected pixels must be treated differently [4, 5] . One limitation of this approach is its restriction to block-based motion models. In particular, individual blocks must undergo rigid (i.e., not expansive or contractive) motion. The tight coupling between temporal transformation and the motion model also hampers the use of wavelet kernels other than the Haar in the temporal direction.
In this paper we present a new approach that overcomes the limitations of the existing methods mentioned above. Although our preliminary experimental results are obtained using a block-based motion model, there is no restriction to such models. In fact, some initial work into using a deformable mesh-based motion model gives promising results. The proposed framework also lends itself to the use of wavelet kernels with larger regions of support than the Haar. In fact, we find that larger wavelet kernels do offer significant benefits. By contrast, in the context of the existing schemes mentioned above, longer wavelet kernels have been found to offer little if any benefit [2, 4] .
PROPOSED SCHEME
In order to effectively exploit inter-frame redundancy under complex scene motion, the temporal wavelet transform and motion compensation are performed jointly. The scheme is based on a lifting realization of the DWT [6] . The approach is most easily understood in the case of the Haar wavelet, whose lifting realization is essentially identical to the S-Transform. Specifically ( ) W denote the motion compensated mapping of the first frame onto the coordinate system of the second, so
W denote the motion compensated mapping of the second frame onto the coordinate system of the first. No particular motion model is assumed here. We modify the lifting steps as follows.
( ) W are indeed inverses of one another. These are exactly the conditions under which frame warping approaches are able to capture the motion while preserving invertibility. Interestingly, under these conditions the motion compensated lifting scheme proposed here is equivalent to a frame warping scheme. Most importantly, however, the use of separate forward and backward motion models within the lifting framework allows it to effectively exploit motion redundancy in the case of more general (and more realistic) motion, without sacrificing perfect reconstruction.
For scalable video compression, a successful motion compensated DWT should exhibit the following two properties:
1) High-pass temporal subband samples should be close to zero wherever the corresponding original frame samples are predictable through motion modelling. This is important since the energy of the high-pass subband samples has a direct impact on the transform's coding gain.
2) Low-pass temporal subbands should be as free as possible from ghosting artefacts. That is, they should be believable images of the original scene, taken at the appropriate time instants. This is important both for temporal scalability and to minimize the presence of unwanted edges, which have a direct impact on the effectiveness of subsequent spatial compression techniques.
The proposed scheme exhibits both of these properties. To see why this is so, observe firstly that high-pass subband frames are none other than the motion compensated residuals, so that their energy depends only upon the success of the motion model. The second property follows from the fact that each lifting step involves the addition (or subtraction) of two frames, one being mapped to the coordinate system of the other, so that spatial features from different parts of the scene will not be super-imposed. In effect, the low-pass subband frames correspond to temporal filtering of the original frames along the motion trajectory. Moreover, to the extent that the high-pass subband samples have amplitudes close to 0, it is Of course, both of these properties break down in regions where the motion model is unsuccessful. Nevertheless, the invertibility of the transform is not sacrificed. Moreover, the structure of the transform does not in any way restrict the motion models which may be supported. As mentioned previously, pre-warping methods are limited to exploiting only very simple motion. Therefore such methods cannot possess the above properties while preserving perfect reconstruction.
MORE COMPLEX WAVELET KERNELS
The approach is readily extended to more complex Wavelet transforms, involving more lifting steps, or lifting steps with longer filters, and perfect reconstruction is always guaranteed.
For example, consider the biorthogonal 5/3 wavelet kernel. Specifically k onto the coordinate system of frame 2 k .
As before, no particular motion model is assumed here. We modify the lifting steps as follows.
( )
Once again, when there is no motion this sequence of lifting steps reduces to the 5/3 Wavelet transform (up to a scale factor).
It is worth noting that each high-pass subband frame is essentially the residual from a bi-directional motion compensated prediction of the relevant odd indexed original video frame. We also note that the number of distinct motion mapping operators has grown by a factor of 2 relative to the Haar case.
EXPERIMENTAL RESULTS
In order to obtain some preliminary experimental results, we use a three level temporal DWT, with a block-based motion model for the forward and backward motion fields. The block size is 16x16 and motion vectors are estimated to quarter-pixel accuracy by a simple 3 step search method using mean squared error as the distortion criterion. The temporal subband frames are subjected to spatial wavelet decomposition and embedded block coding of the quantized wavelet coefficients, using an implementation of the JPEG2000 image compression standard. Two different temporal wavelet transforms are examined: the Haar transform; and the bi-orthogonal 5/3 transform.
Results are obtained using the luminance components of the standard test sequences, "Mobile and Calendar", " Table Tennis" and "Flower Garden", at bit-rates of 500 kbps and 1.2Mbps. The original sequences have a frame rate of 30fps and a spatial resolution of 352x240. To emphasize the scalability of the compression system, the two test bit-rates are obtained by simply discarding unwanted bits from a single bit-stream compressed to a much higher bit-rate. A constant number of bits are allocated to each group of 8 original video frames. Tables   3.1 and 3 .2 compare the PSNR results obtained with and without motion compensation, for each wavelet, at 1.2 Mbps and 500kbps.
Of particular interest is the fact the 5/3 temporal wavelet transform yields better performance than the Haar transform. Without motion compensation (i.e., setting the motion vectors all to 0), the difference in performance is insignificant. When motion compensation is introduced into the lifting steps, PSNR performance improves for both transforms. However, larger increases are observed using the 5/3 transform compared to the shorter Haar transform. For example, for the "Flower Garden" sequence at 1.2Mbps the improvement is 6.26dB for the 5/3 transform. This is significantly more than the 3.79dB improvement observed using the Haar transform. Similar conclusions are drawn from the PSNR results for the other sequences and the 500kbps reconstructions. The reader may notice that motion compensation actually reduced the PSNR performance for the " Table Tennis" sequence with the Haar temporal transform, indicating that improvement can be made to the simple motion estimation method.
The PSNR achieved by the motion compensated 5/3 wavelet transform at 1.2Mbps is competitive with other results reported in the literature (e.g., [5] ), for these test sequences. It should be noted, however, that these preliminary results do not incorporate the cost of motion vector coding and are obtained by compressing only the luminance component. However, experience with other video compression schemes has shown that chrominance components occupy only about 15-20% of the overall bitrate.
We also note the absence of ghosting artefacts in the low temporal resolution video frames obtained by partial reconstruction of the motion compensated DWT (i.e., by dropping high temporal frequency subbands).
DEFORMABLE MESH MOTION MODELS
As stated previously, the proposed framework has the advantage that it imposes no restrictions on the motion model. Block-based models are typically restricted to local translation and inevitably yield discontinuous motion fields. By contrast, deformable meshes are able to track more complex motion, including local expansion and contraction, while maintaining a continuous motion field. Deformable triangular meshes, for example, have been found to offer superior motion compensation [7] , with the same number of motion vector parameters as block-based models.
Deformable meshes are particularly interesting in the context of the proposed framework for two reasons. Firstly, the improved motion compensation potential implies further reduction in the energy of the high frequency temporal subband frames. Secondly, and perhaps even more importantly, in the context of a continuous motion field, the temporal transform proposed in this paper may be understood as applying the relevant one dimensional wavelet transform directly along the motion trajectories. The invertibility of continuous motion fields may also be used to exploit redundancy between the forward and backward motion mappings.
Our initial experiments with deformable mesh-based motion have yielded promising results, using the hexagonal refinement method proposed in [7] . However, further refinement of the motion estimation method is necessary before meaningful results can be reported.
CONCLUSIONS AND FUTURE DIRECTIONS
A new framework for motion compensated temporal DWT based on lifting is proposed. This new transform is amenable to any motion model and yields excellent preliminary results even with simple block-based motion. It also produces high quality low temporal resolution frames for temporal scalability.
Much work remains to be done in implementing superior motion models and exploring the subjective properties of video.
