Duality theory in fuzzy mathematical programming problems with fuzzy coefficients  by Zhang, Cheng et al.
F_LSEq]g~ 
An Intemational Journal 
Available online at www.sciencedirect.com computers &
.o...¢. ~o,~.¢.. mathematics 
with applications 
Computers and Mathematics with Applications 49 (2005) 1709-1730 
www elsevmr.com/locate/camwa 
Duality Theory in Fuzzy Mathematical 
Programming Problems with Fuzzy Coefficients 
CHENG ZHANG 
College of Information Engineering 
Dalian Umverslty, Dahan 116622, P.R China 
XUE-HAI  YUAN 
Department  of Mathematics 
Llaonlng Normal University, Dalian 116029, P.R. China 
E. STANLEY LEE* 
Department  of Industrial  & Manufacturing Systems Engineering 
Kansas State University, Manhattan,  KS 66506, U.S.A. 
eslee~ksu, edu 
(Recewed November 2003, accepted December 2004) 
Abstract-- In this paper, the notions of subgradmnt, subdifferentla[, and differential with respect 
to convex fuzzy mappings are investigated, whmh provides the basis for the fuzzy extremum problem 
theory We consider the problems of minimizing or maximizing a convex fuzzy mapping over a convex 
set and develop the necessary and/or sufficient optlmahty conditions. Furthermore, the concept of 
saddle-points and mimmax theorems under fuzzy environment is discussed The results obtained 
are used to formulate the Lagranglan dual of fuzzy programming. Under certain fuzzy convexity 
assumptions, KKT conditions for fuzzy programming are derived, and the "perturbed" convex fuzzy 
programming is considered Finally, these results are applied to fuzzy linear programming and fuzzy 
quadratic programming. (~) 2005 Elsevmr Ltd All rights reserved. 
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1. INTRODUCTION 
Fuzzy mathematical programming was developed for treating real world problems where the 
problems are usually vague and not well defined. The use of fuzzy models not only avoids various 
unrealistic assumptions, but also retains the original realistic information. Fuzzy concepts are 
used not only to define the objectives and constraints in mathematical programming, but also to 
reflect he aspiration levels given by the decision maker. 
Bellman and Zadeh [1] first proposed the basic concepts of fuzzy decision making. Based on 
this concept, Zimmermann [2]formulated fuzzy linear programming problems by the use of both 
the minimum operator, which is noncompensatory, and the product operator, which is compen- 
satory. Since then, many papers have appeared to investigate fuzzy decision making problems. 
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The collection of papers on fuzzy optimization edited by Rommelfanger and Slowinski [3] and 
Delgado et al. [4] summarize the main ideas on this topic. Lai and Hwang [5] also give an insight- 
ful survey. However, in contrast with the vast literature on modeling and solution procedures for 
a linear programming in a fuzzy environment, few studies on the duality of fuzzy programming 
problems have appeared. The duality of fuzzy hnear programming was first studied by Rodder 
and Zimmermann [6] who considered the economic interpretation of the dual variables. Verde- 
gay [7] defined the fuzzy dual problem with the help of a parametric linear programming problem 
and showed that the fuzzy primal and dual problems both have the same fuzzy solution under 
some suitable conditions. Sakawa and Yano [8] proposed a fuzzy dual decomposition method 
for large-scale multiobjective nonlinear programming problems with block angular structure, the 
Lagrangian function and Lagrangian multiphers in the dual problem were considered. Liu et 
al. [9] proposed the fuzzy primal and dual problems by considering the fuzzy-max and fuzzy-mm 
in the objective functions as the usual pattern of the linear programming problems. Richardt 
et al. [10] gave some interesting connections between fuzzy theory, simulated annealing, and 
convex duality. Bector and Chandra [11] constructed a modified pair of fuzzy primal-dual linear 
programming problems. Zhong and Shi [12] presented a parametric approach for duality in fuzzy 
multicriteria nd multiconstraint level linear programming which extended fuzzy linear program- 
ming approaches. Inuiguchi et al. [13] defined the concepts of feasibility and satisfying solutions, 
the concept of duality, and proved weak and strong duality theorems. Recently, Wu [14-16] gave 
the insightful survey for duality theory of fuzzy mathematical programming problems. In [14], 
the fuzzy primal and dual linear programming problems with fuzzy coefficients were formulated 
by using fuzzy scalar product, weak and strong duality theorems were then proved. In [15], the 
saddle-point optimality conditions in fuzzy optimization problems were discussed by introducing 
the fuzzy scalar product and a solution concept hat is essentially similar to the notion of Pareto 
solution in multiobjective optimization problems. In [16], the fuzzy-valued Lagrangian function 
for the fuzzy mathematical programming problem via the concept of the fuzzy scalar product 
was proposed, a solution concept of fuzzy optimization problems was also introduced by ranking 
the fuzzy numbers using the necessity indices. Under these settings, the weak and strong duality 
theorem could be elicited. 
In this paper, the duality theory of fuzzy programming or the saddle-point problem are formu- 
lated based on the concept of convexity and convex fuzzy mapping. The concepts of subgradint, 
subdifferntial, and differentials in terms of fuzzy convex mapping were introduced. Based on 
these concepts, the theory of fuzzy extremum problems was considered and KKT conditions for 
fuzzy programming were obtained. These results were applied to fuzzy linear and fuzzy quadratic 
programming problems. 
The paper is organized as follows. After some preliminary summaries on the fuzzy numbers and 
convex fuzzy mappings in Section 2, the notions of subgradient, subdifferential, and differential 
with respect o convex fuzzy mappings are investigated in Section 3. We consider the problems of 
minimizing or maximizing a convex fuzzy mapping over a convex set and develop the necessary 
and/or sufficient optimality conditions. In Section 4, we discuss the concept of saddle-points and 
minimax theorems under fuzzy environment, he results obtained are used to the Lagrangian 
dual of fuzzy programming. In Section 5, KKT conditions for fuzzy programming are derived 
under certain fuzzy convexity assumptions, and the "perturbed" convex fuzzy programming is 
considered. Finally, the results are applied to fuzzy linear programming and fuzzy quadratic 
programming. 
2. PREL IMINARIES  
Let R denote the set of all real numbers. In this paper, a fuzzy number (see [17]) will be a 
fuzzy set u:  R -+ [0, 1] with the following properties (1)-(4). 
(1) u is upper semicontinuous. 
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(2) u is normal, i.e., there exists an xo E R, with u(xo) = 1. 
(3) u is fuzzy convex, i.e., u ( (1 -A)x+Ay)  >_ min{u(x), u(y)} whenever x, y e R and A e [0, 1]. 
(4) cl (supp u) = cl{x E R :  u(x) > 0} is a compact set. 
The family of all fuzzy numbers will be denoted by Fo. Obviously, the a-level sets of a fuzzy 
number u E F0 is a closed interval (denoted as [u.(a), u*(a)]). 
{ {xER.u(x )_>a},  i fO<a<l ,  
[u.(a), u*(a)] = [u]~ = cl(supp u), if a = O. 
THEOREM 2.1. REPRESENTATION THEOREM. (See [18].) I f  u E Fo, then u.(r)  and u*(r) are 
functions on [0, 1] satisfying con&tions (1)-(4). 
(1) as a nondeere  ng funet o  [0, 1]. 
(2) u* (r) is a nonincrea~ing function on [0, 11. 
(3) u.(r)  and u*(r) are bounded and left continuous on (0, 1], and right continuous at r = O. 
(4) u.(1) < u*(1). 
Conversely, if functions u. (r) and u* (r) on [0, 1] satisfy conditmns (1)-(4), then there exist a 
unique u E Fo such that [u]~ = [u.(a), u*(a)](a E [0, 11). 
Since each a E R can be considered as a fuzzy number ~ defined by 
]" 1, t = a, 
5(t) L 0, t~a ,  
R can be embedded in Fo. 
For notational convenience in this paper, we write g as a. 
From Theorem 2.1, we see that a fuzzy number u E Fo is determined by the endpoints of the 
interval [u]~. Thus, we can identify a fuzzy number u with the parameterized triples 
{(u.(a), e [0, 1]}, 
where u. (~)  and u*(a) denote the left-hand and the right-hand endpoints of [u]~, respectively. 
Suppose that u,v  E Fo are fuzzy numbers represented by {(u.(a) ,  u*(a), a) : a E [0, 1]} and 
{(v.(~), v*(c~), a) ~ E [0, 1]}, respectively. Define a partial ordering < in F0 by u < v, if and 
only if [u]~ < [v]~ for any A E [0, 1], 1.e., 
We say that u < v, if u _~ v and there exists Ao E [0,1] such that u.(A0) < v.(Ao) or 
< 
We see that u = v, if u _< v and u > v. It is often convenient o write v > u (respectively, 
v > u) in place of u < v (respectively, u < v). 
A subset S of Fo is said to be bounded from above if there exists a fuzzy number v E Fo, called 
an upper bound of S, such that u < v for any u E Fo. vo C Fo is called the supremum of S if 
v0 is an upper bound os S and satisfies v0 <_ v for any upper bound v of S, and we denote it as 
v0 = suPuE A u. A lower bound and the infimum of S are defined similarly. S is said to be order 
bounded if it is both bounded from above and bounded from below. 
In this paper, the fuzzy numbers that we considered are finite. 
Using the extension principle presented by Zadeh [19-21], the binary operation "*" between 
two fuzzy numbers is defined as follows: 
= sup v(z )} ,  
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where • C {+, - ,  x, A, V}. That is, 
(u + v)(x) = sup min{u(y), v(z)}, 
y+z=x 
(~ - ~)(~1 = sup ~(y)  a ~(z ) ,  
y- -z~X 
u (k - 'x )  , i f k#O,  
(ku)(x)= O, if k=0,  
(u. v)(x) = sup min{u(y), v(z)}, 
yZ----X 
(u A v)(x) = sup min{u(y), v(z)}, 
yAz=X 
(u V v)(x) = sup min{u(y), v(z)}, 
yVz=x 
for u,v E Fo, k E R. 
If the fuzzy numbers u,v e Fo represented by {(u.(a), u*(a), a) :a  e [0, 1]} and {(v.(a), v* 
(c0,a) : a C [0, 1]}, respectively, then the above addition and scalar multiplication can be 
represented as follows: 
~+,  = {(u.(.) + ~.(~), ~*(a) +,* ( . ) ,  ~) :~ e [o, 11},  
{ {(ku.(a),ku*(a),a):ae[O, 1]}, k>0,  
k~ = {(k~*(~), k~.(~), ~): ~ e [0, 1]}, k < 0, 
[~. ~1. = [(~. ~).(~), (~. v)* (a ) ] ,  
[~ - G = [u , (~)  - ~*(~), ~*(~) - ~.(~)], 
~vv  = {(~.(~) v ~.(~), ~*(a) v ~*(a), ~) :~ e [0, 1]}, 
uA~ = {(~.(~) ^ ~.(~), u*(~) ^  ~*(~), ~) :a  e [0, 1]} ,  
where 
(u. v).(a) = min {u.(a)v.(a), u.(a)v*(a), u*(a)v*(a), u*(a)v.(a)}, 
(u. v)*(a) = max{u.(a)v,(a), u.(a)v*(a), u*(a)v*(c0, u*(a)v.(a)}. 
Using the above definitions, it is not difficult to prove the following results. 
LEMMA 2.1. Ha, b, c, d 6 Fo, then 
(1) a<_bc~a+c<_b+c; 
(2) a <_ b =~ ka <_ kb, #a >_ pb, (k >_ O, I z < O); 
(3) a < b ~ -a  > -b ;  
(4) agb,  c<_d~a+c<_b+d,a<b,c<_d~a+c<b+d;  
(5) b=ct=>a+b=a+c;  
(6) a<_b,c<_d ,a+c=b+d~a=b,c=d.  
LEMMA 2.2. Let S be a subset of Fo, if sup S(inf S) exists, then 
sups= U 
L UE~" uES J ;~e[o,q 
( in fS= U~e[o,1]~[infu*()')'infu*(A)]L~es =~AsU)" 
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LEMMA 2.3. Let S, T be subsets of Fo, if sup S(inf S) and supT( in fT )  exist, then 
sup{u+v:  u E S, v E T} _< sup{u:  u E S} +sup{v:  v E T}, 
inf{u + v : u E S, v E T} k inf{u : u E S} + inf{v : v E T}. 
ft is said to be an n-dimensional fuzzy vector if the components of ft are composed by n fuzzy 
numbers, denoted by A -= (xl, x2 , . . . ,  xn) T. The set of all n-dimensional fuzzy vectors is denoted 
by Fo(Rn). 
A A-level vector of fuzzy vector A = (Xl, x2 , . . . ,  xn) T is defined as 
and 
[.~]7~ := ([Xl].k, [x2]~,..., [xn]~) T
A.(A) := (Xl(~), x2()~),... ,xn()0) T, 
.~*(A) :-- (x~(A), x~(A),... ,x:(A)) T, 
where the symbol " := " means that the expression on the left is defined as equal to the expression 
on the right. 
The addition and the scalar multiplication of fuzzy vectors / i  -- (Xl,X2,.. .  ,Xn) T and /~ = 
(Yl, Y2, .~. ,y,~)T are defined as 
A~-B  := (xl +Yl ,  x2 +Y2, . . - , xn  +y~)T ,  
kA] :---- (kxl, kx2,..., kzn)T(k  C R)  
Obviously, if k > 0, then 
kx, = k {(x,.(r),  x*(r), r ) :  r E [0, 1]} = {(kx~.(r), kx;(r), r) : r E [0, 1]}, 
(i ---- 1 ,2 . . . ,n ) .  
Let fi = (Xl,X2,... ,x,~) T , /~ = (Yl,Y2,... ,yn) T E Fo(Rn), then the inner product of fuzzy 
vectors ,4 and/~, denoted by A o/} or <A,/~), is defined as 
Xl  ' Y l  -}- " " " "+- Xn  " Yn  
It is a fuzzy number. 
Let R~_ = {x = (x t , z2 , . . . , x~)  T : x, > 0 (~ = 1 ,2 , . . . ,n )} ,  A -- (x l ,x2, . . . ,x ,~)  T E Fo(R'~), 
andcER ~ thencoAEF0.  +, 
A fuzzy matrix whose (~, j)th entry is a fuzzy number, the operations are defined by operations 
between fuzzy numbers. 
Let A be an m x n fuzzy matrix, then A has the following form: 
A = ({(a,3.(r), a,*3(r), r ) : r  E [0, 1]}),n× n . 
For any r E [0, 1], we have following two matrices. 
A(r ) .  :=  := 
where a,j = {(a,3.(r), a**~(r), r ) : r  E [0, 1]} is a fuzzy number (i = 1, . . .  ,m; 3 = 1, . . .  ,n). 
By the above definitions, it is easy to prove, that is, Ac E Fo(Rm), c E R~_. 
DEFINITION 2.1. An n × n fuzzy matrix A = ({(a,3.(r), a~3(r), r) : r  E [0, 1]})n×,~ issaid to be 
positive scmidefinite and symmetric i fA(r ) .  = (a,3.(r)),~×,~ and A(r)* -- (a,3(r))nxn are n x n 
positive semidefinite and symmetric for any r E [0, 1]. 
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LEMMA 2.4. I f  fuzzy matrix Q, is positive semidefinite and symmetric, x E R~, then xT Qx is a 
fuzzy number, and 
(l( * I} )  \ ~'3=1 ~'3=1 nXn 
= ({(xTQ(r) .x ,  xTQ(r)*x, r ) : r  e [0, 1]})nXn , 
where x ---- (x l , . . .  ,xn) T, Q = ({(q, j , (r) ,  q*3(r),r):r e [0, 1]})~xn. 
Let S be a nonempty set in R ~ (denoted by E), a mapping f : S ~ Fo is said to be a fuzzy 
mapping. The epigraph of f ,  denoted by epif,  is a subset of E x F0 defined by 
epi f  = {(x, u) :x  e S, u c F0, u >_ f(x)}.  
The hypograph of f ,  denoted by hypf ,  is a subset of E x Fo defined by 
hypf  = {(x, u) : x e S, u E F0, u _< f(x)}.  
The lower-level set of f ,  denoted by Su(f),  is a subset of E defined by 
su(f)  = e s :  f (x)  <_ u} Fo). 
A subset C of E is said to be convex if (1 - A)x + Ay E C whenever x E C, y E C, and 
0 < A < 1. We define f to be a convex fuzzy mapping on S if ep i f  is convex as a subset of E x F0 
and, equivalently, f is a concave fuzzy mapping on S if hypf  is convex as a subset of E x F0. 
THEOREM 2.2. (See [22,23].) A fuzzy mapping f : C --* Fo defined on a convex subset C in E 
is convex (respectively, concave) if and only if 
f ((1 -- A)x + Ay) _< (respectively, _>)(1 - A)f(x) + Af(y), A 6 [0, 1], 
for every x and y in C. 
A fuzzy mapping f : C ~ Fo defined on a convex subset C in E is called strictly convex if 
f((1 - A)x + Ay) < (1 - A)/(x) + Af(y), A e (0, 1), 
for every x and y in C, and x 7 ~ y. 
THEOREM 2.3. (See [22].) Let C be a convex subset in E and f : C ~ Fo be a convex fuzzy 
mapping, then Su(f) is a convex subset in E. 
According to the parametric representation of fuzzy number, a fuzzy mapping f (x)  can be 
written as follows: 
f (x)  = {(f(x).(r) ,  f(x)*(r), r) : r E [0, 1]}. 
THEOREM 2.4. (See [24].) Let C be a convex subset in E and f : C --~ Fo be a fuzzy mapping, 
then f is convex if and only if f (x) , ( r )  and f(x)*(r) are a11 convex functions of x for any fixed 
re  [o, 1]. 
THEOREM 2.5. (See [25].) I f  f l ,  f2 , - . . ,  fm are convex (respectiveIy, concave) fuzzy mappings 
defined on C C_ E, A~ > 0 (4 = 1, . . . ,  m), then All1 + A2f2 +' ' "  + Amfm is a convex (respectively, 
concave) fuzzy mappings on C. 
EXAMPLE 2.1. A fuzzy mapping 
f (x )  ~- alX 1 ~- a2x 2 +. ' '  + anXn ~- b = (a,x> -{- b 
is a convex and concave, where a l ,a2 . .an  e Fo (i.e., a e Fo(Rn)), x e R~, b e R. 
Duality Theory 1715 
EXAMPLE 2.2. Let fuzzy matrix Q be positive sem~definite and symmetric, x E R~_, then h(x) = 
xTQx is a convex fuzzy mapping. 
As a matter of fact, it is known from the Lemma 2.4 that h(x) = xTQ, x is a fuzzy number. 
Hence, h(x) = xTQx is a fuzzy mapping. 
Let x = (x l , . . .  ,x~) T, Q = ({(q~3.(r), q~*3(r),r):r • [0, 1]})~×~. By Lemma 2.4, we have 
xTQx = {( JQ(~) .x ,x~Q(r )*x ,~) :  ~ e [0, 1]})n×n. 
According to Definition 2.1, Q(r). and Q(r)* are all n x n positive semidefinite and symmetric 
for any r E [0, 1], therefore, xTQ(r).x and xTQ(r)*x are convex functions in x. By Theorem 2.4, 
we know that h(x) is a convex fuzzy mapping. 
3. SUBDIFFERENTIAL  AND ITS APPL ICAT IONS 
TO FUZZY EXTREMUM PROBLEMS 
DEFINITION 3.1. An n-dlmensionM fuzzy vector ~ is said to be a subgradient of a convex fuzzy 
mapping f .  C --* Fo at x E C if 
f(z) ~ f(x) 4- <~,z-x>, for anyz e C. 
This condition is called the subgradlent inequahty. 
According to the parametric representation of fuzzy number, a fuzzy mapping f(x) can be 
written as follows: 
f(x) = {(f(x).(r),  f(x)*(r),r) : r C [0, 1]}. 
The above subgradient inequality is equivalent o the following two inequalities: 
f (z) . (r)  > f(x).(r)  + (~.(r), z -  x}, 
f(z)*(r) >_ f(x)*(r) + (~*(r) ,z-  x), 
for any r e [0, 1]. By Theorem 2.4, f (x) .(r)  and f(x)*(r) are convex functions defined on C, 
this leads to a conclusion that (.  (r) and ~* (r) are subgradients of convex functions f (x) .  (r) and 
f(z)*(r) at x E C, respectively. (See [10].) 
THEOREM 3.1. Let C be a convex subset in E, f .  C ~ Fo be a convex fuzzy mapping, then fuzzy 
vector ~ E Fo(R ~) is a subgradient o f f  at x E C if and only if ~.(r) and ~*(r) are subgradients 
of convex functions f(x) .(r)  and f(x)*(r) at x C C for any fixed r E [0, 1], respectively. 
The set of all subgradients of f at x is called the subdifferential of f at x and is denoted by 
Of(x). If Of(x) is not empty, f is said to be suhdifferential at x. 
LEMMA 3.1. Let f, g be convex fuzzy mappings defined on C C_ E, and intC ~ ¢, then 
o(~f)(x) = ~of(z)  (~ > 0), o( f  + g)(x) = Of(x) + O~(x). 
PROOF. By Theorem 2.5, Af and f + g are convex fuzzy mappings. It is immediate from the 
definition of subgradient that 
O(Af)(x) = A0f(x) (A > 0). 
By Theorem 23.8 in [12], we have 
O(f 4- g)(x).(r) = Of(x).(r) 4- Og(x).(r), 
O(f + g)(x)*(r) = af(x)*(r) + 0g(x)*(~), 
for any fixed r E [0, 1]. 
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According to Theorem 3.1, one has that 
O(f -~ g)(x) = Of(x) ~- Og(x), 
and this is what we wanted to prove. 
f is said to be a differential at x if f has a unique subgradient ( at x and is denoted by Vf(x).  
A convex fuzzy mapping f is a differential at x0 means that ~ = Vf(x)  is the unique element 
of Of(x). By Theorem 3.1, this condition leads to the conclusion that Of(xo).(r) = {~.(r)} and 
Of(xo)*(r) = {~*(r)} are all singletons for any fixed r E [0, 1]. Therefore, f (x) . (r )  and f(x)*(r) 
are differentials at xo. Conversely, if f(x).(r)and f(x)*(r) are differentials at x0 for any fixed 
r C [0, 1], then af(xo).(r) and Of(xo)*(r) are singletons, assuming that their singletons are 
{~. (r) } and {~* (r) }, respectively. If the corresponding components of ~. (r) and ~* (r) satisfy the 
conditions of Theorem 2.1, then there exist a unique fuzzy vector ~ such that 
~. (r) = (~1. (r), ~2. (r) , . . .  , ~n. ( r ) )T  
* r * . .  ~*(r) = (~1(), ~2(r), • ,~n(r)) T
where ~, = {(~,.(r), ~:(r), r) : r E [0, 1]}(z = 1, . . .n)  is a fuzzy number. This means that Of(xo) 
is a singleton, therefore, the convex fuzzy mapping f is differential at x0. 
THEOREM 3.2. Let convex fuzzy mapping f ,g defined on C c E, and intC ~ ¢, ff f, g are 
differential at x*, then AI (A > O) and f + g are a/so differential at x*, and 
V(Af) (x*) =/~Vf (x*), V( f  -t- g) (x*) = V f  (x*) H- Vg (x*). 
PROOF. By Theorem 2.5, ),f and f + g are convex fuzzy mappings. Since f, g are differential 
at x*, we have 
f (x)  >_ f (x*) + (Vf(x*), x-  x*) , 
g(x) >_ g (=*) + (Vg  (=*) ,  = - =*). 
Hence, 
and 
for any x E C. 
Af(x) ~ Af (x*) -I- (AVf (x*), x - x*) 
I(x) + g(~) > I ( : )  + g ( : )  + iv/(=*) + v9 ( : ) ,  = - x*), 
According to the uniqueness of Vf(x*) and Vg(x*) and Lemma 3.1, we conclude what we want 
to prove is correct. 
EXAMPLE 3.1. A convex and concave fuzzy mapping 
f(x) = (a, x) + b 
is a differential at ~" E R~_, and V f(2) = a, where a E Fo(Rn), x E R~_, b E R. 
In fact, assume that there exists ~ E Fo(Rn), such that 
f (x) ~_ f(~) q- (~, x - ~) , 
for any x E R~, that is, 
hence, 
(a, x) + b >_ (a, ~) + b + (4, = - ~), 
(a, x) > (a, ~) + (4, x - ~) .  
Duality Theory 1717 
Let a = (a l , . . .  ,an)  T, x = (2:1, . . .  ,xn)  T, "x ~- (if 1 , . . .  ,Xn) T, and ~ = (~1, . . .  ,~n) T, where 
a, = {(a,(r) , ,  a,(r)*,r) : r E [0, 1]} and 4, = {(~,(r),, ( , (r)*,r)  : r • [0, 1]} are all fuzzy 
numbers. Hence, the above inequality can be written as 
and 
71 
*=i ~=i z=l 
~=I ~=i ~=I 
i.e.~ 
Z (a,(r), - ~(r ) , )  (x, - ~)  _> 0 and (a,(r)* - ~(r)*)  (x~ - 5h) _> O. 
~=1 ~=1 
The above formulas are true for any x E R~_, this implies that 
~,(r), = a,(r),  and 4,(r)* = a,(r)*, 
for any r E [0, 1]. This leads to the conclusion that ( = a by Theorem 2.1. This shows that ( is 
unique, and ( = Vf(g') = a. This completes the proof. 
EXAMPLE 3.2. The convex fuzzy mapping h(x) = xTQx(x  E R~_) is differential at • E Int R~_. 
In fact, assume that there exists 4 E Fo(Rn), such that 
h(x) _> h(~) + <4, z - ~), 
for any x C R_~, that is, 
hence, 
({ (xTQ(r ) ,x ,  xTQ(r)* x , r )  : r e [0, l ]} ) ,x ,  _> ({ (2TQ(r),5:,~.T Q(r)*2, r) : r E [0, 1]})n×, ~
+ 4~(r ) . (x~-ed,  4~(~)*(x,-e~),~ :~e[0 ,1 ]  , 
where x = (x l , . . . ,Zn)  T, 2- -  (Xl , . . . , i fn)  T, and ~ = (41,. . . ,~n) T. 
Hence, the above inequality can be written as 
n 
SQ(~).x > JQ(T).~ + ~ 4,(~).(~ - ~) ,  
for any r E [0, 1], where Q(r),  = (q~3(r),)nxm Q(r)* = (q , ( r )* )nx , .  
Let 
F(x, ~)(T). = xvQ(T).x - JQ(T ) .e  - ~(r ).r (x _ if), 
F(~, ~)(~)* = ~TQ(r)*~ - JQ(~)* i f  - ~(~).r(~ _ 2). 
Then we must have 
F(x, ¢)(r). _> o, F(~,~)(~-)* _> o (V~ e R ; ) .  
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Let 
= = 0 ,  
Fe(x ,  = - • = 0. 
It is easy to know that F(x, ~)(r), achieves the minimum zero as ~(r). -- 2Q(r).5: and x = 5:. 
Similarly, we can prove that F(x, ~)(r)* achieve the minimum zero as ~(r)* -- 2Q(r)*5: and 
Hence, 
¢ = r e [0, 1]} 
= {(2Q(r).5:,2Q(r)*~,r):r E [0, 1]} 
= {(2Q(r).5:, 2Q(r)*5:, r ) : r  E [0, 1]} 
= 2{(Q(r).,  Q(r)*,r) : r  E [0, 1]}~ = 2Q2. 
This is leads to the conclusion that ~ is unique, and Vh(2) = ~ = 2Q2. This completes the 
proof. 
We now focus on the problems of minimizing and maximizing a convex fuzzy mapping over a 
convex set and develop the necessary and/or sufficient conditions for optimality. 
Let f be a fuzzy mapping, and consider the problem to minimize f (x)  subject to x E S. A 
point x E S is called a feasible solution to the problem. If 2 E S and f(5:) < f (x)  for each x E S, 
then 5: is called an optimal solution, or a global minimum point. If 5: E S and there exists a 
neighborhood N(5:) around 5: such that f(5:) < f(x) for each x E S N N(5:), then 5: is called a 
local optimal solution, or a local minimum point. 
A global maximum point and a local maximum point for a fuzzy mapping can be defined 
similarly. 
THEOREM 3.3. Let f : E ~ F0 be a convex fuzzy mapping, then • is a global minimum point if 
and only ifO E Of(~). 
PROOF. By the definition of subgradient, 0 E Of(5:) if and only if 
f(x) >_ f(5:) + (0, x - 5:) = f(5:), 
for any x 6 E. 
COROLLARY. Let f : E ~ Fo be a differentiM convex fuzzy mapping, then 5: is a globaI minimum 
point if and only if V f(5:) = 0. 
THEOREM 3.4. Let f : C ~ Fo be a convex fuzzy mapping, and let C be a nonempty convex 
set in E. Consider the problem to maximize f(x) subject to x E C. If  ~ E C is a local optimal 
solution, then (~, x - ~i) <_ 0 for each x E C, where ~ E Of(5:). 
PRoov.  Suppose that 5: E C is a local optimal solution. Then, a neighborhood N(5:) exists such 
that f(5:) _> f(x) for each x E C N N(I~). Let x E C, and note that 5: + A(x - 5:) E C A N(5:) for 
A > 0 and sufficiently small. Hence, 
f(5: q- A(x - 5:)) _< f(5:). 
By ~ E Of(5:) and the convexity of f ,  we have 
f(5: + X(x - 5:)) >_ f(5:) + (~,5: + A(x -- 5:) -- 5:) = f(~) + A(~,x - 2). 
The above inequality, together with f(5: + A(x - 5:)) < f(5:), implies that A{~, x - 5:) _< 0, and, 
dividing by A > 0, the result follows. 
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COROLLARY. /n addition to the assumptions of the theorem, suppose that f is differentiable. If
5: C C is a local optimal solution, then (V f(2) ,  x - 5:) _ 0 for all x C C. 
Let f : S --~ Fo, g~ : S -~ Fo(~ = 1,. . .  ,m) be fuzzy mappings, S c_ E. The following problem: 
min f(x), 
s.t. gz(x) ~ O, x • S (FP) 
is called a fuzzy programming, denoted by (FP). If S C E is a convex set, f and g~ (i = 1,. . . ,  m) 
are MI convex fuzzy mappings, then problem (FP) is called a convex fuzzy programming, denoted 
by (FCP). 
THEOREM 3.5. Let S C E be a convex set, f and g, (i = 1, . . . ,  m) are all convex fuzzy mappings 
Consider convex fuzzy programming 
minf(x),  
s.t.g,(x) < 0, z C S. (FCP) 
Then, we have the following. 
(1) The feasible set is convex. 
(2) Suppose that 5: • S is a local optimM solution to the problem, then 5: is a global optimal 
solution If f is strictly convex, then 5: is the unique global optimal solution. 
PROOF. 
(1) By Theorem 2.3, we know that So(gO = {x E S : g~(x) <_ O} (z = 1, . . .  ,m) are convex 
sets. The feasible set for (FCP) is T = S n (n~=l S~(g0), as the intersection of convex 
sets is convex. 
(2) Since 5: is a local optimal solution, there exmts a neighborhood N(5:) around 2 such that 
f(~) < f(x), for each x • S n N(5:). (*) 
By contradiction, suppose that 5: is not a global optimal solution so that f(x*) < f(5:) for some 
x* • T. By the convexity of f ,  the following is true for each A • (0, 1): 
f(Ax* + (1 - A)5:) _< Af(x*) + (1 - A)f(5:) <: A f(5:) + (1 - A)f(5:) = f(5:). 
But for ), > 0 and sufficiently small, Ax* + (1 - A)5: • S n N(2). Hence, the above inequality 
contradicts with (.), this leads to the conclusion that 5: is a global optimal solution. 
Suppose that 5: is not the unique global optimal solution so that there exists a 2 • T, ~ ~ 2, 
such that f (2)  -- f(5:). By strict convexity, 
f (2~ + ~5:) < ~f(&) + ~f(5:) --= f(5:) • 
By the convexity of T, (1/2)5 + (1/2)5: • T, and the above inequality violates global optimality 
of 5:. Hence, 5: is the unique global minimum. 
Taking g,(x) = 0 (z = 1,. . . ,  m), Theorem 5.5 in [7] is obtained. 
4. SADDLE-POINTS AND LAGRANGIAN DUAL ITY  
Duality theory plays a central role in mathematical programming.  This theory is closely related 
to the theory of so-called min imax problems and saddle-points. (See [26-28].) 
In this section, we focus on the duality theory for fuzzy programming.  
Let f ,g ,F  be fuzzy mappings defined on X C R n, Y C_ R m, and X x Y C_ R ~ × R m, 
respectively. We assume that the global min ima and max ima which we address below do exist, 
and is a fuzzy number,  in all cases. 
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LEMMA 4.1. Suppose that f(x) < g(y) t'or 411 (x,y) E X x Y. Then, 
~?s(x) < ~g(~) 
PROOF. By Theorem 2.1, f(x), g(y) can be written as 
f(x) = {(f(x).(r), f(x)*(r), r) : r e [0, 1]}, 
g(y) = {(g(y).(~), g(y)*(~),~) : ~ e [0, 1]}. 
By f(x) < g(y), we have 
f(x).(~) < 9(y).(~), ](x)*(~) < g(y)*(r), 
for each r E [0, 1] and all (x, y) e X x Y, one has that 
~a~ f(x),(r) < ~i~g(y),(~),  
By Lemma 2.2, we have 
maxf(x)x~x = ma~{(f(x).(r), f(x)*(r),r) : r e [0, 1]} 
= (%57 f(~).(~), ~a~f(x)*(~),  ~) : r  e [0,1]} 
< ( (~ i~g(y) . (~) ,~.g(y)* (~) ,~)  : ~ e [o, 1]} 
i.e., 
ma~f(x)*(r) ~ymi~g(y)*(r). 
ma~ f(x) ~ m~:g(y). 
Under certain conditions, the above inequality can be satisfied as equality 
maxf(x)~ex = ~i~g(y). 
Each result of this kind is called a duality theorem. 
LEMMA 4.2. 
max min F(x, y) < min max F(x, y). 
yEY  xEX --  xEX yEY  
PROOF. By Theorem 2.1, F(x, y) can be written as 
F(x,y) = {(F(x,y).(r), F(x,y)*(r),r) : r e [0, 11}. 
By the operations of fuzzy numbers, we have 
mi~F(x,y) = m~{(F(x,y).(r) ,  F(x,y)*(r),r) : r e [0, 11} 
-~((min_F(x,y).(r),mi.nF(x,y)*(r),r)  :rE[O, xE~ 
< {(F(x,y).(r), F(x,y)*(r) ,r) :r  e [0, 1]} = F(x,y), 
for any y E Y. 
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Similarly, 
F(x,y)  = {(F(x,v),(r) ,  F(x ,v)* f f ) , r )  : e [0, 1]} 
_< { (ma~F(x,y).(r),maxF(x,y)*(r),r) : rE 1]} 
= max{(F(x,y).(r), F(x,y)*(r),r).r E [0, 1]} 
ycY  
= max F(x, y), 
yEY  
for any x E X. 
Hence, 
minF(x ,  y) <_ maxF(x ,  y), 
xEX yEY 
for any (x,y) E X×Y.  Note that minxex F(x,y),maxvey F(x,y) are fuzzy mappings in y and x, 
respectively. By Lemma 4.1, one has that 
max min F(x, y) <_ min max F(x, y). 
yEY xEX xEX yEY 
In addition, under certain conditions, we can prove that 
max rain F(x, y) = min max F(x,  y). 
yEY xCX xEX yEY 
Each result of this type is called a minimax theorem. 
DEFINITION 4.1. The point (~,~) E X x Y is called a saddle-point ofF  :X  x Y -* F0 if 
F(2, y) <_ F(2, 9) <_ F(x, 9), 
for every (x, y) E X x Y. 
THEOREM 4.1. The point (2,9) is a saddle-point of F : X x Y -* Fo if and onIy if 
F(~, Y) = max min F(x, y) = min max F(x, y). 
yEY xEX xEX YEY 
PROOF. Let (5:, ~) be a saddle-point of F,  then 
F(~, y) < F(2, ~) < F(x, Y), for every (x, y) E X × Y. 
One has that 
hence, 
maxF(2 ,  y) < F(2,9)  <_ minF(x,9), 
yEY xEX 
min max F(x, y) ~_ F(2., 9) <- max min F(a, y) 
xCX yCY yEY xEX 
According to Lemma 4.2, we have 
max min F(x, y) = min max F(x, y). 
yEY xcX  xEX yEY 
That is, 
Conversely, if 
F(2,  Y) = max min F(x, y) = rnin max F(x, y). 
yEY xEX xcX  yEY 
F(2, 9) = max min F(x, y) = min max F(x, y), 
yEY xEX xEX yEY 
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then we have 
minF(x,~) = F(~,~) = ma~F(~,y). 
xEX yEY 
Therefore, F(~, y) < F(~:, ~) < F(x, ~) for any (x, y) E X x Y, i.e., (~, ~) is a saddle-point. 
Consider the following fuzzy programming problem (FP), which is called the primal problem. 
mAn f(x), 
s.t. g,(x) <_ O, x E S, (FP) 
where f : S ~ F0, g~ : S ~ Fo(i = 1,...  ,m) are all fuzzy mappings, and S C E. 
The Lagrangian of (FP) is 
L(x, A1,..., A,~) = f(x) + ~lgl(x) --}- • • • -{- )~mgm(x), 
~. > o (i = 1 , . . . ,m) .  
It is easy to show that the Lagrangian L(x, A~,.. , A,~) is a fuzzy mapping from S x R~ to Fo. 
It can be written as 
L(x, A) = f(x) + A o g(x), 
where A = (A1,..., Am) T, g(x) = (gl(x), . . . ,  gin(x)) T. 
The Lagrangian dual problem (DFP) is presented below. 
maxd(A), (DFP) 
A_>0 
where d(A) -- minzes L(x, A). 
The objective function d(£) of (DFP) is often called dual fuzzy mapping. 
LEMMA 4.3. If d(A) = minxes L(x, A) exists, then it is a concave/:uzzy mapping. 
PROOF. By Lemma 2.3, we have 
d [(1 - + = { f (x )  + [(1 - + o 
= mAn ((1 - ~) If(x) + A 1 o g(x)] -t- c~ [:(x) + ~2 o g(z)] } 
> (1 - c~) man [f(x) + A 1 o g(x)] + a ~[ f (x )  + A 2 o g(x)] 
- -  xES 
for any A 1, A 2 E R~ and c~ E [0, 1], d(A) is a concave fuzzy mapping. 
THEOREM 4.2. WEAK DUALITY THEOREM. Let x be a feasible solution to problem (FP), and 
let A be a feasible solution to problem (DFP), Then, f(x) >_ d(A). 
PROOF. By the definition of d(£), and since A o g(x) _< O, we have 
d(A) = mAn L(x, A) < L(x, ~) = f(x) + A o g(x) < f(x). 
xES 
COROLLARY 1. minzex f(x) >_ max,>0 d(A). Where X = {x E S : g,(x) <_ 6, ~ -- 1, . . . ,  m}. 
The above result is an immediate consequence of Theorem 4.2 and Lemma 4.1. 
COROLLARY 2. I f  f (x )  -~ d(~), then x and ~ solve the (FP) and (DFP), respectively. 
PROOF. By Theorem 4.2, we have 
f(x) >_ d (A), 
for every x E X -- {x E S:  g~(x) < 0, z -: 1, . . . ,m}. Hence, f(x) > f(yc). 
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Applying Theorem 4.2 again, one has that f(2) _> d(A) for every A E R~. 
Hence, d(5,) _ d(A). This leads to the conclusion that 2 and ), solve the (FP) and (DFP), 
respectively. 
If f(2) _> d(A), then the difference f(2) - d(A) is called the "duality gap". 
Since 
f(z), X E X, 
sup{f(x) + A o g(x)} =- 
~_>o L+cc ,  x~X,  
where X - -  {x e S:  g,(x) <_ O, i -= 1,. . . ,m}. 
Problem (FP) can be restated in the form 
rain max L(x, A), 
xEX A>O 
The dual problem (DFP) of (FP) can be written as 
Hence, i f f (2)=d(A) , then 
max d(A) -- max min L(x, A). 
k>0 A>_0 zEX 
L (2, A) = max mi_n L(x, A) = min max L(x, A), 
A>_O xEX ~EX ,X>o 
i.e., the minimax theorem of fuzzy mapping L(x, ),) holds. 
By Theorem 4.1, (2, A) is a saddle-point to L(x, A) and set Xand R~, that is, 
L (2, A) _< L (2, A) _< L(x,A),  
for any (x,A) E X x R m +- 
The  following result is then an immediate consequence of the above discussion. 
THEOREM 4.3. A point (2, A) e X x R~ is a saddle-point of the fuzzy Lagrangian L(x, ~) if and 
only ff 2 is a global minimum point of the primal problem (FP), A is a global maximum point of 
the dual (DFP), and the optimal values f(2) of (FP) and d(A) of (DFP) coincide. 
The next theorem provide a set of necessary and sufficient conditions for (2, A) E X x R~ to 
be a saddle-point of L(x, A), and hence, for the equivalent duality theorem above. 
THEOREM 4.4. A point (2, A) E X x R~ is a saddle-point of the Lagrangian L(x, A) if and only 
if the following conditions hold. 
(1) L(2, A) -- min~ex L(x, A). 
(2) g,(2) < 0 (i = 1, . . . ,m).  
(3) iog(2)  ---- 0. 
PROOF. Condition (1) is equivalent to the inequality 
L (2,x) < L (x,x), 
for every x E X. 
When (2) and (3) hold, then 
L(2, A) = f (2) + Aog(2) < f (2) = f (2) + A og(2) = L (2, A), 
for every A _> O. 
Hence, 
L (2, A) _< L (2, A) _< L(x,A),  
for every (x, A) E X x R~. 
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This shows that a point (~, >,) 6 X x R~' is a saddle-point of the Lagrangian L(x, A). 
Conversely, if (~, ~) 6 X x R m is a saddle-point of the Lagrangian L(x, ),). That is, + 
L (~, A) < L (2, A) < L (x, >,), 
for every (x , l )  6 X x R~', i.e., 
i.e., 
f (2) + ~ o g (2) < f (2) + ~ o g (2) < f(x) + ~ o g(x). 
According to the inequality at the left and (1) in Lemma 2.1, we have 
A oa(2) < X og(~),  
m 
E: ' ,g ,  (~) -< ~,g, (2). 
,=i z=l 
By Theorem 2.1, every g~(x) can be written as 
g,(=) = {(g,(=),(r),g,(x)*(,-),,-) :,- e [o, 1]} 
By the order of fuzzy numbers, one has that 
m m 
:,,g,(2).(,) _< ~ ~,g,(2).(,-), 
,=1 ,=1 
for each r 6 [0, 1]. 
Clearly, this implies that 
m m 
:,,g,(:~)*(,') _< ~ ~,g,(~)*(,')(*), 
,=I ~=i 
for every r 6 [0, 1], or else (*) can be violated by appropriately making a component of A infinitely 
large in magnitude. 
Now by taking A, = 0 (z = 1, . . . ,  m) in (*), we obtain that 
m m 
5,,g, (2), (~) _> o, ~ ~,g, (2)* (,) >_ o. 
i= l  ,=1 
Noting that A~ _> 0 (i = 1,. . .  ,m) and g~(£~) _< 0 (i = 1,. . .  ,m), we have that 
X,~,(2),(r) _< o, ~,g,(~)*(r) _< o (~ = 1,...  ,m), 
for every r 6 [0, 1], we must have 
~,g~ (2), (~) = 0, 
z=l  
~,g, (~)* (~) = o, 
i.e., A o g(2) = O. 
Hence, conditions (1)-(3) hold. 
(i = 1, . . . ,m) .  
g,(2),(r) _< o, g,(2)*(r) _< o (i = 1,... ,m), 
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5. KKT CONDITIONS FOR (FCP) AND 
ITS APPLICATIONS TO (FLP) AND (FQP) 
Consider the following fuzzy programming problem, which we call the convex fuzzy program- 
ming (FCP): 
rain f(x), 
s.t. g~(x) < O, x c S, (FCP) 
where f : S -~ Fo, g~ : S --~ Fo (z = 1,.. .  ,m) are all convex fuzzy mappings, and S _C E. 
The Lagrangian of (FCP) is 
L(x, A) = f(x) + )qgl(x) + ' "  + A,~gm(x) = f(x) + A o g(x), 
where A = (A1,...,Am) T , A, > 0(~ = 1, . . . ,m),  g(x) = (gl(x),...,g,~(x)) T.
By Theorem 2.5, Lagrangian L(., A) is a convex fuzzy mapping from S to F0 for each A > 0. 
The Lagrangian dual problem (DFP) of (FCP) is presented below, and denoted by (DFCP). 
maxd(A), (DFCP) 
~___0 
where d(A) = min~s  L(x, )0. 
We discuss the KKT optimality conditions for problem (FCP). 
THEOREM 5.1. Let X = {x E S : g~(x) _< 0, i = 1, . . . ,m},  3 C X. Suppose that f,g~ 
(z = 1, . . . ,  m) is differential at 5: and satisfies the following conditions (called KKT  conditions 
for (FCP)), that is, there exist A >_ 0 such that 
V f(3) 4- Vg(x)T~ = 0, ~ o g(5:) = 0(*). 
Then, (5:, ~) e S × R m is a saddle-point t:or the Lagrangian L(x, A). Conversely, suppose that + 
(3, ~) 6 ( f  S) x R~ is a saddle-point for the Lagrangian L(z, A) Then, 5: is an optimal solution 
to problem (FCP), and (5:, ~) satisfies the KKT conditions pecified by (*). 
PRoof.  Suppose that (Z, ~) with 3 e X and ~ >_ 0, satisfies the KKT conditions pecified by (*). 
By convexity of f : S ~ F0 and g~ : S --* Fo (z = 1,.. .  ,m), and f,g~ (z e I) are differential at f:. 
According to Definition 3.1, we get 
f(x) > f(3) + <vf (5:), • - 5:), 
g~(x) _> g~(3) + (vg~(3), z - 5:>, 
for all x E S. By Lemma 2.1 and the condition Vf(3) + Vg(3)T~ = 0, we have 
m 
f(x) + ~-~ ~g~(x) >_ f (3) + <vf (3), x - 3) 
m m 
+ ~ ~g,  (2) + E X, <vg~ (3), x - 3> 
z=l z=l 
= I (3) + ~ X~g, (3) + v f  (2) + X~vg~ (3), • - 3 
z=l ~=i 
: f (3) + E ~g~ (31 
It follows that L(x, X) > L(Z, A) for all x E S, i.e., L(5:, ~) = min~es L(x, ~). 
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Since ~: ~ X, we have g~(~) < 0 (~ = 1,. , m), and noting that A o g(~) = 0, by Theorem 4.4, 
(~, A) is a saddle-point for the Lagrangian L(x, A). 
To prove the converse, suppose that (~, A) e ( f  S) × R m is a saddle-point solution. Since + 
L(~, ~) < L(~, X) for all ~ > 0, we have 
f (~)+Ao~(~)  ~f (~)+~og(~) .  
By Lemma 2.1, we get A o g(~) < A o g(5:). Using proof as in Theorem 4.4, that g(~) _< 0, 
o g(2) = 0, This shows that • is feasible to problem (FCP). 
Since L(~2, A) <_ L(x, A) for all x C S, then • solves the problem to minimize L(x, A) subject 
to x e S. Since • e f S, then V~L(~, A) = 0. By Theorem 3.2, we have 
VzL (~, A) = V f  (~) + Vg (~)T ~. 
It follows that 
Vf(~) + Vg(~)TA = 0. 
By Theorem 4.3, ~ is a global minimum point of the primal problem (FP), A is a global 
maximum point of the dual (DFP), and the optimal values f(~) of (FCP) and d(~) of (DFCP) 
coincide. 
Consider the "perturbed" primal problem 
rain f(x), 
= 1 . . . .  , m. (z FCP) 
s.t. g~(x) <_ z~, x c S, 
Let Z = {z E R m : g(x) <_ z for some x E S} denote the set of all vectors z for which the 
perturbed problem (zFCP) has nonempty feasible domain and let v(z) = min{f(x) : x E S, 
g(x) <_ z} be the optimal objective function value of the perturbed problem (zFCP). 
LEMMA 5.1. Z is a convex subset in R m and v(z) is a convex and nonincreasing [uzzy mapping 
on Z. 
PROOF. Suppose that z~,z 2 6 Z and A 6 [0, 1], then there exist x~,x 2 6 S such that g(x 1) <_ z 1 
and g(x 2) <_ z 2. By the convexity of S, and g,(x) (i = 1, . . . ,  m) is a convex fuzzy mapping on S 
in g(x) = (gl(x),  .. ,gm(X)) T. It follows that (1 - A)x I q-AX 2 6 S and 
g ((1 --)~)X 1 "~-)~X 2) : 
_< 
_< 
(gz ((1 - A) x 1 + Ax2), . . . ,gm ((1 - A) x 1 + Ax2)) T 
((1 -- )~)gl (x l )  -{- ~gl (X2), ' ' '  , (1 -- )~) gm (x l )  ~- .~gm (X2)) T 
(1 -~) (~1 (x 1) . . . .  ,gm(x~))  T +~(g l (x~) , . . . ,gm(~2) )  T 
( I - -A )Z  1 J rAz  2. 
By the definition of Z, we have (1 - A)z I + Az 2 E Z, that is, Z is convex. 
Since g9 (i = 1,.. .  ,m) is convex on S, it follows that 
g ((1 - ~)=* + ~=2) < (1 - ~)g (x 1) + ~g (=2) < (1 - ~)z 1 + ~z 2, 
for x l ,x  2 E S with g(x 1) < z 1, g(x 2) _< z 2, and ), E [0, 1]. 
By 
c { f (x )  : x = (1 - ~)~ + ~,  ~ ~ s, ~ e s, g(~) < (1 - ~)~ + ~F}.  
We have 
V ((1 -- /~) Z 1 -~- )%Z 2) =rain {f (x)  : x 
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• s, ~(~) <_ (~ - ~)z ~ + ~z ~} 
< rain { I (x)  : • = (1 -~)~ +~,  ~ • s, x ~ • s, g (~) < z ~, g (~) < ~} 
=min  {I ((1 -- ~):r 1 -}- ~x2) :  2c I • S, x 2 • S, g (x 1) __~ z ' ,  .q(x 2) < z 2} 
<min{(1-~)I(~)+~I(~) : ~lcs, x~eS, g (~)<~,  g(~2)_<~} 
<(1-A)min{ I  (x l ) :x lES,  g (x l )<z l}+Amin{f  (x2) :x2•S,  g(x2)<_z ~} 
=(1-  ~)~ (z ~) + ~v (z~), 
for every z 1, z 2 • Z and A • [0, 1]. One has that v(z) is a convex fuzzy mapping on Z. 
If z 1 _< z 2, z 1, z 2 • Z, then, by 
{ f (x ) :x  G S, g(x) _< z ~} C { f (x ) :x  C S, g(x) < z2}, 
we have 
v (z  1 ) - -min{s(x ) :xES ,g(x )<_z  1} 
> min {I (~) : x e S, g(z) < z 2} = v (z2),  
that is, v(z) is nonincreasing on Z. 
THEOREM 5.2. Let S C_ E be nonempty, compact, and convex. If convex fuzzy programming 
problem 
min i (z ) ,  
i = 1 , . . . ,m (FCP) 
s.t. g,(x) <_ O, x E S 
has an optimal solution ~, then there exists ~ E R~ such that (~, ~) is a saddle-point of the 
Lagrangian L(xZ) and -5  E Or(O). 
PRoof .  Suppose that (~, A) is a saddle-point of the Lagrangian L(x, A), then by Theorem 4.3, 
we get 
v(0) = rain{f (z) : x E S, g(z) <_ 0} = f(~) = d (~) 
= minL (x, ~) = min {I(x)  + 5, o g(x)} 
xES xES 
= ~ {I (x)  + ~ o (g(~) - z) + (~, z)} 
= ~ {s(~)  + ~ o (g(x) - z)} + (~, z) 
< v(z) + (~, z) .  
It follows that v(z) > v(O) + (-~, z - O} for every z E Z, that is, -~  E Ov(O). 
We now apply the above results to fuzzy linear programming and fuzzy quadratic programming. 
Consider the fuzzy linear programming problem 
min cT x, 
n (FLP) 
s.t. Ax <_ b, x E R+, 
where b E R m, c, and A are n-dimensional fuzzy vector and m × n fuzzy matrix, respectively. 
Since x > O, I (x)  = cTx ls convex and concave fuzzy mapping and g(x) = Ax - b is an 
m-dimensional fuzzy vector. Hence, the fuzzy programming (FLP) is a convex fuzzy program- 
ming, whose Lagrangian is given by 
L(x, ~) = cTx + (~, Ax - b), 
where A = (A1,.. . ,Am) T , )~ _> 0 (z ---- 1 , . . . ,m) .  
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It is easy to show that the Lagrangian L(x, A) is a fuzzy mapping from R~ × R~ to Fo, and 
L(., A) is convex and concave fuzzy mapping. 
The Lagrangian dual problem of (FLP) is presented below, and denoted by (DFLP). 
maxd(A), (DFLP) 
~>_0 
where d(A) = min~Es L(x, A). 
Since 
d(A) = mi>n ° L(x, A) = min {cTx + (A, Ax - b)} 
_ z>_O 
= min {cTx + (~,Ax) + (A,-b)} 
x_>o 
= min {c Tx "~ (A T A,x) + (A,-b) } 
x_>o 
= min {(c T -+-ATA, x)+(A,-b)}. 
z>_o 
Hence, d(A) = -(),, b) if c T + ATA _> 0; d(A) = -c~ otherwise. Therefore, the dual problem 
(DFLP) is also equivalent to the problem 
max - (A,b), 
s.t. c T+ATA_>0, AER~.  
By Theorem 4.2 and its corollaries, we have the following results. 
THEOREM 5.3. WEAK DUALITY THEOREM. Let x be a feasible solution to the primal problem 
(FLP), and let A be a feasible solution to dual probIem (DFLP). Then (c, x) >_ -(A, b). 
COROLLARY. I f  (e, ~) = --(A, b), where ~ and ~ are feasible solutions to problems (FLP) and 
(DFLP), respecti.ely, then • and solve the (FLP) and (DFLP). 
THEOREM 5.4. Let X = {x E R n+ : Ax <_ b}, then (2, ~) 6 X x R m+ is a saddle-point of fuzzy 
mapping L(x, A) if and only if ~ and A are optimal solutions to the primal problem (FLP) and 
the dual problem (DFLP), and the optimal values coincide. 
THEOREM 5.5. Let X = {x E R n b}, a + : Ax < point (2, A) e X x R~ is a saddle-point of the 
Lagrangian L(x, A) if and only if the following conditions hold. 
(1) c T+ATA=0.  
(2) (A,A~-b)- - -0 
PROOF. By Theorem 3.3, L(~, A) -- rainfalL(X, A) if and only if 0 E OL(2, A)(OL(~, ~) repre- 
sents the subdifferential of convex fuzzy L(x, ~) at 4). 
Since 
L (x, X) = eTx + (X, Ax -b}  = (c ~ + ATX, x) + (~,-b)  • 
It leads to the conclusion that L(x, A) is differential t 2 by Example 3.1, hence, OL(5c, ~) is a 
singleton, that is, VxL(2, A) -- 0. One has that 
VxL (x, A) -- c T + ATS,. 
It follows that e T + ATA : 0. By Theorem 4.4, this completes the proof. 
Furthermore, from the KKT conditions, we have the complementary condition 
(A, AS: - b} --- 6. 
Duality Theory 1729 
Consider the fuzzy quadratic programming problem, denoted by (FQP) 
1 T rain cT x + -~x Qx, 
s.t. Ax < b, x E R n - -  q - ,  
(FQP) 
where the n x n matrix Q is symmetric positive definite, b C R "~, c, and A are an n-dimensional 
fuzzy vector and an m x n fuzzy matrix, respectively. 
By Example 3.2 and Theorem 2.5, f (x)  = crx  + (1/2)xTQx (x C R~_) is a convex fuzzy 
mapping, and g(x) = Ax - b (x E R~_) is convex and concave. From this point of view, (FQP) is 
a special case of convex fuzzy programming. 
The corresponding Lagrangian of (FQP) is 
1 T L(x, )0 = cT x + -~X Qx -{.- ()~, Ax - b), 
where )~ = (,~1,... ,)~m) T, )~ _~ 0 (z -- 1, . . . ,m).  
Lagrangian L(x, .~) is a fuzzy mapping from R n+x R m+ to F0, and L(-, ~) is convex. 
The dual problem of (FQP) is given by 
maxd(£), (DFQP) 
~_>0 
where d(A) = min~>0 L(x, ~). 
d(,k)A = min L(x, ~) = min fcTx + 1 T } ~>o ~>o I, ~x Qx + (A, Ax - b) 
=minf (c  m +ATA, x )+ 1 T ) 
~>_o t ~z Qz + (,~, -b) . 
By Theorem 5.1 and Example 3.2, and applying Theorem3.2, it follows that KKT conditions 
of (FQP) are 
c T + Q~ + AT~ = 0 and (~, A~ - b) = 0. 
6. CONCLUSIONS 
Motivated by earlier research works [14-16,22,24,25,29-31], the duality theory of fuzzy pro- 
gramming problems with fuzzy coefficients are formulated by using the fuzzy scalar product 
proposed in [16] and subdifferential of convex fuzzy mapping proposed in this paper. The corre- 
sponding theorems for fuzzy programming problems are derived. Although various investigators 
in the literature [22,24,25,29-31] have discussed the fuzzy programming models, they merely 
considered the properties of the global optimal solutions in the case where fuzzy mappings in 
the models are various generalized convexity. A solution concept of fuzzy optimization problems 
in [14-16] is essentially similar to the notion of Pareto solution in multiobjective programming 
problems. Hence, the fuzzy programming problems discussed in this paper is different from the 
works in [14-16]. However, owing to the above excellent works, the duality theory for a class of 
fuzzy programming problems in this paper has similar structures to the traditional mathematical 
programming problems. We will try to explore fuzzy convex analysis and fuzzy optimization and 
relationships between them in the future. 
REFERENCES 
1 R.E. Bellman and L.A. Zadeh, Decision making in a fuzzy environment, Management Science 17B, 141-164, 
fl97o>. 
2. H. Zimmarmann, Fuzzy programming and linear programming with several objective functions, Fuzzy Sets 
and Systems 1, 46-51, (1978). 
1730 C ZHANG et al. 
/ 
3. H /~ommelfanger and R. Slowinski, Fuzzy linear programming with single or multiple objective functions, In 
Fuzzy Sets zn Dec*swn Analys~s, Operatwns Research and Stat~stzcs. The Handbooks of Fuzzy Sets Seines, 
(Edited by R Slowlnski), pp. 179-213, Kluwer Academm, Boston, MA, (1998) 
4 M Delgado. J. Kacprzyk, J L Verdegay and M.A Vlla, Editors, Fuzzy Optimization" Recent Advances, 
Physica-Verlag, New York, (1994). 
5 Y.J Lai and C.L. Hwang, Fuzzy Mathematzcal Programming Methods and Appl~eatwns, Sprmger-Verlag, 
Berlin, (1992). 
6. W. Rodder and H.-J Zimmermann, Duality in fuzzy linear programming, In Eztremal Methods and System 
Analys~s, (Edited by A.V. Flacco and K.O. Kortanek) pp. 415-429, Berlin, (1980). 
7 J L Verdegay, A dual approach to solve the fuzzy linear programming problem, Fuzzy Sets and Systems 14, 
131-141, (1984). 
8. M. Sakawa and H Yano, A fuzzy dual decomposition method for large-scale multiobjective nonlinear pro- 
gramming problems, Fuzzy Sets and Systems 67, 19-27, (1994). 
9. Y. Liu, Y. Shl and Y -H Lm, Duality of fuzzy MC 2 linear programming: A constructive approach, Journal 
of Mathematical Analys~s and Apphcatzons 194, 389-413, (1995) 
10 J. Richardt, F. Karl and C. M/iller, Connections between fuzzy theory, simulated annealing, and convex 
duality, Fuzzy Sets and Systems 96, 307-334, (1998). 
11. C.R. Bector and S Chandra, On duahty m hnear programming under fuzzy environment, Fuzzy Sets and 
Systems 125, 317-325, (2002). 
12 Y. Zhong and Y. Shi, Duality in fuzzy multi-criteria nd multi-constraint level linear programming A 
parametric approach, Fuzzy Sets and Systems 132, 335-346, (2002). 
13 M. Inuiguchi, J. Ramik, T Tamno and M Vlach, Satisficing solutions and duahty in interval and fuzzy linear 
programming, Fuzzy Sets and Systems 135, 151-177, (2003). 
14 H -C Wu, Duality theory in fuzzy linear programming problems with fuzzy coefficients, Fuzzy Optzm~zatzon 
and Dec~szon Makzng 2, 61-73, (2003) 
15. H.-C Wu, Saddle point optimality conditions in fuzzy optimization problems, Fuzzy Opt~mzzation a d De- 
czswn Making 3, 261-273, (2003). 
16. H.-C. Wu, Duahty theorems in fuzzy mathematical programming problems based on the concept of necessity, 
Fuzzy Sets and Systems 139, 363-377, (2003). 
17. R. Goetschel and W. Voxman, Topologmal properties of fuzzy numbers~ Fuzzy Sets and Systems 9, 87-99, 
(1983). 
18 R Goetschel and W. Voxman, Elementary fuzzy calculus, Fuzzy Sets and Systems 18, 31-43, (1986). 
19 L A. Zadeh, The concept of linguistic variable and its application to approximate r asoning I, lnformatzon 
Sczence 8, 119-249, (1975) 
20. L.A. Zadeh, The concept of hngmstic variable and its application to approximate r asoning, II, lnformatwn 
Science, 301-357, (1975) 
21. L.A. Zadeh, The concept of linguistic variable and its application to approximate r asoning, III, Informatwn 
Sczence 9, 43-80, (1975). 
22. S. Nanda and K. Kar, Convex fuzzy mapping, Fuzzy Sets and Systems 48, 129-132, (1992). 
23 Y.-R. Syau, On convex and concave fuzzy mappings, Fuzzy Sets and Systems 103, 163-168, (1999). 
24. G Wang and C Wu, Directional derivatives and subdifferential of convex fuzzy mappings and application in 
convex fuzzy programming, Fuzzy Sets and Systems 138, 559-591, (2003). 
25. Y.-R. Syau, (~1, ~b2)-convex fuzzy mappings, Fuzzy Sets and Systems 138, 617-625, (2003) 
26. M S Bazaraa, H.D. Sherati and C.M. Shetty, Nonlinear Programming Theory and Algomthms, John Wiley 
and Sons, (1979) 
27 R. Horst, P M Pardalos and N.V Thoai, Introductwn to Global Opt,mizatwn, Kluwer Academic, (1995) 
28 M. Walk, Theory of Duahty ~n Mathematical Programmzng, Springer-Verlag, Wren, (1989). 
29 D Li, Properties of b-vex fuzzy mappings and apphcatlons to fuzzy optimization, Fuzzy Sets and Systems 
94, 253-260, (1998). 
30 Y.-R. Syau, Preinvex fuzzy mappings, Computers Math. Applic. 37 (3), 31-39, (1999). 
31. Y.-R. Syau, Generalization of preinvex and B-vex fuzzy mappings, Fuzzy Sets and Systems 120, 533-542, 
(2001) 
