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Molecular dynamics study of crystal formation and structural phase transition
in Yukawa system for dusty plasma medium
Srimanta Maitya) and Amita Das
Institute for Plasma Research, HBNI, Bhat, Gandhinagar - 382428, India
The layered crystal formation in dusty plasma medium depicted by the Yukawa interaction amidst dust
has been investigated using molecular dynamics simulations. The multilayer structures are shown to form
in the presence of a combined gravitational and external electric field force (representing the sheath field
in experiments) along the zˆ direction. A detailed study of the dependence of the number of crystal layer
formation, their width etc., on various system parameters (viz., the external field profile and the screening
length of Yukawa interaction) have been analyzed. The structural properties of crystalline bilayers have been
studied in detail identifying their structures with the help of pair correlation function and Voronoi diagrams.
It has been shown that the crystalline layers undergo a structural phase transition from hexagonal (often also
referred to as triangular) to square lattice configurations. A reentrant phase transition from hexagonal to
square (and rhombic) structure has been observed in the simulations.
I. INTRODUCTION
Dusty plasma has proved to be an interesting ideal
model for studying various natural phenomena con-
cerning collective structures1–11, linear and nonlinear
waves12–19, instabilities20–24. It also has relevance in the
context of certain astrophysical phenomena25–27 where
its implications are being studied. The dusty plasma
medium essentially consists of electrons, ions, neutral
particles, and micron/sub-micron size solid particles
(dust grains). Typically, the lighter electrons of the
plasma medium get attached to the dust grains because
of which it acquires a high negative charge. The high
charge on dust often renders the average inter-grain po-
tential energy to exceed the value of average thermal
energy of the dust particles. The ratio of these two
energies is defined as the Coulomb coupling parameter,
Γ = Q2/(4πǫ0akBT ). Here, a, T , and Q are the average
inter-grain distance, grain temperature, and charge of the
dust grains, respectively. Depending upon the value of Γ,
dusty plasma can go through several phases like gaseous,
visco-elastic liquid28–30 and even crystalline state. There
are a lot of studies on the experimental observation of
dusty plasma crystal31–36, static and dynamical phase
behaviors37–42, possible lattice modes13,43–48 and their
coupling24,49, dust crystal cracking induced by energetic
particles50. Various thermodynamical properties such as
elastic coefficients51, transport properties52,53 of dusty
plasma crystals are also reported by both simulations
and experimental studies.
A considerably low value of charge to mass ratio of
dust grains (Q/md) makes the characteristic frequency
associated with the dust dynamics to be very slow com-
pared to the response time for the electron and ion
species. Thus, for the dust response time scale of in-
terest, the electrons and ions are assumed to be iner-
tialess. They supposedly shield the charge of individual
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dust grains instantaneously. Thus, instead of Coulomb
interaction, dust grains interact with each other via
screened Coulomb or Yukawa pair potential54, U(r) =
(Q/4πǫ0r) exp (−r/λD). Here, λD is the typical Debye
length of background plasma and we define the screening
parameter κ = a/λD, and a being the inter dust grain
distance.
Dusty plasma systems are also an important test
bed to study phase transitions in condensed matter, as
individual particles can be traced by normal charge-
coupled devices and their dynamics can be seen even
by unaided eyes. There are experiments55–57 as well
as simulations58–62 on the melting transition of dusty
plasma crystals. Multilayer crystal formation for par-
ticles interacting with Yukawa interaction in a one-
dimensional parabolic external potential ((K/2)z2) was
studied by Totsuji et.al,38,63. The parabolic potential was
chosen to mimic the combined effect of all external forces
(viz., gravity, sheath electric field, ion drag etc.,). Dif-
ferent structural phases in three-dimensional crystallized
dusty plasma have also been observed in experimental
studies64–66. Phase diagram and structural transitions of
a Yukawa bilayer at zero temperature have been studies
by Messina and Lowen67 using lattice sum minimizations
technique.
In this work, we focus on studying the properties of the
crystalline phase of the dusty plasma medium through
molecular dynamics simulations. In particular, we study
in detail the properties of dust crystalline layer forma-
tions for a realistic choice of the gravitational and sheath
potentials. The formation of multiple layers of dust crys-
tal has been shown and the role of dust density and
sheath potential on the creation of additional layers has
been shown. The bilayer structure has been studied in
detail. We also report the observations of the structural
phase transitions in the crystalline form observed in our
simulations.
This paper is organized as follows. In section II, a
constant temperature MD simulation set up has been
described in detail. Section III contains our study on
layer formation of the dusty plasma system in the pres-
2ence of gravity, external sheath electric field, and the self-
consistent Yukawa interaction. In section IV, we provide
a detailed description of the bilayer structure. Section V
provides a description of the structural phase transitions
observed in the system. Finally, in section V, we provide
a summary of our work.
II. SIMULATION DESCRIPTIONS
Three-dimensional (3-D) molecular dynamic (MD)
simulations have been carried out using an open source
classical MD code LAMMPS68. Initially, 5000 identical
point particles, each having a mass md = 6.99 × 10
−13
kg and charge Q = 11940e (where e is an electronic
charge)69, is chosen to be distributed randomly in a 3-
D simulation box. The boundary conditions are cho-
sen to be periodic. The length of the simulation box
Lx = Ly = Lz = 12.7943a. Here a = (3/(4πn))
(1/3) is
the Wigner-Seitz radius in three dimensions and n is the
average 3-D density of particles for the whole simulation
box. It should thus be noted here that a ∝ n−1/3, thus
increasing density is tantamount to decreasing a. In our
simulations, n is kept to be 2×108 m−3, so that the value
of a = 2.2854× 10−3 m. The magnitude of inter-particle
unscreened electric field associated with this value of a
is E0 = Q/4πǫ0a
2 = 3.2918 V/m. The interaction po-
tential between particles (dust grains), as indicated in
section I, is taken to be Yukawa (screened Coulomb). Be-
side the Yukawa interaction, particles are also subjected
to the external force due to gravity mg(−zˆ) (i.e. acting
vertically downward) and the force exerted by the electric
field QEext(z) = QA exp(−αz)zˆ (which acts vertically
upward for negatively charged dust particles). The mag-
nitude of the electric field is adjusted by A in a fashion so
as to have the potential minima of these external force at
the middle of the simulation box at Lz/2. The value of
A is thus calculated A = (mg/Q) exp(αLz/2) for a given
value of α in our simulations. This ensures that for all
values of α, the two external forces mg and QEext can
balance each other exactly at z = Lz/2. The potential
minima, as shown on Fig. 1 appears at Lz/2. It should be
noted that even if one keeps the value of A to be constant
for different values of α, it does not change any phenom-
ena. It merely provides a vertical shift in the position of
dust layers. Thus, this choice is mainly to ensure that
the equilibrium location of the dust particles under the
external forcing is at the center of the simulation box for
convenience. For the chosen set of parameters the charac-
teristic frequency ωpd = (nQ
2/ǫ0md)
(1/2) ≃ 10.8747 s−1,
associated with the dust plasma period of Td = 0.5778 s.
This is typically the fastest frequency associated with the
dust medium and hence its inverse is chosen to normal-
ization time. We have chosen our simulation time step
to be 0.01 ω−1pd , which can thus resolve the time scale of
any phenomena associated with dust response.
Positions and velocities of each particle have been gen-
erated from the canonical ensemble (NVT) in the pres-
ence of a Nose-Hoover thermostat70,71. The purpose of
using Nose-Hoover thermostat is to achieve thermody-
namic equilibrium state for a given value of Γ. We have
continued our simulations connecting this thermostat for
about 4000ω−1pd time for all cases. In every case, it has
been checked that the system achieved the assigned equi-
librium temperature much before this time. For all of our
simulation studies, we have chosen Γ (= Q2/4πǫ0akBT )
to be 3000.
III. LAYER FORMATIONS
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FIG. 1. Shows total external potential energy, Vext along z
for Vefield = −
∫
Eext(z)dz = (A/α) exp(−αz), with αa =
2.2854 × 10−3 and A/E0 = −1.105× 10
3.
The total potential energy associated with each parti-
cle Vext at any vertical position z, has contributions from
the gravitational potential energy mgz and the electro-
static energy associated with the externally applied elec-
tric field Eext(z) = A exp(−αz). The plot of the external
potential Vext experienced by the dust particles as a func-
tion of z is shown in Fig. 1, for αa = 2.2854× 10−3 and
A/E0 = −1.105 × 10
3. It is clearly seen that the min-
imum in the potential profile occurs at z/a ≈ 6.4. The
minimum is sharper when the value of α representative of
how rapidly the external electric field falls, is high. A sin-
gle dust grain will always reside on the z location where
the potential is minimum. As the number density of the
dust grains are increased, they would try to equilibrate
at this location so long as the inter-dust interaction has
considerably smaller effect than the external potential.
In such a case, single dust layer gets formed. However,
with increasing number density of the dust particles start
experiencing the Yukawa interaction and automatically
try to arrange themselves in a 2-D crystal formation for
which the inter-dust distance is larger for the Yukawa
potential amidst them to be effective.
3The multilayer formation starts when besides experi-
encing the external force field, inter-particle Yukawa pair
potential starts becoming important. As the initially ran-
domly distributed particles now try to achieve equilib-
rium in the external potential as well as the self consistent
interaction potential. The interplay of these two define
the multiple layer formation. In our system the sheath
potential profile is defined by α and the Yukawa interac-
tion by the parameter κ. We study the equilibrium layer
formation in terms of α and κ parameters.
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FIG. 2. Shows layers formation for different κ and α values.
(a1) and (a2) are for κ = 1.0 and 1.5, respectively with a
fixed αa = 2.2854 × 10−3. Subplots (b1) and (b2) are for
αa = 5.7134 × 10−3 and 38.852 × 10−3, respectively with
fixed value of κ = 2.5 . Different color symbols represent dust
particles levitating in different layers.
In Fig. 2 equilibrium configurations of particles have
been shown for different α and κ values. It has been ob-
served that particles choose to levitate at different heights
along zˆ forming layered structure, instead of randomly
filling up the entire simulation box. Though there is only
one minimum of external potential for all values of κ and
α, there are more than one layers which get formed as
can be observed from Fig. 2. The external forces of grav-
ity and sheath electric field try to confine particles at the
location of the minimum of Vext, the location of potential
energy minimum as depicted in (Fig. 1).
However, the repulsive force associated with the pair
potential tries to maintain a certain inter-grain distance.
If such an intergrain distance can not be maintained by a
single layer, the layer first gets a little broader and then
ultimately splits and forms clear two layers as shown in
Fig. 3. The layers increases in number by first broad-
ening itself and subsequently forming an additional clear
layer. This fact is also clearly shown in Fig. 3 by the
density profile of particles f(z) along the vertical z-axis
(blue color line). We have obtained f(z) by binning the
whole system along the z-axis and then counted the num-
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FIG. 3. Shows side view of particle’s positions (red points)
along with the density profile of particles, f(z) (blue lines)
along zˆ. Normalization has been done in such a way that∫ Lz
0
f(z)dz = 1, where Lz is the length of the simulation box
along zˆ. (a1) κ = 8.0, (a2) κ = 7.0, (a3) κ = 4.5, (b1)
κ = 2.75, (b2) κ = 2.0, and (b3) κ = 1.29. All the subplots
are for a constant αa = 2.2854 × 10−3.
ber of particles in each bin. f(z) has been normalized by
the total number of particles in the system, such that∫ Lz
0 f(z)dz = 1, where Lz is the length of the simulation
box along z. The number of layers, thus gets determined
by a competition between external confining potential
Vext and the repulsive pair potential U(r). This fact is
clearly depicted in Fig. 2 and Fig. 3.
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FIG. 4. Number of layers, Nl in κ−α plane. Inset shows the
thickness d of particle distribution along zˆ.
It should be noted that while α defines the sheath pro-
file of the external electric field κ represents the range
of the interaction distance amidst the dust grains. For a
fixed value of parameter κ, as α increases, the external
4potential profile becomes sharper. Thus particles have
to be confined within a short height. As a result, the
number of layers and the width of particle distribution d
along zˆ decreases with increasing value of α, as shown in
Fig. 4 and its inset. As κ increases, the mutual repulsive
force between particles gets weaker. Consequently, both
the number of layers Nl and the thickness d decreases
with increasing κ for fixed values of α. This has also
been depicted in Fig. 4 and the inset.
The next question is, in addition to the layer forma-
tions whether the internal structure of each layer also
gets modified with the change of α and κ parameters. In
order to study the structural property of each layer in
more details, We have considered a simple bilayer case.
In the next section, we report on the phase properties of
such bilayers.
IV. YUKAWA BILAYER FORMATION
The number density of particles f(z) along the vertical
z-axis for different values of κ and α is shown in Fig.
5. The density profile shows two sharp peaks, which are
corresponding to two different layers. We have counted
the number of particles in each layer and found it to
be N/2 for all the cases, where N is the total number
of dust grains in the system. Since simulation box size
along x and y directions are kept constant, the mean
interparticle distance axy in each layer is the same for
all the cases. Although, here also it can be seen that
vertical distance (along zˆ) between two layers reduces
with increasing values of κ and α, as depicted in subplots
(a1) and (a2) of Fig. 5.
z/
5.7 6 6.5 7
f(
z
)
0
0.1
0.2
0.3
0.4
z/
5.7 6 6.5 7
f(
z
)
0
0.1
0.2
0.3
0.4
(a1) (a2)
aa
FIG. 5. Density profile of particles, f(z) along zˆ. In subplot
(a1), red line represents the density profile for κ = 3.0 ; blue
line is for κ = 3.5 ; black and magenta are for κ = 4.5 and
5.5, respectively with a fixed value of αa = 2.2854 × 10−3.
In (a2), red, blue , black, and magenta colors are for αa =
2.2854× 10−3, 4.57× 10−3, 7.998× 10−3, and 12.569× 10−3,
respectively with a fixed κ = 3.0.
One of the important tools to characterize the struc-
tural properties of any ordered system is radial distribu-
tion function g(r), defined as,
g(r) =
〈
Nl(r, dr)
ρ2πrdr
〉
, (1)
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FIG. 6. Radial distribution function g(r) for different κ and
α values. Numbers marked schematic arrows represent the
number of particle located in each successive shell. Subplots
(a1) and (a2) are for κ = 3.0 and κ = 5.3, respectively with
a fixed αa = 2.2854× 10−3. For subplots (b1) and (b2) αa =
3.428 × 10−3 and 11.427 × 10−3, respectively with constant
κ = 3.0.
where 〈...〉 represents the ensemble average over all the
particles. Here ρ = Nl/A, is the average number density
of particles in the 2D (x-y) plane, where Nl is the total
number of particles in a 2D planer layer and A = LxLy
is the area of this plane. Nl(r, dr) represents the number
of particles located within a distance of r and r + dr
(dr = 0.015a) away from a reference particle.
Radial distribution functions g(r) for both the layers
are shown in Fig. 6 for different κ and α values. Sharp
multiple peaks in all the cases confirm that layers are in
the crystalline state. The information about the number
of nearest neighbors of any reference particle also can
be drawn from g(r). Arrows marked by numbers in all
the subplots of Fig. 6 represent the number of particles
obtained by integrating g(r) in the successive shell. It
is clearly seen that, in each layer, there are six parti-
cles located in the first shell for κ = 3.0 (subplot (a1)).
Whereas, the number of particles present in the first suc-
cessive shell for κ = 5.3 is four, as shown in subplot (a2)
of Fig. 6. This indicates a transition of ordered structure
in each crystalline layer with the changing values of κ at
fixed α. Similar kind of transition also occurs for the
changing values of α with a constant value of κ = 3.0, as
shown in subplots (b1) and (b2) of Fig. 6.
Voronoi diagram in Fig. 7 shows the internal struc-
tures in each layer for two different values of κ (κ = 3.0
& 5.3) with a fixed value of αa = 2.2854 × 10−3. It is
observed that for κ = 3.0 particles arrange themselves in
nearly hexagonal (triangular) configurations (except at
the boundaries) in both the layers as shown in subplots
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FIG. 7. Voronoi diagrams for different κ values at fixed αa =
2.2854 × 10−3. Subplots (a1) and (a2) correspond to layer1
and layer2 respectively for κ = 3.0. Subplots (b1) and (b2)
represent same for κ = 5.3
(a1) & (a2). Whereas, for the value of κ = 5.3, the equi-
librium configuration of particles in each layer is square
structure with few dislocations (subplots (a1) & (a2) of
Fig. 7).
We have also shown Voronoi diagrams for different val-
ues of α with a constant value of κ = 3.0 in Fig. 8. It is
observed that the equilibrium configuration of particles
in each layer changes from hexagonal to rhombic sym-
metry as we change the value α from αa = 3.428× 10−3
to αa = 11.427 × 10−3, at constant κ = 3.0. These
structural transitions confirm the information predicted
by radial distribution function g(r).
V. STRUCTURAL PHASE TRANSITION
To further analyze the structural properties of the
whole system, all the particle’s positions have been su-
perimposed in a 2D x-y plane. A vertical string like struc-
ture, where particles in different layers are aligned verti-
cally (along z) is not observed. Instead of that, particles
are located in shifted positions (in the x-y plane) relative
to another layer. This behavior is shown for different κ
and α values in Fig. 9, where red solid dots are particle’s
locations in layer1 (upper) and blue circles represent the
same in layer2 (lower). In the case where ion motions are
present along the vertical direction, due to ion focusing
below the particles in the upper layer, particles in lower
layer would like to be trapped in the wake of the upper
one, causing the vertical string like structure72. However,
there are experimental evidences, where the effect of ion
flow was insignificant, the absence of vertical alignment
had been reported37,44. For a given inter-layer separa-
tion, the inter-particle distance between two particles in
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FIG. 8. Voronoi tessellations for different α values at fixed
κ = 3.0. Subplots (a1) and (a2) correspond to layer1 and
layer2 respectively for αa = 3.428 × 10−3. Subplots (b1) and
(b2) represent same for αa = 11.427 × 10−3.
two different layers is relatively higher when there is no
vertical alignment. This causes the interparticle inter-
action energy to be lower. Thus, the minimum energy
configuration itself does not favor particles to be located
exactly below (or above) the particles in another layer.
3 4 5 6 7
6
7
8
9
10
a
y
/
ax/
(a1)
3 4 5 6 7
6
7
8
9
10
ax/
a
y
/
(a2)
3 4 5 6 7
6
7
8
9
10
ax/
a
y
/
(b1)
3 4 5 6 7
6
7
8
9
10
ax/
a
y
/
(b2)
FIG. 9. Particle positions at two different layers viewing from
the top (along z). Red solid points represent particles at upper
layer (layer1) and blue circles represent same at lower layer
(layer2). Subplots (a1) and (a2) are for κ = 3.0 and κ = 5.3,
respectively with fixed αa = 2.2854×10−3 . (b1) and (b2) are
for αa = 3.428 × 10−3 and αa = 11.427 × 10−3, respectively
with fixed κ = 3.0.
As the mean inter-particle distance in a given layer
(axy) does not change with the changing values of κ and
α, these structural transitions should be associated with
6the reentrant behavior of particles. In order to investi-
gate exactly for what values of the parameters such a
phase transition occurs, we have calculated the average
angle θ between lattice vectors in each layer, defined as,
θ =
〈
1
Nr
Nr∑
i=1
θi
〉
. (2)
Here Nr is the number of nearest neighbors of a refer-
ence particle in a given layer and θi is the angle between
two consecutive bonds, made by a reference particle and
its nearest neighbors, as shown in the inset of Fig. 10
(subplot (a1)). The nearest neighbors of any reference
particle in a given layer had been marked up to the dis-
tance of the first minimum of g(r) of that layer. Vari-
ation of θ and standard deviation (std) with varying κ
and α values are shown in Fig. 10. Subplots (a1) and
(a2) are for upper and lower layer, respectively with a
fixed value of αa = 2.2854× 10−3. While, (b1) and (b2)
are that for a constant value of κ = 3.0. From subplot
(a1) and (a2), it is seen that up to a certain value of κ
(≃ 4.3 ), the value of θ is approximately 60◦. This value
of θ is associated with the triangular (hexagonal) lattice.
While, for κ > 4.7 it is seen that the value of θ ≈ 90◦,
which is corresponding to the square lattice. There is
no conventional lattice structure in the intermediate re-
gion 4.3 < κ > 4.7. Subplots (b1) and (b2) of Fig. 10
also shows the transition of order parameter θ from the
value approximately 60◦ to 90◦, associated with a phase
transition from triangular to rhombic crystal structures.
Here also there is an intermediate region of α, where no
conventional lattice structure are found to exist. The
Voronoi diagrams for one of these intermediate values of
κ and α are shown in Fig. 11. The variation of the order
parameter θ clearly indicates that phase transitions due
to the changing values of κ and α are indeed a reentrant
type.
VI. SUMMARY
We have considered a dusty plasma system, where par-
ticles are interacting with each other by Yukawa pair
potential. A three-dimensional constant temperature
molecular dynamics (MD) simulation has been carried
out where, including the pair interactions, each parti-
cle are also subjected to forces due to gravity (vertically
downward) and externally applied electric field (verti-
cally upward). It is observed in our simulations that
in thermal equilibrium particles are levitating in differ-
ent crystallized layers. The number of layers and vertical
width (along zˆ) of particle distribution have been char-
acterized by two parameters κ and α, associated with
the pair interaction and externally applied electric field,
respectively. For a range of κ and α values, it has been
shown that dust particles can arrange themselves in bi-
layer crystallized structures. the structural properties of
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FIG. 10. Shows the values of angle θ (points) between unit
vectors of lattice with standard deviations (lines) for different
α and κ values for both the layers. The inset of subplot (a1)
shows the way θ is defined. Subplots (a1) and (a2) are for
a fixed αa = 2.2854 × 10−3. (b1) and (b2) are for a fixed
κ = 3.0. In all the subplots it is seen that there is a jump
of the angle from θ ≈ 60 to θ ≈ 90, which clearly indicates a
phase transition from triangular (hexagonal) to square lattice
structure simultaneously in both layers.
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FIG. 11. Voronoi diagrams of particles at layer1 for (a1) κ =
4.6 ; αa = 2.2854 × 10−3 and (b1) κ = 3.0 ; αa = 5.7134 ×
10−3.
these bilayers are characterized by the radial distribu-
tion function g(r) and Voronoi diagrams. It is observed
in our simulations that there is a phase transition from
hexagonal (triangular) to square (or rhombic) structure
in each of these bilayer systems with varying κ and α
values. There exist an intermediate region of κ and α
values, where no ordered structure has been found. By
calculating the ensemble averaged angle between lattice
vectors, it is shown that these structural transitions are
completely reentrant type.
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