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Abstract
In this work it is shown that locally repairable codes (LRCs) can be list-decoded efficiently beyond the Johnson radius for a
large range of parameters by utilizing the local error-correction capabilities. The corresponding decoding radius is derived and the
asymptotic behavior is analyzed. A general list-decoding algorithm for LRCs that achieves this radius is proposed along with an
explicit realization for LRCs that are subcodes of Reed–Solomon codes (such as, e.g., Tamo–Barg LRCs). Further, a probabilistic
algorithm of low complexity for unique decoding of LRCs is given and its success probability is analyzed. The second part of this
work considers error decoding of LRCs and partial maximum distance separable (PMDS) codes through interleaved decoding. For
a specific class of LRCs the success probability of interleaved decoding is investigated. For PMDS codes, it is shown that there
is a wide range of parameters for which interleaved decoding can increase their decoding radius beyond the minimum distance
such that the probability of successful decoding approaches 1 when the code length goes to infinity.
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I. INTRODUCTION
Vast growth in the popularity of cloud storage and other cloud services in recent years has led to an increased interest
in coding solutions for distributed data storage. Traditionally, protection against the failure of nodes/servers was achieved by
replicating the contents of a node multiple times. While this results in very efficient repair in the case of a node failure,
i.e., a failed node can be replaced by simply replicating any of the remaining nodes, the required storage overhead makes
this method unattractive for large scale data centers. Instead, some system operators have made the transition to MDS-coded
storage. While these codes offer the optimal trade-off between the number of recoverable nodes and storage overhead, the cost
of recovering/replacing a failed node in terms of total network traffic and number of nodes involved is in general far from
optimal. Different approaches have been considered to reduce this cost of node recovery, with special attention to the more
likely event of a single or very few node failures, as efficient repair for those cases is especially important. The most prominent
approaches addressing this issue are regenerating codes [3]–[6], which aim to decrease the network traffic required for repair,
and locally repairable codes (LRC) [7]–[14], which limit the number of nodes involved in the repair. In [13], a family of LRCs,
popular for the small required field size and for fulfilling the Singleton-like bound on the distance [9], [11], was constructed as
subcodes of (generalized) Reed-Solomon (GRS) codes. In addition, partial maximum distance separable (PMDS) codes1 [7],
[15]–[23] fulfill an even stronger notion of locality by requiring that any information-theoretically solvable erasure pattern can
be recovered and have been proposed for use in distributed storage systems to further decrease the probability of data loss.
The main motivation of storage codes such as LRCs and regenerating codes is erasure correction, as these occur naturally
in distributed storage systems whenever nodes fail, e.g., due to hardware failures, power outages, or maintenance. It is often
assumed that errors are detected [19], e.g., by a cyclic redundancy check (CRC), thereby turning errors into erasures. Such a
storage system can also be viewed as a concatenated coding scheme where the inner code is used solely for error detection,
and the outer code for recovery of erasures [24]. While this declaration of erasures is likely to be successful for some causes
of errors, such as, e.g., faulty sectors on a hard-drive or solid-state drive, errors caused by faulty synchronization or bad links
between the nodes cannot be detected on these lower levels. These events result in errors, i.e., events where the position of
occurrence is unknown, which is what we consider in this work. More specifically, such an error event is likely to corrupt
a large number of symbols, which results in a burst of errors, a fact that we will exploit in the second part of this work to
increase the error correction capability of some LRCs and PMDS codes. As erasures are a far bigger concern than errors in
distributed storage systems, where these code classes are of interest, we would like to emphasize that the proposed methods
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1In [7], [15]–[18] these codes are referred to as maximally recoverable codes, the definitions are equivalent.
2focus either on LRCs/PMDS codes in general or on popular classes of LRCs, i.e., subcodes of GRS codes such as Tamo–Barg
codes [13], and do not require a change in the structure of the codes. Hence, they can be viewed as a worst-case measure
that can be employed as a last resort in the case of error events, without any increase in costs, e.g., storage overhead, for the
system.
There have been several previous works that consider error correction from storage codes such as LRCs and regenerating
codes. In [14], [25], [26] the authors consider a concatenated structure with LRCs or regenerating codes as inner codes and
rank metric codes as outer codes to protect against adversaries of different types. Regenerating codes with an error tolerance
in the repair process were considered in [5], [25], [26]. In [27] a hashing scheme is proposed to detect errors and protect
against adversarial nodes. Efficient repair of nodes by error correction from parts of the received word was considered in [6].
To the best of our knowledge, this is the first work which utilizes the additional redundancy accounting for the locality in
order to increase the error decoding radius beyond the unique decoding radius of the code. Besides the practical implications,
the presented results are especially of theoretical interest, as very few classes of codes are known to be decodable beyond the
Johnson radius or even up to the Singleton bound. In particular, it is known that Reed–Solomon (RS) codes, like all linear
codes, can be list-decoded up to the Johnson radius [28] and an explicit algorithm exists [29]. Although it has been shown
that some Reed-Solomon codes can be list-decoded beyond this radius [30], there are no known algorithms to achieve this in
general. It is therefore an interesting observation distance-optimal LRCs can be list-decoded beyond the Johnson radius while
the complexity and list size grow polynomially in the code length, when the number of local repair sets is constant.
Our Contribution: We consider different approaches that apply to different settings and rate regimes. First, we study list
decoding of LRCs. A list decoder returns all codewords within a specified distance around the received word and it is known
that every q-ary code can be list-decoded up to the q-ary Johnson radius [28], [31] with a list size polynomial in the code
length. For specific code classes, such as GRS codes, there exists a full body of work on list decoding, including explicit
decoding algorithms [29], [32]–[35] and analysis of the (average) list size for random errors [36]–[39]. Further, for some
classes of codes based on GRS codes it has been shown that they can be decoded beyond the Johnson radius [35], [40], [41].
In the second part of this work, we show that interleaved codes, i.e., the direct sum of codes with errors occurring in the
same positions, can increase the tolerance against errors even further. In fact, in distributed data storage the assumption of
burst errors, i.e., errors that corrupt the same positions in many codewords, which is required for a possible increase of the
decoding radius through interleaved decoding, is very natural (cf. Figure 1). Typically, a distributed storage system stores many
codewords of the storage code, where each node stores one symbol of each codeword. Hence, if, e.g., one of the nodes is
not synchronized correctly or an inner decoder fails, all codewords will be corrupted in the same position and in this case
interleaved decoding can correct more errors compared to bounded minimum distance (BMD) decoding.
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Figure 1. Illustration of LRC coded storage system with burst errors
Structure of the Paper: Section II gives notations and definitions. In Section III, we show that a large class of optimal
LRCs can be list-decoded beyond the alphabet-dependent Johnson radius. Among others, we show that if the number or
locally list-decodable errors, normalized by the repair set size, is larger than the normalized global Johnson radius, we can
increase the overall decoding radius (cf. Theorem 4 and Lemma 12). We give bounds on the resulting list size and decoding
complexity, which are exponential in the number of repair sets, but polynomial in the length of the code when considered under
an asymptotic regime where the number of repair sets is constant. The new decoder can also be interpreted as a probabilistic
unique decoder, which is of low complexity, but fails with a probability that we can bound using probabilities that certain
other list decoders return a unique result.
In Section IV, we first specialize the decoder of Section III to LRCs that are subcodes of GRS codes, and whose local
codes are GRS codes. Using the Guruswami–Sudan list decoder, we obtain an explicit algorithm that attains the new decoding
radius described in Section III. Using McEliece’s results on the probability that the list size of the Guruswami–Sudan decoder
3is one [39], we obtain explicit bounds on the success probability of the unique decoder and show that it converges to 1 for
the code length going to infinity. Furthermore, in Section IV-C, we show that the decoding radius can be further increased by
interleaved decoding using the existing decoders for interleaved GRS codes.
In Section V, we consider decoding of interleaved PMDS codes. We show that we can decode some interleaved PMDS
codes beyond their minimum distance with high probability by the decoding algorithm for high-order interleaved codes by
Metzner and Kapturowski [42]. The advantage of this decoder is that it only relies on the inherent properties of PMDS codes,
and is therefore applicable to any class of PMDS codes. We derive bounds on the success probability and show that for some
families of PMDS code parameters we can correct up to n− k− 1 errors with success probability approaching 1 as the length
goes to infinity.
The introduced methods of decoding give an improvement for many different rate regimes, complementing each other in
the required relation between rate of the local codes and the global code (cf. Figure 6 in Section VI).
II. PRELIMINARIES
We denote by Fq a finite (extension) field with q = p
m elements, where p is a prime and m is a positive integer. We write
[a] for the set of integers {i : 1 ≤ i ≤ a, i ∈ Z}. A q-ary code of length n, dimension k, and distance d is denoted by [n, k, d]q ,
and if the parameters d and/or q are not of interest, we omit them.
Let C be an [n, k] code and R ⊆ [n] be a set of coordinates. Denote by C|R the code obtained by restricting the code C to
the coordinates of R, i.e., puncturing (deleting) the positions [n] \R. We define shortening the code C in position i by a fixed
value γ as C′ = {c|c ∈ C, ci = γ}[n]\i.
A. Locally Repairable Codes
A code is said to have locality r if every position can be recovered from at most r other codeword positions. If multiple
erasures can be tolerated within such a local repair set, the code is said to have (r, ̺) locality.
Definition 1 ((r, ̺)-locality). An [n, k] code C has (r, ̺)-locality if there exists a partition P = {R1,R2, ...,Rµ} of [n] into
sets of cardinality |Rj | ≤ r + ̺ − 1 such that for the distance of the code restricted to the positions of Rj it holds that
d
(C|Rj) ≥ ̺ , ∀ j ∈ [µ].
A Singleton-like upper bound on the achievable distance of an [n, k, r, ̺] LRC was derived in [9] for ̺ = 2 and generalized
to ̺ ≥ 2 in [11] to
d ≤ n− k + 1−
(⌈
k
r
⌉
− 1
)
(̺− 1) . (1)
In the following we refer to codes achieving this bound with equality as optimal LRCs.
Several classes of optimal LRCs are known [43], [44], including one of particular interest for this work, the so-called
Tamo–Barg LRCs [13]. Tamo–Barg LRCs are constructed as subcodes of RS codes, therefore the requirement on the field size
is only in the order of the code length n and they can be decoded by any of the well-studied RS decoders.
In the following, Rj is referred to as the j-th local repair set and the code C|Rj as the j-th local code. For simplicity, we
only consider LRCs where every local code is of the same length nl = |R1| = ... = |R|µ with nl | n and r | k. We denote
a q-ary code of length n, dimension k, locality r and local distance ̺ by [n, k, r, ̺]q , and if the field size q is not important,
we omit it.
B. Partial MDS Codes
In Section V, we consider interleaved decoding of a special class of codes with locality, namely partial MDS (PMDS) codes
[19]–[23], also referred to as maximally recoverable codes [7], [15]–[18]. The distinctive property of these codes is that they
guarantee to correct any pattern of erasures that is information-theoretically correctable, i.e., every set of codeword positions
which is not necessarily linearly dependent by the locality constraint or the code dimension, is linearly independent. While
this increases the number of correctable erasure patterns, it generally comes at the cost of a larger required field size compared
to other LRCs. We state the definition of PMDS codes given in [19] in terms of our notation.
Definition 2 (PMDS codes). Let C be an [n, k, r, ̺] LRC code, where the local codes are [r+ ̺− 1, r, ̺] MDS codes. We say
that the code C is a partial MDS code if for any set E ⊂ [n], where E is obtained by picking ̺− 1 positions from each local
repair set, the distance of the code punctured in these positions is d(C|[n]\E) = n− n(̺−1)r+̺−1 − k + 1.
Note that the definition of PMDS codes implies the optimality of the code with respect to the Singleton-like bound [9], [11]
given in (1).
Remark 1. A more general form of PMDS codes, where the distance, i.e., number of tolerable erasures, can be different in
each local repair set is often considered in literature. For simplicity, we focus on PMDS with the same distance in each local
code in this work but note that the decoding approach is also valid for PMDS codes with different distances in the local codes.
4C. Interleaved Codes
Interleaved codes are direct sums of a number of constituent codes, where, by assuming that errors occur at the same
positions in all constituent codewords (burst errors), one is often able to decode far beyond half the minimum distance and
even the Johnson radius. We will only consider homogeneous interleaved codes over linear codes in this work, for which the
constituent codes are all the same and linear.
Definition 3 (See, e.g., [42], [45]). Let C[n, k, d] be a linear code over Fq and ℓ ∈ N be called the interleaving degree. The
corresponding ℓ-interleaved code is defined by
IC[ℓ;n, k, d] :=
{
C =
[
c1
c2
...
cℓ
]
: ci ∈ C
}
.
The assumed error model is as follows. We want to reconstruct a codeword C from a received word of the form R = C+E,
where E ∈ Fℓ×nq is an error matrix. Let E be the set of indices of non-zero columns of E, then we say that an error matrix is
of weight t if |E| = t. This error model is often called a “burst error” and motivated by many applications, such as replicated
file disagreement location [42], data-storage applications [45] (cf. Figure 1), suitable outer codes in concatenated codes [42],
[46]–[50], an ALOHA-like random-access scheme [47], decoding non-interleaved codes beyond half-the-minimum distance by
power decoding [51]–[54], and recently for code-based cryptography [55], [56].
It is well-known that by interpreting the columns of the interleaved codewords as elements of an extension field Fqℓ , the
resulting code is a linear code over Fqℓ with the same parameters [n, k, d]. If the constituent codes are RS codes, then the
resulting code is also an RS codes with the same evaluation points (which are in a subfield Fq of the code’s field Fqℓ), cf. [57].
Note that the mapping also provides a one-to-one correspondence of burst errors in Fℓ×nq and Hamming errors of the same
weight in Fnqℓ .
For some constituent codes, for instance RS or some AG codes, there are efficient decoders that correct many errors beyond
half the minimum distance and even the Johnson radius with high probability. Beyond these radii, the known algorithms fail for
some error patterns, but succeed for a fraction of errors close to 1. The first such algorithm was given in [45] for interleaved RS
codes and corrects up to ℓℓ+1 (n− k) errors. Since then, many decoders with better complexity and larger decoding radius, as
well as some bounds on the probability of decoding failure have been derived [50], [58]–[68]. One decoder of special interest
for this work was introduced by Metzner and Kapturowski in [42] and will be discussed in more detail in Section V-A. It is
a generic decoder, which works for interleaved codes of high interleaving degree and arbitrary constituent codes.
III. LIST DECODING OF ERRORS IN LOCALLY REPAIRABLE CODES
List decoding is a powerful technique, where instead of returning a unique codeword or a decoding failure, the decoder
returns a list of all codewords within a given distance from the received word. It has been shown combinatorially that any
q-ary code can be list-decoded up to the q-ary Johnson radius [28], [31], which only depends on the code alphabet, length, and
minimum distance, with a maximum list size that is polynomial in the code length. Note however that for many code classes,
it is a challenging task to find explicit decoders up to the Johnson radius. In this section, we introduce a decoding method
for LRCs that achieves a decoding radius that exceeds the Johnson radius of the a large class of LRCs, by making use of the
additional redundancy required for the locality in the decoding process. There are only few other known non-trivial classes of
codes [35], [40], [41] for which it is known that they can be decoded beyond the Johnson radius. In addition to this theoretical
interest, the proposed decoder is also of interest for practice, as it applies to a very large class of LRCs without requiring a
change in the structure of the code.
In this work we consider list decoding of errors, but for sake of completeness we include a discussion of erasure list decoding
in Appendix A.
A. New Decoding Radius
A q-ary code of length n is called (τ, L)-list-decodable if the Hamming sphere of radius τ centered at any vector v of
length n always contains at most L codewords c ∈ C. It is known [28], [31] that any q-ary code of length n and distance d
is list-decodable up to the q-ary Johnson radius, which is given by the largest τJ such that
0 ≤ (θqn− τJ)2 − θqn(θqn− d) (2)
=⇒ τJ = θqn
(
1−
√
1− d
nθq
)
, (3)
where θq = 1− 1q and the maximum list size is upper bounded by
L ≤ θqdn
τ2 − θqn(2τ − d) . (4)
5In the following, if q is not explicitly given, we consider the alphabet-independent case of q →∞, i.e., θq = 1. For any radius
τ , we denote the number of list-decodable errors, i.e., the largest integer smaller than τ , by
t = ⌈τ − 1⌉ , where τ − 1 ≤ t < τ , (5)
with the corresponding subscript, e.g., tJ for the Johnson radius τJ . Further, for an LRC we denote by τg and τl the global
and local decoding radius and define tg and tl accordingly, i.e., as the total number of correctable errors and the number of
errors correctable in each local code.
Generally, it has to be assumed that the list size increases exponentially in the code length n when the radius exceeds (3).
While it is known that there are codes for which the bound is not tight and the list-decoding radius exceeds the Johnson radius
[30], [35], [40], [41], [69], the behavior of most codes is still mostly an open problem. In the following, we show that the
list-decoding radius of certain LRCs exceed the Johnson radius, i.e., the complexity and list size grow polynomially in the
length when the number of local repair sets nnl
is constant.
Before giving the main statement of this section, we first establish two lemmas on the distribution of the of errors in an
LRC and the relation of the Johnson radius to the code length.
Lemma 2. Let C be an [n, k, r, ̺] LRC. For a codeword c ∈ C and any word w with dH(c,w) ≤ tg, let I ⊆
[
n
nl
]
be the set
of repair set indices i with dH(c|Ri ,w|Ri) ≤ tl, ∀ i ∈ I. Then the cardinality of I is bounded by I ≥ ⌈σ⌉ with
σ = max
{
0,
n
nl
− τg
τl
}
. (6)
Proof: Trivially, the cardinality of I is non-negative. The maximum number of repair sets Rj with dH(cRj ,wRj ) > tl
such that dH(c,w) =
∑ n
nl
j=1 dH(cRj ,wRj ) ≤ tg is given by
⌊
tg
tl+1
⌋
. Subtracting from the total number of repair sets nnl gives
n
nl
−
⌊
tg
tl + 1
⌋
(a)
=
⌈
n
nl
−
⌊
tg
tl + 1
⌋⌉
≥
⌈
n
nl
− tg
tl + 1
⌉
≥
⌈
n
nl
− τg
τl
⌉
,
where (a) holds because the left hand side is an integer.
Lemma 3. For any fixed d, ℓ ≥ 1 and q > 1 let
h(n) := θqn
(
1−
(
1− d
nθq
) ℓ
ℓ+1
)
,
with θq = q − 1q . The function h(n) is monotonically decreasing in n for n ≥ dθq .
Proof: The proof is given in Appendix B.
Note that n ≥ dθq needs to hold for any q-ary code of length n and distance d [31]. The following theorem provides our
most general statement, which is valid for any LRC.
Theorem 4 (List Decoding of LRCs). Let L(n,d,τ) denote the maximum list size when list decoding an [n, k, d]q code with
radius τ . Then an [n, k, r, ̺]q LRC is (τg, Lg)-list-decodable, with
τg =


d
̺ · τJ,l , if ⌈σ⌉ > 0
θq
(
n−
√
n
(
n− dθq
))
, else ,
(7)
where θq = 1− 1q and τJ,l denotes the q-ary Johnson radius of the local codes. The list size is upper bounded by
Lg ≤
( n
nl
⌈σ⌉
)
L
⌈σ⌉
(nl,̺,τJ,l)
L(n−⌈σ⌉nl,d,τg) . (8)
Proof: Denote by I ⊆
[
n
nl
]
the set of repair set indices i with dH(cRi ,wRi) ≤ tl. By Lemma 2 the cardinality of this set
is |I| ≥ ⌈σ⌉. These repair sets can be list-decoded locally. For every combination of codewords in these local lists, shortening
the code in the corresponding |I|nl positions gives an (n′, k′, d′) code2 of length n′ = n− |I|nl and distance d′ ≥ d. Let τ ′
be the q-ary Johnson radius of the shortened code. By setting ℓ = 1 in Lemma 3 we obtain
τ ′ = θq
(
n− |I|nl −
√
(n− |I|nl)
(
n− |I|nl − d
′
θq
))
≥ θq
(
n− σnl −
√
(n− σnl)
(
n− σnl − d
θq
))
:= τg
2The dimension k′ of the shortened code depends on the particular code. However, the Johnson radius, and thereby the following arguments, only depend
on the length n′ and distance d′ of the shortened code.
6for any n − |I|nl ≥ d. Note that if n − |I|nl ≤ d the shortened code is necessarily of dimension k′ = 0 and decoding is
trivial. With n− σnl = τgτl nl we obtain
τg = θq
(
τg
τl
nl −
√
τg
τl
nl
(
τg
τl
nl − d
θq
))
τg
(
nl
τl
− θ−2q
)2
=
nl
τl
(
nj
τl
− d
θq
)
τg =
dτl
2τl − τ
2
l
θqnl
. (9)
Each local code is a q-ary code of length nl and distance ̺, and can therefore be decoded up to the local Johnson radius of
τJ,l = θq
(
nl −
√
nl
(
nl − ̺
θq
))
.
Setting τl = τJ,l gives
τg =
dτJ,l
2θq
(
nl −
√
nl
(
nl − ̺θq
))
−
θ2q
(
nl−
√
nl
(
nl−
̺
θq
))2
θqnl
=
d
̺
τJ,l .
There are at most
( n
nl
⌈σ⌉
)
choices for the ⌈σ⌉ list-decodable repair sets and for each choice there are at most L⌈σ⌉(nl,̺,τJ,l) distinct
possibilities to shorten the received word. The list size of each shortened code is upper bounded by L(n−⌈σ⌉nl,d,τg) and the
upper bound on the global maximum list size Lg follows.
Remark 5. Observe that the radius and list size defined in Theorem 4 are equal to the Johnson radius and the corresponding
list size when σ = 0. For σ > 0, the radius is larger than the Johnson radius while the list size is still polynomial in n for
fixed nnl
. Therefore, the radius of Theorem 4 generalizes the Johnson radius in the sense that it contains the pair of radius (3)
and list size (4) as a special case. In particular, notice that the upper bound on the list size of (4) is not simply exponential
in n for τ > τJ (which would suffice to say that the bound does not imply list decodability anymore) but does not hold for
τ > τJ and therefore does not allow to make any statement on the list size for such τ . For many classes of codes, e.g., RS
codes, it is an open problem whether they are list decodable beyond the Johnson radius with polynomial list size. Hence, even
for finite parameters with σ > 0, i.e., in the non-asymptotic regime, Theorem 4 is an improvement compared to the Johnson
radius, regardless of the specific upper bound on the list Lg, as the Johnson radius and the corresponding bound on the list
size are unsuitable to give any statement for t with τJ < t < τg .
Remark 6. For σ > 0, the list size bound in Theorem 4 is not tight, both for the worst and average case.
1) Worst-case list size: It becomes apparent from the proof of Theorem 4 that the upper bound (8) on the list size can only
be attained if
• the list size in each local repair set is maximal, i.e., equals = L(nl,̺,τJ,l) and
• for each of the
( n
nl
⌈σ⌉
)
combinations of ⌈σ⌉ repair sets and all L⌈σ⌉(nl,̺,τJ,l) combinations the codewords in the output lists
of the local decoders in these repair sets, after shortening these repair sets, the decoder returns a list of L(n−⌈σ⌉nl,d,τg)
codewords.
For a given set of ⌈σ⌉ repair sets and combination of local codewords in the local decoder’s output, the number of errors in the
remaining repair sets is at most τg−χ, where χ is the sum of the distances of the chosen local codewords to the corresponding
repair sets of the received word. Note that χ is known to the decoder after fixing the repair sets and local codewords. Hence,
a decoder can globally decode the shortened received word with a decoder of radius τg − χ instead of τg , decreasing the
maximal list size for this combination of repair sets and local codewords from L(n−⌈σ⌉nl,d,τg) to L(n−⌈σ⌉nl,d,τg−χ). It is easy
to see that for a fixed combination of local repair sets, there is at most one combination of local codewords with χ = 0 (in
fact, if χ = 0 for one combination, the list size must be 1 for all these local repair sets). Hence, the sum of the resulting list
sizes of all repair sets/local codewords combinations is strictly smaller than the bound (8).
By carefully analyzing possible distances of local codewords to the received word for maximal local list sizes, one may
obtain a better worst-case bound. We present a first-order improvement of the worst-case bound in Theorem 43 in Appendix C,
which makes use of the fact that a local list either contains only one element or, if the list is larger, all codewords in the
list have a minimal distance to the received word. The improvement is, however, not significant: we can save at most a
factor L(n−⌈σ⌉nl,d,τg) compared to (8) and the terms exponential in the number of local repair sets remain (cf. Remark 44 in
Appendix C). In the main part of the paper, we present the bound (8) to focus on the principle of our list decoding approach. The
improvement discussed before is technical and the improvement is marginal, but it might yield to more significant improvements
7by further analyzing the relation of local and global list sizes and is therefore shown in Appendix C. As a second possible
approach for improving the worst-case list size we will discuss a connection of the list size to low-weight codewords of a code
in Remark 11 below. By bounding the number of such codewords, one may also be able to obtain a better upper bound on the
worst-case list size (8). In both approaches, the weight distribution of the local and global codes is a key towards an improved
result, which is however not known (and in general not the same) for all codes—making a general statement technical and
hard to achieve.
If the decoder had, for each codeword with distance at most τg to the received word, additional side information which
⌈σ⌉ local decoders were successful (i.e., contain the correct local codeword in the list), it would be possible to save up to
a factor
( n
nl
⌈σ⌉
)
compared to the worst-case list size bound (8). For the worst-case list size, this is only relevant if this side
information is not probabilistic (e.g., if the information is given from an external source with additional information about the
received word). We are not aware of a method to extract this information intrinsically in a non-probabilistic fashion without
first obtaining the entire output list.
2) Average-case list size: We will see in Sections III-C and IV-B that for certain families of LRCs, we can show that for
random errors of weight at most τg , the probability of obtaining a global list size greater than 1 is small. Hence, the expected
list size is usually significantly smaller than the upper bound (8).
Slightly more general, we can also extract the above mentioned additional side information (on which local decoders were
successful) as soft information from the local lists. In this case, we end up with a scenario where the side information is correct
with a certain probability and the resulting output list size is significantly smaller. The analysis goes, however, beyond the scope
of this paper. The probabilistic behavior of the list size for random received words is not known for all code classes, making
a general statement technical and hard to achieve. For cases in which it is known (e.g., MDS codes), it might be possible to
generalize the results in Sections III-C and IV-B. Note also that for many code parameters, the probability to obtain a list size
> 1 is quite small, so it is not clear if we could obtain a significantly better list size bound with the more general probabilistic
analysis.
Remark 7. Note that the radius derived in Theorem 4 is obtained by using the bound on the number of locally correctable
repair sets derived in Lemma 2. While this allows for deriving a closed form expression for the maximum radius, the actual
number of correctable errors is larger when considering the floor operation, i.e., shortening to obtain a code of length
nJ = n−
(
n
nl
−
⌊
tg
tl+1
⌋)
nl. Then, the number of correctable errors t¯g is given by the largest integer t¯g such that
0 < t¯2g + θq
⌊
t¯g
tl + 1
⌋
nl(d− 2t¯g) . (10)
Example 8. Consider an [63, 16, 8, 14] optimal LRC achieving (1) with equality, i.e., d = 35. It follows that BMD decoding
corrects up to tBMD = 17 errors uniquely and with (3) we get a list-decoding radius of τJ < 21, i.e., tJ = 20. By Theorem 4,
we obtain τg < 22.18, i.e., tg = 22. Hence, two additional errors can be corrected. When considering the floor as discussed
in Remark 7, the number of correctable errors is t¯g = 24.
Example 9. Consider an optimal [15, 6, 3, 3] LRC of distance d = 8. Equation (7) gives τg ≈ 4.9 and it follows that 4 errors
can be corrected, the same number as given by the Johnson radius for any code of length n = 15 and distance d = 8.
However, when considering the floor operations as in Remark 7, which are bounded in the proof of Lemma 2, the error
correction capability is given by the largest integer t¯g that fulfills (10), which is t¯g = 5. For more examples, see Table II.
Whether the obtained radius is larger than the Johnson radius of the code can be determined by a simple criterion.
Corollary 10. The decoding radius τg of (7) is larger than the global Johnson radius τ if and only if the sum of the local
distances is larger than the code distance, i.e.
τg > τ ⇐⇒ n
nl
· ̺ > d. (11)
Proof: It follows from Lemma 3 that τg > τ if σ > 0. Substituting (7) for σ > 0 into (6) gives
n
nl
− τg
τJ,l
=
n
nl
− d
̺
> 0.
Remark 11. Equation (11) provides some intuition why the decoding radius can be increased. For linear codes, the list-
decoding problem is closely related to low-weight codewords, as every incorrect codeword in the Hamming sphere of radius τ
centered around the received word w can be written as c + c′, where c is the correct codeword and c′ is a codeword
with wt(c′) < 2τ . Further, it has to hold that wt(c′) ≥ d and wt(c′Ri) ≥ ̺ , i ∈
[
n
nl
]
. It follows that if (11) holds,
low-weight codewords must have entire repair sets that are all zero. When taking all codewords from C that have the same
all-zero repair sets, we obtain shorter codes of same distance and the number of such shortened codes depends on the number
8of repair sets. As every low-weight codeword has to be in one of these, the total number of low-weight codewords in C depends
only on the number of repair sets and the number of low-weight codewords in codes of shorter length and distance d.
To derive the radius in Theorem 4 we set the local decoding radius to be the Johnson radius of the local codes. While this
choice is valid for any code, it is also possible to increase the radius for different τl.
Lemma 12. The decoding radius of Theorem 4 is larger than the q-ary Johnson radius if
τl
nl
> θq
(
1−
√
1− d
nθq
)
,
i.e., if the normalized local decoding radius is larger than the normalized q-ary Johnson radius.
Proof: By (9) there is a gain if
dτl
2τl − τ
2
l
θqnl
> θq
(
n−
√
n
(
n− d
θq
))
.
Rewriting as a condition on the normalized local decoding radius gives
τl
nl
> 2θq − d
n
1
1−
√
1− dnθq
=
2θq
(
1−
√
1− dnθq
)
− dn
1−
√
1− dnθq
=
θq
(
1−
√
1− dnθq
)2
1−
√
1− dnθq
= θq
(
1−
√
1− d
nθq
)
.
Remark 13. A different approach to the list-decoding problem would be to view each codeword from the local codes as a
symbol over Fqnl , as, e.g., in [70]. Let C be an optimal [n, k, r, ̺] LRC. Viewing each local repair set as a symbol over Fqnl
gives an Fq-linear subcode of a code of length
n
nl
code over Fqnl . Denote this code by Cˆ and note that error correction in this
code allows to correct some number of incorrect local repair sets. However, as the number of errors is the number of incorrect
symbols over Fq (and not Fqnl ), a single error in a local repair set would cause the resulting symbol over Fqnl to be incorrect.
By Lemma 2 we know that ⌈σ⌉ local repair sets can be corrected locally, i.e., the list of at least ⌈σ⌉ local repair sets contains
the correct local codeword. In the context of viewing the local repair sets as symbols over Fqnl this means that we can find
a combination of ⌈σ⌉ elements of the local lists that give correct positions of the codeword of Cˆ. Further, it follows directly
from the proof of Lemma 2 that there exists a distribution of τg errors such that the remaining
n
nl
− ⌈σ⌉ local repair sets
contain a number of errors that cannot be corrected locally. In this case, assuming we found the correct combination of local
list entries, we can partition the symbols of the code Cˆ into two disjoint (known) sets, one containing the ⌈σ⌉ correct positions
and the other containing the nnl
− ⌈σ⌉ incorrect positions. As it is always beneficial in terms of error correction capability to
shorten a code in positions that are known to be correct3 the best strategy is to shorten the code in all ⌈σ⌉ correct positions.
This leaves only incorrect position, so the only possibility of correct decoding is that the shortened positions already contain
an information set, in which case no further decoding is required after shortening. As the shortening strategy described above
is the same as in the approach of Theorem 4, this corresponds to a trivial case in Theorem 4 in which no global decoding
(over Fq) is necessary. This implies that the application of the same approach while viewing the local repair sets as symbols
over Fqnl does not offer any advantage.
B. List-Decoding Algorithm
To achieve the decoding radius of Theorem 4, several steps have to be taken sequentially, as shown in Algorithm 1. While
Lemma 2 guarantees that at least ⌈σ⌉ repair sets can be decoded, it does not guarantee that all repair sets for which the local
3We can assume that the shortened position is non-trivial (i.e., the position is not the same in all codewords), as otherwise it clearly provides no benefit for
decoding. Trivially, the maximum amount of information a symbol can contain is one dimension. As shortening one non-trivial position reduces the dimension
of the code by one, it is not possible to use this symbol in a way that provides more information about the received word.
9decoder is able to return a local codeword are decoded correctly. For this reason, all combinations of seemingly correct local
repair sets have to be tried in order to guarantee finding the correct one. Note that if this list of correctable local codes was
known, the complexity could be decreased significantly, but with the chosen approach of only decoding locally in the first
step, this is in general not possible.
Algorithm 1: List Decoder
Data: [n, k, r, ̺]q LRC C; Received word w = c+ e with c ∈ C
Result: List of codewords within radius τg of w
1 foreach Local code do
2 Decode up to τl ⇒ ξ ≥ ⌈σ⌉ repair sets with Ll ≥ 1
3 foreach of the
(
ξ
⌈σ⌉
)
combinations of local repair sets with Ll ≥ 1 do
4 foreach combination of codewords in the current ⌈σ⌉ local lists do
5 Shorten w and decode as (n− ⌈σ⌉nl, d) code up to radius τg
6 Return all codewords c′ with dH(w, c
′) ≤ tg
Note that Algorithm 1 can be improved in terms of complexity, e.g., by considering the number of errors corrected in the
local codes and decreasing the decoding radius of the shortened code accordingly (see Remark 6). Similarly, if the decoder
has some additional knowledge which helps to correctly determine one or more local codewords, fewer combinations of repair
sets have to be analyzed, thereby reducing the complexity. However, as this is not the focus of this work, such performance
optimizations are not considered here. Its complexity is polynomial in n when the number of repair sets nnl is constant,
as ξ = O(n
n
nl ) grows exponentially otherwise. The bound on the list size given in (8) is obtained by assuming the worst case,
i.e., the maximal list size, in each step of Algorithm 1. As mentioned in Section III-A, this bound on the list size is not tight
and we expect that the maximum list size, and thereby also the worst-case and average-case complexity of Algorithm 1, is
considerably overestimated.
C. Probabilistic Unique Decoder
Even for a moderate number of local repair sets, the worst case complexity of Algorithm 1 can be rather high. In Step 3 all
combinations of corrected local repair sets have to be tried because an undetected error event might occur, i.e., a local code
might return a list with Ll > 0 that does not contain the correct codeword. Further, in Step 4, all combinations of the codewords
in the local lists have to be tried to guarantee finding one that consists only of correct local codewords. It follows that whether
these steps are required depends on the probability of the local list size being larger than one and on the probability of a local
list with Ll > 0 not containing the correct local codeword.
We define a probabilistic unique decoder, where instead of shortening the code in every combination of elements of the lists
of the local repair sets, we only decode a single shortened code. Explicitly, the decoder performs local list decoding, chooses
n
nl
−
⌊
tg
tl+1
⌋
of the repair sets with the smallest, non-zero list size, shortens the code in these repair sets, and decodes this
shortened code. If the codewords from the lists of the local repair sets chosen for shortening are correct and the list decoder of
the shortened code returns a unique codeword, the decoding is successful. Note, that for this probabilistic decoder the constraint
of nnl
= const. can be omitted, as its complexity grows only linear with the number of local repair sets.
Theorem 14 (Probabilistic Decoding). An [n, k, r, ̺] LRC can be uniquely decoded up to radius τg of (7) with probability
Pr{Lg = 1} ≥ (1− PE)
⌊
tg
tl+1
⌋
· Pr{L(nl,̺,tl) = 1}
n
nl
−
⌊
tg
tl+1
⌋
· Pr
{
L(⌊ tg
tl+1
⌋
nl,d,tg
) = 1
}
, (12)
where PE denotes the maximum probability that an incorrect codeword is within distance tl for any number of errors in the
repair set.
Proof: From Lemma 2 it is known that there are at least nnl
−
⌊
tg
tl+1
⌋
local repair sets that can be corrected locally,
i.e., where the list returned by a list decoder with radius τl contains the correct local codeword. The first term bounds the
probability that the list of all other repair sets is either empty or also contains the correct local codeword. The second term
gives the probability that the list size of the local repair sets that are guaranteed to contain the correct word, only contain this
correct word. Finally, the third term gives the probability that the list returned by the list decoder of the shortened code also
contains only the correct word.
This is a pessimistic bound as it does not take the distribution of errors into account, i.e., at every step of the decoder it is
assumed that the worst case number of errors occur. However, even this simple bound can give good results, as will be shown
in Section IV-B for a specific class of LRCs.
10
(a)
(b)
(c)
Redundancy
Figure 2. Illustration of asymptotic scaling of parameters
D. Asymptotic Behavior
When considering codes without locality, the asymptotic behavior is usually characterized by regarding the normalized
decoding radius over the normalized distance. For codes with locality the distance depends not only on the length and dimension,
but also the locality r and local distance ̺, which yields different views on the asymptotic behavior.
Consider an optimal [n, k, r, ̺] LRC with r | k and (r + ̺− 1) | n. By (1) the code rate is given by
R =
(
1− d
n
+
̺
n
)
r
r + ̺− 1 =
(
1− d
n
+
̺
nl
nl
n
)
Rl , (13)
where Rl denotes the rate of the local codes. It follows that the rate R only depends on the normalized distance
d
n , the local
normalized distance ̺nl
, the number of repair sets nnl
and the local rate Rl.
In the following we consider the asymptotic regime where the locality r and the local distance ̺ scale with the code length
n such that the number of repair sets nnl is constant, as well as the ratio
d
̺ between local and global distance. Figure 2 gives
a graphical illustration of this scaling, where (a) depicts a short codeword and (b) and (c) depict codewords of longer codes.
Note that, as indicated by the marked redundancy, the short code has the same normalized distance as the other two. The
difference between (b) and (c) is due to the scaling of the parameters, where for (b) the local distance and the repair set size
are the same as in (a), while for (c) both scale with n. We are interested in the latter, which can be interpreted in several
ways, e.g., assume each repair set corresponds to a data center and the codeword symbols are distributed over several servers.
Adapting the code to an increasing number of servers in each data center corresponds to increasing the size of each repair
set while keeping the normalized distance (local storage overhead) constant. Thus, we characterize LRCs asymptotically by a
fixed relation β = n̺nld between the normalized local and global distance.
To compare our list-decoding radius (7) with the Johnson radius (3), we write
̺
nl
= β · d
n
. (14)
Then for the case of ⌈σ⌉ > 0 the normalized decoding radius of Theorem 4 is given by
τg
n
=
dτl
n̺
=
d
n
θqnl
̺
(
1−
√
1− ̺
nlθq
)
= β−1θq
(
1−
√
1− β d
nθq
)
, with β · d
nθq
≤ 1. (15)
Thus, the normalized decoding radius of the global code, given by (15), depends only on β, the normalized distance of the
code, and the code alphabet. When the normalized distances of the global and the local codes are equal, i.e., β = 1, the radius
equals the q-ary Johnson radius (3). For any β > 1 our decoding radius provides a gain up to the point where β dnθq = 1 and
the curves meets the Singleton bound. Figure 3 shows the normalized decoding radii for different values of β in the most
general case of q →∞, i.e., θ = 1, which is valid for any code, independent of the alphabet.
In Figure 4, we show a similar plot, but with separate curves for given maximal list sizes L bounded by the formula in (8)
using the list size bound (4) for the local and global list decoders. For given
• number of local repair sets µ (here: µ = 3),
• ratio β = n̺nld (here: β ∈ {1, 1.5, 2, 3}), and
• maximal list size L (here: L ∈ {300, 1000, 3000, 10000, 100000}),
we plot the maximal relative decoding radius (achieved with maximal list size L for all codes with the given parameters µ, dn ,
and β) over the relative minimum distance dn . We also show the limit of this curve for L→∞.4 The curves for β = 1 equal
4The asymptotic curves (L→∞) shown in Figure 4 do not constitute the radii achieved by taking the relative decoding radius of any decoder with infinite
list size—such a decoder could output the entire code and would have always relative radius 1. Instead, we see the maximal relative decoding radius for
the family of codes with fixed parameters µ, β, and d
n
as a function of L and compute the limit for L → ∞. Note also that this family contains codes of
arbitrary code length, and hence, for any given finite L, there is a code in the family whose cardinality is larger than L.
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Figure 4. Normalized list-decoding radius τg of Theorem 4 for a maximal list size L according to (8), θq = 1, β =
n̺
dnl
and number of repair sets µ = 3.
the ordinary Johnson radii for the given maximal list sizes and the asymptotic limit (note that the difference between relative
radii for finite L and the asymptotic curve is so small that the curves almost coincide in this plot). Thus, a direct comparison
of the Johnson radius and the decoding radius of the new decoder for the same fixed maximal list size is possible.
It can be seen that for µ = 3, we obtain improvements beyond the Johnson radius (β = 1) for list sizes L ≥ 1000, or L ≥ 300
for β = 3. To get close to the asymptotic radius (L → ∞), we need to allow huge list sizes according to (8). Furthermore,
this list size gets even larger for growing µ (this is not shown in the plot). Recall, however, that (8) is a very rough worst-case
bound on the list size and we expect the actual maximal value to be much smaller. We will see in Section IV-B that for LRCs
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whose local and global codes are subcodes of MDS codes, we often have Pr(L = 1) ≈ 1 for random errors, even close to the
maximum decoding radius.
IV. DECODING LOCALLY REPAIRABLE SUBCODES OF REED–SOLOMON CODES
In the previous section we proved a new list-decoding radius that is valid for any LRC with (r + ̺ − 1) | n. Further, the
proof of Theorem 4 directly implies a decoder based on list decoding of the local codes, shortening of the code, and list
decoding of the shortened code. In general, decoding a code up to the Johnson radius is a difficult problem, but for specific
code classes, such as GRS codes, such a decoder exists [29]. Based on this, we will give an explicit decoding algorithm for
LRCs that are subcodes of GRS codes and where the local repair sets are (subcodes of) GRS codes (we will refer to these
codes as GRS-subcode LRCs), such as the popular class of Tamo–Barg LRCs [13].
A. An Explicit Decoder for GRS-Subcode LRCs
Algorithm 1 provides a decoding procedure up to the radius of (7). To be feasible, it requires an efficient list-decoding
algorithm of the global and local code, as well as an efficient way to shorten the code by known positions. While shortening is
a commonly used method to decrease the length of a code, it is usually done at the encoder, where it suffices to set information
symbols to zero. To shorten a code by some known positions at the decoder, all codewords that differ in the known positions
need to be removed from the codebook. While this gives a code of desired distance and dimension, the structure of the code
is lost and it is unclear how to decode in this newly obtained code. In this section, we address this problem for GRS codes
and show how to efficiently apply Algorithm 1 to list decoding GRS subcode LRCs, such as the Singleton-optimal Tamo–Barg
codes [13].
Algorithm 1 consists of three major steps: decoding locally, shortening the code, and decoding the shortened code. As,
by definition, the local codes of a GRS subcode LRC are GRS codes, we can list-decode the [nl, r, ̺] local codes up to the
Johnson radius (3). For shortening, denote the number of positions in a word w = c + e with c ∈ C that are known to be
free of error by δ. The [n, k, d] code C can be shortened by removing all codewords from the codebook that differ from w
in these positions. The obtained code is an [n− δ, k − δ, d] code, which is non-linear in general. Further, the structure of the
shortened code is generally unknown, making efficient decoding difficult. To obtain a linear and structured shortened code,
we give a bijective map from the [n− δ, k − δ, d] code to an [n− δ, k − δ, d] GRS code.
Definition 4 (Generalized Reed-Solomon Code). Given a set of code locators α0, . . . , αn−1 ∈ F with αi 6= αj ∀ i 6= j and a
set of column multipliers ν0, . . . , νn−1 ∈ F \ {0}, the [n, k] generalized Reed-Solomon code is defined as
C := {(ν0f(α0), ν1f(α1), . . . , νn−1f(αn−1)) | f(x) ∈ F[x], deg(f(x)) < k} .
For ease of notation we define the following polynomial.
Definition 5. For a polynomial f(x) define
fβ(x) :=
f(x)− f(β)
x− β .
For an ordered subset S ⊂ A define fS(x) as the repeated application of the previous definition.
Lemma 15. Let C be an [n, k, d] GRS code with code locators A = {α0, · · · , αn−1}. Then for any set S ⊂ A with |S| ≤ k
the code
CS := {(ν0fS(α0), ν1fS(α1), . . . , νn−1fS(αn−1)) | f(x) ∈ F[x], deg(f(x)) < k} .
is an [n− |S|, k − |S|, d] GRS code.
Proof: By Definition 4, we need to show that for any f(x) with deg(f(x)) < k it holds that deg(fS(x)) ≤ k − |S|. The
polynomial f ′(x) = f(x)− f(α0) has a root at α0 and hence the polynomial fα0(x) with f ′(x) = fα0(x)(x− α0) exists. It
follows that deg(fα0(x)) = deg(f ′(x)) − 1 = deg(f(x))− 1 < k − 1. The generalization to fS(x) follows by induction.
Since most positions in a codeword are free of error, we define a relation between the error vector of the shortened code and
the original code. Then, instead of recovering the original codeword from the decoded shortened codeword, we can obtain the
complete error vector directly from the error vector of the shortened code. For ease of notation we fix ν0 = . . . = νn−1 = 1,
i.e., we consider RS codes, in the following. Note that a codeword of an [n, k, d] RS code with errors e0, ..., en−1 can be
described as the evaluation of the polynomial
g(x) = f(x) + eˆ(x)
with
eˆ(x) =
∑
i∈[n]
ei
∏
j∈[n]
j 6=i
x− αj
αi − αj =
∑
i∈[n]
eiλi(x) . (16)
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Figure 5. Relative gain in the decoding radius in relation to the alphabet-independent Johnson radius for optimal LRCs of length n = 1023 and repair set
size nl = 11, where τJ denotes the Johnson radius (3) for the respective parameters, the lines are obtained from τg in Theorem 4 and for the crosses the
number of correctable errors is given by the largest integer t¯g that fulfills (10).
The polynomials λi(x) are Lagrange basis polynomials and therefore eˆ(αi) = ei ∀ i ∈ [n].
Lemma 16. For a vector e ∈ Fnq denote E = {i | ei 6= 0, i ∈ [n]}. Given a setA = {α0, ..., αn−1}, a subset S ⊂ A\{αi | i ∈ E}
with |S| ≤ k, and a polynomial f(x), let g(x) := f(x) + eˆ(x) with eˆ(x) as in (16) and gS(x) as in Definition 5. Then
gSi (x) = f
S(x) + eˆS(x)
with
eˆS(x) =
eˆ(x)∏
β∈S(x− β)
.
Proof: For δ > 0 and any i ∈ S, applying Definition 5 gives
gαi(x) =
(f(x) + eˆ(x)) − (f(αi) + eˆ(αi))
x− αi
=
f(x)− f(αi)
x− αi +
eˆ(x) − eˆ(αi)
x− αi
= fαi(x) + eˆαi(x) .
The lemma statement follows from eˆ(αi) = ei = 0 for i /∈ E and S ∩ {αi | i ∈ E} = ∅.
With Lemma 15 and the Guruswami-Sudan decoder [29], all necessary tools for decoding up to the alphabet-independent
radius τg of Theorem 4 are given.
Figure 5 shows the relative gain for optimal LRCs of length n = 1023 and repair set size nl = 11 for different values of
̺. For each ̺, a lower bound on the relative gain is given, i.e., the fraction by which our bound in Theorem 4 exceeds the
Johnson radius of (3). Each cross depicts the gain obtained for an LRC with r | k and (r + ̺− 1) | n, when considering the
exact values for all ceiling and floor operations as discussed in Remark 7.
B. Probabilistic Unique Decoding of GRS-Subcode LRCs
In Section III-C we introduced a simple probabilistic unique decoder whose success probability depends on the likelihood
of a miscorrection, as well as the probability of the list sizes being equal to one. For MDS codes, and thereby for RS codes,
these probabilities are known to be small for a wide range of parameters [36], [38], [39], which we will use to give numerical
results and show the asymptotic behaviour of the probability of successful probabilistic unique decoding in GRS-Subcode
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LRCs. Here, we only consider GRS codes, but note that the same results apply also to MDS codes in general, if the MDS
conjecture of q →∞ for n→∞ is correct.
Denote by u the number of errors that actually occurred. Then, it was shown in [38], [39] that when list decoding5 up to
t errors in an [n, k] RS code, the probability PE of a codeword other than the correct codeword being in the list, i.e., within
distance t of the received word, is bounded by
PE(u) ≤ P˜E(n, d, q, t) = 1
(q − 1)d−1
t∑
s=0
(q − 1)s
(
n
s
)
. (17)
There are upper bounds that slightly improve upon this bound, in particular for u ≤ d − 1 [36], [38], [39], but as these
improvements are not substantial and complicate the following expressions we employ the bound (17), which is independent
of the actual number of errors u. Note that this bound also holds for any subcode of an [n, k] RS code of distance d.
As the correct codeword is guaranteed to be in the list for a list decoder of radius τ if wt(e) ≤ ⌈τ − 1⌉ = t, it follows that
Pr{L(n,d,t) = 1|wt(e) ≤ t} ≥ 1− P˜E(n, d, q, t) .
Lemma 2 guarantees that at least nnl
−
⌊
t¯g
tl+1
⌋
local repair sets contain at most tl errors, so the probability that all lists returned
by the local decoders are either empty or contain only the correct local codeword is given by
(
1− P˜E(nl, ̺, q, tl)
) n
nl
. If
this is the case, the shortening of the code is guaranteed to be correct, i.e., the obtained word is of the form c′ + e, where
wt(e) ≤ t¯g and c′ is a codeword of a code of length n′ = n−
(
n
nl
−
⌊
t¯g
tl+1
⌋)
nl =
⌊
t¯g
tl+1
⌋
nl and distance d. The shortening
of any LRC that is a subcode of an GRS code such as, e.g., Tamo–Barg LRCs [13], results in a subcode of an RS code. Hence,
the probability of obtaining an unique decoding result for the shortened code can be bounded by (17). Overall, the probability
PE of decoding success for unique decoding t¯g errors, as defined in Remark 7, in an [n, k, r, ̺] GRS-subcode LRC with the
decoder described in Section III-C is upper bounded by
Pr{Lg = 1} ≥
(
1− P˜E(nl, ̺, q, tl)
) n
nl
(
1− P˜E
(⌊
t¯g
tl + 1
⌋
nl, d, q, t¯g
))
. (18)
Table I provides a lower bound on the success probabilities obtained by (18) for different LRC parameters. The columns
labeled τJ , τJ,l, and τg give the q-ary Johnson radius, the q-ary local Johnson radius, and the radius of Theorem 4, respectively.
The values show that the computationally expensive case, where multiple repair sets have undetected error events and the local
lists contain incorrect codewords, is highly unlikely and it is possible to efficiently decode beyond the global Johnson radius
with a low probability of failure.
As noted in Section III-B, the given upper bound on the list size can be very large. For example, using the introduced
decoder to decode the maximum number of errors tg = 171 in a [500, 99, 33, 68]29 LRC (cf. Table I), the upper bound of (8)
on the obtained list size is given by Lg / 2.2×106, compared to the an upper bound of ≈ 476 for decoding up to the Johnson
radius (tj = 159). However, the results of Table I show that despite the high bound on the maximum list size, the probability
that the output of the list decoder is unique is very close to 1.
We now consider the asymptotic regime. First note that for GRS codes the distance is given by d = n − Rn + 1 and the
alphabet-independent, i.e., θq = 1, Johnson radius (3) can be expressed in terms of the rate as τJ = n
(
1−
√
R− 1n
)
. For
n→∞, any constant rate R < 1, and tJ given by the alphabet-independent Johnson radius (3), it holds that
P˜E(n, d, q, tJ) =
1
(q − 1)d−1
tJ∑
s=0
(q − 1)s
(
n
s
)
≤ 1
(q − 1)d−1 q
tJ
(
n
tJ
)
≤ 1
(q − 1)d−1 q
tJ
(
n · e
tJ
)tJ
≤ q−(d−1) logq(q−1)+tJ
[
1+logq
(
n·e
tJ
)]
Since for RS code q →∞ for n→∞, we have logq(q − 1)→ 1 for n→∞ and
logq
(
n · e
tJ
)
= logq

 e
1−
√
R− 1n

→ 0 (n→∞).
5In [38] only unique decoding is considered, i.e., the case of 2t ≤ d− 1. However, as noted in [39], the bound also holds for 2t > d− 1.
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Table I
SUCCESS PROBABILITIES (12) OF PROBABILISTIC UNIQUE DECODING OF tg ERRORS FOR DIFFERENT PARAMETERS OF GRS-SUBCODE LRCS, WHERE τg
IS GIVEN BY THE (7) AND t¯g IS THE LARGEST INTEGER THAT FULFILLS (10), BOTH FOR θq = 1. THE LOCAL AND GLOBAL ALPHABET-INDEPENDENT
JOHNSON RADII ARE DENOTED BY τJ,l AND τJ , RESPECTIVELY.
n k r ̺ q nl d
Eq. (3)
τJ,l
Eq. (3)
τJ
Thm. 4
τg
Eq. (10)
t¯g
Eq. (18)
Pr{Lg=1}≥
1023 99 3 9 1024 11 669 6.31 421.22 469.01 491 0.95973
1023 99 3 9 4096 11 669 6.31 421.22 469.01 491 0.99744
1023 99 3 9 8192 11 669 6.31 421.22 469.01 491 0.99936
1023 120 4 8 1024 11 701 5.26 449.06 460.51 483 0.95974
1023 120 4 8 4096 11 701 5.26 449.06 460.51 483 0.99744
1023 120 4 8 8192 11 701 5.26 449.06 460.51 483 0.99936
1023 220 5 7 1024 11 546 4.37 324.45 340.61 354 0.97108
1023 220 5 7 4096 11 546 4.37 324.45 340.61 354 0.99817
1023 220 5 7 8196 11 546 4.37 324.45 340.61 354 0.99954
500 99 33 68 512 100 268 43.43 159.41 171.17 175 1− 10−35
500 99 33 68 1024 100 268 43.43 159.41 171.17 175 1− 10−42
500 99 33 68 2048 100 268 43.43 159.41 171.17 175 1− 10−50
63 16 8 14 64 21 35 8.88 21.0 22.19 24 0.99938
63 16 8 14 128 21 35 8.88 21.0 22.19 24 0.99998
63 16 8 14 256 21 35 8.88 21.0 22.19 24 1− 10−6
Hence, we have
lim
n→∞
P˜E(n, d, q, tJ) ≤ lim
n,q→∞
q
−(d−1) logq(q−1)+tJ
[
1+logq
(
n·e
tJ
)]
= lim
n,q→∞
qtJ−(d−1)
= lim
n,q→∞
q
n
(
1−
√
R− 1
n
)
−(n−Rn+1)+1
= lim
n,q→∞
q
n
(
R−
√
R− 1
n
)
(∗)
= 0 ,
where (∗) holds because limn→∞
(
R −
√
R− 1n
)
< 0 for any 0 < R < 1.
Now consider the asymptotic regime as defined in Section III-D, i.e., a fixed number of local repair sets nnl
, a fixed code
rate R = kn , and a normalized local distance of
̺
nl
= β · dn for some constant β > 1. In this regime both the local and the
global distance grow linearly in n. Hence the asymptotic success probability of the unique decoder, when decoding up to the
alphabet-independent Johnson radius locally and globally, is
lim
n→∞
Pr{Lg = 1} = lim
n→∞
(1 − P˜E(nl, ̺, q, tl))
n
nl
(
1− P˜E
(⌊
tg
tl + 1
⌋
nl, d, q, tg
))
= 1 .
C. Improved Decoding Using Interleaved Reed–Solomon Codes
In data storage, as in data transmission, codes over small fields are generally favorable as they allow for lower complexity
decoding of errors or recovery from erasures. Hence, several codewords are stored simultaneously on a set of servers (cf. Fig-
ure 1). These codewords can be viewed as a codeword of an interleaved code. Furthermore, if errors occur, they are likely
to affect a server or hard drive sector as discussed in the introduction. In the interleaved code interpretation of the stored
data, this corresponds to a burst error and collaborative decoding of the stored data promises an improvement over separate
decoding. An advantage of interleaved codes, e.g., compared to other codes over a larger alphabet, is that in most cases, i.e.,
when erasures or only up to < d/2 errors occur, it is sufficient to consider each codeword separately, thereby keeping the
decoding complexity low. Only in a worst-case scenario where ≥ d/2 errors occur, the stored codewords can be viewed as an
interleaved code, hence increasing the decoding radius and resolving the errors with high probability.
As discussed in Section IV-A, any LRC that is a subcode of a GRS code, e.g., Tamo–Barg LRCs [13], can be decoded
using a decoder of its GRS supercode. Hence, also its ℓ-interleaved codes can be decoded using an interleaved decoder for
GRS codes. For instance, the decoder in [50] can correct a random burst error of weight t < tmax :=
ℓ
ℓ+1 (d − 1), where
d is the minimum distance of the constituent LRC, with success probability6 1 − Pfailure − Pmiscorrection where Pfailure and
Pmiscorrection are defined as in [50] (Pfailure goes to 0 exponentially in t− tmax and usually Pmiscorrection ≪ Pfailure, see [50]
6By failure, we mean that the decoder does not return a codeword and by miscorrection if it returns a codeword different to the transmitted one. Since we
consider subcodes of GRS codes, some miscorrections will turn into failures (i.e., if a miscorrected GRS codeword is not an element of the LRC subcode),
but the sum of miscorrections and failures will stay the same.
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for more details). Already for small code parameters, this probability can be quite close to 1 if the interleaving degree is high
(which is usually the case in a real storage system) as the following example shows.
Example 17. Consider an [n = 15, k = 8, r = 4, ̺ = 2] storage code of distance d = 7 operating on bytes, i.e., over the
field F28 . The unique decoding radius of this code is
⌊
d−1
2
⌋
= 3. Now assume burst errors occurring on hard-drive sectors
of typical size 512 bytes. This results in an interleaving order of ℓ = 512 and an interleaved decoding radius of t = 5. The
bound mentioned above gives a success probability > 1− 10−1223.
For GRS subcode LRCs we can combine interleaved decoding and the local-global decoding strategy introduced in Section III.
We will analyze the resulting decoding radius in the following.
There are various decoding algorithms for interleaved GRS codes, e.g., [45], [50], [58]–[68]. Among these decoders, the
maximal “expected” decoding radius for a given code of length n and minimum distance d is
τIRS,max = n
(
1−
(
n− d
n
) ℓ
ℓ+1
)
, (19)
which can be achieved in polynomial time by the algorithms in [60], [64], [67].
We use the term “expected” here since for none of the above mentioned algorithms we have a decoding guarantee comparable
to a polynomial-time list decoder. To be precise, the algorithms can be subdivided into two classes: list decoders with exponential
worst-case list size and partial unique decoders that fail for some error patterns. We are not aware of bounds on the probability
(given a random error of prescribed weight) that the list size is small or that decoding fails, for the decoders in [60], [64],
[67] at error weight close to the maximal decoding radius (19). However, numerical results indicate that decoding succeeds
with very high probability up to the given radius.
To obtain a precise statement in the following, we assume that we know the probability of unique decoding success
PrUDS(n, d, ℓ, t, dec) for a given decoder dec and number of errors t ≤ τIRS,max at the maximal decoding radius τIRS,max,
i.e., the probability that a list decoder (dec being one of the algorithms in [60], [64]) returns a list of size 1 or that a partial
unique decoder (dec as in [67]) succeeds in finding a unique closest codewords to the received word (the probability sample
space is the set of error words of weight t). Further, we assume that PrUDS(n, d, ℓ, t1, dec) ≥ PrUDS(n, d, ℓ, t2, dec) for any
t1 < t2 ≤ τIRS,max, i.e. the success probability is not smaller for fewer errors.
Using similar arguments as in the proofs of Theorem 47 and Theorem 14, we can in principle obtain a probabilistic unique
decoder for interleaving degree ℓ, where for ⌈σ⌉ correctly decoded local codes, the resulting decoding radius is the largest τ
fulfilling
0 < ((n− ⌈σ⌉nl)− τ)ℓ+1 − (n− ⌈σ⌉nl)((n− ⌈σ⌉nl)− d)ℓ .
Theorem 18. Consider an ℓ-interleaved [n, k, r, ̺]q LRC which is a subcode of an [n, k
′, d]q GRS code and where every local
code is a (subcode of a) [r + ̺− 1, r, ̺]q GRS code. Then there is an efficient decoding algorithm correcting tg = ⌈τg − 1⌉
errors, where tg is the largest integer such that
0 < ((n− ⌈σ⌉nl)− tg)ℓ+1 − (n− ⌈σ⌉nl)((n− ⌈σ⌉nl)− d)ℓ, (20)
that succeeds with probability
Psuc ≥ (1− P˜E(nl, ̺, qℓ, tl))
⌊
tg
tl+1
⌋
· PrUDS(nl, ̺, ℓ, tl, dec)
n
nl
−
⌊
tg
tl+1
⌋
· PrUDS(n− ⌈σ⌉nl, d, ℓ, tg, dec),
where dec is one of the decoders in [60], [64], [67] and tl is the number of errors locally correctable by these decoders.
Proof. The maximal radius follows directly from the same argument as in the proof of Theorem 4.
Similar to Theorem 14, the success probability consists of three terms. The first term gives the probability that all repair sets
that are not used for shortening return either a nothing or the correct decoding result. It is well known that an ℓ-interleaved
GRS code over a field Fq is a GRS code over Fqℓ . Hence, the bound of [39] given in (17) applies, with the field size q
ℓ. The
second term gives the probability that the decoder returns a unique result for the ⌈σ⌉ repair sets that are used for shortening,
i.e., are guaranteed to have ≤ tl errors. The third term gives the probability that the shortened code is decoded successfully.
For ℓ = 2, we can resolve the condition in (20) and obtain the following radius.
7In Theorem 4, we used the alphabet-dependent Johnson radius to derive the decoding radius of the new decoder. Although (19) appears to be a natural
generalization of the alphabet-independent Johnson radius formula for ℓ > 1, we are not aware of any work that achieves an alphabet-dependent bound
greater than (19). Such an improvement seems to be possible by combining [60], [64], [67] and the algorithm in [71] for decoding alternant codes up to the
alphabet-dependent Johnson radius. Nevertheless, we solely use the alphabet-independent bound here since this extension is out of the scope of this paper.
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Table II
DECODING RADII FOR DIFFERENT PARAMETERS. THE ALPHABET-INDEPENDENT JOHNSON-RADII FOR THE LOCAL AND THE GLOBAL CODE ARE
DENOTED BY τJ,l AND τJ,g RESPECTIVELY. THE RADIUS FOR ℓ = 2-INTERLEAVED DECODING GIVEN IN (19) IS DENOTED BY τJ,ℓ=2 . THE RADIUS OF
THEOREM 4 IS GIVEN BY τg AND THE NUMBER OF CORRECTABLE ERRORS WHEN CONSIDERING THE FLOORS BY t¯g . THE RADIUS OF THEOREM 19 IS
DENOTED BY τg,ℓ=2 .
n k r ̺ q nl d Rglobal Rlocal
Eq. (3)
τJ,l
Eq. (3)
τJ,g
Thm. 4
τg
Eq. (10)
t¯g
Eq. (19)
τJ,ℓ=2
Thm. 19
τg,ℓ=2
15 6 3 3 ∞ 5 8 0.40 0.60 1.84 4.75 4.9 5 5.98 6.09
30 16 4 3 ∞ 6 9 0.53 0.66 1.76 4.9 5.27 5 6.35 6.66
30 15 3 3 ∞ 5 8 0.50 0.60 1.84 4.31 4.9 5 5.6 6.09
63 16 8 14 ∞ 21 35 0.25 0.38 8.88 21 22.19 24 26.31 27.26
63 40 5 3 ∞ 7 10 0.63 0.71 1.71 5.22 5.69 5 6.86 7.27
500 99 33 68 ∞ 100 268 0.20 0.33 43.43 159.41 171.17 175 200.33 209.73
Theorem 19. A 2-interleaved [n, k, r, ̺]q LRC which is a subcode of an [n, k, d]q GRS code and where every local code is a
[r + ̺− 1, r, ̺]q GRS code can be efficiently decoded up to a radius of
τg = d ·
2− ̺nl(
1− ̺nl
)4/3
+
(
1− ̺nl
)2/3
+ 1
with success probability
Psuc ≥ (1− P˜E(nl, ̺, qℓ, tl))
⌊
tg
tl+1
⌋
· PrUDS(nl, ̺, 2, tl, dec)
n
nl
−
⌊
tg
tl+1
⌋
· PrUDS(n− ⌈σ⌉nl, d, 2, tg, dec),
where dec is one of the decoders in [60], [64], [67].
Proof: It follows from 3 that replacing ⌈σ⌉ with σ in the condition of Theorem 18 gives a valid decoding radius. It follows
that for ℓ = 2 and σ as defined as in 2, the decoding radius is given by the largest τg such that
0 ≤
(
τg(nl − τl)
τl
)3
− nlτg
τl
(
nlτg − dτl
τl
)2
= τ3g
n3l − 3n2l τl + 3nlτ2l − τ3l
τ3l
− τg nl
τ3l
[
n2l τ
2
g − 2nlτgdτl + d2τ2l
]
τl>0,τg>0⇐⇒ 0 ≤ τ2g
[
− 3n2l + 3nlτl − τ2l
]
+ τg
[
2n2l d
]
+
[
− nld2τl
]
Since −3n2l + 3nlτl − τ2l < 0, the inequality is fulfilled between the two roots of the polynomial in τg , i.e.,
τg,1/2 =
2n2l d±
√
4n4l d
2 − 4nld2τl(3n2l − 3nlτl + τ2l )
2(3n2l − 3nlτl + τ2l )
.
With τl = nl(1− (nl−̺nl )2/3), we have
τg,1/2 = d ·
1±
√
1− (1 − (nl−̺nl )2/3)(3 − 3(1− (
nl−̺
nl
)2/3) + (1 − (nl−̺nl )2/3)2)
3− 3(1− (nl−̺nl )2/3) + (1− (
nl−̺
nl
)2/3)2
= d · 1± (
nl−̺
nl
)
(nl−̺nl )
4/3 + (nl−̺nl )
2/3 + 1
and the theorem statement follows.
In Table II we give some example of parameters and the respective decoding radii achieved by the different decoders of
Section III-B and Section IV-C. Note that especially for LRCs with a small number of local repair sets µ = nnl , the number
of correctable errors t¯g when considering the floors in the derivation of the number of correctable errors (cf. Remark 7), can
give a large relative improvement compared to the radius of Theorem 4.
V. DECODING OF PMDS CODES BEYOND THEIR MINIMUM DISTANCE
In this section, we focus on interleaved PMDS (maximally recoverable) codes, as in Definition 2. For these codes we propose
an explicit decoder that can correct beyond the minimum distance for many error patterns (i.e., error positions). The results do
not assume any structure on the underlying PMDS code other than the PMDS property and a sufficiently large interleaving
order. Hence, it is a generic decoder for interleaved PMDS codes that runs in cubic time in the code length independent of
the chosen PMDS code. The idea is based on interleaving a PMDS code (which is again a PMDS code, just over a larger
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alphabet) and then applying the Metzner–Kapturowski algorithm [42], which is an efficient decoder for generic interleaved
codes of high interleaving order that corrects up to d− 2 errors if the error matrix has full rank.
We derive a new condition on the set of error positions which allows the decoder to correct more than d − 2 errors. For
PMDS codes, we derive bounds on the number of such sets corresponding to errors of a given weight, and show that for many
PMDS codes, the relative number of error patterns of weight n− k − 1 that can be corrected is close to 1.
Among others, we show that any family of (high-order interleaved) PMDS codes that contains codes of length greater than
any given integer and any code that fulfills the rate restriction(
Rlocal
e
)̺−2
> Rglobal ,
contains codes that can correct a fraction of error patterns of weight n− k − 1 arbitrarily close to 1.
A. A Generalization of Metzner and Kapturowski’s Statement
Metzner and Kapturowski proved in [42, Theorem 2] that a codeword C of an interleaved code with minimum distance d
can be uniquely recovered from a corrupted word C +E if
1) The number of errors is t := |E| ≤ d− 2 and
2) the error matrix E has full rank t (this implicitly assumes that the interleaving order is high, i.e., ℓ ≥ t).
However, the first condition is very restrictive and not necessary for the decoder to work. In fact, the proof of [42, Theorem 2]
only assumes an implication of the first property: The t+1 columns of the parity-check matrix indexed by the error positions
E and any other integer in {1, . . . , n} \ E must be linearly independent. We will give this property a name in the following
definition.
Definition 6. Let H ∈ F(n−k)×nq be a parity-check matrix of a linear [n, k, d] code C. A set E ⊆ {1, . . . , n} with t = |E| is
called (t+ 1)-independent (with respect to H) if
rk
(
HE∪{i}
)
= t+ 1 ∀i ∈ {1, . . . , n} \ E ,
where HE∪{i} is the matrix consisting of the columns of H indexed by E ∪ {i}.
Note that for t ≤ d− 2, any set is t+ 1-independent, and for t ≥ n− k, no set is t+ 1-independent. Using this definition,
we can formally state a generalization of the result in [42, Theorem 2]. The proof resembles Metzner and Kapturowski’s
argumentation, but we include it for completeness.
Theorem 20. Let C be a linear code with parity-check matrix H and E ∈ Fℓ×nq be an error matrix whose t non-zero columns
are indexed by the set E ⊂ {1, . . . , n}. Furthermore, let S = HE⊤ ∈ F(n−k)×ℓq be the syndrome matrix, P ∈ F(n−k)×(n−k)q
be an invertible matrix such that PS is in reduced row Echelon form, and ζ be the number of zero rows in PS (i.e.
ζ = n− k − rk(S)). We denote the lowest ζ rows of PH by Q ∈ Fζ×nq . If E satisfies the conditions
i) E is (t+ 1)-independent w.r.t. H ((t + 1)-independence condition) and
ii) rk(E) = t (full-rank condition),
then the zero columns of Q are exactly the error positions E .
Proof. Since the rank of the error equals its number of non-zero columns, a vector is in the right kernel of E if and only if it
is zero at the error positions E . Due to 0 = QE⊤ (⇔ EQ⊤ = 0), the rows of Q must be in the right kernel of E and thus
Q has zero columns at the error positions.
We prove that the other columns are non-zero. Assume the contrary, i.e., let i /∈ E be a zero column of Q. Then, the matrix
(PH)E∪{i}, consisting of the t + 1 columns of PH indexed by E ∪ {i}, has at least ζ = n− k − rk(S) ≥ n− k − t zero
rows (recall that Q is, by definition, the submatrix of PH consisting of the last ζ rows, and thus, as Q is zero in all columns
indexed by E ∪ {i}, the last ζ rows of (PH)E∪{i} are zero). Hence, the left kernel of (PH)E∪{i} has dimension at least
n−k− t (e.g., the identity vectors et+1, . . . , en−k are contained in the kernel). On the other hand, as E is (t+1)-independent,
we have rk((PH)E∪{i}) = t+1 and by the rank nullity theorem, the left kernel of (PH)E∪{i} has dimension n− k− t− 1,
which is a contradiction.
The decoding strategy implied by Theorem 20 is outlined in Algorithm 2. Note that Line 6 performs erasure correction after
determining the error positions. This gives a unique result if E is t+1-independent since the columns of H indexed by E are
linearly independent, hence the complementary columns of a generator matrix are linearly independent, i.e., {1, . . . , n}\E con-
tains an information set. As the decoder is only based on linear-algebraic operations, it can be implemented in O(max{ℓ, n}n2)
operations over the base field Fq of the code C.
Note that the second condition, rk (EE) = t, is fulfilled for most error matrices with t non-zero columns if the interleaving
order ℓ is large enough. In the following subsections, we will see that Theorem 20 is indeed a significant improvement over
[42, Theorem 2] since there are PMDS with only a few error positions E that are not t+1-independent for d− 2 < t < n− k.
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Algorithm 2: Metzner–Kapturowski Algorithm [42]
Input: Parity-check matrix H , received word R = C +E
Output: Transmitted codeword C
1 S ←HR⊤ ∈ F
(n−k)×ℓ
q .
2 Determine P ∈ F
(n−k)×(n−k)
q s.t. PS is in reduced row echelon form.
3 ζ ← number of zero rows in PS.
4 Q ∈ Fζ×nq ← last ζ rows of PH
5 Determine B ∈ F
(n−k−ζ)×n
q s.t. the columns of B which correspond to the zero-columns of Q form an identity matrix and the
remaining columns of B are zero.
6 Determine A ∈ F
ℓ×(n−k−ζ)
q s.t. (HB
⊤)A⊤ = S.
7 C ← R−AB ∈ Fℓ×nq .
8 return C
B. PMDS Codes With Many (t+ 1)-Independent Positions
A set of erasures E can be corrected if and only if its complement E¯ := {1, . . . , n} \ E contains an information set, i.e.,
indexes k linearly independent columns of the generator matrix. The authors of [43] studied a family of optimal LRCs, which
in some parameter range are able to correct n− k erasures with probability approaching 1 for large code lengths. This follows
from showing that the number of information sets relative to the number of all sets with k elements tends to 1 for n→∞.
We will use a similar approach in the following to show that the relative number of (t + 1)-independent positions with
t ≤ n− k − 1 tends to 1 for a family of PMDS codes.
Definition 7 ([43]). Let R1, . . . ,Rn/(r+̺−1) be the repair sets of an [n, k, r, ̺] PMDS code. We define the set
Sµ := {S ⊆ {1, . . . , n} : |S| = µ, |S ∩ Ri| ≤ r ∀i} .
The following was shown in [43] for a special class of PMDS codes and holds in general for PMDS codes.
Lemma 21. Let G be a generator matrix of an [n, k, r, ̺] PMDS code. Let S ⊆ {1, . . . , n} be of cardinality k. Then, the
columns of GS (i.e., the columns of G indexed by S) are linearly independent if and only if S ∈ Sk.
Proof. The statement was proven for the codes in [43] within the proof of [43, Lemma 7]. It holds in general for PMDS codes
since any set S ∈ Sk corresponds to k columns of a generator matrix of the MDS code obtained by puncturing the PMDS
code at ̺− 1 positions of each local repair set not in S. This puncturing is possible since S intersects with each local repair
set in at most r positions, so there are at least ̺− 1 positions left in each repair set. It is well-known that any k columns of
an MDS code’s generator matrix are linearly independent.
The following lemma is necessary to relate the sets in Sµ to the (t+1)-independent property. We will also use the statement,
in Section V-D, to derive bounds on the number of (t+ 1)-independent sets.
Lemma 22. Let H ∈ Fn−k×nq be a parity-check matrix of an [n, k, r, ̺] PMDS code. Let E ⊆ {1, . . . , n} be a set of cardinality
t and E¯ := {1, . . . , n} \ E its complement. For each local repair set, indexed by i ∈ {1, . . . , µ}, we define
T Ei := E¯ ∩ Ri, (set of error-free positions in each local repair set)
T Ei :=
∣∣T Ei ∣∣ , (number of error-free positions in each local repair set)
OEi := max
{
0, T Ei − r
}
, (excess := number of error-free positions in each local repair set exceeding r)
Then, E is (t+ 1)-independent if and only if
µ∑
i=1
OEi ≤
{
n− k − t− 1, if ∃ j : 0 < T Ej ≤ r,
n− k − t, else.
(I.e., if the overall excess is small enough)
Proof. We have
E is (t+ 1)-independent
⇔ ∀ i ∈ E¯ : rk(HE∪{i}) = t+ 1
⇔ ∀ i ∈ E¯ ∃ Ji ⊆ {1, . . . , n}, |Ji| = n− k − t− 1 : rk(HE∪{i}∪Ji) = n− k
(∗)⇔ ∀ i ∈ E¯ ∃Si ∈ Sk : Si ⊆ E ∪ {i}
⇔ ∀ i ∈ E¯ ∃Si ∈ Sk : Si ⊆ E¯ \ {i},
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where (∗) is due to the fact that S ∈ Sk if and only if S is an information set, which again holds if and only if the columns
of H indexed by the complementary positions S¯ are linearly independent.
Hence, E is (t+1)-independent if and only if there is an information set in the complement of E even when we remove an
arbitrary element from it.
By the above notation, the T Ei form a partition of E¯ , i.e., T Ei ∩ T Ej = ∅ for all i 6= j and ∪µj=1T Ej = E¯ . Thus, E is
(t + 1)-independent if and only if after removing any element i from ∪µj=1T Ej , there is still a subset Si ⊆ ∪µi=1T Ei with
Si ∈ Sk.
This again is equivalent to saying that if we remove an arbitrary element i from
⋃µ
j=1 T Ej , then there are n − k − t − 1
elements (which we can choose), say Di ⊆ E¯ \ {i}, such that(
µ⋃
i=1
T Ei
)
\ ({i} ∪Di) ∈ Sk.
This is equivalent to ∣∣T Ei \ [({i} ∪Di) ∩Ri]∣∣ ≤ r ∀ i,
i.e., that we can remove enough elements from each local repair set such that there are at most r elements left in each local
repair set. The cardinality OEi defined above corresponds to the excess of E¯ in each local repair set, i.e., the number of elements
in E¯ ∩ Ri that exceeds r. In general, we thus need to keep the sum of the OEi small as follows:
If there is a j such that 0 < T Ej ≤ r, then i could be from this local repair set j ∈ T Ej , so the overall excess after removing i
is exactly
∑µ
i=1O
E
i , which must not exceed n−k−t−1 (note that by removing an element from T Ej , we get T Ej ← T Ej −1 < r,
so OEj = 0 is unchanged). Otherwise, all T
E
j are either 0 (we cannot remove an element from this repair set) or > r (in this
case, OEi is reduced after removing an element). Hence, after removing i, the overall excess is (
∑µ
i=1O
E
i )− 1, so we get the
condition
∑µ
i=1O
E
i ≤ n− k − t.
From Lemma 22, we get the following sufficient condition for a set to be (t+ 1)-independent.
Lemma 23. Let H ∈ F(n−k)×nq be a parity-check matrix of an [n, k, r, ̺] PMDS code. Further, let E be a set of cardinality
|E| =: t ≤ n− k− 1. If there is a set S ∈ Sk+1 that is a subset of the complement of E , i.e., S ⊆ E¯ := {1, . . . , n} \ E , then E
is (t+ 1)-independent.
Proof. By assumption, there is a set J ⊂ E¯ such that E¯ = S ∪ J and S ∩ J = ∅. Using the notation of Lemma 22, we have
T Ei =
∣∣E¯ ∩ Ri∣∣ = |S ∩ Ri|+ |J ∩ Ri| S∈Sk+1≤ r + |J ∩ Ri| ,
i.e., OEi ≤ |J ∩ Ri|, and thus
µ∑
i=1
OEi ≤
µ∑
i=1
|J ∩ Ri| = |J | =
∣∣E¯∣∣− |S| = (n− t)− (k + 1) = n− k − t− 1.
By Lemma 22, the claim follows.
Remark 24. For t = n − k − 1 and r < k (note that the case of r = k gives an MDS code without locality), Lemma 23
becomes an if and only if statement, i.e., E is (t+ 1)-independent if and only if E¯ ∈ Sk+1.
The proof is as follows. Note first that |E¯ | = k + 1. If E is (t + 1)-independent and t = n − k − 1, then we must have∑
iO
E
i = 0 if there is a j with 0 < T
E
j ≤ r and
∑
iO
E
i ≤ 1 otherwise. From
∑
iO
E
i = 0, it directly follows that T
E
j ≤ r
for all j, which implies E¯ ∈ Sk+1. If
∑
iO
E
i = 1, we have T
E
j = 0 except for one j which fulfills T
E
j = r + 1. Since
|E¯ | =∑j T Ej = k + 1, we have r = k, a contradiction. The claim follows.
Due to Lemma 23, the relative amount of (t+1)-independent positions can be lower-bounded using the set Sk+1 as follows.
Lemma 25. Let t ≤ n− k − 1. Then,
|{E ⊆ {1, . . . , n} : |E| = t, (t+ 1)-independent}|(
n
t
) ≥ |Sk+1|( n
k+1
) .
Proof. A set is (t + 1)-independent if and only if its complement contains an element of Sk+1. Consider the bipartite graph
with the elements of Sk+1 on the left and all (t+1)-independent sets E of cardinality t on the right. We draw an edge between
any S ∈ Sk+1 and E if S ⊆ {1, ..., n} \ E . Clearly the degree of any vertex on the left is exactly
( n−(k+1)
(n−t)−(k+1)
)
, as we can
add |{1, ..., n} \ E| − |S| = (n − t) − (k + 1) elements to each set S to obtain a set E and there are n− |S| = n − (k + 1)
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elements that are not already in S. The degree of the vertices on the right is upper bounded by (n−tk+1), the number of subsets
of {1, ..., n} \ E of cardinality k + 1. This yields(
n− t
k + 1
)
|{E ⊆ {1, . . . , n} : |E| = t, (t+ 1)-independent}| ≥
(
n− (k + 1)
(n− t)− (k + 1)
)
|Sk+1|
(n− t)!
((n− t)− (k + 1))! · (k + 1)! |{E ⊆ {1, . . . , n} : |E| = t, (t+ 1)-independent}| ≥
(n− (k + 1))!
(n− (k + 1)− t)! · t! |Sk+1|
|{E ⊆ {1, . . . , n} : |E| = t, (t+ 1)-independent}|(
n
t
) ≥ |Sk+1|( n
k+1
) ,
where equality holds for t = n− k − 1.
The following theorem is a generalization of [43, Theorem 3], which lower-bounds Sk/(nk) for the special case ̺ = 2.
Lemma 26. Let C be an [n, k, r, ̺] PMDS code. Then,
|Sk+1|(
n
k+1
) ≥ 1− 2log2(n)−(r+1) log2
(
(r+̺−1ξ )
−
1
r+1 n
k+1
)
, (21)
where ξ := min
{
̺− 2, ⌊r+̺−12 ⌋}.
Proof. We have (
n
k + 1
)
− |Sk+1| = |Sk+1|
= |{S ⊆ {1, . . . , n} : |S| = k + 1, ∃i : |S ∩ Ri| > r}|
≤
µ∑
i=1
|{S ⊆ {1, . . . , n} : |S| = k + 1, |S ∩ Ri| > r}|
≤ µ
r+̺−1∑
j=r+1
(
r + ̺− 1
j
)(
n− (r + ̺− 1)
k + 1− j
)
(22)
(∗)
≤ µ
(
k + 1
n
)r+1(
n
k + 1
) r+̺−1∑
j=r+1
(
r + ̺− 1
j
)
︸ ︷︷ ︸
≤(r+̺−1ξ )
≤ µ(̺− 1)
(
k + 1
n
)r+1(
n
k + 1
)(
r + ̺− 1
ξ
)
, (23)
where (∗) follows from (recall that j ∈ {r + 1, . . . , r + ̺− 1})(
n− (r + ̺− 1)
k + 1− j
)
≤
(
n− j
k + 1− j
)
=
(
n
k + 1
) j−1∏
i=0
k + 1− i
n− i
≤
(
n
k + 1
) j−1∏
i=0
k + 1
n
≤
(
k + 1
n
)j (
n
k + 1
)
.
Hence, we have
|Sk+1|(
n
k+1
) ≥ 1− µ(̺− 1)
((
r + ̺− 1
ξ
) 1
r+1 k + 1
n
)r+1
≥ 1− n
((
r + ̺− 1
ξ
) 1
r+1 k + 1
n
)r+1
= 1− 2log2(n)−(r+1) log2
(
(r+̺−1ξ )
−
1
r+1 n
k+1
)
,
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which proves the claim.
Note that for ̺ ≤ r + 2, we always have ξ = ̺− 2.
Using the bound in Lemma 26, we are able to formulate conditions on the local and global distance of a family of PMDS
codes for which the relative size of Sk+1 compared to all cardinality-(k+ 1) subsets of {1, . . . , n} approaches 1 for growing
code length.
Lemma 27. Let {Cn} be a family of [n, kn, rn, ̺n] PMDS LRC with(
rn + ̺n − 1
ξn
)− 1
rn+1
> C1
kn + 1
n
(24)
rn + 1 ≥ C2 log2(n)
log2(C1)
(25)
for some C1, C2 > 1, where ξn := min
{
̺n − 2,
⌊
rn+̺n−1
2
⌋}
. Then,
|Skn+1|(
n
kn+1
) → 1 (n→∞).
Proof. It is easy to see that the exponent of 2 in the bound (21) converges to minus infinity under the given conditions.
Remark 28. Condition (25) puts a rate constraint on the code. However, if rn grows faster to infinity than ̺n, the following
argument shows that we can choose arbitrary rates. We study the asymptotic behavior of
(
rn+̺n−1
ξn
)− 1
rn+1 for rn ∈ ω(̺n)
(i.e., rn grows asymptotically strictly faster than ̺n):(
rn + ̺n − 1
ξn
)− 1
rn+1
=
1(
rn+̺n−1
̺n−2
) 1
rn+1
≥ 1(
e(rn+̺n−1)
̺n−2
) ̺n−2
rn+1
=
1
e
̺n−2
rn+1︸ ︷︷ ︸
→ 1
·
(
1 +
rn + 1
̺n − 2
) ̺n−2
r+1
︸ ︷︷ ︸
→ 1
→ 1.
Note that we use that if rn grows faster than ̺n, at some point we have ξn = ̺n − 2.
Remark 29. By a similar argument as above, Condition (24) in Lemma 27 can be replaced by(
Rlocal
e
)̺−2
≈
(
r + 1
e(r + ̺− 1)
)̺−2
> C1
k + 1
n
≈ C1Rglobal
Lemma 27 implies that under the given conditions, asymptotically almost any set of k + 1 indices is in Sk+1, and thus,
almost any set of t ≤ n− k − 1 error positions is (t+ 1)-independent.
Remark 30. Since any cardinality-k subset of Sk+1 is an information set, Lemma 27 also implies that the codes satisfying
Conditions (24) and (25), and can correct almost all n − k erasures asymptotically. This constitutes a generalization of the
statement in [43, Theorem 3], which proves the special case ̺ = 2.
C. Decoding PMDS Codes Beyond the Minimum Distance
Using Lemma 27, we can state the following explicit class of PMDS codes correcting almost any error up to weight n−k−1.
Theorem 31. Let {Cn} be a family of [n, kn, rn, ̺n] PMDS LRC over a field qn, where qn →∞ for n→∞ and the parameters
rn, ̺n fulfill conditions (24) and (25) of Lemma 27 for fixed constants C1, C2 > 1. Furthermore, let ℓn = n− kn − 1. Then,
the family {C′n} of [n, kn, rn, ̺n] codes over the fields of size qℓnn obtained by interpreting the ℓn-interleaved codes of Cn as
linear codes over the large field Fqℓnn
, fulfill the following properties:
• the codes C′n are PMDS,
• C′n corrects up to n − kn − 1 errors with probability approaching 1 for n → ∞ (assuming uniformly distributed errors
of given weight), and
• the decoding complexity is O(n3) operations over Fqn .
23
Proof. A (homogeneous) interleaved code is a linear code over the large field of the same parameters as the constituent code.
Since puncturing the interleaved code corresponds to puncturing the constituent codes, the definition of PMDS codes directly
implies that the interleaved code is also PMDS.
For showing the correction capability, first note that interpreting elements of Fqℓnn
as vectors in Fℓnqn gives a bijective mapping
between all Hamming errors of weight t in Fn
qℓnn
and all burst errors in Fℓn×nqn of weight t. We use Theorem 20, Lemma 27,
and the fact that the fraction of ℓn × tn matrices over the field of size qn of rank tn is at least 1 − 4/qn for qn ≥ 4, cf. [72,
Lemma 3.13]. The probability that a random error pattern of weight t < n− k cannot be corrected is therefore
P(E cannot be corrected)
= P
(
S 6⊆ supp(E)∀S ∈ Skn+1 ∨ rkFq (E) < tn
)
= P
(
S 6⊆ supp(E)∀S ∈ Skn+1
)
+ P
(
rkFq(E) < tn
)︸ ︷︷ ︸
< 4/qn
< 1− |Skn+1|( n
kn+1
) + 4
qn
→ 0 (n→∞)
since qn →∞ for n→∞.
As for the complexity, we apply the Metzner–Kapturowski algorithm on the received matrix in Fℓn×nqn , which runs in
complexity O(n3) over the small field Fqn since ℓn ≤ n.
Remark 32. If the assumption qn → ∞ for n → ∞ in Theorem 31 is not fulfilled for a class of codes, this would disprove
the MDS conjecture.
In the following we give the overall field size Qn for some families of PMDS codes.
Corollary 33. Let the family {Cn} be a subset of the code class in [43]. Then, the field size is given by
logQn ∈ O
(
n2+log(log(n)) log(n)
)
.
and the overall decoding complexity in bit operations is
O∼
(
n4+log(log(n))
)
,
where O∼ neglects logarithmic terms in n.
Proof. The field size of the codes in [43] is
qn ∈ O
((
nrn
rn + ̺n − 1
)(rn−1)rrn+̺n−1n kn+1)
⊆ O
(
nn[log(n)]
log(n)
)
= O
(
en
1+log(log(n)) log(n)
)
.
Hence, we must choose an ℓn-interleaved code of the above mentioned code, where ℓn = n− kn − 1. Then, the overall field
size is Qn = q
ℓn , i.e.,
logQ ∈ O
(
n2+log(log(n)) log(n)
)
.
Using the bases described in [73], field operations in Fqn cost O
∼(log(qn)) bit operations. Hence, the overall complexity is
given by
O∼
(
n3 log(qn)
) ⊆ O∼(n4+log(log(n))) .
Corollary 34. Let the family {Cn} be a subset of the code class in [20]. Then, the field size is given by
logQn ∈ O
(
n3log(log(n))
)
.
and the overall decoding complexity is O∼(n5) bit operations.
For the special case of ̺ = 2 the probability of successful decoding can be stated exactly.
Corollary 35. The probability of successfully decoding t errors in an [n, k, r, ̺ = 2] PMDS code is given by
Psuc = P{rk(E) = t} − |Sk+1|( n
k+1
) ,
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where, as shown in [43, Proof of Theorem 3],
|Sk+1| =
⌊ k+1r+1 ⌋∑
j=1
(−1)j−1
(
n/(r + 1)
j
)(
n− j(r + 1)
k + 1− j(r + 1)
)
and the fraction of full rank matrices E ∈ Fℓ×tq [74] is
P{rk(E) = t} = q−tℓ
t−1∏
j=0
(qℓ − qj) .
The following example shows that the success probability is reasonably close to 1 even for small parameters. In Section V-D
we will explore the probability of failure in more detail.
Example 36. Consider the PMDS code as defined in [43] with parameters [n = 15, k = 8, r = 4, ̺ = 2] over the field Fq
with q = 16k+1 = 236. The code is of distance d = 7, fulfilling the bound (1) on the distance of an LRC. The unique decoding
radius of this code is t =
⌊
d−1
2
⌋
= 3. Given a full rank error matrix, the decoder introduced in [42] guarantees decoding
of up to t = d − 2 = 5 errors. In the case of t = n − k − 1 = 6 errors, the error matrix is of full rank with probability
> 1− 10−10 and Corollary 35 gives the probability of success as Pdec ≈ 125143 .
D. Failure Probability for Finite Parameters
In the last subsection, we have seen that there are families of PMDS codes for which the probability of successful decoding
approaches 1 for the code length going to infinity. Our central tool was to show that the relative number of (t+1)-independent
sets among all cardinality-t subsets of {1, . . . , n} goes to 1 for these code families. For this, we derived a lower bound on the
relative number of these sets in Lemma 26, which approaches 1 for n→∞.
However, for finite n, the bound is not necessarily tight and usually orders of magnitude away from the actual probability for
d− 2 < t < n− k− 1 (recall that the Metzner–Kapturowski algorithm always works for t ≤ d− 2). In the following, we show
how to efficiently compute the exact probability of drawing a (t+1)-independent set for finite parameters. The algorithm uses
dynamic programming to efficiently compute the expression in the following theorem recursively. The resulting complexity in
bit operations is cubic in the code length and linear in the number of errors.
Theorem 37. Let n, k, t, r, ̺, nl = r + ̺− 1, µ = n/(r + ̺− 1) (number of local repair sets) be given. For η ≥ 1, τ ≥ 0,
σ ≥ 0, β ∈ {0, 1} define
W(η, τ, σ, β) :=
{
ω∈{0, . . . , nl}η :
∑
i
ωi = τ, σ +
η∑
i=1
max{0, ωi − r}>
{
n− k − t− 1, if β = 1 or ∃ i : 0 < ωi ≤ r,
n− k − t, else.
}
,
W(η, τ, σ, β) :=
∑
ω∈W(η,τ,σ,β)
η∏
i=1
(
nl
ωi
)
. (26)
For an error set E that is chosen uniformly at random from the cardinality-t subsets of {1, . . . , n}, the probability that it is
not (t+ 1)-independent is
Pr (E is not (t+ 1)-independent) = W(µ, n− t, 0, 0)(n
t
) . (27)
Proof. The elements ω ∈ W(µ, n − t, 0, 0) correspond exactly to all distributions of the error-free positions to the local
repair sets such that the set E is not (t+ 1)-independent (cf. Lemma 22). Thus, we just need to count how many errors with
this distribution there are, which is given by the product
∏µ
i=1
(
r+̺−1
ωi
)
. The statement follows directly by the fact that E is
uniformly distributed.
It is not immediately obvious why Theorem 37 is formulated in such a complicated way, i.e., why we define W(η, τ, σ, β)
with four parameters and then use it only for [η, τ, σ, β] = [µ, n − t, 0, 0]. The reason is that we can efficiently recursively
compute W(µ, n− t, 0, 0) using the general definition of W(η, τ, σ, β) as follows.
Lemma 38. Let n, k, t, r, ̺, nl = r + ̺ − 1, µ = n/(r + ̺ − 1) be given. Furthermore, let W(η, τ, σ, β) be defined as in
Theorem 37 for η ≥ 1, τ ≥ 0, σ ≥ 0, β ∈ {0, 1}. For η > 1, we have the recursion
W(η, τ, σ, β) =
min{τ,nl}∑
ω1=0
(
nl
ω1
)
W
(
η − 1, τ − w1, σ +max{0, ω1 − r}, β′(β, ω1)
)
, (28)
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and for η = 1, we have
W(1, τ, σ, β) =
{(
nl
τ
)
, if τ ≤ nl ∧ σ +max{0, τ − r} > n− k − t− β′(β, τ),
0, else.
(29)
where
β′(β, ω1) =
{
1, if β = 1 ∨ 0 < ω1 ≤ r,
0, else.
Proof. We start with the recursion (28). Note that by definition of W , we have
W(η, τ, σ, β) =
min{τ,nl}⋃
ω1=0
{
[ω1, ω2, . . . , ωη] : [ω2, . . . , ωη] ∈ W(η − 1, τ − w1, σ +max{0, ω1 − r}, β′(β, ω1))
}
.
This is clear since for a fixed ω1, we have
∑
i ωi = τ if and only if
∑η
i=2 ωi = τ − ω1 and we have
σ +
η∑
i=1
max{0, ωi − r}>
{
n− k − t− 1, if β = 1 or ∃ i : 0 < ωi ≤ r,
n− k − t, else.
if and only if (note that “β = 1 or 0 < ω1 ≤ r” iff “β′(β, ω1) = 1”)
(
σ +max{0, ωi − r}
)
+
η∑
i=2
max{0, ωi − r} >
{
n− k − t− 1, if (β = 1 or 0 < ω1 ≤ r) or ∃ i > 1 : 0 < ωi ≤ r,
n− k − t, else.
Hence, for η > 1, we have
W(η, τ, σ, β) =
min{τ,nl}∑
ω1=0
(
nl
ω1
) ∑
ω
′∈W
(
η−1,τ−w1,σ+max{0,ω1−r},β′(β,ω1)
)
η−1∏
i=1
(
nl
ω′i
)
︸ ︷︷ ︸
=W
(
η−1,τ−w1,σ+max{0,ω1−r},β′(β,ω1)
)
.
For η = 1, we have
W(1, τ, σ, β) =
{{
[τ ]
}
, if τ ≤ nl ∧ σ +max{0, τ − r} > n− k − t− β′(β, τ),
∅, else.
The claim follows immediately by definition of W.
Lemma 38 implies an algorithm for computing W recursively. If implemented naively, one could obtain an algorithm that
calls itself up to roughly nµl times as in each recursive step, we call for up to nl + 1 values of w1 the algorithm recursively,
with recursion depth at most µ − 1. In this naive approach, the algorithm would call itself often for the same parameters.
Hence, we can turn it into a dynamic programming routine by memoizing already computed values of W(η, τ, σ, β) in a table.
We outline this approach in Algorithm 3. Algorithm 4 computes the probability in (27) using this recursive algorithm and we
bound its complexity in Theorem 39 below.
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Algorithm 3: W(η, τ, σ, β)
Input:
• Integers η ≥ 0, τ ≥ 0, σ ≥ 0, β ∈ {0, 1}.
• Global parameters n, k, t, r, ̺, nl = r + ̺− 1, µ = n/(r + ̺− 1).
• Global integer table {T(η, τ, σ, β)}η≥0,τ≥0,σ≥0,β∈{0,1} with T(η, τ, σ, β) = W(η, τ, σ, β) if W(η, τ, σ, β) has already been
computed and T(η, τ, σ, β) = −1 otherwise.
Output: Integer W(η, τ, σ, β) as in (26).
1 if T(η, τ, σ, β) 6= −1 then
2 return T(η, τ, σ, β)
3 else
4 if η = 1 then
5 if β = 1 or 0 < τ ≤ r then
6 β′ ← 1
7 else
8 β′ ← 0
9 if τ ≤ nl and σ +max{0, τ − r} > n− k − t− β
′ then
10 res←
(
nl
τ
)
11 else
12 res← 0
13 else
14 res← 0
15 for w1 = 0, . . . ,min{τ, nl} do
16 if β = 1 or 0 < ω1 ≤ r then
17 β′ ← 1
18 else
19 β′ ← 0
20 res = res +
(
nl
ω1
)
W
(
η − 1, τ − w1, σ +max{0, ω1 − r}, β
′
)
21 T(η, τ, σ, β)← res
22 return res
Algorithm 4: Compute Probability Pr (E is not (t+ 1)-independent)
Input: Global parameters n, k, 0 ≤ t ≤ n, r, ̺, nl = r + ̺− 1, µ = n/(r + ̺− 1)
Output: Probability Pr (E is not (t+ 1)-independent) for E chosen uniformly at random from the subsets of {1, . . . , n} of cardinality
t
1 {T(η, τ, σ, β)}1≤η≤µ, 0≤τ≤n−t, 0≤σ≤(µ−1)(̺−1), 0≤β≤1 ← global integer table filled with −1 initially
2 return
W(µ,n−t,0,0)
(nt)
Theorem 39. Algorithm 4 is correct and can be implemented with complexity
O∼
(
n3t
)
in bit operations, where O∼ is the “soft-O” notation, i.e., it neglects logarithmic factors in n and t.
Proof. Correctness of the algorithm immediately follows from Lemma 38.
For the complexity, we need to analyze how often Lines 4–22 of Algorithm 3 are called. This corresponds to exactly the
number of entries of the table {T(η, τ, σ, β)} that need to be computed. Our claim is that we compute at most the entries with
indices 1 ≤ η ≤ µ, 0 ≤ τ ≤ n− t, 0 ≤ σ ≤ (µ− 1)(̺− 1), and 0 ≤ β ≤ 1, i.e., in total at most
2µ(n− t+ 1)[(µ− 1)(̺− 1) + 1] ≤ 2µ2̺n
table entries. This is clear for η and τ , since they are µ and n − t initially, and during the recursion, their value is never
increased and never drops below 1 and 0, respectively. Also β is either 0 or 1 in each function call. For σ, we see that in
each recursion, its value is increased by at most max{0, w1 − r} ≤ r+ ̺− 1− r = ̺− 1. As the maximal recursion depth is
µ− 1, we get the claimed upper bound.
In each function call, we perform at most nl integer additions and multiplications (assuming a negligible pre-computation
of all the binomial coefficients
(
nl
0
)
, . . . ,
(
nl
⌊nl/2⌋
)
). The cost (in bit operations) of each such operation is quasi-linear in the
maximal bit size of the involved integers, cf. [75]. We can, very roughly, upper-bound the size of the integers by
≤ (nt) ≤ nt ≤ 2t log2(n).
Hence, the overall complexity is in O∼
(
µ2̺nnlt
) ⊆ O∼(n3t).
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Remark 40. In practice, Algorithm 4 often only needs to compute a small fraction of the table entries. This means that
the implemented top-down approach of dynamic programming (also called memoization) is typically faster than a bottom-up
approach (i.e., computing the entire table iteratively for η = 1, . . . , µ). Furthermore, the upper bound on the integer bit size
in the proof of Theorem 39 is for most (or all) multiplications orders of magnitude away from the actual bit size. Hence,
Algorithm 4 is in practice much faster than the upper complexity bound in Theorem 39 suggests.
The following examples are computed with Algorithm 4.
Example 41. We consider three example PMDS codes and compute the probability Pr (E is not (t+ 1)-independent) using
Algorithm 4 for several values of t for d − 1 ≤ t ≤ n − k − 1. Recall that for t = d − 2, this probability is always 0 and
t = n− k − 1 is the largest integer for which the probability is less than 1.
Parameter Set 1: n = 45, k = 16 (rate ≈ 0.36), r = 8, ̺ = 8 (local rate ≈ 0.53, µ = 3 local repair sets).
t Pr (E is not (t+ 1)-independent)
> 28 1
28 = n− k − 1 9.87 · 10−2
27 3.61 · 10−2
26 1.10 · 10−2
25 2.73 · 10−3
24 5.13 · 10−4
23 6.55 · 10−5
22 = d− 1 4.27 · 10−6
< 22 0
We see that already for a few errors below the maximal radius n− k − 1, the probability that the error positions are (t+ 1)-
independent is relatively close to 1, even for such a short code (n = 45).
Parameter Set 2: n = 70, k = 24 (rate ≈ 0.34), r = 8, ̺ = 3 (local rate 0.8, µ = 7 local repair sets).
t Pr (E is not (t+ 1)-independent)
> 45 1
45 = n− k − 1 1.68 · 10−3
44 9.38 · 10−5
43 1.25 · 10−8
42 = d− 1 4.03 · 10−10
< 42 0
For t = 45, the failure probability bound in (22) (i.e., after the union bound step) gives ≤ 1.68 · 10−3 and differs from the
exact value only from the fifth digit on.
Parameter Set 3: n = 196, k = 156 (rate ≈ 0.80), r = 26, ̺ = 3 (local rate ≈ 0.93, µ = 7 local repair sets).
t Pr (E is not (t+ 1)-independent)
> 39 1
39 = n− k − 1 7.62 · 10−2
38 1.11 · 10−2
37 3.49 · 10−4
36 2.71 · 10−5
35 2.76 · 10−7
34 1.50 · 10−8
33 2.13 · 10−11
32 9.31 · 10−13
31 1.73 · 10−17
30 = d− 1 6.56 · 10−19
< 30 0
For t = 39, the failure probability bound in (22) gives ≤ 7.71 · 10−2 and differs from the exact value on the second digit.
VI. CONCLUSION
In this work we derived a new list-decoding radius for locally repairable codes and gave an explicit algorithm that achieves
it. The complexity and the list size are polynomial in the code length n when considering scaling that preserves the number of
local repair sets. The asymptotic behavior has been analyzed and a simple probabilistic unique decoder has been introduced.
Further, we considered interleaved decoding of LRCs and PMDS codes, showing that it increases the error tolerance of a
storage system. We combined the approach used for increasing the list-decoding radius for improving the decoding radius of
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LRCs by local decoding with an interleaved decoder. Further, we proved that the decoding radius of interleaved PMDS codes
can be increased by the Metzner-Kapturowski decoder [42] beyond their minimum distance, with probability of successful
decoding going to 1 as the code length goes to infinity.
As future work, the list decoding algorithm and bound on the list size given in Section III should be further studied with the
goal to reduce the worst-case list size/complexity (cf. 1) in Remark 6). Moving from list decoding to probabilistic decoding, an
interesting problem is the analysis and algorithmic exploitation of intrinsic side information, e.g., obtained from the local list
size or from the distance of local codewords to the received word, to improve the success probability of probabilistic unique
decoding (cf. 2) in Remark 6). Further, list decoding by combining the local lists through list recovery, similar to the approach
taken in [76], is a promising extension.
Another open problem is the application of results from Section V to PMDS codes under a weaker definition, as considered
in [22].
Finally, we present in Figure 6 an illustration of tuples of global and local rate for which the new decoders are “suitable”
(exact definition: see figure caption). It can be seen that for the majority of code parameters, at least one of the decoders is
“suitable”.
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APPENDIX
A. List Decoding of Erasures in Locally Repairable Codes
The focus of Section III is list decoding of errors in LRCs, but for the sake of completeness we include a short discussion
on erasure list decoding in LRCs. Similar to list decoding of errors, the objective of list decoding erasures is to output a list
containing all codewords that could result in the received word for the given erasure pattern, i.e., that agree with the received
word in all non-erased positions. However, while it is a major challenge to find efficient algorithms for list decoding of errors,
the output of a list decoder for erasures is simply the solution space of an (underdetermined) linear system of equations. The
relation between the maximum size of this solution space, i.e., the maximum list size of the decoder, and the i-th generalized
Hamming weight [77]
di = min{| supp(D)| : D ⊆ C and dim(D) = i}
of a code C was made explicit in [78]. These values have been studied intensely for several code classes in the context of
different applications, see, e.g., [79]–[81]. In particular, they were studied for codes with locality [82]–[84] and the subclass
of PMDS codes [16], [85].
A Singleton-like bound on the generalized Hamming weights of an [n, k, r, 2] LRC is given by [84]
di ≤ n− k −
⌈
k − i + 1
r
⌉
+ i+ 1 , 1 ≤ i ≤ k , (30)
and this bound is achieved with equality for optimal (r, 2)-LRCs. Applying this result to [78, Lemma 1] gives an upper bound
on the list size for all optimal [n, k, r, 2] LRCs.
Lemma 42 (Erasure list decoding of optimal LRCs [78], [84]). An optimal q-ary [n, k, r, 2] LRC can correct t erasures with
maximal list size L if and only if d1+⌊logq L⌋ > t, where di is given by (30) with equality.
Erasure list decoding of LRCs has also been considered in [76], where erasure list decoding in the local repair sets is
combined with alphabet-dependent list recovery.
Note that the probability of obtaining a list of maximum size depends on the explicit code used. For example, for a q-ary
MDS codes it is easy to see that list decoding of n − k + δ erasures always gives a list of size equal to the upper bound
of qδ . For erasure list decoding the probability of a unique output, i.e., a list of size one, can easily be characterized as the
probability of the non-erased positions containing an information set of the code, i.e., the probability that the generator matrix
restricted to the non-erased positions is of full rank. While it is not possible to determine this probability for optimal LRCs in
general, we provide a detailed analysis for the subclass of PMDS codes in Section V by first relating this property to specific
subsets of code positions in Lemma 21 and then bounding the number of such sets8 in Lemma 26.
B. Proof of Lemma 3
Proof of Lemma 3: For ease of notation define a := dθqn . Then
h(a) = da−1
(
1− (1− a) ℓℓ+1
)
and observe the equivalence of the conditions
n ≥ d
θq
⇐⇒ 0 < a ≤ 1 .
As a is a decreasing function in n, any function that is increasing in a, is decreasing in n. The partial derivative is given by
∂
∂a
h(a) =
(1 − a)− 1ℓ+1 ℓℓ+1a− (1− (1− a)
ℓ
ℓ+1 )
a2
.
8As we consider a different problem in Section V, the bound is stated for Sk+1 instead of Sk .
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As a > 0 the partial derivative ∂∂ah(a) ≥ 0 is positive if for the numerator it holds that
0 ≤ (1− a)− 1ℓ+1 ℓ
ℓ+ 1
a+ (1− a) ℓℓ+1 − 1
= (1− a)− 1ℓ+1
(
ℓ
ℓ+ 1
a+ (1− a)
)
− 1
= (1− a)− 1ℓ+1
(
1− a
ℓ+ 1
)
− 1
=
1− aℓ+1 − (1 − a)
1
ℓ+1
(1 − a) 1ℓ+1︸ ︷︷ ︸
>0
. (31)
The limit of the enumerator for a→ 0+ is zero and its derivative is given by
∂
∂a
(
1− a
ℓ+ 1
− (1− a) 1ℓ+1
)
= − 1
ℓ+ 1
+
1
ℓ+ 1
(1− a)− ℓℓ+1
=
1
ℓ+ 1
(
(1 − a)− ℓℓ+1︸ ︷︷ ︸
>1
−1) > 0, for 0 < a < 1 .
It follows that the enumerator and denominator of (31) are positive for 0 < a < 1, i.e., the first derivative ∂∂ah(a) is positive
in this range. Further, it is easy to check that h(a) < h(1) = d, ∀0 < a < 1. Hence h(a) is increasing in a for 0 < a ≤ 1 and
thereby decreasing in n for n ≥ dθq .
C. Improved List Size Bound
The following theorem presents an improved bound on the maximal list size for list decoding LRCs up to the decoding
radius in Theorem 4 in Section III-A. It is a slight (first-order) improvement over the bound (8) in Theorem 4 and further
improvements might be possible (see Remark 6 in Section III-A for more details).
Theorem 43. Consider the setting of Theorem 4 in Section III-A. Let L(n,d,τ) denote the maximum list size when list decoding
an [n, k, d]q code with radius τ . Then an [n, k, r, ̺]q LRC is (τg, Lg)-list-decodable, where τg is the decoding radius in (7)
(see Theorem 4), and the list size is upper-bounded by
Lg ≤
( n
nl
⌈σ⌉
)
max
ξ=0,...,⌈σ⌉
{
Lξ(nl,̺,τJ,l)L(n−⌈σ⌉nl,d,τg−ξ(̺−τJ,l))
}
. (32)
Proof: We build on the proof of Theorem 4 and only mention the differences. Suppose that we have locally decoded up
to radius τJ,l in each repair set independently. Recall that for each codeword in distance τg to the received word, there are at
least ⌈σ⌉ local repair sets in which the local decoder ouput list contains the correct local codewords in its output list. Hence,
as in the proof of Theorem 4, we go through all
( n
nl
⌈σ⌉
)
subsets of ⌈σ⌉ local repair sets and estimate the sum of the output list
size after shortening and global decoding w.r.t. all combinations of local decoding results in this subset of local repair sets.
The difference to Theorem 4 is how we count this sum of output lists. We distinguish between several cases and finally take
the maximum of all these cases. We use the following sub-claim: Let Clocal[r+ ̺− 1, r, ̺] be a local code and let r ∈ Fr+̺−1q
be a vector such that the ball BτJ,l(r) around r of radius τJ,l contains more than one codeword of Clocal. Then we have
dH(r, c) ≥ ̺− τJ,l for all c ∈ BτJ,l(r) ∩ Clocal.
Proof of the sub-claim: Assume the contrary, i.e., that there are distinct codewords c, c′ ∈ BτJ,l(r) ∩ Clocal such that
dH(r, c) < ̺− τJ,l. By the triangular inequality, we have
dH(c, c
′) ≤ dH(c, r) + dH(r, c′) < ̺,
contradicting the assumption c 6= c′ since ̺ is the minimum distance of Clocal. This proves the sub-claim.
Fix a subset of ⌈σ⌉ local repair sets and suppose that exactly ξ ∈ {0, 1, . . . , ⌈σ⌉} repair sets have list size > 1 (note that
exactly one of these cases is fulfilled). Hence, there are at most Lξ(nl,̺,τJ,l) combinations of local codewords that we need to
consider for shortening and global decoding. Furthermore, by the sub-claim, each of these combinations of local codewords
has (summed) distance at least ξ(̺ − τJ,l) to the corresponding local repair sets of the received word. After shortening, we
have therefore removed several errors and only at most τg − ξ(̺− τJ,l) errors remain to be corrected by the shortened code.
Hence, the list size is reduced from L(n−⌈σ⌉nl,d,τg) to L(n−⌈σ⌉nl,d,τg−ξ(̺−τJ,l)) compared to decoding with radius τg , and the
overall list size for this subset of local repair sets is upper-bounded by
Lξ(nl,̺,τJ,l)L(n−⌈σ⌉nl,d,τg−ξ(̺−τJ,l)).
By taking the maximum value over all possible cases for ξ, we obtain the claimed overall list size bound.
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Remark 44. Note that
max
ξ=0,...,⌈σ⌉
{
Lξ(nl,̺,τJ,l)L(n−⌈σ⌉nl,d,τg−ξ(̺−τJ,l))
}
≤ L⌈σ⌉(nl,̺,τJ,l)L(n−⌈σ⌉nl,d,τg),
so the list-size bound (32) in Theorem 43 is always at least as good as the bound (8) in Theorem 4 (Section III-A).
On the other hand, we have
max
ξ=0,...,⌈σ⌉
{
Lξ(nl,̺,τJ,l)L(n−⌈σ⌉nl,d,τg−ξ(̺−τJ,l))
}
≥ L⌈σ⌉(nl,̺,τJ,l),
so we save at most a factor L(n−⌈σ⌉nl,d,τg) compared to the bound (8) in Theorem 4. In particular, the two factors of (8) that
are exponential in ⌈σ⌉ (and thus in the number of local repair sets nnl ) are not eliminated by the improvement.
