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Abstract
Kalman filter is one of the best filter used in the state estimation based on
optimality criteria using system model and observation model. A common
assumption used in estimation by Kalman filter is that noise is Gaussian but
in practically we get thick-tailed non-gaussian noise distribution.This type of
noise known as Outlier in the data and cause the significant degradation of
performance of Kalman Filter.
There are many Nonlinear methods exist which can give desired estimation
in the presence of Non-Gaussian Noise. We also want the filter which is Robust
in the presence of outlier and statistically efficient.But classical Kalman Filter
is not suitable in the presence of non-gaussian noise. To get the high statistical
efficiency in the presence of outliers, A new robust Kalman Filter is used which
can suppress observation, innovation and structural outlier by applying a new
type of estimator , known as generalized maximum likelihood estimator.
This disquisition also contains the solution of different type of Nonlinear
model that direct more than one equilibrium points.it is highly desirable to
track the transition of state from one equilibrium point to another equilibrium
point.This tracking method is computationally simple and accurate and also
follow rapid transition effectively.
By simulations, the performance of GM-kF to different outliers and state es-
timation for the given applications: tracking of the vehicle and tracking climate
transitions.
Keywords: Outliers, NonGaussian, Maximum likelihood, Robust,Thick-
tailed.
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Introduction
1.1 Introduction
The primary objective of Adaptive filter is used in signal processing is to ex-
tract noise & outliers from the signal of interest. The actual system can be
represented via static or dynamic equation by discrete or continuous model.
In general we consider system contaminated by Gaussian noise but practically
this noise may be thick-tailed or non-Gaussian which introduce outliers in the
system that is known as innovation and observation outliers[14, 13].
The classical Kaman filter requires the exact knowledge of noise distribution
of the system and is not able to remove or overcome the outlier from the given
system. When noise is non-Gaussian then it is very hard to suppress from
system so we require a robust estimation that should be highly efficient in terms
of statical efficiency and it should contain multiple outliers which occurring
simultaneously in system.
1.2 Type of Outliers
To define the types of outlier discrete dynamic system is considered contam-
inated with Gaussian noise having the noise component with unknown distri-
bution or thick-tailed.This type of contamination in the signal can cause the
biased estimation or breakdown[19, 4]. The impulsive noise is present in many
areas such as in the radio signal processing and radar the electromagnetic and
acoustic interference from natural and man-made source. In indoor wireless
2
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Types of
noises
Names of outliers
in this work
Name of Outlier
in the Literature
Affected model
components
Observation noise,ek Observation outlier
Isolated,Type I,
Additive zk
system process noise ,wk
and control vector,uk
Innovation outlier
Patchy, Type II,
Innovation xˆk|k−1
Structural errors in Hk and Fk structural outlier -
zk,
xˆk|k−1,
Pk|k−1,
Pk|k
communication the noise produced by the microwave ovens or electromechan-
ical switches present In the printer, elevator and copying machine. The biomed-
ical sensor uses to study and monitor the brain activity such as MRI also have
a non-Gaussian distribution of noise because of interference with the complex
tissue present in the brain.In Gps navigation non-line of sight (NLOS) signal
propagation, due to the obstacle such as trees or building, cause outlier in the
measurement. On the computer different component such as peripheral com-
ponent interconnect(PCI) bus, liquid crystal display (LCD) produce impulsive
interference that degrade the performance of the system.
Generally, this type of outliers can be seen in the time series analysis, lin-
ear regression model and survey data with identically independent data[18].We
consider first two in this work. A mathematically unique and definite definition
is not given in the literature. But Barnett and Lewis [10] defined them as a
patch of observations which appears to be inconsistent with the remainder of
that set of data. So by above definition we can say that the outlier is a set of
data which does not follow the distribution followed by the majority of data[1].
Because this is the data which is generated by the other mechanism not by the
system that produce the rest of data.
Martin and Yohai[15] shows two type of outlier namely isolated and patchy
outlier. The outlier effects directly through the observation noise to the obser-
vation vector known as type I outlier .
zt = Htxt + et (1.1)
3
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Another type of outlier i.e. patchy type affects the system state xt of system
dynamic model by wt it is known as type II outlier.
xt = Ftxt−1+wt +ut (1.2)
In field of engineering these two type of outlier also called as additive outlier
and innovation outlier. The former one is also called as observation outlier.
As a result, unique observations will be erroneously very large, but note that
only one observation is affected, as the error does not enter the state of the
model[19]. An example for this can be seen in satellite navigation. The state of
the system is the dimensions of the satellite in space, whereas ground control
receives a possibly noisy signal about this state. If there is short defect in the
measurement device then it could cause AO. So the task of the estimator is to
down-weight the influence of large observations for the state estimation. for
this purpose robust Kalman filter are designed .IO outliers are carried to next
step through out the observation.The task of estimator is to detect the outlier &
adapt new condition as soon as possible. There is another type of outlier present
in the system model known as structural outlier, this outlier affects the zt and xt
of the observation and system model through wrong data in the matrices Ft and
Ht .
In linear regression there is two type of outlier is defined vertical outlier and
bad leverage point. These outlier may cause biased result or measurement fault
in the system. Vertical outlier is data whose projection is not outlying in the
model where majority of data falls and the bad leverage point is specifically a
data which is far from the projection. We can show that later one can cause
the severe effect in the maximum likelihood type estimator[9]. So we can treat
innovation and observation outlier as vertical outlier and structural outlier as
bad leverage point.
1.3 Literature Review
We now discuss classical and modern filtering technique used in continuous
and discrete model of the system to find the best estimation of the system at
4
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each time step. Two linear estimator namely kalman filter and Luenberger esti-
mator. The later one is use in the system model having deterministic noise[2].
In this method system stability maintain by correcting the system state by
amount proportional to prediction error . some times system model is unknown
in such cases we need to identify the system model and the prediction error may
be due to system modification or state estimation. If system model parameter
is known with additive system process and observation noise the most popular
technique attributed to R.E. kalman from early 1960s [14, 13].At each time step
t, the state vector xt ∈ℜn×1 represent the system dynamic via(1.1)and observa-
tion vector zt ∈ℜm×1 observation model via (1.2). In this equations et ∈ℜm×1
represents the observation noise, wt ∈ℜn×1 represents system process noise at
time t , ut ∈ℜn×1 represents input control matrix Ft ∈ℜm×m represents the state
transition matrix, and Ht ∈ ℜm×n represents the Observation matrix. Kalman
filter follows two assumption (I) a system follows the Markov process i.e. pro-
cess whose future behavior can be predicted accurately from current and future
behavior and does not depend completely on its past behavior its past behavior
and also involves random chance or probability. (II) the noise present in system
and observation are consider as zero mean white Gaussian noise.i.e.
wt ∼ N[0,Wt ] (1.3)
et ∼ N[0,Rt ] (1.4)
In the literature, many methods are given for a non-linear model with differ-
ent kind of noise having Non-Gaussian Noise distribution that affect the system
and observation process [18, 19].To handle non-Gaussian noise Bucy proposed
one nonlinear filter [2], If order of state variable will increase then this method
is computationally intensive and assume noise distribution is apriori.
To handle the different kind of outliers many methods are proposed namely
Doblinger’s adaptive Kalman method [13]. Durovic, Durgaprasad and Kovace-
vic [5] used M-estimator to remove outlier, but main problem in this approach
was when solving the nonlinear estimator it does not recapitulate at each time
step, assume that the all the prediction are accurate and remove the observa-
5
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tion outlier that deviate from mean as result of that when innovation and ob-
servation outlier concurrently occurs it gives unreliable result.Hence, a filter
is needed that suppress innovation and observation outlier simultaneously and
does not depend wholly on the observation or prediction.The covariance ma-
trix obtained by classical Kalman Filter is inaccurate in this method. The only
oddity in the method proposed by Durovic and Kovacevic [5] and huber[10] is
the covariance matrix of M-estimator.
The other method that used mostly for speech signal enhancement is mov-
ing median filter . But for this method to work the filter window should be
twice as long as falsify sequence.So filter submits deteriorated estimate when
outlier occurs simultaneously in several samples.Another method proposed to
detect outlier and suppress them by Mital A. Gandhi [1] can contain simultane-
ously occur outlier using generalized maximum likelihood estimator. If noise
is unknown but bounded then, H∞ filter is used that can robustify the modelling
error.
1.4 Research Objective
In literature, not much method is available to suppress and detect the innova-
tion, observation and structural outlier simultaneously. Effect of observation
outlier is, it affects the single observation and return to the normal path, inno-
vation outlier affect the set of data and carried out to the next stage so the es-
timation of state may be completely biased, So we must remove these outliers.
The method described in section 2.3 is not able to handle all outlier simulta-
neously and yield an inaccurate result.Outlier may defined as the data which is
far from data cloud. We don’t know the source that generate the outlier in the
system hence using maximum likelihood estimator optimal estimator can not
designed and can not be used because it is not robust to the structural outlier.
The objective of the research is to develop an estimator that should be robust
and can handle all the three types of outliers with positive breakdown point.
Breakdown point shows the most extreme part of exception (highly deviating
samples)that an estimator can deal without breaking down. The filter not only
6
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should be robust it also should be a good estimator in classical statistical terms
that identified by properties of consistency, unbiasedness, rate of convergence,
and efficiency. First, for a good estimator rate of convergence towards the
actual value should be fast.Second, it should follow the Fisher consistency i.e.
when number of measurement increases the estimator should converge towards
the correct value of the parameter to be estimated.Third, the estimator should
be unbiased, i.e. the actual value for any sample size its mean value should be
equal.Fourth, the variance of the estimates follow the Cramer-Rao bound. In
summary, we are interested in robust and highly efficient filter means it should
have positive breakdown point and continues to keep good performance for
Gaussian noise observation.
1.5 Application and Results
The Kalman Filter has a large number of application in science and technol-
ogy. one common application in spacecraft and aircraft for guidance, control
and navigation of vehicle. Also used in statistical signal processing for time
series analysis. In field of robotic motion & control kalman filter is main topic
,sometimes they also include trajectory optimization.
7
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Chapter 2
Analysis of Classical Kalman Filter &
other Filtering Technique
The KF suppress noise by considering a predefined model of system.Therefore
modelling of KF should be correct &meaningful. It should be define as follow:
1. Understand the situation : Take a look at the issue break it down to the
scientific fundamental.On the off chance if we will not do this it may lead
to unnecessary work[3].
2. Model the state process & measurement process : Start with the basic
modelling of state this model may not work correctly & effectively at
first but this can be refined later.Also analyze how we can measure the
process.The measurement space may not be same as state space.
3. Noise modelling : the assumption made at the time of development of
kalman filter is noise should Gaussian . so this should be done for both
the state & measurement process[14].
4. Understand the situation : Now test that filter is behaving correctly or
not ,if not then use synthetic data & also try to change noise parameter.
Kalman Filter can be visualize an estimator that takes noisy measurement se-
quence & produces three types of output based on the associated model[3].
• State estimator or Reconstructor : It process noisy measurement y(t) &
build state estimate x(t) .
9
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• Measurement filter : In this step it produces a filtered output measure-
ment sequence {yˆ(t|t)}by accepting noisy sequence in {y(t)} in input.
• Whitening filter : Produces white measurement {e(t)} or uncorrelated
sequence by processing noisy input sequence {y(t)} which is correlated .
This uncorrelated sequence is also known as innovation sequence.
2.1 Kalman Filter Algorithm
Kalman filter algorithm can be derived from the innovation point of view fol-
lowing the approach by Kailath[12, 3].State space model of a stochastic process
can be represent by equation:
xt = Ftxt−1+wt +ut (2.1)
where wt is assumed zero mean white Gaussian noise with covariance Rww and
xt & wt are uncorrelated. The measurement model is represented by equation :
zt = Htxt + vt (2.2)
where vt is a zero mean white Gaussian noise with covariance Rww and vt is
uncorrelated with xt and wt . Limiting the estimator to be linear[12],the MV
estimator for a batch of N data is represented by:
XˆMV = KMV Z = RxzR−1zz Z (2.3)
where XˆMV ∈ RNxN×1 ,Rxz and XˆMV ∈ RNxN×NzN ,Rzz ∈ RNzN×NxN ,and Z ∈ RNzN×1.
Representing this by set of N data sample:
XˆMV (N) = KMV (N)Z (N) = Rxz (N)R−1zz (N)Z (N) (2.4)
where Xˆ ′MV (N) = [xˆ′ (1) .........xˆ′ (N)]
′, Z (N) = [z′ (1) ............z′ (N)]′, xˆ ∈
RNx×1, and z ∈ RNz×1. For a “batch”solution of all state estimation prob-
lem we process all Nz-vector data {z(1) ........z(N)} in one batch. A recursive
solution to this problem in form of
Xˆnew = XˆMV +K Enew (2.5)
Transform the covariance matrix Rzz in block diagonal to achieve recursive
10
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Figure 2.1: Flowchart of Classical Kalman Filter
11
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solution
Rzz (N) =

E {z(1)z′(1)} . . . E {z(1)z′(1)}
. . .
. . .
. . .
E {z(N)z′(1)} . . . E {z(N)z′(N)}

Rzz (N) =

Rzz (1,1) . . Rzz (1,N)
. . .
. . .
Rzz (N,1) . . Rzz (N,N)

Block diagonal of Rzz (N) implies that off diagonal elements of matrices Rzz (i, j)=
0 for i , j,which implies that {zt} must be orthogonal (uncorrelated). so new
independent sequence of Nz vectors, say {et} , such that
E
{
ete′k
}
= 0 f or t , k (2.6)
Now innovation can be defined as
et := zt− zˆt|t−1 (2.7)
innovation sequence follows the orthogonality property that
cov[zT ,et ] = 0 f or T ≤ t−1 (2.8)
{et} is a time uncorrelated measurement vector so we have
Ree(N) =

Ree(1) 0
.
.
0 Ree(N)
 f or each Ree(i) ∈ RNz×Nz
If the measurement vector is correlated then through linear transformation
it can transformed into uncorrelated innovation vector[18],say S given by
Z(N) = Se(N) (2.9)
where S∈RNzN×NzN is nonsingular matrix and e := [e′ (1) ............e′ (N)]′, First
multiply Eq.(3.9) by its transpose and take expected value of solution obtained,
12
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we get
Rzz (N) = SRee(N)S′
Now taking inverse of above equation, we get
R−1zz (N) =
(
S′
)−1R−1ee (N)S−1
similarly we obtain
Rxz (N) = Rxe(N)S′
XˆMV (N)=KMV (N)Z (N)=Rxz (N)R−1zz (N)Z (N)= [Rxe(N)S
′][
(
S′
)−1R−1ee (N)S−1]Se(N)
or
XˆMV (N) = Rxe(N)R−1ee (N)e(N) (2.10)
we already know that et is orthogonal so it can be shown that Ree(N) is lower
block triangular
Rxe(N) =

Rxe(t, i), t > i
Rxe(t, i), t = i
0, t < i
substituting into Eq.(5.10) we get
XˆMV (N) =

Rxe (1,1) . . Rxe (1,N)
. . .
. . .
Rxe (N,1) . . Rxe (N,N)


R−1ee (1) . . 0
. . .
. . .
0 . . R−1ee (N)


e(1)
.
.
e(N)

(2.11)
For best estimate of xt given Zt Eq.(5.11) can be written as(where N=t)
xˆt|t =
t
∑
i=1
Rxe(t, i)R−1ee (i)e(i)
Extracting last (tth) term from above sum we get
xˆnew = xˆt|t =
t−1
∑
i=1
Rxe(t, i)R−1ee (i)e(i)︸                       ︷︷                       ︸
xˆold
+Rxe(t, t)R−1ee (t)e(t)︸                   ︷︷                   ︸
K
(2.12)
or
xˆnew = xˆt|t = xˆt|t−1+Ket (2.13)
minimum variance estimate of zt is same as minimum variance estimate of xt ;
13
Chapter 2. Analysis of Classical Kalman Filter & other Filtering Technique
given by
zˆt|t−1 = Ht xˆt|t−1 (2.14)
so innovation can be solved using equations (5.2) and (5.14) as
et = zt−Ht xˆt|t−1 = Ht
[
xt− xˆt|t−1
]
+ vt
properties of innovation sequence summarize as follows:
1.innovation sequenceet is white & Gaussian under the Gauss-Markov assump-
tion with distribution N(0,Ree(t)).
2.innovation sequence et is zero mean.
3.innovation sequence et is uncorrelated in time and with input ut−1.
4.Innovation sequence et and measurement zt are equivalent under LIT.
et = Ht x˜t|t−1+ vt (2.15)
x˜t|t−1 = xt − xˆt|t−1 is prediction stae estimation error . using above equation
innovation covariance is given as
Ree(t) = HtP˜t|t−1H ′t +Rvv(t) (2.16)
here v and x˜ is uncorrelated. The gain matrix is given as
K = Rxe(t)R−1ee (t) = P˜t|t−1H
′
tR−1ee (t) (2.17)
The predicted error covariance P˜t|t−1 = cov(x˜t|t−1) is
P˜t|t−1 =Ft−1E{x˜t−1|t−1x˜′t−1|t−1}F ′t−1+E{wt−1x˜′t−1|t−1}F ′t−1+Ft−1E{x˜t−1|t−1w′t−1}+E{wt−1w′t−1}
(2.18)
w and x˜ are uncorrelated so we get
P˜t|t−1 = Ft−1P˜t−1|t−1F ′t−1+Rww
The corrected error covariance P˜t|t calculated using corrected state estimation
error and corresponding state estimate of Eq.(3.13)
x˜t|t := xt− xˆt|t = xt− xˆt|t−1−Ket
or
x˜t|t = x˜t|t−1−Ket (2.19)
14
Chapter 2. Analysis of Classical Kalman Filter & other Filtering Technique
From above we calculate the error covariance as
P˜t|t = [I−KHt ]P˜t|t−1− P˜t|t−1H ′tK′+ P˜t|t−1H ′tR−1ee (t)Ree(t)K′ (2.20)
solving the Eq.(3.17) and (3.20) we get corrected error covariance as
P˜t|t = [I−KHt ]P˜t|t−1 (2.21)
Some of the important characteristics of Kalman filter is discussed here[3].It
is MAP estimator,an unbiased and recursive Bayesian.The filter estimate is an
ML-estimate When noise is Gaussian, and the MSE is the minimum criterion.
Even if an assumption of Gaussian noise does not satisfythe condition filter
is best MV estimation filter,i.e. for all class of linear filters it minimizes the
variance of estimation error. Due to its recursive and linear behaviour KF is
computationally fast. The a priori error covariance can be calculated offline
that does not depend on the actual error. But Kalman filter has some of the
Non negligible drawbacks[9].First, if covariance matrix’s estimation is not ac-
curate, the optimal performance can not be achieved. Also, if noise process
follows Non-Gaussian distribution or system model parameter have structural
outlier then also optimal performance can not be achieved. second, the filter
completely trust on the observations and predictions if the solution is not iterat-
ing, Due to this the filter is biased even if the single outlier is present because of
this outlier any deviations or errors from the assumption can not be seized.If er-
ror is unmodeled then filter can be make robust by increasing noise covariance
matrix wt which increase the Kalman gain matrix K through the P˜t|t−1 .
2.2 Application of Classical Kalman Filter in RC tuning cir-
cuit
In this example we measure the voltage of an RC circuit using a voltmeter,having
high impedance[3]. This measurement is contaminated with random noise that
can be modeled by
where
Vout = calculated voltage
K = instrument amplification factor
15
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Figure 2.2: RC circuit model
V = true voltage
η = random noise with zero mean with noise variance of Rηη
Solving the above circuit by applying Kirchhoff’s current law at the node we
get,
I−Vin
R
−CdVin
dt
= 0
where initial voltage is given by V0 and R is resistance, C is capacitance. For a
voltmeter gain K measurement equation given by:
Vout = KVin
taking first difference of above equation :
C
Vin(t)−Vin(t−1)
∆T
=−Vin(t−1)
R
+ I(t−1)
or
Vin(t) =
(
1− ∆T
RC
)
Vin(t−1)+ ∆T
C
I(t−1)
for above circuit consider R = 3KΩ and C = 1000µF , V0 = 2.5V , ∆T = 100ms
, K = 2 .Now transform physical model into state space model by considering
16
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Figure 2.3: Result Tuning of RC circuit
x =Vout and u = I we get the equation:
x(t) = 0.97x(t−1)+η(t−1)+100u(t−1)
y(t) = 2x(t)+ v(t)
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Chapter 3
Robust Estimation
3.1 Properties of estimators
The properties of estimator is discussed from classical and robust point of view
for estimation of scale, location and scatter[19]. Let X = {x1,x2, ...........xn} is
a set of n i.i.d random data , which satisfy the univariate model x = z+ e.
3.1.1 scale estimators
scale estimators provide estimate of span around the location of sample. Some
location free estimators are also available. Standard deviation is measure of
scale , SD is square root of of the variance σ2 & denoted by σ .
σ2 = E
[
(x−µ)2]= +∞∫
−∞
(x−µ)2 f (x)dx (3.1)
the variance in discrete case is given by
σ2 =
m
∑
i=1
(xi−µ)2 p(xi) (3.2)
then MLE of σ2 is given by
σˆ2 =
1
n
n
∑
i=1
(xi−µ)2 (3.3)
But estimator is biased for n i.i.d samples ,to make it unbiased replace n in
equ. (5.3) by 1/(n-1). For some distribution e.g. Cauchy distribution S.D. does
not exist.For univariate sample of quantitative data median absolute deviation
(MAD) is a robust measure of the variability and defined as
MAD = 1.4826k med
i
∣∣∣∣xi−medj (x j)
∣∣∣∣ (3.4)
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Where k is correction factor and given by
k =
m
m−8 (3.5)
Because of this estimation is unbiased and satisfy the criteria of Fisher consistency[7].
3.1.2 location estimators
Estimation of location can be done by the sample mean parameter. A LSE
which is maximum likelihood under Gaussian distribution and minimizes the
loss function
ξ (x) =
m
∑
i=1
e2i =
m
∑
i=1
(xi− z)2 (3.6)
It estimate the expected value of random process, also known as mean , defined
as measure of the central tendency either of a probability distribution.
µ = E [x] =
+∞∫
−∞
x f (x)dx (3.7)
Expected value of mean for discrete case is given as
µ = E [x] =
n
∑
i=1
xi p(xi) (3.8)
and sample mean i.e. estimaed value of mean is given by
µˆ =
1
n
n
∑
i=1
xi (3.9)
If single outlier occur in the sample data then sample mean estimator lead to
biased estimate which cause the breakdown point zero[19]. discussed in previ-
ous chapter breakdown point is measure of maximum number of outlier that an
estimator can handle effectively.Median is another estimator used to measure
location and its center of probability is defined as
med∫
−∞
f (x)dx =
+∞∫
med
f (x)dx =
1
2
(3.10)
For an ordered sequence of data sample median is defined as middle value.
For this sort data in increasing or decreasing order then find the value that is
halfway through this ordered sequence. If number of data is odd then median
will be middle value.Let υ = [m/2]+1 where [.] represents integer part.Further
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sample median given by
xˆmed =
{
xυ , f or n odd
(xυ−1+ xυ)/2, f or n even
(3.11)
3.1.3 scatter estimator
For multi-dimension i.e. multivariate data , the scatter of sample is measured
on the basis of correlation information obtained from covariance matrix [5].
As example , an n× n covariance matrix of a vector x with zero mean for n
observation of length n×1 is given by
R =
1
n
n
∑
i=1
xixTi (3.12)
For one dimensional case sample mean and sample variance is used, in the
presence of outlier it is liable to breakdown point.
3.2 Outliers, Leverage & Influential points in regression
• Outlier: An observation point that does not follow the distribution & dis-
tant from other observations. It may indicate experimental error or may be
due to variability in the measurement; the former are sometimes excluded
from the data set[15].
• Influential point: They are outliers, i.e. graphically they are far from the
pattern described by the other points, that means that the relationship be-
tween x and y is different for that point than for the other points. Ob-
servations with very low or very high value of x are in positions of high
leverage .
• Leverage points: are those observations, if any, having lack of neighbor-
ing observations that the fitted regression model will pass close to that
particular observation. Outliers that are not in a high leverage points or
high leverage position that are not outliers and do not tend to be influential
called leverage point.
par Effect of this outlier shown in least square estimator.
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Figure 3.1: Effect of outlier & bad leverage point in linear regression
3.3 Properties of Robust estimator
To work in signal processing need to understand some concept of robust statis-
tics, which we return to in this segment’
3.3.1 Quantitative robustness
In an estimator, quantitative robustness is characterized by BP. The breakdown
point defined as maximum number of highly deviating observation that can be
handled by an estimator. It can take value in the range 0-50% . Larger quanti-
tative robustness achieved when breakdown point is high. For a sample mean
breakdown point is zero that means a single outlier may degrade estimator per-
formance completely[19]. But in case of sample median BP is 50% . after 50%
it is hard to discriminate between the contamination and normal distribution.
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3.3.2 Qualitative robustness
: It is characterized by influence function. In case of extremely small contam-
ination bias effect at an arbitrary point is described by IF. The asymptotic IF
is defined ,when limit exist, for an estimator θˆand nominal distribution Hθ by
first derivative of its functional version as
IF
(
x; θˆ ,Hθ
)
= lim
ε→0
θˆ∞ (H)− θˆ∞(Fθ )
∈ =
[
∂ θˆ∞ (H)
∂ ∈
]
ε→0
(3.13)
when data is distributed then θˆ∞ (H) and θˆ∞(Fθ ) are asymptotic value of esti-
mator. Influence function satisfies the properties such as continuity and bound-
ness. Former one ensures that the small change in data causes the little change
in estimate.Whereas boundness make certain that the small fraction of outlier
or contamination has slight effect on the guess. A filter is said qualitatively
robust only when both properties satisfied.
3.4 Maximum Likelihood estimation
maximum likelihood estimator is often abbreviate by MLE. MLE is very im-
portant technique for estimating a parameter of distribution & sometimes may
be it is simplest technique and often it gives most natural estimate.
setup : given data D = {x1,x2, ........xn} x :← ℜd assume a set of distribution
{Pθ ,θ ←Φ} on ℜd assume D is a sample from {x1,x2, ........xn} is distributed
according to one of Pθ is i.i.d for some (θ ∈Φ) .
Goal: the goal of the estimator is to choose or estimate the true value of θ .
Definition:θMLE is a maxium likelihood estimate for θ is
θMLE = argmax
θ∈Φ
P(D|θ)
Presicely it can be written as
P(D|θMLE) = max
θ∈Φ
P(D|θ)
where we can write probability in another way as
Pθ (x) = P(x|θ)
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here,
P(D|θ) = P(x1,x2, ........xn|θ)
n
∏
i=1
P(xi|θ) =
n
∏
i=1
P(Xi = xi|θ)
Remark:
1. An MLE might not be unique.
2. MLE may fail to exist , there might not be a θ that achieves
P(D|θMLE) = max
θ∈Φ
P(D|θ)
Pros:
1.Easy to compute.
2.Often interpretable.
3.Having nice asymptotic property:
a) Consistent − as number of sample goes to ∞ or number of point increases it
converges to true value of θ with high probability.
b) Efficient− It is the best possible estimate of true data having lowest variance
i.e. low error.
c) Invariant under reparameterization− it means that if for any function g(θMLE)
is a MLE for g(θ) then if we square θ and want MLE of square then only need
to square MLE of θMLE .
d) Normal − If N (number of sample ) is very large then distribution looks like
normal.
cons:
a) It is point estimation so no representation of uncertainities . Ideally it is not
representative for spikes or impulsive noise in the likelihood function. b)wrong
objective − It might maximize wrong objective disregarding loss function.
c)Existence & uniqueness is not gauranteed.
Properties of MLE:
Unbiasedness:It tells about expectation of an estimator is true value of sample.
Consistency: If number of sample increases then the value which estimated
should tend to true value.
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Figure 3.2: M-estimator property unbiased and consistence
3.5 Types of Robust estimator
if the data is deviated from the distributional assumption then we need robust
statistic to suppress the outlier. In literature 3 type of Robust estimator is men-
tioned:
1.M-estimator
2.R-estimator
3.L-estimator In this work we mainly concentrate on M-estimator.It can resist
outlier without preprocessing data.So this estimator is desribed in this work.
3.5.1 M estimator
In statistics, M-estimators are widely used estimator obtained as the minima
of sums of functions of the data.One such example of m-estimator is Least-
squares estimators.Based on the robust statistic different type of M-estimators
are developed. The measurable technique of assessing an M-estimator on an
information set is called M-estimation.In an M-estimator zero of an estimat-
ing function evaluated.Most of estimating function is obtained by derivatizing
an additional statistical function: For example, an MLE is often achieved by
derivatizing the likelihood function and find zero with respect to some parame-
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Figure 3.3: M-estimator property biased and consistence
ter.thus, an MLE is often a critical point of the score function.In single channel
context this type of estimator is easily accessible & witout preprocessing data
it can resist outliers.
M-estimator fits in withclass of maximum likelihood estimator. M-Estimatior
minimizes thefollowing function:
m
∑
i=1
ξ (ei) (3.14)
where ξ is some function that satisfy following properties:
• ξ (e)≥ 0 for all e and has minimum at 0.
• ξ (e) = ξ (−e) for all e.
• As e increases value of ξ (e) also increases but its value does not get very
large .
From the above properties some example of M-estimator is descibed here:
1. Huber’s estimator
2. Bisquare weight estimator
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3.5.1.1 Huber Estimator
Huber lossis aloss function thatused in robust estimation. Squared error loss
function is very sensitive to outlier, instead of this huber loss function is used
that is less sensitive to outlier.The Huber loss function report the error sustained
by anestimation approach. THe loss function defined piecewise as
ξδ (e) =
{
1
2e
2 f or |e| ≤ δ
δ
(|e|− 12δ) , otherwise (3.15)
For small value of e this function is quadratic & for large values it is linear.The
slope of two sections are equal at two points where |e|= δ
3.5.1.2 Bi-square estimator
Bisquare estimator is alternative weighting scheme that weight the error (resid-
ual). From the unweighted fit we calculate residual & then apply weight func-
tion given below:
ξδ (e) =
 δ
2
6
{
1−
[
1− ( eδ )2]} f or |e| ≤ δ
δ 2
6 f or |e|> δ
(3.16)
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Chapter 4
Evolution of GM-Kalman Filter
In this chapter, we discuss how to suppress outlier from the sample.Then we
look for a compromise between the two statistical properties for robustness
namely breakdown point and statistical efficiency. After that, we develop GM
Kalman filter. We use batch mode regression in this filter to get desired redun-
dancy.If an outlier is present in that sample, then a new pre-whitening method is
used to decorrelate the data.In next step, we solve this by using GM-estimator
for state estimation.
4.1 Outlier,Breakdown Point and Statistical Efficiency
There are some methods available in the literature that detect & discard the
outlier. It is very easy & add no more complexity in estimation. But in some
cases rejecting the erroneous data is not a suitable option it may lead to per-
formance degradation of the estimator. So one alternative for such problem is
down-weighting the outlier instead of deleting them.By the above method, sta-
tistical efficiency can maintained at some level especially for the outlier that is
afar from the outlier detection threshold.
The breakdown point defined as maximum number of outlier that an esti-
mator can handle. So if one can want to achieve high breakdown point for
an estimator that they need to compromise with statistical efficiency, which is
defined by Fisher. As already discussed that sample mean estimator has zero
breakdown point , but if distribution is Gaussian then it is 100 % efficient,
Later on sample median achieve highest breakdown point but its efficiency de-
creased, which is experimentally shown by Fisher efficiency it became 64 % for
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Gaussian distribution. To properly address trade-off we consider huber func-
tion that has positive breakdown point of 35%.If we add some redundant data
from the large data set, it will further increase the breakdown point.Projection
statistic used to find the bad leverage point & down weight those points. From
above discussion, it is clear that GM-KF will produce more accurate estimate
in presence of outlier with good statistical efficiency.
4.2 Necessity of Redundancy in GM-KF
In GM-KF redundancy obtained by taking Batch-mode regression which gives
positive breakdown point. An estimator’s Breakdown point under common
belief is represented by
ε∗max = [(m−n)/2]/m (4.1)
where m is number of observation & n is number of state variables. In classical
Kalman filter at each time step k , it collects n prediction i.e. one for each state
variable and 1 observation so total m=n+1 observation available. so maximum
Breakdown point is specified by
ε∗max = [(n+1−n)/2]/m (4.2)
= [1/2]/m
= 0/m = 0,
i.e. zero Breakdown .To get positive breakdown point & make robust to out-
lier we consider two redundant measurement which gives total observation
m=n+3.For this maximum Breakdown point denoted as
ε∗max = [(n+3−n)/2]/m (4.3)
= [3/2]/m
= 2/m,
shows that estimator can now handle up to two outlier.so from above discussion
it is clear that for every 2 observation estimator can handle one more outlier.
Thus m/2 outlier can handled by adding mr = m−1 redundant observation.
For example, to handle 4 outlier simultaneously i.e. m/2 = 4 , total number
of observation required by estimator is m=8 and additional measurement mr
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=7. Maximum breakdown point for this redundancy is
ε∗max = [(n+8−n)/2]/m (4.4)
= [8/2]/m
= 4/m,
This type of observation redundancy can be achieved by batch-mode linear
regression.
4.3 GM-KF with redundancy & prewhitening :
Discrete dynamic model of Observation & state space equation combine to
achieve Batch mode regression. Observation equation is given by,
zk = Hxk+ ek, (4.5)
prediction equation of state is represented as
xˆk|k−1 = xk+δk−1, (4.6)
where δk−1 is error between measured state & true state.
Batch-mode equation by combining Equ.(4.5) & (4.6),[
zk
xˆk|k−1
]
=
[
Hk
I
]
xk+
[
ek
δk−1
]
(4.7)
where I represent the identity matrix.Equation () can be represented as,
z˜ = H˜xk+ e˜k (4.8)
where, Observation matrix
z˜ = H˜xk+ e˜k (4.9)
and
error matrix
e˜k =
[
ek
δk−1
]
(4.10)
The covariance matrix R˜k of this error matrix is given by
e˜k =
[
ek
δk−1
]
(4.11)
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where Rk is noise covariance of ekand error covariance matrix after prediction
P˜k|k−1 is represented by,
P˜k|k−1 = FkP˜k−1|k−1FTk +Wk (4.12)
But wee must careful that it should satisfy the filter assumption . so decorrelate
the data by pre-whitening before solving by state estimation.
different type of pre-whitening methods are available in literature ,Before
pre-whitening we must find the exact position of outlier & handle them. Be-
cause if outlier will present in the sample then it may cause negative effect. For
linear regression model effect of classical pre-whitening in the outlier discu-
used here,
z = Hx+ e (4.13)
where,
H =

h11 . . . h1n
. .
. .
. .
. .
hm1 . . . hmn

=

hT1
hTm

(4.14)
& each hi is defined as point of N dimensional vector which follows the Normal
distribution ∼ N(h¯,R) . For this vector unbiased covariance matrix is given as
Rˆ =
1
m−1
m
∑
i=1
(
hi− h¯
)(
hi− h¯
)T (4.15)
where sample mean is given by
h¯ =
1
m
m
∑
i=1
hi (4.16)
For ideal decorrelated data covariance matrix is given by,
RIDEAL =
[
1 0
0 1
]
(4.17)
But data available is not perfectly deccorelated , let us consider a data set of
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Figure 4.1: For correlated gaussian data without outlier 97.5% confidence ellipse
Figure 4.2: For prewhitened gaussian data without outlier 97.5% confidence ellipse
vector m=100 , n=2 .
h1, ......,h100 =
[
0.218 .753 2.69 . . . . −2.13 −1.02 1.7878
−1.407 −.7399 .1715 . . . . −4.79 0.334 .8797
]
The associated covariance matrix
R =
[
102.488 1.4876
1.4876 100.730
]
(4.18)
For this 97.5% confidence ellipse is with some correlation is shown in fig.
decorrelated data can be found by applying classical prewhitening method in
the correlated data. Equation for classical prewhitening is given by:
hwhi = R−1
(
hi− h¯
)
(4.19)
where hwhi is decorrelated data. for this associated covariance matrix is given
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Figure 4.3: For correlated gaussian data with outlier 97.5% confidence ellipse
as
R =
[
.0098 −.0002
−.0002 .0096
]
(4.20)
This method performs well if outlier is absent in samples as shown in fig . If
we place 15 outlier in same sample (i.e. 5%) . This oulier may be introduce in
data from faulty observation or hardware; covariance matrix for above data is
given as 97.5% confidence ellipse for data having outlier,is shown in fig . so we
do not require this type of erroneous data, with the help of covariance matrix ,
we can do prewhitening of data & for that covariance matrix is given by:
R =
[
.0113 −.0001
−.0001 .0109
]
(4.21)
97.5 % confidence ellipse after prewhitening of outlier presented data is
shown in fig . It is clear from fig if outlier present in data then classical whiten-
ing might not be suitable to decorrelate the data. For this we need to remove
the outlier from sample data.
4.4 Projection Statistic
The projection statistic can be represented as
PSi = max‖u‖=1
∣∣∣∣hTi u−medj (hTj u)
∣∣∣∣
1.4826med
i
∣∣∣∣hTi u−medj (hTj u)
∣∣∣∣ (4.22)
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Figure 4.4: for prewhitened gaussian data with outlier97.5% confidence ellipse
It is not practically possible to take projection in every direction . so In this we
consider that point only whose vector u generate coordinate wise median and
pass through one of data points hi.
1. These are procedure for the projection statistic algorithm to detect the
position of outlier:
(a) Calculate coordinate-wise median of vector h j where j=1,2,.....m
m =
{
med
(
h j1
)
,med
(
h j1
)
....,med (h jn)
}
(4.23)
(b) calculate normlized direction
u j =
h j−m∥∥h j−m∥∥ f or j = 1,2, ....,m (4.24)
(c) For each direction vector u j
(I) In these direction vector project data vectors h,represented as
z1 j = hT1 u j;z2 j = h
T
2 u j; .......;zm j = h
T
mu j; (4.25)
(II) For each direction j find median zmed, j =
{
z1 j,z2 j, .......,zm j
}
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(d) Median absolute deviation (MAD) is given by
MAD = 1.4826med
i
∣∣zi j− zmed, j∣∣ (4.26)
(e) Standardized projection is given as,
Pi j =
∣∣zi j− zmed, j∣∣
MAD
f or i = 1,2, ....,m (4.27)
(f) Repeat the step (3) and calculate standardized projection as:
{Pi1,Pi2,Pi3, ...........,Pim} f or i = 1,2, ....,m (4.28)
(g) Finally Calculate the projection statistics as
PSi = max{Pi1,Pi2,Pi3, ...........,Pim} f or i = 1,2, ....,m (4.29)
2. Calculate the weight function wi to downweight the outlier, those are
found using projection statistics, by
wi = min
(
1,
d2
PSi2
)
(4.30)
3. Calculate covariance R˜k as
R˜k =
[
Rk 0
0 P˜k|k−1
]
(4.31)
In KF this can be calculated byWk & Rk.
4. By cholesky decomposition find Ck such that
R˜k =CkCTk
This can also be done by square root method,given as
R˜k =
√
R˜k
√
R˜k
5. Multiply the linear regression model z˜ = H˜xk + e˜k by Ck−1 or
(√
R˜k
)−1
given as, (
C−1k
)
z˜k =
(
C−1k
)
H˜kxk+
(
C−1k
)
e˜k (4.32)
6. After solving Equ. it provide the equation in following form
yk = Akxk+ηk (4.33)
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4.5 Robust Filtering based on GM-estimation
To solve the linear regression equation
yk = Akxk+ηk
An M-estimator minimizes the objective function given below
ξ (x) =
m
∑
i=1
ρ
(ri
s
)
(4.34)
where ρ(.) is a nonlinear function, s is robust scale estimate while ri is residual.
One popular class of M-estimator is Huber estimator given by
ρ
(ri
s
)
=
{
1
2
∣∣ri
s
∣∣2 f or ∣∣ris ∣∣< δ
δ
∣∣ri
s
∣∣− δ 22 , elsewhere (4.35)
where δ = 1.5 for good statistical efficiency. The residual vector for ith element
is represented by
ri = yi−aTi xˆ (4.36)
Robust scale estimator s is defined as
s = MAD = 1.4826mediani |ri| (4.37)
Taking partial derivative & equating with zero we get the solution of objective
function as
∂ξ (x)
∂x
=
m
∑
i=1
1
s
∂ρ
(ri
s
)
∂
(ri
s
) (∂ ri
∂x
)T
= 0 (4.38)
=
m
∑
i=1
−ai
s
∂ρ
(ri
s
)
∂
(ri
s
) = 0 (4.39)
score fuction φ
(ri
s
)
is used in above equation and by solving the equation with
differentiability property we get
m
∑
i=1
ai
s
φ
(ri
s
)
= 0 (4.40)
For huber function, score function φ
(ri
s
)
is given by
φ
(ri
s
)
=
{ (ri
s
)
, f or
∣∣ri
s
∣∣< δ
δ × sign (ris ) , elsewhere (4.41)
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Figure 4.5: Flow chart of working of GM-KF Algorithm
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Solve the equation () by iteratively Re-weighted Least Squares (IRLS) algo-
rithm as follows:
m
∑
i=1
(ai
s
)(yi−aTi xˆ
s
)
q
(ri
s
)
= 0 (4.42)
where
q
(ri
s
)
=
φ
(ri
s
)(ri
s
) (4.43)
Writing above equation in matrix form, we get
AT Q(y−Axˆ) = 0 (4.44)
AT Qy−AT QAxˆ = 0 (4.45)
where
Q = diag
{
q
(ri
s
)}
(4.46)
Final of M-kalman filter for linear regression equation is given by
xˆl+1k|k =
(
AT Q(l)A
)−1
AT Q(l)yk (4.47)
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Chapter 5
Simulation Results
5.1 Vehicle tracking Controller
The main advantage of GM-KF is its ability to reject outliers. First consider a
model for GPS-based vehicle controller with transition and observation matri-
ces:
F =

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1
 (5.1)
H
=
1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1

T
(5.2)
Assumption for given model are as follows; sampling rate=5Hz that gives sam-
pling period of 0.2 sec. Gaussian noise with observation covariance matrix R
and system noise covarince W is given by
R =

.01 0 0 0
0 .01 0 0
0 0 .01 0
0 0 0 .01
 and W =

.01 0 0 0
0 .02 0 0
0 0 .03 0
0 0 0 .04

from above it is clear that m=8 and n=4.To check whether this filter is robust or
not place one outliers with value of -40 at second element of z at t=40sec,when
position of vehicle is x1=84 and x2=-40.As it can observe in the figure that GM-
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Figure 5.1: GPS based vehicle tracking in the presence of outlier
KF withstand in the presence of observation outliers. the weight matrix Q of the
GM-estimation is used to increase the performance of estimator.By combining
observation and multiple prediction measurement we can define robust weight
superior ε∗ =
(m
n >> 1
)
5.2 Aircraft Tracking Model
For an aircraft in a circular maneuvering exercise consider a tracking problem
using GPS data.The state transition matrix F for the given model is
F =

1 0 1 0
0 1 0 1
0 0 1 0.1
0 0 −0.9 1
 (5.3)
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and observation matrix H for this model is defined as
H
=
1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1

T
(5.4)
For this model, the maximum number of outliers that any equivalent estimator
Figure 5.2: performance comparision of KF & GM-KF if no outlier present
can handle is [(m + n) n)/2] = [m/2] = 8/2 = 4, yielding a maximum breakdown
point of ε∗= 4/12 = 0.33.Through different simulation by adding innovation ,
observation and structural outlier for a given time period introduced simultane-
ously ans for several time step successively. Through this simulation we found
that GM-KF can suppress 3 simultaneous outlier but not 4 which gives break-
down point of ε∗ =3/12 = 0.25, that is little less than maximum breakdown
point. Now consider a case where observation covariance matrix R & system
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noise covariance W is given by,
R =

.01 0 0 0
0 .01 0 0
0 0 .01 0
0 0 0 .01
 and W =

.01 0 0 0
0 .01 0 0
0 0 .01 0
0 0 0 .01

In this model total 3 outlier occurs at t=20s to t=23s i.e. one innovation outlier
at first element of predicted vector[
xˆ120|21, xˆ
1
21|22, xˆ
1
21|22
]
= [−32.6,−38.3,−45.1]
is replaced by [
xˆ120|21, xˆ
1
21|22, xˆ
1
21|22
]
= [−402.6,−5.3,−1.1]
and two observation
Figure 5.3: performance comparison of KF & GM-KF if outlier present[
z120,z
1
21,z
1
22,z
1
23
z220,z
2
21,z
2
22,z
2
23
]
=
[
−5.7,8.3,−12.3,−17.8
−32.1,−37.9,−42.1,−49.3
]
are replace by[
z120,z
1
21,z
1
22,z
1
23
z220,z
2
21,z
2
22,z
2
23
]
=
[
−11.7,−18.3,−22.1,−27.8
−41.1,−26.9,−22.1,−62.3
]
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From figure(5.3) it is clear that GM-KF can suppress all 3 types of outlier, so it
can provide true state even in the presence of outliers.
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Chapter 6
Devlopment & application of GM-EKF
If noise is Gaussian then classical kalman filter is optimal estimator but for
non Gaussian we develop a new type of estimator,GM-KF which is robust to
different type of outlier . Now this filter can also be used for Non-linear sys-
tem with additive Gaussian noise known as Extended Kalman Filter. In this
chapter a new GM-EKF is proposed which is robust to different type outliers
in nonlinear system with multiple equilibrium point[8].
6.1 System with multiple equilibrium point
Nonlinear system having multiple equilibrium point studied in this chapter.
This type systems have small fluctuations for some time around one equilib-
rium point and it will shift suddenly to another equilibrium point.In solid me-
chanics example of this type of system is Buckling of elastic beam . If there
is no outside pressure then system will rest in its original position[17, 16]. If
any outside compression force will be applied then the beam will deform ac-
cording to Hooke’s, this effect can be seen as fluctuations . If the compression
force is large then the linear theory fails and buckling effect occurs . Because
of this fluctuation around equilibrium point will increase and cause system to
shift from one equilibrium point to another.
Again for this model we assume noise with Gaussian PDF , But if noise is
Non-Gaussian including innovation & observation outliers. This type of noise
may lead to faulty estimation, so we need a robust estimator that perform well
in the presence of outliers and should be able to provide reliable estimate over
time. The KF is designed for linear system so it is not able to track effectively
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in non linear sytem and also not robust to outliers[19].
6.2 Extended Kalman Filter
for state estimation in nonlinear systems one popular method is the extended
Kalman filter. EKF assume non linear model in the prediction stage. Lineariza-
tion and discretization of this nonlinear model are performed around previous
stage to get discrete, linear equations. from the classical KF recursion we can
derive EKF equation . It gives good result under the assumption while in the
presence of outliers its performance is poor[6, 8].
This poor performance of EKF is because of
• It develop under the weak noise assumption, it does not track system sat-
isfactory in the presence of the Gaussian noise, even it diverge in the pres-
ence of outliers.
• It strongly depend on accurate observation to track transition causes by
system process noise.
• It strongly depend on observation so it may undergo the transition by ig-
noring correct prediction.
• If system process noise is comparatively smaller than the observation
noise, then EKF miss a system transition by ignoring good observation
while incorrectly relying in prediction.
To overcome all weak performance cause of EKF we use a new method that
reliably track the state of nonlinear dynamic system.To design EKF we follow
3 step similar to GM-KF which include (I) By creating a redundant observation
vector,(II) robust prewhitening of observatoin,(III) estimating the state vector
robustly.consider an example to track climate transition quickly and reliably
i.e. Langevin Model[8].
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6.2.1 Review of Extended KF
The state equation of system dynamic is given by
x˙t = f (xt)+wt +ut (6.1)
yt = h(xt)+ et (6.2)
where f (xt) & h(xt) is continuously differentiable with respect to xt . Noise co-
variance is denoted by Wt & Rt . For nonlinear equation Taylor series expansion
is given by
f (xt) = f (x∗t )+Ax (x
∗
t )δxt (6.3)
where Ax is Jacobian matrix given as,
Ax =
∂ f (xt)
∂xt
∣∣∣∣
xt=x∗t
(6.4)
δxt is given by
δxt = xt− x∗t (6.5)
from equation (6.1) & (6.3) we will get state equation in form of
δ x˙t = Ax (x∗t )δxt +wt +ut (6.6)
similarly equation (6.2) represented as
δ zt = Hx (x∗t )δxt + et (6.7)
where Hx is Jacobian matrix given as,
Hx =
∂h(xt)
∂xt
∣∣∣∣
xt=x˙∗t
(6.8)
This nonlinear model cab be discretized and represented as
xk+1 = Adxk+wk+Bduk
yk = Hdxk+ ek
(6.9)
where
Ad = eAxTs
Hd = Hx
For this recursion can be written as
xˆk|k−1 = Ad xˆk−1|k−1+
tk∫
tk−1
f
(
xˆk−1|k−1
)
dt+Bduk (6.10)
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Figure 6.1: 3 equilibrium point of Potential function G(x)
P˜k|k−1 = AdP˜k−1|k−1ATd +Wk (6.11)
Kk = P˜k|k−1HTd
[
HdP˜k|k−1HTd +Rk
]−1
(6.12)
xˆk|k = xˆk|k−1+Kk
[
yk−h
(
xˆk|k−1
)]
(6.13)
P˜k|k = P˜k|k−1−KkHdP˜k|k−1 (6.14)
6.3 The Langevin Model
A nonlinear system with multiple equilibrium point is represented by equation
x˙t = f (xt) =−4xt(x2t −1), (6.15)
The negative gradient of above equation is expressed as,
G(xt) = x4t −2x2t (6.16)
the dynamic equation can be written as in presence of noise,
x˙t = 4xt−4x3t +ηt (6.17)
The potential function given by (6.16) is shown in figure (6.1) while the equa-
tion (6.15) of f(x) is represented in figure (6.2). If there is no external force
or noise then this system has three equilibrium point at x=0,x=1 & x=-1. The
first one is unstable while the later two is stable equilibrium point[17]. Un-
der normal condition it will fluctuate around one of this equilibrium point if
no external force applied. If any external force with large enough magnitude is
applied then it will shift from one equilibrium point to another, called transition
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Figure 6.2: 3 equilibrium point of system dynamic equation f (x) =−G′(x)
in the system.
The function G(xt) given in equation (6.16) will consider as climate poten-
tial where xt represent the erth’s saverage surface temperature at time t. In the
figure one equilibrium point represent climate state and the otherone represent
ice ages[16, 6].
6.4 Appliaction of Extended kalman filter in Langevin Model
In langevin equation we now apply EkF and evaluate the performance how well
it tracks the transition.Under some condition it performs well and fails to track
in some condition.
Case 1: Statistical Efficiency
we evaluate the performance of filter under Gaussian distribution and find
how well it estimate under normal assumption.As expected the filter per-
form well under the Gaussian noise distribution which can be shown in
bottom of figure with low MSE[6].The noise assumption made for this
case is observation noise σ2y = 0.01 and system process noise σ2x = 0.01
Case 2: Effect of Noise variance in system transition
Here we see that how well EKF track transition of system from one equi-
librium point to another. For this simulation observation noise σ2y = 0.01
and system process noise σ2x = 0.001 sampling period =0.25sec and cor-
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Figure 6.3: Case 1 - For double well system performance of EKF.
responding frequency 4 Hz. fig6.5 shows that for new prediction step
sample available at 0.25sec with corresponding sampling frequency of 4
hz. It tracks the transition with delay of 1 sec.If the observations are ac-
curate enough to make this filter gain greater than 0.50, then the filter is
expected to correctly track the system transition[6].
If observation noise is sufficiently larger then system process noise, then
it may cause the filter gain just not large enough for a long period and
causing the filter too confident about the prediction and provide inaccurate
state . Because of this filter can not track the state after 160 observation
i.e. 40 sec as shown in figure(6.6).
case 3: Transition from one equilibrium point to another
in figure (6.7) it has shown that transition of state from equilibrium point
+1 to -1 and back again within 6 samples. if σ2y = 0.04 & σ2x = 0.01 then
it can track the transition after 5 sample i.e. after delay of 20 sec. If
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Figure 6.4: Case 2 - The EKF tracks state estimation transition with a delay of 1 seconds for
observation frequency 4Hz
Figure 6.5: The EKF not able to track transition even after 40 seconds when σ2y = 0.08 and
σ2x = 0.01
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Figure 6.6: Case 4 - IF observation noise is sufficiently low then performance of EKF, i.e.
σ2y = 0.03 and σ2x = 0.01 it with a noticeable delay
σ2y = 0.06 & σ2x = 0.01 the EKF does not track the transition, as shown
in Figure 6.8 the latter does not last long enough either to process a se-
quence of observations that may eventually force the filter to switch to
another equilibrium point. Therefore, the EKF completely fails to follow
the system state.
case 4: Performance in the presence of outliers
Now let us consider the case where one or more than one observation
containing outliers[10], in this result outliers is from t=39 sec to t=41
sec.In this case EFF is unable to distinguish whether observation is good
or bad and gives inaccurate state estimate as shown in figure (6.9) .
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Figure 6.7: Case 3 - EKF unable to track transition after certain value of observation noise, in
this case σ2y = 0.06 with σ2x = 0.01
Figure 6.8: Case 4 - In the presence of outliers EKF gives inaccurately estimation
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So from this it is clear that EKF perform inaccurately in the presence of out-
liers so we need a Robust filter to overcome such limitation with some advan-
tage. Firstly, to overcome observation sensitivity we need redundant observa-
tion . It also overcomes the overconfidence in prediction. Second, to make filter
robust we need robust estimate of variance and weight with reliable weighting
algorithm. We can use PS estimator that we used in case of GM-KF[8].
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Conclusion & Future work
In this research we develop a new type of filter for system model component
such as noise, input, transition matrix for state,observation matrix and which is
affected by structural, innovation and observation outlier.A generalized max-
imum likelihood type estimator is developed to achieve robustness in various
aspect by new data prewhitening method and redundancy in observation vector.
From Robust statistical theory we adopt concept of redundancy and break-
down point. Redundancy can be achieved by taking batch mode observation for
linear regression by combining state prediction and observations. To handle the
different type of outlier and decorrelating the data a new prewhitening concept
is used.Linear regression allos us to use any type of estimator for Robust es-
timation whose covariance matrix can be derived. To solve state estimation
equation IRLS algorithm and GM-estimator has been used. To suppress the
different kind of outlier such as vertical outlier and bad leverage point we must
characterize this outlier.
Several other research topics on the GM-KF and GM-EKF can be formu-
lated. we may apply the stabilization of KF and EKF to the new filter. WE may
find application of this filter if outlier will present in the other part of system
such as in covariance matrices R and W. We can use another outlier detection
method in place projection statistics.In nonlinear regression we can study the
effect of outlier because in this definition of breakdown point for linear system
is not applied. Furthe in place of IRLS algorithm to solve state equation we can
use newton iteration method.
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