Introduction
In recent years, much effort has been put into producing ef cient heat sink materials showing both a high conductivity and a low coef cient of thermal expansion (CTE) tunable to that of the material it has to cool down (Zweben, 1998 (Zweben, , 2005 (Zweben, , 2007 . In particular, very high thermal conductivities have been achieved using diamond powder-based Metal Matrix Composites (MMC) with aluminium (Molina et al. 2008; Edtmaier et al. 2009 ), copper (Schubert et al. 2008a; Weber and Tavangar, 2007; Yoshida and Morigami, 2004) or silver Weber and Tavangar 2009 ) as a matrix material. However, in the case of copper and silver and for production routes not including the sintering of diamonds, the adjunction of an element (e.g. B, Cr in Cu and Si in Ag) to the matrix metal is necessary to obtain the desired properties. Moreover, the obtained properties vary strongly as a function of the diamond particle size , an effect often observed in MMCs, for example (Kida et al., 2011) . This effect can be attributed to a nite thermal conductance of the interfaces between the matrix metal and the dielectric reinforcement. This thermal boundary conductance (TBC), G, is equal to the ratio of heat ux across the interface, J, and the difference in temperature between either side of the interface, DT int :
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in units of W/m 2 /K and can be used to determine an effective conductivity of the inclusions in MMCs involving the intrinsic thermal conductivity of the inclusions and their size. Composite properties can then be derived using the Maxwell Mean Field (Hasselman and Johnson, 1987) or the Differential Effective Medium models based on this effective inclusion thermal conductivity. In the cases of Al/diamond Kleiner et al., 2006) and Cu(Cr)/diamond (Schubert et al., 2008a; Schubert et al. 2008b) , the formation of isolated carbides or a carbide layer, respectively, at the interface between the matrix and the diamond has been observed and is suggested to be responsible for good thermal coupling between the matrix and the particles. For Cu-based diamond composites, the absence of such a coupling layer leads, typically, to very poor adhesion and low TBC. Therefore, efforts have been made to directly introduce an adhesion layer on a diamond surface via thin lm deposition (Abyzov et al., 2011; Eisenmenger-Sittner et al., 2006; Schäfer et al., 2010; Schwarz et al., 2006 ) to improve the adhesion and/or TBC between diamond and the otherwise not adhering Cu matrix metal.
In this paper, time domain thermore ectance (TDTR) is applied to directly measure the TBC between a metallic thin lm and diamond with the anticipation to be able to assess the potential of this layer to serve as an adhesion layer between a Cu matrix and, thus, to improve the conductance of a diamond-based MMC made using coated particles. Mo, Cr, Nb and W are used because they do have very limited solid solubility in, yet strong interface with, copper and form carbides with diamond, which is expected to happen when the MMC is produced. In this paper, the link between adhesion of a metallic layer on diamond and TBC between the former and the latter is emphasized. TDTR has long been used successfully to measure the TBC of interfaces in metal/metal (Clemens et al., 1988; Gundrum et al., 2005) or metal/dielectric systems (Hopkins et al., 2007; Hopkins et al. 2008; Lyeo and Cahill 2006; Stevens et al., 2005; Stoner and Maris 1993) . This technique has the advantage to offer insight on nanometer-scale thermal diffusion effects, and thus is able to isolate the in uence of a single interface on conductivity (Cahill et al., 2002 . It takes advantage of the property of metals that their re ectivity varies linearly with small temperature variations (Ujihara, 1971) . The main requirements and experimental stages to get precise measurements of TBC by TDTR in diamond-based systems will be described. This knowledge will then be applied to investigate the TBC between diamond and Cu, Mo, W, Nb and Cr and its evolution on heat treatment in vacuum.
Experimental details

Thermal boundary conductance measurement method
A schematic of the TDTR setup built in our laboratory is shown in Figure 1 and is similar to the one described in (Kang et al., 2008) . A femtosecond laser beam, pulsed at 80 MHz, is split into two parts, the pump and the probe. The pump beam is modulated at 10·7 MHz using an electro-optic modulator (EOM) and then passes through a mechanical delay stage. The two beams are then focused on the same spot using a 103 microscope objective. The operation of the setup consists in recording the re ected intensity of the probe pulses due to the change in re ectance induced by the heating caused by the pump pulses as a function of the time delay between them, which is induced mechanically by changing the path length of the pump. Thus, a cooling curve of a metallic surface between 0 and 4 ns, after the heating of the metal surface by a pump pulse, with a precision down to the picosecond range can be measured. Since the recorded signal is low, passive frequency ltering, followed by preampli cation and lock-in detection, at the frequency of the pump modulation is used to improve the signal to noise ratio. The obtained cooling curve is not only affected by the thermal properties of the surface material as well as the layers beneath it, but also by heat-accumulation effects due to the high repetition rate of the laser (Cahill 2004; Costescu et al., 2003; Schmidt et al., 2008) . To further improve the reliability of the measurement, both the in-phase (X) and out-of-phase (Y) signals recorded by the lock-in ampli er are used. Indeed, they both depend in the same manner on artifacts due to variations in pump and probe spot overlap and thus the ratio X/Y is a more robust measurement than X alone (Costescu et al., 2003) . Since the result is then a nontrivial function containing several parameters, an algorithm based on an analytical solution for heat ow in a layered system described in (Cahill 2004 ) is used to extract the TBC from the results.
Analysis of the sensitivity of TDTR simulations to free parameters
Given the ability of this model to accurately describe other thermal systems Costescu et al., 2003; Gundrum et al., 2005; Hopkins et al., 2010a; Lyeo and Cahill 2006; Schmidt et al., 2010) , it is used to investigate the sensitivity of the measurement in a model case of Cr on diamond. The sensitivity parameter is the same as described in (Costescu et al., 2003; Hopkins et al., 2010b) , namely: with i the parameter to be investigated. A value close to zero means that a parameter has a low in uence and conversely, a value far from zero, no matter its sign, means that the parameter has a high in uence. The diamond substrate is expected to have thermal properties that can be considered to be those of a semiin nite, bulk solid in the investigated time scale and the heat capacity of a metallic thin lm is not expected to vary with its thickness even at thicknesses well below the ones used in this work (Zhang et al., 2002) . The critical unknown parameters are thus the exact lm thickness, the lm heat conductivity (known to be lower than the bulk value for thin lms (Chen 2001 (Chen , 2002 Feng et al., 2009 ) and the spot size of the pump and probe beams. First the sensitivities to the sample characteristics is calculated, namely to the metallic layer conductivity k and thickness d. Since they are both (within limits) free parameters, in each case, the sensitivity for an array of the other parameter is calculated (i.e. Sk for several d and conversely). The resulting curves are evaluated at a time well below (100 ps) and well above (2000 ps), the typical diffusion time in the layer given by d 2 C v /k with C v, the volumetric heat capacity of the metal. Then the sensitivity to the laser spot size is calculated. Figure 2 shows the results obtained for sensitivities to the layer thermal conductivity and thickness. The conductivity of bulk chromium of 93·7 W/m/K was taken from tables as the principal benchmark conductivity, and other conductivities ranging from 30 to 400 W/m/K were taken arbitrarily to cover the entire range of possible metal conductivities that can be expected from metallic thin lms that are being investigated. The metal layer has a greater in uence on the thermal model at 100 ps than at 2000 ps, especially when it is thicker and less conductive, and this does not vary much with G. At 2000 ps, the sensitivity to the thickness is substantially larger than that to the layer conductivity for the entire range of G except around 200 MW/m 2 /K. Other simulations at 1000 and 4000 ps suggest that this point of reduced sensitivity to thickness varies with delay time and otherwise shows the same trends in shape and magnitude. It is therefore concluded that knowing precisely the metallic-layer thickness is a crucial point for this measurement, and, that, if only longer delay times are taken into account, layer conductivity has only a minor role in the signal change. Figure 3 shows the measurement of sensitivity to the e −2 spot size of the pump and probe beams on the sample surface. It seems to be important at all G above 50 MW/m 2 /K, and thus it also has to be known precisely.
Sample preparation and thickness characterization method
Samples consist of layers of about 100 nm in thickness of the metal to be investigated, deposited on diamond using a Balzers BAS 450 DC magnetron sputter deposition machine. The sputtering gas is Ar, at a pressure of 5·2 3 10 −3 mbar, and the power depends on the metal, ranging from 500 to 2000 W. Prior to deposition, the diamond samples (model MWS25 industrial diamond from the High Temperature High Pressure process, provided by Element 6, Shannon, Co. Clare, Ireland) are polished with diamond powders to 1 µm in size. Subsequently, they are rst sonicated in acetone for 5 min, followed by sonication in ethanol for 2 min. They are nally rinsed using isopropanol. To deposit chromium, additional samples were prepared with an adhesion treatment of 15 min using an Ar:O plasma that was applied to the diamonds after polishing and rinsing because the adhesion of the layer on samples without plasma treatment was poor and complete decohesion could be observed on some specimens after heat treatment. The roughness of the diamonds could not be seen by FIB cross-section and therefore it is estimated to be less than 3 nm.
To measure the layer thicknesses (which are critical to our measurement, see Figure 2 ) in a repeatable and precise manner, a Zeiss NVision 500 Focused ion beam (FIB) system is used. A FIB system requires a calibration in the same way as a pro lometer but has the advantage to give a good insight of the microstructure of the layer-for example, its homogeneity and ne surface roughness, and can be used at any point in the lifetime of the sample, including after a heat treatment that changes the layer chemical composition and thus its thickness. Another good method would be to use acoustic echos from TDTR signal (Stoner and Maris 1993; Thompsen et al., 1986) , but it has two drawbacks that make an independent measurement useful in our view: (a) if the metallic layer is strongly textured, which is often the case, the speed of sound in it will take the value characteristic for the prominent crystallographic direction and hence may necessitate an additional texture analysis and (b) if the adhesion to the substrate is very strong and the change of acoustic impedance is low, acoustic echos are very dif cult to detect due to high damping even of the rst re ection at the metal/ diamond interface (Tas et al., 1998) . To measure thicknesses, FIB cross-sections in the sample were made and the resulting pro le was measured by standard Scanning Electron Microscopy, for example, (Cheng et al., 2009) . Corrections have to be made to account for the 54° angle between the electron and ion beam (Uchic et al., 2007) . To do so, cross-section pro les are extracted and compared with simulation made with the CASINO software (Drouin et al., 2007) . Figure 4 shows a typical procedure used to measure a metallic layer thickness. Note that due to both the substantial difference in atomic densities between carbon and the metals and the angle of 36° at which the electron beam hits the interface, determination of the interface position is not straightforward. Indeed, for all the materials observed, it lies at the beginning of the upper plateau in the BSE signal indicating the metal layer for the carbon cap layer/ metallic layer interface and at the beginning of the lower plateau indicating the diamond for the other interface.
Experiment
Beside the thickness uniformity and general aspect of the layers was investigated in the same FIB system. Some of the samples were heat treated up to 600°C in a vacuum of 10 −7 mbar or better in an in-house vacuum annealing setup available at the Laboratory of Ceramics, EPFL. Thicknesses of the layers were measured before and after heat treatment. Due to the increase in volume on conversion of the metal layer into carbide, the formation of carbide can be assessed by measuring the change in thickness of the layer. The metallic-layer thicknesses measured after deposition and after heat treatment at 600°C are presented in Table 1 . Signi cant changes in thickness are only observed in the cases of Cr and W. Since the transformation to carbide seemed to be complete in the case of Cr, two separate diamond samples with a 65 nm Cr layer were produced, one of which was heat treated in the same way as above and investigated by XPS in depth-pro le mode.
To calibrate the beam spot size on the sample as well as possible, a rst estimation of the spot size in focus was made using a 10 µm diameter pinhole and assuming Gaussian shape of the beam. Rounds of ts on samples exhibiting high G were then performed (to have a maximum sensitivity to the spot size), varying both G and the spot size, tting the data as closely as possible at all times. A spot 1/e 2 radius of 7·4 µm was obtained. Given an uncertainty of 0·8 µm on this value, due to the fact that the pinhole method may overestimate the size of the spot, a relative error of 8 % was calculated for high G cases based on the variation of G in the sensitivity analysis, cf. Equation 1. This possible error will be added to the uncertainty of the measured values.
Five measurements were made by TDTR on all samples in all obtained conditions (with and without annealing, and with a variation of the annealing temperature). The pump and probe beam were maintained at 18 and 8 mW, respectively. The overall error due to the material properties and thickness is taken to be 4% and 3%, respectively. Figure 5 shows the results of XPS measurements on two Cr 65 nm on diamond samples, one of which received a vacuum annealing at 600°C for 2 hours. The signal is plotted versus the time of sputtering the sample surface with Ar. Only this system was investigated by this method because complete transformation to chromium carbide is suspected on annealing via thickness measurement. Figure 6 shows the results for the TBC extracted from TDTR measurements. The samples denomination indicates, rst, the layer element, then the thickness, the substrate element, and the sample number (i.e. Mo 97 nm C 2 means the second sample of a series of diamond samples with a 97 nm layer of molybdenum deposited on them). They are numbered to show the dispersion of the results between samples with the same treatment. Only one sample is shown for Cr, Cu and Nb because all the measurements yielded values within a 10% difference as compared to the one shown in each case. The best TBC measured in this study is that between Cr and an oxygen plasma-treated diamond surface and is of 325 ± 55 MW/m 2 /K. In the only case where complete transformation of the Cr layer to Cr 7 C 3 is suspected, as suggested by the XPS measurement in Figure 5 and the thickness measurement in Table   1 , a Cr 7 C 3 /diamond interface is measured using thermal properties from (Pierson, 1996) to be of 350 ± 55 MW/m 2 /K. Figure 7 shows a common feature observed among all the samples exhibiting a low TBC between metal and substrate, namely blisters indicating local decohesion between the layer and the substrate.
Results
Discussion
The results in Figure 5 are only indicative of the actual composition of the Cr layer after annealing. Indeed, the depth pro le involves a progressive sputtering of the layer with Ar atoms and the sputtering rate of Cr and C atoms may not be the same. Also, if the spot on which X-rays are incident does not lie exactly in the centre of the sputtered region, signal may be due to the carbon-rich surface, resulting in changing the measured proportions. In other metal/ diamond couples, no change in thickness was observed indicating that either the layer has not reacted after the heat treatment or was already completely reacted after deposition. The fact that XRD measurements did not show any evidence of carbide formation is not a proof of their absence, since texture may account for this result as well. Further investigations by TEM are required to con rm the Cr at%, untreated sample C at%, untreated sample Cr at%, annealed sample C at%, annealed sample Thermal boundary conductance of transition metals on diamond Monachon and Weber above assertions, but it is assumed that the Cr layer investigated in Figure 5 , which corresponds, in terms of preparation conditions, to the one denoted as Cr 89 nm:O:C13 presented in Figure 6 , has transformed into a chromium carbide after a 2-hour annealing at 600°C. The other layers are treated as metallic in the results and discussion. Figure 6 shows that even for the same metallic lm on substrates having received the same treatment, the TBC measured between the metal and the substrate can vary signi cantly. This result is also related to the observation of blisters in the lm, indicating a biaxial compressive stress-relaxation mechanism (Hutchinson et al., 1992) . Since the lms were deposited under the same conditions and thus the same stress is present initially in the lm, the presence of blisters in the cases of low TBC and the quasi-absence of them in high TBC cases suggests that the adhesion is weaker in the former case. One possible explanation of this could be that there are still organic residues on the surface of the diamond and that they impede proper adhesion between layer and substrate. Another explanation would be that the species passivating the diamond surface differ from one sample to the other, for example, due to slight misorientations of the crystal. Indeed, the presence of hydrogen at a metal/diamond interface has already been observed to reduce substantially the TBC Lyeo and Cahill, 2006) , its binding force (Guo et al., 2010; Qi and Hector, 2003) as well as its electrical properties (Kageshima and Kasu, 2009 ) and the polishing process is expected to leave a mainly hydrogenated surface; but the hydrogen surface density changes with orientation (Kawarada, 1996) . However, the presence of oxygen seems to be bene cial and is known to change signi cantly other interfacial properties, for example, work function (Gamo et al., 2007a (Gamo et al., , 2007b and electronic properties (Mori et al., 1991; Zheng et al., 2001) . Moreover, the binding force at the interface has already been suggested to change the TBC at interfaces when transfer is governed by phonons (Prasher, 2009; Stoner and Maris, 1993; Young and Maris, 1989) .
Figure 6 also suggests that if the TBC between a metallic layer and diamond is poor in the rst place, a subsequent heat treatment up to 600°C for 2 hours does not change dramatically the TBC. Moreover, annealing can lead to more serious decohesion phenomena such as the telephone-cord buckling (Hutchinson et al., 1992; Moon et al., 2002) observed in Figure 7 b) or even complete decohesion. This result suggests that if the binding is poor, the passage of C atoms through the interface to form carbides on annealing is strongly reduced, which would explain the absence of a change in layer thickness as shown in most samples (except for W:C and Cr:O:C) in Table 1 . Conversely, to have a good TBC between a carbide and diamond, the TBC has to be good before annealing the sample. To test this hypothesis, the diamond samples in an Ar:O plasma for 15 minutes before depositing a 89 nm layer of Cr on them is used (last sample in Table 1 , sample Cr 89 nm:O:C on Figure 6 ), as mentioned in the earlier section on samples. The resulting measured TBC between Cr and diamond is 325 ± 55 and 300 ± 50 MW/m 2 /K. These values are a factor of 11 higher than the ones acquired for Cr without plasma treatment as well as the other samples considered in this study. Moreover, practically no blisters could be found in the metal lm, suggesting an improved adhesion. After heat treatment of one of the samples at 600°C for 2 hours and assuming complete transformation (see Figure 5 ) into a Cr 7 C 3 phase, a Cr 7 C 3 /diamond interface is measured to be 350 ± 55 MW/m 2 /K. This last result remains preliminary until a complete investigation is performed by TEM to identify the exact phase/s contained in the sample.
Conclusions
The experimental setup and technique of time domain thermore ectance (TDTR) has been presented and its potential to Thermal boundary conductance of transition metals on diamond Monachon and Weber assess potential routes to improve the thermal coupling between diamond and copper using mediating metallic thin lms has been discussed. Using an analytical solution of the thermal problem, it is found that the free parameters most strongly governing the measurement are the spot size and the metallic-layer thickness. Results for Cu, Cr, Nb, W and Mo on diamond are presented, and the importance of layer adhesion is highlighted since bad adhesion leads to blistering, low TBC and seems to prevent carbide formation on annealing of the sample. Moreover, after an Ar:O plasma treatment with the purpose to improve adhesion, the thermal conductance between a Cr layer sputtered in the same conditions as samples prepared without this treatment exhibited a maximum TBC between Cr and diamond of 325 ± 55 MW/m 2 /K, a factor of 11 higher than the latter. After annealing at 600°C for 2 hours, XPS measurement suggested a transformation of the Cr in carbide, presumably Cr 7 C 3 , leading to the measurement of a TBC between this carbide and diamond of 350 ± 55 MW/m 2 /K. Therefore, to improve the TBC between copper and diamond using mediating metallic thin lms, good adhesion of the thin lms has to be obtained even before carbide formation.
