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Ink-jet deposition is an emerging technology that provides a more efficient, economic, 
scalable method of manufacturing than other traditional additive techniques by laying 
down droplets layer by layer to build up 3-D objects. The focus of this thesis is to 
investigate the material interface evolution during the droplet deposition process, which 
holds the key to understanding the material joining process. Droplet deposition is a 
complicated process and can be broken down into droplet impingement dynamics and 
droplet hardening. This research focuses on the study of the interface dynamics of droplet 
impingement. In order to study the interface dynamics, a novel metric is developed to 
quantify the evolving geometry of the droplet interface in both 2-D and 3-D for single 
and multiple droplets respectively, by measuring the similarity between the evolving 
droplet geometry and a desired shape. With the developed shape metric, the underlying 
physics of the interface evolution for single droplet impingement are examined with 
simulations using an experimentally validated numerical model. Results show that the 
Weber number determines the best achievable shape and its timing during the droplet 
impingement when Ohnesorge number is smaller than 1, while the Reynolds number is 
the determining factor when Ohnesorge number is larger than 1. A regime map is 
constructed with the results and an empirical splash criterion to guide the choice of 
process parameters for given fluid properties in order to achieve the best shape without 
splash for single droplet impingement. In order to study the interface dynamics for 
multiple droplet interaction, which is computationally prohibitive for commercial 
software packages, an efficient numerical model is developed based on the Lattice 




developed with consistent boundary conditions through a multiscale analysis. The 
numerical model is validated by comparing its simulation results with that of commercial 
software COMSOL and experimental data. Results show our LB model not only has 
significant improvement of computational speed over COMSOL but is also more 
accurate. Finally, the developed numerical solver is used to study the interface evolution 
of multiple droplet interaction with the aid of the 3-D shape metric proposed before. 
Simulations are performed on a wide range of impingement conditions  for two-droplet, 
a-line-of-droplet, and an-array-of-droplet interactions. The underlying physics of the 
interface coalescence and breakup coupling with the impingement dynamics are 
examined. For line-droplet interaction, the strategy for achieving the equilibrium shape in 
the shortest time is studied. An important issue is discovered for array-droplet interaction, 
which is the air bubble formation during the droplet interaction. The mechanism for the 
air bubble formation is investigated and the strategy to avoid this undesirable effect is 
also suggested. This thesis has largely reduced the gap between basic science of studying 
droplet impingement dynamics and engineering application in inkjet deposition and 







CHAPTER	  1 INTRODUCTION	  
Manufacturing is the process of converting raw materials into functional tools to serve 
various human activities via mechanical, chemical, thermal, electrical and biological 
means. The raw materials we can process symbolize the level of civilization, from the 
Stone Age, the Bronze Age, the Iron Age, to the composite age.  Material processing 
techniques have evolved over the entire human history from simple cutting to the recent 
buzz "3-D printing". Yet we are still far away from complete freedom with material 
processing -- the capability of manipulating single atoms and building objects atom by 
atom in a parallel way, as described in many science fictions. Although the number of 
processable materials has exploded and the manufacturing techniques have become 
astoundingly sophisticated, we are still an elementary civilization  in terms of 
manufacturing in the sense that a full understanding of the physical processes of various 
manufacturing techniques is still far beyond our grasp, which significantly limits our 
ability to control manufacturing processes.  
1.1 Manufacturing	  Processes	  
As we know, there exists an interface between any two different material species or states 
when they are put together. Manufacturing can be conceptually considered as a material 
patterning technique that defines material interfaces to form various geometrical and 
physical patterns. There are three different approaches to define the material interface, 
including creating new material interface by removing materials, known as subtractive 




interface by combining materials together, known as additive manufacturing. The 
outcome of manufacturing is a combination of different raw materials processed into 
desired geometry with certain physical properties (e.g., material strength) that meet the 
requirements for specific applications. A unified view of manufacturing can therefore be 
established by categorizing the various manufacturing processes by the approach of 
defining material interfaces that determines both geometrical and physical aspects of 
manufacturing outcome. Therefore, studying the material interface evolution on different 
scales during manufacturing processes can provide an avenue to advance our 
understanding of the physical processes of manufacturing, and that may lift our limits in 
controlling manufacturing process. 
1.1.1 Subtractive	  manufacturing	  
Subtractive manufacturing, which has dominated the history of manufacturing, is based 
on the simple idea of removing unneeded materials from a workpiece.  We have made 
significant advances from rock cutting to sophisticated computer-numerical-control 
(CNC) machining techniques that provide powerful and effective tools to process various 
important engineering materials and serve as the foundation of our modern civilization. 
Yet, subtractive manufacturing suffers from many fundamental drawbacks. From a 
microscopic view, subtractive manufacturing is to knock out atoms or molecules by 
breaking the bonds between them with externally supplied energy. To pursue speed, a 
large number of bonds are usually broken at the same time with intensive energy supply. 
With part of the supplied energy converted into interface energy, a large portion of the 
energy is dissipated into heat, which changes the local structures and causes 




wasted. In addition to considerable waste of energy and materials, subtractive 
manufacturing is fundamentally limited by the complexity of the geometry it can make. 
The more intricate the designed structure is, the more time it takes to remove unneeded 
materials and the more costly the manufacturing is. In addition, some common 
geometries (e.g., a hollow ball) are beyond the capability of subtractive manufacturing 
due to the physical limitations of the cutting tool, which significantly constraints design.   
1.1.2 Deformative	  manufacturing	  
Deformative manufacturing can be broadly defined as a process of rearranging atoms to 
change the number of the atoms at the material interface with external energy input under 
certain environmental conditions. There are two different approaches to rearrange atoms: 
one is to reduce the bond energy between atoms by raising temperature so that the atoms 
can be easily rearranged globally (e.g., melting the materials), as in casting and molding; 
the other approach is to apply intensive local energy to rearrange atoms locally with or 
without the assist of high temperature, as in forging.  Casting is among the oldest 
deformative manufacturing methods that can be traced back to 4000BC [1] and is usually 
used for making complex geometries that would be otherwise challenging or 
uneconomical to make by other methods [2]. Rearranging atoms in a large space at the 
same time will inevitably cause uneven distribution of energy and thus inhomogeneity 
and manufacturing defects. Although casting is a long-evolved technique, it remains a 
challenging task to produce castings that are free of defects. A different approach is to 
apply localized force to change the local shape of the workpiece, as in forging. Forging is 
another deformative manufacturing method with a long history that dates back to 5000BC 




defects, it significantly limits the complexity of the geometries that can be achieved. 
Most of the deformative manufacturing methods involve a die or a mold that serves as the 
geometric constraints. Using a die, on the one hand, significantly reduces the cost for 
mass production, on the other hand, leads to high upfront capital investment and tooling 
cost, long design-to-production cycle, and less flexibility for changing production.  
1.1.3 Additive	  manufacturing	  
The idea of joining materials together to build more complicated objects comes quite 
naturally to our human beings. Throughout human history, we can find various forms of 
practices of joining materials together, such as building a house brick by brick, use of 
adhesives to glue things together since 5200 years ago [3], and welding. Many of our 
ancestors put their efforts and intelligence into figuring out the fundamental building 
blocks of matter because we have long realized we will have no limits in building objects 
if we know the fundamental building blocks and how they can be combined. Additive 
manufacturing (AM) is based on such a powerful idea that is meant to unleash 
unprecedented flexibility for manufacturing. In 1986, Chuck Hull [4] invented the first 
commercial AM machine that used a computer-controlled concentrated light beam to 
selectively polymerize liquid photopolymer and built the object layer by layer. The 
powerful capability and promising outlook of the new technology led to a round of 
investments in the early 1990s, and many other forms of AM technologies were born [5], 
including powder bed fusion processes (e.g., selective laser sintering (SLS)), extrusion-
based systems (e.g., fused deposition modeling (FDM)), printing-based processes (e.g., 
inkjet deposition), sheet lamination processes (e.g., Laminated Object Manufacturing 




However, many of the venture-backed startups went under because many of the 
technologies were pre-mature for market applications to support their growth.  
Although the various intuitive ideas of combining materials together paint a promising 
picture,  the fundamental understanding of how materials are combined is still elusive, 
which prevents the technologies from maturing. From a microscopic perspective, new 
bonds are formed between atoms, and the number of atoms at the interface decreases (i.e., 
material interface reduces) when materials are combined. While a detailed account of 
how bonds are formed during the material joining process is mind-boggling, a study of 
the material interface evolution on different scales may provide insights into how the 
material joining process affects the manufacturing results, because the material interface 
determines the geometry of the manufactured part and also affects the distribution of 
energy in the materials on which the material properties depend.  
1.2 Inkjet	  Deposition	  
While the idea of joining material units together trivializes the geometrical complexity 
for manufacturing, it suffers from long building time that leads to high manufacturing 
cost. Among many AM technologies, inkjet deposition holds the great promise to bring 
down the manufacturing time and cost by selectively depositing droplets onto a substrate 
in parallel using a scalable array of nozzles. This, also significantly reduces the 
complexity of the manufacturing system. In addition, inkjet AM machines can deliver the 
highest resolution among all current commercial AM machines on the market. The parts 
made with inkjet AM machines also typically have very good surface finish. More 




which opens up the possibility for material composition to be designed to optimize the 
material distribution in the manufactured parts for desired functions and thus generate 
great economic benefits.  
Although the idea of distributing materials in liquid form can be traced back to very early 
stages of human history (e.g., use of syringe),  the concept of inkjet was only first 
explored by Lord Kelvin in 1867 and the first commercial inkjet device was not 
introduced until 1951 by Siemens [6].  In the late 1970s, inkjet found its use in the 
desktop printing industry when the personal computer came along. As a material 
distributing technique, inkjet was quickly adopted as a manufacturing method in the AM 
industry in the 1990s. A historical development of inkjet deposition for manufacturing 
can be found in [5]. To differentiate from its successful counterpart "inkjet printing" for 
two-dimensional printing, the term "inkjet deposition" is used here to represent  three-
dimensional inkjet printing as a manufacturing method. Inkjet deposition can be generally 
divided into two parts: droplet generation and droplet deposition.   
1.2.1 Droplet	  generation	  
A millimeter-scale droplet can be generated simply by letting a fluid flow through a small 
hole such that the fluid breaks off from the aperture surface when the fluid mass 
accumulated on the surface exceeds the surface tension force that holds the fluid onto the 
surface, as we see from a leaking faucet. In order to produce micron-scale droplets for 
inkjet, the fluid must be supplied with enough kinetic energy per unit volume so that it 
can overcome the interfacial energy between the fluid and the aperture surface and create 




different approaches have been developed: continuous inkjet and drop-on-demand (DOD) 
inkjet.  
1.2.1.1 Continuous	  inkjet	  
In a continuous inkjet system, a high pressure is applied to a fluid reservoir to produce a 
continuous fluid jet of approximately the diameter of the nozzle, which breaks into 
droplets after leaving the nozzle due to Plateau-Rayleigh instability. An acoustic wave 
can be used to excite the ejector to break up the droplets at regular intervals. The 
diameter of the droplets are typically twice as big as that of the nozzle.  The typical 
droplet generation frequency ranges from tens to hundreds of kHz, and up to MHz at the 
expense of increased hydraulic complexity. The typical droplet diameter range is from 
6µm to 1mm [5]. The operating pressures are usually from 5 to 50 psi and the ejection 
speed typically ranges from 2 to 50 m/s [7]. The continuous inkjet typically operates at a 
higher frequency than DOD inkjet but requires a much higher minimum-operating-fluid-
volume.  
1.2.1.2 Drop-­‐on-­‐Demand	  inkjet	  
In contrast to continuous inkjet that breaks a continuous jet into droplets, DOD inkjet 
creates a short-duration jet that condenses into a single droplet of the desired diameter. 
Many different approaches have been explored for DOD inkjets, including thermal jet 
(a.k.a. bubble jet), piezoelectric jet, focused ultrasonic jet, liquid spark jet, electro-
hydrodynamic jet, etc [7]. Thermal jet [8], which applies electrical pulses to heating 
elements in order to vaporize a small amount of liquid to produce bubbles in the fluid that 




printers including those from Canon, Hewlett-Packard, and Lexmark. Thermal jets have a 
simple drive-mechanism (a resistor) that can be easily integrated into a dense array of 
inkjet print head, but suffers from low operating frequency and the requirement of special 
ink that can generate bubbles upon heating.  
The piezoelectric jet [9] is another widely used inkjet technique, used in Epson printers.  
Unlike the thermal jet that uses a heating element to generate bubbles to create pressure 
pulse, piezoelectric jet relies on the mechanical deformation of a piezoelectric element to 
produce the needed pressure pulse. The big advantage is that the pressure pulse can be 
accurately tuned due to the properties of the piezoelectric element and the operation does 
not chemically change the composition of the fluid as does the thermal jet. The drawback 
to the piezoelectric jet is that it is difficult to integrate the large-area piezoelectric 
elements into a dense array of micro-machined nozzles so that each nozzle can be 
individually controlled. Thermal jet and piezoelectric jet both suffer from the incapability 
of ejecting high viscosity fluids (<40cP) and the clogging issue, especially for small 
aperture size.  
An acoustic resonance jetting technique that uses focused ultrasonic beams to generate a 
high pressure gradient at the tip of the nozzle, invented by Xerox PARC, holds promise 
to raise the viscosity upper limit and to alleviate the clogging issue [10]. An inexpensive 
ultrasonic droplet generator was developed based on the same idea by Meacham et al. 
[11]. The acoustic resonance jet has the potential to significantly raise the upper viscosity 
limit of printable fluids and the operating frequency to MHz, but such systems have the 
same issue to integrate the drive-mechanism (piezoelectric transducer that requires large 




There are also many other droplet generation techniques for various applications. An 
overview of these methods is given by Lee [7].   
1.2.2 Droplet	  deposition	  
Droplet deposition refers to the process from the time droplets exit the nozzles to the time 
all droplets harden on the substrate. This complicated process can be broken down into 
several interacting sub-processes, including droplets in flight, interaction between 
droplets and the substrate, and the droplet hardening process.   
1.2.2.1 Droplets	  in	  flight	  
There is a substantial difference in controlling the droplets in flight between continuous 
inkjets and DOD inkjets. For continuous inkjet, the droplets first enter a charging field to 
become electrically charged and then pass through a deflection field that directs the 
charged droplets to their desired destinations—either a location on the substrate or a 
container of material to be recycled or disposed [12]. It is much simpler for the DOD 
inkjet, in which the droplets travel in straight lines after detaching from the nozzles and 
arrive at their desired location on the substrate by controlling the relative positions 
between the print head and the substrate.  Due to the lack of control of the droplets in the 
flight, a short distance between the print head and the substrate (typically ~1mm) is 
needed to ensure the positioning accuracy of droplets on the substrate, because irregular 
velocity of the droplet (not always vertical) gained in the droplet generation process and 
the random collision with air molecules in the flight may significantly deflect the droplets 
from their desired destinations [13]. In addition, the air resistance will significantly 




the drag force is proportional to the droplet velocity or the droplet velocity squared for 
low Reynolds number and high Reynolds number respectively. Therefore, the DOD 
inkjets typically require a very short distance between the print head to the substrate, 
which may limit many industrial applications. In contrast, continuous inkjets allow for a 
relatively long distance between print head and substrate due to its  high ejection velocity 
(up to 50m/s) and  flight control of the droplets.  
1.2.2.2 Droplet	  impingement	  
There are several different possible outcomes when a droplet comes down to a solid 
substrate with an initial velocity, including spreading, rebound, and splash. The outcome 
is determined by the fluid properties of the droplet, the impact velocity, droplet size, the 
surrounding gas, and the wettability of the solid surface. One popular approach to 
quantify the wettability of the solid surface is by the equilibrium contact angle θ, which is 
defined as the angle between liquid-vapor interface and the solid surface as shown in 
Figure 1-1. The contact line is defined as the intersection of all three phases.  
 
Figure 1-1.  Illustration of the equilibrium contact angle on a planar geometry. 
By considering the force balance when the droplet is in equilibrium, the well-known 




 𝜎!" = 𝜎!" + 𝜎!"cos𝜃 (1-1) 
where 𝜎!", 𝜎!", and 𝜎!" are the surface tension between solid-gas, solid-liquid, and liquid-
gas respectively.  
The Young's Equation assumes a flat, rigid, perfectly smooth, and chemically 
homogeneous surface. In many cases, the real surfaces are far from being ideal, which 
results in a phenomenon called contact-angle hysteresis [15], which refers to the 
difference between the advancing contact angle θA and the receding contact angle θR. The 
contact-angle hysteresis occurs because there are many different thermodynamically 
stable contact angles (i.e., meta-stable states) on a non-ideal solid surface [16] due to 
surface inhomogeneity, surface roughness, and impurities on the surface [17]. When a 
droplet hits on a solid surface with an initial velocity U, it will first spread, recede, 
oscillate and come to equilibrium in the end as shown in Figure 1-2. Previous 
experimental study [18] has found the time evolution of the impact process can be 
divided into four distinct phases: the kinematic phase, the spreading phase, the relaxation 
phase, and the wetting equilibrium phase.  
In the kinematic phase, the droplet deforms like a solid sphere upon impact on the surface 
and exhibits the shape of a truncated sphere. The time duration of this phase is usually 
very short, and the spreading diameter changes with time in a power law relationship. In 
this phase, the impact behavior is mostly determined by the impact velocity and droplet 





Figure 1-2. Illustration of droplet spreading, receding, oscillating, and achieving 
equilibrium upon impinging on a solid surface. 
The kinematic phase ends and the spreading phase starts when the material points at the 
base of the droplet start to move radially and not mainly vertically, which corresponds to 
the generation of a spreading lamella radially expanding film bounded by a rim. The 
surface tension and viscosity effects start to play a role in this phase. According to [18], 
increasing the impact velocity and droplet size will lead to faster spreading and 
increasing the surface tension and viscosity will lead to slower expansion.  
After the spreading diameter reaches maximum, the drop may begin to recede depending 
on the impact conditions. The receding contact angle plays an important role in this phase. 
It comes to the wetting equilibrium phase when all the kinetic energy is dissipated by 
viscosity. When the initial impact velocity is large enough and the solid surface is 
hydrophobic (i.e., θ > 90°), the droplet may rebound or partially rebound from the surface.  
Common experience tells us that increasing the impact velocity to a certain point will 




extensively studied, and three different causes have been identified: the surrounding gas 
[20-21], the surface roughness [21-23], and the compliance of the solid substrate [24]. 
The splash caused by surrounding gas is referred as "corona splash" and the splash 
caused by the surface properties is referred as "prompt splash". When a drop impacts on a 
substrate, a spreading lamella will be generated during the spreading phase and the front 
edge of the lamella will be perturbed by the external environment, either surrounding gas 
or substrate, and the lamella will be destabilized.  
Previous experiments have shown that the splashing threshold follows the empirical 
relation: WeRe1/2=K, where K is a constant that depends on the external parameters, such 
as surrounding gas pressure, surface roughness [22, 25], etc. Here We is the Weber 
number defined as We=ρU2D0/σ and Re is the Reynolds number defined as Re= ρUD0/η, 
where ρ is the liquid density, U is the impact velocity, D0 is the droplet diameter, σ is the 
surface tension and η  is the viscosity. Under a given condition, K is a constant number. 
For inkjet deposition, the impact conditions that lead to rebound or splash should be 
avoided.  
1.2.2.3 Droplet	  hardening	  
Generally materials can be prepared in liquid form in different ways. Metals can be 
melted into liquid, a suspension can be made with fine metal or ceramic particles 
dispersed in a liquid, and liquid monomer solutions can be used to make polymers. 
Correspondingly, there are three different approaches to turn the droplet into solid for 
different materials, including solidification by cooling, drying of suspension solution, and 




For solidification, the droplet can be cooled through the heat conduction to the substrate 
or the fluid convection to the surroundings. The heat transfer mode can be very different 
at different stages of droplet impact: at early stage of the impact the heat conduction to 
the substrate is dominant and at later stages the convection in the fluid and the conduction 
in both fluid and solid along the spreading direction can be prevailing. The thermal 
contact resistance between droplet and substrate [26] and the impact velocity [27] are 
identified as two key factors that influence the cooling rate of the droplet. The time scales 
of the droplet impingement dynamics and the heat transfer and phase change are critical 
in determining the coupling effects between them, which is important for controlling the 
final shape of the droplet.  
Drying of suspension is another popular approach to obtain solids. Many commercial 
inks for inkjet deposition are made with nano-particles with aqueous or non-aqueous 
based solutions, such as the inks produced by Novacentrix or Cabot for printed 
electronics applications.  The effects of the surface temperature on the dynamics of the 
heat transfer and evaporation of the droplet have been extensively studied [28]. Four 
different regimes have been identified, including film evaporation, nucleate boiling, 
transition boiling, and film boiling. In the regime of film evaporation, the surface 
temperature is relatively low, and the droplet spreads and evaporates slowly. In addition, 
the droplet is in total contact with the surface, and conduction is the dominant mechanism 
inside the droplet. When the surface temperature goes slightly higher and vapor bubbles 
start to arise in the droplet, it enters the nucleate boiling regime, in which the momentum 
transport around the droplet is significantly increased and the contact between the droplet 




an even higher surface temperature, the frequency of contact between the droplet and the 
surface decreases, and an unstable vapor film forms between the droplet and the surface. 
When the temperature goes above the Leidenfrost point in the film boiling regime, a thin 
and stable vapor film is formed and there is no contact between the droplet and the 
surface, which is known as the Leidenfrost effect.  
Another challenge for the drying process is that the evaporation flow will bring the solid 
particles to the surface of the droplet and form a solid crust that prevents the droplet from 
further drying [29].  A porous substrate may provide additional fluid flow channel for the 
mass transfer during the drying process to prevent the crust formation [30]. The 
segregation of the solid particles after the drying process is completed raises another 
challenge for inkjet deposition, which may significantly deteriorate the material 
properties.  The particle segregation is found to be caused by the capillary flow induced 
by the differential evaporation rates across the drop, which is known as the "coffee ring" 
effect [31]. Many researchers have come up with different approaches to reduce the 
"coffee ring" effect [32-34] to improve the materials properties for inkjet deposition.  
Polymerization is another approach widely used in stereolithography, inkjet, and other 
commercial AM machines to make a liquid droplet become solid. Usually a mixture of 
monomer solution and initiators is prepared in liquid form, and the polymerization 
process is initiated by light or heat.  Polymers can be generally categorized by their 
functional behavior into elastomers and plastics. Elastomers are flexible and " rubbery"  
materials  that can be readily deformed and rapidly return to almost their original shape 
and plastics are materials which can be shaped or molded under appropriate conditions of 




thermoplastics and thermosets, the essential difference of which is that thermoplastics 
remain permanently fusible and can soften and eventually melt under heat while cured 
thermoset polymers only char and break down at high temperatures. While 
stereolithography(SL) machines use primarily thermoset materials such as epoxy and 
acrylates, most of the polymers used in the commercial AM machines are thermoplastics, 
such as acrylonitrile-butadiene-styrene(ABS), polyamide(Nylon), polycarbonate (PC),  
and polyetherimide(Ultem).  
In order to predict the outcome of the polymerization process, a reaction-diffusion model 
is often required [35]. The complexity arises when the polymerized monomers start to 
influence the diffusion rates of the chemical components, which will in turn affect the 
polymerization process. Depending on the reaction rates, the heat released from chemical 
reaction may causes bubbles and other issues and further complicate the problem. In 
addition, the shrinkage for the thermosets caused by the polymerization process results in 
difficulty of controlling the dimensional accuracy [5]. The effects of oxygen inhibition of 
the polymerization process add more uncertainty in predicting the results. As a result, 
understanding and controlling the polymerization process remain a challenge for 
manufacturing.    
1.2.3 Applications	  
As an emerging AM technique that directly deposits materials onto a substrate, inkjet 
deposition provides a more flexible, efficient, economic, and scalable method of 
manufacturing than other AM techniques. It opens up numerous possibilities to the 
solutions of many grand challenges [36]  we are facing today, such as fabricating  thin 




machines for infrastructure maintenance and improvement, and printing artificial organs. 
In addition, it has immediate utility for many important industrial applications, such as 
printed electronics [37], flexible electronics [38], thin films [39-40], surface coating [41], 
medical devices [42], optical devices [43], bio-printing [44], rapid prototyping [45], and 
many other emerging applications.  
Printed electronics is one of the most active research fields for inkjet deposition in recent 
years. With different droplet hardening mechanisms, various conductive inks have been 
studied and successfully printed, such as molten metal [46-48], conductive polymers [49-
50], organo-metallic compounds [51-52], metal precursors [53], and metallic nano-
particle suspensions [33, 54-55]. For molten metal, the operating temperature is usually 
very high and thus limits the choice of the substrates and increases the cost of 
manufacturing. For organometallic compounds or metal precursors, additional heat 
treatment procedure is required for them to become metal and the organic residues after 
the heat treatment may reduce the electric conductivity of the manufactured part. In 
addition, the heat treatment procedure involves chemical reactions that complicate the 
control of the manufacturing process.  
Metallic nano-particle suspension, however, is really promising and has attracted lots of 
attention [56-57] because it can avoid the extreme processing conditions required for 
standard lithographic fabrication and molten-metal-droplet deposition and the processing 
temperature (less than 300 °C) is compatible with most of the substrates. Suspensions of 
silver, gold and copper nano-particles are the common choices, and these have all been 
successfully printed to form conductive lines [33, 57-58]. With the cost of gold nano-




particles have been the most popular choice among all the relevant studies. Printing 
conductive lines with nano-particle suspensions has been extensively studied by different 
research groups [56, 59-63] with varying particle, particle size, solvent, weight 
concentration, hardening condition, etc. and different results on line width, line thickness 
and conductivity have been obtained. Although significant progress has been made for 
printed electronics and many other applications, inkjet deposition is still missing a 
fundamental understanding, which boils down to how to break materials down into units 
and how to combine the unit materials back together.   
1.3 Motivation	  for	  Study	  
Conceptually, the process of breaking down materials into units is the reverse of the 
process of joining unit materials back together. Understanding of one process may lead to 
breakthroughs in the other. In this study, we will investigate the material joining process,  
as it is the core idea of additive manufacturing, and it is relevant not only to inkjet 
deposition but also to many other AM techniques. Manufacturing can be viewed as an 
interface science, so studying the interface evolution on relevant scales during the 
manufacturing processes may advance our understanding of manufacturing processes and 
may provide new means for us to control the manufacturing processes as well as the 
manufacturing results. Consequently, we wish to study the material interface evolution of 
the material joining process. The material interfaces affect both the geometrical and the 
physical aspects of the manufacturing result, that is, the geometry and material properties 
of the manufactured part. It is because the geometry of the interfaces between the 




energy distribution in the space and thus the material properties. Therefore, studying the 
material interface evolution during the material joining process can help us predict the 
final manufacturing results. For inkjet deposition, one of the most important issues is the 
voids that are formed during the droplet deposition process due to the air trapped by the 
interaction of droplets and the substrate, which can significantly affect the material 
properties (e.g., mechanical strength or electrical conductivity).  These voids are the extra 
material interfaces that are not reduced during the material joining process. In order to 
eliminate these extra material interfaces, an understanding of the dynamics of the 
interface evolution on the relevant scale will be crucial, which will also be beneficial to 
reduce the manufacturing time. The most relevant scale is the scale of the droplet size, 
and therefore we will focus on studying the droplet interface (i.e., the droplet shape) 
evolution during interaction between the droplets and the substrate.  
1.4 Problem	  Formulation	  
The long-term goal of this research is to establish an understanding of how the droplet 
deposition process determines the manufacturing results (including both geometrical 
shape and material properties) by studying the droplet interface evolution. Although the 
interaction of drops with surfaces has been extensively and intensively investigated for 
over a century [19], the development of comprehensive, predictive models has been 
difficult due to the complexity of the process and the interactions among many physical 
phenomena, including fluid mechanics, heat transfer, chemical reactions, phase change, 
surface chemistry, etc. In order to achieve a better understanding of the complicated 




the understanding step by step. The structure of the problem can be shown in Figure 1-3. 
The boxes in solid lines show the scope of this study, while the boxes in dashed lines will 
be postponed for future research. Three research questions (RQ) have been raised 
concerning single-droplet and multiple-droplet impingement dynamics.  
1.4.1 Single-­‐droplet	  impingement	  
Droplet impingement is a century-old problem and most of previous research focuses on 
studying single-droplet impingement and how the spreading radius (or wetted area) 
changes during the impinging process. The spreading radius can sometimes provide 
important information for a variety of industrial applications, such as thermal spraying 
and inkjet printing, but it does not provide enough information for us to predict either 
geometrical or physical aspects of manufacturing results. In the context of manufacturing, 
studying the droplet shape evolution as mentioned before, however, can provide valuable 
information that can be used to predict manufacturing results.  
A shift of focus from the change of spreading radius to shape evolution opens up a whole 
new domain for us to explore, which can be roughly broken down into smaller problems 
as shown in Figure 1-4. Shape is an abstract geometrical concept, and it is very difficult 
to track its change. In order to study shape evolution, a shape metric is thus required to 
characterize and quantify the droplet shape at different moments of the impinging process. 
From the perspective of design, the objective of manufacturing is to meet the design 
requirements and one of the most important design requirements is the geometry. It is 
therefore reasonable to define a shape metric by measuring the similarity between the 
droplet shape and the desired shape, which can also provide a means for optimization of 




uniform film is targeted as the desired shape for this study. This choice can also be 
justified because more complicated geometries can be built if we have the ability to build 
a regular geometric unit. Therefore, two research questions and their hypotheses can be 
formulated as the following. 
 
Figure 1-3. Breakdown of the droplet deposition process. 
RQ1: How to characterize and quantify the droplet shape to enable the shape 
optimization of the droplet deposition process? 
Hypothesis: A shape coefficient that is defined to measure the similarity between the 
droplet shape and the desired shape (a uniform film) can be used to characterize and 





Figure 1-4. Breakdown of the problem of single-droplet impingement. 
The proposed shape metric will provide us the ability to catch the moment when the 
droplet shape is closest to our desired shape during the shape evolution. As shown in 
previous research, the droplet impingement dynamics on a flat surface are governed by 
the Navier-Stokes equations with many physical parameters, including fluid density ρ, 
viscosity η, surface tension σ, droplet size D0, impact velocity U, and contact angle θ. The 
number of influencing factors can be reduced to three dimensionless numbers through a 
standard dimensionless analysis of the Navier-Stokes equations, including the Weber 
number, the Reynolds number and the Froude number, which are used to characterize the 
ratios of different physical forces.  The Weber number is the ratio of the inertial force to 
surface tension, the Reynolds number is the ratio of inertial force to viscous force, and 
the Froude number is the ratio of inertial force to gravity. As we intuitively understand 
that the inertial force drives the droplet into a uniform film, the surface tension holds the 
droplet together into a spherical shape, and the viscous force resists any shape change, we 




RQ2:  How do the relevant dimensionless numbers affect the best-achievable shape 
(i.e., closest to a uniform film)  and the timing of it for single-droplet impingement 
on an ideal flat surface?  
Hypothesis: A larger Weber number can achieve a more uniform film when the viscous 
effects are small, and a larger Reynolds number leads to a better best-achievable shape 
when the viscous effects are large. The Froude number does not influence much of the 
shape evolution when the droplet size is sub-millimeter.  
The shape evolution of single-droplet impinging onto a non-flat surface is left for future 
study.  
1.4.2 Multiple-­‐droplet	  impingement	  
A similar approach can be taken to study the more complicated droplet shape evolution 
for multiple-droplet impingement. However, multiple-droplet impingement is rarely 
studied in previous research due to the lack of a proper research tool. The computational 
cost for simulating three-dimensional (3-D) droplet impingement is prohibitive with 
traditional computational fluid dynamics (CFD) algorithms. In order to overcome this 
hurdle, we first need to develop an efficient numerical solver to enable 3-D simulation of 
droplet impingement so that we can study multiple-droplet impingement. A breakdown of 
the problem is shown in  Figure 1-5. The computational cost of traditional CFD 
algorithms comes from solving the non-linear Navier-Stokes equations for the velocity 
field and the Poisson equation for the pressure field.  A particle-based numerical method 
lattice Boltzmann method (LBM) has recently grabbed a lot of attention for its efficiency 
in simulating fluid dynamics with a set of evolution equations for particle population 





Figure 1-5. Breakdown of the problem of multiple-droplet impingement. 
RQ3: How to build a numerical model that can simulate the droplet impingement 
dynamics more efficiently than the traditional commercial software packages with 
certain accuracy to enable 3-D simulation of the droplet impingement dynamics and 
make it possible to study the multiple-droplet interaction dynamics? 
Hypothesis: A lattice Boltzmann model can be used to simulate 3-D droplet impingement 
dynamics more efficiently than the commercial software packages that use the traditional 
macroscopic methods within certain range of accuracy and reliability. 
Answering the three research questions and testing the hypotheses will be the main 
research activities that will be conducted in this project. The research topics presented in 
the boxes in the dashed line as in Figure 1-3, Figure 1-4, and Figure 1-5 will be left for 
future exploration.  
1.5 Summary	  
This research focuses on studying the interface dynamics in inkjet deposition, which may 
hold the key to understanding material joining process and advancing the manufacturing 
technology to next stage. The thesis is organized as follows. In Chapter 2, a detailed 




including shape characterization, multi-phase flow modeling, and lattice Boltzmann 
method. Chapter 3 presents the development of a novel shape metric to characterize the 
droplet shape in both 2-D and 3-D. In Chapter 4, a detailed study of the shape evolution 
of single-droplet impinging on a solid surface is conducted. First, a 2-D numerical model 
is developed and validated. The effects of relevant dimensionless numbers on the shape 
evolution of the droplet are then studied using the numerical model. A regime map is then 
constructed to indicate the impingement conditions that lead to a shape closest to the 
desired shape. Chapter 5 presents a new lattice Boltzmann (LB) formulation that can 
simulate droplet impingement dynamics in 3-D very efficiently. The simulation results 
are then compared with the predictions of the commercial software COMSOL, previous 
LB models, and experimental data. Results show the proposed LB simulation approach 
yields not only a significant speed improvement over COMSOL, but that it also has better 
accuracy than both COMSOL and the previously reported LB technique. Chapter 6 
demonstrates the capability of the developed LB solver with simulations of multiple-
droplet impingement in 3-D. The shape evolutions of multiple-droplet impingement, 
including two-droplet, a-line-of-droplet, and an-array-of-droplet, are investigated with 
varying impact conditions. Chapter 7 gives conclusions and future work 






CHAPTER	  2 LITERATURE	  SURVEY	  
The droplet deposition process is very complicated as it involves many complex physical 
phenomena and crosses into a wide range of subjects. As this research targets to answer 
three critical research questions as presented in Chapter 1, it is beneficial to  survey the 
literature to understand the state of the art on the relevant subjects.  In order to provide a 
sufficient background for the three research questions we raised, three subjects need to be 
reviewed, including shape representation, multiphase flow modeling, and the lattice 
Boltzmann method. 
2.1 Shape	  Representation	  
Shape, as a geometrical concept, is our perception and visual representation of the 
geometry of various objects in the real world. We humans have developed sophisticated 
mathematical tools for analysis of various models in our life, including many regular 
geometrical models. However, it is still not easy for us to comprehend arbitrary shapes 
due to the difficulty of representing them mathematically. Entering the digital age, more 
and more digital images are produced and there is a growing interest in shape 
representation for multimedia searching and image retrieval in computer graphics, 
computer vision, computational geometry, computer-aided-design (CAD) and related 
fields. Extensive research has been conducted on shape representation techniques for both 
2-D and 3-D shapes during the past decades [64-66], but very little research has been 
reported on studying the physics of shape change. Therefore, we will present a survey of 




purposes, for both 2-D and 3-D shapes. There are two different approaches to represent a 
shape. One is to use a feature vector to represent the geometrical feature or some derived 
feature of the entire shape, and the other is to break the shape down into small segments 
called primitives and then represent the shape by the sequence of the primitives, which is 
also known as structural representation.  
2.1.1 Feature	  vector-­‐based	  shape	  representation	  
Feature vector has long been used as a standard approach for multimedia retrieval [67] 
when it is difficult to compare two objects directly. The similarity between shapes can be 
measured using a distance-based metric in the vector space. A feature vector can be 
constructed with many different aspects of the geometrical information of the shape,  
including statistical, boundary (contour/surface for 2-D/3-D shapes respectively), and 
bulk (region/volume for 2-D/3-D shapes respectively) information. The boundary and 
bulk information can be represented in either the spatial or the frequency domain. 
2.1.1.1 Statistical	  representation	  
The simplest statistics of a shape include bounding area/volume, object orientation, ratio 
of principle axis for both 2-D and 3-D shapes. Paquet et al. [68] reviewed several 
possible simple statistical shape descriptors. Peura et al. [69] also proposed some other 
simple descriptors such as convexity and elliptic variance. To capture more detailed 
information on the shapes, some parameterized statistics [70] are employed, such as the 
moment of inertia of boundary points, the average distance of the boundary points from 
the principle axis, and the variance of the distance. Geometric moments have been 




More complicated statistics intended to capture more details are investigated utilizing 
different shape distribution functions, such as the distribution of angles between three 
random points on the boundary, the Euclidean distances between one fixed point and 
random points on the boundary, the angles between chords and principle axes [68, 71-72].   
2.1.1.2 Boundary	  representation	  
It is appropriate to use the boundary to represent a shape when most of the effective 
information of the shape are on the boundary. There are numerous ways to approximate 
or represent the information on a shape boundary. Some common geometrical features 
(often called shape signatures) [59, 66, 73] can serve as the foundation to construct 
feature vectors, including, centroidal profile, complex coordinates of the boundary points, 
centroid distance, tangent angle, cumulative angle, curvature, boundary normal, area, 
chord-length, etc. Typically the shape-signature vectors have very high dimensionalities 
in order to sample enough information on the boundary. The dimensionality can be 
reduced by transforming the feature vectors in the spatial domain into the frequency 
domain and picking only the relevant frequency components while ignoring the high-
frequency components. This method can also help overcome the problem of noise 
sensitivity and boundary variations. A large set of methods are built on such an idea, 
including Fourier descriptor (FD) [64, 73-74] based on Fourier transform, wavelet 
descriptor (WD) [75] based on wavelet transform, spherical descriptor based on spherical 
harmonics for 3-D shapes [71, 76], scale space method based on continuous Gaussian 
filtering to obtain shape components on different scale [77].  Although wavelet descriptor 
has the advantage of multi-resolution in both the spatial and the frequency domains, 




Fourier theory is well-developed and well-understood; 2) it is simple to compute the 
Fourier descriptors; 3) each descriptor has specific physical meaning; 4) normalization is 
easy; 5) both global and local features can be well captured. There are also some other 
methods that approximate the boundary shape with a base shape (e.g., a second-order 
spline curve) plus a small perturbation [78]. The coefficients of the perturbations can 
construct a feature vector to describe the shape. This method is often used for specific 
applications.  
2.1.1.3 Bulk	  representation	  
A different approach to represent the shape is to use all the information in the bulk 
(region/volume for 2-D/3-D respectively). One of the most intuitive ways to do this is to 
use a grid-based method [79], which scans the shape in the space and builds a "bitmap" 
with 1 meaning the cell is occupied by the shape and 0 otherwise. A binary vector can 
then be constructed to represent the shape, and the similarity between shapes can be 
measured by the binary Hamming distance. Instead of sampling on a regular grid, the 
circular/spherical sampling schemes have also been used for 2-D/3-D shapes [80-81], in 
which a polar raster of concentric circles/spheres and radial lines is overlaid in the center 
of the mass, and a shape matrix can then be built with the sampling. The spherical 
harmonics can be applied to the sampled information to construct a feature vector [81]. 
Statistical methods have also been used to describe the shapes as histograms of point 
fractions that fall into partitions of the enclosing object space with different partitioning 
models [82]. A comprehensive comparison of various feature-vector based shape 
representation methods for 3-D shapes is presented in [83], which shows that the 




the overall effectiveness increases with the dimensionality of the feature vector first and 
then plateaus after the dimensions reach certain point.  
2.1.2 Structural	  shape	  representation	  
Structural shape representation breaks shapes down into primitives using polygonal 
approximation, curvature decomposition, curving fitting, etc [84].  The common 
primitives can be polygon, a quadratic arc, a spline, etc. The result of the structural 
decomposition is a string of letters that represents the sequence of the primitives, and the 
similarity of shapes can be measured with the edit distance of two string sequences. One 
early-introduced structural shape representation technique is the chain code 
representation [85], in which an arbitrary curve shape is represented by a sequence of 
small unit vectors with a limited set of possible directions. The author argues this method 
can be extended to encode arbitrary geometric configurations. Instead of using unit 
vectors, the shapes can also be decomposed into polygons [86] and smooth curves [87],  
and similar approaches can be used to compare shapes as in the chain code representation 
method. It is also possible to describe the shapes with their topology and to compare the 
shapes by their topological structure [88]. A similar approach is to first obtain thin 
skeletons of the shapes using a suitable skeletonization algorithm and then to compare the 
topological structures of the skeletons of the shapes [89]. The structural shape 
representation techniques are usually tailored to specific shape recognition problems,  
while their applicability to general problems still needs further exploration in terms of 
both effectiveness and efficiency.   




The droplet impingement dynamics falls into the category of multiphase flow problems 
within fluid dynamics and it has presented a challenging task in both physical modeling 
and numerical computation.  Both kinds of challenges arise from the existence of the 
moving interface between phases. It is physically difficult to model the physical transfer 
processes (mass, momentum, energy, etc.) across the interface because the geometry of 
the interface is not known as a priori but requires to be calculated during the process. The 
numerical challenges come from the discontinuities of the physical quantities across the 
interface. When it comes to droplet impingement on a solid surface in the air, two fluid 
phases are involved, the air and the droplet, and the large deformation of the droplet 
shape (i.e. the interface between the two phases) makes the problem become very 
difficult.  It becomes even more challenging due to the high density, viscosity, and speed 
ratios. Among the numerous computational methods for the multiphase flow problem, 
they can be generally divided into the macroscopic method that is based on continuum 
assumption of the fluids, the microscopic method that tracks the individual molecules or 
atoms with Newton's equations of motion or statistical mechanics, and the mesoscopic 
method that falls in between of microscopic and macroscopic methods by modeling a 
group of fluid molecules as a fluid particle and ignoring all the molecular details within 
the particle.  
2.2.1 Macroscopic	  methods	  
It is often enough to model a problem on its relevant scale. The macroscopic method 
models the fluid as a continuous medium and the governing equations of the fluid motion
—the Navier-Stokes equations—can be derived from Newton's second law with certain 




phases in a multiphase flow problem, a variety of models have been proposed and can be 
generally divided into Euler-Euler, Euler-Lagrange and direct interface resolving 
approaches. 
2.2.1.1 Euler-­‐Euler	  approach	  
In a multiphase flow, the continuous phase is often modeled in an Eulerian reference, and 
the dispersed phases can be treated in either Eulerian or  Lagrangian reference. In the 
Euler-Euler approach, all the phases are treated mathematically as interpenetrating 
continua, and the conservation equations are derived for each phase in the same way. 
Two common approaches have been used for different applications with different 
assumptions and simplifications.  
1) Mixture model 
The mixture model takes the single-fluid approach that treats all the phases as a mixture 
and solves one set of conservation equations for the mixture and volume fraction 
equations for the secondary phases [90]. These equations are closed by prescribing 
algebraic expressions of the relative velocities to the mixture for each phase with the 
assumption that a local equilibrium between the phases should be reached over short 
spatial length scale, in which the coupling effects between the phases are incorporated. If 
all the relative velocities are set to zero, the mixture model reduces to a homogeneous 
multiphase model. The continuous phase can be either liquid or gas, and the dispersed 
phases can be solid particles, drops, or bubbles. Due to the largely simplified modeling of 
the inter-phase phenomena, the mixture model is typically applied to problems with low 
volume fraction of dispersed phases, such as particle-laden flows with low loading and 




2) Eulerian model 
Unlike the mixture model, the Eulerian model solves a set of conservation equations for 
each phase [92]. Constitutive relations are required for interfacial transport to complete 
the overall model. The constitutive relations are often derived from kinetic theory or 
experiments depending on different flow patterns and types of phases involved. The 
advantage of this approach is that the interfacial transport process can be rigorously 
defined while the flip side is it often requires a great depth of understanding and 
experimental data of the phenomena being modeled. The user-defined approach for the 
interfacial transport processes provides a flexible framework for a wide variety of 
applications, such as bubble columns [93] and fluidized beds [94]. The complexity of the 
model and the computational cost of solving multiple sets of governing equations, 
however, largely limit its applications. 
2.2.1.2 Euler-­‐	  Lagrange	  approach	  
If the dispersed phases are rather small in size compared to the grid resolution of the 
continuous phase, it is natural to adopt the Lagrangian representation to track the 
trajectories of the dispersed phases [95]. In this case, the dispersed phases can be 
simplified as particles, and the particle trajectories are determined individually by particle 
equation of motion at specified intervals during the fluid phase calculation.  It is also 
possible for the particles to exchange mass, momentum, and energy with the fluid phase. 
A fundamental assumption for this approach is that the dispersed phases have a low 
volume of fraction, which makes it not suitable for modeling any interfacial phenomena.  




Unlike the previous models, a direct interface resolving approach calculates the 
topological evolution of the phase-interface between two fluids without any prior 
knowledge of the size and the shape of the phase-interface. It treats all the fluid phases as 
one single fluid field and solves one set of governing equations. An additional surface 
tension term is added to the governing equations to account for the effects of phase-
interface on the fluid field. Various models have been developed to represent the phase-
interface. Marker-and-cell is among the first of such methods that was initially developed 
for tracking the free surface of  a fluid using marker particles that move with the local 
velocity of the fluid [96]. The idea of using a marker function for tracking the position of 
the fluid interface has inspired many successful methods for simulating multiphase flow, 
such as the volume-of-fluid (VOF) method [97], the level-set method [98], the phase-
field method [99], and the front-tracking method [100] 
1)  Volume-of-fluid method 
The VOF method uses a function of volume fraction VF to represent the fluid interface 
[97]. Assuming every "fluid particle" retains its identify (i.e., does not change phase),  the 
material derivative of VF needs to be 0, which leads to the advection equation for VF: 
 
𝜕𝑉𝐹
𝜕𝑡 + 𝐮 ∙ ∇𝑉𝐹 = 0 
(2-1) 
where t is time, u is velocity, and VF is the volume fraction of one fluid ranging from 0 to 
1, with 0 meaning the grid cell is filled with a different fluid. The choice of volume 
fraction as the interface marker function allows a sharp representation of the interface and 
accurate advection of the volume fraction so that the mass is conserved, which is the 
major advantage of the VOF method. However, it is rather difficult to use volume 




computing the surface tension term in the governing equations. Therefore, a geometric 
reconstruction of the fluid interface, as illustrated in Figure 2-1, is needed in order to 
calculate the curvatures [101]. If the reconstructed interface is not smooth enough, it 
often causes large variation of curvature at the interface and thus numerical errors and 
instability. The interface reconstruction also incurs extra complexity and great 
computational cost, especially for 3-D simulations.  The VOF method has been adopted 
by many commercial and open source codes (e.g., ANSYS Fluent, STAR-CCM, Flow3D, 
Gerris Flow Solver, etc.) for simulating multiphase flow problems for its ability to handle 
large interface topology change and interface coalescence and breakup, which lends itself 
to simulation of droplet impingement dynamics by many research groups [102-103].  
 
Figure 2-1. Illustration of the geometric reconstruction of the fluid interface from 
volume fractions. 
2)  Level-set method 
In order to avoid the interface reconstruction operation that results from the discontinuous 




introduced in the level-set method so that the exact location of the fluid interface can be 
determined from the level-set function. The level-set function advects with the velocity 
field in the same way as the volume fraction in the VOF method as in Eq. (2-1). A typical 
level-set function adopts a signed distance to the fluid interface, with 0 being the location 
of the interface. The great advantage of using a smooth level-set function is the easiness 
of calculating the curvature of the interface. The unit normal vector n and the mean 





 𝑘 = ∇ ∙
∇𝜑
|∇𝜑| (2-3) 
respectively. In spite of its apparent simplicity in calculating the curvature, the level-set 
function φ provides no intrinsic mechanism to ensure the mapping of φ to the location of 
the interface keeps the same way. That is, the relationship between φ and the distance to 
the interface may change as the interface thickness changes during the simulation, which 
makes the determination of the interface location inconsistent. To solve this problem, a 
re-initialization procedure is needed to reinitialize the level-set function φ at every time 
step. Although it is possible to conserve φ, the mass enclosed by the zero level-set is not 
conserved due to the artificial re-initialization procedure, especially when the interface 
undergoes severe stretching and tearing [104]. Many successors have tried to improve the 
level-set method, and many different approaches are attempted such as "hybrid 




been used for studying various multiphase flow problems [107] and adopted by many 
commercial and open source codes, such as COMSOL.  
3) Phase-field method 
In contrast to the VOF and level-set methods that treat the material interface as an infinite 
thin or sharp boundary with generally discontinuous physical quantities across the 
interface, the phase-field method falls into the category of diffusive interface methods 
[108] that describe the interface as a finite-thick transitional region with continuous 
variations of an order parameter (e.g., density) from one material phase to another.  
Unlike the level-set method relying on an artificial level-set function, the order parameter 
of the phase-field method generally is a physical quantity governed by the physical laws, 
which provides a physical principle to maintain the material interface and eliminates the 
need for re-initialization of the level-set function as in the level-set method. In a 
multiphase flow, a typical order parameter is the composition of one fluid. The evolution 
of the composition variable C is driven by the gradient of chemical potential µ and 
governed by the Cahn-Hilliard equation [99]. The surface tension force can be derived as 
a body force with no need to calculate the curvature at the fluid interface. Due to the 
intrinsic incorporation of the interfacial dynamics, the phase-field method can find a  
wide variety of multiphase applications in droplet impingement dynamics [109], phase 
change [110], viscous fingering [111], etc.  Since the thickness of the real material 
interface is generally on the scale of nanometers, it usually requires a finer mesh than the 
sharp interface models to numerically resolve the interface in order to achieve high 
accuracy. The phase-field method has also been implemented in several commercial and 




4) Front-tracking method 
Unlike previous models that represent the interface using an interface marker function on 
a fixed grid, the front-tracking method introduces additional computational elements to 
keep track of the front. This approach considerably reduces the mesh density needed to 
maintain a sharp and numerically well-resolved interface. The higher accuracy for similar 
mesh density is at the expense of more complexity. The interface is typically represented 
by a connected set of particles that carry forces. The complexity arises from handling the 
interactions between the introduced particles and the fixed grid. The interface particles 
generally need restructuring as the calculation proceeds, which becomes more 
complicated in 3-D. The interface curvature can be obtained from the positions of the 
marker particles, and the surface tension term can thus be calculated. The front-tracking 
method is best suited for well-defined fronts that are easily identifiable in the initial 
conditions and is not suited for dealing with interface coalescence or breakup. 	  	  	  	  	  
2.2.2 Microscopic	  methods	  
In principle, all the physical phenomena can be described by zooming into the molecular 
level and modeling the motion of the molecules and their interactions. There are two 
approaches to describe the behavior of the molecules: deterministic and stochastic. 
Correspondingly, two different methods have been developed to simulate various 
physical phenomena when quantum effects are not important: molecular dynamics (MD) 
[112] and Monte Carlo (MC) method [113]. 




Molecular dynamics generally solves the trajectories of interacting atoms/molecules 
based on Newton's equation of motion where the forces between particles and potential 
energy are defined by molecular mechanics force fields.  The macroscopic 
thermodynamic properties of the system can then be determined by statistical ensemble 
averages. Although in theory the MD method can simulate almost any kind of 
macroscopic dynamics as a "virtual microscope" with high temporal and spatial 
resolution,  it suffers from three fundamental limitations. First, MD simulation minimizes 
the potential energy rather than the free energy of the system and thus neglects all 
entropic contribution to the system. Second, accurate integration of the motion equations 
require a time step to be short enough (~10-15s) to resolve atomic vibrations. In addition, 
it is limited to simulate systems in relatively small spatial and time scales by the huge 
computational cost and cumulative numerical errors.  MD is often applied for studying 
chemical physics, materials science, and bio-molecules modeling. Most of the time the 
molecular-level details are not needed for modeling macroscopic fluid dynamics, but 
some phenomena are inherently multiscale, such as droplet impingement dynamics. The 
motion of the contact line usually occurs on a much smaller scale than the rest of the 
droplet. MD has been used for studying contact line dynamics to improve our 
understanding of contact line motion and dynamic contact angle [114].  The no-slip wall 
boundary condition is reported to break down around two-atom scale [115].  
2.2.2.2 Monte	  Carlo	  method	  
The Monte Carlo method can be used to simulate a wide range of problems in the 
physical sciences, engineering, finance and business, and mathematics, especially when 




molecules using a deterministic model for simulating physical systems, the Monte Carlo 
method relies on a stochastic procedure that generates random walks in the configuration 
space to determine the states of the system. The best-known MC method is the 
Metropolis algorithm [116]. It moves one atom at a time by a small random displacement 
generated in the configuration space from a probability distribution (often the classical 
Boltzmann distribution) to obtain thermodynamic properties or minimum-energy 
structures. However, this method can only simulate the equilibrium state of a physical 
system because there is no concept of time in the model. The kinetic Monte Carlo (KMC) 
method [117] is developed to simulate kinetics based on the idea of transition rates from 
state to state, which depends on the energy barrier between the states. The transition from 
state to state neglects all the trajectories of atoms between states and enables KMC to 
reach much longer time scale than MD, typically seconds and well beyond. The 
determination of the transition rates between states, however, can be challenging and 
critical to the accuracy of the simulation results.  The MC method has also been used to 
study droplet spreading on a solid substrate [118] to test Tanner's law in nano scale, 
which shows the MC method can well bridge the gap between the timescales of the MD 
and macroscopic methods. The spatial scale that MC can reach is still largely limited by 
the computational cost for simulating large number of atoms.  
2.2.3 Mesoscopic	  methods	  
In order to achieve a larger time and spatial scale than the microscopic methods while 
retaining their flexibility of modeling complex physical phenomena, a new class of 
methods known as the mesoscopic methods has emerged to bridge the gap between 




describing the materials as a continuous medium or as individual molecules, the 
mesoscopic methods treat them as discrete particles that consist of a group of molecules, 
and ignore all the molecular scale details within the particles. It is quite natural to use the 
idea of particle as it enjoys various benefits of the microscopic description of materials, 
such as simple description for very complex phenomena that would otherwise require 
explicit treatment for the macroscopic methods, rigorous conservation of mass and 
momentum, and relatively low coding effort in developing numerical tools. Neglect of 
the molecular-level details also enables the particle methods to reach a much larger 
spatial scale and longer time scale than the microscopic methods. A variety of 
mesoscopic methods have been developed during the past decades, such as Lattice Gas 
Automata (LGA) [119], the Lattice Boltzmann method (LBM) [120], Dissipative Particle 
Dynamics (DPD) [121], Smoothed Particle Hydrodynamics (SPH) [122], Fluid Particle 
Model [123], and Vortex Particle Method [124]. These methods are developed primarily 
for simulating complex gas and fluid dynamics, including multiphase flow. This section 
will give a brief review of  dissipative particle dynamics and smooth particle 
hydrodynamics and the lattice Boltzmann method will be thoroughly reviewed in the next 
section. 
2.2.3.1 Dissipative	  particle	  dynamics	  	  
Dissipative particle dynamics can be considered as a coarse-grained molecular dynamics 
model. The differences are DPD has a much larger particle size (a cluster of molecules) 
and softer interaction between particles. The particles interact with each other through 
three different forces: a conservative force that describes the repulsion between particles, 




random force that describes the random and dissipative interactions between particles 
based on Fluctuation-Dissipation theorem [121]. The standard DPD model has only the 
repulsive force and is used primarily for gas dynamics. The random and dissipative forces 
are incorporated to characterize the fluctuating dissipative behavior of non-ideal fluids. 
The particle interaction ensures the conservation of mass and momentum, which provides 
DPD the ability to capture the hydrodynamics  of a fluid at large scales. The conceptual 
framework allows DPD to model the behavior of various complex fluids, such as particle 
suspension, polymer solutions, emulsions, gels, and other complex fluids and soft 
condensed matter. Although the DPD method has received substantial theoretical support 
and experienced rapid development during the past decades [123], it still faces many 
issues. Numerous efforts have been put forward in developing thermodynamically 
consistent DPD models [125], and it still appears unclear what physical length and time 
scales are actually simulated [123]. A rule of thumb is that the DPD particle size should 
be no more than 10 to 100 times the molecule size and that DPD simulations are typically 
105 times faster than MD simulations  [126].  
2.2.3.2 Smooth	  particle	  hydrodynamics	  	  
Smoothed Particle Hydrodynamics is a mesh free Lagrangian method that can be used to 
approximate numerical solutions of the equations of fluid dynamics by replacing the fluid 
with a set of particles. Although it was originally developed for the astrophysics 
community [122], it has been widely used in simulating various complex fluid problems. 
The fluid particles have a spatial influencing distance, known as "smoothing length," over 
which the fluid properties are smoothed with a "bell-shaped" kernel function based on the 




shaped" functions. The "smoothing length" can automatically adapt itself to the local 
density or other conditions and can thus achieve an equivalent effect of "adaptive mesh" 
as in grid-based methods. It also enjoys the benefits of particle-based methods, such as 
exact advection and trivial treatment for interface problems. SPH is a fast developing 
method and still faces many theoretical and numerical issues for various applications, and 
a comprehensive review of the progress can be found in [127].   
2.3 Lattice	  Boltzmann	  Method	  
The Lattice Boltzmann (LB) method has experienced rapid development since its birth 
two decades ago [128] for its promising ability to simulate complex fluids, such as 
multiphase flow, particulate and suspension flows, and flows in porous media.  Similar to 
previously introduced mesoscopic methods, LBM is also a particle based method that 
describes the probability of particle distribution in the space using a particle distribution 
function (PDF) rather than tracking the exact locations and momenta of individual 
particles as in molecular dynamics.  Therefore, it enjoys the simplicity of modeling 
various complex macroscopic phenomena by modeling particle interactions, which 
follows the Boltzmann transport equation: 
 ∂! + 𝐞 ∙ ∇𝐱 + 𝐅 ∙ ∇𝐞 𝑓 𝐱, 𝐞, 𝑡 = Ω(𝑓 𝐱, 𝐞, 𝑡 ) (2-4) 
where t is time, x is the particle coordinates in the physical space, e is the microscopic 
velocity of a particle, F is the external force exerted on the particle, and f(x, e, t) is the 
number of particles that can be found at time t within a phase-space element d!𝐱 ∙ d!𝐞. 




other, which can be derived by taking into account only binary collisions based on the 
assumption that the velocity of a particle is independent of its position in space.  
Computational efficiency is another advertised advantage of LBM over traditional 
computational fluid dynamics (CFD) techniques. Although it largely depends on the 
specific implementation for specific problems, the LBM generally wins because it only 
updates the particle states using explicit equations rather than solving non-linear Navier-
Stokes equations. In addition, the locality of the computation in LBM offers the 
opportunity for massive parallelization of the algorithms, which can significantly speed 
up the simulations.  
2.3.1 Origin	  of	  lattice	  Boltzmann	  method	  
The lattice Boltzmann equation (LBE) can be derived in several different ways, but its 
direct precursor is the lattice gas automata method [119], which is derived from the 
concept of cellular automata [129], originally discovered by Stanislaw Ulam and John 
von Neumann and popularized by Conway's Game of Life. The basic idea of cellular 
automata is to have a grid of cells that can be set to a finite number of states (e.g., two 
states: on and off.), to update their states based on a fixed rule (e.g., if all the neighbors of 
a cell are on, the state of the cell is changed to off.), and to iterate from an initial state. It 
is found that some simple rules can evolve into very complex patterns from different 
initial states. The idea is then employed to simulate gas dynamics. On a lattice, the state 
of each site is purely Boolean; either there is or is not a particle moving in each direction 
(e.g., if there are 6 possible velocity directions, each site is represented by 6 Boolean 
variables). The iteration rule is divided into two steps: propagation and collision. In 




a set of rules that conserve mass and momentum are established to determine how the 
particles change their states after collision under different collision situations. The LGA 
method suffers from lack of Galilean invariance and statistical noise [130]. The LBE is 
derived by replacing the Boolean states in the LGA equation with particle distribution 
function [128]: 
 𝑓! 𝐱+ 𝐞!𝛿𝑡, 𝑡 + 𝛿𝑡 = 𝑓! 𝐱, 𝑡 + Ω!(𝑓! 𝐱, 𝑡 ) (2-5) 
where i = 0, 1 …, Q, represents the number of directions in a discretized phase space,  
𝑓! 𝐱, 𝑡  is the particle distribution function in the i-th direction, Ω!  is the collision 
operator that defines the rules of collision, 𝐞! is the unit microscopic velocity in the i-th 
direction, 𝛿𝑡 and 𝛿𝑥 are time and space increments respectively with 𝛿𝑥 = |𝐞!|𝛿𝑡. The 
density ρ and the momentum density ρu can be calculated from the moments of the 
distribution function:  
 𝜌 = 𝑓!    (2-6) 
 𝜌𝐮 = 𝑓!𝐞! (2-7) 
where u is the macroscopic velocity. The collision operator is required to conserve mass 
and momentum at each lattice site, therefore,  
 Ω! = 0 (2-8) 
 Ω!𝐞! = 0 (2-9) 
In order to solve the equation, a significant simplification of the collision term is made by 
assuming that the local particle distribution relaxes back to an equilibrium state at a rate 









where the equilibrium distribution 𝑓!" can be expanded to the second order of u under 
the small Mach number assumption [132]: 
 𝑓!
!" = 𝜌[𝑎! + 𝑎!𝐞! ∙ 𝐮+ 𝑎! 𝐞! ∙ 𝐮 ! + 𝑎!𝐮!] (2-11) 
where the coefficients 𝑎! to 𝑎! can be obtained analytically from the constraints Eqs. (2-8) 
and (2-9) [133]. The single relaxation time scheme (i.e., λ is a scalar) and the multiple 
relaxation time scheme (i.e., λ is a matrix) have both been explored extensively in the 
literature [120, 134]. The multiple-relaxation-time scheme can generally improve the 
numerical stability at the expense of increased computational cost. The effects of external 
body force acting on particles can be incorporated by modifying the macroscopic velocity 
u: 
  
 𝐮! = 𝐮+ ∆𝐮 = 𝐮+
𝜆𝐅
𝜌  (2-12) 
where 𝐮! is the updated velocity after incorporating the effects of the external body force 
and ∆𝐮 is the velocity change due to the act of external body force F during the 
relaxation time λ.  
2.3.2 Discrete	  Boltzmann	  model	  
A different approach to derive the LBE is to view it as a discretization of the continuous 
Boltzmann equation, which is originally proposed by He et al. [135] and provides more 
theoretical foundation for the lattice Boltzmann method. The starting point is Eq. (2-4) 
with the BGK collision operator, where the equilibrium distribution function 𝑓!" takes 






2𝜋𝑅𝑇 !/!   exp −
𝐞− 𝐮 !
2𝑅𝑇  (2-13) 
where R and T are the gas constant and the temperature, S is the dimension of the space, e 
and u are the microscopic and macroscopic velocity respectively. Since the derivative 
∇𝐞𝑓 in Eq. (2-4) cannot be calculated directly because the relationship between f and e is 
unknown, it is approximated using the leading order of f: 




Therefore,   Eq. (2-4) becomes: 
 ∂! + 𝐞 ∙ ∇𝐱 𝑓 𝐱, 𝐞, 𝑡 = −
𝑓 − 𝑓!"
𝜆 +
𝐅 ∙ (𝐞− 𝐮)
𝑅𝑇 𝑓
!" (2-15) 
The macroscopic quantities can be obtained by calculating the moments of the 
distribution function: 
 𝜌 = 𝑓d𝐞   (2-16) 
 𝜌𝐮 = 𝐞𝑓d𝐞 (2-17) 
 𝑆
2𝜌𝑅𝑇 = 𝐞− 𝐮
!𝑓d𝐞 (2-18) 
2.3.2.1 Lattice	  structures	  
In order to solve Eq. (2-15) numerically, the phase space needs to be discretized. The 
discretization needs to be done to make sure the necessary symmetries are retained and 
the integration of the distribution function moments (e.g., Eqs. (2-16) to (2-18)) can be 




 𝜓(𝐞)𝑓d𝐞 ≡ 𝑡!𝜓 𝐞! 𝑓!
!
 (2-19) 
where 𝜓(𝐞) is a polynomial of e and 𝑡! is the weight coefficient of the quadrature. In the 
process of recovering Navier-Stokes equations, up to the fourth order of the distribution 
function moments will be used and therefore need to be preserved by the Gaussian 
quadrature in Eq. (2-19). With the constraints of Eq. (2-19) and necessary symmetries, 
for a given lattice model one can obtain the weight coefficients and the following 
constraints [136]:  
 𝑅𝑇 = 𝑐!! (2-20) 
 𝑡! = 1;    𝑡!𝐞! = 0;    𝑡!𝐞!𝐞! = 𝑐!!𝛿!"; 𝑡!𝐞!𝐞!𝐞! = 0;   
𝑡!𝐞!𝐞!𝐞!𝐞! = 𝑐!! 𝛿!"𝛿!" + 𝛿!"𝛿!" + 𝛿!"𝛿!" ;    𝑡!𝐞!𝐞!𝐞!𝐞!𝐞! = 0 
(2-21) 
where 𝛿!" is the Kronecker delta, 𝛼,𝛽, 𝛾, 𝛿 are dimensions of the space, 𝑐! is a lattice 
constant and often identified as the lattice "sound of speed" that depends on the lattice 
structure model, which is typically referred to as d-dimensional b velocity DdQb model. 
A typically used lattice model is D3Q19, which has: 
 𝑐!! =
1
3 ;   𝑡! =
1
3 ; 𝑡!!! =
1




Other typical lattice models are summarized in Appendix A. The Maxwell-Boltzmann 
distribution function in Eq. (2-13) can be expanded retaining the terms up to O(u2) under 
small Mach number assumption:  
 𝑓!













The same coefficients can also be derived for the lattice gas Boltzmann model as 
presented in the previous section. The discretized Boltzmann equation then becomes: 
 
𝜕𝑓!
𝜕𝑡 + 𝐞! ∙ ∇𝑓! = −
𝑓! − 𝑓!
!"





2.3.2.2 Chapman-­‐Enskog	  multiscale	  analysis	  
In order to relate the discretized Boltzmann equation to the Navier-Stokes equations, it is 
necessary to separate physical phenomena occurring on different scales via the Chapman-
Enskog multiscale expansion. The particle distribution function can be expanded around 
its equilibrium state as: 
 𝑓! = 𝑓!
!" + 𝜖𝑓!
(!) + 𝜖!𝑓!
(!) + O(𝜖!) (2-25) 
where 𝜖 is identified as the Knudsen number, which is defined as the ratio of the 
molecule mean free path l (i.e., average distance travelled by a moving molecule between 





When the Knudsen number is very small, the materials can be considered as a continuous 
medium. Therefore, the Knudsen number is introduced as a small number in the 
Chapman-Enskog theory to keep track of the scales. The time and spatial derivatives can 









+ O(𝜖!) (2-27) 
 ∇= 𝜖∇(!) + O(𝜖!) (2-28) 
where the spatial derivative is not expanded beyond its first order term. The higher order 




scale. By assuming the external body force acts on a longer timescale and a larger spatial 
scale than particle collisions (i.e., F is treated as a second order term), equations on 
different scales can be obtained by expanding Eq. (2-24) with the expansions of particle 





























Eqs. (2-8), (2-9), and (2-10) lead to the following constraints:  
 𝑓!
(!) = 0;    𝑓!
(!) = 0 (2-31) 
 𝑓!
(!)𝐞! = 0;    𝑓!
(!)𝐞! = 0 (2-32) 








= 0 (2-34) 
The mass conservation equation can be obtained by combining Eqs. (2-33) and (2-34): 
   
𝜕𝜌
𝜕𝑡 + ∇ ∙ (𝜌𝐮) = 0 
(2-35) 













 𝚷(!) = 𝑓!
!"𝐞!𝐞! = 𝜌𝑐!!𝐈+ 𝜌𝐮𝐮 (2-38) 
 𝚷(!) = 𝑓!
(!)𝐞!𝐞! = −𝜆𝑐!! ∇𝜌𝐮+ 𝜌𝐮∇  (2-39) 
where 𝑓!





𝐐! ∶ ∇𝜌𝐮− 𝐞!∇∶ 𝜌𝐮𝐮+
1
2𝑐!!
𝐞! ∙ ∇ (𝐐! ∶ 𝜌𝐮𝐮)    
(2-40) 
where 𝐐! = 𝐞!𝐞! − 𝑐!!𝐈  and I is the identity matrix. It should be noted that the 
microscopic perspective of 𝑓!
(!) (𝑓!
(!) is a first order gradient term) is consistent with the 
macroscopic perspective of 𝚷(!) (𝚷(!)depends on first order gradient of macroscopic 




𝜕𝑡 + ∇ ∙ 𝜌𝐮𝐮 = −∇𝜌𝑐!
! + ∇ ∙ 𝜆𝑐!! ∇𝜌𝐮+ 𝜌𝐮∇ + 𝐅 (2-41) 
where ν = 𝜆𝑐!! is identified as the kinematic viscosity and 𝜌𝑐!! is the pressure of the ideal 
gas.  
2.3.3 Boundary	  conditions	  
Implementation of boundary conditions for LBM is generally more complicated than for 
macroscopic methods because the degrees of freedom (DOFs) of the particle distribution 
functions are generally more than the boundary constraints that are typically given in 
terms of macroscopic quantities. Here we present a brief review of several elementary 
boundary conditions; more complex boundary conditions can be developed using the 
same principles.  




The periodic boundary condition is one of the simplest boundary conditions for particle-
based methods in terms of implementation and is designed to isolate the domain of 
consideration from boundary effects. Due to the particle nature of the lattice Boltzmann 
method, it can be simply implemented as when one particle distribution function is 
leaving the domain it enters the domain from the opposite side of the domain as 
illustrated in Figure 2-2. The periodic boundary condition is directly applied in the 
microscopic perspective rather than translated from the macroscopic boundary conditions, 
which makes it easy to implement.  
 
 
Figure 2-2. Illustration of periodic boundary condition 
2.3.3.2 Symmetric	  boundary	  condition	  
The symmetric boundary condition is another simple boundary condition in terms of 
implementation.  Since microscopic symmetry implies macroscopic symmetry, the 
symmetric boundary condition can be directly applied in the microscopic perspective as 
well. The symmetric boundary condition is equivalent to the free-slip boundary condition 




boundary acts like a mirror that gives specular reflection to impinging particles, which 
does not transfer any momentum to the wall. As illustrated in Figure 2-3 on lattice site a, 
the incoming distribution function f2 is unknown after the propagation step, and it is taken 
the value of f1 as if it were reflected from f1, which ensures the velocity component 
normal to the wall is zero according to Eq. (2-6). A different implementation is to build a 
symmetric buffer zone as illustrated in Figure 2-3 on lattice site b. Before the propagation 
step, the value of f3 on lattice site b is copied to its symmetric site b' about the boundary 
in a symmetric way and then the propagation step is performed as normal.   
 
 
Figure 2-3. Illustration of symmetric boundary condition 
2.3.3.3 No-­‐slip	  boundary	  condition	  
The no-slip condition is a common macroscopic boundary condition that is often applied 
when zero fluid velocity is assumed at a solid wall. In order to apply it to the LBM 
scheme, the particle distribution functions on the boundary need to be determined to 
satisfy the zero-velocity constraints. It is apparent this is an under-constrained problem 
because the number of particle distribution functions that need to be determined are 




be introduced to fully determine the particle distribution functions. One of the most 
popular approaches is the so-called "bounce-back" scheme, where the particle distribution 
functions are sent back to where they come from. There were two types of 
implementation depending on whether the wall boundary lies on the lattice grid or half-
way in between two lattice grids, which are often referred to as on-grid or mid-grid 
bounce-back respectively. Bouzidi et al. devised a more general bounce-back scheme no 
matter where the wall boundary is located in between of grids [137]. A different approach 
to implement the no-slip condition is the "wet node" approach, which treats the boundary 
nodes as part of the fluid and require a compliance with the Chapman-Enskog multiscale 
analysis. Various implementations have been proposed, such as the Inamuro boundary 
condition [138], Zou-He boundary condition [136], regularized boundary condition [139], 
etc. A complete review and comparison of the "wet node" methods can be found in [140] 
for simple straight wall boundaries.  
2.3.4 Lattice	  Boltzmann	  models	  for	  multiphase	  flow	  
The LBM has been widely used to model multiphase flow and interface phenomena. A 
number of approaches for modeling inter-particle force have been proposed, of which 
three models have achieved significant success, including the "Shan-Chen" (SC) model 
[141-142] that mimics the intermolecular interactions with an empirical forcing 
"potential" function to correct the velocity field after each time step, the "free-energy-
based" model [143-144] that incorporates the thermodynamic effects of complex fluids 
into a modified equilibrium distribution function resulting from a modified momentum 
flux tensor using the concept of free-energy functional, and the "He-Shan-Doolen" (HSD) 




continuous Boltzmann equation to the lattice Boltzmann equation and a different 
perspective of viewing LBM as a special finite difference approximation of the 
Boltzmann equation. 
2.3.4.1 Shan-­‐Chen	  model	  
The Shan-Chen model is one of the earliest and probably most used LB multiphase 
models. It is based in the lattice gas Boltzmann framework introduced in section 2.3.1. 
The forcing term is expressed as the sum of the attractive force from its nearest neighbors: 
   𝐅 𝐱, 𝑡 = −𝐺𝛹 𝐱, 𝑡 𝑡!𝛹 𝐱+ 𝐞!𝛿𝑡, 𝑡 𝐞! (2-42) 
where 𝛹 𝐱, 𝑡  is an empirical interaction "potential" function and G is the interaction 
strength between particles. This forcing term is then used to modify the velocity field 
using Eq. (2-12). The biggest advantage of this model is its simplicity, and it has been 
successfully used in simulating several fundamental interfacial phenomena, such as that 
Laplacian law for static droplets and oscillation of a capillary wave [120]. However, it is 
difficult to introduce temperature into the model with thermodynamically consistency, 
and the large spurious currents around the interface cause serious numerical instabilities 
[146], especially for large density and viscosity ratios. The lack of repulsive force 
between particles in the model also causes unphysical effects.  
2.3.4.2 Free	  energy	  model	  
The free energy model was first introduced by Swift et al. [144]. The basic idea of this 
model is to replace the idea gas pressure in tensor 𝚷(!) as in Eq. (2-38) with a pressure 
tensor P that is derived from macroscopic interface models, such as the Carh-Hilliard 
model. Then the equilibrium distribution function 𝑓!




this constraint, which therefore ensures that the desired macroscopic equations will be 
recovered. The major advantage of this model is that the thermodynamics of the complex 
fluids are properly modeled, since it is derived from the thermodynamically consistent 
macroscopic models. However, it suffers from the lack of Galilean invariance and it does 
not take full advantage of the particle nature of the lattice Boltzmann method. The 
interfacial spurious currents are another major issue for high density and viscosity ratio 
fluids.  
2.3.4.3 HSD	  model	  
The HSD model establishes the framework of the discrete Boltzmann model as presented 
in section 2.3.2 to transition from the continuous Boltzmann equation to the lattice 
Boltzmann equation. The inter-particle interaction force is not from imposed artificial 
rules as in the Shan-Chen model, but derived from the approximation of the Enskog's 
extension of the Boltzmann equation, including both attraction and repulsion [135]. The 
HSD model is thermodynamically consistent due to its roots in the Boltzmann equation,  
and it has been successfully applied to simulate the Rayleigh-Taylor instability problem 
[145]. Because of the density gradient term in the forcing term, the HSD model also 
suffers from interfacial spurious currents for high density ratio fluids.    
2.4 Summary	  
This chapter has surveyed a wide range of subjects in the literature relevant to the 
objectives of this research. In order to characterize the geometry of the droplet interface, 
a wide variety of shape representation and characterization techniques are reviewed and 




feature vector is an effective approach to characterize most of the geometries and the 
Fourier descriptor is of interest for characterization of various shapes due to its many 
unique advantages. To study droplet impingement dynamics, a comprehensive survey of 
the methods for multiphase flow modeling is presented, which are categorized based on 
the scales of the models, including macroscopic, microscopic and mesoscopic methods. 
The available commercial and open source codes for these methods are also examined. 
Compared to other macroscopic multiphase flow modeling techniques, the phase-field 
method provides great numerical capability and stability for handling complicated 
interfacial phenomena by treating the interface as a diffusive interface based on 
thermodynamic principles. The lattice Boltzmann method is thoroughly reviewed for its 
promising ability to handle multiple-droplet interaction in 3-D. Its origin from the lattice 
gas automata and its connection to Boltzmann equation are presented. Typical boundary 
conditions and the principles required to develop complex boundary conditions for the 
LBM have been examined. Three successful LB multiphase flow models have been 







CHAPTER	  3 INTERFACE	  CHARACTERIZATION	  
An interface can be geometrically represented by a shape. Various shape descriptors have 
been proposed to characterize both 2-D and 3-D shapes for multimedia storage, searching 
and retrieval as introduced in section 2.1. Shape, as a geometric representation of objects 
in space, contains rich information about the physics of underlying phenomena. Yet, little 
research has been reported on connecting the shape representation to fundamental 
understanding of the physical phenomena to support a capability for the model-based 
rational design and control of complex processes. This chapter presents an integral metric
—a shape coefficient—that is used for characterization of the droplet shape during 
impact in order to establish a foundation for side-by-side quantitative comparison of 
desired and physically-realizable shapes. 
3.1 Droplet	  Interface	  Characterization	  in	  2-­‐D	  
For a single droplet impingement, droplet shape can be represented axi-symmetrically in 
2-D. Methods of 2-D shape representation can be categorized generally into the contour-
based and region-based methods [147]. The contour based method is chosen due to the 
relatively simple characteristics of droplet shape, wherein most of the droplet shape 
information is contained in the droplet boundary. Since the objective is to achieve a 
uniform film upon the impact of a single droplet (i.e., to flatten the droplet to a pancake 
like structure), the shape metric is defined by measuring the similarity between the actual 
droplet shape and the desired shape (i.e. a rectangle in 2-D cross-sectional space or a 





3.1.1 Interface	  characteristic	  function	  
In order to study droplet shape evolution, the droplet image at each time instant can be 
obtained from the simulation, as representatively shown in Figure 3-1(a). Since the axis 
of rotation (the left-hand-side edge in Figure 3-1(a)) is not part of the droplet boundary 
and thus should not be included in the droplet contour, a mirror operation is performed on 
a half-space droplet representation shown in Figure 3-1(a), resulting in a full droplet cross 
section in Figure 3-1(b). The latter contour representation includes only physical 
interfaces of a droplet projected on a 2-D space which are then processed with a modified 
Moore-Neighbor tracing algorithm [84] to obtain the droplet contour as shown in Figure 
3-1(c).  
   
(a) (b) (c) 
Figure 3-1. (a) Half of a droplet cross section (symmetric about the vertical axis of 
rotation at the left edge) at one time instant obtained directly from simulation; (b) 
Full cross section of a droplet by mirror imaging of the half-space image in (a) 
about the axis of rotation; (c) Droplet contour obtained with Moore-Neighbor 
tracing algorithm. 
To characterize the droplet contour, the centroid distance is used as a shape signature 
[66]. Let the coordinates of the points on the contour obtained from image processing be 
(x(j), y(j), where j=1,2,...N and N is the total number of points). We can calculate the 















The normalized centroid distance can be defined as: 
   𝑟 𝑗 = 𝑥 𝑗 − 𝑥! ! + 𝑦 𝑗 − 𝑦! ! 𝐷! (3-2) 
where D0 is the droplet diameter. Note that the points on the contour acquired from image 
processing are not evenly distributed and are highly dependent on the specific image and 
the image processing algorithm and thus cannot be directly used to compare the droplet 
shape from different images. Although Eq. (3-2) shows that the centroid distance is a 
function of the coordinates (x, y), a closer look can show that it is a one-dimensional 
function that only varies with one independent variable, since x and y are related on the 
contour. A natural choice of the independent variable for the centroid distance would be 
the polar angle with respect to the centroid. However, during droplet impingement the 
droplet shape could sometimes be deformed significantly such that the centroid distance 
changes rapidly with the polar angle. According to the Nyquist–Shannon sampling 
theorem, a very high sampling frequency would be required to obtain sufficient 
information so that the droplet shape can be recovered from discretely sampled points, 
which leads to high computational cost and sensitivity to image noises. Therefore, we 
used the distance d along the contour with respect to a reference point (e.g., the starting 
point of the contour chosen to be the left bottom corner point) as the independent 
variable, so that the centroid distance will not change very fast with it no matter what the 
droplet shape looks like. Then we can plot the centroid distance of a droplet contour as a 
function of the normalized distance nd (defined as d/perimeter of the contour) as shown 




number of points is taken on the contour, the characteristic function r(nd) becomes a 
characteristic vector for the droplet shape, which is rotationally and translationally 
invariant as long as the same reference point is used.  
 
Figure 3-2. Centroid distance r as a function of normalized distance nd for droplet 
and rectangle contours. 
The desired geometry is defined as a rectangle that circumscribes the droplet contour as 
shown in Figure 3-3; its characteristic function is plotted as the dashed line in Figure 3-2.      
 





3.1.2 Interface	  quantification	  
Now, measurement of the similarity between two shapes becomes computation of the 
“distance” between the two functions defined in the same domain in Figure 3-2 using one 
of the possible metrics for the norm of the space. Since the contours are obtained 
numerically from discrete point image processing, we need to sample these two functions 
at the same normalized distance in order to turn these two functions into two vectors, and 
then measure the distance in the vector space. With the points obtained from the image 
processing algorithm, a piecewise cubic spline is used to fit the shape functions of  r(nd) 
and then Ns points are sampled at normalized distance nd = i/Ns (where i = 0, 1...Ns ) to 
obtain the characteristic vectors rd and rr for the droplet and a desired shape, respectively. 
To this point, we have developed an approach to measure the similarity between the two 
shapes in terms of a distance between the two characteristic vectors that parameterize the 
shape contours. But there are two reasons that we want to take a further step to measure 
the similarity between the shapes in the frequency domain by taking a Fourier transform 
of these two vectors. First, if there is a sharp spike somewhere on the droplet contour 
caused by noise in image processing or acquisition, it can be easily eliminated in the 
frequency domain using low pass filtering. Second, if the droplet is scaled differently 
during the image processing, the characteristic vectors will be scaled, as well as the 
distance between them, and it is relatively easier to normalize in frequency domain by the 
DC component of the shape due to its averaging characteristics.   













𝑅! 1  (3-3) 
 








𝑅! 1    
(3-4) 
where Rd and Rr are the Fourier characteristic vectors for droplet and rectangle, 
respectively, and Rd(1) is the DC component of vector Rd. Normalizing both Rd and Rr by 
Rd(1) eliminates the baseline scaling effect, but keeps the relative distance between the 
vectors unchanged. Note that no low pass filter needs to be applied to eliminate the high 
frequency image noises because Ns determines the high cutoff frequency since the 
fundamental frequency is determined by the length of the signal that is fixed at 1 as 
shown in Figure 3-2.  
With the Fourier characteristic vectors, we can thus define a shape coefficient to measure 
the similarity between the simulated or experimentally observed droplet shape and the 
desired target shape by measuring the Euclidean distance between the two Fourier 
characteristic vectors: 
 








The shape coefficient SC ranges from 0 to 1, with unity corresponding to the perfect 
match between the realized droplet shape and the desired geometry. With this definition 
of the shape coefficient, we also need to determine how to choose an appropriate Ns, 
which cannot be too small such that the approximation error is too large and cannot be 




coefficient converges to a limiting value as Ns increases, and when Ns approaches 200, 
less than 0.1% relative error is observed for the specific case of droplet shapes considered 
in this study. 
 
Figure 3-4. Shape coefficient change with number of sampling points. 
3.1.3 Effectiveness	  verification	  
The effectiveness of the shape coefficient in capturing droplet shape upon impact is 
exemplified in Figure 3-5. Simulations were performed for a Weber number of 17.9, a 
Reynolds number of 49.77, and a Froude number of 50968.  The shape coefficient, along 
with the realized and desired (rectangular) droplet shapes at three different time instants, 
is plotted as a function of time from the moment of impact until the final equilibrium is 
attained. As one can see from the inset figures, the similarity of droplet shapes is well 
captured by maximizing the shape coefficient. The change of the spread factor with time 
is also plotted for comparison. As we can see, the shape coefficient is able to capture 




impact, the shape coefficient oscillates significantly, indicating significant changes in 
droplet shape.  However, the spread factor hardly changes and provides much less insight 
into changes in droplet shape. In addition, the maximum shape coefficient occurs at a 
different time than the spread factor and usually occurs before the maximum spread 
factor as shown in Figure 3-5 and discussed in our previous work [148].  While this work 
focuses on shape evolution and on attaining an optimal shape upon impact of a single 
droplet, it would be of significant practical interest to consider a problem of the liquid 
film shape evolution upon impingement of multiple interacting droplets. While the 
physics of interacting droplets will obviously be more complex, the shape coefficient 
introduced in this section will still be a valid metric to use for assessing the behavior of 
the deposited liquid layer in respect to its similarity to a desired shape as dictated by the 
target application. 
 





3.2 Droplet	  Interface	  Characterization	  in	  3-­‐D	  
Since 3-D simulations are needed for multiple droplet impingement, a 3-D shape metric 
is thus required to study the shape evolution. For 3-D shape characterization, there are 
volumetric representations, surface representations and view-based representations [83]. 
For the same reason we chose the contour based method in 2-D, the surface 
representation is chosen to characterize droplet in 3-D, and the same centroid distance 
idea is used.  The desired shape for a thin film in 3-D can be either a cylinder or a cuboid 
and therefore two different definitions are proposed for cylindrical and cubic desired 
shapes respectively. 
3.2.1 Cylindrical	  desired	  shape	  
We can readily extend the idea in the 2-D shape coefficient definition to 3-D for a 
cylindrical desired shape as explained in the following. First, the 3-D droplet shape data 
at each time point is obtained from our 3-D simulation as shown in Figure 3-6.  
 
Figure 3-6. Three dimensional droplet shape at one time instant during the droplet 
impingement. 
Due to the difficulty of tracing the surface boundary in 3-D, this step is delayed, and the 




of all the points in the droplet volume. Assuming the coordinates of the points on the 
droplet surface boundary are (xb, yb, zb), the centroid distance can be calculated as:  
   𝑟 𝑥! ,𝑦! , 𝑧! = 𝑥! − 𝑥! ! + 𝑦! − 𝑦! ! + 𝑧! − 𝑧! !/𝐷!   (3-6) 
It can be found that there are only two independent variables for the function r(xb, yb, zb) 
since (xb, yb, zb) are related by the droplet surface boundary. In order to uniformly sample 
the function r(xb, yb, zb), we need to choose two appropriate independent variables for the 
function. In other words, we need to find a way to map the droplet surface boundary to a 
plane. We chose the longitudinal coordinate and the latitudinal coordinate by treating the 
droplet like a sphere as shown in Figure 3-7. Unlike the earth using longitude and latitude 
as coordinates, we chose the normalized longitudinal distance Lo and latitudinal distance 
La, which are defined as the distances to the reference points along the longitudinal and 
latitudinal contour normalized by the perimeter of the contour respectively in the same 
way as the normalized distance nd is defined in 2-D. The "equator" is the horizontal cross 
section that passes the centroid of the droplet.    
 




Therefore, the centroid distance function r(xb, yb, zb) becomes a two dimensional function 
r(Lo, La) with both Lo and La varying from 0 to 1. The points on the surface boundary are 
then sampled at the coordinates (Lo = i/Nso,  La = j/Nsa ) (where i, j are from 0 to Nso, and 
Nsa respectively) by taking cross sections of the droplet at the specified coordinates, and 
the imaging processing and sampling in 2-D are performed in the same way as described 
above. The desired geometry in 3-D is a cylinder that circumscribes the droplet and we 
can do the sampling on the desired geometry in the same way. The characteristic centroid 
distance matrices of both the droplet and the cylinder are plotted against La and Lo as 
shown in Figure 3-8.  
 
Figure 3-8. Centroid distance as a function of normalized longitudinal distance Lo 
and latitudinal distance La for both droplet and the desired geometry -- a cylinder 
that circumscribes the droplet. 
It is worthwhile to point out that the mapping of the droplet surface to the La-Lo plane 




sphere cannot be represented on a plane without distortion, and we also know that any 
genus zero surface can be conformally mapped to a sphere. Since the droplet surface 
remains as a genus zero surface during the impingement if there is no splashing, it would 
be difficult to map the droplet surface to a plane without distortion, which means we 
cannot get an uniform sampling on the droplet surface even if we sample the mapped 
plane uniformly. Therefore, an error will be inevitably introduced by the mapping. Our 
choice of longitudinal and latitudinal distances could reduce such an error.  
With the characteristic centroid distance matrices for both droplet and the desired 
geometry cylinder, a 2-D discrete Fourier transform is applied to both matrices, and we 
can get the characteristic matrices Rd3 and Rr3 in the frequency domain for the droplet and 
the cylinder respectively. And the 3-D shape coefficient can be defined as:  
   𝑆!! = 1− 𝑁𝑜𝑟𝑚!( 𝑅!! − 𝑅!! )/𝑁𝑜𝑟𝑚!( 𝑅!! )   (3-7) 
where Norm2 means the second norm of the matrix.  
For 3-D shape coefficient, we can test its effectiveness by comparing its results with 2D 
shape coefficient results. A 3-D simulation of a single droplet impingement is conducted. 
The simulation results are processed with both the 2-D shape coefficient and the 3D 
shape coefficient to study the shape evolution of the droplet. The 2-D shape of the droplet 
is obtained by taking a cross section that passes through the axi-symmetrical axis of the 
droplet. The shape evolution of the droplet is plotted with both 2-D shape coefficient and 
3-D shape coefficient as shown in Figure 3-9. As can be seen, the 3-D shape coefficient 
follows the 2-D shape coefficient very well. They both have the peak and valley at the 
same time and the trend of the change is about the same. However, there is a noticeable 




to the uneven sampling of points on the droplet surface in the 3-D shape coefficient 
definition. Although we did a uniform sampling on the mapped La-Lo plane, the sampling 
was not uniform on the droplet surface due to the distortion of the mapping in the vicinity 
of the two poles. And the pole area is where the centroid distance of droplet has the 
smallest difference with the centroid distance of the desired shape–the cylinder. More 
sampling points around that area weigh toward a smaller difference between the droplet 
shape and the desired shape (i.e. a larger shape coefficient).  Nonetheless, the proposed 3-
D shape coefficient can effectively characterize the trend of the shape evolution for a 
single droplet impingement.     
 
Figure 3-9. Results comparison between 2-D and 3-D shape coefficients for the 
same simulation of single droplet impingement. 
3.2.2 Cuboid	  desired	  shape	  
In most cases a cuboid-shaped thin film is desired. This section presents a 3-D shape 




droplet surface be represented by (𝑥! ,𝑦! , 𝑧!). Since (𝑥! ,𝑦! , 𝑧!) are correlated on the 
droplet interface, we can reduce the dimension by replacing (xb, yb, zb) with two 
independent variables, which can be understood as a mapping process from a 3-D surface 
to a 2-D plane.  Here we have chosen x as one variable defined as 𝑥! − 𝑥! /𝐷! and the 
normalized distance nd at different x cross section defined in the same way as in section 
3.1 as the second variable, and thus the coordinates (𝑥! ,𝑦! , 𝑧!) become (𝑥,𝑛𝑑). Next we 
need to define a characteristic function on the (𝑥,𝑛𝑑) plane to characterize the shape of 
the droplets, which needs to keep all the coordinates information of the droplet shape. 
Therefore, we can simply define the characteristic function as:  
   𝑓! 𝑥,𝑛𝑑 = 𝑦! − 𝑦! + 𝑖 ∗ 𝑧! − 𝑧! /𝐷!     (3-8) 
where 𝑦! and 𝑧! are the y and z coordinates of the point on the droplet interface at 
location 𝑥,𝑛𝑑 , 𝑦!  and 𝑧!  are the coordinates of the centroid of the shape, i is the 
imaginary unit, 𝐷! is the droplet diameter. With this characteristic function, we can 
readily recover all the information of the shape. A similar characteristic function 
𝑓! 𝑥,𝑛𝑑   can be defined for the desired shape. Then we can obtain corresponding 
characteristic matrices by uniformly sampling the characteristic functions of both the 
droplet and the desired shape in the 𝑥,𝑛𝑑  plane as illustrated in Figure 3-10. The 
characteristic functions for the shapes in Figure 3-10(b) are plotted in Figure 3-11.  
Following the same procedure as in section 3.2.1, we can define a 3-D shape coefficient 
by measuring the Euclidean distance of the characteristic matrices in the Fourier domain: 
   𝑆!! = 1− 𝑁𝑜𝑟𝑚!( (ℱ(𝑓!∗)− ℱ(𝑓!∗)) )/𝑁𝑜𝑟𝑚!( (ℱ(𝑓!∗)) )   (3-9) 
where the symbol ℱ means Fourier transform,  𝑓!∗ and 𝑓!∗ are the characteristic matrices 





Figure 3-10. Three dimensional shape of multiple droplets at two different time 
instants during the droplet impingement, where the gray box represents the desired 
shape, blue circle marker indicates the points on the droplet interfaces, purple 
square marker symbols the desired shape at different cross sections.  
With the defined shape coefficient, we can then test its effectiveness by studying two 
droplets interacting with each other upon impingement on a solid surface as shown in 
Figure 3-12. The defined shape coefficient characterizes the similarity between the shape 
of the droplets and the desired shape fairly effectively. Upon impingement, the two 
droplets first coalesce together and get closer to a uniform thin film and then relax back 






shape coefficient, the shape evolution of an-array-of-droplet interacting is plotted in 
Figure 3-13. The droplets first spread on the surface and during the interface coalescence 
a thin film is formed at the very bottom of the surface, which results in the decrease of 
the shape coefficient as shown in the second inset graph of Figure 3-13. Then the droplet 
interfaces relax back driven by surface tension and form a nearly uniform thin film, the 
shape coefficient of which is very close to 1, which demonstrates the proposed shape 
coefficient can characterize very complex geometry effectively. 
 
Figure 3-11. Magnitude of the characteristic function as a function of x (normalized 
by droplet diameter D0) and normalized distance nd both droplet and the desired 





Figure 3-12. Shape evolution of two droplets interacting upon impinging on a solid 
surface 
 
Figure 3-13. Shape evolution of an-array-of-droplet interacting upon impinging on 





The first research questions is studied and the hypothesis is validated that a shape 
coefficient measuring the similarity between the droplet shape and the desired shape (a 
uniform film) can effectively characterize and quantify the droplet shape. A 2-D shape 
coefficient is first defined to study the droplet shape evolution for ink-jet deposition. The 
procedure of calculating the 2-D shape coefficient and the reasoning behind the 
procedure are described in detail. The effectiveness of the 2-D shape coefficient is tested 
and validated. The droplet shape evolution under different impact conditions has been 
studied with the 2-D shape coefficient and the physical implications of the shape 
coefficient are revealed. It is found that the inertial force favors large shape coefficient 
values. The definition of the 2-D shape coefficient is then extended to 3-D. First, a 
mapping method of the droplet surface to a plane is proposed and analyzed for a desired 
shape as a cylinder. The effectiveness of the 3-D shape coefficient is tested by 
comparison with the 2-D shape coefficient. The trend of the shape change agrees well. 
The difference in the magnitude of the shape coefficient is due to the non-uniform 
sampling in the 3-D shape coefficient definition, which is caused by the distortion of the 
mapping from droplet surface to a plane. A different 3-D shape coefficient is then 
proposed to study multiple-droplet interaction with a desired shape as a cuboid. The 
effectiveness of the proposed shape coefficient is verified by studying the shape evolution 
of multiple-droplet interaction.  
It should be noted that the proposed shape coefficient only captures the similarity 
between the evolving droplet shape and a target shape. The information contained in this 




shape while most of other detailed information on the evolving shape itself is lost. From a 
designer's perspective, different shape metrics can be defined in a similar way with 
different designed target shapes, which can then be used for design purposes. In our 
currently study, the target shape is chosen to be a uniform thin film, which is favored by 
the inertial force during the droplet impingement and thus connects the defined shape 
metric to the physical forces as well. Therefore, choosing an appropriate and meaningful 
target shape is of vital importance in defining a shape metric for studying other physical 







INTERFACE	  EVOLUTION	  OF	  SINGLE	  DROPLET	  
CHAPTER	  4 INTERFACE	  EVOLUTION	  OF	  SINGLE	  DROPLET	  
Numerical simulation has established itself in recent decades as a third approach in 
addition to physical experiments and theoretical modeling to understand complex systems 
in physical sciences by using computers to conduct inexpensive "virtual experiments" 
with properly validated numerical models. Droplet impingement is a century-old 
scientific problem that has been extensively studied. However, most previous research 
focuses on studying the change of the droplet spreading radius, which is only marginally 
relevant to manufacturing. In order to get one step closer to manufacturing, the goal of 
this chapter is to present an investigation of the underlying physics to improve our 
understanding of the interface evolution of single droplet impingement with the aid of 
numerical simulations and the proposed shape coefficient as defined in the previous 
chapter.   
4.1 Numerical	  Modeling	  of	  Single	  Droplet	  Impingement	  
Because droplet impact could be very complicated in the most general case, several 
assumptions are made to simplify the analysis for the impact conditions of interest.  
a) Since the impact velocities of interest are around 10m/s, which is much less than the 
speed of sound in the fluid, the fluid is assumed to be incompressible. 
b) The shape of the droplet may oscillate from prolate to oblate during fall because of 
the effect of the surrounding atmosphere, which is negligible for droplet diameters 




micrometer in diameter) droplet, it is assumed to be spherical throughout the transit 
period and at impact. 
c) The fluid flow is assumed to be Newtonian, and both liquid and gas flow are treated 
as laminar based on the magnitude of the Reynolds number. The viscosity and surface 
tension are assumed to be constant during the impact. 
d) The droplet and substrate are assumed to be isothermal. 
With the assumptions above, the equations of mass and momentum conservation are as 
follows: 
   ∇ ∙ 𝐮 = 0   (4-1) 
   𝜌
𝜕𝐮
𝜕𝑡 + 𝜌𝐮 ∙ ∇𝐮 = ∇ ∙ −𝑝𝐈+ 𝜂 ∇𝐮+ ∇𝐮
! + 𝐅 (4-2) 
where ρ is the fluid's density (kg/m3), u is the velocity vector (m/s), p is the pressure (Pa), 
η denotes the dynamic viscosity (Pa s), F is the body force and I is the identity matrix.  
4.1.1 Phase-­‐field	  model	  
The phase-field method [99] is adopted to track the movement and deformation of the 
interface between the liquid phase and gas phase on a fixed grid.  Unlike the sharp 
interface models, such as VOF and level-set as reviewed in section 2.2.1.3, the phase-
field method provides a way of modeling interfacial forces as continuum forces by 
treating the interface as a diffusive interface described by the Cahn-Hilliard equation 
[150], which ensures the correct dissipation of energy. The commercially available 
software COMSOL 3.5a is used to implement the model. A phase-field variable C 
ranging from Cl to Ch is introduced to represent different phases.  COMSOL chooses Cl = 




interface. The convective Cahn-Hilliard equation describes the evolution of the interface 
in terms of the phase-field variable, 
 
𝜕𝐶
𝜕𝑡 + 𝐮 ∙ ∇𝐶 = ∇ ∙𝑀∇𝜇 
(4-3) 
where M is the mobility (m3s/kg)  and µ is the chemical potential (Pa), which is the 
derivative of Gibbs free energy with respect to C at constant temperature and pressure. 
The free energy takes Ginzburg-Landau form for two-phase flow [151]:  




where the first term on the right hand side is the bulk free energy E0 that strives to 
separate the phases, and the second term is the gradient energy that tries to mix the 
phases together, β (Pa) is a constant relating to bulk free energy, κ (N) is a parameter 
related to surface tension σ (N/m). Minimizing the free energy of the system leads to a 
constant chemical potential from calculus of variation: 
 𝜇 = 4𝛽 𝐶 − 𝐶! 𝐶 − 𝐶! 𝐶 − 𝐶! + 𝜅∇!𝐶 (4-5) 
where Cm = (Cl + Ch)/2. For a plane interface under equilibrium, we can obtain a profile 
of the phase field variable across the interface from Eq. (4-5): 
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With the profile of the phase field variable, we can obtain the surface tension by 





(𝐶! − 𝐶!)!  
6 2𝜅𝛽 
(4-8) 
When the interface thickness 𝜉 approaches 0, the asymptotic limit of the phase field 
model is the sharp interface model [99]. In this limit, the mobility M and the interface 
thickness 𝜉 must reduce to 0 at the same time. Thus, a constraint is placed on M and 𝜉: 
 𝑀 = 𝜒𝜉! (4-9) 
where 𝜒  (m ∙ s/kg)  is a tuning parameter. 
Unlike the sharp interface models that have to deal with the discontinuities across the 
interface to calculate the interfacial force as a surface force from the interface curvatures, 
the phase-field model treats the interfacial force as a continuum body force Fst within the 
diffusive interface domain, which is calculated by:  
 𝐅!" = 𝜇∇𝐶 (4-10) 
Taking into account the gravity force Fg, the total body force F in Eq. (4-2) becomes: 
 𝐅 = 𝐅! + 𝐅!" = 𝜌𝐠+ 𝜇∇𝐶 (4-11) 
where g is the gravity vector.  
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where L is the characteristic length scale, U is the characteristic velocity, the subscript '0' 




dimensional governing equations, in which the superscripts '*' are omitted for 
convenience, are: 




𝜕𝑡 + 𝜌𝐮 ∙ ∇𝐮 = ∇ ∙ −𝑝𝐈+
1







where Re is the Reynolds number, We is the Weber number, and Fr is the Froude number. 
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To non-dimensionalize the Cahn-Hilliard equation, the chemical potential µ is scaled with 




𝜅      
(4-17) 
and then we can obtain: 
 𝜕𝐶









𝑀𝜅      
(4-19) 
4.1.2 Model	  configuration	  
The numerical model is implemented using the commercially available software 
COMSOL 3.5a. A typical case is shown here to illustrate the implementation of the 




modeled in a half-domain, as shown in Figure 4-1, where the droplet falls down from a 
certain distance above the substrate with an initial velocity. The droplet travels downward 
due to inertia and gravity, impinges on the rigid horizontal wall and spreads. The 
boundary conditions are shown in Figure 4-1, and the equilibrium contact angle between 
the droplet and the substrate is set to π/2. Note that the wall boundary is set as no-slip and 
it requires no special treatment for the moving contact line with the Phase-Field method 
because the diffusive interface provides an effective slip length for the contact line to 
move [152]. The parameters of a typical simulation are listed in Table 4-1. To calculate 
the dimensionless numbers for droplet impact, the droplet diameter D0 is taken to be the 
characteristic length scale and the impact velocity U is taken to be the reference velocity. 
The reference density and viscosity are set to be the density and viscosity of the liquid 
droplet. The reference surface tension is set to be the surface tension between the liquid 
and gas phases. 
 




Table 4-1. Parameters of a typical simulation. 
Medium Density Dynamic Viscosity Surface tension Initial Velocity Radius 
Droplet 1000 kg/m3 0.01 Pa·s 0.07 N/m 10 m/s 25 µm 
Air 1.225 kg/m3 1.789E-5 Pa·s    
4.1.3 Validation	  
In order to validate the numerical model developed, a study of grid independence is 
conducted first, which includes assessment of the influence of the simulation domain 
extent and the mesh size refinement. The results of several static and dynamic analytical 
models are compared with those of the simulations. Finally, the simulation results are 
compared to the experimental results from literature for the impact condition of interest 
to additive manufacturing. 
4.1.3.1 Grid	  &	  domain	  independence	  
The "Open Boundary" condition is used in COMSOL to simulate an infinite domain, and 
we examined if this boundary condition has any effects on the simulation results with 
different simulation domain sizes.  To this end, the boundary length (the length of the 
boundary marked as "open boundary" as Figure 4-1) was varied from 100µm to 300µm 
for the simulation parameters in Table 4-1, and the simulation results showed a negligibly 
small change upon this variation. Therefore, the boundary length of 100µm is sufficient 
to obtain accurate results for fluid flow simulations. The grid independence validation 
ensures that the simulation results do not change significantly with different mesh sizes. 
In our numerical experiments, the minimum grid size of the mesh was changed from 4µm 
to 2µm and the results show that the mesh size of 4µm can provide sufficient accuracy in 




4.1.3.2 Validation	  against	  analytical	  models	  
1) Equilibrium factor 
The spread factor is defined as the ratio of spreading radius to the initial radius of the 
droplet, and the equilibrium spread factor is the spread factor when the droplet stops 
spreading, which is very important to determine the final shape of the droplet. Two 
analytical models for the equilibrium spread factor are compared with our simulation 
results. The first model is the spherical model, which assumes that the droplet during 









where 𝜃! is the equilibrium contact angle. For the parameters listed in Table 4-1, the 
simulation gives the equilibrium spread factor of βse=1.2160, while the analytical result is 
βequil=1.2599, yielding the relative error |βequil- βse|/βse=3.61%. The second analytical 










The equilibrium spread factor for this model is βequil=1.1006, and the relative error as 
compared to simulations is s |βequil- βse|/ βse=9.49%. 
It can be seen that the simulation result is between that of the spherical and cylindrical 
models, where two extreme approximations are taken. The droplet shape under these 
impact conditions is neither a sphere cap nor a cylinder, but is more close to a sphere, 




for viscous fluids impacting at low velocity, droplet shapes are close to spherical for the 
entire deposition process, while droplets of low viscosity fluids have a spherical shape 
after reaching equilibrium, but not during dynamic spreading [153]. 
2) Maximum spread factor 
Maximum spread factor is defined as the ratio of the maximum spread radius of the 
droplet to its initial radius. The maximum spread factor dictates how the spacing between 
nozzles in the array needs to be arranged and how the neighbor droplets interact with 
each other. There are many empirical [154-155] or semi-empirical [156-157] models to 
predict the maximum spread factor, and the following empirical equation was shown to 
provide better predictions than other models [158]: 
 0.2𝑂ℎ!.!!𝑊𝑒!.!!" +
1






12 + 1   
(4-22) 
where Oh is the Ohnesorge number, We is the Weber number, βmax is the maximum 
spread factor, and θe is the equilibrium contact angle. Two simulations were performed 
under different impact conditions and compared with the analytical model (Eq. (4-22)), as 
shown in Table 4-2. It can be seen the simulation results agree well with the analytical 
results. 















Case1 25µm 10m/s 0.01Pa·s 0.07N/m 1.7632 1.7476 0.88% 
Case2 30µm 15m/s 8.94e-4Pa·s 0.072N/m 3.0667 3 2.71% 




In this section, the results of three well-known 1-D models for dynamic evolution of the 
wetted area/height of the droplet are compared with those of our numerical simulations 
under certain impact conditions. The main challenge of the 1-D model lies in the assumed 
physics of viscous dissipation and in the lack of self-consistency between the description 
of kinetic energy and that of dissipation. Bechtel et al. [159] first proposed a 1-D model, 

































= 0   
(4-23) 
with the initial conditions:  
 ℎ|!!! = 1;   
𝑑ℎ









;   𝑟! =
1
3 ℎ
!! − ℎ! ;   𝛾 = 𝜋𝑂ℎ!!/! (4-25) 
and the coefficient 𝜋 in the parameter γ is adjustable to the boundary layer thickness 
[156-160]; H and R are the droplet height and the droplet radius during spreading, 
respectively; and D0 is the initial droplet diameter. The comparison of results between the 
simulation and the BBT model is shown in Figure 4-2,	  from which we can see that the 
results agree very well when the coefficient-multiplier of γ goes to 40. It is noteworthy 





Figure 4-2. Comparison between simulation and the BBT model. 
After that, various 1-D models have been proposed [154-158, 160-161]. Since the free 
surface of low viscosity droplets at its first maximum spreading is far from being 



























= 0   
(4-26) 
with the initial conditions:  
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;     𝛾 = 𝜋𝑂ℎ!!/! (4-28) 
As in the BBT model, the coefficient 𝜋 in the parameter γ is adjustable. The results are 
compared with simulation results as shown in Figure 4-3. When the coefficient-multiplier 
of γ goes to 20, the KC model corresponds with the simulation results. 
 
Figure 4-3. Comparison between simulation and the KC model. 
Both BBT and KC models assume that the dissipation mainly occurs in the boundary 
layer.  In contrast, Attane et al. [153] used a rimmed cylinder to approximate the shape of 
the droplet during spreading and further assumed that the rolling motion occurring in the 
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with the initial conditions: 
   [𝑟!! 1− 𝑐𝑜𝑠𝜃! +
1
3𝑟!
] = 1  (𝜃! < 109°);   𝑟! = 0.39  (𝜃! > 109°) 
(4-30) 
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;     𝑠 = 1.41𝑂ℎ!
!
! (4-32) 
and the coefficient 1.41 in the parameter s is adjustable. The comparison is shown in  
Figure 4-4, which indicates that when the coefficient-multiplier goes to 0.45, the early 
stage of the spreading agrees well, and the long-term spreading dynamics predictions 
agree well with each other when s takes its default value. 
 
Figure 4-4. Comparison between simulation and the AGM model. 
4.1.3.3 Experimental	  validation	  
To further validate the numerical model, experimental validation is necessary. Two sets 




One is a water droplet with a diameter of 2mm impacting on a steel substrate with Weber 
number of 27 and contact angle of π/2 [156]. The results are shown in Figure 4-5 and a 
good agreement is observed.  
 
Figure 4-5. Comparison of the spread factor evolution of a water droplet impinging 
on a steel plate between experiment [103] and simulation. 
In order to obtain similar droplet impact behavior to our interests, an experiment with a 
micron-sized droplet impact is chosen for comparison [162]. The droplet size is 48.8µm 
and the impact speed is 4.36m/s. The fluid properties of the liquid droplet and the 
surrounding gas are taken as the properties of water and air at 1 atm and 25°C. The 
results of the simulation and experiment are compared in Figure 4-6, which shows very 





Figure 4-6. Comparison of the spread factor evolution of a micron-sized droplet 
impinging on a solid surface between experiment [162] and simulation. 
4.1.4 Interface	  evolution	  under	  different	  impact	  conditions	  
Based on the dimensionless analysis presented in section 4.1.1, the solutions of the 
governing equations under different impact conditions will be the same as long as the 
four dimensionless numbers (i.e., Reynolds number Re, Weber number We, Froude 
number Fr, and Peclet number Pe) match with each other (the contact angle between 
droplet and solid surface is limited to π/2 in this study unless otherwise specified). The 
Peclet number Pe is a dimensionless number that characterizes the ratio of advection rate 
to diffusive rate, which should be balanced to avoid thinning or thickening of the fluid 
interface [99] in the numerical simulations. Therefore, the Peclet number has become a 
numerical parameter that is used to fine tune the numerical simulations in order to 
maintain a constant thickness interface. Hence, we will investigate the effects of the rest 




impact behavior under different impact conditions, i.e. different combinations of the 
dimensionless numbers, so that we can know how to control the impact conditions to 
make the droplet shape closer to the desired shape. According to [163], the droplet impact 
behavior is mainly determined by the driving force and the resisting force of the impact 
and can be divided into four different impact regimes as shown in Figure 4-7. The Weber 
number can be used to characterize the driving force and the Ohnesorge number, obtained 
from the rearrangement of Reynolds number and Weber number (Oh=(We)1/2/Re), can be 
used to characterize the resisting force. 
 
 Figure 4-7. Regime map for the spreading (redrawn based on [163]) 
A different way to define the Weber and Ohnesorge numbers is to define them as a ratio 
of different timescales. There are three different timescales during droplet impingement: 
spreading timescale τspr , oscillation timescale τosc and viscous timescale τvis: 
 





The Weber number can be defined as a ratio of oscillation timescale to spreading 
timescale, while the Ohnesorge number can be defined as a ratio of oscillation timescale 
to viscous timescale: 
 𝑊𝑒 = 𝜏!"# 𝜏!"#
!;𝑂ℎ = 𝜏!"# 𝜏!"# (4-34) 
The impact behaviors are simulated in the four different regimes. In regime I, spreading 
is driven by the impact pressure and resisted by inertia.  In the simulation, the Weber 
number and the Ohnesorge number are 100 and 0.01 respectively. The change of 
spreading radius and the shape coefficient with time are plotted as shown in Figure 4-8. 
As can be seen, the aspect ratio of the optimal droplet shape is very low, which would 
result in a manufacturing resolution lower than the droplet size. In addition, oscillation is 
expected due to the small Ohnesorge number (i.e. oscillation timescale is smaller than 
viscous timescale), and oscillations are across one dimensionless time unit because the 
Weber number is larger than 1 (i.e. oscillation timescale is larger than spreading 
timescale).  
Another important observation that can be made is that the maximum shape coefficient is 
achieved before the droplet achieves its maximum spreading radius, as shown in Figure 
4-8. This relationship holds true for all the regimes as verified in the following. One 
possible reason is as follows. Upon impact, the droplet goes away from its equilibrium 
shape (i.e. sphere-like cap or sphere) after it hits the substrate, and the spreading is driven 
by the hydrodynamic pressure (which is defined as the pressure difference in Bernoulli’s 
equation) and spreading starts to decelerate due to the resistance of viscous and 
capillarity forces. Before the speed of the contact line reaches 0 (i.e. the maximum 




dominates the spreading and thus starts to restore the droplet shape back to its 
equilibrium shape.  This is true since usually the maximum shape coefficient is achieved 
when the droplet is furthest away from its equilibrium shape.  
 
Figure 4-8. Change of spread factor and shape coefficient with time in Regime I. 
In the second regime, spreading is mainly driven by the capillarity force imbalance at the 
contact line, since the impact velocity is so slow that its effects can be neglected. Inertia 
resists spreading, which is followed by under-damped oscillation. In the simulation, the 
Weber and Ohnesorge numbers are 0.01 and 0.01 respectively, and the results are shown 
in Figure 4-9.  As can be seen, the aspect ratio of the optimal droplet shape is relatively 
large, which could lead to a better manufacturing resolution than in the first regime, 
although the maximum achievable shape coefficient is smaller than that in the first 
regime. Besides, oscillation exists because the Ohnesorge number is smaller than 1, and 
oscillations disappeared after one dimensionless time unit because the Weber number is 
smaller than 1. In addition, the relationship whereby the maximum shape coefficient 




in this regime the two points are very close to each other because the Weber number is so 
small that the capillarity force dominates the spreading from the beginning.  
 
Figure 4-9. Change of spread factor and shape coefficient with time in Regime II. 
In the third regime, spreading is driven by the capillarity force and is over-damped by the 
viscous force so that the inertial oscillations are absent. We simulated droplet 
impingement with a Weber number of 1 and an Ohnesorge number of 10. The results are 
shown in Figure 4-10. As can be seen, the droplet shape starts to change once it hits the 
substrate, while the spreading radius does not change much until a much later stage. Once 
again, this confirms that the shape coefficient can show smaller and more detailed change 
during the impingement process. In addition, the optimal droplet shape does not go very 
far away from its equilibrium shape due to high viscous force.  Furthermore, the sphere-
like shape is likely to cause voids in the parts during the manufacturing process and thus 
is not a desirable shape; and the impingement process also goes much slower which 




the oscillation timescale (Ohnesorge number is larger than 1) and thus the oscillation is 
damped out. As the same as before, the maximum shape coefficient comes before the 
maximum spreading radius, as shown in Figure 4-10. 
 
Figure 4-10. Change of spread factor and shape coefficient with time in Regime III. 
In the fourth regime, the impact pressure drives the spreading, and the viscous force over-
damps the spreading so that no oscillation happens. Setting the Weber and Ohnesorge 
numbers to 100, the simulation results are shown in Figure 4-11. Similar to regime III, 
the high viscous force and the low inertial energy significantly increase the spreading 
time and thus the manufacturing time. This regime also gives the same relationship 
between shape coefficient and maximum spreading radius. From the above simulation 
results, we can see that the spreading factor gives us less related information about the 
droplet shape for manufacturing purposes, while the shape coefficient can better 
characterize the droplet shape and give us more information about how to get the desired 





Figure 4-11. Change of spread factor and shape coefficient with time in Regime IV. 
In the regime map in Figure 4-7, the Froude number derived from the dimensionless 
analysis was not included. Therefore, a set of simulations was conducted with various 
Froude numbers and the same Weber and Reynolds numbers to see the effects of the 
Froude number on droplet impact behavior. Our interested material is SR351 resin (a 
photopolymer with fast cure response and numerous applications) [164], and the material 
properties at 25ºC are listed in Table 4-3. 
Table 4-3. Material properties of the simulation. 
Medium Density Dynamic Viscosity Surface Tension 
SR351 1.109e3 kg/m3 0.106 Pa·s 0.0361 N/m 
Air 1.1839 kg/m3 1.8616E-5 Pa·s  
 
We are interested in the impact behavior of SR351 droplets at the micro-scale for 
potential ink-jet printing application. The Weber and Ohnesorge numbers are set to be 




material properties are as listed in Table 4-3, and the droplet diameter is 50µm. The 
Weber and Ohnesorge numbers are matched up when the droplet size is scaled up to 
200µm, 600µm and 1mm by changing the impact velocity and material viscosity 
correspondingly as shown in Table 4-4. The simulation results are compared as shown in 
Figure 4-12 and Figure 4-13. 
Table 4-4. Impact conditions with different droplet size. 
Droplet diameter Corresponding impact velocity Corresponding viscosity 
50µm 10m/s 0.1060 Pa·s 
200µm 5m/s 0.2120 Pa·s 
600µm 2.8868m/s 0.3672 Pa·s 
1mm 2.2361m/s 0.4740 Pa·s 
 





Figure 4-13. Shape coefficient change with time for different Froude numbers. 
As shown in the figures, the Froude number does not affect the droplet impact behavior 
much at early stages of impingement when the maximum shape coefficient is achieved.  
This can be further confirmed by comparing the Froude number with the Weber and 
Ohnesorge numbers. We can see that in the above simulated impact conditions, the 
Froude number is over 500 (for droplet size of 1mm), which is much higher than the 
Weber (153.6) and Ohnesorge numbers (2.37). Referring back to the dimensionless 
analysis in section 4.1.1 (Eq. (4-15)), the contribution of the Froude number is much less 
than that of the Weber and Ohnesorge numbers. 
4.1.5 Successive	  droplet	  impact	  
Besides studying single droplet impact behavior on the regime map, we can also explore 
the impact behaviors of multiple droplets that fall on top of each other. In this section, an 




the first droplet impinges on the substrate and is frozen instantly at the moment when its 
shape is closest to the desired shape.  Then the next droplet hits on top of the previous 
frozen droplet and is frozen instantly.  This process is repeated for successive droplets.  
The impact conditions are set to be Weber number equal to 71.42 and Ohnesorge number 
equal to 0.169 (or Reynolds number equal to 50) and the Froude number equal to 
2.0387E5. The first droplet impingement is shown in Figure 4-14 and is frozen instantly 
when its shape coefficient reaches maximum. 
 
Figure 4-14. Shape coefficient change with time of the first droplet. 
The second droplet impingement on top of the first frozen droplet is plotted in Figure 
4-15. Comparing Figure 4-15 with Figure 4-14, we find that the best achievable shape is 
improved (i.e. the maximum shape coefficient for two successive droplets impact is 





Figure 4-15. Change of shape coefficient with time for two successive droplets impact. 
To further test this idea, multiple successive droplet impact simulations are conducted 
and the shape coefficient is plotted against the number of droplets, as shown in Figure 
4-16. As can be seen, the resultant shapes get closer and closer to the desired shape as the 
number of droplets increases.  Furthermore, the time required to achieve the maximum 
shape coefficient reduces, which suggests it is possible to optimize the manufacturing 
process by controlling the droplet deposition and solidification processes to reduce the 
manufacturing time.  There are two reasons for the improvement of the shape with 
successive droplets impingement.  First, the contact angle changes.  When the first 
droplet solidifies, the substrate becomes the solidified droplet fluid and thus the contact 
angle becomes smaller when the second droplet hits on it.  Second the shape of the 
substrate changed since the previous solidified droplets serve as the substrate for the next 




achievable shape, the shape of the substrate approaches the desired shape for every 
additional droplet. The results suggest that it is possible to obtain a closer shape to the 
desired shape by changing the contact angle of the substrate and/or changing the shape of 
the substrate.  
 
Figure 4-16. Change of best achievable shape coefficient with number of droplets. 
4.2 Effects	  of	  Dimensionless	  Numbers	  on	  Droplet	  Interface	  Evolution	  
This section is devoted to investigating how the Ohnesorge number and Weber number 
affect the shape evolution of a single droplet, which includes the shape evolution pattern 
and the time point when the maximum shape coefficient is achieved. Timing control is 
very important for manufacturing and can help reduce the manufacturing time and thus 
the manufacturing cost while potentially improving part quality.  




In order to study the effects of the Weber number on droplet shape evolution, several 
simulations were conducted using the parameters listed in Table 4-5. All the parameters 
are kept constant except the impact velocity, which is varied from 0.5m/s to 20m/s. To 
avoid the influence of the viscous force (i.e. to make the viscous force small enough so 
that the role of Weber number in the shape evolution can be studied), the Ohnesorge 
number is kept at 0.0813 while the Weber number changes from 0.23 to 369.59 that run 
across regime I and II.  
Table 4-5. Simulation parameters for Weber number sweep. 
ρink 1.1827E3 kg/m3 ρair 1.225 kg/m3 
ηink 5E-3 Pa·s ηair 1.7894E-5  Pa·s 
σ 0.064 N/m g 9.81 m/s2 
U -[20, 15, 10, 8, 5, 3, 2.5, 1, 0.75, 0.5] m/s 
D0 50 µm 
 
As mentioned above, there are three different forces playing roles in the spreading of the 
droplet, which are the inertial force, the surface tension and the viscous force, 
corresponding to the spreading time scale, oscillation time scale and viscous time scale. 
Therefore, the three different forces can be defined as below: 
 𝐅! = 𝜌𝑈!𝐷!!;   𝐅! = 𝜎𝐷!;   𝐅!"# = 𝜂𝑈𝐷! (4-35) 
where 𝐅! is the inertial force, 𝐅!is the surface tension force, and 𝐅!"# is the viscous force. 
Inertial force comes from the kinetic energy, surface tension force comes from the 
surface tension energy while the viscous force dissipates energy. During the droplet 
spreading, the inertial force tries to deviate the droplet from the equilibrium shape and the 




viscous force, the energy will be transferred between kinetic energy and surface energy 
and droplets will oscillate continuously. However, the viscous force will dissipate the 
kinetic energy and the droplet will come to equilibrium. So during droplet impact, if the 
inertial force is larger than the surface tension force, the droplet will deform and the 
kinetic energy will be transferred to surface energy and dissipated by the viscous force 
and therefore the inertial force will reduce until it becomes smaller than the surface 
tension force. Then, the droplet will be relaxed back to its equilibrium shape under the 
surface tension force and in the meantime the surface energy will be transferred to kinetic 
energy, which will result in inertial force, and if it is still larger than the surface tension 
force, this process will be repeated until the kinetic energy is dissipated. This process can 
be shown in Figure 4-17. 
 
Figure 4-17. Physical interpretation of the droplet impingement dynamics. 
With the droplet impact process in mind, we can define the dimensionless numbers in 




 𝑊𝑒 = 𝐅! 𝐅! ;     𝑅𝑒 = 𝐅! 𝐅!"# ;       𝑂ℎ = 𝑊𝑒 𝑅𝑒 (4-36) 
This definition gives more physical sense to the Weber number and therefore can help 
with the analysis of effects of the Weber number during droplet impact. A series of 
simulations was conducted for various Weber numbers between 0.23 and 369.59. The 
maximum shape coefficient and the time at which it occurs were tracked as a function of 
Weber number, as shown in Figure 4-18. The inset graphs show shape coefficient results 
as a function of time for several Weber numbers across regime I and II. 
 
Figure 4-18. Max achievable shape coefficient and its corresponding time with 
different Weber numbers. 
The results are partially validated by experiments from the literature. Since very little 
shape data of droplet impact exists in the literature, simulations were conducted with the 
same parameters as the experiments in the literature [165], and the spreading factors are 
compared as shown in Figure 4-19. With good agreement between the simulations and 




experiments is compared with the previous analysis and plotted with dot-dashed curves in 
Figure 4-18. As can be seen, the results agree well and the slight discrepancy could be 
due to the effects of gravity, since in the experiments the droplet size was 2.7mm, which 
leads to Froude numbers that are comparable in magnitude to the Weber numbers and 
thus affects the results according to Eq. (4-15). 
 
Figure 4-19. Comparison of spreading factor between simulations and experiments 
with different Weber numbers (experimental data comes from Figure 6 of [165]). 
4.2.2 Effects	  of	  Ohnesorge	  number	  
To examine the effects of the Ohnesorge number on droplet shape evolution, a series of 
simulations was performed at the conditions listed in Table 4-6. As can be seen, all the 
physical parameters are kept constant except droplet viscosity, which was varied from 5e-
4Pa*s to 5Pa*s uniformly on a log scale. The Weber number was kept at 100 while the 




Table 4-6. Simulation parameters for Ohnesorge number sweep 
across regime I and IV. 
ρink 1000 kg/m3 ρair 1.225 kg/m3 
ηink 10!"#!" !"!! ! !!! ∗!"#!" ! !"!! !"   Pa·s (i = 1, 2, ..., 50) 
ηair 1.7894E-5  Pa·s g 9.81 m/s2 
U -10 m/s σ 0.05 N/m 
D0 50 µm 
 
The maximum shape coefficient and its time of occurrence are plotted against the 
Ohnesorge number as shown in Figure 4-20. The evolution of the shape coefficient with 
time for several representative time points is plotted in the inset graphs as well.    
When the Ohnesorge number is small, the viscous force is relatively small compared with 
surface tension and inertial force and thus the viscous effect is negligible during the early 
stage of spreading. Since the maximum shape coefficient always occurs during early 
stages of spreading as shown before, the maximum shape coefficient time point is nearly 
constant (the slight variation was because different time resolutions were used) when the 
Ohnesorge number is small, as shown in subplots 1 to 5 in Figure 4-20.  The maximum 
shape coefficient decreases in this range due to the increasing dissipation of the kinetic 
energy as the Ohnesorge number increases.  As the Ohnesorge number increases, the 
damping effects get larger, and the maximum achievable shape coefficient in the first 
spreading cycle (i.e. before droplet reaches its maximum spreading radius) decreases 
until it becomes smaller than the second peak as can be seen from the transition from 
subplot 5 to subplot 6 and therefore the global maximum shifts from the first peak to the 




Ohnesorge number at which a transition in behavior occurs (i.e. the second peak replaces 
the first peak and become the global maximum) depends on the Weber number. Large 
Weber numbers require larger viscous forces to damp the droplet response and cause the 
first peak to lose the position as the global maximum. At Ohnesorge numbers larger than 
the transitional Ohnesorge number (i.e. after subplot 5), the spreading and relaxing 
process after the first peak is mainly driven by surface tension and therefore the 
maximum achievable shape coefficient does not change much.  
 
Figure 4-20. Max achievable shape coefficient and its corresponding time with 
different Ohnesorge numbers. 
4.3 Regime	  Map	  for	  Interface	  Evolution	  of	  Single	  Droplet	  
During droplet impact, the inertia force drives the fluid to spread and possibly splash, 
while the surface tension force strives to hold the fluid together and viscous force always 




thin film under gravity. If there is no inertia, the surface tension at the liquid-gas, liquid-
solid and solid-gas interfaces will turn the droplet into a spherical cap with an appropriate 
contact angle, as determined from the Young equation. With this simple insight into 
droplet behavior in the limiting cases, it is possible to bring some physical meaning to the 
shape coefficient. With the link of competing forces to proposed shape coefficient in the 
limiting cases, we can examine the effects of the ratios of the competing forces on the 
shape evolution of a single droplet. 
4.3.1 Effects	  of	  Weber	  number	  
A set of simulations is first conducted to study the effects of Weber and Ohnesorge 
numbers when the Ohnesorge number is small (i.e., much smaller than unity). A two 
dimensional sweep over a range of Weber and Ohnesorge numbers is performed, as 
shown in Table 4-7. The droplet diameter is fixed at 50µm to make the Froude number 
much larger than the corresponding Weber and Reynolds numbers, so that gravity has 
little influence on the droplet impact results. The results are plotted in Figure 4-21 and 
Figure 4-22. 
Table 4-7. Combinations of Weber and Ohnesorge numbers in 
regime I and II. 
 We = 0.714 We=17.9 We=45.7 We=71.4 We=121 We=183 
Oh=0.085 (0.714, 0.085) (17.9, 0.085) (45.7, 0.085) (71.4, 0.085) (121, 0.085) (183, 0.085) 
Oh=0.1 (0.714, 0.1) (17.9, 0.1) (45.7, 0.1) (71.4, 0.1) (121, 0.1) (183, 0.1) 
Oh=0.129 (0.714, 0.129) (17.9, 0.129) (45.7, 0.129) (71.4, 0.129) (121, 0.129) (183, 0.129) 
Oh=0.224 (0.714, 0.224) (17.9, 0.224) (45.7, 0.224) (71.4, 0.224) (121, 0.224) (183, 0.224) 
Oh=0.338 (0.714, 0.338) (17.9, 0.338) (45.7, 0.338) (71.4, 0.338) (121, 0.338) (183, 0.338) 






Figure 4-21. Maximum shape coefficient achieved for varying the Weber number 
(for low Oh number  fluids). 
 
Figure 4-22. Time instant for achieving a maximum shape coefficient for different 




With the physics in mind, we can explain the results shown Figure 4-21 and Figure 4-22. 
Since an Ohnesorge number smaller than 1 implies the viscous force is smaller than 
surface tension, the latter will be the main resistance force that opposes flattening of the 
droplet shape upon impact.  Additionally, the inertia force needs to overcome the surface 
tension to achieve a flat shape. Therefore, we need the inertia force to be larger than the 
surface tension (i.e., Weber number is large) for the large shape coefficient to result.  In 
other words, the maximum achievable shape coefficient is primarily influenced by the 
Weber number, as shown in Figure 4-21, with little influence of the Ohnesorge number 
for fluids with relatively low viscosity, and smaller viscous forces as compared to both 
fluid inertia and surface tension, for which Oh<<1. However, as the Ohnesorge number is 
approaching unity, the effect of viscous forces on shape evolution becomes more 
pronounced (i.e., the curves begin to split in Figure 4-21) especially in the case when 
neither surface tension (We<<1) nor inertia (We>>1) dominate the shape evolution upon 
impact. That is when We~(1-10) surface tension and inertia balance each other, giving a 
greater significance to the viscous stresses in defining how the interface will evolve 
during the impact. This does not change the overall trend of a monotonic increase in the 
shape coefficient with the Weber number, but introduces a minor suppression in the rate 
of this increase as the behavior transitions from surface tension to inertia dominated. In 
addition, the simulations indicate that when the Ohnesorge number is much smaller than 
1 and the Weber number is much larger than 1, the maximum shape coefficient is 
achieved in the first spreading cycle (i.e. before the droplet reaches its maximum 
spreading radius); however, when the Ohnesorge number is approaching unity the 




for the moderately large Weber number cases [148]. It requires either a sufficiently large 
Weber number, bordering an onset of droplet splash, or a sufficiently small Ohnesorge 
number for the maximum shape coefficient to occur in the first spreading cycle. When 
the maximum shape coefficient does occur in the first spreading cycle, we can see from 
Figure 4-22 that the Ohnesorge number does not affect much of the dimensionless time 
(scaled by the inertia time scale) corresponding to the maximum shape coefficient.  This 
is because the viscous forces have minimal effect on the droplet shape evolution during 
the first spreading cycle when the kinetic energy of the droplet is very high and inertia 
forces dominate the momentum transport. On the other hand, when droplet inertia is 
greater than surface tension, but not overly dominant in the first spreading cycle (i.e., 
relatively moderate Weber numbers between 10 and 100), the maximum shape 
coefficient does not necessarily occur in the first spreading cycle since the spreading and 
shape evolution is defined by the interplay between surface tension and viscous forces. 
Indeed, this is illustrated by an increased dispersion of the dimensionless time vs. We 
number curves in Figure 4-22 as the Ohnesorge number approaches unity. Interestingly, 
the local maxima are observed in the time required for droplets to reach their maximum 
shape coefficient, which becomes more pronounced for greater Oh number cases and 
shifts towards a greater critical We number at which the maximum occurs. The “location” 
of all maxima corresponds to approximately the same value of the Reynolds number (Re 
= We1/2/Oh) for all cases, which is about 20 for our simulation resolution in terms of the 
Weber number. This suggests that there is a universal scaling in relative magnitude of 




physically realized and a desired, pancake-like droplet shape in the case of low surface 
tension fluid droplet impingement.  
4.3.2 Effects	  of	  Reynolds	  number	  
To assess the effect of the viscous force, rather than surface tension, as a balancing force 
acting against the fluid inertia upon droplet impact, we performed another set of 
simulations with viscous force being the main resistance force (i.e. Oh >1). With the 
hypothesis that the ratio of the inertia force to the main resistance force is the determining 
factor for shape coefficient, we did a two-dimensional sweep of Reynolds (instead of the 
Weber number) and Ohnesorge numbers within the ranges shown in Table 4-8 (the 
corresponding Froude numbers for each case are listed in the last row). The results of the 
simulations are shown in Figure 4-23 and Figure 4-24.  
Table 4-8. Combinations of Reynolds and Ohnesorge numbers in 
regime III and IV. 
 Re = 0.5 Re = 2.5 Re = 4.0 Re = 5.0 Re = 6.5 Re = 8 
Oh=1.01 (0.5, 1.01) (2.5, 1.01) (4, 1.01) (5, 1.01) (6.5, 1.01) (8, 1.01) 
Oh=1.2 (0.5, 1.2) (2.5,1. 2) (4, 1.2) (5, 1.2) (6.5, 1.2) (8, 1.2) 
Oh=1.34 (0.5, 1.34) (2.5, 1.34) (4, 1.34) (5, 1.34) (6.5, 1.34) (8, 1.34) 
Oh=1.55 (0.5, 1.55) (2.5, 1.55) (4, 1.55) (5, 1.55) (6.5, 1.55) (8, 1.55) 
Oh=1.69 (0.5, 1.69) (2.5, 1.69) (4, 1.69) (5, 1.69) (6.5, 1.69) (8, 1.69) 
Oh=2 (0.5, 2) (2.5, 2) (4, 2) (5, 2) (6.5, 2) (8, 2) 
Oh=2.58 (0.5, 2.58) (2.5, 2.58) (4, 2.58) (5, 2.58) (6.5, 2.58) (8, 2.58) 
Oh=4.47 (0.5, 4.47) (2.5, 4.47) (4, 4.47) (5, 4.47) (6.5, 4.47) (8, 4.47) 






Figure 4-23. Max shape coefficient achieved for varying the Reynolds number ( for 
high Oh number  fluids) 
 
Figure 4-24. Time instant for achieving a maximum shape coefficient for different 




As expected, the curves of the maximum achievable shape coefficient with different 
Ohnesorge numbers collapse together when the Reynolds number is larger than unity, 
since the process is fully dominated by inertia and both the surface tension and viscous 
force are suppressed. The timing curves shown in Figure 4-24, depicting a dimensionless 
time to achieve the maximum shape coefficient, converge to the same value in the limit 
of small Reynolds number (Re~1 and below) and follow the same trend, with some 
spread but essentially parallel to each other, for larger Reynolds numbers. Note that the 
definition of the dimensionless time is modified in this case by an additional scaling with 
the square root of the Weber number to account for the strong effect the surface tension is 
expected to play in arresting the film spreading when the interface is highly curved near 
the advancing contact line. Interestingly, when the Reynolds number becomes very large 
(>10), the dimensionless time to achieve the maximum shape coefficient does not vary 
significantly. 
4.3.3 Regime	  map	  for	  shape	  evolution	  
The results of the analysis presented in Figure 4-21 through Figure 4-24 can be placed on 
a regime map to define the region(s) in the space of relevant dimensionless numbers 
where we can obtain a desired pancake-like film with a maximum shape coefficient from 
an impinging droplet on a solid surface. Two equivalent regime maps can be generated 
with the Ohnesorge number as the abscissa and the Weber or Reynolds number as the 
ordinate as shown in Figure 4-25 and Figure 4-26, respectively. The Ohnesorge number 
depends only on physical properties and the size of the droplet and thus can be viewed as 
a property variable, whereas the Weber and Reynolds numbers can be viewed as process 




regardless of the droplet size and fluid properties). The regime maps are divided into four 
different domains and typical ranges of maximum achievable shape coefficient and 
maximum spread factor obtained from simulations in section 4.3.2 are also included.  
Regimes I and II are where the large shape coefficients can be obtained and the droplet 
shape evolution is dominated by the inertia force. In regime I, the viscous effects are less 
important and surface tension is the main resistance force; thus, the maximum achievable 
shape coefficient is mainly determined by the Weber number. The larger the Weber 
number, the larger shape coefficient can be achieved. Therefore, on the lines that are 
above and parallel to We=1 (i.e., where We=const>1) in regime I, the maximum shape 
coefficient does not vary significantly, and the time needed to achieve the maximum 
shape coefficient is also approximately constant. In regime II, the viscous force becomes 
the main resistance force, as compared to surface tension, and the maximum achievable 
shape coefficient is mainly controlled by the magnitude of the Reynolds number. That is, 
the larger the Reynolds number is, the larger shape coefficient can be achieved. On the 
lines that are above and parallel to Re=1 (i.e., Re=constant>1) in regime II, the maximum 
achievable shape coefficient stays almost the same regardless of the magnitude of the 
Ohnesorge number, which is greater than 1 in regime II. The dimensionless time to reach 
the maximum shape coefficient does depend slightly on the Ohnesorge number, but 
follows the same trend (see Figure 4-24) and stops changing after Re>10.   
In regime III, the inertia effects are weak, and the droplet does not deform much on 
impact. Its shape evolution is dominated by slow equilibration via the surface tension or 
viscous forces, depending on the magnitude of the Ohnesorge number. Regime IV is 




established experimentally to predict when splash happens through the dimensionless 
number, the “Sommerfeld” parameter K=We1/2Re1/4 [25]. One can expect splash when K 
is greater than a critical threshold value of Kc (a reasonable estimate for Kc is ~ 50 
although the exact value of Kc depends on the roughness of the solid surface and the 
surrounding gas [166]). The surface roughness and surrounding gas effects can be 
accounted for by choosing an appropriate critical threshold value for Kc which can be 
obtained empirically in different situations. 
 
Figure 4-25. Regime map with the Weber number as the ordinate. 
It is worth noting that when the Ohnesorge number is greater than Kc, there will never be 
a chance for the droplet to reach regime II before it splashes as shown in Figure 4-26. 
This result is expected because when Oh > 50 and Re > 1 the surface tension is so weak, 
as compared  to the inertial force, that it cannot hold the droplet together (i.e., a droplet 




topology cannot be realized by a single droplet impact even with sufficiently large 
impingement speed. Another important observation for applications that one can deduce 
from the regime II in Figure 4-26 is that for more viscous fluids (i.e., featuring larger 
Ohnesorge numbers) there is a smaller limit on the maximum shape coefficient that one 
can achieve before splash occurs. The conclusion is opposite in regime I (Figure 4-25), 
which shows that for more viscous fluids we have a larger upper limit for the maximum 
achievable shape coefficient.  
 
Figure 4-26. Regime map with the Reynolds number as the ordinate. 
4.4 Summary	  
The second research question is studied in this chapter and the hypothesis is validated 
that a larger Weber number and Reynolds number can achieve a more uniform film when 
the viscous effects are small and large respectively while the Froude number does not 




A numerical model for droplet impact is developed and extensively validated by 
comparison to various analytical models and experimental data from literature. A 
dimensionless analysis of the droplet impact is conducted and has revealed that three 
independent dimensionless numbers determine the droplet impact behavior. A wide range 
of impact conditions on a regime map that is composed of two of the three independent 
dimensionless numbers (i.e. the Weber number and the Ohnesorge number) have been 
simulated and provided more information of the droplet impact behavior in terms of the 
shape coefficient proposed in section 3.1. 
The examination of the effects of the Froude number on the droplet impact behavior is 
performed, and it is shown that Froude number does not affect the droplet impact 
behavior very much under interested impact conditions, which makes it possible to 
conduct the droplet impact experiments in macro-scale to estimate the impact behavior in 
micro-scale. A close look at the effects of dimensionless numbers on the shape evolution 
of droplet impact reveals that the best shape can only be obtained in the early stage of the 
spreading, and different shape evolution patterns with different Weber number and 
Ohnesorge number are summarized and analyzed, which show that larger Weber number 
and smaller Ohnesorge number give better shape coefficients. Other than the 
investigation of the single droplet impact behavior on the regime map, the multiple 
droplets impact has also been explored. An ideal situation of successive droplets 
impingement is examined, which shows that the droplets shape can be improved toward 
the desired shape by increasing the number of droplets under this ideal situation.  
Simulations are performed to further study the effects of the Weber number, Reynolds 




that the maximum achievable shape coefficient is mainly determined by the Weber 
number when the Ohnesorge number is smaller than 1, and increasing the Weber number 
results in a larger shape coefficient. It has also been found that the Reynolds number is 
the main determining factor of the maximum achievable shape coefficient when 
Ohnesorge number is greater than 1. The physics behind the droplet impact was 
examined and used to explain the results. Using an insight obtained from parametric 
simulations of the limiting cases, a regime map was developed to indicate the regimes in 
the space of relevant dimensionless parameters where a desired pancake-like droplet 
shape can be obtained upon impact while avoiding a detrimental effect of splash. 
Important implications are derived on the processing conditions for practical applications 
involving drop-on-demand thin film deposition of high viscosity fluids with high degree 
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CHAPTER	  5 LATTICE	  BOLTZMANN	  MODELING	  OF	  DROPLET	  IMPINGEMENT	  
In order to gain more insight into the material interface evolution during the inkjet 
deposition process, it is beneficial to study how the interface evolves for multiple-droplet 
interaction, which requires 3-D simulation of droplet impingement dynamics.  However, 
most of the previous research has focused on studying single droplet impingement due to 
the prohibitive computational cost and complexity of simulating droplet impingement in 
three-dimensional settings. This chapter presents a novel numerical model based on the 
lattice Boltzmann method to simulate the interface dynamics during impingement and 
interaction of multiple droplets. 
5.1 Introduction	  
5.1.1 Rationale	  of	  choosing	  lattice	  Boltzmann	  method	  
Droplet impingement falls into the category of the multiphase flow modeling in fluid 
mechanics. As reviewed in Chapter 2, there are many computational methods for 
multiphase flow modeling and mesoscopic methods can achieve a much larger time and 
spatial scale than the microscopic methods while enjoy the benefits of reduced modeling 
and computational complexity. Among many mesoscopic methods as reviewed in 
Chapter 2, the LBM is one of the most developed during the past two decades. Therefore, 




5.1.2 Challenges	  	  
In Chapter 2, we have reviewed the lattice Boltzmann method itself. However, there are 
also many challenges in applying the LBM to droplet impingement dynamics. One 
notable challenge is the numerical instability arising from the spurious flow around the 
interface between the droplet and the surrounding air due to the high density and/or 
viscosity ratio, which has been tackled by several different research groups [167-169].   
Some representative studies on droplet impingement using the LBM are described in the 
following. Briant et al. developed free-energy based wetting boundary conditions to 
simulate contact line dynamics [170-171]. Yan et al. studied spontaneous water drop 
spreading on both homogeneous and heterogeneous partially wetting surfaces [169]. 
Although the equlibrium profiles of the spreading droplets matched well with predictions, 
the transient profiles were not compared with either experiments or theory. Lee and Liu 
[172] reported transient LBM simulation of droplet impingement and used a slightly 
different definition of the spreading factor from the experiments in order to match the 
experimental data. In spite of all these progresses, several challenges remain to be 
addressed in order to achieve satisficatory computational efficiency and accuracy, 
including modeling of the liquid-air interface and boundary conditions, which will be 
elaborated in the next section.  
5.1.3 Objective	  and	  approaches	  
The objective of this chapter is to come up with a LB formulation that is fundamentally 
consistent with the well-established phase-field model in order to address the remaining 
challenges mentioned above. Although the LBM originated from a microscopic 




Chapman-Enskog multiscale analysis [173] and recover the Navier-Stokes equations. 
From this perspective, the LBM can be viewed as a special approach of solving the 
macroscopic Navier-Stokes equations. The phase-field model is a well established 
approach for simulating two-phase flows [99] and is included in the commercial software 
COMSOL [174]. Many previous results have shown successful application of the phase-
field model in simulating droplet impingement dynamics [109, 148]. Therefore, in this 
chapter, we proposed a LB formulation equivalent to the phase-field model, which 
provides an alternative to solving the phase-field model equations.  
Four primary contributions are made in this chapter regarding LB models of droplet 
impingement. First, we derived an inter-particle forcing term from the phase-field model 
as in section 5.2.2. Second, we showed the inconsistency between the existing LB 
schemes and the phase-field model in calculating the relaxation time around the phase 
interface and proposed a new quadratic scheme to ensure the consistency with the phase-
field model as in section 5.2.4.1. Third, contrary to the popular surface energy 
formulation of the wetting boundary condition in the existing LB schemes [170-172], we 
proposed a geometric formulation of the wetting boundary condition to be consistent with 
the phase field model as in section 5.2.4.2. Results show the geometric formulation 
enforces the prescribed contact angle better than the surface energy formulation in both 
static and dynamic wetting. Fourth, we showed that the previously used "bounce-back" 
scheme [169-170, 175] and "equilibrium bounce-back" scheme [172] for the velocity 
boundary condition for the binary fluids LB scheme does not conserve momentum on the 
wall boundary, and proposed a modified scheme to ensure momentum conservation as in 




impingement dynamics in 3-D and the simulation results were compared with those 
predicted by COMSOL, previous reported LBM simulations [172], and with 
experimental data from literature [162]. Results show that, for simulating droplet 
impingement dynamics on the scale of our interest,  our proposed LB simulation 
approach yields not only a significant speed improvement over COMSOL, but also better 
accuracy than both COMSOL and the previous reported LB technique. Finally, the case 
of multiple interacting droplets in 3D, including interfacial dynamics upon droplet impact, 
spreading, coalescence and relaxation, has been successfully simulated and used to 
demonstrate the new capabilities enabled by the proposed LBM simulation algorithm. 
5.2 Lattice	  Boltzmann	  formulation	  
As reviewed in Section 2.3, the LBM solves macroscopic motion of a fluid by following 
the evolution of a lattice Boltzmann equation that governs the behavior of the single-
particle distribution function as in Eq. (2-24). This section is to present a LB formulation 
consistent with the phase-field model based on Eq. (2-24). 
5.2.1 Two-­‐distribution-­‐function	  formulation	  
In order to directly track the pressure field rather than using the equation of state (EOS), 
He et al. [145] first introduced a new distribution function using the following 
transformation: 
 𝑔! = 𝑓!𝑐!! +   𝜁 𝜌 𝛤! 0  (5-1) 
 𝑔!
!" = 𝑓!
!"𝑐!! +   𝜁 𝜌 𝛤!(0) (5-2) 
where 𝑓! and 𝑓!



















 𝜁 𝜌 = 𝑝 − 𝜌𝑐!! (5-4) 
where p is the thermodynamic pressure, which is only a function of density ρ for a simple 
compressible substance under isothermal condition. Combining Eqs. (2-6), (2-7), (2-15), 
(2-21),  (5-1), and (5-2) using algebraic manipulations, yields: 
 𝜕𝑔!
𝜕𝑡 + 𝐞! ∙ ∇𝑔! = −
𝑔! − 𝑔!
!"
𝜆 + 𝐞! − 𝐮 ∙ 𝛤! 𝐮 ∙ 𝐅+ 𝛤! 0 ∙ ∇𝜁 𝜌  
(5-5) 
 𝑝 = 𝑔! (5-6) 
 𝜌𝐮𝑐!! = 𝑔!𝐞! (5-7) 
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We can derive the evolution equation for hi using Eqs. (2-6), (2-7), (2-15), (2-21),  (5-9), 
and (5-10):  
 𝜕ℎ!







































𝜕𝑡 + 𝐞! ∙ ∇𝜌) 
(5-13) 
Here we have chosen the same governing equation–the Cahn-Hilliard equation (Eq. 
(4-3)) for the evolution of composition C as in the phase-field model, therefore, we can 
replace the first term on the right-hand side of Eq. (5-13) with: 
 𝜕𝐶
𝜕𝑡 + 𝐞! ∙ ∇𝐶 = 𝐞! − 𝐮 ∙ ∇𝐶 + ∇ ∙𝑀∇𝜇 
(5-14) 
In addition, for an incompressible fluid, we have: 
 𝜕𝜌
𝜕𝑡 + 𝐮 ∙ ∇𝜌 = 0 
(5-15) 
and then the second term on the right-hand side of Eq. (5-13) can be replaced with: 
 𝜕𝜌
𝜕𝑡 + 𝐞! ∙ ∇𝜌 = 𝐞! − 𝐮 ∙ ∇𝜌 
(5-16) 
Plugging Eqs. (5-13), (5-14), and (5-16) into Eq. (5-11) leads to the governing equation 
for hi: 
 𝜕ℎ!
𝜕𝑡 + 𝐞! ∙ 𝛻ℎ! = −
ℎ! − ℎ!
!"





𝜌 ∇𝜌 𝛤! 𝐮
+ 𝛤! 𝐮 ∇ ∙𝑀∇𝜇 
(5-17) 
Note that fi/ρ is approximated as fieq/ρ for the convenience of calculation as He et al. did 
in Eq. (2-14). From Eqs. (2-6), (2-7), (5-9), and (5-10), we can obtain: 
 ℎ! = 𝐶   (5-18) 
 ℎ!𝐞! = 𝐶𝐮 (5-19) 




A multiscale analysis on the evolution equations of the two sets of distribution functions 
(Eqs. (5-5) and (5-17)) is performed to help relate the microscopic quantities to the 
macroscopic terms. The particle distribution functions gi and hi can be expanded around 
the particle equilibrium state as:  
 𝑔! = 𝑔!
!" + 𝜖𝑔!
(!) + 𝜖!𝑔!
(!) + O(𝜖!) (5-20) 
 ℎ! = ℎ!
!" + 𝜖ℎ!
(!) + 𝜖!ℎ!
(!) + O(𝜖!) (5-21) 
where 𝜖  is identified as the Knudsen number. The time and spatial derivatives are 
expanded as in Eqs. (2-27) and (2-28). Therefore, we can perform the Chapman-Enskog 
multiscale analysis on Eqs. (5-5) and (5-17) respectively. Collecting terms for the order ϵ 








!  (5-22) 





















!  (5-24) 

















𝜌 ∇𝜌 𝛤! 𝐮
+ 𝛤! 𝐮 ∇ ∙𝑀∇𝜇  
(5-25) 
Note that the second term on the right side of Eq. (5-5) represents the interaction force 
between particles and should be counted as a second order term because the 0th order 




particle interaction force is assumed to be on a larger spatial scale and a longer time scale 
than particle collision. With Eqs. (2-21) and (5-2), we can obtain: 
 𝑔!
!" = 𝑝 (5-26) 
 𝑔!
!"𝐞! = 𝜌𝐮𝑐!! (5-27) 
Comparing to Eqs. (5-6) and (5-7) using Eq. (5-20), we can get: 
 𝑔!
(!) = 0;    𝑔!
(!) = 0 (5-28) 
 𝑔!
(!)𝐞! = 0;    𝑔!
(!)𝐞! = 0 (5-29) 
In the same way, we can obtain: 
 ℎ!
!" = 𝐶 (5-30) 
 ℎ!
!"𝒆! = 𝐶𝐮 (5-31) 
 ℎ!
(!) = 0;    ℎ!
(!) = 0 (5-32) 
 ℎ!
(!)𝐞! = 0;    ℎ!
(!)𝐞! = 0 (5-33) 








= −𝐮 ∙ ∇(!)(𝑝 − 𝜌𝑐!!) 
(5-35) 
Combining Eqs  (5-34) and (5-35) leads to: 
 𝜕𝑝
𝜕𝑡 + 𝐮 ∙ ∇𝑝 + 𝜌𝑐!




Since p is a function of ρ for isothermal fluid, the material derivative of p is negligible 
under incompressible limit, and Eq. (5-36) is thus equivalent to the mass conservation 
equation for incompressible fluids at constant temperature. Multiplying (5-22) and (5-23)  
by ei and summing them up over i using Eqs. (5-26), (5-27), (5-28), and (5-29), we obtain: 
 𝜕
𝜕𝑡!
𝜌𝐮𝑐!! + ∇(!) ∙ 𝚷!
(!) = 0 (5-37) 
 𝜕
𝜕𝑡!
𝜌𝐮𝑐!! + ∇(!) ∙ 𝚷!
(!) = 𝑐!!𝐅+ 𝑐!!∇(!)𝜁 𝜌  
(5-38) 
where 
 𝚷! = 𝑔!𝐞!𝐞! (5-39) 







(!) = 𝐅+ ∇𝜁 𝜌  (5-40) 
With Eqs. (2-21), (5-2), and (5-39), we can have: 
 𝚷!
(!) = 𝑔!
!"𝐞!𝐞! = 𝑐!!𝑝𝐈+ 𝜌𝑐!!𝐮𝐮 (5-41) 
where I is the identity matrix. From Eqs. (5-2) and (5-22), we can have, 
  𝑔!




𝐞! ∙ ∇ 𝐐! ∶ 𝜌𝐮𝐮  
(5-42) 
where 𝐐! = 𝐞!𝐞! − 𝑐!!𝐈. Therefore,  
 𝚷!
(!) = 𝑔!




It is interesting to point out that 𝚷!
(!) is recovered from the O(ϵ!) order component of 𝑔! 
and dependent on velocity gradients, which is consistent with the microscopic view of 
𝑔!
(!). Plugging Eqs. (5-41) and (5-43) back into (5-40) leads to: 
 𝜕
𝜕𝑡 𝜌𝐮 + ∇ ∙ 𝜌𝐮𝐮 = −∇𝑝 + ∇ ∙ 𝜆𝑐!
! ∇𝜌𝐮+ ∇𝜌𝐮 ! + 𝐅+ ∇𝜁 𝜌  (5-44) 
Comparing with the momentum equation of the phase-field model used in COMSOL (Eq. 
(4-2)), we can then derive: 
 𝜈 = 𝜆𝑐!! (5-45) 
 𝐅 = −∇𝜁 𝜌 + 𝜇∇𝐶 + 𝜌𝐠 (5-46) 
where ν is identified as the kinematic viscosity, C is the phase composition of the fluid, g 
is the gravity, and µ is the chemical potential that is the derivative of Gibbs free energy 
with respect to C at constant temperature and pressure as defined in Eq. (4-5). Because 
there is a large difference of C but little difference of µ across the interface under 
equilibrium, we replace the surface tension term 𝜇∇𝐶 in F (Eq. (5-46)) with −𝐶∇𝜇 using 
the identity 𝜇∇𝐶 = −𝐶∇𝜇   [99] to reduce numerical errors around the interface. 
Therefore, F becomes: 
 𝐅 = ∇𝜌𝑐!! − ∇𝑝 − 𝐶∇𝜇 + 𝜌𝐠 (5-47) 
Note that this forcing term has been used by Lee et al. [172], but we have shown it can be 
directly derived from the phase-field model. This completes our first contribution in the 
derivation of the forcing term from the phase-field model. 
In the same way, we can sum Eqs. (5-24) and (5-25) over i using Eqs. (5-30), (5-31), 






+ ∇ ∙ 𝐶𝐮 = 0 (5-48) 
 𝜕𝐶
𝜕𝑡!
= ∇ ∙𝑀∇𝜇 (5-49) 
Combining Eqs. (5-48) and (5-49) recovers the Cahn-Hilliard equation as in Eq. (4-3). 
Two points should be noted: first, the diffusion process driven by the chemical potential 
difference is assumed to occur on a longer time scale than the particle collision; second, 
to recover the Cahn-Hilliard equation only the 0th and 1st order velocity moments of the 
distribution function hi (i.e., Eqs. (5-18) and (5-19)) are used to link the microscopic 
description of the particle motion to the macroscopic fluid motion, while to recover the 
mass and momentum conservation equations (Eqs. (5-36) and (5-44)) the 0th, 1st, and 2nd 
order velocity moments of the distribution function 𝑔! (Eqs. (5-6), (5-7), and (5-39)) are 
used, which has important implications for boundary conditions. That is, the boundary 
conditions for the distribution functions need to maintain the same relationships between 
the distribution functions and the macroscopic quantities in the velocity moments.  
5.2.3 Solving	  Lattice	  Boltzmann	  equations	  
The objective of this section is to develop an explicit scheme for solving the particle 
evolution equations and determine the best way of computing the relaxation time that 
plays a central role in the particle evolution dynamics.  
To solve the evolution equations for 𝑔! (Eq. (5-5)) and hi (Eq. (5-17)), we can apply the 





 𝑔! 𝐱+ 𝐞!𝛿𝑡, 𝑡 + 𝛿𝑡 − 𝑔! 𝐱, 𝑡
= −
1
2𝜏 𝑔! − 𝑔!
!"





2 𝑔𝑡! 𝐱!𝐞!!",!!!" + 𝑔𝑡! 𝐱,!    
(5-50) 
 ℎ! 𝐱+ 𝐞!𝛿𝑡, 𝑡 + 𝛿𝑡 − ℎ! 𝐱, 𝑡
= −
1
2𝜏 [(ℎ! − ℎ!




2 [ℎ𝑡! 𝐱!𝐞!!",!!!" + ℎ𝑡! 𝐱,!] 
(5-51) 
where τ = λ/ δt is the dimensionless relaxation time,   
 𝑔𝑡! = 𝐞! − 𝐮 ∙ [𝛤! 𝐮 ∙ 𝐅+ 𝛤!(0) ∙ ∇𝜁 𝜌 ] (5-52) 





𝜌 ∇𝜌 𝛤! 𝐮 + 𝛤! 𝐮 ∇ ∙𝑀∇𝜇 
(5-53) 
To maintain an explicit scheme, we introduce the modified distribution functions: 
 𝑔! = 𝑔! +
1












 ℎ! = ℎ! +
1












Then the evolution equations (5-50) and (5-51) become: 
 𝑔! 𝐱+ 𝐞!𝛿𝑡, 𝑡 + 𝛿𝑡 − 𝑔! 𝐱, 𝑡 = −
1
𝜏 + 0.5 𝑔! − 𝑔!
!"
𝐱,! + 𝛿𝑡𝑔𝑡! 𝐱,! 
(5-58) 
 ℎ! 𝐱+ 𝐞!𝛿𝑡, 𝑡 + 𝛿𝑡 − ℎ! 𝐱, 𝑡 = −
1
𝜏 + 0.5 (ℎ! − ℎ!
!") 𝐱,! + 𝛿𝑡ℎ𝑡! 𝐱,! 
(5-59) 





𝐶 = ℎ! +
𝛿𝑡
2 ∇ ∙𝑀∇𝜇 
(5-60) 
 
𝑝 = 𝑔! −
𝛿𝑡









Note that in Eqs. (5-60) and (5-61) we use µ and p from the previous time step to avoid 
implicitness, which still gives a second order accuracy in time [176]. The density is taken 




𝜌! − 𝜌! + 𝜌! 
(5-63) 
where the subscripts h and l stand for the two different phases, Cl and Ch are two 
constants representing two different phases (here we choose Cl = 0 for surrounding air 
and Ch = 1 for liquid).  
So far we have shown the derivation of the LB evolution equations of the distribution 
functions and the forcing term F from the phase-field model. Although the similar LB 
evolution equations have been used in the literature before (e.g., [172]), we have shown a 
different approach of deriving the LB evolution equations and identified the physical 
meanings of different components of the distribution functions, especially for the explicit 
expression of 𝑔!
(!), which represents the momentum flux from the neighboring region due 
to the velocity gradients. We have also learned that the formulation of 𝑔!
!", and ℎ!
!"are 
responsible for the local conservation of mass and momentum, and the composition C 
respectively, while ℎ!
(!) does not play any role in the evolution because there is no 
corresponding term in the recovered macroscopic equations. The second and higher order 




because there are no corresponding terms in the macroscopic equations, that is, the 
macroscopic Navier-Stokes equations only contain the information of the evolution 
dynamics of the 0th and 1st order of the distribution functions. The implication is that the 
LB evolution equations of the distribution functions have the capacity of describing more 
complicated dynamics (higher order non-linear dynamics) beyond the Navier-Stokes 
equations by properly formulating corresponding macroscopic terms for higher order 
components of the distribution functions in a similar fashion although the focus of the 
current work is only to recover the dynamics described by the phase-field model. The 
physical meanings of different components of the distribution functions from the above 
derivation have shown consistency between the microscopic description and the 
macroscopic description of the fluids and this understanding can also help us formulate 
the boundary conditions without messing up the fluid dynamics. 
5.2.4 Relaxation	  time	  and	  boundary	  conditions	  
In order to apply the LBM to simulate droplet impingement dynamics, we need to 
address three additional issues that were insufficiently addressed in the literature, 
including the treatment of the relaxation time τ across the liquid-air interface, the wetting 
boundary condition, and the velocity boundary for the solid wall. 
5.2.4.1 Modeling	  of	  relaxation	  time	  across	  the	  interface	  
One popular treatment for the relaxation time across the interface is to take the same 









Lee and Liu [172] proposed an inverse linear form arguing that the collision frequency 














However, we have found inconsistencies between the treatments in the existing LB 
schemes and in the phase-field model and many other well-established traditional CFD 
algorithms. In the phase-field model, the dynamic viscosity η (η = ρτcs2δt) is treated to be 





𝜌!𝜏! − 𝜌!𝜏!    + 𝜌!𝜏!
𝐶 − 𝐶!
𝐶! − 𝐶!
𝜌! − 𝜌! + 𝜌!
 
(5-66) 
The profiles of relaxation time and dynamic viscosity calculated from these three 
different approaches are plotted in Figure 5-1 through Figure 5-4 for two different 
situations (low liquid viscosity: τl > τh and high liquid viscosity: τl < τh). As we can see, 
there are clear differences between the relaxation profiles calculated using the three 
different approaches. 
Lee and Liu [172] reported a much slower droplet spreading, not matching experimental 
data, for low liquid viscosity with the adoption of the linear form (Eq. (5-64)) than the 
inverse linear form (Eq. (5-65)). As Figure 5-1 shows, the inverse linear form (Eq. (5-65)) 
yields relaxation time behavior qualitatively similar to that produced using the linear 
dynamic viscosity form (Eq. (5-66)) when τl > τh. On the other hand, the inverse linear 
form agrees poorly with calculations using the linear dynamic viscosity form, even in the 
trend of dependence on composition C, when τl < τh as shown in Figure 5-3. The simplest 




magnitude from those by other two models for both viscosity limits as shown in Figure 
5-1 and Figure 5-3. 
 
Figure 5-1. Relaxation time as a function of C for low viscosity liquid (τl > τh) 
calculated from different equations: (a). Eq. (5-64); (b). Eq. (5-65); (c). Eq. (5-66); 
(d). Eq. (5-67). 
It is compelling to use Eq. (5-66) because of its fundamental consistency with the 
continuous formulation of transport equations; however, as shown in Figure 5-1 and 
Figure 5-3, the relaxation time exhibits drastic change due to high density variation when 
C is around 0. Not only non-physical negative τ values are observed at low fluid 
viscosities, but also severe numerical instabilities in solving the LBM equations occur 
when C is slightly changing near 0 during the transient simulation. The numerical 






Figure 5-2. Dynamic viscosity as a function of C for low viscosity liquid (τl > τh) 
calculated from different equations: (a). Eq. (5-64); (b). Eq. (5-65); (c). Eq. (5-66); 
(d). Eq. (5-67). 
 
Figure 5-3. Relaxation time as a function of C for high viscosity liquid (τl < τh) 
calculated from different equations: (a). Eq. (5-64); (b). Eq. (5-65); (c). Eq. (5-66); 




Therefore, as an approach justified on the basis of improving robustness for numerical 
computations, yet without a significant deviation from the fundamental form inspired by 
the continuous form of governing transport equations, we propose a quadratic form to 











𝜌! − 𝜌! + 𝜌!
 
(5-67) 
The unique construction of the function form will ensure the calculated relaxation profile 
always remains close to that calculated with the phase-field approach (i.e., Eq. (5-66)) 
because both 𝐶 − 𝐶! 𝐶! − 𝐶! !   and (𝐶 − 𝐶!) (𝐶! − 𝐶!) vary from 0 to 1 with 
slightly different changing speed. The predictions of the relaxation time using Eq. (5-67) 
for both situations (τl > τh or τl < τh) are shown in Figure 5-1 and Figure 5-3, respectively, 
to demonstrate that the quadratic form generally follows the results of Eq. (5-66) in the 
off-zero range of composition C values, yet avoids the oscillation and negative values in 





Figure 5-4. Dynamic viscosity as a function of C for high viscosity liquid (τl < τh) 
calculated from different equations: (a). Eq. (5-64); (b). Eq. (5-65); (c). Eq. (5-66); 
(d). Eq. (5-67). 
5.2.4.2 Partial	  wetting	  boundary	  conditions	  
For most previous studies, a surface energy formulation for computation of the contact 
angle is employed by taking into account the wall free energy through linear, quadratic, 
or cubic approximations [170, 172]. A geometric formulation for the wetting condition is 
mathematically equivalent to the surface energy formulation, but computationally more 
efficient and more accurate in numerical discretization because the surface energy 
formulation usually causes a discrepancy between the prescribed contact angle and the 
computed contact angle [177]. Inspired by the adoption of the geometric formulation in 
the phase-field model, we also adopt the geometric formulation for the proposed LB 
formulation in order to be consistent with COMSOL implementation of the contact angle 










where 𝐧! is the outer normal to the interface.  
 tan
𝜋
2 − 𝜃 =
𝐧! ∙ 𝐧
𝐧! − 𝐧! ∙ 𝐧 𝐧
=
𝐧 ∙ ∇𝐶
|∇𝐶 − 𝐧 ∙ ∇𝐶 𝐧| 
(5-69) 
where θ is the equilibrium contact angle, and n is the normal to the wall. A second 
boundary condition is required to ensure there is no mass flux across the non-permeable 
wall:  
 𝐧 ∙ ∇𝜇 !"## = 0 (5-70) 
For a given direction of the wall (i.e., n), Eqs. (5-69) and (5-70) specify the Neumann 
boundary conditions for C and µ respectively. In order to test its impact on the numerical 
accuracy, we compared the proposed geometric formulation and the existing surface 
energy formulation [172] for both static and dynamic wetting. 
In static wetting, a static droplet is generated sitting on a solid wall with different 
prescribed contact angles ranging from 15° to 150°.  The relevant simulation parameters 
are:𝜌! = 1, 𝜌! = 0.0237, 𝜏! = 0.205,  𝜏! = 0.075, 𝜎 = 0.00156, and M = 0.02/β. It is 
assumed that the droplet reaches equilibrium when the kinematic energy per unit volume 




using the geometry of the droplet profile (C = 0.5) obtained from the simulation. We 
tested the difference between the proposed geometric formulation and the existing 
surface energy formulation on enforcing the prescribed contact angle as shown in Figure 
5-6. As we can tell, the proposed geometric formulation enforces the prescribed contact 
angle better than the surface energy formulation in most of the cases. They both show 
zero numerical error when the prescribed contact angle is 90°. 
 
Figure 5-6. Difference between the proposed geometric formulation and the 
existing surface energy formulation on enforcing prescribed contact angle in static 
wetting (θm: measured contact angle; θ: prescribed contact angle). 
In dynamic wetting, a droplet is generated with an initial velocity impinging on a solid 
surface with a prescribed contact angle of 107°. The Weber number and the Reynolds 
number are set to be 12.8 and 238 respectively. The contact angle is measured at the 
contact line using the droplet profile at every time step during the impinging process. As 
we can observe from Figure 5-7, the measured contact angle from simulations with the 




droplet impinging process while the proposed geometric formulation can enforce the 
prescribed contact angle consistently during the entire dynamic wetting process.  
 
Figure 5-7. Difference between the proposed geometric formulation and the 
existing surface energy formulation on enforcing prescribed contact angle during 
the dynamic wetting process. 
5.2.4.3 Velocity	  boundary	  conditions	  
It is straightforward to apply a Dirichlet velocity boundary condition for incompressible 
Navier-Stokes equations because Navier-Stokes equations explicitly solve for the 
velocity field. On the other hand, LBM solves the evolution of particle populations that 
have more degrees of freedom than what can be imposed by the constraints of the 
velocity boundary condition. Therefore, it can be complicated to translate the velocity 
boundary conditions in the continuous formulation into the equivalent boundary 
conditions for the particle populations. Many previous studies chose the popular 
bounced-back scheme for the non-slip wall boundary conditions due to its simplicity 




not get the hydrodynamics right at the boundary with the bounced-back scheme. In LBM 
computations, the boundary conditions are implemented by finding the appropriate 
particle population distribution at each computational node near the wall after the 
streaming step, as illustrated by the dashed vectors in Figure 5-8, such that the constraints 
imposed by the specified velocity at the boundary are enforced.  
 
Figure 5-8. Illustration of particle populations on the wall boundary. The dashed 
vectors stand for incoming unknown particle populations after streaming step. 
It should be noted that the proposed LBM formulation solves for evolution of the 
modified distribution functions 𝑔!  and ℎ! , which only serve for convenience of 
calculations and do not have clear physical meanings. However, all the constraints from 
boundary conditions only apply to the original distribution functions 𝑔! and ℎ!.Therefore, 
to implement the boundary conditions in our LBM simulations, we need to first obtain 𝑔! 




then calculate the unknown 𝑔! and ℎ! with Eqs. (5-54), (5-55), (5-56), and (5-57). We 
will explain how to determine the unknown 𝑔! and ℎ! in the following. 
First, we can find out the macroscopic quantity C with known particle populations and 
Eqs. (5-18) and (5-19): 
 𝐶 = ℎ! = ℎ! + ℎ! + ℎ! (5-71) 
 𝐶𝐮! = ℎ!𝐞! = ℎ! − ℎ! (5-72) 




  (2ℎ! + ℎ!) 
(5-73) 
Then the density ρ on the boundary can be obtained from Eq. (5-63), and pressure p can 
be found from Eqs. (5-6) and (5-7) in a same procedure that we used to find out C. With 
the macroscopic quantities C, ρ, p, and u known on the boundary, one needs to find a set 
of particle populations 𝑔! and ℎ! that satisfy Eqs. (5-6), (5-7), (5-18), (5-19), and (5-39). 
Therefore, we can reconstruct 𝑔! and ℎ! as:  
 𝑔! = 𝑔!
!"(𝑝,𝜌,𝐮)+ 𝑔!
!  (5-74) 
 ℎ! = ℎ!
!" 𝐶,𝜌,𝒖  (5-75) 
where 𝑔!
!  can be obtained from Eq. (5-42), which can be approximated by: 
 𝑔!
(!) = −𝑡!𝜌𝜆(𝐐! ∶ ∇𝐮) (5-76) 
This reconstruction of 𝑔! and ℎ!  will make sure the constraints Eqs. (5-6), (5-7), (5-18), 
(5-19), and (5-39) are satisfied and thus the macroscopic equations recovered on the 
boundary will be the same as those recovered in the bulk (i.e., Eq. (5-40)). However, the 




momentum conservation, that is, the 0th order of the distribution functions 𝑔!
!" and ℎ!
!". 
The 1st order of the distribution function 𝑔!
!  is missing, which represents the 
momentum flux due to velocity gradient and viscosity effects. Therefore, the recovered 
macroscopic momentum equation will be missing the term 𝚷!
(!) in Eq. (5-40) and thus the 
momentum will not be conserved on the boundary. We have tested the effects of the term 
𝑔!
!  on droplet spreading as shown in Figure 5-9. The Weber number and the Reynolds 
number are set to be 12.8 and 238 respectively for the simulation with a prescribed 
contact angle of 107°. The experimental data are obtained from [162]. We can see clearly 
that the droplet spreads more slowly with the equilibrium bounce-back boundary than 
with our proposed velocity boundary due to the loss of momentum. 
 
Figure 5-9. Difference between our proposed velocity boundary condition and the 





We have implemented a 3D numerical solver based on our proposed LBM scheme with a 
D3Q19 lattice model to simulate droplet impingement on a solid surface This solver has 
shown a significant speed improvement over traditional CFD algorithms based on the 
continuous phase-field model, as implemented for example by the commercial software 
COMSOL. In order to choose appropriate simulation parameters and compare the LB 
simulation results with experimental data, we need to first address the relationship 
between the "lattice Boltzmann units" and the physical units. 
5.3.1 Lattice	  Boltzmann	  units	  
There are two constraints for choosing appropriate lattice Boltzmann units: first, the 
simulation is supposed to be equivalent to the physical system; second, the spatial and 
time step should be small enough to well resolve the simulating physics. In section 4.1.1, 
we have conducted a dimensionless analysis to convert the physical system into a 
dimensionless system, which can be readily linked to a LB system. Let the length, time, 
and mass units in a LB system be δx, δt, and δm respectively, we can have the following 























𝐿! !  
(5-79) 
where the superscripts "lb" and "d" represent the LB and dimensionless systems 
respectively, the terms in the brackets are units for corresponding physical quantities, Ld, 




respectively and are all equal to 1, u, ν, and ρ denote velocity, kinematic viscosity and 
density respectively. 𝑢! and 𝜌! are typically chosen as the reference velocity and density 
in the dimensionless system and are therefore equal to 1, while 𝜈! is the dimensionless 
kinematic viscosity and equal to 1/Re. Hence, we can solve Eqs. (5-77), (5-78), and (5-79) 
















With the three basic units, it is straightforward to calculate other physical quantities in 











To discretize the LB system, we can divide the reference length into N cells and reference 
time into Nt steps, which leads to: 














Therefore, the spatial and time resolutions for LB simulations are determined by 
choosing appropriate numerical values for 𝜈!" and 𝑢!" for a given physical system (i.e., 




incompressible assumption, 𝑢!" needs to be much smaller than the lattice "sound speed" 
𝑐!.  
5.3.2 Experimental	  validation	  
With the implemented numerical solver based on the proposed LB formulation, we have 
tested five different cases for a single droplet impingement to compare with COMSOL 
simulation results and experimental data from [162]. The impingement conditions are 
listed in Table 5-1 and are taken from experimental studies, which will be used for 
validation of simulations. The fluid properties of the liquid droplet and the surrounding 
gas are taken as the properties of water and air at 1 atm and 25°C. For all the LBM 
simulations, the computational domain is set to be 100×100×70, and the droplet radius is 
set to be 25 LB units. Although the LBM has the advantage for massive parallelization 
due to the locality of the computations, all reported simulations are run on a single thread 
on a laptop PC with a memory requirement slightly over 1GB for each simulation and are 
completed within 20 hours for each case. For a similar mesh density (i.e., spatial 
resolution of computations), it would roughly take over 1 month for COMSOL to run the 
same 3D simulation on a 16-core cluster with over 100GB memory requirement based on 
our experience. Therefore, all the COMSOL simulations presented here were performed 
with a 2D axi-symmetrical model [109, 178].  
The dimensionless spreading factor D*, droplet height H*, and the shape coefficient as 
predicted by our LBM and COMSOL simulations, as well as the LBM simulations by 
Lee et al. reported in literature [172], are compared against the experimental data as 
shown in Figure 5-10 through Figure 5-19 for combinations of parameters summarized in 




to the droplet diameter, the dimensionless droplet height is defined as the ratio of the 
height of the droplet above the substrate to the droplet diameter, and the shape coefficient 
is a novel metric that we developed to quantify the droplet shape in section 3.1 [109, 179]. 
Note that in Lee et al.'s results [172], the spreading factor is defined as the ratio of the 
spreading diameter to the droplet diameter where the spreading diameter is the blob 
diameter when the droplet spreads and the diameter of the wetted area when droplet 
retracts, which is different from the definition of the spreading factor in the experiments.  
We can see that overall the results agree very well in all five cases. There is an excellent 
agreement in time evolution of the spreading factor between our LBM simulations and 
COMSOL simulations, while the COMSOL simulations and the literature LBM 
simulations fail to capture the details of the droplet height change, which is particularly 
evident in Cases 2, 3, and 5 as shown in Figure 5-12, Figure 5-14, and Figure 5-18, 
respectively, for the later times after 10µs to 20µs, which leads to a discrepancy in the 
shape coefficient as well, as shown in Figure 5-11 through Figure 5-19. But overall the 
evolutions of the shape coefficient that characterizes the overall droplet shape match well 
between our LBM simulations and COMSOL, which establishes the consistency of our 
LBM formulation with the phase-field model in COMSOL. We can also see that for 
Cases 1 and 2, as shown in Figure 5-10 and Figure 5-12, respectively, both the LBM and 
COMSOL simulations fail to capture the oscillations of the droplet height. One possible 
reason is that the contact line pinning due to possible surface contamination could cause 
the discrepancy of the final equilibrium spreading factor as shown in Figure 5-10 and 
Figure 5-12 and affect the overall interface dynamics that is responsible for the droplet 




Table 5-1. List of droplet impingement conditions. 
 Case 1 Case 2 Case 3 Case 4 Case 5 
Impact speed 4.36m/s 4.36m/s 4.36m/s 12.2m/s 12.2m/s 
Droplet diameter 48.8µm 48.8µm 48.8µm 50.5µm 50.5µm 
Weber number 12.8 12.8 12.8 103 103 
Ohnesorge number 0.0151 0.0151 0.0151 0.0148 0.0148 
Reynolds number 238 238 238 689 689 
Equilibrium 
contact angle 
31° 90° 107° 31° 107° 
 
 
Figure 5-10. Validation of spreading factor D* and dimensionless droplet height 





Figure 5-11. Comparison of shape coefficient change between LBM and COMSOL 
simulations for Case 1. 
 
Figure 5-12. Validation of spreading factor D* and dimensionless droplet height 





Figure 5-13. Comparison of shape coefficient change between LBM and COMSOL 
simulations for Case 2. 
 
Figure 5-14. Validation of spreading factor D* and dimensionless droplet height 





Figure 5-15. Comparison of shape coefficient change between LBM and COMSOL 
simulations for Case 3. 
 
Figure 5-16. Validation of spreading factor D* and dimensionless droplet height 





Figure 5-17. Comparison of shape coefficient change between LBM and COMSOL 
simulations for Case 4. 
 
Figure 5-18. Validation of spreading factor D* and dimensionless droplet height 





Figure 5-19. Comparison of shape coefficient change between LBM and COMSOL 
simulations for Case 5. 
5.3.3 Demonstration	  of	  multiple	  droplet	  interaction	  
Computational efficiency of the implemented LBM solver, based on an improved 
algorithm described and validated in previous sections, in simulating an individual 
droplet impingement in 3-D opens up the possibility for studying multiple-droplet 
interactions. We exemplify this capability with three different simulation cases, 
including: 1) an impingement of two interacting droplets with a droplet spacing of 80 µm, 
as shown in Figure 5-20; 2) a-line-of-droplet impingement with a droplet spacing of 65 
µm, as shown in Figure 5-21; and 3) a-square-array-of-droplet impingement with droplet 
spacing of 65 µm, 80 µm, 90 µm, and 100 µm, as shown from Figure 5-22 to Figure 
5-25, respectively. The droplet spacing is defined as the distance between the centroids of 




contact angle is 90º for all cases. The Weber number is 100 and Ohnesorge number is 
0.04, so the simulations are focusing on inertia dominated hydrodynamics, with more 
important effect of surface tension on the droplet shape evolution as compared to viscous 
forces.  
 
Figure 5-20. Demonstration of two-droplet impingement in the unit of 
dimensionless time (We = 100; Oh = 0.04; droplet spacing= 80µm).  
In the two-droplet interaction case, as shown in Figure 5-20, upon impingement on the 
substrate, the droplets initially behave independently from each other; the dynamics start 
to change compared to single droplet impingement when the spreading droplets contact 
each other. As studied in Chapter 4 and [109],  there are three competing forces that drive 
the shape evolution of a droplet upon impingement on substrate, including the inertial 
force from kinetic energy, surface tension from interface energy, and viscous force from 
viscosity effects. Upon contact and merging of two or more droplets, a total interfacial 




is converted mainly into kinetic energy of spreading with minimal viscous energy 
dissipation (in the case of high We and low Oh numbers). On a longer time scale after the 
coalescence of the droplets, the kinetic energy of evolving droplet ensemble is dissipated 
by viscous forces, and the shape of the droplet relaxes back to the equilibrium shape (i.e., 




Figure 5-21. Demonstration of a-line-of-droplet impingement in the unit of 







Figure 5-22. Demonstration of an-array-of-droplet impingement in the unit of 







Figure 5-23. Demonstration of an-array-of-droplet impingement in the unit of 
dimensionless time (We = 100; Oh = 0.04; droplet spacing = 80µm).  
For the case of the line-droplet interactions as shown in Figure 5-21, each droplet is 
neighbored by two droplets along a line with symmetric boundary conditions on the two 
ends, which effectively simulates the interaction dynamics of an infinitely long linear 
array of droplets. One notable observation is that the final equilibrium shape is very 
different from the case of two isolated droplet interaction (Figure 5-20) due to the 
constraint on the lateral spreading imposed by the presence of an additional neighboring 
droplet in an infinite line array. However, similar to the case of two-droplet interactions, 
conversion of surface to kinetic energy upon initial coalescence of droplets is the most 




determined by the droplet spacing under given impingement conditions. Since the droplet 
spacing in this case (65 µm) is smaller than that in the two-droplet impingement case (80 
µm), the droplets contact each other at an earlier time and thus have greater kinetic 
energy at a merger of interfaces. Therefore, the shape of the droplet deforms greatly with 
emergence of fluid ridges and fingers during coalescence, as with significant difference 
between the shapes of the droplets in Figure 5-20 and Figure 5-21 as the droplet 
ensembles evolve in time towards their equilibrium states. 
 
Figure 5-24. Demonstration of an-array-of-droplet impingement in the unit of 
dimensionless time (We = 100; Oh = 0.04; droplet spacing = 90µm). 
In the array-droplet interaction, each droplet is surrounded by eight droplets, which are 
arranged into a square array with symmetric boundary conditions on all the edges, as 
shown in Figure 5-22 through Figure 5-25. Therefore, an infinitely large two-dimensional 
array of droplets is effectively simulated. Due to the additional neighboring droplets, the 




equilibrium shape is different for arrangements with different droplet spacing (65, 80, 90, 
and 100 µm), as illustrated in Figure 5-22 through Figure 5-25. Unlike in the previous 
two cases considered, in which only two droplets coalesce at one location, four droplets 
meet at the same location in this case. Therefore, during the droplets coalescence, even 
more interface energy is converted into kinetic energy that drives dramatic deformation 
of coalescing  droplet shapes, including splash and bounce-back phenomena, as evident 
in comparing Figure 5-21 and Figure 5-22. Indeed, as shown in Figure 5-22, the kinetic 
energy gained from the coalescence of the droplets is so large that it drives the droplet 
shape to deform to such an extent that the droplets break up and generate a stream of 
satellite droplets.  If the droplet spacing is increased to 80 µm as shown in Figure 5-23, 
periodic depressions in the liquid film are formed at the locations where the droplets meet 
due to trapping of air bubbles during the droplet coalescence. If the droplet distance is 
further increased to 90 µm as shown in Figure 5-24, the droplets get in contact with each 
other at the time instant when the kinetic energy is already fairly small and coalescence 
of the droplets is largely driven by the surface tension. As a result, a uniform film is 
formed as the final equilibrium shape. If the droplet distance is further increased to 100 
µm, the droplets meet with each other at a time when the droplets almost start to retract 
and the retracting kinetic energy is large enough to overcome an energetic advantage of 
reduced surface energy associated with coalescence of the droplets, and eventually break 
them up into individual droplets at equilibrium, as shown in Figure 5-25. These results 
further illustrate the importance of the droplet spacing and impingement velocity in 
multiple-droplet interaction dynamics. Of course, the dynamics will change in the case of 






Figure 5-25. Demonstration of an-array-of-droplet impingement in the unit of 
dimensionless time (We = 100; Oh = 0.04; droplet spacing = 100µm). 
As it can be seen from evolution of droplet shapes presented in Figure 5-20 through 
Figure 5-25, which capture the events of droplet coalescence and breakup, the interface 
topology and dynamics are highly complex, especially with an increase in the number of 
interacting droplets. Importantly, the proposed numerical LBM solver with described 
improvements in implementation of the inter-particle interaction force and 
interfacial/boundary conditions effectively captures the computational complexity of the 
physical problem and preserves some inherent symmetries of each simulation case even 




the LBM capability for handling highly complicated interface dynamics with a potential 
to become a powerful simulation tool to deepen our understanding of interfacial 
phenomena and, when implemented in massively parallel fashion, become a “digital 
design tool” for dynamic fluid interfaces of interest to many practical applications.  The 
ability to handle complicated interfacial features can be utilized to optimize the 
manufacturing process for designs of complex geometrical features. The printing 
conditions and droplet distance (i.e., distance between nozzles) can also be optimized for 
targeted printing applications, such as printed electronics and thin-film patterning.  As 
seen in Figure 5-21, lines can be formed readily under these material and interface 
conditions. The half-cylindrical shape may be sufficient for a conductive line, but if it is 
meant to be one layer in a tall thin wall, the shape may cause difficulties when depositing 
subsequent layers.  Referring to Figure 5-23, an interesting phenomenon is observed, 
where the droplet impact locations actually become voids in the thin film that forms from 
multiple droplets.  Different material properties and different impingement conditions 
will yield films of different shapes, as illustrated in Figure 5-20 through Figure 5-25 and 
will be further illustrated in Chapter 6, so the capability of simulating multiple conditions 
should prove beneficial when designing inkjet printing processes. 
5.4 Summary	  
The third research question was studied in this chapter and the hypothesis is validated 
that a lattice Boltzmann model based on explicit particle evolution can be used to 
simulate droplet impingement dynamics in 3-D more efficiently than the commercial 




A novel approach of solving the Navier-Stokes-based phase-field equations was proposed 
based on the lattice Boltzmann method. We first derived an inter-particle forcing term 
from the phase-field model and  found inconsistency between the existing LB schemes 
and the phase-field model in calculating the relaxation time around the phase interface.  
We proposed a new quadratic scheme to ensure consistency with the phase-field model. 
In addition, we proposed a geometric wetting boundary condition and demonstrated that 
it was numerically more robust and accurate than the popular surface energy formulation 
used in the literature. Moreover, a careful examination of the velocity boundary condition 
revealed that the existing equilibrium bounce-back boundary for the proposed LB 
formulation for two-phase flow did not conserve momentum on the boundary and we 
proposed a new velocity boundary condition that ensured momentum conservation on the 
boundary. A numerical solver was implemented based on the proposed LB formulation 
for simulating droplet impingement dynamics and the simulation results were validated 
against COMSOL simulations, the LBM simulations reported in the literature, and 
experimental data. It was found that the proposed LBM formulation not only had 
significant improvement on computational efficiency but also produced better accuracy 
of predictions than COMSOL and the previous reported LBM models. The capability of 
the proposed LBM solver in handling highly complicated interface dynamics in 3D 
provides an approach of conducting "virtual experiments" for various interface 
phenomena involved in the inkjet deposition process, such as interface coalescence and 
interface breakup. Its computational efficiency in simulating multiple-droplet 
impingement provides a foundation for its utility in optimizing design of inkjet printers 





INTERFACE	  EVOLUTION	  OF	  MULTIPLE	  DROPLETS	  
CHAPTER	  6 INTERFACE	  EVOLUTION	  OF	  MULTIPLE	  DROPLETS	  
Studying material interface evolution in the course of multiple-droplet interactions is 
critical for understanding the material joining process in inkjet deposition. It is possible to 
optimize the deposition process by examining the interface evolution of multiple-droplet 
interaction under different printing conditions. In this chapter, we will investigate the 
interface evolution of multiple-droplet interaction with a solid substrate. We will use the 
proposed 3-D shape coefficient with a cuboid desired shape and the developed efficient 
numerical solver to study three different cases, including two-droplet, a-line-of-droplet, 
and an-array-of-droplet interaction. 
6.1 Simulation	  Conditions	  
Based on the driving force and resisting force of the droplet impingement [163], droplet 
impingement behavior can be divided into four different regimes as shown in Figure 4-7 
in section 4.1.4. The four regimes characterize the general droplet impact behavior based 
on driving and resisting forces. For all the following simulations of multiple-droplet 
interaction dynamics, the droplet diameter and density are set to be 50µm and 1000 kg/m3 
respectively. The fluid properties for the surrounding gas are taken to be those of air at 
standard temperature and pressure (20°C at 1atm). The contact angle at the solid surface 
is set to be π/2 for all the simulations. The fluid properties of the droplet and the droplet 
impact velocity are varied to change the droplet impact conditions for different regimes. 
In regime I, the fluid properties of the droplet are 0.05 N/m and 2 cP (0.002 Pa·s) for 




impact conditions correspond to a Weber number of 100 and an Ohnesorge number of 
0.04 respectively. In regime II, the fluid properties of the droplet keep the same as those 
in regime I while the droplet impact velocity is set to be 0.1 m/s. The corresponding 
Weber and Ohnesorge numbers are 0.01 and 0.04 respectively. In regime III, the 
viscosity of the droplet is changed to 200 cP and the surface tension is kept at 0.05 N/m. 
The droplet impact velocity is set to be 0.5 m/s. The resulting Weber and Ohnesorge 
numbers are 0.25 and 4 respectively. In regime IV, the fluid properties of the droplet are 
kept as the same as those in regime III while the impact velocity is changed to 20 m/s, 
which lead to a Weber number of 400 and an Ohnesorge number of 4 respectively.  
6.2 Two-­‐Droplet	  Interaction	  
Simulations of two-droplet interaction upon impinging on a solid surface have been 
performed using the validated LBM solver in the four different regimes with the 
conditions specified in the previous section.  
In regime I, the Weber and Ohnesorge numbers are set to be 100 and 0.04 respectively. 
For multiple-droplet interaction, an additional important parameter that affects the 
interaction dynamics is the droplet distance, which is defined as the distance between the 
centroids of the neighbouring droplets minus the droplet diameter. The equilibrium and 
maximum spread factors that can be calculated from Eqs. (4-21) and (4-22) are 1.2599 
and 2.2874 respectively for the impingement conditions in regime I. We have conducted 
simulations with droplet distance of 0.3D0 (15µm), 0.6D0 (30µm), 0.8D0 (40µm), and D0 
(50µm) respectively. The results of the shape evolution are plotted in Figure 6-1 using the 





Figure 6-1. Shape evolution of two-droplet interaction in regime I (We = 100; Oh = 
0.04).  
The inset graphs represent the shape of droplets at the instant when the shape coefficient 
is maximum for different droplet distances, and the gray boxes represent the desired 
shape. As we can see, the shape coefficient is smaller with larger droplet distance at the 
starting point of the shape evolution, which is an effective characterization of the 
similarity between the droplet shape and the desired shape. In order to explain the physics 
underlying the shape evolution, we can calculate the characteristic timescales for 
different driving forces from Eq. (4-33). The characteristic timescales for inertial force, 
surface tension, and viscous force are 1, 10, and 250 in dimensionless time units 
respectively.   
As we can see in Figure 6-1, the shape evolution is mainly driven by inertial force when 




inertial force, which leads to a sharp increase of the shape coefficient, because inertial 
force favors a large shape coefficient (i.e., a uniform thin film), and the kinetic energy is 
converted into surface energy by deviating the droplet shape away from its lowest surface 
energy form (i.e., a sphere or spherical cap). The shape of the two individual droplets 
evolves in a very similar way as single droplet impingement until they meet, the moment 
of which is mainly determined by the droplet distance.  Typically the smaller the droplet 
distances compared to the maximum spread factor, the more kinetic energy the droplet 
will have when they meet with each other.  
The meeting event will lead to the coalescence of the droplet interface, which will release 
interface energy and convert to kinetic energy at the intersection. The leftover and 
converted kinetic energy will drive the coalescence of the interface and further deform 
the interface, which does not necessarily increase the shape coefficient, because the 
deformation can only go laterally or into a third dimension (i.e., increase the height of the 
interface) at the intersection of the droplets. If the droplet distance is small compared to 
the maximum spread factor, the leftover and converted kinetic energy will be very large 
and will deform the droplet interface, thus decreasing the shape coefficient as shown in 
Figure 6-1 when droplet distance is 0.3D0.  
In the retracting stage, the region where the interface is deformed most (the region where 
the droplets meet each other in this case) will retract faster than other regions by 
converting the interface energy back into kinetic energy. If the droplet distance is very 
large, the leftover kinetic energy will not be sufficient to drive the coalescence of the 
droplet interface as shown in Figure 6-1 when droplet distance is 0.8D0 and D0. In the 




than in other regions. The further coalescence of the interface in these two cases is driven 
by surface tension at a later stage.  
When droplet distance is 0.6D0, the leftover and converted kinetic energy is large enough 
to drive the coalescence of the interface but not enough to drive further deformation of 
the interface laterally or into the third dimension as when droplet distance is 0.3D0. An 
additional complication is the time instant when the droplets meet compared to the 
characteristic timescales of the inertial force and surface tension. The meeting time 
instants are 0.40, 0.64, 0.88, and 1.36 for droplet distances of 0.3D0, 0.6D0, 0.8D0, and D0 
respectively. If the meeting occurs when t* > 1 as in the case of a droplet distance of D0, 
the surface tension kicks in and starts to influence the shape evolution, which will 
typically decrease the maximum achievable shape coefficient driven by the kinetic 
energy, because surface tension favors smaller shape coefficient. As a result, the 
maximum shape coefficient when droplet distance is D0 is not achieved until a later stage 
of shape evolution that is dominated by surface tension as shown in Figure 6-1.   
In all of the cases, the surface tension takes over when t* > 10, and the two droplets 
completely coalesce and eventually reach equilibrium to become a single spherical cap 
sitting on the solid surface as shown by the converging curves in Figure 6-1.  
In regime II, the Weber and Ohnesorge numbers are set to be 0.01 and 0.04 respectively 
and the maximum spread factor is calculated to be 1.4702. Three different droplet 
distances are chosen for the simulations, which are 0.3D0 (15µm), 0.4D0 (20µm), and 
0.6D0 (30µm) respectively. The simulation results of the shape evolution are plotted in 
Figure 6-2. In the same way, we can calculate the characteristic timescales for inertial 




respectively. Therefore, the shape evolution of the droplets is dominated by the surface 
tension when t* < 1.  
As shown in Figure 6-2, the shape of the droplets first stays nearly unchanged before they 
touch the solid surface. Once the droplets touch the surface, the competition of the 
surface tension forces at three different interfaces (i.e., droplet-air, droplet-solid, and air-
solid as shown in Figure 1-1), which is determined by the contact angle, will drive the 
droplet shape change from a sphere to a spherical cap, which is represented by the steady 
increase of shape coefficient when t* is between 0.1 and 0.2. What is remarkable is that 
the rate of the shape coefficient change is almost constant when the shape change is 
driven dominantly by constant surface tension, which further verifies the effectiveness of 
our proposed shape coefficient in representing the droplet shapes.  
Before the two droplets meet, the shape evolution is very similar to single droplet 
impingement and we can see some shape oscillation when droplet distance is 0.6D0, in 
which case the two droplets never meet because the maximum spread factor is less than 
1.6. The meeting event of the droplets is what differentiates the shape evolution of single 
droplet impingement and multiple-droplet interaction, thus the timing of the meeting 
event can significantly alter the course of the shape evolution. The meeting time in this 
case are 0.256, 0.418, and infinity for droplet distance of 0.3D0, 0.4D0, and 0.6D0 
respectively. The meeting of the droplets leads to the coalescence of the interface. As we 
can see from the inset graph, when the droplet distance is 0.3D0, the meeting occurs after 
the individual droplet almost achieves equilibrium and triggers another round of shape 
change driven also by surface tension. It is noteworthy that the rates of the shape 




t* < 0.4 ),  are very close to the rate of the shape coefficient change in the first round of 
shape evolution before the droplets meet, which is driven by the same surface tension 
force. The shape evolution curves for different droplet distances are almost parallel to 
each other. The droplets finally merge together and become a single droplet driven by the 
surface tension, which is indicated by the converging shape evolution curves.  
 
Figure 6-2. Shape evolution of two-droplet interaction in regime II (We = 0.01; Oh 
= 0.04).  
In regime III, the Weber and Ohnesorge numbers are set to be 0.25 and 4 respectively. 
The same droplet distances are chosen as in regime II, and the simulation results of the 
shape evolution are plotted in Figure 6-3. The characteristic timescales for inertial force, 
surface tension, and viscous force are calculated to be 1, 0.5, and 0.125 in dimensionless 
time units respectively.  




shapes maintained by surface tension, as indicated by the short, nearly horizontal curve in 
the beginning of the shape evolution. Once the droplets touch the surface, the surface 
tension forces at the contact line drive the contact line to move to the equilibrium contact 
angle. Then the surface tension drives the entire droplet shape into equilibrium shape, 
which is strongly resisted by the viscous force. Note that although the timescale for 
surface tension to act on the entire droplet is larger than that of the viscous force, the 
timescale for the surface tension to act only on the contact line (i.e., a small portion of the 
entire droplet) could be much smaller. This explains the difference of the rate of the 
shape coefficient change. In the contact line moving stage, the shape coefficient increases 
at a relatively large rate. While in the following stage, the shape evolution is dominated 
by the viscous force, which largely decreases the rate of the shape coefficient change.  
The meeting event of the droplets for the different droplet distance of  0.3D0, 0.4D0, and 
0.6D0 occurs at 8.4, 14.7, and infinity respectively.  The meeting of the droplets results in 
the coalescence of the interface which brings another round of rapid change of shape 
coefficient. It is worthwhile to point out that the rate of the shape coefficient change 
during the interface coalescence is close to the rate during the contact line moving stage. 
The droplet distance merely delays the meeting time and the shape evolution curves 
strongly resemble each other for the droplet distance of 0.3D0 and 0.4D0. As before, the 
two coalescing droplets will merge together and achieve equilibrium as a single droplet, 





Figure 6-3. Shape evolution of two-droplet interaction in regime III (We = 0.25; Oh 
= 4).  
In regime IV, the Weber and Ohnesorge numbers are set to be 400 and 4 respectively and 
the maximum spread factor is calculated to be 1.4016. The same droplet distances are 
therefore chosen for the simulations, which are 0.3D0 (15µm), 0.4D0 (20µm), and 0.6D0 
(30µm) respectively. The simulation results of the shape evolution are plotted in Figure 
6-4. The characteristic timescales for inertial force, surface tension, and viscous force can 
be calculated to be 1, 20, and 5 in dimensionless time units respectively. Therefore, the 
shape evolution of the droplets is dominated by the inertial force when t* < 1.  
As shown in Figure 6-4, we can see a rapid increase of shape coefficient due to the 
deformation of the droplet shape caused by the high speed impact of droplets on the solid 
surface. During this process, the kinetic energy is converted into surface energy and thus 




dominate the shape evolution when t* is around 5 because the inertial force becomes 
much smaller than the beginning, and the surface tension is not comparable to the viscous 
force. In the following stage, the droplet shape slowly relaxes back to the equilibrium 
shape driven by surface tension but strongly resisted by the viscous force, during which 
the surface energy is converted into kinetic energy but dissipated by the viscous force 
right away. Therefore, the shape coefficient varies very slowly and nothing exciting 
occurs during this period until the two droplets meet.       
 
Figure 6-4. Shape evolution of two-droplet interaction in regime IV (We = 400; Oh 
= 4).  
The meeting of the droplets gives rise to a second round of shape change as shown in 
Figure 6-4. The meeting time instants of the droplets for the different droplet distances of  
0.3D0, 0.4D0, and 0.6D0 are 75, 284, and infinity respectively.  The rate of the shape 




of the interface. It should be noted that the surface tension only acts on a very tiny portion 
of the interface (i.e., the area the two droplets touch each other) in the beginning and 
slowly spreads over to other portions of the interface. Therefore, the rate of shape 
coefficient change is larger than the previous stage, which is also driven by surface 
tension that acts on the entire droplet. As in regime III, the increase of the droplet 
distance only delays the meeting of the droplets and the shape evolution curves are very 
similar to each other for droplet distances of 0.3D0 and 0.4D0. When the droplet distance 
is too large, the final equilibrium shape is two individual droplets sitting on the solid 
surface as shown by the red dotted-line curve in Figure 6-4.  
6.3 A-­‐Line-­‐of-­‐Droplet	  Interaction	  
Since line printing is a common application for inkjet deposition, it makes practical sense 
to study the interaction of a line of droplets upon impinging on the substrate. One 
complication that arises immediately is how many droplets need to be considered. To 
avoid such complication, we consider an ideal situation with an infinite number of 
droplets aligned on the same line using symmetric boundaries at the two ends of the line 
as shown in Figure 5-21. To get an idea of how the impingement conditions affect the 
droplet interaction behavior for a line of droplets, we can study the droplet interaction 
dynamics in the four different regimes. The droplet size and density, the properties of the 
surrounding gas, and the contact angle all  take the same value as in two-droplet 
interaction.  
In regime I, the Weber and Ohnesorge numbers are also set to be 100 and 0.04 




inertial force, surface tension, and viscous force are 1, 10, and 250 respectively. The 
droplet distances of 0.3D0, 0.6D0, 0.8D0, and D0 are simulated, and the results are plotted 
in Figure 6-5. As we can see, the overall shape evolution path is very similar to the two-
droplet interaction under the same conditions in regime I. The difference is that each 
droplet is neighboured by two droplets symmetrically, which can affect the fluid 
dynamics of the surrounding air and the droplet itself. One observation is that the time 
instants when the droplets meet are influenced. The meeting times are 0.4, 0.64, 0.88, and 
1.28 for droplet distances of 0.3D0, 0.6D0, 0.8D0, and D0 respectively, which are slightly 
earlier than those in two-droplet interaction. The difference becomes more obviously in 
other regimes as will be shown in the following. Another important observation is that in 
the retracting stage the two ends of each droplet along the line are pulled by the 
neighbouring droplets such that the droplet can only retract laterally. When surface 
tension takes over, it will shape the droplet into a half cylinder to minimize the surface 
energy under equilibrium.  
The equilibrium half cylinder shape is closer to the desired shape than most of the 
transient shapes during the shape evolution process. Pursuing the equilibrium shape 
rather than the best transient shape makes the printing process become more predictable 
and easier to control. The final equilibrium shape can also be controlled by modifying the 
contact angle of the substrate. If we plan to pursue the equilibrium shape, the time 
required to achieve the equilibrium shape will become important as we want to minimize 
the manufacturing time, which still requires a good understanding of the dynamics of the 
shape evolution. Since the equilibrium shape is driven by the surface tension, the 




the time required to achieve equilibrium, which can, however, still be influenced by other 
impingement conditions. As shown in Figure 6-5, the shape evolution curve with droplet 
distance of 0.6 D0 achieves equilibrium faster than the other conditions. The observation 
is that the closer the droplet shape is to the equilibrium shape before surface tension takes 
control, the less time it requires for the droplet to achieve equilibrium after the surface 
tension takes control.    
 
Figure 6-5. Shape evolution of a-line-of-droplet interaction in regime I (We = 100; 
Oh = 0.04).  
In regime II, the Weber and Ohnesorge numbers are set to be 0.01 and 0.04 respectively 
and the maximum spread factor is calculated to be 1.4702. We have chosen the droplet 
distances of 0.3D0, 0.4D0, and 0.6D0 for simulations, and the results are plotted in Figure 
6-6. The characteristic timescales for inertial force, surface tension, and viscous force are 




The droplet interaction goes through a similar process as explained in two-droplet 
interaction. Due to the additional neighboring droplet compared to two-droplet 
interaction, the meeting times for the droplet distances of  0.3D0, 0.4D0, and 0.6D0 are 
0.244, 0.35, and infinity respectively, which are clearly earlier than the meeting times for 
two-droplet interaction in regime II. Since the equilibrium shape in this case is closer to 
the desired shape than that in the case of two-droplet interaction, the shape coefficient 
increases monotonically all the way up to the equilibrium shape coefficient during the 
shape evolution. The increase of the droplet distance merely delays the meeting time, 
which also increases the time required to achieve the equilibrium shape and thus is 
unfavorable to reduce the manufacturing time.  
It is interesting to compare the results in regimes I and II, which only have a difference of 
droplet impact velocity. Therefore, the characteristic timescales for the surface tension 
are the same in physical time unit. Both are 50µs. For the droplet distance of 0.3D0, we 
can compare the time needed to achieve the equilibrium shape in the physical time unit, 
which is around 75µs (~15 in dimensionless unit as shown in Figure 6-5) in regime I and 
165µs (~0.33 in dimensionless unit as shown in Figure 6-6) in regime II. This comparison 
shows that the droplet impact velocity, one of the most important process parameters, 
does have a big influence on the time required the achieve equilibrium. The droplet 
distance, however, needs to be carefully selected to match the impact velocity, neither too 
small such that the kinetic energy does not deviate the droplet shape too far away from its 
equilibrium shape (a half cylinder) when the droplets meet,  nor too large such that the 
droplets do not meet as shown in Figure 6-6 when the droplet distance is 0.6D0, or it 




the droplet distance is D0. Therefore, the implications of these results need to be taken 
into account for inkjet print head design and printing process control.    
 
Figure 6-6. Shape evolution of a-line-of-droplet interaction in regime II (We = 0.01; 
Oh = 0.04).  
In regime III, the Weber and Ohnesorge numbers are set to be 0.25 and 4 respectively. 
The droplet distances of 0.3D0, 0.4D0, and 0.6D0 are simulated, and the results are shown 
in Figure 6-7. The characteristic timescales for inertial force, surface tension, and viscous 
force are 1, 0.5, and 0.125 in dimensionless time units respectively. The droplet meeting 
occurs when the rate of the shape coefficient change suddenly increases as shown in 
Figure 6-7.  
Compared to the two-droplet interaction under the same conditions in regime III, the 
droplets meet slightly later, and the meeting times for droplet distances of 0.3D0, 0.4D0, 




delays both the meeting time of the droplets and the time needed to achieve the 
equilibrium shape.  It is noteworthy that for droplet distances of  0.3D0 and 0.4D0 it takes 
about the same amount of time from the time when the droplets meet to the time when 
the equilibrium shape is achieved, as indicated by the transition curves with circle 
markers in the middle in Figure 6-7, which is driven by the surface tension.  
 
Figure 6-7. Shape evolution of a-line-of-droplet interaction in regime III (We = 
0.25; Oh = 4).  
Compared to regimes I and II, the characteristic timescale for the surface tension is the 
same in physical time unit while the viscosity is much higher. As we can see from Figure 
6-7, the time needed to achieve equilibrium shape for the droplet distance of 0.3D0 is 
around 15 in dimensionless time units and 1500µs in physical time units, which is much 
larger than that in regimes I and II. This means the viscosity also has a strong influence 




timescale for surface tension is only 50µs, the viscous force dominates over surface 
tension and therefore the time needed to achieve equilibrium is mainly determined by the 
viscosity effects.      
In regime IV, the Weber and Ohnesorge numbers are 400 and 4 respectively and the 
maximum spread factor is 1.4016. Simulations are performed with droplet distances of 
0.3D0, 0.4D0, and 0.6D0 and the results are plotted in Figure 6-8. The characteristic 
timescales for inertial force, surface tension, and viscous force are 1, 20, and 5 in 
dimensionless time units respectively. The droplets meet at the time when the rate of the 
shape coefficient change starts to increase as shown in Figure 6-8.  
The meeting occurs clearly earlier than in two-droplet interaction due to the additional 
neighboring droplet and the meeting times are 59, 197, and infinity in dimensionless time 
units. The increase of the droplet distance delays the droplet meeting as well as the time 
for achieving the equilibrium shape. Compared to regime III, the characteristic timescales 
for the surface tension and viscous force are the same in physical time units, which are 
50µs and 12.5µs respectively, while the impact velocity is much higher (20m/s VS 
0.5m/s). The time needed to achieve equilibrium is around 300 (750µs) for the droplet 
distance of 0.3D0 as shown in Figure 6-8, which is much smaller than that in regime III. 
This means increasing impact velocity can also speed up the process of achieving 





Figure 6-8. Shape evolution of a-line-of-droplet interaction in regime IV (We = 400; 
Oh = 4).  
However, the timescales for achieving equilibrium in regimes III and IV are nowhere 
close to the characteristic timescale for the surface tension. The reason is that when the 
Ohnesorge number is larger than 1, the viscous force will dominate the shape evolution, 
and the timescale for achieving equilibrium will be mainly determined by the viscosity 
effects. It appears that increasing the impact velocity can only speed up the process in a 
very limited fashion because achieving equilibrium is driven by the surface tension and 
increasing the inertial force can only help to a certain extent. One way to speed up the 
process of achieving equilibrium with high viscosity fluids is to increase the surface 




6.4 An-­‐Array-­‐of-­‐Droplet	  Interaction	  
One of the biggest advantages for inkjet deposition is that it can speed up the 
manufacturing process and thus reduce the manufacturing time and cost utilizing a 
scalable array of nozzles. Therefore, it is critical to understand the interaction dynamics 
of an array of droplets upon impinging on the substrate. To avoid the consideration of the 
number of droplets, we here study an infinitely large array of droplets using symmetric 
boundary conditions such that each droplet is surrounded by 8 neighboring droplets as 
shown in Figure 5-22.  The interaction dynamics are investigated in the four different 
regimes characterized by the driving force and resistance force. The droplet size and 
density, the properties of the surrounding gas, and the contact angle  take the same values 
as were used in two-droplet interaction. 
In regime I, the Weber and Ohnesorge numbers are taken to be 100 and 0.04 respectively. 
The maximum spread factor is 2.2874 and the characteristic timescales for inertial force, 
surface tension, and viscous force are 1, 10, and 250 respectively. The droplet distances 
of 0.3D0, 0.6D0, 0.8D0, and D0 are simulated and the results are plotted in Figure 6-9. 
Compared to two-droplet interaction, the interaction dynamics for an array of droplets are 
more complicated due to the additional neighbouring droplets. One difference is that the 
coalescence of the interface of multiple droplets releases more interface energy which is 
converted into kinetic energy. For example, the extra kinetic energy converted from the 
coalescence of additional droplets causes much larger deformation of the interface than 
two-droplet interaction and eventually leads to splash for the droplet distance of 0.3D0 as 
shown in Figure 6-9. Due to the additional neighboring droplets, the time instants when 




1.28 for droplet distances of 0.3D0, 0.6D0, 0.8D0, and D0 respectively, which are slightly 
earlier than seen in two-droplet interaction.  
 
Figure 6-9. Shape evolution of an-array-of-droplet interaction in regime I (We = 
100; Oh = 0.04).  
Another important phenomenon we need to take note is the formation of air bubbles 
during the droplet interaction. In the droplet spreading stage for single droplet impact, a 
liquid thin film (often referred as lamella) is formed that spreads radially over the surface 
and the diameter of the rim of the lamella is typically larger than the diameter of the 
wetted area due to the stationary wall boundary that holds back the spreading of the 
liquid on the surface. For multiple droplet interaction, the rims of the lamella will meet 
each other first. Therefore, the air under the lamella rim will be trapped when the droplets 





Air bubbles are undesirable for inkjet deposition. The size of the air bubbles is dependent 
on the difference between the diameters of the lamella rim and the wetted area at the time 
when the droplets meet and the time it takes for the lamella rims to be fully merged 
together.  Hence, two different approaches can be taken to reduce the bubble size. One is 
to reduce the difference between the diameters of the lamella rim and the wetted area, 
which can be influenced by the impact conditions and the time of the droplet meeting. 
The other is to increase the time required for the lamella rims to be fully coalesced so that 
the spreading film on the solid surface (that is the increasing diameter of the wetted area 
during the spreading) has time to drive the air out. If the spreading films on the solid 
surface can meet before the lamella rims are fully merged, the air bubbles are likely to be 
eliminated. We can change these relevant timescales by adjusting the droplet distance to 
eliminate the air bubbles although a solution is not guaranteed for all the impact 
conditions.   
In addition, the final equilibrium shape can take more different forms than two-droplet or 
line-of-droplet interaction, and the interaction dynamics are more sensitive to the droplet 
distance and impact conditions. When the droplet distance is 0.3D0, the fast moving 
droplets first coalesce together and trap a large air bubble inside the meeting zone. The 
kinetic energy gained from the coalescence of the interface leads to the break-off of a 
large chunk of liquid which then break into droplets due to Rayleigh instability. Due to 
the size of the air bubble compared to the thickness of the formed thin film, the trapped 
air bubble then touches the surface of the thin film, which opens up a channel for the air 




the new interface and forms a uniform thin film. The splashed droplets may come down 
due to gravity and interact with the thin film again.  
When the droplet distance is 0.6D0,  the coalescence of the interface leads to a much 
smaller deformation of the interface and there is no splash because the leftover kinetic 
energy is much smaller when the droplets meet. Air bubbles are also trapped at the 
locations where the droplets meet. Then the trapped air bubbles become untrapped when 
they touch the surface of the formed thin film. The air bubbles then become holes due to 
the interaction with the thin film as shown in Figure 6-9. What is surprising is that these 
holes do not diminish as in the case when the droplet distance is 0.3D0 but increase under 
surface tension and form a stable equilibrium shape as shown in Figure 6-9. When the 
droplet distance is 0.8D0, the full coalescence of the lamella rims occurs much later than 
in the previous cases, which gives plenty of time for the spreading film on the solid 
surface to drive out the air. Therefore, a uniform film is formed under equilibrium as 
shown in Figure 6-9, which suggests it is possible to completely eliminate the bubbles by 
fine tuning the droplet distance and impact conditions. When the droplet distance is D0, 
the lamella rims of the droplets are never fully coalesced due to the lack of kinetic energy 
to drive the coalescence. The retracting kinetic energy converted from the deformed 
interface during the spreading, however, is enough to break up the semi-coalesced 
interface and form individual droplets sitting on the substrate as shown in Figure 6-9.  
In regime II, the Weber and Ohnesorge numbers are set to be 0.01 and 0.04 respectively 
and the shape evolution is dominated by the surface tension. Simulations with droplet 
distances of 0.3D0, 0.4D0, and 0.6D0 are performed and the results are plotted in Figure 




neighboring droplets, which are 0.2440, 0.3500, and infinity for the droplet distances of 
0.3D0, 0.4D0, and 0.6D0 respectively.  
The shape evolution resembles that in two-droplet interaction in the sense that the shape 
of the droplets first changes individually until they meet and the maximum shape 
coefficient occurs during the interface coalescence. The forming of the air bubbles during 
the interface coalescence causes the decrease of the shape coefficient after the maximum 
shape coefficient is reached because the definition of the shape coefficient does not favor 
a discontinuous interface. The size of the air bubbles, as shown in Figure 6-10 when the 
droplet distance is 0.3D0, however, is much smaller than that in regime I at the same 
droplet distance. The reason is that the interface coalescence is driven by surface tension 
in this case and thus the difference between the diameters of the lamella rim and the 
wetted area is smaller and the coalescence occurs at a much slower rate such that the 
trapped air has more time to escape. One can also tell that increasing the droplet distance 
not only delays the meeting of the droplets but also produces a very different shape 
evolution curve as shown in Figure 6-10 when the droplet distance is 0.4D0. After a rapid 
increase of shape coefficient during the interface coalescence (one can also tell when the 
droplets start to coalesce by looking at the rate of shape coefficient change), the shape 
coefficient keeps increasing at a slower rate to reduce the size of the holes formed at the 
locations where the droplets meet. In the case when the droplet distance is 0.6D0, the 






Figure 6-10. Shape evolution of an-array-of-droplet interaction in regime II (We = 
0.01; Oh = 0.04).  
In regime III, the Weber and Ohnesorge numbers are set to be 0.25 and 4 respectively and 
the shape evolution is dominated by the viscous force. The meeting times for the droplets 
are 8.85, 15.15, and infinity for the droplet distances of 0.3D0, 0.4D0, and 0.6D0 
respectively as shown in Figure 6-11, which are later than in two-droplet interaction.  
Due to the dominance of the viscous force, the extra kinetic energy converted from the 
coalescence of the interface of additional droplets does not make a big difference in the 
shape evolution. The shape evolution curves are therefore very similar to those in two-
droplet interaction. One difference is that the decrease of the shape coefficient after 
reaching maximum is because of the coalescence into a single droplet for two-droplet 
interaction but due to the formation of bubbles in this case. Unlike in regime II, the 




only delay the droplet meeting.  
 
Figure 6-11. Shape evolution of an-array-of-droplet interaction in regime III (We = 
0.25; Oh = 4).  
In regime IV, the Weber and Ohnesorge numbers are 400 and 4 respectively and the 
shape evolution is firstly dominated by the inertial force and then by the viscous force 
after the kinetic energy is dissipated in the early stage. The droplet meeting times are 55, 
164, and infinity for the droplet distances of 0.3D0, 0.4D0, and 0.6D0  respectively as 
shown in Figure 6-12, which are earlier than those in two-droplet interaction. As in two-
droplet interaction, the droplet shape is largely deformed individually by the dominating 
inertial force in the very early stage far before the contact line reaches the maximum 
spread factor. Therefore, the contact line is still moving forward when the droplets start to 
retract to convert the interface energy from the deformed interface back to kinetic energy. 




other portion of the droplet (the lamella rim disappears).  
When the droplet distance is larger than the diameter of the largest region of the initially 
deformed droplet but smaller than the maximum spread diameter, the droplets will meet 
each other at the contact line on the solid surface, which means no air will be trapped in 
the meeting zone. All the air in the meeting zone will be driven out during the 
coalescence of the interface. Therefore, a uniform thin film can be formed due to surface 
tension after the interface is completely coalesced as shown in Figure 6-12.  
 
Figure 6-12. Shape evolution of an-array-of-droplet interaction in regime IV (We = 
400; Oh = 4).  
As we can see, for droplet distances of 0.3D0 and 0.4D0, the droplets meet after the initial 
deformation indicated by the steep increase of shape coefficient in the first several 
dimensionless time units. The inset graphs show that the droplets indeed meet at the 




achieve the equilibrium shape in the shortest time, we need to be concerned about both 
how to achieve the desired equilibrium shape (i.e., a uniform film) and how to achieve 
faster for array-droplet interaction. The study of the interaction dynamics in regime IV 
points us in a direction to achieve a uniform thin film for high viscosity fluids, which is to 
optimize the impact conditions and droplet distance such that the droplets meet at the 
contact line rather than the lamella rim.  
6.5 Summary	  
Following the development of the powerful numerical solver for simulating droplet 
impingement dynamics in 3-D in chapter 5, the multiple-droplet interaction dynamics are 
examined in depth using the developed solver in this chapter in the context of inkjet 
deposition. The results have further validated the hypothesis for the third research 
question that the developed numerical solver based on the lattice Boltzmann method 
makes it possible to study the multiple-droplet interaction dynamics.  
An extensive study has been conducted on multiple-droplet interaction dynamics, 
including two-droplet, a-line-of-droplet, and an-array-of-droplet under a wide range of 
impact conditions and droplet distances. In two-droplet interaction, the shape evolution 
during the droplet interaction is carefully studied with the help of our proposed shape 
coefficient. The underlying physics of the interaction dynamics are carefully examined 
and analyzed. The interaction between the characteristic timescales of various driving 
forces during the droplet impingement and the time instant when the droplets meet has 
proven to be a crucial factor that affects the multiple-droplet interaction dynamics. The 




dynamics. The rate of the shape coefficient change is a good indicator for various events. 
Line-droplet interaction, which is important for various line printing applications, has 
also been studied under the same framework. It is concluded that the equilibrium shape is 
an appropriate objective to pursue. Although the characteristic timescale for the surface 
tension is very important, to achieve the equilibrium shape in the shortest time, however, 
is still largely determined by the interaction dynamics as shown by our analysis. Array-
droplet interaction, which is critical for utilizing inkjet deposition as a scalable 
manufacturing method, has also been studied. Unlike two-droplet and line-droplet 
interaction, however, many different equilibrium shapes exist for array-droplet 
interaction due to the increased complexity caused by the additional droplets. One of the 
most important threats to manufacturing is the formation of air bubbles during the 
interaction because of the nature of the droplet impingement dynamics.  The process of 
the air bubble formation is analyzed and suggestions have been proposed to eliminate the 







CONCLUSIONS	  AND	  RECOMENDATIONS	  
CHAPTER	  7 CONCLUSIONS	  AND	  RECOMENDATIONS	  
Inkjet deposition is an elegant solution to reorganizing materials in a parallel and scalable 
manner by first dividing materials into small units of droplets and rejoining them back 
together in an intended order. This effective and efficient approach to material 
reorganization with a resolution only limited by the droplet size holds the potential to 
significantly advance manufacturing technology and the great promise of an era of 
personal fabrication, in which we will be able to not just digitalize information but also 
real physical products. However, this technology is still at a young stage of development 
and numerous research questions about the two fundamental processes involved—
material division (i.e., droplet formation and ejection) and material joining (i.e., droplet 
deposition and interaction)—remain open.  Material division and material joining are 
reciprocal processes in the sense that material division is a process of creating new 
material interface while material joining is a process of reducing material interface. This 
thesis investigates several aspects of the interface dynamics during the material joining 
process. This chapter is to bring together the research activities and findings presented 
throughout the thesis. Therefore, the research activities and findings are first summarized 
in the next section. Then the hypotheses posed in the first chapter are revisited and 
evaluated. The specific achievements and contributions of this research are presented 
next, followed by the limitations of this work and recommendations for future work. The 
chapter concludes with a few closing remarks on the relevance of this research to the 




7.1 Thesis	  summary	  
The long term vision of this research is to understand the interface dynamics during the 
droplet deposition process so that we can control the material joining process in inkjet 
deposition. However, a large gap exists between the current understanding and the long 
term goal. This thesis provides a series of steps to reduce the gap and advance the frontier 
toward the goal.  
In the first chapter, an extensive background search is conducted in order to evaluate the 
current state of the art of inkjet deposition in the context of manufacturing and to identify 
the critical problems. A problem formulation is presented about the droplet deposition 
process, which is broken down into two coupling sub-processes: droplet impingement 
and droplet hardening. Although droplet impingement has been studied extensively over 
a century, little research is reported on the droplet interface evolution and most of the 
previous research is concerned about single droplet impingement. In order to study the 
interface evolution during droplet impingement, we are set to accomplish three tasks in 
this research: to quantify the geometry of the interface effectively, to understand the 
underlying physics of interface evolution for single droplet impingement, and to develop 
an efficient numerical tool to enable the study of multiple droplet interaction upon 
impinging on the substrate.  In order to accomplish these three tasks, an extensive 
literature survey is performed in the second chapter on geometrical characterization, 
numerical methods for modeling droplet impingement dynamics, and the lattice 
Boltzmann method.  
In the third chapter, a novel metric (the shape coefficient) is developed to quantify the 




evolving interface during the droplet impingement and a desired geometry in both 2-D 
and 3-D. The ability of the proposed metric to effectively capture the similarity between 
the evolving geometry and the desired geometry is also verified.   
In the following chapter, the proposed geometric metric is used to study the evolution of 
the geometry of the interface of a single droplet upon impinging on a solid surface. A 
dimensionless analysis is conducted to reduce the number of parameters, which reveals 
that three dimensionless numbers are important to the interface dynamics of single 
droplet impingement: the Weber number, the Reynolds number, and the Froude number. 
The Ohnesorge number, which is a function of the Weber and Reynolds numbers, is 
introduced as a dimensionless number for characterizing fluid properties. The Froude 
number is found to have negligible influence for the droplet size of interest. With a 
careful examination of the underlying physics of the interface evolution during droplet 
impingement, the effects of the Weber, Ohnesorge, and Reynolds numbers on the 
maximum achievable shape coefficient and the timing of the maximum shape coefficient 
during the interface evolution are investigated. Results show that the Weber number 
determines  the maximum achievable shape coefficient and its timing when Ohnesorge 
number is smaller than 1 while the Reynolds number is the determining factor when 
Ohnesorge number is larger than 1. A regime map is constructed with the results and an 
empirical splash criterion to guide the choice of process parameters for given fluid 
properties in order to achieve the maximum shape coefficient without splash.  
Chapter 5 is motivated by the need for an efficient numerical solver for simulating 
multiple-droplet interaction which is computationally prohibitive with current 




lattice Boltzmann method. A new LB formulation equivalent to the phase-field model is 
developed with consistent boundary conditions through a multiscale analysis. The 
numerical model is validated by comparing its simulation results with that of commercial 
software COMSOL and experimental data. Results show our numerical model not only 
has significantly improvement of computational speed over COMSOL but also is more 
accurate.  
In chapter 6, the developed numerical solver is used to study the interface evolution of 
multiple droplet interaction with the aid of the 3-D shape metric proposed in chapter 3. 
Simulations are performed on a wide range of impingement conditions  for two-droplet, 
a-line-of-droplet, and an-array-of-droplet interactions. The underlying physics of the 
interface coalescence and breakup coupling with the impingement dynamics are 
examined. For line-droplet interaction, the strategy for achieving the equilibrium shape in 
the shortest time is studied. An important issue is discovered for array-droplet interaction, 
which is the air bubble formation during the droplet interaction. The mechanism for the 
air bubble formation is investigated and the strategy to avoid this undesirable effect is 
also suggested.   
7.2 Hypotheses	  evaluation	  
Three research questions aimed to reduce the gap between the current state of the art and 
the understanding of the interface dynamics of droplet deposition are posed in the first 
chapter of this thesis and corresponding hypotheses are proposed, which are investigated 




 RQ1: How to characterize and quantify the droplet shape to enable the shape 
optimization of the droplet deposition process? 
Hypothesis: A shape coefficient that is defined to measure the similarity between the 
droplet shape and the desired shape (a uniform film) can be used to characterize and 
quantify the droplet shape.   
Evaluation: In chapter 3, a shape signature function which contains all the information 
required to recover the shape is used to characterize the evolving shapes of the droplet 
and the corresponding desired shape. The approach of defining the shape coefficient by 
measuring the distance between the shape signature functions theoretically sound because 
the distance between shape signature functions can represent the similarity between two 
shapes and have been extensively tested in the literature as surveyed in chapter 2. The 
effectiveness of the proposed shape coefficient is backed by the results throughout the 
entire thesis, including the verification in chapter 3, the shape evolution results in chapter 
4 for single droplet in 2-D, and the results for multiple-droplet interaction in 3-D in 
chapter 6.  All the results confirm the capability of the defined shape coefficient in 
capturing the moments when the evolving shape is closest to the desired shape. Studies of 
droplet shape evolution using the shape coefficient in chapter 4 and 6 also illustrate it is 
possible to characterize and quantify the droplet shape using the shape coefficient to 
enable the shape optimization of the droplet deposition process. Therefore, the hypothesis 
has been fully validated and the research question has been answered.  
RQ2:  How do the relevant dimensionless numbers affect the best-achievable shape 
(i.e., closest to a uniform film)  and the timing of it for single-droplet impingement 




Hypothesis: A larger Weber number can achieve a more uniform film when the viscous 
effects are small and a larger Reynolds number leads to a better best-achievable shape 
when the viscous effects are large. The Froude number does not influence much of the 
shape evolution when the droplet size is sub-millimeter.  
Evaluation: A dimensionless analysis shows that the Weber, Reynolds, and Froude 
numbers are relevant dimensionless numbers that control the interface evolution for 
single droplet impingement. The Ohnesorge number is a function of the Weber and 
Reynolds numbers. The influence of the Froude number on the droplet impingement 
dynamics is first examined for the droplet size of interest using an experimentally 
validated numerical model. Results show the Froude number has negligible influence on 
the impingement dynamics, which is consistent with our theoretical analysis.  
The interface dynamics of single droplet impingement are then investigated under a wide 
range of impingement conditions in different regimes characterized by the Weber and 
Ohnesorge numbers, which improves our understanding of the underlying physics of the 
interface dynamics. The understanding of the underlying physics directs us to study the 
effects of the Weber and Reynolds numbers when the Ohnesorge number is smaller or 
larger than 1, respectively. Results show that the maximum shape coefficient and its 
timing are mainly determined by the Weber number when the Ohnesorge number is 
smaller than 1, while the Reynolds number is the determining factor when the Ohnesorge 
number is larger than 1, which echoes our theoretical analysis and intuitive understanding. 
Therefore, our hypothesis is fully supported by theoretical analysis, underlying physics, 





RQ3: How to build a numerical model that can simulate the droplet impingement 
dynamics more efficiently than the traditional commercial software packages with 
certain accuracy to enable 3-D simulation of the droplet impingement dynamics and 
make it possible to study the multiple-droplet interaction dynamics? 
Hypothesis: A lattice Boltzmann model can be used to simulate 3-D droplet impingement 
dynamics more efficiently than the commercial software packages that use the traditional 
macroscopic methods within certain range of accuracy and reliability. 
Evaluation: In chapter 5, a lattice Boltzmann formulation equivalent to the phase-field 
model used in COMSOL with consistent boundary conditions is developed based on 
rigorous mathematical derivation through a multiscale analysis. A numerical solver is 
then developed based on the model. The simulation results are then compared with those 
of COMSOL simulations and experimental data. The comparison confirms the 
significantly improved computational efficiency of our LB model in simulating droplet 
impingement in 3-D and the consistency with the COMSOL phase field model. The 
comparison of the results of both LB simulation and COMSOL simulation with the 
experimental data further validates both numerical models and also shows our LB model 
has a better accuracy.  The examples of multiple droplet interaction simulations in 
chapter 5 and the simulation results of multiple droplet interaction under a wide range of 
impingement conditions in chapter 6 demonstrate the capability of the developed LB 





Although droplet impingement is a century-old problem that has been extensively studied 
during the past century, there is still a large gap between the basic understanding of the 
droplet impingement dynamics and the understanding of the droplet deposition process in 
inkjet deposition. Many research questions remain open and unexplored. The primary 
contribution of this thesis is that we have reduced this gap and gotten much closer than 
where we were before. The gap is laid out as shown in Figure 1-3. Most previous 
research has focused on understanding the impingement dynamics for single droplet, 
while we are determined to understand the interface dynamics relevant to inkjet 
deposition. Our contribution is listed as below: 
1. We proposed a novel metric for quantifying a changing geometry, which enables the 
study of the evolving geometry of the droplet interface. While there have been numerous 
efforts to characterize complex geometries, little has been reported on quantifying a 
changing geometry. In addition, few researchers have studied the dynamics of changing 
geometries. While numerous natural phenomena involve changing geometries, very little 
research has been done in this respect due to the lack of a metric to quantify changing 
geometry. Our original contribution here is that we have developed a novel metric for 
quantifying a changing geometry, which proves to be useful in studying the dynamics of 
the changing geometry.  
2. We initiated the study of the dynamics of the interface evolution for single droplet 
impingement and developed a regime map indicating the conditions for achieving the 
best shape. Although extensive research has been done on the impingement dynamics of 




our proposed shape metric, we conducted a systematic study on the dynamics of the 
interface evolution. We were able to assign physical meaning to the developed shape 
metric by linking different shapes to the preferences of the physical forces on shapes, 
which improved our understanding of the underlying physics of the interface evolution.  
The regime map we constructed from the results of the systematic study also proved to be 
useful and relevant to inkjet deposition.  
3. We have developed a numerical model that proves to be more accurate and 
significantly more efficient than the commercial software packages.  This model enables 
the study of the interface dynamics of multiple droplet interaction, which is important for 
inkjet deposition. Due to the prohibitive computational cost, multiple droplet interaction 
was rarely studied. The ability of our numerical model to enable simulation of multiple 
droplet interaction represented an important contribution to the research community and 
equipped us with a powerful tool to advance the research frontier on inkjet deposition.  
4. We initiated the study of the interface evolution of multiple droplet interaction with the 
validated numerical tool we developed. We improved the understanding of the interface 
dynamics under a wide range of conditions with different numbers of droplets and 
different configurations. Results show important conclusions for improving the inkjet 
deposition technology, including how to speed up the manufacturing process and how to 
eliminate the air bubbles/voids in the manufactured parts.   
7.4 Significance	  on	  inkjet	  deposition	  
Inkjet AM machines can typically deliver very high resolution and very good surface 




however, we have revealed with our simulations that voids or other internal material 
interfaces can be created during the multiple-droplet interaction, which can significantly 
reduce the material strength and other material properties. We have also gained a 
preliminary understanding on how to eliminate the voids during multiple-droplet 
interaction by optimizing the impingement conditions. Further investigation is also made 
possible with our developed powerful simulation tool. In addition, this work also has 
important implications on the inkjet print head design and the printing process control. 
The effects of the spacing between nozzles in the print head have been studied and shown 
to be very important on the outcomes of the multiple-droplet interaction dynamics as well 
as the final equilibrium shapes. The study shows it is possible to optimizing the nozzle 
spacing with our developed approach and simulation tool. Other than the issue of the 
voids and internal material interface, we have found the manufacturing time can be 
shortened and thus the manufacturing cost can be reduced by optimizing the impingement 
conditions as well. For a line-of-droplet interaction, we are determined from our 
simulations that the equilibrium shape is a suitable goal for us to pursue in the sense of 
manufacturing and we have demonstrated that the time required to achieve the 
equilibrium shape can be optimized with our developed understanding and tools. 
Therefore, this work has contributed to the two most important aspects of inkjet 
deposition: product quality and manufacturing time/cost. Further improvements of inkjet 
deposition technology are also made possible with our developed approach and tools. 
This work has reduced the gap between the basic science in studying droplet 




7.5 Future	  work	  recommendations	  
As with any other research, this work has its limitations. Outlined here are some of the 
future work that are worth exploring further.  
1. Exploration of the effects of contact angle.  
The contact angle in most of this research is fixed at 90°. One reason is that the substrates 
of our interests are mostly polymers (flexible substrates for printed electronics), which 
typically are hydrophobic (i.e., large contact angle). Another reason is that we find from 
our analysis and some preliminary results that the contact angle does not have a big 
influence on the interface dynamics in the early stage of impingement for single droplet. 
However, we do believe the contact angle plays a more important role in multiple droplet 
interaction as the dynamics become more complicated. Therefore, an investigation of the 
effects of the contact angle for multiple droplet interaction is recommended.  
2. Incorporation of the droplet hardening mechanism in the model.  
The numerical models used in this research only describe the fluid dynamics of the 
droplet impingement under isothermal conditions. In order to predict the microstructure 
from the inkjet deposition process, a droplet hardening mechanism needs to be included 
in the model. As shown in Figure 1-3, there are three different approaches that can make 
the droplet become solid for different materials, which correspond to three different 
research directions: 1) for easy-melt metals, incorporating a model for the phase 
transformation and solidification process into the existing fluid model can enable the 
study of the coupling effects between the impingement dynamics and the solidification 
process and the prediction of the geometry of the microstructures;  2) for ceramics or 




interaction between the fluid and the solid nano-particles (made from the ceramics or 
hard-melt metals) need to be included in the existing fluid model such that the motion of 
the nano-particles and the final microstructure can be predicted; 3) for polymers, a 
reaction-diffusion polymerization model needs to be incorporated to couple with the 
current fluid model in order to predict the final microstructures.   
3. Parallelization of the LB solver for high performance computing 
Due to the locality of the computations in the LB model, a much higher performance can 
be expected by parallelization of the solver. GPU computing has been gaining lots of 
momentum in high performance computing. Therefore, it is worth investigating how to 
implement the existing LB model on GPUs to significantly reduce the computing time. 
Reducing the computing time will be very beneficial for design and optimization of the 
complicated inkjet deposition process.  
4. Investigation of the multiscale effects 
One interesting phenomenon for additive manufacturing is that the manufactured parts 
are typically on a much larger scale than the scale of the local material joining process. It 
would be interesting to develop a model to enable the simulation of hundreds of 
thousands of droplets interacting and hardening so that we can study the phenomenon on 
different scales to improve our understanding of the multiscale effects and better control 
the part quality and accuracy on the scale of the manufactured parts.   
7.6 Closing	  remarks	  
Droplet deposition is a highly complicated process that involves lots of phenomena that 




phases or multiple materials, transfer of mass (e.g., evaporation), momentum, and heat 
(e.g., solidification) in different processes, reaction-diffusion process for polymers, gas-
liquid-solid interactions, and multiscale interactions (e.g., diffusion and fluid convection 
occur on different scale, the local material joining process and the global part structure 
are on different scale, etc.). Since these processes are common to many science and 
engineering problems, a complete model of the droplet deposition process will lead to 
breakthroughs in many other science and engineering disciplines. What is more 
interesting is to realize that what we are trying to do with droplet deposition is to build 
organized structures by creating external conditions so that the material can self-organize 
and evolve to our desired structure, which is battling against the second law of 
thermodynamics that tends to doom our universe with chaos. Self-organization is a very 
common phenomenon, such as chemical clock and bio-organism (e.g., cell is a self-
organized entity). An understanding of self-organization may hold the key to end the 
debate on the direction of time (i.e., from order to disorder as common in heat science, or 
from disorder to order as common in bio-science.) and may help us to understand the 
nature of the irreversibility. One major branch of science is to search for the elementary 
particles and to understand their behaviors, but self-organization may completely change 
the behavior of the elementary particles on a different scale. The self-organized structure 
on one scale may serve as the "elementary particle" to self-organize into a completely 
different structure on a larger scale (e.g., molecule → protein → cell → human → 
community → society). In addition, Ilya Prigogine [180] believes self-organization is due 
to the nonlinearity of the interaction dynamics that is common under far-from-




particles) possible since linear interaction is typically local. By viewing droplet 
deposition from the perspective of self-organization, we can improve our understanding 
about the nonlinear nature of the universe and about how to control and utilize the 
nonlinearity. Therefore, studying the droplet deposition process for inkjet deposition in 
the perspective of self-organization provides an opportunity to understand the very nature 
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