Moreover, the presence of a wetting front can influence the spatial sensitivity of TDR probes and bias the esti-
water contents were significantly underestimated by the zontal TDR probes. Parameter estimates were relatively insensitive optimized solution at early times. They attributed the to changes in the assumed averaging depth transverse to TDR rods.
poor estimation of TDR water contents at early times dielectric constant) across the three-dimensional sampling volume of the trifilar probes in the presence of the wetting front (Knight et al., 1994; Ferré et al., 1998) I nverse optimization of parameters offers an efficient may also have biased calculated water contents. means to infer soil hydraulic properties from tension
In the present study, we attempted to minimize nondisc infiltrometer data. Š imů nek and van Genuchten equilibrium flow by using a column of repacked soil. (1996, 1997) concluded that identifiability of parameters We compared water contents measured by diagonally was improved when optimizations included measured placed TDR probes with predicted water contents obwater contents or pressure heads as well as cumulative tained from inverse optimization of hydraulic parameinfiltration. Use of TDR to measure water contents durters. We also examined the predicted patterns of wetting ing infiltration probably has the greatest potential for around the TDR probes to evaluate the degree to which field applications because the response time of the in-TDR readings were influenced by nonuniform weighting strument is fast, measurements are valid for essentially of measured dielectric permittivity. Our objective was all water contents, and the rigidity and small diameter to evaluate the usefulness of ancillary soil water content of probes permit their insertion into the soil with little data obtained by TDR and soil water characteristic data resulting disturbance to the flow field. However, TDR obtained from extracted soil cores for inverse estimation measurements average soil water content in a sample of soil hydraulic parameters. volume with spatially distributed sensitivities. Inverse parameter optimization with TDR data therefore re-MATERIALS AND METHODS quires the integration of water contents simulated by probes had rod diameters of 3.2 mm and an outer rod separation distance of 60 mm. We used the polynomial function of Topp et al. (1980) to estimate water content from measurements of apparent permittivity. Three infiltration experiments were completed for this study. Supply pressure was maintained at a constant head of Ϫ155 mm for Exp. 1 and 2, whereas a series of ascending h 0 's were imposed during Exp. 3 (Table 1) . After each infiltration run, suction was applied at the bottom to facilitate drainage. Following drainage, soil water contents were permitted to equilibrate for at least a week before initiating another infiltration run.
Upon termination of all infiltration experiments, 13 soil cores (30-mm length ϫ 54-mm diam.) were extracted from the cylinder at the depth increment of 10 to 40 mm. The soil cores were placed on a pressure plate apparatus at 100 kPa and permitted to equilibrate to an average water content of 0.082 (SD ϭ 0.015) m 3 m Ϫ3 . Subsequently, wetting water characteristic curves were obtained using a glass bead tension table with hanging water column at suctions ranging from 0.62 to 0.06 kPa.
Radially symmetric, two-dimensional water flow was described with the following form of Richards' equation (Warrick, 1992) : 
where is the volumetric water content (m 3 m
Ϫ3
), t is time a depth of 0.40 m. At soil depths of 50, 100, 150, and 200 mm, (s), z is the vertical coordinate taken positive downwards (cm), three trifilar 0.2-m probes were installed horizontally as the K is hydraulic conductivity (cm s Ϫ1 ), h is pressure head (cm), soil was packed (Fig. 1) . Additionally, three 0.15-m trifilar and r is the radial coordinate (cm). probes were inserted at a 30Њ angle into the soil surface, 40 mm
The van Genuchten-Mualem (VGM) model (van Genuchfrom the disc infiltrometer's edge, and oriented toward the ten, 1980; van Genuchten and Nielsen, 1985) vertical axis of the infiltrometer (Fig. 1) . Once the soil was packed and all probes were positioned, the cylinder was saturated from the bottom with 0.001 M CaSO 4 . Thereafter, suction was applied at the bottom to drain the soil to an average
water content of 0.12 Ϯ 0.02 m 3 m Ϫ3 as determined with the horizontally positioned TDR probes at all depths.
A 0.2-m-diam. disc infiltrometer filled with 0.001 M CaSO 4 was used to describe the constitutive soil hydraulic properties was used to measure cumulative infiltration at a nominal supof Eq.
[1]. Here, r and s are the residual and saturated water ply pressure head of h 0 ϭ Ϫ155 mm H 2 O. Before each infiltracontents (m 3 m Ϫ3 ), respectively, K s is the saturated hydraulic tion run, the soil surface was leveled and a small amount conductivity (cm s Ϫ1 ), S is the fluid saturation ratio [(h) Ϫ (ෂ1 mm depth) of Vingo soil passing a 0.5-mm sieve was r ]/( s Ϫ r ), I is the incomplete beta function integrated from sprinkled uniformly across the surface to facilitate contact 0 to ϭ S 1/m , p ϭ m ϩ 1/n, q ϭ 1 Ϫ 1/n, and n, m, , and ␣ between the soil surface and the nylon membrane of the infil-(cm Ϫ1 ) are empirically fitted parameters. Constraining m ϭ trometer. Water level in the infiltrometer reservoir tube was 1 Ϫ 1/n in the conductivity function of Eq.
[2] yields the closed monitored with a pressure transducer at no more than 7.5-s form solution of van Genuchten (1980) intervals. Water contents were measured every 180 s using a TDR cable tester (Tektronic, Inc., Beaverton, OR, model
1 connected to TDR probes through a coaxial multiplexer (Dynamax, Inc., Houston, TX, model TR-2001) (Evett, At pressure heads near saturation, K(h ) was also described by 1998), both of which were controlled by a laptop computer a piecewise loglinear interpolation (Schwartz and Evett, 2002 ) running the TACQ program (Evett, 2000a (Evett, , 2000b . The trifilar
where L 0 , L 1 , L 2 , and L 3 are the Lagrangian coefficients for linear interpolation and h p0 , h p1 , h p2 , and h p3 are monotonically increasing pressure heads (cm).
Richards' equation was solved with a second-order, finite difference numerical method of lines procedure with variable step-size, variable order integration through time (Schwartz and Evett, 2002) . A uniform, radial node spacing and a vertical node spacing increasing algebraically with depth was used for the finite difference grid. Solution tolerances and grid fineness were selected to ensure a mass balance error of Ͻ0.5% within the solution domain at all observed times throughout the infiltration experiments.
Inverse optimizations were completed with the procedures outlined by Schwartz and Evett (2002) and with the IDSfit code (Schwartz, 2002) . The weighted objective function ⌽ (Eq. [9] of Schwartz and Evett, 2002) included the vectors of (i) cumulative infiltration depth through the infiltrometer base I(t,h 0 ), (ii) transient mean water contents measured by the diagonally placed (30Њ) TDR probes TDR (t), and (iii) measured water contents representing a portion of a wetting branch of the soil water characteristic curve WC (h ). Four types of optimizations were performed under this study: (a) optimizations that used all of the measured data ⌽(I, TDR , WC ); (b) optimizations using only infiltration and the water characteristic ⌽(I, WC ); (c) optimizations using only infiltration and TDR-measured water contents ⌽(I, TDR ); and (d) optimizations of infiltration, TDRmeasured water contents, and only one observation at h 1 of the water characteristic ⌽[I, TDR , WC (h 1 )]. Measured transient (TDR) and characteristic water contents were weighted 30 times greater than cumulative infiltration depth for all optimizations. This weighting factor was based on the variance of water contents measured by the diagonally placed TDR probes and an estimated variance for cumulative infiltration depth. Although the variances of water contents for the wetting characteristic curve were smaller than the variances of TDR data, these measurements were weighted equally because of the greater uncertainty associated with data obtained from extracted soil cores disconnected from the infiltration experiment. Trifilar TDR probes were assumed to sample water content in a volume defined by the rod length and a 80-ϫ 30-mm plane transverse to the metallic rods. This region corresponds to approximately 90% of the sample area for trifilar probes with similar geometries (Ferré et al., 1998) . The initial water content profile was estimated by a linear volume interpolation of soil water contents (Schwartz, 2002) measured by the buried, horizontal TDR probes.
RESULTS AND DISCUSSION Optimizations with TDR-Measured Water Contents
Optimization results obtained by including the measured water characteristic in the objective function in addition to cumulative infiltration and TDR-measured water contents (Table 2) yielded close fits to all measured data for the first hour of cumulative infiltration (Fig. 2, 3 ). Fitted cumulative infiltration and TDR water contents for optimizations 1a and 2a (not shown) portray essentially identical patterns relative to measured values as that illustrated in Fig. 3 for the first hour of optimization 3a. For optimizations 1a, 2a, and 3.1a, m was set equivalent to 1 Ϫ (1/n) and was fixed at Ϫ0.50 to approximately satisfy the slope of K(h) between Ϫ102 and Ϫ160 mm estimated with Wooding's solution (Schwartz and Evett, 2002) and also (h). Because opti- mization 3a uses Eq.
[2] throughout the entire range in pressure heads, the slope of K(h) near saturation must be more gradual than required by 3.1a and optimizing yields values ϽϪ1.0. However, low values of led to an increased unsaturated conductivity and unrealistic drainage rates at low water contents. Durner et al. (1999) also had similar difficulties with converging to low values. Consequently, in optimization 3a we fixed significantly lower than predicted after the initial step change in h 0 from Ϫ160 to Ϫ102 mm (Fig. 3) . This difficulty may arise as a result of air entrapment occurring (Fig. 2) . The value of the cumulative weighted objective after the transition of the initial h 0 to a greater pressure function for the piecewise optimizations (⌽ ϭ 3.5 ϫ head, whereby a portion of the air-filled pore space is 10 Ϫ3 ) was marginally greater than that obtained for optiisolated and prevents or delays water entry. Air entrapmization 3a (⌽ ϭ 2.6 ϫ 10
Ϫ3
) where the VGM model ment would have the effect of reducing the effective was fitted throughout the entire range in pressure heads. pore space near saturation and generating rate depenBecause of the high level of insensitivity of K s and the dence in soil hydraulic properties (see for example correspondingly greater estimability of the piecewise Schultze et al., 1999 ). Use of the above constraints to fit the three infilInverse optimizations of parameters without use of tration experiments (optimizations 1a, 2a, and 3.1a) rethe water characteristic data of extracted cores also resulted in a narrow range in parameter values for n, ␣, and sulted in close fits and small standard errors. Despite the K s with overlapping 95% confidence intervals (Table 2) .
close fits to cumulative infiltration and TDR-measured Optimizations 3.2a and 3.3a were obtained by sequenwater contents, these optimizations failed to correctly retially fitting K(h) piecewise (Eq. [4]) with the fitted produce the measured wetting water characteristic curve parameters of 3.1a fixed. For optimization 3a, the VGM (data not shown). The shape parameter n was overmodel (Eq. [2]) was fitted throughout the entire range estimated by an average of 15% compared with optimiin pressure heads, and this may have caused a diverzations 1a, 2a, and 3.1a (Table 2) , leading to an undergence in the value of n to compensate for a better deestimation of water contents in the dry region of the scription of fluxes near saturation at the expense of water characteristic. The minimum deviation between predicted and measured water contents for these optimia poorer description of the water characteristic curve zations was positioned between h ϭ Ϫ165 and Ϫ115 tive function ( ) is with transient water contents measured by TDR were only sufficient to predict the water content correspond-Ͼ s used in optimizations 1a, 2a, and 3.1a; however, it is less than the soil porosity estimated with bulk density ing to the h 0 at which the infiltration experiment was performed. Butters and Duchateau (2002) concluded that (0.392 m 3 m
) and there would be no justification for rejecting this value without prior knowledge of TDRfor inverse optimizations with one-dimensional drainage in soil columns with accompanying tensiometer meameasured water contents. Optimizations without TDRmeasured data resulted in close fits to cumulative infilsurements, estimation of K(h) and (h) at lower pressure heads required an independently measured water tration and water characteristic data but with greater 95% confidence intervals for estimated parameters excontent at a low matric potential. In the present study, optimizations were completed that were identical to 1a, cept for n ( Table 2 ). Despite differences in the cumulative infiltration among the three runs, the shape parame2a, and 3.1a in Table 2 except that only a single point of the water characteristic at Ϫ615 mm H 2 O was inter n was consistently fitted to a value of 1.575 Ϯ 0.002 with m defined as 1 Ϫ (1/n). However, covariance esticluded in the objective function. These optimizations (not shown) led to estimates of n within 3% of values mates between K s and ␣ were three to 15 times greater (with positive correlation coefficients exceeding 0.998) in Table 2 and close fits to the water characteristic curve similar to those exhibited in Fig. 2 . These results suggest for optimizations that did not include TDR-measured water contents. This probably resulted from the inability that the objective function should include at least a single (h) measurement at a pressure head significantly of the reduced data in the objective function to uniquely less than the lowest h 0 (e.g., h 0 Ͻ Ϫ600 mm H 2 O) to determine all parameters. Optimizations without TDRhelp delineate the value of n and provide a better demeasured water contents and only a single point of the scription of the water characteristic in the dry region. water characteristic at Ϫ615 mm H 2 O further exacerMeasured and predicted TDR water contents combated these difficulties and led to convergence problems pared closely throughout the duration of the multiple because of large covariances between K s and ␣. Predicted supply pressure head experiment except for small deviadiagonal TDR water contents were overestimated by tions (Ͻ0.03 m 3 m Ϫ3 ) exhibited by diagonally placed as much as 0.036 m 3 m Ϫ3 at late times for optimizations probes at late times and horizontally placed probes at 3.1b, 3.2b, 3.3b, and 3b (Fig. 3) . In contrast, predicted times before the arrival of the wetting front (Fig. 3) .
diagonal TDR water contents of corresponding optimiAn early predicted increase in water contents detected zations that used TDR data (3.1a, 3.2a, 3.3a, and 3a) by the horizontal probes probably resulted from an differed by no more than 0.022 m 3 m Ϫ3 from measured overestimation of initial water contents between 50 and values. Essentially, optimizations without TDR data 100 mm. Overestimation of water contents for the diagooverestimated water contents in the surface 50 mm and nally placed probes likely resulted from the air entrappredicted a steeper wetting front. ment effects discussed earlier. The time lag response of the imbibition process exhibited by TDR measured data Probe Location in Reference to Wetting Front is illustrative of experimental results and two-phase flow simulations of Schultze et al. (1999) . They demonstrated
The presence of a wetting front within the averaging that Richards' equation predicted a greater inflow and volume of the TDR probe can increase measurement saturation percentages than two-phase flow simulations errors and may affect the robustness of estimated pabecause of the loss of air continuity near saturation. This rameters when these measured water contents are used process, generally termed dynamic nonequilibrium, leads in optimizations. For the assumed axisymmetric flow field to (h) dependent on the dynamics of water flow as established under infiltration from a disc source, deviawell as the wetting and drying history. For our optimized tions from measured and predicted water contents may results, the rapid rates of predicted imbibition immeresult from (i) physical factors that would cause a nondiately after a change in h 0 (Fig. 3) were probably offuniform progression of the wetting front, (ii) assuming set by a lower fitted s , K(h 0 ), and K s . This results in an a fixed measurement volume with uniform spatial weightunderestimated change in water content ‫)‪t‬ץ/ץ(‬ at t ϭ ing of sensitivities to permittivity, and (iii) the presence 7500 s for the diagonally placed probes and underestiof sharp dielectric boundaries in the vicinity of the probes mated infiltration rates immediately before imposed h 0 that would cause a dynamic dependency of spatial sensichanges. Prolonging the infiltration experiment at each tivity (Ferré et al., 2002) . h 0 might reduce these rather short-term dynamic nonInspection of the 95% confidence interval for TDRequilibrium effects on optimized parameters. measured water contents (Fig. 3) indicates that, as anticipated, diagonally placed probes were less sensitive to
Optimizations without TDR-Measured
wetting front irregularities as compared with the hori-
Water Contents
zontally placed probes. Horizontally placed probes were only partially within the wetted zone for the entire 7500 s Optimizations were also completed with only cumulative infiltration and the water characteristic in the objecof simulation whereas diagonally placed probes were interpretation of average permittivity and errors in the determination of the water contents. In contrast, Ferré et al. (2002) show water content gradients along the z-axis during the advance of a wetting front generated only small differences in water contents between simulated point values and those that would be measured with a trifilar probe on the basis of the dielectric permittivity distribution. Additionally, inverse optimization with these TDR-measured water contents permitted the recovery of hydraulic parameters in close agreement with known values. Because variations in permittivity tend to be independent of the x-axis (Knight, 1992) and because the apparent permittivity can be approximated as an arithmetic average of true permittivities distributed in a narrowly defined region along the z-axis, we expect that the averaging of water contents across the three-dimensional sampling volume results in an accu- (Fig. 4) show that a greater averaging placed TDR probes provided an efficient method for depth exhibits an earlier first arrival of the wetting front.
estimation of hydraulic properties. The use of diagonal Compared with an averaging depth of 30 mm, the maxi-TDR-measured water contents in the objective function mum deviation of predicted water contents with averagimproved the predicted redistribution of soil water and ing depths of 20 and 40 mm was 0.006 m 3 m Ϫ3 and ocdecreased covariances between parameter pairs that led curred at early times. However, the choice of averaging to better parameter estimability. Besides infiltration and depth had a minor influence on optimized parameters TDR-measured water contents, the objective function because cumulative infiltration and water characteristic should also include at least one independent measuredata were also included in the objective function. ment of (h) at a pressure head sufficiently less than The predicted water content distribution along the the lowest h 0 to provide a better description of the water length of the center rod of a diagonally (30Њ) placed TDR characteristic in the dry region. A time lag in measured probe and the resulting signal reflections across time water contents compared with estimated water contents are shown in Fig. 5 . In contrast to other investigations for the diagonally placed probes immediately after step involving TDR measurements in the presence of wet and changes in supply pressure likely resulted from the loss dry soil boundaries (Nadler et al., 1991; Dasberg and of air phase continuity near saturation. Despite this diffiHopmans, 1992), the second inflection point representculty, optimized simulations were able to predict water ing the probe end was easily discernible in our signal contents across a three-dimensional region within 0.03 reflections (Fig. 5) which facilitated an accurate interm 3 m Ϫ3 of values measured by horizontal TDR probes pretation of waveforms. Transforming to Cartesian coburied at several depths below the surface. ordinates and plotting water contents in a plane perpenThe use of 150-mm TDR probes inserted diagonally dicular to the TDR rods permits a better assessment of (30Њ) into the soil surface permitted the sampling of the dominant gradients in water content. In Fig. 6, a water contents within the wetted perimeter shortly after sequence of cross sections along the length of the diagoinitiation of infiltration. Use of a different averaging nally placed TDR rods is presented for t ϭ 614 s when depth for these probes to calculate water contents for the wetting front has just began to intrude into the optimizations caused only small deviations in predicted averaging region. Clearly, the dominant gradients in water contents that were less than the observed experiwater content (and thus dielectric permittivity) are dismental error for replicated infiltration experiments. For tributed (i) along the length of the rods (x-axis) and (ii) these diagonally placed probes, the dominant gradients along the z-axis transverse to the rod surface (Fig. 6) . In contrast, gradients along the y-axis are subtle. Ferré in water content were in directions that minimized errors associated with assuming a uniform weighting of et al. (2002) demonstrated that a gradient across TDR rods (along the y-axis) could introduce distortions in the water content within the sampling volume. from water content measurements made during the advance of a
