We study the Stampacchia equilibrium-like problems in terms of normal subdifferential for set-valued maps and study their relations with set-valued optimization problems by the scalarization method. Characterizations of the solution sets of generalized pseudoinvex extremum problems are established.
Introduction
Vector variational inequalities (VVIs) have become important research directions in vector optimization problems. The concept of vector variational inequality (VVI) in finite-dimensional spaces was proposed and studied by Giannessi [11] . Then VVIs, generalizations and applications have been extensively considered and studied. Several authors have investigated the relationships between the VVI and one of vector optimization problem (VOP), vector complementarity problem, vector equilibrium problem, etc. For details we refer to the references [4] [5] [6] [7] [8] [9] 29] . In [26] Santos et al. considered scalarized variational-like inequalities defined in terms of Clarke's generalized directional derivative using the scalarization method and proved that each of their solutions is a weak efficient solution of a vector optimization problem (VOP). Alshahrani et al. [1] extended the results in [26] and got some existence results for solutions of nonsmooth variational-like inequalities under dense pseudomonotonicity.
∂ L f (x) := {x * ∈ X * : (x * , −1) ∈ N (x, f (x); epif )}.
If the Banach space X is Asplund, i.e., every continuous convex function defined on X is Fréchet differentiable on a dense set of points, we have ∂ L f (x) = lim sup We remark that Mean-value theorems are important and useful tools in nonsmooth analysis. We have the following mean-value theorem for limiting subdifferential. Let Ω ⊆ X be a nonempty set. The map η : Ω × Ω → X is said to be skew if for all x, y ∈ Ω , η(x, y) + η(y, x) = 0.
Definition 2.3. Let x be an arbitrary point of Ω . The set Ω is said to be invex at x w.r.t. η if for all y ∈ Ω ,
x + tη(y, x) ∈ K for all t ∈ [0, 1].
Ω is said to be invex w.r.t. η if Ω is invex at every point x ∈ Ω w.r.t. η.
Throughout this section, unless otherwise specified, we assume that Ω ⊆ X is an invex set w.r.t. η : Ω × Ω → X. Inspired by Theorem 2.2, we give the following definition of the mean-value condition for limiting subdifferential ∂ L f w.r.t. φ. Definition 2.4. Let X be an Asplund space, Ω ⊆ X be invex w.r.t. η and φ : X * × Ω × Ω → R. Let x and y be points in Ω and suppose that f : Ω → R is Lipschitz continuous on an open set containing the line segment [x, y] . Then f is said to satisfy the mean-value condition for limiting subdifferential ∂ L f w.r.t. φ if there exist z ∈ [x, y) and ξ * ∈ ∂ L f (z) such that
A set-valued mapping F : X → 2 Y between Banach spaces with the range space Y partially ordered by a nonempty, closed and convex cone K is given. Denoting the ordering relation on Y by "≤ K ", we have
Let domF := {x ∈ X : F (x) = ∅}, grF := {(x, y) : x ∈ domF, y ∈ F (x)}, and epiF := {(x, y) : x ∈ X, y ∈ F (x) + K}.
Definition 2.5 ([21]
). Let F : X → 2 Y be a set-valued mapping between Banach spaces and (x,ȳ) ∈ grF . Then the Fréchet coderivative of F at (x,ȳ) is the set-valued mapping D * F (x,ȳ) :
and furthermore, the normal coderivative of F at (x,ȳ) is the set-valued mapping
we denote its Fréchet and normal coderivatives at (x, f (x)) by D * f (x) and D * N f (x), respectively. By employing the coderivative of the epigraphical multifunction, Bao and Mordukhovich [3] defined appropriate extensions of the subdifferential notion from extended-real-valued functions to vector-valued and set-valued maps with values in partially ordered spaces.
Definition 2.6 ([3]
). Let F : X → 2 Y be a set-valued mapping. Then the epigraphical multifunction E F : X → 2 Y is defined by E F (x) := {y ∈ Y : y ∈ F (x) + K}.
The Fréchet and normal subdifferentials of F at the point (x,ȳ) ∈ epiF in the direction y * ∈ Y * are defined, respectively, by
Definition 2.7. Let F : Ω ⊆ X → 2 Y with domF = ∅ and B Y be the closed unit ball of Y .
(i) F is said to be K-invex w.r.t. η if for any x, y ∈ Ω and any t ∈ [0, 1] one has
In particular, a single-valued function F : Ω → Y is said to be K-invex w.r.t. η if for any x, y ∈ Ω and any t ∈ [0, 1],
(ii) F is said to be Lipschitz aroundx ∈ domF [25] if there are a neighborhood U ofx and ≥ 0 such that
(iii) F is said to be epi-Lipschitz aroundx ∈ domF [25] if E F is Lipschitz around this point.
Let K be a closed and convex pointed cone in Y , then we define K + by
We associate with F and y * ∈ Y * the marginal function f y * (x) := inf{y * (y) : y ∈ F (x)}, and the minimum set
Throughout the rest of this paper, we assume that grF is closed, and for all x ∈ domF and y * ∈ K + , M y * (x) is nonempty.
If F is epi-Lipschitz aroundx and y * ∈ K + , then the scalar-function f y * is locally Lipschitz atx.
Theorem 2.9 ([23])
. Let X, Y be Asplund spaces, F : X → 2 Y and y * ∈ K + . Suppose thatx ∈ domF and y ∈ M y * (x).
Definition 2.10. Let φ : X * × Ω × Ω → R be a function, and f : Ω → R be a locally Lipschitz function.
(a) f is said to be generalized pseudoinvex w.r.t. φ on Ω if for any x, y ∈ Ω and any ξ ∈ ∂ L f (x), one has
(c) f is said to be prequasiinvex w.r.t. η on Ω if for any x, y ∈ Ω and any t ∈ [0, 1], one has
Remark 2.11. If we put φ(ξ, x, y) = ξ, η(y, x) for all (ξ, x, y) ∈ X * × Ω × Ω , then Definition 2.10 (a) and (b) reduce to Definition 2.6 in [24] , i.e., the pseudoinvexity of f w.r.t. η and invariant pseudomonotonicity of ∂ L f w.r.t. η, respectively.
Inspired by Condition C in [19] , we introduce the new one, which will be used in the sequel.
Condition C.
Let Ω ⊆ X be an invex set w.r.t. η : Ω × Ω → X. Then η is said to satisfy Condition C w.r.t. φ :
Remark 2.12. Obviously, if we put η(y, x) = y − x and φ(ξ, x, y) = ξ, η(y, x) for all (ξ, x, y) ∈ X * × Ω × Ω , then η satisfies Condition C w.r.t. φ, where ·, · denotes the duality pairing between X * and X. Moreover, it can be easily seen that η(x + tη(y, x), x) = tη(y, x) for all t ∈ [0, 1] and all x, y ∈ Ω .
Let H be a Hausdorff metric on the collection CB(X) of all nonempty, closed and bounded subsets of a normed space X, induced by a metric d in terms of d(a, b) = a − b , which is defined by
for A and B in CB(X). Note that (see [22] ) if A and B are compact sets in X, then for each a ∈ A, there exists b ∈ B such that a − b ≤ H(A, B).
Definition 2.13. Let X and Y be two real Banach spaces and K ⊆ X be an invex set w.r.t. Motivated by Theorem 2.3 in [24] , we now state and prove the following result.
Theorem 2.14. Let X be an Asplund space, η : Ω × Ω → X be continuous in the second variable such that Condition C w.r.t. φ holds, and f : Ω → R be locally Lipschitz and pre-quasiinvex w.r.t. η. Suppose the following conditions are satisfied:
(ii) ∂ L f : Ω → 2 X * is H-hemicontinuous with compact values;
If f is generalized pseudoinvex w.r.t. φ, then ∂ L f is invariant pseudomonotonic w.r.t. φ.
Proof. We first claim that for any x, y ∈ Ω , x = y and any ζ ∈ ∂ L f (x),
Indeed, let φ(ζ, x, y) > 0 for all ζ ∈ ∂ L f (x). Then, we choose sequences {x n } ⊆ Ω and {t n } ⊂ (0, 1) such that x n → x and t n → 0 + . Utilizing the mean-value condition of f for limiting subdifferential ∂ L f w.r.t. φ, from Condition C we know that for each t n ∈ (0, 1), there exist t n ∈ (0,
Also, by Nadler's result [26] , there exists ζ n ∈ ∂ L f (x) such that
Since η : Ω × Ω → X is continuous in the second variable and ∂ L f : Ω → 2 X * is H-hemicontinuous with nonempty compact values, we know that
and hence
From the compactness of ∂ L f (x), without loss of generality we may assume that
n , x n , y)} converges to φ(ζ * , x, y), and thus there exists n 0 ∈ N such that for all n ≥ n 0 , φ(ξ * n , x n , y) > 0. Consequently, by using (2.1) we obtain f (x n + t n η(y, x n )) > f (x n ) for all n ≥ n 0 . The pre-quasiinvexity of f w.r.t. η together with the previous inequality implies that for any t ∈ (0, 1), we have
Hence, by the continuity of f and the function x → η(y, x), we conclude that f (x + tη(y, x)) ≤ f (y), for all t ∈ (0, 1). Again in terms of Condition C, for each t ∈ (0, 1) there exist
. By using the argument similar to that of φ(ξ * n , x n , y) > 0 for all n ≥ n 0 , we can deduce that φ(ξ * t , x, y) > 0 for t ∈ (0, 1) sufficiently small. Consequently, we have
Next assume to the contrary that there exist
Since f is generalized pseudoinvex w.r.t. φ, by using the first inequality in (2.3), we have f (y) ≥ f (x). On the other hand, using the above proven assertion and the second inequality in (2.3), we get f (x) > f (y), which is a contradiction. Therefore, ∂ L f is invariant pseudomonotone w.r.t. φ.
Theorem 2.15. Suppose conditions (ii), (iii) in Theorem 2.14 are replaced by the following ones:
(ii) ∂ L f : Ω → 2 X * is locally bounded and has closed graph;
(iii) for any y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous in the product topology w * × τ , where w * is the weak * topology in X * and τ is the norm topology in X.
If other conditions in Theorem 2.14 are not changed, then ∂ L f is invariant pseudomonotonic w.r.t. φ.
Proof. Repeating the same argument as in the proof of Theorem 2.14, we deduce that (2.1) holds. Since ∂ L f is locally bounded, there exist a neighborhood of x and a constant > 0 such that, for each z in this neighborhood and ξ ∈ ∂ L f (z), we have ξ ≤ . Since η : Ω × Ω → X is continuous in the second variable, x n → 0 and t n ≤ t n → 0 as n → ∞, we know that x n + t n η(y, x n ) → x as n → ∞. This means that for n sufficiently large ξ * n ≤ . Hence, we may assume, without loss of generality, that ξ * n w * → ζ * . Since the set-valued mapping ∂ L f (·) has closed graph, we get ζ * ∈ ∂ L f (x). Note that for any y ∈ Ω , φ(·, ·, y) :
Since the rest of the proof is the same as in the proof of Theorem 2.14, and we omit it.
Some relations between SELPs and SOPs
In this section, we will establish some relations between Stampacchia equilibrium-like problems and scalarized set-valued optimization problems.
Let F : X → 2 Y be a set-valued map between Banach spaces. We consider the following set-valued optimization problem minF (x), x ∈ Ω ⊆ X. We consider the concept of scalarized solution of problem (3.1).
A vectorx is said to be a scalarized solution of problem (3.1) (x is a solution of the SOP) if, for any y * ∈ K + \ {0}, there existsȳ ∈ F (x) such that y * (ȳ) ≤ y * (y) for all y ∈ F (Ω ).
Next, we consider the following scalarized Stampacchia equilibrium-like problem (SELP) which is to find a vectorx ∈ Ω such that, for any x ∈ Ω and y * ∈ K + \ {0}, there existȳ ∈ M y * (x) and x * ∈ ∂F (x,ȳ)(y * ) such that φ(x * ,x, x) ≥ 0,
Particularly, if we put φ(ξ, x, y) = ξ, η(y, x) for all (ξ, x, y) ∈ X * × Ω × Ω , then the SELP reduces to the SVLI considered in [24] . In this case, if F = f : X → Y is a vector-valued function, this nonsmooth variational-like inequality was studied by Santos et al. [26] and Alshahrani et al. [1] .
F is said to be generalized K-pseudoinvex w.r.t. φ : X * ×Ω ×Ω → R if, for any x 1 , x 2 ∈ Ω , y * ∈ K + \{0}, y 1 ∈ M y * (x 1 ), y 2 ∈ M y * (x 2 ), and ξ 1 ∈ ∂F (x 1 , y 1 )(y * ), one has
Remark 3.3.
(i) If F = f : Ω ⊆ X → R is a real-valued function and K = R + , then the generalized K-pseudoinvexity w.r.t. φ reduces to the generalized pseudoinvexity w.r.t. φ in Definition 2.10. In addition, if we put φ(ξ, x, y) = ξ, η(y, x) for all (ξ, x, y) ∈ X * × Ω × Ω , then Definition 3.2 reduce to Definition 3.2 in [7] , i.e., the K-pseudoinvexity w.r.t. η. (ii) If F : Ω ⊆ X → 2 Y is epi-Lipschitz and generalized K-pseudoinvex w.r.t. φ, then Theorem 2.9 implies that, for any y * ∈ K + \ {0}, f y * is generalized pseudoinvex w.r.t. φ. (iii) If we put φ(ξ, x, y) = ξ, y − x for all (ξ, x, y) ∈ X * × Ω × Ω , then F is said to be K-pseudoinvex.
Lemma 3.4 ([24]
). Every solution of the SOP is a weakly efficient solution of problem (3.1).
The following result shows that a solution of the SELP is also a weakly efficient solution of problem (3.1).
Ifx is a solution of the SELP, then it is a solution of the SOP and hence, a weakly efficient solution of problem (3.1).
Proof. Suppose thatx is a solution of the SELP, but not a solution of the SOP. Then there exists y * ∈ K + \ {0} such that, for anyȳ ∈ F (x),
Sincex ∈ Ω is a solution of the SELP, there existȳ and x * such thatȳ ∈ M y * (x), x * ∈ ∂F (x,ȳ)(y * ) and
Now, the generalized K-pseudoinvex of F w.r.t. φ implies that
Therefore, we obtain y * (y) ≥ y * (ȳ) for all y ∈ F (x), which contradicts (3.2). Hence,x is a solution of the SOP, and from Lemma 3.4 we deduce thatx is a weakly efficient solution of (3.1).
Theorem 3.6. Let X, Y be Asplund spaces and F : Ω ⊆ X → 2 Y be epi-Lipschitz. Let η : Ω × Ω → X be continuous in the second variable such that Condition C w.r.t. φ holds. Suppose the following conditions are satisfied:
(i) for each y * ∈ K + \{0}, f y * satisfies the mean-value condition for limiting subdifferential
Ifx is a solution of the SOP, then it is a solution of the SELP.
Proof. For any x ∈ Ω fixed and λ ∈ (0, 1], set x(λ) =x + λη(x,x). Sincex is a solution of the SOP, for any y * ∈ K + \ {0}, there existsȳ ∈ F (x) such that y * (ȳ) ≤ y * (y) for all y ∈ F (z) and z ∈ Ω . Therefore, f y * (x) ≤ f y * (z). Since F is epi-Lipschitz, by Lemma 2.8, for any y * ∈ K + \ {0}, f y * is Lipschitz continuous on Ω . Also, since η satisfies Condition C w.r.t. φ and f y * satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ, there exist t ∈ [0, λ) and ξ t ∈ ∂ L f y * (x(t)) such that
Again from Condition C we get φ(ξ t , x(t), x) = (1 − t)φ(ξ t ,x, x), and hence
Since ∂ L f y * (·) : Ω → 2 X * is compact-valued, by Nadler's result we know that for each
Since x(t) →x as t → 0 and ∂ L f y * (·) : Ω → 2 X * is H-hemicontinuous, it follows that
Note that the net {ξ t } lies in the compact set ∂ L f y * (x). So, we may assume, without loss of generality, that ξ t →ξ ∈ ∂ L f y * (x) as t → 0. This together with ξ t −ξ t → 0, implies that ξ t →ξ ∈ ∂ L f y * (x) as t → 0. Since φ(·, ·, x) : X * × Ω → R is continuous, ξ t →ξ and x(t) →x as t → 0, we conclude from (3.3) that
Now, by Theorem 2.9 we obtainξ ∈ ∂F (x,ȳ)(y * ) and therefore,x is a solution of the SELP.
Theorem 3.7. Suppose conditions (ii), (iii) in Theorem 2.14 are replaced by the one:
(ii) for any y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous in the w * × τ -topology (see Theorem 2.14). Assume other conditions in Theorem 3.6 are not changed. Ifx is a solution of the SOP, then it is a solution of the SELP.
Proof. Repeating the same argument as in the proof of Theorem 3.6, we deduce that (3.3) holds. Since ∂ L f y * (·) is locally bounded (due to Corollary 1.81 in [21] ), there exists a neighborhood ofx and a constant > 0 such that, for each z in this neighborhood and ξ ∈ ∂ L f y * (z), we have ξ ≤ . Since x(t) →x as t → 0, for t sufficiently small ξ t ≤ ; hence, without loss of generality we may assume that ξ t w * →ξ. Since the set-valued mapping ∂ L f y * (·) has closed graph, we haveξ ∈ ∂ L f y * (x). Since φ(·, ·, x) : X * × Ω → R is continuous in the product topology w * × τ , from (3.3) we get φ(ξ,x, x) ≥ 0. Now, by Theorem 2.9 we obtainξ ∈ ∂F (x,ȳ)(y * ) and therefore,x is a solution of the SELP.
If we let F = f : X → R n , K = R n + and f i : X → R, the components of f which are non-differentiable functions. The definition of limiting subdifferential can be extended to real vector-valued functions. The generalized limiting subdifferential of f at x ∈ X is the set
In the rest of this section, let Ω ⊆ X be invex w.r.t. η :
where L(X, R n ) denotes the family of all continuous linear operators from X into R n .
In the following theorems, we derive similar results for real vector-valued functions.
Theorem 3.8. Let X be an Asplund space and Ω ⊆ X be invex w.r.t. η that is continuous in the second variable and satisfies Condition C w.r.t. each φ i , i = 1, ..., n, where Φ(ξ, x, y) = (φ 1 (ξ 1 , x, y) , ..., φ n (ξ n , x, y))
: Ω → R n be locally Lipschitz on Ω and suppose for i = 1, ..., n that
Ifx is a weakly efficient solution to problem (3.1), then, for any x ∈ Ω , one has
Proof. For any x ∈ Ω fixed and λ ∈ (0, 1], set x(λ) =x + λη(x,x). Sincex is a weakly efficient solution to problem (3.1), we can find sequence λ j ↓ 0 + and i ∈ {1, ..., n} such that
Now, by the similar argument to that in the proof of Theorem 3.6, we can obtain
Theorem 3.9. Suppose conditions (ii), (iii) in Theorem 3.8 are replaced by the following ones:
(ii) each ∂ L f i : Ω → 2 X * is locally bounded and has closed graph;
Assume other conditions in Theorem 3.8 are not changed. Ifx is a weakly efficient solution to problem (3.1), then, for any x ∈ Ω , one has
Proof. Since the proof is similar to that of Theorem 3.8, we omit it.
Remark 3.10. Theorems 3.8 and 3.9 extend, improve and develop Theorem 3.2 in [24] for equilibrium-like function and Condition C for η w.r.t. each φ i . However, Theorem 3.2 in [24] improves Theorem 5.2 in [25] for limiting subdifferential without any generalized convexity.
Some characterizations of the solution sets
In this final section, we consider thatS to be the set of all scalarized solutions of problem (3.1) and assume thatS is nonempty. We will derive some characterizations of the solution sets of generalized K-pseudoinvex program.
Theorem 4.1. Let X, Y be Asplund spaces and F : Ω ⊆ X → 2 Y be epi-Lipschitz. Let η : Ω × Ω → X be continuous in the second variable such that Condition C w.r.t. φ holds. Suppose that for each y * ∈ K + \ {0}, f y * is pre-quasiinvex w.r.t. η and satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ and ∂ L f y * (·) : Ω → 2 X * is H-hemicontinuous with compact values, and that for each y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous. If F is generalized K-pseudoinvex w.r.t. φ and x 1 , x 2 are solutions of the SOP, then, for any y * ∈ K + \ {0}, there exist y i ∈ M y * (x i ) and ξ i ∈ ∂F (x i , y i )(y * ), i = 1, 2, such that
Proof. Since x 1 , x 2 are solutions of the SOP, by the proof of Theorem 3.6, for any y * ∈ K + \ {0}, there exist
Now, by Remark 3.3, generalized K-pseudoinvexity of F w.r.t. φ implies that for any y * ∈ K + \ {0}, f y * is generalized pseudoinvex w.r.t. φ. Thus, from Lemma 2.8 and Theorem 2.14, we can deduce that ∂ L f y * is invariant pseudomonotonic. Therefore,
for all ξ ∈ ∂ L f y * (x 1 ) and ξ ∈ ∂ L f y * (x 2 ). Hence, by relations (4.1) and (4.2) and using this fact that ∂ L f y * (x i ) ⊆ ∂F (x i , y i )(y * ), i = 1, 2, we can obtain the result. Let η be continuous in the second variable such that Condition C w.r.t. φ holds. Suppose that for each y * ∈ K + \ {0}, f y * satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ, and that for each y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous in the w * × τ -topology. If F is generalized K-pseudoinvex w.r.t. φ and x 1 , x 2 are solutions of the SOP, then, for any y * ∈ K + \ {0}, there exist y i ∈ M y * (x i ) and ξ i ∈ ∂F (x i , y i )(y * ), i = 1, 2, such that
Proof. We first show that for any y * ∈ K + \ {0}, f y * is pre-quasiinvex w.r.t. η. As a matter of fact, since F is K-invex w.r.t. η, we know that for any x, y ∈ Ω and t ∈ [0, 1],
So, it follows that for any y * ∈ K + \ {0},
This means that f y * is pre-quasiinvex w.r.t. η. Since x 1 , x 2 are solutions of the SOP, by the proof of Theorem 3.7, for any y * ∈ K + \ {0}, there exist Suppose that for each y * ∈ K + \ {0}, f y * is pre-quasiinvex w.r.t. η and satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ and ∂ L f y * (·) : Ω → 2 X * is H-hemicontinuous with compact values, and that for each y ∈ Ω , φ(·, ·, y) :
Proof. If x ∈S, then fromx ∈S and Theorem 4.1, it follows that, for any y * ∈ K + \ {0}, there exist y ∈ M y * (x) and ξ ∈ ∂F (x, y)(y * ) such that
That is, x ∈ S 1 . HenceS ⊆ S 1 . It is trivial that S 1 ⊆ S 2 . Now, suppose that x ∈ S 2 . Hence, for any y * ∈ K + \ {0}, there exist y ∈ M y * (x) and ξ ∈ ∂F (x, y)(y * ) such that φ(ξ, x,x) ≥ 0. Now, the generalized K-pseudoinvexity of F w.r.t. φ implies that
for allȳ ∈ M y * (x). Sincex is a solution of the SOP, it shows that x is also a solution of the SOP and therefore is inS, which completes the proof. Let η be continuous in the second variable such that Condition C w.r.t. φ holds. Suppose that for each y * ∈ K + \ {0}, f y * satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ, and that for each y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous in the w * × τ -topology. If F is generalized K-pseudoinvex w.r.t. φ andx ∈S, thenS = S 1 = S 2 , where S 1 = {x ∈ Ω : ∀y * ∈ K + \ {0} ∃y ∈ M y * (x) and ξ ∈ ∂F (x, y)(y * ); φ(ξ, x,x) = 0}, S 2 = {x ∈ Ω : ∀y * ∈ K + \ {0} ∃y ∈ M y * (x) and ξ ∈ ∂F (x, y)(y * ); φ(ξ, x,x) ≥ 0}.
Proof. Since the proof is similar to that of Theorem 4.3, we omit it.
Remark 4.5. [24] are the one for K-pseudoconvex set-valued maps and the second one extending partially Theorem 4.1 of [32] .
Corollary 4.6. Let X, Y be Asplund spaces, Ω ⊆ X be convex and F : Ω → 2 Y be epi-Lipschitz. Let η(y, x) = y−x, for all x, y ∈ Ω such that Condition C w.r.t. φ holds. Suppose that for each y * ∈ K + \{0}, f y * is pre-quasiconvex w.r.t. η and satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ and ∂ L f y * (·) : Ω → 2 X * is H-hemicontinuous with compact values, and that for each y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous. If F is generalized K-pseudoconvex w.r.t. φ andx ∈S, then
Corollary 4.7. Let X, Y be Asplund spaces, Ω ⊆ X be convex and η(y, x) = y − x, for all x, y ∈ Ω such that Condition C w.r.t. φ holds. Let F : Ω ⊆ X → 2 Y be epi-Lipschitz and K-convex. Suppose that for each y * ∈ K + \ {0}, f y * satisfies the mean-value condition for limiting subdifferential ∂ L f y * w.r.t. φ, and that for each y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous in the w * × τ -topology. If F is generalized K-pseudoconvex w.r.t. φ andx ∈S, thenS = S 1 = S 2 .
Corollary 4.8. Let X be an Asplund space and f : Ω ⊆ X → R be locally Lipschitz. Let η : Ω × Ω → X be continuous in the second variable such that Condition C w.r.t. φ holds. Suppose that f is pre-quasiinvex w.r.t. η and satisfies the mean-value condition for limiting subdifferential ∂ L f w.r.t. φ and ∂ L f (·) : Ω → 2 X * is H-hemicontinuous with compact values, and that for each y ∈ Ω , φ(·, ·, y) : X * × Ω → R is continuous. If f is generalized pseudoinvex w.r.t. φ andx ∈S, thenS = S 1 = S 2 , where S 1 = {x ∈ Ω : ∃ξ ∈ ∂ L f (x); φ(ξ, x,x) = 0},
Proof. It is enough to apply Theorem 4.3 for F = f : Ω ⊆ X → R and K = R + .
Corollary 4.9. Let X be an Asplund space and f : Ω ⊆ X → R be locally Lipschitz and K-invex w.r.t. η. Let η be continuous in the second variable such that Condition C w.r.t. φ holds. Suppose that f is prequasiinvex w.r.t. η and satisfies the mean-value condition for limiting subdifferential ∂ L f w.r.t. φ, and ∂ L f is locally bounded and has closed graph, and that for each y ∈ Ω , φ(·, ·, y) is continuous in the w * ×τ -topology. If f is generalized pseudoinvex w.r.t. φ andx ∈S, thenS = S 1 = S 2 , where S 1 = {x ∈ Ω : ∃ξ ∈ ∂ L f (x); φ(ξ, x,x) = 0}, S 2 = {x ∈ Ω : ∃ξ ∈ ∂ L f (x); φ(ξ, x,x) ≥ 0}.
