Abstract-The Wigner higher order moment spectra (WHOS) are defined as extensions of the Wigner-Ville distribution (WD) to higher order moment spectra domains. A general class of time-frequency higher order moment spectra is also defined in terms of arbitrary higher order moments of the signal as generalizations of the Cohen's general class of time-frequency representations. The properties of the general class of time-frequency higher order moment spectra can be related to the properties of WHOS which are, in fact, extensions of the properties of the WD. Discrete time and frequency Wigner higher order moment spectra (DTF-WHOS) distributions are introduced for signal processing applications and are shown to be implemented with two FFT-based algorithms. One application is presented where the Wigner bispectrum (WB), which is a WHOS in the third-order moment domain, is utilized for the detection of transient signals embedded in noise. The WB is compared with the WD in terms of simulation examples and analysis of real sonar data. It is shown that better detection schemes can be derived, in low signal-to-noise ratio, when the WB is applied.
I. INTRODUCTION IME-frequency distributions are transformations that T attempt to describe how the spectral content of a signal is changing with time. They are known as distributions because somehow they describe the energy or intensity of a signal in time and in frequency simultaneously. Nevertheless, they are not distributions in a probabilistic sense since positivity can not usually be ensured. An infinite number of time-frequency distributions can be generated from Cohen's general class formulation [ 1) . Special cases of this general class include the spectrogram, Rihaczek, Page, Wigner-Ville and Choi-Williams distributions [ 2 ] . In particular, the Wigner-Ville distribution (WD), owing to its many desirable properties, has been of a special interest for the analysis of nonstationary signals, especially phase modulated signals common in radar and sonar [3] - [5] . In addition, the instantaneous energy Manuscript received December 20, 1990; revised December 20, 1991 . This work was supported by the Office of Naval Research under Contract N00014-92-J-1034 and the Spanish Ministry of Education and Science. Portions of this paper were presented at the Acoustic Transients Workshop at NRL in October 1990; at ICASSP 91, Toronto, Canada; and at the International Signal Processing Workshop on Higher-Order Statistics, July 1991, Chamrousse, France.
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and frequency, power spectral density, and group delay of the signal can be easily derived from the WD. Cohen's class of distributions are bilinear expressions, i.e., they are based on the second-order moments of the signal. A definition of a general class of time-frequency distributions in terms of higher order moments could contribute to the understanding of time-varying higher order moment spectra (HOMS) [6] in the same way that Cohen's general class does for the time-varying second-order spectra. The definition of a general class requires, however, the formulation of the basic representation, i.e., the representation for which the kernel is equal to unity. In analogy with Cohen's general class, the Wigner higher order moment spectra (WHOS) are chosen as the basic representation. For every time instant t , the WHOS expresses the varying HOMS in the same way that the WD does for the instantaneous power spectrum. The third-order Wigner distribution was originally introduced by Gerr [7] . In this paper the continuous and discrete WHOS are defined and studied for an arbitrary order. This definition has been carefully conceived to preserve the properties of the WD. In particular, the properties related to the instantaneous power and spectral density function in the WD are now related to the instantaneous (k + 1)th-order moment and ( k + 1)th-order HOMS. The properties of this higher order moment spectra derivation can differ substantially from a derivation based on higher order cumulant spectra (see Section 11-E ).
The organization of the paper is as follows. In Section I1 the WHOS is defined for an arbitrary order k . It is shown that this definition is consistent with the three fundamental properties of time frequency distributions [8], and a general class of time-frequency HOMS is defined. For practical signal processing applications, discrete time-frequency Wigner higher order moment spectra (DTF-WHOS) are derived in Section 111. Their relation with the continuous WHOS and their nonaliasing constraints are also given in Section 111. In Section IV, the Wigner bispectrum (WB), which is a WHOS in the third-order moment domain, is applied to the detection of transient signals in noise. A detection scheme is presented based on the WB and compared with simulations to a similar detection scheme based on the WD. Section V is devoted to concluding remarks.
CONTINUOUS WIGNER HIGHER ORDER SPECTRA
(WHOS) The Wigner distribution was initially defined in the context of quantum mechanics [9] and later extended by Ville to the Wigner time-frequency distribution or Wigner-Ville distribution (WD) [ 101. Ville's approach considered the characteristic function M ( Q , T), which is the two-dimensional Fourier transform of the distribution P ( t , f ) , as the expected value of exp (j27rQt + j27rf7). That is,' M ( Q , 7) = E{exp (j27rQt + j27rf7)) = SI jfexp (j27rQt + j 2~-7 ) P ( t , f ) dt df. (2.1) This expectation was calculated with the quantum mechanical method of associating operators with ordinary variables,
depending on the domain, time or frequency, where the calculation is to be performed [ 2 ] . Nevertheless, this approach does not seem appropriate for the extension of the WD to higher order time-frequency representations, principally because of the loss of symmetry which is present in the bilinear approach between time and frequency.
Another approach for deriving time-frequency distributions is by means of Fourier transform of local autocorrelation functions; i.e.,
If the local autocorrelation function is defined as Rt(7) = x(t)x*(t + 7), (2.3) then the Rihaczek distribution is obtained from ( 2 . 2 ) [ 
111.
On the other hand, the WD is obtained if (2.4) In general, R1(7) can be defined for an arbitrary delay a as follows: RI(7) = x * ( t -7/2)x(t + 7 / 2 ) . R/(7) = x * ( t -a ) x ( t + 7 -a) (2.5) and thus different distributions can be derived for each a. Notwithstanding, as pointed out in [8], to give a particular distribution an interpretation as a distribution of the signal's energy in time and frequency, three twofold properties must be satisfied. First, shift in time (or frequency) of the signal should result in the corresponding shift of the distribution. Second, the integration of the distribu-'All integrals are over 63 where no limits are specifically marked tion over all frequencies (or times) should be equal to the instantaneous power (or spectral density). Finally, the mean frequency (or time) of the distribution at each time (or frequency) should be equal to the instantaneous frequency (or group delay).
Notice that the first and second properties are satisfied by P ( t , f ) in (2.2) for any value of a. On the other hand, the third property requires the mean value of the arguments of x ( t ) in Rl(7) to be t ; i.e., RI(7) be a centered local autocorrelation function. This constraint, known as the lag-centering condition, implies CY = 7/2 and yields the WD. Note that a similar procedure will be followed to reach the definition of WHOS.
A . Dejnition of order k of x ( t ) , W k + ( t , f , , is defined with an arbitrary time delay a. Note that Rt(7,, 7 2 , * . . , 7 k ) is defined such that one of the factors in the product is a delayed version of the conjugate of x ( t ) and the rest are delayed versions of x ( t ) . It is shown in Appendix A that at least one conjugate term is necessary in the definition of Rf(71, r2, * 1 -7 k ) , if x ( t ) is a deterministic analytic signal.
To fulfill the three basic properties of time-frequency distributions, in a higher order moment spectrum domain, the value of CY should be chosen properly. In particular, to attain the instantaneous frequency as the mean frequency in the multifrequency space at a given time, it will be shown that R,(71, r2, -* , 7 k ) should be centered at time instant t , in such a way that ( k + 1 " k + ~J = I . , + I ") (2.11) This leads to definition (2.6). Special cases of WHOS include the Wigner bispectrum (WB) for k = 2,
(2.12) exp ( -j 2 . l r f i~~) and the Wigner trispectrum (WT) for k = 3,
exp (-j2n-f1 71) exp (-j2?rf?r2) exp (-j271--~7~) d7, d7? (2.13) Observe that fork = 1 the WD follows from (2.6):
The definition of WB of (2.12) differs from the thirdorder Wigner distribution proposed by Gerr in [7] only in the dependence of the conjugate of the signal.
B. Properties
The definition of WHOS is consistent with most of the properties of the WD that have been extensively studied and reported, for example, in [ 121.
r r
1) Time Shift of x ( t ) :
A temporal shift of the signal x ( t ) results in the corresponding time delay in WHOS: (2.20) 
and V m. 5) Projection on Frequency: Projection on a k-dimensional multifrequency point (integration of the distribution over time) should be equal to the (k + 1)th-order moment spectrum. To prove that, the WHOS will be expressed as a function of the Fourier transform of the signal x ( t ) , namely, X ( f ) . In Appendix B it is shown that by taking inverse Fourier transform in (2.6), the following equality holds :
6) Mean Time Calculation and Generalized Group
Delay: From the point of view of classical time-frequency distributions, thegroup delay appears as the mean time at a given frequency. In WHOS the group delay becomes the mean time at a given multifrequency point. It is well known that the group delay, defined as the derivative of the phase of the Fourier transform of a signal, expresses the mean temporal position of the energy of this signal (or its second-order moment) as a function of frequency. That is, This property is easily verified considering the lag-centering condition (2.9), i.e., that the mean value of the arguments in the right side of (2.8) should be t. If (2.9) holds, then it is clear that some of the arguments of x ( t ) will be greater than t and some will be smaller. leads to:
And substitution of (2.27.c) into (2.27 
where the generalized group delay, GDk ( f , , * . . , fk), can be calculated using WHOS as the mean time at a multifrequency point: Considering (2.22) we see that integration of time of WHOS yields the higher order moment spectra of the signal, which is a desirable property for time frequency distributions. On the other hand, we do not observe any contradiction in the fact that the frequency support of WHOS at any particular time, which can be interpreted as the instantaneous higher order moment spectra, exceeds the support of the HOS of the signal.
9) Convolution and Product Property:
The corresponding properties of the WD apply now in relation with the product and convolution of signals. They become a frequency and time convolution in WHOS domains. Denoting by @,and 0, the frequency and time convolution, respectively, 
, and thus substitution
The impulse function of the Fourier transform of the signal is mapped into a multidimensional impulse function at frequencies 2fo/(k + 1). Special cases include k = 1;
i.e., the WD, (2.33) and k = 2 and k = 3 , the WB and WT, respectively:
Observe that the WD is the only case where the impulse functions are centered at frequency fo.
2) Impulse Function:
, and thus substitution of x ( t ) in (2.6) yields:
This is a somewhat expected result considering the projection on time (2.16) and the time support (2.26) properties.
D. General Class of Time-Frequency Higher Order Spectra
The unified approach given by Cohen to most time-frequency representations can be generalized to the case of higher order moment spectra. In [ 11, the general class of time-frequency representations is expressed as exp (-j2arQ) exp (-j27rf7) . exp (j27ruQ) du d7 dfl, (2.37) where the properties of the distribution (e.g., time and frequency shifts, projection on time and frequency, and mean time and frequency) can be related to the properties of the kemel 4(Q, 7). In particular, the WD corresponds to 4(Q, 7) = 1, the Rihaczek to + ( Q , 7) = exp (j7rQ7) [ I l l , and the Choi-Williams to 
Expression (2.37) was obtained as the Fourier trans-form of the general characteristic function M G E N ( Q , 7); viz:
where MCEN(Q, 7) is the product of the kernel +(Q, 7) with the inverse Fourier transform of the WD, i.e., the symmetrical ambiguity function,
. (2.51) whereas the moment-based WHOS or expectation of the WHOS defined in this paper as
The properties of C-WHOS ( t , f ) versus M-WHOS ( t , f ) are the following:
P1: If { x ( t ) > and { y ( t ) } are independent random processes and { z ( t ) } is defined by (2.53)
due to the separation property of cumulants of independent random variables that does not hold for moments.
P2: If { x ( t ) } is complex jointly Gaussian with zero mean and with independent and equally correlated real and imaginary parts (stationary or nonstationary), then (see Appendix C), C-WHOS,(t, f ) = 0; necessary. A discrete version of the WD was initially defined by Claasen and Mecklenbrauker [ 161. Later, Peyrin and Prost [17] proposed a natural and unified definition for the discrete-time, discrete-frequency , and discretetime/frequency Wigner distribution. The nonaliasing constraints, which are due to discretization in both time and frequency domains, became apparent; and one interpolation formula allowing the reconstruction of the continuous WD was derived.
We followed the second aforementioned approach to define the discrete time and frequency WHOS. Initially, the continuous definition is applied to a signal discretized in time to derive the discrete time WHOS (DT-WHOS). Then, the definition of WHOS in the continuous frequency domain is used with a periodic signal, discrete in frequency, to derive the discrete frequency WHOS (DF-WHOS). Finally, a discretization in time and frequency is considered simultaneously, by applying the original continuous definition to a discrete-time and periodic signal resulting in the DTF-WHOS. Numerical expressions are derived and the periodicity studied. The relation between the discretized expressions and the original WHOS of the signal before sampling is discussed at the end of the section.
) Discrete Time WHOS (DT-WHOS)
: Let x,.(t) be a continuous, complex in general, signal and x, ( t ) the signal derived after uniform sampling of x , ( t ) by a train of ideal impulse functions of period T. The resultant discrete sequence is denoted by x ( n ) = x, ( n T ) , i.e. ,'
Of course, C-WHOS,(t, f ) is also zero for any Gaussian signal.
(3.1)
Applying expression (2.6) to x, ( t ) , we obtain P3: If { x ( t ) } is deterministic then . ,
Deterministic signals can be regarded as Gaussian signals with zero variance and thus are suppressed by the cumulant-based definition. Although additive Gaussian signals are suppressed using the cumulant-based defini-*Summations are over Z where no limits are specifically marked where WHOS at position:
It is clear from (3.2) that the WHOS of the discretized signal is sampled in time at rate (k + 1 ) / T , which is (k + 1 ) times faster than the sampling rate of the original signal. In analogy with the definition of the discrete sequence x@), it is natural to define the DT-WHOS as the weight of the impulse functions, Wk.,(n, f i , . . . , f k ) , discrete in time but still a continuous function in the multifrequency space. The DT-WHOS is periodic in each frequency, with the same periodicity 1 / T as the Fourier transform of the sampled signal.
2) Discrete Frequency WHOS (DF-WHOS):
Consider a continuous temporal signal, nonperiodic in general. Its Fourier transform will be a continuous function in frequency. Let X , , ( f ) be generated after uniform sampling of X n , , ( f ) by a train of ideal impulse functions of period A . Then, X , , ( f ) becomes the Fourier transform of a periodic repetition of the original nonperiodic signal with period 1 / A . The resulting discrete frequency sequence is defined by X ( n ) = X,,,,(nA): 
3) Discrete Time and Frequency WHOS (DTF-WHOS):
The previous definitions for the DT-WHOS and DF-WHOS permit a formulation of the DTF-WHOS. Consider a continuous signal that is uniformly sampled in both time and frequency domains. The sampling period in time and frequency is T and 1 / N T , respectively,
weight of the impulse functions, WkL ( t , p I , . . .
-C -* . C Wkx(t, P I , * * * , Pk)
It follows from definitions in the time domain (2.6) or in the frequency domain (2.21) and the convolution and 
, ( -(N-l)/3N FS , . 2 (N-l)/3N FS) (N-l)/3N FS , (N-l)/3k FS)
The equivalent expression in the frequency domain is ob- 
B. Relation Between the WHOS and the DTF-WHOS After Sampling
Continuous signals are usually sampled to obtain discrete sequences in real data analyses applications. Thus, it becomes useful to relate the WHOS to the DTF-WHOS after sampling. In order to derive this relation, we will calculate initially the WHOS of a periodic train of impulses.
) WHOS of a Periodic Train of Impulses:
The impulse train function of period L and its Fourier transform are denoted by dtL(t) = C 6(t -mL) (3.16) in The procedure used to define the expression of DT-WHOS can be used to calculate the WHOS of dtL(t) substituting (3.2) w, , (t, h 9 * * * 7 fk)
These expression can be used to calculate the effect of sampling a continuous signal in relation with its WHOS.
2) Nonaliasing Constraints for DT-WHOS: WHOS of
Sampled Signals: A sampled signal can be represented as a continuous signal multiplied by an impulse train function,
We observe that the DT-WHOS becomes a superposition of frequency delayed versions of the original WHOS before sampling. Again, we have defined the index li as a function of all p,, for j = 1, * , k . Every integer is valid for pJ although only certain combinations of integers, the ones satisfying (3.8), are possible for li. This nonuniformity in the frequency aliasing due to sampling is of paramount importance since it determines the surprising nonaliasing constraints.
To avoid aliasing in the multifrequency domain, the regions of support of WHOS of the continuous signal should not overlap when displaced in frequency by li (1 /T(k + 1)). In Appendix D, it is shown that aliasing is avoided if
i.e., the sampling frequency is at least two times the bandwidth of the continuous signal. This result is illustrated in Fig. 3 for k = 2.
3) Nonaliasing Constraints for DF-WHOS: WHOS of
Periodic Signals: It is well known that a time-limited signal may be represented uniquely by its Fourier coefficients, i.e., samples of its Fourier transform. This representation is equivalent to considering a periodic repetition of the signal in the time domain. Using the DF-WHOS with the Fourier coefficients of the signal 7) and (3.8) . The effect of a time limited observation is that the DF-WHOS turns out to be a superposition of time-delayed versions of the original WHOS, before frequency sampling of A. Consequently, temporal aliasing is avoided when the temporal duration of WHOS of the nonperiodic signal is shorter than 1 /(k + 1)A.
4) Nonaliasing Constraints for DTF-WHOS: WHOS of Periodic and Sampled Signals:
If the nonaliasing constraints for DT-WHOS and DF-WHOS are combined, they define the constraints for DTF-WHOS. In this case, A = 1 /NT and both frequency and time aliasing have to be taken into account. As mentioned for the DT-WHOS (due to the nonuniform aliasing in the multifrequency domain), the sampling frequency prior to the computation of the DTF-WHOS should be at least twice the Nyquist frequency. If the signal cannot be filtered, then interpolation by a factor of two becomes necessary. To avoid time aliasing, the signal must be limited to one interval of length N T / ( k + 1) in time. Considering property (2.26), the time support of WHOS is the same with the duration of the signal and, therefore, the signal itself should be limited to N T / ( k + 1). As such, zero padding of k N / ( k + 1) samples is necessary. 
P.
For CY = 0, x ( n ) is a complex exponential sequence and, considering (2.32), a sharp peak should appear in its DTF-WHOS at every time instant. In particular, Fig. 4 shows the magnitude of W 2 k ( n , p , , p 2 ) in the middle of the temporal interval, i.e., n = N/2. The discrete frequency of x ( n ) is 0 = 40. For arbitrary values of CY and P , x ( n ) is a chirp signal and, thus its frequency is linearly changing with time. This time-varying instantaneous frequency is also reflected in DTF-WHOS of the signal. In addition, the output of a matched filter is calculated for comparison purposes. Assuming that the noise is white in the bandwidth of the transient signal s ( n ) , the matched filter is designed with impulse response equal to
where T is the duration, in samples, of the deterministic transient s ( n ) . If x ( n ) is the received signal (noise only or signal plus noise), the output of the matched filter is given
In the analysis of long data sequences, windowing becomes necessary. When the WD or WB are applied, the window length is determined by the order N used in the computation of (4.1) or (4.2). Time aliasing is avoided if x ( n ) is limited from n = 0 to N/2 -1 and N / 3 -1 in (4.1) and (4.2), respectively. Furthermore, to avoid frequency aliasing, an interpolation of order 2 of the data is necessary in both expressions.
B. Detection Statistics Derived from Time-Frequency Distributions
Let us assume that the signal to be analyzed is passed through an antialiasing low-pass filter of cutoff frequency fF/4. The output of the filter is sampled at rate F, to obtain x ( n ) . The following hypotheses are considered for the received signal:
where w ( n ) is a zero mean stationary noise process and by The aim of this section is to introduce and test a simple method for the detection of transient signals in noise using WHOS and to show that the Wigner bispectrum (WB) version of the method is less sensitive to noise than its WD version.
For a discrete time signal x ( n ) , definition (3.11) of DTF-WHOS takes the following forms for k = 1 (e.g., DTFWD of [17] ) and k = 2 (e.g., WB):
where s ( n ) is a deterministic transient signal and, consequently, x ( n ) is nonstationary.
For Ho, the expected value of both the WD and WB are independent of n ; they correspond to the power spectrum and bispectrum of the noise, respectively. For H I , on the other hand, the nonstationarity of x ( n ) will be reflected in the WD and in the WB. In other words, both the WD and WB functions will be changing with the temporal index n.
A decision variable of a functionf(n), DSy { f(n)}, may be defined as
where M is the number of available data points off(n) and 0 < y I 1. DSy { f ( n ) } is the geometric over the arithmetic mean of the sequence I f(n) 1. It can be shown that
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The forgetting factor y emphasizes recent samples by means of one-sided exponential windowing and can be set to 1 if the rectangular window is assumed. The decision variable (4.6) can be used to detect the transient sig follows.
thus Under hypothesis Ho, x ( n ) is a stationary process and
Under H I , however, x ( n ) is nonstationary and 
DS-Y{E{
The ability of each transformation to detect the nonsta-
tionarity will be reflected in the discriminating power of
(4.12.c) DSy between Ho and H I .
r = O
and their corresponding detection statistics follows by combining (4.12) with (4.6); viz.,
C. Simulation Results
Simulation results are given for the transient signal s ( n ) illustrated in Fig. 6(a) . White Gaussian noise was added to s (n) to generate x (n). The signal-to-noise ratio, SNR, is defined as tially a constant value at 0.7, 0.65, and 0.85, respectively and then decrease in value around a point in the data record that corresponds to the beginning of the transient signal. Note that a constant value in detection statistics over a time interval corresponds to stationary data (i.e., noise only) whereas dramatic change in their value corresponds to presence of nonstationarity, i. of transient signal and noise scenarios, the Wigner-bispectrum-based detection method was found to outperform the detection method based on the Wigner distribution. Fig. 8 illustrates the transient signals that were embedded in real "quiet" and "noisy" ocean noise for different SNR. In particular, Fig. 8(a) shows the transient signal C and Fig. 8(b) the transient signal D . Fig. 9 illustrates the detection statistics, DS-WB (m) and DS-WD (m), generated using time series that contain transient signal C in different types of ocean noises with different SNR: 9(a) DS-WB (m) for "quiet" ocean noise and SNR = 0 dB; 9(b) DS-WB(m) for "noisy" ocean noise and SNR = -18 dB; 9(c) DS-WD (m) for "quiet" ocean noise and SNR = 0 dB; and 9(d) DS-WD (m) for "noisy" V. SUMMARY In this paper, we have derived the extension of the Wigner-Ville distribution (WD) to higher order moment spectral domains. Initially, we defined the continuous Wigner higher order moment spectra (WHOS) and studied their properties. After that, we defined a general class of time-frequency higher order moment spectra representations, in analogy with Cohen's general class of distributions. Numerical expressions for the discrete time and frequency WHOS (DTF-WHOS) were derived and their relation with the continuous WHOS established. The nonaliasing constraints have also been established and discussed. The detection of transient signals was addressed as a problem where WHOS can be applied and do better than the Wigner distribution. The Wigner bispectrum (WB) was compared to the WD in an analogous detection scheme using synthetic data and real sonar signals. Simulation results were given and the advantages using the WB illustrated. APPENDIX A we obtain We can define the higher order moment spectra of a deterministic signal x ( t ) as
, 7 k ) can be any valid local higher The impulse product defines the following system of equations:
. . . (C .4) We will prove this property f o r p = 3 only, being for p even or equal to 1 trivial, and for p odd greater than 3 very tedious: But all other terms are null since they contain factors of the form E { x i , . * , x p } , with nonconjugate terms only, which are null by the hypotheses.
We can finally conclude that if 
