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Abstract
The demand for location based services in automobile industry 
promoting applications in the area of telematics, vehicle to 
vehicle and infrastructure communications is encouraging 
research in the field of accurate navigation solutions. According 
to the ABI research, position data is the prime enabler for 
above mentioned applications and the in-car navigation market 
growth is predicted to grow at 25.9% over the next five years. 
Consequently position, velocity and heading form the prime 
input state vector for the target applications. Global Positioning 
System is one of the accurate off-board sensors for navigation 
solution. Nevertheless, the cost and complexity of these 
systems are posing the biggest challenge to the automobile 
research engineers. Least squares estimation is one of the 
proven methods used for computing positioning solution under 
static conditions. However, its accuracy is considered to be 
poor in dynamic cases.
This work focuses on achieving accuracy within few meters for 
navigation solution using kinematic based position estimation 
algorithm. Real-time GPS raw data acquired by tracing a 
trajectory is further analyzed in a post-mission processing 
approach. Two positioning estimation algorithms are developed 
and tested for accuracy and precision. User trajectory obtained 
using recursive least squares resulted in poor accuracy and 
bias of about 10m-15m. Subsequently, Kalman filter algorithm 
was developed to improve the overall accuracy of the 
kinematic system. The user trajectory for Kalman filter based 
algorithm was found to be smoother resulting in accuracy 
within 5m with rare occasional outliers during GPS outages.
Introduction
In this electronic era, gadgets and electronic control systems 
have played a vital role in making human life comfortable. The 
phones are getting smarter and automobiles becoming more 
and more advanced. Furthermore the ever-increasing traffic 
congestion and road accidents urges for safer and 
communicative automobiles. Nevertheless, the cost and 
complexity of these systems are posing the biggest challenge 
to research and design engineers. A large number of 
researches are carried out in the field of vehicle navigation 
smart cars, automobile stability control and anti-collision 
systems [1,2,3]; although haven't got any optimal design.
The science of vehicle navigation can be described in many 
ways even from ancient days. The starting point, arrival 
destination, direction of heading and vehicle speed are the main 
parameters required to commute from place to place efficiently. 
Hence, applications such as navigation, telematics and vehicle to 
vehicle communications require Position, Velocity and Attitude 
(PVA) as their primary input state vector. Global Positioning 
system (GPS) being one of the Global Navigation Satellite 
(GNSS) providers, can accurately determine positioning if its 
antenna has a clear visibility of sky. The GPS system comprises 
of a 32 satellite constellation and the receivers usually require 
the line of sight of atleast 4 satellites to compute positioning. 
However, the accuracy of the position computation algorithms 
employed is a big challenge for kinematic automobiles as against 
the implementation complexity and cost.
During the 1940s, Weiner designed a filter to estimate a 
specified random signal that is corrupted with noise so as to 
reduce the Mean square error of the random process. The filter 
uses a parametric estimation, in which the noise and signal 
priori is available with the system [4]. But this filter was 
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designed only for continuous linear time-invariant systems. 
Later Kolmogorov demonstrated this filter for discrete-time 
systems. The linear time-variant version or the adaptive 
filtering technique of Wiener filter has been derived by Rudolf 
Kalman which is widely used for navigation applications [5].
The performance of the Extended Kalman Filter (EKF) for the 
navigation parameters integration was evaluated based on 
three main parameters: noise levels, sampling rate and 
curvature of the road in [6] by comparing the simulated data 
with Google Earth as reference. It was suggested that at higher 
curvature sampling rate to be kept higher to have bounded 
errors and a low sampling rate to get low Mean Square Error 
(MSE). Unscented Kalman Filter (UKF) proposed in [7] dealt 
with the EKF non-convergence during long GPS outages and 
involved complex state equations by eliminating the cascaded 
filters. This filter worked on non-linear state equation and had 
an advantage over other filters but with high cost of 
implementation. The Monte Carlo simulations and the field test 
revealed that the performance improvement of UKF was 
insufficient as against the EKF during GPS outages. Various 
versions of Kalman filter usage can be found in [8,9,10]. The 
most widely suggested stochastic error model based on the 
vehicle dynamics trajectory was proposed in [11]. The sensor 
measurements formed the state vector and its performance 
was verified by performing the covariance analysis. The 
variations in the acceleration were used to correct the attitude 
estimate and the gyro bias which in turn improves the PVA 
measurements. The Covariance analysis performed in [5] 
using 3D or 2D position as its filter input for the observability 
analysis of error model was quite impressive. The simulations 
for different moving trajectories with an aiding filtering 
technique resulted in results that suffered from not considering 
real data.
The proposed Kalman filter based technique addresses some 
of the issues discussed in the literature. A good dynamic state 
error modeling combined with the most neglected real-time 
trajectory data analysis is considered for this work. This paper 
is organized into three main sections that describe the GPS 
with its signal structure and errors involved in measurements. It 
is then followed by the detailed description of the methodology 
implemented using least squares algorithm, error modeling for 
the Kalman filter and the trolley system used for tracing a 
trajectory to take the vehicle dynamics into consideration. The 
obtained results and findings were finally discussed briefly 
along with the conclusion.
Global Positioning System
The Global positioning system is one of the most popular 
providers for GNSS and include 3 segments for navigation 
system. The space segment comprises of the satellites and the 
control segment monitors the proper working of the satellites. 
The user segment is a gadget fitted in the automobile or 
handheld by the user as a device or smartphone. It consists of 
a GPS L1 antenna, RF amplifier and correlator encompassing 
the RF front-end along with the receiver and display units. The 
carrier frequency L1 of the GPS signal lie in the L - band range 
of 1-2 GHz and is given by: fundamental frequency * 154 = 
1575.42 MHz. L1 signal carries the C/A code (1.023 MHz) and 
navigation data (50 Hz) combined by the modulo-2 adder and 
then imposed on the L1 carrier of 1575.42 MHz as shown in 
figure 1. The rate of change of phase is expressed in terms of 
chipping rate of 1.023 Mbps with phase variation between 0 
and π. To obtain the pseudorange, 3 subframes are adequate 
and take about 18 seconds. To compute the user position 3 
subframes from atleast 4 satellites are required. The other 2 
subframes provide the support data. Unfortunately, all the 3 
subframes from the 4 satellites don't reach the receiver at the 
same time and the receiver also doesn't know the starting point 
of the subframes. Hence, around 30-40 seconds of data is 
required to estimate the initial user position [12].
Figure 1. L1 signal generation
GPS Signal Sructure
Mathematically, the L1 signal broadcasted by the GPS 
satellites is given by :
(1)
where, f1 = L1 carrier frequency, P
p(t) = phase of P(Y)-code, 
Dp(t) = Navigation data,
Ap & Ac are the amplitude of P(Y) code and C/A code 
respectively, and
Gp(t) = phase of C/A-code and φ = initial phase.
GPS Errors
The accuracy of the estimated user position by the receiver 
depends on many factors along with the satellite geometry. The 
user position estimation depends on the pseudorange 
measurements which can be affected by parameters such as 
multipath fading, ionosphere and tropospheric delays, receiver 
clock errors and etc. Some of the major ranging error sources 
that require mitigation techniques are described in [13,14,15] 
and discussed briefly in this section.
The atomic clock within the satellites is very accurate and its 
information is carried by the GPS signals. Using this information, 
receiver clocks are synchronized with atomic clock during the 
positioning. Since the receiver clocks are not the accurate ones, 
clock anomalies are always present and account for few meters 
of inaccuracy in the estimation.
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The positioning solution is good if more than 4 satellites are 
available to the receiver but can be more accurate if the 
satellites satisfy the principle of satellite geometry and the 
method of finding the best geometry for receiver is termed as 
Dilution of Precision (DOP).
Figure 2. (a) Good satellite Geometry and (b) Bad satellite Geometry - 
modified from [12]
Figure 2 illustrates the area of convergence for two cases: in 
the first case, the smaller area of uncertainty enables the easy 
computation of user positioning; whilst in the second case, the 
area of uncertainty is large that makes the receiver decision 
difficult. This is because of the tangential surface of the satellite 
range measurements that gives more data points far apart from 
each other. This ultimately leads to substantial range 
measurement errors. The troposphere/ionosphere delays and 
multipath are other sources of error that can be addressed for 
further improvement in position computation.
Methodology
The prime motivation behind this work is to develop a 
navigation algorithm that not only performs reliably at diverse 
GPS signal outages situation but also feasible and cost-
effective for the automobile market. A flexible and effective 
estimation algorithm based on Kalman filter is developed for 
GPS receiver. The algorithm developed was tested for outdoor 
performance using a trolley system.
Block Diagram
Figure 3. Block diagram of the GPS navigation solution computation
The overall system used for developing and testing the 
algorithm is illustrated in figure 3. The satellite broadcast 
signals are received by the GPS antenna that is a part of the 
RF front-end. The raw GPS data is captured and stored on the 
SD card by the receiver. These navigation and observation files 
were further converted to user readable format using file 
conversion software for further processing. The GPS receiver 
estimates the positioning based on the locked satellite data 
received by the GPS front-end. In Kalman filter, the covariance 
matrix and the state vector gets updated every epoch during 
normal conditions and corrected during GPS outages based on 
the parametric model designed and previous input state vector. 
Since Kalman filter works on the prediction of state vector 
using previous inputs, the initial estimate for the Kalman filter is 
provided by the least squares estimation of positioning.
User Positioning using Least Squares
The PRNs locked by the receiver aid in estimating the range 
between satellite-receiver link and satellite position from 
navigation data present within the received signal. These 
parameters are further used in computing position using 
recursive Least Squares Estimation technique. The three user 
coordinates and the clock bias error accounting for four 
unknowns were solved. Hence, good results were achieved by 
taking all the available satellites into consideration for 
calculating the user position.
Figure 4. Trilateration of 3 satellites
As seen from figure 4, the user position is calculated from the 
pseudorange Ri i.e., the distance between satellite and user, 
where i = 1, 2, … … … n; n = number of satellites.
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(2)
P is the user at (xu, yu, zu) & bu is the user clock bias; S1, S2 
and S3 are the 3 satellites.
Hence, by adopting recursive Least-squares method the 
following equation satisfies the finding of the solution.
(3)
 is the noise vector.
The updated change in position is given by,
(4)
The new position is calculated using
(5)
where Δx, Δy, Δz are the errors in measurements.
The iteration is repeated until a pre-assigned threshold is 
reached.
(6)
The sensitivity matrix (H) is used for the calculation of DOP.
(7)
Geometric DOP (GDOP) is the most common parameter 
related to DOP that indicates the accuracy of errors due to 
satellite geometry.
(8)
The GDOP have to be as low as possible to have a better 
result for positioning. The GDOP confidence levels between 
the range 1 to 2 is considered the best choice of satellite 
positions, and between 2 to 5 is also considered favorable for 
use in land navigation [13].
Kalman Filter Error Model
Kalman filter is a technique that works excellently for the time 
variant systems with uncertain dynamics in estimating the state 
vector by combining noisy sensor measurements/outputs. It is 
a parametric estimation method where in the state vector 
parameters are estimated based on the priori. Kalman gain 
used to control the covariance and a new estimated update is 
provided for the state vector. In case of huge drifts and signal 
loss like GPS outages for few seconds, a corrected estimate is 
provided for the next loop of state vector. 
i. The state dynamic model that involves the observables 
also termed as state vector and the dynamics of the vehicle 
affecting the observables. This also includes the state 
transition matrix and the process noise covariance matrix. 
ii. The measurement model containing the measurement 
vector, measurement sensitivity matrix and the 
measurement noise covariance matrix [13]. 
iii. Numerous methods are possible by choosing a good 
combination of the state variables and that will decide the 
level of integration. Careful selection of state variables 
affects the performance and the precision of the integrated 
system.
GPS positioning along with velocity and attitude information 
can be updated continuously using the Kalman filter algorithm. 
GPS data was logged at 10Hz. Although the initial values were 
taken by least squares method, Kalman filter takes over for the 
recursive estimation and updating. The positioning is updated 
every epoch at good GPS conditions and predicted in case of 
GPS outages.
Kalman Filter utilizes the priori information at the system and 
predicts the next measurement. It estimates the uncertainty of 
its prediction by comparing the priori/predicted values with the 
measurements. It is a recursive system that works on the 
principle of weighed averaging on a range of noisy 
measurement to provide a precise prediction on the future and 
measured values.
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The equations (9) represent the input and output equations for 
any noisy sensor measurements and it clearly exhibits that the 
system can be viewed as sum of a deterministic system and a 
stochastic system. Since we know the behavior of the 
deterministic system by making them as observables; let us 
further investigate the stochastic system which is nothing but 
we call the error modeling. xi represents the system state 
vector that cannot be measured. yi the output of the system 
state vector that is measured by the sensor. Ei is the transition 
matrix that can be used to estimate the input state vector. The 
uncertainty in the input is termed as the system or the process 
noise vector whereas the uncertainty in the output is termed as 
the measurement noise vector. The same principle is employed 
in the design of Kalman filter along with the following 
assumptions [13]. 
a. The system is linear and dynamic. 
b. The process and measurement errors are Gaussian 
distributed with zero mean and a known variance. Since 
it's a zero mean process the correlation is the same as 
covariance. 
c. Process noise and measurement noise are statistically 
uncorrelated.
Practically, most of the problems encountered in navigation 
solutions are non-linear considering the non-linearity in the 
dynamics of the vehicle. The working principle is as shown in 
figure 5 along with the mathematical expressions involved in 
Kalman filter are as shown in table 1.
Figure 5. Block diagram to illustrate the working of Kalman filter
Table 1. Kalman Filter equations [28]
Pi(−) and  are the predicted/ initial estimate of covariance 
matrix and state vector, where i represents the time index. Hi 
represents the measurement sensitivity matrix and Ki is the 
Kalman gain. Φi is the state transition matrix, Qi-1 represents 
the covariance of noise uncertainties and Ri is the 
measurement uncertainties. Pi(+) and  are the corrected 
estimate of covariance and state vector.
Investigation of Positioning Solution with 
Kinematic Behavior
The kinematic conditions were further investigated using a 
trolley fitted with the GPS sensor along with its GPS front-end 
embedded in the receiver and the GPS antenna as shown in 
figure 6.
Figure 6. Trolley system test setup
A trajectory was traced within the Newcastle university 
campus, United Kingdom using the trolley and raw data was 
acquired concurrently for the post processing and analysis. 
The trajectory traced is as shown in figure 7.
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Figure 7. Trajectory trace on Google map
The trajectory surveyed using Google maps shown in figure 7 
was chosen carefully so that it initially at point A with open area 
gets probably good satellite visibility for few minutes. Then the 
trolley was moved into the tunnel of the buildings for about 5s 
as shown with point B, so that the satellite lock drops to zero or 
one with probable multipath. Then the trolley was returned to 
the point A for completing the trace. This experimentation was 
repeated during morning and evening on the same day to 
observe the satellite positions which displayed a significant 
change in satellite visibility and geometry throughout the day. 
Furthermore, more than 7 satellites were locked whereas about 
4 satellites were locked during the morning. The whole 
experiment was carried out for about 15 minutes with a halt at 
points A and B for about 5 and 2 minutes respectively. 
Moreover, same experiment was repeated for 2 more days for 
data acquisition with different trials.
Results and Discussion
The results obtained initially for GPS acquired signal was 
investigated for their data acquisition eminence and the static 
behavior. Furthermore, kinematic tests were conducted using a 
trolley for real time data acquisition under different GPS 
conditions. Eventually, GPS system with least squares 
estimation and an efficient system using Kalman filter were 
developed, tested and analyzed for their performance. The 
MATLAB algorithms developed were used for validation of the 
system for the described trolley trajectory in a post-mission 
processing approach. The GPS satellite signals at a particular 
epoch received by the antenna were fed into the front-end to 
obtain the locked satellite IDs.
Acquisition of Satellites
The developed algorithm was used for validation of the system 
for the described trolley trajectory in a post-mission processing 
approach. The GPS satellite signals at a particular epoch 
received by the antenna were fed into the front-end of the 
receiver to obtain the locked satellite IDs. Figure 8 gives the 
result summary of the satellite acquisition. The satellite 
acquisition was successful as shown in figure 8(a) that is good 
enough to calculate the user positioning. Figure 8(a) gives the 
power spectral density of the received signal after de-
spreading and centered at the intermediate frequency set to 
6.5 MHz in the receiver. Figure 9(a) and (b) represents the 
PRNs locked and not locked by the receiver respectively. A 
locked PRN is represented by a single power peak at the 
intermediate frequency and its corresponding code phase.
Figure 8. GPS signal Acquisition-(a) Number of satellites locked, (b) 
Received signal in Frequency Domain
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Figure 9. (a) PRN locked & (b) PRN not locked
Position Solution using Recursive Least 
Squares
The random noise effect due to the motion is a threat which 
could be illustrated in the achieved results. Due to the dynamic 
noise, the accuracy levels were low in meters as compared to 
the stationary reciver positioning. The idea behind studying the 
behaviour of this noise along with satellite geometry was to 
repeat the same experiment at the same time on different 
days. This also justified that the same PRNs happen to position 
in the same place twice a day so that we were able to obtain a 
constant pattern of the noise. Two tests were conducted using 
trolley during different time of the day.
The same test was repeated in the evening and with an 
excellent GDOP of about 2.4 with 8 satellites locked at point A. 
GPS positioning was computed using the recursive least 
squares and the results was quite satisfactory as shown in 
figure 10. The positioning convergence with a similar pattern of 
the actual trajectory trace was observed with a positional bias 
of about 7m. The accuracy level achieved is comparable with 
the commercially available GPS receiver that is about 15m 
without the augmentation system support. Both the tests 
conducted above at different time with good and bad satellite 
geometry revealed that recursive least squares estimation 
works excellently for static GPS receivers. For automobile 
applications with dynamic motion patterns least squares does 
not provide accurate results. Fortunately, the accuracy could 
be improved with further processing the raw data and 
corrections for clocks along with an estimation algorithm for 
time-variant systems.
Figure 10. Trajectory for Positioning - (a) geodetic plot, (b) Google 
Earth plot
GPS Position Solution using Kalman Filter
Kalman filter algorithm was implemented for further processing 
of the first position obtained by least squares to improve the 
overall accuracy. It predicts and corrects the next position 
based on the error model matrix designed and the previous 
position sample provided by the least squares method by 
further updating the covariance matrix.
The Kalman filter output was found to be smoother as 
compared to the least squares as shown in figure 11. But the 
initial value convergence was not compliant to the original 
position since the Kalman filter takes some iteration to correct 
the solution. It was also noted that the GDOP was about 5.3 for 
the data and availability of 4 satellites resulted in low accuracy 
of the result. Furthermore the noise due to the dynamics of the 
trolley and the surrounding building also contributed towards 
error. In addition, the hardware GPS receiver provided the 
pseudorange that accumulates for the error in position solution. 
Hence clock errors were addressed for the accuracy 
improvement.
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Figure 11. Trajectory for user positioning using Kalman filter
The orbital errors were also corrected and the data set was 
obtained for estimation. A smooth trajectory trace was obtained 
with accuracy of 2m as shown in figure 12. As demonstrated 
earlier the Kalman filter takes some iteration to converge to the 
actual position. Hence some of the initial few position estimates 
can be neglected.
Figure 12. Trajectory for user positioning using Kalman filter
Conclusions
The contribution of this work was to develop algorithms for the 
GPS receiver to improve the accuracy of the navigation 
solution for automobile applications. Two signal processing 
methods were developed and investigated. The problems 
related to the GPS pseudorange errors, satellite and receiver 
clock errors were dealt with. Real time data collection with all 
the captured dynamic behavior and noise experiment was 
repeated to acquire GPS raw data at different times of the day 
to study the error pattern occurred due to the satellite 
geometry. Subsequently raw data was acquired for more days 
during the same time to investigate the dynamic noise 
statistical characteristics. The main algorithm developed uses a 
Least squares sub-program for computing the first position. 
Later the flow is taken over by another sub-program based on 
Kalman filter for predicting and updating the dynamic behavior 
of the trolley to estimate position solution. The following points 
outline the conclusions drawn from the experimentation and 
analysis of test results:
i. With clear sky providing the continuous update of the 
satellite signal and a bad satellite geometry of only 4 
satellites resulted in very low accurate position solution 
for the least squares algorithm. For stationary time of 1 
minute the accuracy was about 5m but the solution did not 
converge when the trolley was being set to motion. 
ii. For the same algorithm but with good satellite geometry 
of 2.4 GDOP and 8 satellites locked, least squares 
algorithm gave same trajectory pattern but with a bias in the 
positioning of about 7m. The achieved results revealed that 
a more sophisticated algorithm was required to deal with the 
dynamic aspects. 
iii. Kalman filter algorithm for position estimation gave more 
accurate results with accuracy of around 2m apart from 
the few initial deviations taken during the correcting and 
convergence process. 
iv. The satellite clock errors and the receiver clock bias along 
with the orbital errors correction model was incorporated in 
the algorithm and achieved smoother trajectory with position 
solution accuracy within 2m for the dynamic behavior.
The developed algorithm works well with the GPS outages for 
few seconds. Based on the results and findings of this work, 
following recommendations are proposed that would be 
interesting to continue further with the research. Eventually, 
aided systems work well especially low cost MEMS inertial 
sensors, vision based system and etc. that promotes the 
navigation system to sustain longer GPS outages. The 
integration techniques are fairly complex in terms of selecting 
the observables and the state vector formation which are 
in-turn dependent strongly on the criticality of the applications. 
Additionally, they play a vital role in directing the level of 
integration as well as the accuracy and reliability of the overall 
system.
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GPS - Global Positioning System
PVA - Position, Velocity and Attitude
GNSS - Global Navigation Satellite System
EKF - Extended Kalman Filter
MSE - Mean Square Error
UKF - Unscented Kalman Filter
RF - Radio Frequency
DOP - Dilution of Precision
GDOP - Geometric Dilution of Precision
PRN - Psuedo Random Number
MEMS - Micro-Electro-Mechanical Systems
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