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Abstrat
We give three dierent riteria for transiene of a Branhing Markov Chain. These onditions enable
us to give a lassiation of Branhing Random Walks in Random Environment (BRWRE) on Cayley
Graphs in reurrene and transiene. This lassiation is stated expliitly for BRWRE on Z
d. Fur-
thermore, we emphasize the interplay between Branhing Markov Chains and the spetral radius. We
prove properties of the spetral radius of the Random Walk in Random Environment with the help of
appropriate Branhing Markov Chains.
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1 Introdution
A Branhing Markov Chain (BMC) is a system of partiles in disrete time. The BMC starts
with one partile in an arbitrary starting position xs. At eah time partiles split up in ospring
partiles independently aording to some probability distributions µ, that may depend on the
loations of the partiles. The new partiles then move independently aording to a Markov
Chain (MC).
An irreduible MC is either reurrent or transient: either all or none states are visited in-
nitely often. It turns out that this dihotomy breaks down for BMC. Let α(x) be the probability
that, starting the BMC in xs = x, the state x is hit innitely often by some partiles. There
are three possible regimes: transient (α(x) = 0 ∀x), weakly reurrent (0 < α(x) < 1 ∀x) and
strongly reurrent (α(x) = 1 ∀x). For a disussion of these results, a more detailed introdution
and referenes we refer to [5℄. In Theorem 2.3 we give equivalent riteria for the transiene of
BMC. The interplay of these dierent riteria is entral in our development.
If the underlying MC is a RandomWalk (RW) we speak of a Branhing RandomWalk (BRW).
A BRW on a Cayley Graph is either transient or strongly reurrent if the ospring distribution
is onstant, i.e. µ(x) = µ for all verties x, with mean ospring m =
∑
k≥1 kµk, see [5℄. In
partiular, we have that m ≤ 1/ρ implies transiene and m > 1/ρ implies strong reurrene,
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where ρ is the spetral radius of the RW. We show that these results an be generalized to
Branhing Random Walk in Random Environment (BRWRE). We onsider iid environments
and assume the branhing and the transition mehanism to be independent, too. We obtain a
neessary and suient ondition for transiene, see Theorem 3.3. This ondition depends only
on some extremal points of the support of the environment. In partiular, we give an expliit
riterion for transiene and strong reurrene for BRWRE on Z
d
, see Corollary 3.6. This answers
a question asked in [4℄. We refer to [4℄ for an investigation of a more general model of BRWRE
where the branhing and movement an be dependent. An additional purpose of this paper is
to emphasize the interplay between the behavior of the BRW and the spetral radius of the
underlying RW. On one hand, the ritial mean ospring equals the inverse spetral radius of
the RW. On the other hand, we an use BRW to derive properties of the spetral radius, see the
proof of Lemma 3.1.
2 Preliminaries
Let G be a nitely generated group. Unless G is abelian, we write the group operation multi-
pliatively. Let S be a nite symmetri set of generators of G and q a probability measure on
S. The Cayley Graph X(G,S) with respet to S has vertex set G, and two verties x, y ∈ G
are onneted if and only if x−1y ∈ S. The Random Walk (RW) on X(G,S) with transition
probabilities q is the Markov Chain with state spae X = G and transition probabilities
p(x, y) = q(x−1y) for x−1y ∈ S
and 0 otherwise. The n−step transition probabilities are
p(n)(x, y) = qn(x−1y),
where qn is the n−fold onvolution of q with itself. We start the RW in a starting position xs.
We introdue the Random Environment. LetM be the olletion of all probability measures
on S. Let (ωx)x∈X be a olletion of iid random variables with values in M whih serve as an
environment. For eah realization ω := (ωx)x∈X of this environment, we dene a Markov Chain
(Xn)n∈N on X = G with X0 = xs and
Pω(Xn+1 = y|Xn = x) := pω(x, y) := ωx(x
−1y) ∀n ≥ 1.
We denote by Pω the transition kernel of the Markov hain on the state spae X.
Let η be the distribution of this environment. We assume that η is a produt measure
with one-dimensional marginal Q. The support of Q is denoted by K and its onvex hull by Kˆ.
Throughout this note we assume the following ondition on Q :
Q{ω : ω(s) > γ ∀s ∈ S′} = 1 for some γ > 0, (1)
where S′ ⊆ S is a minimal set of generators. We assume it to ensure the irreduibility of a RW
with transition probabilities q ∈ K.
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We reall the denition of the spetral radius of an irreduible Markov Chain (X,P ) :
ρ(P ) := lim sup
n→∞
(
p(n)(x, x)
)1/n
∈ (0, 1], (2)
where p(n)(x, x) is the probability to get from x to x in n steps. The following haraterization
of the spetral radius in terms of t−superharmoni funtions is ruial for our lassiation:
Lemma 2.1.
ρ(P ) = min{t > 0 : ∃ f(·) > 0 suh that Pf ≤ tf}
For the proof and more information on RW on groups we refer to [7℄.
Due to the symmetry of the Cayley Graph and the independene of the environment we nd:
Lemma 2.2. We have
ρ := ρ(Pω) = sup
σ
ρ(Pσ) for η-a.a. ω,
where the sup is over all possible realizations σ = (σx)x∈X with σx ∈ K.
Proof. It is obvious that ρ(Pω) ≤ supσ ρ(Pσ). For the opposite inequality let ε > 0 and τ a
possible realization suh that ρ(Pτ ) ≥ supσ ρ(Pσ)− 2ε. Hene, for any x ∈ X there exists n ∈ N
suh that: (
p(n)τ (x, x)
)1/n
≥ sup
σ
ρ(Pσ)− ε. (3)
We have
p(n)τ (x, x) =
∑
x=x0,...,xn=x
n−1∏
i=0
pτ (xi, xi+1),
where the sum is over all possible paths of length n from x to x. Assume the distribution Q to
be disrete, then we nd, due to the transitivity of the Cayley Graph and the independene of
the environment, for η-a.a. environments ω some other vertex y ∈ X suh that
pω(yxi, yxj) = pτ (xi, xj) ∀xi, xj ∈ {z : d(x, z) ≤ n/2},
where d(·, ·) is the usual graph distane. Hene, p
(n)
ω (yx, yx) = p
(n)
τ (x, x).
Using the fat that ρ(Pω)
n ≥ p
(n)
ω (z, z) for all z ∈ X we obtain with inequality (3) that
ρ(Pω) ≥
(
p(n)ω (yx, yx)
)1/n
=
(
p(n)τ (x, x)
)1/n
≥ sup
σ
ρ(Pσ)− ε ∀ε > 0.
For the general ase let δ > 0, for η-a.a. environments ω we nd some y ∈ X suh that
pω(yxi, yxj) ≥
1
1 + δ
pτ (xi, xj) ∀xi, xj ∈ {z : d(x, z) ≤ n/2}.
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We have
p(n)ω (yx, yx) =
∑
x=x0,...,xn=x
n−1∏
i=0
pω(yxi, yxi+1)
≥
∑
x=x0,...,xn=x
n−1∏
i=0
1
1 + δ
pτ (xi, xi+1)
=
(
1
1 + δ
)n
p(n)τ (x, x) ∀δ > 0.
Letting δ → 0, this yields
ρ(Pω) ≥ sup
σ
ρ(Pσ)− ε ∀ε > 0.
Remark 2.1. The fat that the spetral radius is onstant for η-a.a. realizations ω of the envi-
ronment follows diretly from the observation that
ρ(Pω) = lim sup
n→∞
(
p(n)ω (x, x)
)1/n
does not depend on x and hene, by ergodiity, is onstant a.s..
2.1 Branhing Markov Chains
We introdue the model of Branhing Markov Chain (BMC). Let (X,P ) be an irreduible and
innite Markov Chain in disrete time. For all x ∈ X let
µ(x) = (µk(x))k≥1
be a sequene of non-negative numbers satisfying
∞∑
k=1
µk(x) = 1 and m(x) :=
∞∑
k=1
kµk(x) <∞.
We dene the BMC (X,P, µ) with underlying Markov Chain (X,P ) and branhing distribution
µ = (µ(x))x∈X following [6℄. At time 0 we start with one partile in an arbitrary starting position
xs ∈ X. At time 1 this partile splits up in k ospring partiles with probability µk(xs). Still at
time n = 1, these k ospring partiles then move independently aording to the Markov Chain
(X,P ). The proess is dened indutively. At eah time eah partile in position x splits up
aording to µ(x) and the ospring partiles move aording to (X,P ). At any time, all partiles
move and branh independently of the other partiles and the previous history of the proess.
Let η(n) be the total number of partiles at time n and let xi(n) denote the position of the ith
partile at time n. Denote Px(·) = P(·|xs = x). We dene reurrene and transiene for BMC as
in [5℄:
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Denition 2.1. Let
α(x) := Px
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 . (4)
A BMC is reurrent, if α(x) > 0 for some x ∈ X, strongly reurrent, if α(x) = 1 for some x ∈ X
and transient otherwise.
The denition does not depend on the starting position xs = x. In fat, α(x) > 0, α(x) = 1
and α(x) = 0 hold either for all or none x ∈ X, see [5℄. We write α > 0 if α(x) > 0 for all x ∈ X
and α ≡ 1 and α ≡ 0 respetively. In analogy to [6℄, we introdue the following modied version
of the BMC. We x some position x0 ∈ X, whih we denote the origin of X. The new proess
is like the original BMC at time n = 1 but is dierent for n > 1. After the rst time step we
oneive the origin as freezing: if a partile reahes the origin it stays there forever and stops
splitting up. We denote this new proess with BMC*. The proess BMC* is analogous to the
original proess BMC exept that p(x0, x0) = 1, p(x0, x) = 0 ∀x 6= x0 and µ1(x0) = 1 from the
seond time step on. Let η(n, x0) be the number of partiles at position x0 at time n. We dene
the random variable ν(x0) as
ν(x0) := lim
n→∞
η(n, x0).
The random variable ν(x0) takes values in {0, 1, . . .}∪{∞}.We write Exν(x0) for the expetation
of ν(x0) given that xs = x. Note that our notation of η(n, x0) and ν(x0) is dierent from the
one in [5℄. Sine the hoie of the origin may aet the behavior of the BMC we keep trak
of the dependene of the variables η and ν on the hoie of the origin and write η(n, x0) and
ν(x0). Furthermore, our denition of the proess BMC* diers from the one given in [6℄. In our
denition the origin is not absorbing at time n = 1. These modiations enable us to give the
following three dierent riteria for transiene of BMC that hold for all irreduible and innite
Markov Chains (X,P ).
Theorem 2.3. A BMC (X,P, µ) with m(y) > 1 for some y is transient if and only if the three
equivalent onditions hold:
(i) Exν(x) ≤ 1 for some/all x ∈ X.
(ii) Exν(x0) <∞ for all x, x0 ∈ X.
(iii) There exists a stritly positive funtion f(·) suh that
Pf(x) ≤
f(x)
m(x)
∀x ∈ X. (5)
Proof. (i)⇔ α ≡ 0 : We start the BMC in some x0 ∈ X. The key idea of the proof is to observe
that the total number of partiles ever returning to x0 an be interpreted as the total number of
progeny in a branhing proess (Zn)n≥0. Note that eah partile has a unique anestry line whih
leads bak to the starting partile at time 0 at x0. Let Z0 := 1 and Z1 be the number of partiles
being the rst partile in their anestry line to return to x0. Indutively we dene Zn as the
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number of partiles being the nth partile in their anestry line to return to x0. This denes a
Galton Watson proess (Zn) with ospring distribution Z
d
=Z1. Observe that the partiles being
the rst in their anestry line to visit x0 are those that are frozen in x0 in BMC* with origin x0.
Hene, Z1
d
=ν(x0) given that the proess starts in x0. Notie also that
α(x0) = Px0
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x0} =∞
 ,
and
∞∑
n=1
Zn =
∞∑
n=1
η(n,x0)∑
i=1
1{xi(n) = x0}.
If α(x0) = 0, then
∑∞
n=1 Zn <∞ a.s., hene (Zn) is (sub-)ritial and Ex0ν(x0) = E[Z] ≤ 1.
Now let Ex0ν(x0) ≤ 1. Sine m(y) > 1 for some y and hene Px0(ν(x0) > 1) > 0 we have
that Ex0ν(x0) ≤ 1 implies that the proess (Zn) dies out a.s.. Therefore, α(x0) = 0. The laim
follows sine α(x) = 0 either holds for all or none x ∈ X.
(ii)⇔ α ≡ 0 : Let rst be α ≡ 0 and assume that there exists x0 and x suh that Exν(x0) =
∞. Hene, Ex0ν(x0) = ∞, sine (X,P ) is irreduible. This ontradits α ≡ 0, sine (i) is
equivalent to α ≡ 0.
In order to show the onverse we use again a proof by ontradition. We assume that α > 0
and show that Ex0ν(x0) = ∞ for some x0. Due to (i) we have Exν(x) > 1 for some x. Let k
be suh that Exη(k, x) > 1. Let us rst assume that the Markov Chain (X,P ) has nite range,
i.e. |{y : p(x, y) > 0}| < ∞ for all x ∈ X. Sine (X,P ) is innite and has nite range we nd
some x0 suh that d(x, x0) > k, where d(x, x0) := inf{n ∈ N : p
(n)(x, x0) > 0}. We proeed as
follows: we start a BMC* with origin x0 in x0, with positive probability one partile reahes
x, this partile initiates a superritial Galton-Watson proess, (ζi)i≥0, of partiles visiting x.
Therefore, x is visited innitely often with positive probability. The nal step is then to show
that this implies that innitely many partiles are frozen in the origin x0. This is learly enough
sine Px0(η(x0) =∞) > 0 implies that Ex0ν(x0) =∞.
We dene the Galton-Watson proess (ζi)i≥0. We start a BMC* with origin x0 with one
partile in x. Let Ψ1 be the partiles being the rst partiles in their anestry line to return to
x before time k. We dene Ψi indutively as the number of partiles having an anestor in Ψi−1
and being the rst in the anestry line of this anestor to return to x in at most k time steps.
Clearly ζ0 := 1 and ζi := |Ψi|, i ≥ 1, denes a Galton-Watson proess. Sine d(x, x0) > k we
have that
E[ζ1] = Exη(k, x) > 1.
Therefore, the proess (ζi) is superritial and survives with positive probability. This implies
that
Px0
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 > 0.
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We shall prove Px0(ν(x0) =∞) > 0 by showing that
Px0
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞ and ν(x0) <∞
 = 0. (6)
We follow the line of the proof of Lemma 3.3 in [2℄. Sine X is irreduible we have p(l)(x, x0) =
δ > 0 for some l ∈ N. Let N,M ∈ N. The probability that there are times M < n1, . . . , nN with
nj−1 + l < nj for all 1 ≤ j ≤ N suh that xi(nj) = x for some 1 ≤ i ≤ η(nj) for all j but
xi(n) 6= x0 for all n > M and all 1 ≤ i ≤ η(n) is at most (1 − δ)
N . For this it is ruial that x0
is the only absorbing position in BMC*. Letting N →∞, this yields
Px0
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞ and ν(x0)− η(M,x0) = 0
 = 0.
Let AM be the event in the last formula. Notie that,
⋃
M≥1
AM =

∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞ and ν(x0) <∞
 .
This gives equation (6).
We now turn to the general ase where (X,P ) is any irreduible and innite Markov Chain.
We have used the niteness of the range of (X,P ) to ensure the existene of some x0 suh that
d(x, x0) > k. This was useful to easily bound the mean ospring of the proess (ζi). For the
general ase we use approximation arguments to show that E[ζ1] > 1 for some x0 ∈ X. The
remaining part of the proof then follows the arguments of the speial ase. Observe that a BMC
and the orresponding BMC* an also be onsidered as a Markov Chain on the state spae X ′,
namely the state spae of all partile ongurations
c(n) = {x1(n), x2(n), . . . , xη(n)(n)}
where xi(n) is the position of the the ith partile at time n and η(n) is the total number of
partiles at time n. Let Ck be the set of all possible partile ongurations of a BMC*, started
in x with origin x, up to time k. Let c = (c(1), . . . , c(k)) ∈ Ck be a possible realization and let
ηc denote the number of partiles frozen in x0 at time k for the realization c. Observe now that
Exη(k, x) =
∑
c∈Ck
ηcP
′(c),
where P ′(c) is the probability that we see c as realization of the BMC* up to time k. There exists
a nite subset C ⊆ Ck s.t. ∑
c∈C
ηcP
′(C) > 1.
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Sine the number of dierent positions visited by some realization c ∈ C is nite we nd some
x0 that is not visited for all c ∈ C. Hene, for this x0 we have that E[ζ1] > 1.
(iii)⇔ α ≡ 0 : We rst show that α ≡ 0 implies (iii). Let x0 ∈ X. Due to (i) and (ii) we
have that Ex0ν(x0) ≤ 1 and Exν(x0) <∞ for all x. We show that f(x) := Exν(x0) > 0 satises
inequality (5). For x suh that p(x, x0) = 0 it is straightforward to show that even equality holds
in (5). Let x suh that p(x, x0) > 0 we have
f(x) = Exν(x0) = m(x)
∑
y 6=x0
p(x, y)Eyν(x0) + p(x, x0) · 1

≥ m(x)
∑
y
p(x, y)Eyν(x0)
= m(x)Pf(x),
sine Ex0ν(x0) ≤ 1.
The proof that the existene of a funtion satisfying (5) implies transiene is due to [5℄. We
give a short sketh. Consider the BMC* with origin x0 and dene
Q(n) :=
η(n)∑
i=1
f(xi(n)),
where xi(n) is the position of the ith partile at time n. Observing that Q(n) is a positive
supermartingale that onverges a.s. to a random variable Q∞ and that
ν(xs) ≤
Q∞
f(xs)
(7)
we obtain
Ex0ν(x0) ≤
Ex0Q∞
f(x0)
≤
Ex0Q(0)
f(x0)
=
f(x0)
f(x0)
= 1. (8)
In partiular if the mean ospring is onstant, i.e. m(x) = m ∀x ∈ X, we have, due to
Lemma 2.1, the following result of [5℄:
Theorem 2.4. For a BMC with underlying Markov hain (X,P ) and onstant mean ospring
m > 1, it holds that the BMC is transient if m ≤ 1/ρ(P ) and reurrent if m > 1/ρ(P ).
The next Theorem follows from the argumentation of the proof of Theorem 2.3, part (iii),
and is due to [6℄.
Theorem 2.5. Let x0 ∈ X. There exists a funtion f > 0 satisfying
Pf(x) =
f(x)
m(x)
∀x 6= x0 (9)
if and only if Exν(x0) < ∞ for all x 6= x0. In this ase a solution of (9) is given as f(x) :=
Exν(x0) for x 6= x0 and f(x0) := 1.
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In order to transfer Theorem 2.4 to BMC with non-onstant mean ospring we use oupling
arguments. We ouple a BMC (X,P, µ) with a suitable BMC (X,P, µ˜) with a given onstant
mean ospring m˜, m˜ ≥ m(x) ∀x, suh that there are always everywhere more partiles in
(X,P, µ˜) than in (X,P, µ). We obtain that (X,P, µ) is transient if the oupled proess (X,P, µ˜)
is transient. In order to desribe the oupling we say that (X,P, µ) onsists of blue partiles
and (X,P, µ˜) of blue and red partiles. The oupling is dened suh that the blue partiles
in (X,P, µ˜) are a opy of the whole blue proess (X,P, µ). The red partiles are onsidered as
supplementary partiles.
We hoose the distributions (µ˜(x))x∈X as follows. For eah x ∈ X let l be the smallest integer
suh that µl(x) > 0. Let δ := m˜−m(x) and n ∈ N suh that µl(x) >
δ
n . Let
µ˜l(x) := µl(x)−
δ
n
µ˜n+l(x) := µn+l(x) +
δ
n
µ˜i(x) := µi(x) ∀i /∈ {l, n+ l}.
This denes a BMC (X,P, µ˜) with desired mean ospring m˜(x) = m˜ ∀x. We ouple the two
proesses indutively. Starting with one blue partile in xs we produe k blue ospring in
(X,P, µ) if
k−1∑
i=1
µi(xs) ≤ U <
k∑
i=1
µi(xs),
where U is uniformly distributed on [0, 1]. In (X,P, µ˜) we produe k, k 6= l, blue ospring if∑k−1
i=1 µi(xs) ≤ U <
∑k
i=1 µi(xs), l blue ospring if U < µl(xs)−
δ
n and l blue and n red ospring
if µl(xs) −
δ
n ≤ U < µl(xs). Note that in both proesses we have the same number of blue
partiles. The blue partiles are oupled suh that they move to the same positions. For eah of
these blue partiles we start a new oupled branhing mehanism as dened above independent
of eah other and the previous history. The red partiles are not oupled to any partiles in
(X,P, µ) and perform as a usual but red-olored BMC.
The same proedure an be applied to ouple a BMC (X,P, µ) to a suitable BMC (X,P, µ˜)
with a given onstant mean ospring m˜, m˜ ≤ m(x) ∀x, and fewer partiles than the original
proess. We hoose µ˜(x) in the following way. For eah x let δ := m(x)− m˜ and l be suh that
l∑
k=1
(k − 1)µk(x) ≤ δ <
l+1∑
k=1
(k − 1)µk(x).
With γ := δ −
∑l
k=1(k − 1)µk(x) we dene the ospring distribution
µ˜1(x) := µ1(x) + µ2(x) + · · ·+ µl(x) +
γ
l
µ˜i(x) := 0 2 ≤ i ≤ l
µ˜l+1(x) := µl+1(x)−
γ
l
µ˜i(x) := µi(x) i > l + 1
9
with desired mean ospring m˜(x) = m˜.
Remark 2.2. A BMC is transient if the oupled BMC with more partiles is transient. It is
reurrent if the oupled BMC with less partiles is reurrent.
3 BRWRE on Cayley Graphs
In addition to the environment that determines the random walk we introdue a random environ-
ment determining the branhing mehanism. Let B be the set of all innite positive sequenes
µ = (µk)k≥1 satisfying
∑∞
k=1 µk = 1 and m(µ) :=
∑∞
k=1 kµk < ∞. Let Q˜ be a probability
distribution on B and set
m∗ := sup{m(µ) : µ ∈ supp(Q˜)}. (10)
Let (ωx)x∈X be a olletion of iid random variables with values inM and (µx)x∈X be a olletion
of iid random variables with values in B suh that (ωx)x∈X and (µx)x∈X are independent, too.
Let Θ be the orresponding produt measure with one-dimensional marginal Q × Q˜. For eah
realization (ω, µ) := (ωx, µx)x∈X let Pω be the transition kernel of the underlying Markov Chain
and µ(x) = µx. Thus, eah realization (ω, µ) denes a BMC (X,Pω , µ). We denote by Pω,µ the
orresponding probability measure.
We assume throughout this note that m∗ > 1, exluding the ase where there is only one
partile.
The rst result is the following 0-1 law.
Lemma 3.1. We have either
• for Θ-a.a. realizations (ω, µ) it holds that Eω,µ,xν(x0) <∞ for all x, x0 ∈ X, or
• for Θ-a.a. realizations (ω, µ) it holds that Eω,µ,x0ν(x0) =∞ for all x0 ∈ X.
Proof. Let x and x0 be suh that Eω,µ,xν(x0) =∞. Hene, Eω,µ,x0ν(x0) =∞. Let k be suh that
Eω,µ,x0η(k, x0) > 1. Following the proof of (ii) in Theorem 2.3 we obtain that Eω,µ,y0ν(y0) = ∞
for all y0 s.t. d(x0, y0) > k. Assume the distributions Q and Q˜ to be disrete. Then for Θ-
a.a. realizations (ω, µ) there exists z0, d(z0, x0) > 2k, suh that pω(z0xi, z0xj) = pω(xi, xj) and
µ(z0xk) = µ(xk) for all xi, xj , xk ∈ {x : d(x0, x) ≤ k}. Therefore,
Eω,µ,z0η(k, z0) = Eω,µ,x0η(k, x0) > 1
and we onlude that Eω,µ,y0ν(y0) = ∞ for all y0 s.t. d(y0, x0) ≤ k. In order to show the
general ase one ombines ontinuity arguments similar to those in the proof of Lemma 2.2 with
approximations arguments of the type used in the proof of 2.3, part(ii).
In partiular, the BRWRE is either transient for Θ-a.a. environments or reurrent for Θ-a.a.
environments. We have even the stronger result:
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Theorem 3.2. We have either
• for Θ-a.a. realizations (ω, µ) the BRWRE is strongly reurrent:
Pω,µ,x
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 = 1 ∀x ∈ X, or
• for Θ-a.a. realizations (ω, µ) the BRWRE is transient:
Pω,µ,x
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 = 0 ∀x ∈ X.
Proof. Sine the proofs of Propositions (1.1) and (1.2) in [4℄ arry over to BRWRE on Cayley
Graphs we just give a brief sketh how the laim follows from Lemma 3.1 for Q and Q˜ disrete.
It sues to show that Eω,µ,x0ν(x0) =∞ for all x0 ∈ X implies α ≡ 1. Let k be as in the proof of
Lemma 3.1 and onsider a distinguished anestry line. At any time a partile in this anestry line
splits up in at least two partiles we start a Galton-Watson proess (ζi) dened as in the proof
of Theorem 2.3, part (ii). We obtain a sequene of Galton-Watson proesses (ζni ), n ≥ 1. Due to
the hoie of k, the disreteness of Q× Q˜ and the inniteness of X we an extrat a subsequene
nl suh that E[ζ
nl
1 ] = η(k, x0) > 1 and suh that the proesses (ζ
nl
i ) are independent. Hene, at
least one of these proesses will survive and α ≡ 1.
We give the lassiation for BRWRE in transiene and strong reurrene.
Theorem 3.3. If m∗ ≤ 1ρ then the BRWRE is transient for Θ-a.a. realizations (ω, µ), otherwise
it is strongly reurrent for Θ-a.a. realizations (ω, µ).
Proof. Let m∗ ≤ mc :=
1
ρ . For Θ-a.a. realizations (ω, µ) we ouple (X,Pω , µ) with (X,Pω , µ˜)
with m˜ = mc. Theorem 2.3 implies that (X,Pω, µ˜) is transient. Hene (X,Pω , µ) is transient
due to Remark 2.2.
We shall prove the onverse by showing that for Θ-a.a. realizations (ω, µ) there exists no
f > 0 satisfying Pωf(x) ≤
f(x)
m(x) ∀x ∈ X and f(x0) = 1. We onlude with Theorems 2.3 and
3.2. Note that if f is a solution of Pωf(x) ≤
f(x)
m(x) ∀x ∈ X then c · f is a solution for all c ∈ R
+
and we an assume f(x0) = 1.
Let m˜ := m∗ − ε, with ε > 0 suh that m˜ > mc.
Claim: For Θ-a.a. ω there exists K = K(x0, ω) > 0 suh that for all funtions h with Pωh(x) ≤
h(x)
m˜ ∀x and h(x0) = 1, h(x) ≤ 0 for some x with d(x0, x) < K, where d(·, ·) is the usual graph
distane.
Proof: Assuming the opposite, we have a sequene of funtions hn with hn(x0) = 1,
Pωhn(x) ≤
hn(x)
m˜
∀x ∈ X
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and hn(x) > 0 for all x with d(x0, x) ≤ n. Let g(x) := lim infn→∞ hn(x), ∀x ∈ X. We have
g(x0) = 1, g(x) ≥ 0 and with Fatou's Lemma:
Pωg(x) ≤
g(x)
m˜
, ∀x ∈ X. (11)
Sine g(x) ≥ m˜ · Pωg(x) = m˜ ·
∑
y pω(x, y)g(y) ∀x, g(x0) = 1 and Pω is irreduible we have
that g(x) > 0 for all x. Equation (11) together with Theorem 2.3 implies that the BMC with
onstant mean ospring m˜ and underlying Markov Chain (X,Pω) is transient for Θ-a.a. ω. Sine
m˜ > mc = 1/ρ = 1/ρ(Pω) this ontradits Theorem 2.4. This proves the laim.
We use the independene of Q and Q˜. Let ω be a typial realization of the environment.
With positive Θ-probability the branhing rates in {y : d(x0, y) ≤ K(x0, ω)} are higher than
m˜. In this ase, we ouple the BRWRE (X,Pω , µ) with a proess (X,Pω , µ˜) with fewer partiles
and mean ospring m˜ = m˜(x) for all x ∈ {y : d(x0, y) ≤ K} and µ˜(x) = µ(x) for all x ∈
{y : d(x0, y) > K}. Due to the Claim there exists no positive funtion f suh that Pωf(x) ≤
f(x)
m˜
for all x ∈ {y : d(x0, y) ≤ K}. Therefore there exists no positive f suh that Pωf(x) ≤
f(x)
m˜(x)
for all x ∈ X. Due to Theorem 2.3 we have reurrene of the oupled proess (X,Pω , µ˜). The
reurrene of (X,Pω , µ) follows with Remark 2.2. Eventually due to Theorem 3.2 we have that
BRWRE is strongly reurrent for Θ-a.a. environments.
The transiene resp. reurrene does only depend on the support of the environment. Thus,
suppose that a BRWRE is reurrent for almost all realizations for a marginal distribution Q1×Q˜1.
Then every BRWRE with distribution Q2× Q˜2 suh that supp(Q1) = supp(Q2) and supp(Q˜1) =
supp(Q˜2) is reurrent for a.a. realizations. For BRWRE on Z
d, this was already shown in [4℄.
Furthermore, Theorem 3.3 states that the ondition supp(Q˜1) = supp(Q˜2) an be replaed
by m∗1 = m
∗
2. In the following setion we show that we an replae the ondition supp(Q1) =
supp(Q2) by conv(supp(Q1)) = conv(supp(Q2)). Thus, reurrene and transiene only depends
on some extremal points of the support of Q×Q˜. Varadhan showed in [8℄ that the spetral radius
of a RWRE on Z
d
only depends on the onvex hull of the support. His arguments immediately
apply to RWRE on Cayley Graphs. We give a modied proof, whih uses properties of the
BRWRE instead of approximations of the spetral radius.
Theorem 3.4. We have for η-a.a. ω,
ρ = ρ(Pω) = sup
σ
ρ(Pσ)
= sup
σˆ
ρ(Pσˆ),
where the latter sup is over all possible realizations σˆ = (σˆx)x∈X with σˆx ∈ Kˆ.
Proof. In order to prove the laim, that is stated for RWRE, we onsider the orresponding
BRWRE with a given ospring distribution µ, µ(x) = µ for all x, and mean ospring m. The
fat that the behavior of the BRWRE depends on the mean ospring m is used frequently. Let
x0 be the origin of the orresponding BMC*.
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For η-a.a. ω we have that m ≤ 1/ρ(Pω) implies the transiene of (X,Pω , µ) and therefore
Eω,µ,xν(x0) <∞ for all x ∈ X, see Theorem 2.3. In this ase the funtion fω,m(x) := Eω,µ,xν(x0)
for x 6= x0 and fω,m(x0) := 1 is a solution of
Pωf(x) =
f(x)
m(x)
∀x 6= x0, (12)
see Theorem 2.5. On the other hand we have for η-a.a. ω, that if there exists a funtion satisfying
equation (12) we have that Eω,µ,xν(x0) < ∞, for all x 6= x0, due to Theorem 2.5. Sine S is
nite we obtain that
Eω,µ,x0ν(x0) = m ·
∑
y: x−1y∈S
p(x, y)Eω,µ,yν(x0) <∞,
too. Due to Lemma 3.1 and Theorem 2.3 this implies the transiene of the BMC (X,Pω , µ) and
eventually that m ≤ 1/ρ. Therefore, for η-a.a. ω the existene of a funtion f satisfying equation
(12) is equivalent to the transiene of (X,Pω , µ). Note that this equivalent to m ≤ 1/ρ. To make
use of this fat we investigate the values of m suh that fσ,m(x) := Eσ,µ,xν(x0) is nite for all
possible realizations σ. We show that there exists a ritial m˜ suh that fσ,m(x) is nite for all
σ if m < m˜ and innite for some σ if m > m˜. Using the properties of BRWRE we show that
m˜ = 1/ρ. The laim will then follow by onsidering the BRWRE with support Kˆ and observing
that f(σˆ, x) is nite for all σˆ = (σˆx)x∈X if m < m˜ and innite for some σˆ if m > m˜. Let us rst
show that there exists a ritial m˜.
Let σ be a possible realization σ = (σx)x∈X with σx ∈ K and onsider the equation
Pσf(x) =
∑
y
pσ(x, y)f(y) =
f(x)
m
, ∀x 6= x0 and f(x0) = 1. (13)
If Eσ,µ,xν(x0) <∞ for x 6= x0 we an write a solution of (13) as
fσ,m(x) = Eσ,µ,xν(x0) for x 6= x0 and fσ,m(x0) = 1,
due to Theorem 2.5. In the following, we onsider σ = (σx)x∈X with σx ∈ K as a hoie, hosen
at will, of transition probability funtions and fσ,m(x) as a payo funtion to be maximized. To
show the niteness of fσ,m(x) for all σ we maximize the funtion fσ,m(x) in σ and determine those
values ofm suh that this maximum is nite. This is a typial problem of dynami programming.
The orresponding Bellman equation is:
m · sup
p(x,·)∈K
∑
y
p(x, y)f(y) = f(x) ∀x 6= x0 (14)
f(x0) = 1
This problem an be understood as an innite stage alloation proess. Sine the existene of a
funtion satisfying (14) is not guaranteed, we rst onsider the N -stage alloation proess:
fn(x) = m · sup
p(x,·)∈K
∑
y
p(x, y)fn−1(y) ∀x 6= x0 1 < n ≤ N
fn(x0) = fn−1(x0) 1 < n ≤ N
f1(x) = δx0
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Observe that the sequene {fN (x)}N∈N is inreasing for all x ∈ X. Hene, there exists a largest
m˜ ∈ R ∪ {∞} suh that fN (x) is bounded for all m < m˜ and hene due to the monotone
onvergene theorem we have that f(x) := limN→∞ fN (x) exists and veries (14) for all m < m˜.
The latter an be shown via a standard argument: We have by monotoniity in N and
fN+1(x) = m · sup
p(x,·)∈K
∑
y
p(x, y)fN (y)
that for all N ∈ N :
f(x) ≥ m · sup
p(x,·)∈K
∑
y
p(x, y)fN (y)
≥ m ·
∑
y
p(x, y)fN (y) ∀p(x, ·) ∈ K
Letting N →∞, this yields
f(x) ≥ m ·
∑
y
p(x, y)f(y) ∀p(x, ·) ∈ K,
and hene
f(x) ≥ m · sup
p(x,·)∈K
∑
y
p(x, y)f(y).
On the other hand we have for all N :
fN+1(x) = m · sup
p(x,·)∈K
∑
y
p(x, y)fN (x) (15)
≤ m · sup
p(x,·)∈K
∑
y
p(x, y)f(y) (16)
and therefore f(x) ≤ m · sup
∑
y p(x, y)f(y). It remains to show that m˜ = 1/ρ. Let f˜m be
the solution of the Bellman equation (14) dependent on the parameter m. For eah m and σ,
we onsider the orresponding BMC (X,Pσ , µ) with onstant mean ospring m and transition
probabilities Pσ. Let m < m˜, hene f˜m exists and is nite and so does fω,m(x) = Eω,µ,xν(x0) for
η-a.a. realizations ω, sine f˜m is maximal. Due to Lemma 3.1 and Theorem 2.3 we have that
the orresponding BMC (X,Pω , µ) is transient for η-a.a. ω. Thus, with Theorem 3.3, m˜ ≤ 1/ρ.
In order to show the onverse observe that m ≤ 1/ρ implies that m ≤ 1/ρ(Pσ) for all σ, see
Lemma 2.2. Hene, for m ≤ 1/ρ the BMC (X,Pσ , µ) is transient for all possible realizations σ,
see Theorem 3.3. Due to Theorem 2.3 we have fσ,m(x) = Eσ,µ,xν(x0) <∞ for all x ∈ X and all
σ = (σx)x∈X and hene m˜ ≥ 1/ρ.
It is obvious that the value m˜ and hene the value ρ does not hange if we onsider the
BRWRE with support Kˆ and, instead of equation (14), the dynami programming problem:
m · sup
p(x,·)∈Kˆ
∑
y
p(x, y)f(y) = f(x) ∀x 6= x0
f(x0) = 1,
where the sup is over the onvex hull Kˆ of K.
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3.1 BRWRE on Z
d
We onsider the ase where G = Zd and S is some nite generator of Zd. Thus the proess
beomes the BRWRE on Z
d
with bounded jumps. In this ase one an expliitly alulate the
spetral radius ρ. We follow the argumentation of [8℄ to show the following Lemma:
Lemma 3.5. For a RWRE on Z
d
we have for η-a.a. realizations ω
ρ(Pω) = sup
p∈Kˆ
ρ(P hp ) (17)
= sup
p∈Kˆ
inf
θ∈Rd
(∑
s∈S
e〈θ,s〉p(s)
)
, (18)
where P hp is the transition matrix of the random walk with p(x, x + s) = p(0, s) =: p(s) for all
x ∈ Zd, s ∈ S. In partiular, we have that ρ = 1 if and only if there is a p ∈ Kˆ with
∑
s sp(s) = 0.
Proof. The seond equality is more or less standard. It follows for example from the fat that
ρ(P ) = exp(−I(0)), where I(·) is the rate funtion of the large deviations of the random walk
determined by P. One diretion of the rst equality follows diretly from the Lemma 2.1 and
Theorem 3.4. Thus it remains to show that
ρ(Pω) ≤ sup
p∈Kˆ
inf
θ∈Rd
(∑
s
e〈θ,s〉p(s)
)
for η-a.a. realizations ω. Observing that the funtion φ(p(·), θ) :=
(∑
s e
〈θ,s〉p(s)
)
is onvex in θ
and linear in p(·), we get by a standard minimax argument that
sup
p∈Kˆ
inf
θ∈Rd
∑
s
e〈θ,s〉p(s) = inf
θ∈Rd
sup
p∈Kˆ
∑
s
e〈θ,s〉p(s) =: c.
Let ε > 0 and θ ∈ Rd suh that
sup
p∈Kˆ
∑
s
e〈θ,s〉p(s) ≤ c(1 + ε).
By indution we have for any realization ω :
Eω [exp(〈θ,Xn〉)] ≤ (c(1 + ε))
n,
where Xn is the position of the RW at time n. Therefore by observing the event {Xn = 0} :
p(n)ω (0, 0) ≤ (c(1 + ε))
n,
and hene ρ(Pω) ≤ c(1 + ε) for all ε > 0.
The last part of the Lemma follows now from the observation that infθ∈Rd
∑
s e
〈θ,s〉p(s) = 1
if and only if
∑
s sp(s) = 0.
15
We immediately obtain the following riteria.
Corollary 3.6. The BRWRE is strongly reurrent for Θ-a.a. realizations if
(m∗)−1 < sup
p∈Kˆ
inf
θ∈Rd
(∑
s
e〈θ,s〉p(s)
)
.
Otherwise it is transient for Θ-a.a. realizations.
Example 3.1. We onsider the nearest-neighbor BRWRE on Z
d. Let S = {±ei, 1 ≤ i ≤ d}.
The BRWRE is strongly reurrent for Θ-a.a. realizations (ω, µ) if
(m∗)−1 < sup
p∈Kˆ
(
2
d∑
i=1
√
p(ei)p(−ei)
)
.
Otherwise it is transient for Θ-a.a. realizations.
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