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Abstract: RDF is a knowledge representation language dedicated to the annotation of resources
within the framework of the semantic web. Among the query languages for querying an RDF knowl-
edge base, some, such as SPARQL, are based on the formal semantics of RDF and the concept of
semantic consequence, others, inspired by the work in databases, use regular expressions making
it possible to search the paths in the graph associated with the knowledge base. In order to com-
bine the expressivity of these two approaches, we define a mixed language, called PRDF (for "Paths
RDF") in which the arcs of a graph can be labeled by regular expressions. We define the syntax and
the semantics of these objects, and propose a correct and complete algorithm which, by a kind of
homomorphism, calculates the semantic consequence between an RDF graph and a PRDF graph.
This algorithm is the heart of query answering for the PSPARQL query language, the extension of
the SPARQL query language which we propose and have implemented: a PSPARQL query allows
to query an RDF knowledge base using graph patterns whose predicates are regular expressions.
Key-words: semantic web, query language, RDF, SPARQL, regular expressions.
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Résumé : RDF est un langage de représentation de connaissances dédié à l’annotation de ressources
dans le cadre du web sémantique. Parmi les langages de requêtes permettant d’interroger une base
de connaissances RDF, certains, tels que SPARQL, s’appuient sur la sémantique formelle de RDF
et la notion de conséquence sémantique, d’autres, inspirés par des travaux en bases de données,
utilisent des expressions régulières permettant de chercher des chemins dans le graphe associé à la
base de connaissances. Afin de conjuguer l’expressivité de ces deux approches, nous définissons
un langage mixte, appelé PRDF (pour "Paths RDF") dans lequel les arcs d’un graphe peuvent
être étiquetés par des expressions régulières. Nous définissons la syntaxe et la sémantique de ces
objets, et proposons un algorithme correct et complet qui, par une sorte d’homomorphisme, calcule
la conséquence sémantique entre un graphe RDF et un graphe PRDF. Cet algorithme est au cœur de
PSPARQL, l’extension du langage de requêtes SPARQL que nous proposons et avons implémenté:
une requête PSPARQL permet d’interroger une base de connaissances RDF en utilisant des patterns
dont les prédicats sont des expressions régulières.
Mots-clés : web sémantique, langage de requête, RDF, SPARQL, expressions régulières.
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1 Introduction
RDF (Resource Description Framework [28]) is a knowledge representation language dedicated to
the annotation of documents and more generally of resources within the framework of the Semantic
Web. Syntactically, an RDF document can be represented indifferently by a set of triples (subject,
predicate, object), by an XML document, or a directed labeled graph. An RDF graph is equipped
with a model theoretic semantics [23], which formally defines the concept of semantic consequence
between RDF graphs. A graph homomorphism makes it possible to calculate this consequence in a
sound and complete way [20, 7]. Nowadays, more resources are annotated via RDF due to its simple
data model, formal semantics, and a sound and complete inference mechanism.
Several languages for querying RDF have been developed (cf. [21] for a comparison of query
languages for RDF). SPARQL [33], based upon RDF semantic consequence, is a W3C candidate
recommendation for querying RDF. Answers to SPARQL queries, as specified through RDF entail-
ment [7], can be computed by a kind of graph homomorphisms known as projection in conceptual
graphs [29]. More precisely, the answer to a SPARQL query Q relies on calculating the set of
possible projections from the basic graph pattern(s) of Q into the RDF graph G representing the
database.
Another approach, that has been successfully used in databases [14, 17, 27, 34, 36] but little in
the context of the semantic web, uses path queries, i.e., regular expressions, for finding regular paths
in a database graph. It is implemented in path languages like G+ [17]. The answer to a path query R
over a database graph G, is the set of all pairs of nodes in G satisfying the language denoted by R,
i.e., all pairs connected by a directed path such that the concatenation of the labels of the arcs along
the path forms a word that belongs to the language denoted by R.
Both approaches are orthogonal, i.e., some queries that can be expressed in one approach cannot
be expressed in the other. As shown in Example 1, a query whose homomorphic image in the
database is not a path cannot be expressed by a regular expression, while RDF semantics does not
allow expressing paths of undetermined length. Furthermore, regular expressions provide a simple
way to capture additional information along paths that may not be provided by SPARQL graph
patterns, but they are not powerful enough as a query language.
Example 1 The regular path expression ( ex :son|ex :daughter)+ · _ :b5, which represents paths
of unknown length, cannot be expressed in SPARQL. On the other hand, the query graph of Fig. 1,
which represents a basic graph pattern of a SPARQL query, cannot be expressed by a regular path
expression.
Therefore, an approach that combines the advantages of both SPARQL and path queries is herein
investigated. This combined approach, in which the arcs of the SPARQL graph patterns may be
labeled with regular expressions [5], supports path queries (cf. Example 2). In order to formally
define that language, we first introduce Paths RDF (PRDF) as an extension of RDF in which arcs
of the graphs can be labeled by regular expressions. We provide sound and complete algorithm for
checking that a PRDF graph is entailed by some RDF graph.
Example 2 Consider the RDF graph G of Fig. 3 representing a social network. Let us suppose that
we wish to find among, the entities related to Faisal or the descendants of Faisal, those which know
INRIA
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_:b3 _:b2
_:name _:b1"Faisal"
Pfoaf:name
foaf
:kno
ws
ex:friend
ex:daughter
foaf:name
Figure 1: A query graph that cannot be expressed by a path expression.
Faisal. Let us suppose that we want to know their names and their address email. This query can
be expressed by using PRDF graph P Fig. 2. Let us note that this query cannot be expressed if one
uses only SPARQL graph patterns or regular expressions.
_:person_:mbox
_:name _:b1
"Faisal"
Pfoaf:name
foaf:mbox (
ex:s
on |
ex:d
aug
hter
)+ ·_
:b5
foaf
:kno
ws
foaf:name
Figure 2: A graph with regular expressions labeling the arcs.
We propose a query language, called PSPARQL, that extends SPARQL graph patterns with
regular expression patterns. We present the syntax and the semantics of PSPARQL. We provide
a sound and complete inference mechanism for querying RDF graphs with PSPARQL queries. We
provide complexity results on evaluating PSPARQL graph patterns on RDF graphs. We give two
methods, which are sound and complete for evaluating the basic graph pattern(s) of PSPARQL over
RDF graphs.
The report is organized as follows: we present simple RDF in Section 2. Section 3 presents the
two approaches mentioned so far for querying RDF graphs. In Section 4, we present the syntax
and the semantics of an extension of RDF, called Path RDF or simply PRDF, as well as a sound
and complete inference mechanism for querying RDF graphs with PRDF queries. The syntax of the
PSPARQL language, an evaluation procedure for PSPARQL queries, and the complexity results of
PSPARQL query evaluation are presented in Section 5. In Section 6, we present sound and complete
algorithm for answering a PSPARQL query, i.e., for calculating all answers to a PSPARQL query.
We provide the first experimental results with an implementation of a PSPARQL query evaluator in
Section 7. After a review of related works (Section 8), we conclude in Section 9.
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2 Simple entailment of RDF graphs
This section is devoted to the presentation of the simple RDF knowledge representation language.
We first recall (Section 2.1) its abstract syntax [13], its semantics (Section 2.2), using the notions of
simple interpretations, models, simple entailment of [23]), then using homomorphisms in Section 2.3
to characterize simple RDF entailment (as done in [7] for a graph-theoretical encoding of RDF, and
in [20] for a database encoding), instead of the equivalent interpolation lemma of [23].
2.1 RDF syntax
To define the syntax of RDF, we need to introduce the terminology over which RDF graphs are
constructed.
Terminology The RDF terminology T is the union of three pairwise disjoint infinite sets of terms
[23]: the set U of urirefs, the set L of literals (itself partitioned into two sets, the set Lp of plain
literals and the set Lt of typed literals), and the set B of blanks. The set U ∪L of names is called the
vocabulary. From now on, we use different notations for the elements of these sets: a blank will be
prefixed by _: (like _:x1), a literal will be between quotations (like "27"), the rest will be urirefs
(like foaf:Person — foaf: is a name space used for representing personal information — or
ex:friend).
Definition 1 (RDF graph) An RDF triple is an element of (U ∪ B) × U × T . An RDF graph is a
finite set of RDF triples.
A possible extension to RDF syntax, which has no effects in the simple RDF semantics, is to
allow blanks as predicates and literals as subjects. We called this extension generalized RDF graphs,
or simply GRDF graphs. So, a GRDF triple is an element of T × (U ∪ B)× T . A GRDF graph is a
finite set of GRDF triples.
Notations If 〈s, p, o〉 is a GRDF triple, s is called its subject, p its predicate, and o its object. We
note subj(G) = {s | 〈s, p, o〉 ∈ G} the set of elements appearing as a subject in a triple of a GRDF
graph G. pred(G) and obj(G) are defined in the same way for predicates and objects. We call the
nodes of G, denoted nodes(G) = subj(G)∪ obj(G), the set of elements appearing either as subject
or object in a triple of G. A term of G is an element of term(G) = subj(G)∪pred(G)∪obj(G). If
X ⊆ T is a set of terms, we note X (G) = T ∩ term(G). As an example, V(G) is the set of names
appearing in G.
A ground GRDF graph G is a GRDF graph with no blanks, i.e., term(G) ⊆ V .
GRDF graphs as graphs: A simple (G)RDF graph can be represented graphically as a directed
labeled multigraph1 (V,E, γ, λ) where the set of nodes V is the set of terms appearing as a subject
or object at least in a triple of G, the set of arcs E is the set of triples of G, γ associated to each
arc a pair of nodes (its extremities) γ(e) = (γ1(e), γ2(e)) where γ1(e) is the source of the arc e
and γ2(e) its destination; finally, λ label the nodes and the arcs of the graph: if s is the node of V
(i.e., a term), then λ(s) = s, and if e is the arc of E (i.e., a triple (s, p, o)), then λ(e) = p. By
drawing these graphs, the nodes resulting from literals are represented by rectangles while the others
1In a directed labeled multigraph there can be many arcs between two given nodes.
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are represented by rounded corners. Consequently, we confuse them aimed "multigraphe" or a "set
of triples" of a graph RDF, and speak indifferently about its nodes, its arcs, or the triples which make
it up.
Example 3 The RDF graph defined by the set of triples {( _:b1, foaf:name, "Faisal"), (
_:b1, ex:daughter, _:b2), ( _:b2, ex:friend, _:b3), ( _:b3, foaf:knows, _:b1), (
_:b3, foaf:name, _:name)} is represented graphically in Fig. 1. Intuitively, this RDF graph
means that an entity named ( foaf:name) "Faisal" has a daughter ( ex:daughter) that has
a friend ( ex:friend) knowing ( foaf:knows) the entity "Faisal". The name of this friend is
not known.
2.2 Simple RDF semantics
[23] introduces different semantics for RDF graphs. Since RDF and RDFS entailments can be poly-
nomially reduced to simple entailment via RDF or RDFS rules [20, 23, 25], we are only interested in
the simple semantics without RDF/RDFS vocabulary [11]. The definitions of interpretations, mod-
els, satisfiability, and entailment correspond to the simple interpretations, simple models, simple
satisfiability, and simple entailments of [23].
Definition 2 (Interpretations) Let V ⊆ V be a vocabulary. An interpretation of V is a 5-tuple
I = 〈IR, IP, IEXT , IS , IL〉 of V , where:
- IR is a set of resources containing plain literals of Lp;
- IP ⊆ IR2 is a set of properties;
- IS : U → IR, maps each uriref to a resource;
- IL : Lt → IR, maps each typed literal to a resource;
- IEXT : IP → 2(IR×IR), maps each property p to a set of pairs of resources called the
extension of p.
If I = 〈IR, IP, IEXT , IS , IL〉 is an interpretation of a vocabulary V , we also note I the
mapping defined by:
- ∀x ∈ U , I(x) = IS(x);
- ∀x ∈ Lt, I(x) = IL(x);
- ∀x ∈ Lp, I(x) = x.
We have defined the interpretation of a vocabulary. Now, we want to specify the conditions under
which an interpretation I is a model for a GRDF graph G, i.e., G is true under the interpretation I .
For that matter, we need to extend the interpretations of a vocabulary to interpret the blanks in G.
2To facilitate the notations, and without loss of generality, IP ⊆ IR, which is true for RDF, but not necessary for simple
RDF.
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Definition 3 (Extension to Blanks) Let I be an interpretation of a vocabulary V ⊆ V , and B ⊆ B
a set of blanks. An extension of I to B is a mapping I ′ : V ∪ B → IR such that ∀x ∈ V ,
I ′(x) = I(x).
This definition implies that a blank can be interpreted (or mapped) to any resource of IR.
Definition 4 (Models) Let G be a GRDF graph. An interpretation I = 〈IR, IP, IEXT , IS , IL〉 of
a vocabulary V ⊇ V(G) is a model of G if and only if there exists an extension I ′ of I to B(G) such
that for each triple 〈s, p, o〉 ∈ G, 〈I ′(s), I ′(o)〉 ∈ IEXT (I ′(p)).
In [22], 〈I ′(s), I ′(o)〉 ∈ IEXT (I(p)). This version is equivalent in the case of RDF graphs, and
is necessary (see [25]) for GRDF graphs having blanks as predicates and PRDF graphs presented in
Section 4.
The following definitions of satisfiability and entailment will be the same when we extend the
syntax and the semantics of RDF. Two RDF graphs G, H are said equivalent if and only if G |=RDF
H and H |=RDF G.
Definition 5 (Satisfiability) A GRDF graph G is satisfiable iff there exists an interpretation I that
is a model of G.
Lemma 1 Each GRDF graph is satisfiable.
Proof. To each GRDF graph G we associate an interpretation of V(G), noted ISO(G), called
an isomorphic model of G. We prove that ISO(G) is a model of G. It follows that every GRDF
graph admits a model, so it is satisfiable.
1. Construction of ISO(G).
To each term x ∈ term(G), we associate a distinct resource ι(x) (if x ∈ Lp, ι(x) = x):
(i) IR = {ι(x) | x ∈ term(G)}, note that ι is a bijection between term(G) and IR;
(ii) IP = {ι(x) | x ∈ pred(G)};
(iii) ∀x ∈ U(G) ∪ Lt(G), I(x) = ι(x);
(iv) ∀p ∈ IP , IEXT (p) = {〈x, y〉 ∈ IR× IR | 〈ι−1(x), ι−1(p), ι−1(y)〉 ∈ G}.
2. Let us prove that ISO(G) is a model of G.
(a) ISO(G) is an interpretation of V(G) (Definition 2).
(b) ι is an extension of ISO to B(G) (Definition 3).
(c) It remains to prove (Definition 4), that for all 〈s, p, o〉 ∈ G, 〈ι(s), ι(o)〉 ∈ IEXT (ι(p)).
If 〈s, p, o〉 ∈ G, then ι(p) ∈ IP (1.ii). Then IEXT (ι(p)) = {〈x, y〉 ∈ IR×IR | ∃s, o ∈
term(G) with ι(s) = x, ι(o) = y and 〈s, p, o〉 ∈ G} (1.iv), i.e., 〈ι(s), ι(o)〉 ∈
IEXT (ι(p)).
INRIA
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Definition 6 (Entailment) Let G and H be two GRDF graphs. Then G entails H (we note G |=RDF
H) iff every model of G is also a model of H .
SIMPLE RDF ENTAILMENT
Instance: two RDF graphs G and H .
Question: Does G |=RDF H?
SIMPLE RDF ENTAILMENT is an NP-complete problem [20]. As polynomial subclasses of the
problem, we can consider the case of ground graphs as queries [24], queries whose structure cor-
respond to a polynomial subclass of CSPs [19], thanks to the transformation in [6, 30]. And more
generally, the problem is polynomial when the number of blanks in the query is bounded.
2.3 Inference mechanism: graph homomorphism
Simple entailment in RDF [23] can be characterized as a kind of graph homomorphism. A graph
homomorphism from an RDF graph H into an RDF graph G, as defined in [7, 20], is a mapping π
from the nodes of H into the nodes of G preserving the arc structure, i.e., for each node x ∈ H ,
if λ(x) ∈ U ∪ L then λ(π(x)) = λ(x); and each arc x p−→ y is mapped to π(x) π(p)−→ π(y). This
definition is similar to the projection used to characterize entailment of conceptual graphs (CGs) [29]
(cf. [15] for precise relationship between RDF and CGs). We modify this definition to the following
equivalent one that maps term(H) into term(G).
Definition 7 (Map) Let V1 ⊆ T , and V2 ⊆ T be two sets of terms. A map from V1 to V2 is a
mapping µ : V1 → V2 such that ∀x ∈ (V1 ∩ V), µ(x) = x.
Definition 8 (RDF homomorphism) Let G and H be two GRDF graphs. An RDF homomorphism
from H into G is a map π from term(H) to term(G) such that ∀〈s, p, o〉 ∈ H , 〈π(s), π(p), π(o)〉 ∈
G.
Theorem 1 Let G and H be two GRDF graphs. Then G |=RDF H if and only if there is an RDF
homomorphism from H into G.
The definition of RDF homomorphism (Definition 8) is similar to the one in [20] given for
RDF graphs without proof. A proof is provided in [7] also for RDF graphs, but the homomorphism
involved is a mapping from nodes-to-nodes, and not from terms-to-terms. In RDF, the two definitions
are equivalent. However, the terms-to-terms version is necessary to extend the theorem of GRDF
(Theorem 1) to the PRDF graphs studied in Section 4. The proof of Theorem 1 will be a particular
case of the proof of Theorem 2 for PRDF graphs (cf. Section 4.3).
Example 4 Fig. 3 shows two GRDF graphs, Q and G (note that Q is the RDF graph P of Fig. 1,
to which we added the following triple ( _ :b3, foaf :mbox, _ :mbox)). The map π1 defined by
{( ”Faisal”, ”Faisal”), ( _ :b1, _ :c1), ( _ :name, ”Natasha”), ( _ :b3, ex :Person1), ( _ :b2,
_ :c2), ( _ :mbox, ”natasha@yahoo.com”)} is an RDF homomorphism from Q into G. The map π2
defined by {( ”Faisal”, ”Faisal”), ( _ :b1, _ :c1), ( _ :name, ”Deema”), ( _ :b3, ex :Person2),
( _ :b2, _ :c2)} is an RDF homomorphism from P into G. Note that π2 does not extend to an RDF
homomorphism from Q into G.
RR n° 6191
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_:c3 ex:Person3
ex:Person1 _:c2 ex:Person2
_:c1
_:mbox _:b3 _:b2
_:name _:b1
"natasha@yahoo.com"
"Natasha"
"Faisal" "Deema"
"Faisal"
Gex:friend
foaf:knows
foaf:name
foaf
:mb
ox
ex:friend
ex:son
ex:friend
foaf:knows foaf:name
foaf:name
ex:daughter
foaf:knows
Q
foaf:mbox
foaf:name foaf
:kno
ws
ex:friend
ex:daughter
foaf:name
π1 π1 π1 π1 π1 π1
Figure 3: An RDF homomorphism of two GRDF graphs.
3 Querying RDF graphs
In this section we present two approaches for querying RDF graphs. In Section 3.1, a simplified
version of the SPARQL query language is given, while insisting on its development in the top of RDF
and its semantics. In Section 3.2, we show how "path queries" developed in databases, and which
use the regular expressions, can be used to query RDF knowledge bases. Lastly, in Section 3.3, these
two types of languages are shown to be orthogonal, and we discuss the significance of the combined
approach which will be the main part of this report.
3.1 SPARQL: entailment based queries
We present here a simplified version of SPARQL, which will be enough to present and argue our
extension. For complete version of SPARQL, the reader will be able to refer to the SPARQL draft
[33] or to [31, 32] for formal semantics of SPARQL.
In SPARQL query language, a set of variables distinct from blanks is used. In the subset of
SPARQL presented here, blanks and variables have the same behavior. For the sake of simplicity,
we will not introduce a new class of objects and consider only blanks. Moreover,3 we present only
SELECT . . . FROM . . . WHERE . . . queries, and we ignore the key words which allow, for example,
to filter (FILTER), to order (ORDER BY), or to limit (LIMIT ou/et OFFSET) the answers of a query.
3 SPARQL provides several result forms that can be used for formating the query results. For example, CONSTRUCT
that can be used for building an RDF graph from the set of answers, ASK that returns TRUE if there is a answer to a given
query and FALSE otherwise, and DESCRIBE that can be used for describing a resource RDF graph.
INRIA
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The basic building block of SPARQL queries is graph patterns. Informally, a graph pattern can
be a triple pattern (i.e., a GRDF triple), basic graph pattern (i.e., a GRDF graph), union of graph
patterns, optional graph pattern, or a constraint (cf. [33] for more details).
Definition 9 (Patterns and SPARQL queries) A SPARQL graph pattern is defined inductively in
the following way:
• every GRDF graph is a SPARQL graph pattern;
• if P1, P2 are SPARQL graph patterns and R is a SPARQL constraint, then (P1 AND P2), (P1
UNION P2), (P1 OPT P2), and (P1 FILTER R) are SPARQL graph patterns.
A SPARQL query is of the form SELECT ~B FROM u WHERE P where u is a URL of an RDF
graph G, P is a SPARQL graph pattern and ~B is a tuple of blanks appearing in P . Intuitively, an
answer to a SPARQL query is an instantiation π to the blanks of ~B by the terms of the RDF graph
G such that π is a restriction of a proof that P is semantic consequence of G.
Operations in the maps: If µ is a map, then the domain of µ, denoted by dom(µ), is the subset
of T where µ is defined. If P is a graph pattern, then µ(P ) is the graph pattern obtained by the
substitution of µ(b) to each blank b ∈ B(P ). Two maps µ1 and µ2 are compatibles when ∀x ∈
dom(µ1) ∩ dom(µ2), µ1(x) = µ2(x). If µ1 and µ2 are two compatible maps, then we note µ =
µ1 ⊕ µ2 : T1 ∪ T2 → T the map defined by: ∀x ∈ T1, µ(x) = µ1(x) and ∀x ∈ T2, µ(x) = µ2(x).
Let Ω1 and Ω2 be two sets of maps, then we define the following operations:
• (joint) Ω1 on Ω2 = {µ1 ∪ µ2 | µ1 ∈ Ω1, µ2 ∈ Ω2 are compatibles };
• (difference) Ω1 \ Ω2 = {µ1 ∈ Ω1 | ∀µ2 ∈ Ω2, µ1 and µ2 are not compatibles}.
Answer to a SPARQL query: Let P be a SPARQL graph pattern and G be an RDF graph. The set
S(P,G) of answers of P in G is defined inductively in the following way:
• if P is a GRDF graph, S(P,G) = {µ | µ is an RDF homomorphism from P into G};
• if P = (P1 AND P2), S(P,G) = S(P1, G) on S(P2, G);
• if P = (P1 UNION P2), S(P,G) = S(P1, G) ∪ S(P2, G);
• if P = (P1 OPT P2), S(P,G) = (S(P1, G) on S(P2, G)) ∪ (S(P1, G) \ S(P2, G));
• if P = (P1 FILTER R), S(P,G) = {µ ∈ S(P1, G) | µ(R) = >}.
Let Q =SELECT ~B FROM u WHERE P be a SPARQL query. Let G be the RDF graph appearing
in the URL u, and Ω the set of answers of P in G. Then the answers of the query Q are the
homomorphisms of elements of Ω to ~B, i.e., for each homomorphism π of Ω, the answer of Q
associated to π is {(x, y) | x ∈ ~B and y = π(x) if π(x) is defined, otherwise null}.
Query answering, i.e., answering basic graph pattern queries (or GRDF graphs), can be reduced
to the SIMPLE RDF ENTAILMENT decision problem. For dealing with RDF/RDFS queries, it is
sufficient to close the data graph using the RDF/RDFS rules [20, 23, 25]. Then calculate the possible
RDF homomorphisms from the basic graph pattern of the query into the closure of the data graph.
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Example 5 Consider the following SPARQL query:
SELECT _ :name _ :mbox
FROM < http : //example.org/index1.ttl >
WHERE (P OPT {( _ :b2, foaf :mbox, _ :mbox)})
where P is the RDF graph of Fig. 1, and the RDF graph by the URL of the FROM clause is the
graph G of Fig. 3. We build the answer to the query starting from the joint of RDF homomorphisms
from Q into G and RDF homomorphisms from the optional triple into G; i.e., of RDF homomor-
phisms from Q into G (there is one of them, it is the RDF homomorphism π1 of Example 4, and of
RDF homomorphisms from P into G which do not extend to the optional triple (there is one of them,
it is the RDF homomorphisms π2 of Example 4. There are thus two answers to the query:
_ :name _ :mbox
”Deema” null
”Natasha” ”natasha@yahoo.com”
3.2 Path queries
Path queries are usually expressed using regular expressions [16, 17, 12, 1, 18, 26]. However, we pre-
fer to present in this section a more general framework for path queries to query an RDF knowledge
base, since they can be also expressed by other means such as grammars or automates. Informally,
the set of answers to a path query R over a database graph G is the set of all pairs of nodes in G
connected by a directed path such that the concatenation of the labels of the arcs along the path forms
a word that belongs to the language denoted by R.
3.2.1 Languages and regular expressions
An alphabet is a set of tokens. A word over an alphabet Σ is an element of Σ∗, i.e., a tuple of Σk,
for some integer k. A language L over Σ is a possibly infinite subset of Σ∗, i.e., a set of words.
Notations A word (a1, . . . , ak) will be noted a1 · . . . · ak, and the empty word () will be noted ε.
A concatenation of two words w1 = a1 · . . . · ap and w2 = b1 · . . . · bk, denoted by w1 · w2, is
defined by w1 · w2 = a1 · . . . · ap · b1 · . . . · bk.
Definition 10 (Regular Expressions) Let Σ be an alphabet. The setRE(Σ) of regular expressions
is inductively defined by:
- ∀a ∈ Σ, a ∈ RE(Σ);
- Σ ∈ RE(Σ);
- ε ∈ RE(Σ);
- If A ∈ RE(Σ) and B ∈ RE(Σ) then:
- A|B, A ·B, A∗, A+, !A ∈ RE(Σ).
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Here A|B denotes the disjunction of A and B, A · B the concatenation of A and B, A∗ the
Kleene closure, A+ the positive closure, and !A the negation.
The language generated by a regular expression R, denoted by L∗(R), is given in the following
definition.
Definition 11 Let Σ be an alphabet, and R ∈ RE(Σ) be a regular expression. L∗(R) is the set of
words of Σ∗ defined by:
- if R = ε, L∗(R) = ∅;
- if R = a ∈ Σ, L∗(R) = {a};
- if R = Σ, L∗(R) = Σ;
- if R = R1 | R2, then L∗(R) = {w | w ∈ L∗(R1) ∪ L∗(R2)};
- if R = R1 ·R2, then L∗(R) = {w1 · w2 | w1 ∈ L∗(R1) and w2 ∈ L∗(R2)};
- if R = (R+1 ), then L
∗(R) = {w1 · . . . · wk | wi ∈ L∗(Ri), 1 ≤ i ≤ k, k ∈ N\{0}};
- if R = (R∗1), then L
∗(R) = {ε} ∪ L∗(R+1 );
- if R =!R1, then L∗(R) = Σ∗ \ L∗(R1).
3.2.2 Paths in graphs and languages
Informally, a pair of nodes 〈x, y〉 in a given graph satisfies a language L if there exists a directed
path from x to y in the graph such that the word obtained from the concatenation of arc labels along
the path is in L.
A path in a directed multigraph Let G = (V,E, γ) be a directed multigraph. Let x and y Be two
nodes of V . A path from x to y is a non-empty list of arcs (a1, . . . , ak) from E such that γ1(a1) = x,
γ2(ak) = y , and for all 1 ≤ i < k, γ2(ai) = γ1(ai+1).
Definition 12 (Word associated to a path) Let G = (V,E, γ, λ) be a labeled directed multigraph,
whose arcs are labeled over an alphabet Σ. A word associated to a path P = (a1, . . . , ak) of G be
the word noted λ(P ) over Σ∗ defined by λ(P ) = λ(a1) · . . . · λ(ak).
Definition 13 Let G = (V,E, γ, λ) be a directed labeled multigraph where the arcs are labeled by
elements of an alphabet Σ. A pair 〈x, y〉 of nodes of G satisfies a language L over Σ if one of the
following conditions is satisfied:
- ε ∈ L and x = y; or
- there exists a word w ∈ L and a path P from x to y in G such that λ(P ) = w.
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Introduction of variables More general forms of regular expressions are the ones that include
blanks. Regular expression with blanks have several names, here we call them regular expression
patterns. Their combined power and simplicity contribute to their wide use in different fields. For
example, in [18], in which they are called universal regular expressions, they are used for compiler
optimizations. In [26], they are called parametric regular expressions, and are used for program
analysis and model checking.
Definition 14 Consider an alphabet Σ which are the union of two disjoint sets, a set of constant
(in RDF, think of urirefs and literals) and a set of variables (in RDF, think of blanks). We call
substitution over Σ an application σ : Σ→ Σ which preserves the constants (if x is a constant of Σ,
σ(x) = x). Let us note that such a substitution corresponds to a map in RDF. Let L be a language
over Σ and G = (V,E, γ, λ) be a directed multigraph, whose arcs are labeled over Σ. Then a pair
(x, y) of nodes of V S-satisfies the language L if and only if one of the following conditions holds:
- ε ∈ L and x = y; or
- there is a word w of L, a path P from x to y, and a substitution σ over Σ such that λ(P ) =
σ(w) (where σ(a1 · . . . · ak) = σ(a1) · . . . · σ(ak)). We also say that the path P S-satisfies L.
3.2.3 Regular expressions as queries
Let G be an RDF graph, and R be a regular expression over U ∪ B. An answer to R in G is a triple
(x, y, µ) (where x et y are two nodes and µ is a map) such that there exists a path P from x to y and
a word w ∈ L∗(R) with λ(P ) = µ(w).
Example 6 Let us consider the RDF graph G of Fig. 5 as knowledge base, and the following regular
path expression R = ( ex :son|ex :daughter)+ · _ :b5. Intuitively, this query use paths from an
entity x to an entity y such that y is neighbor, by a predicate, to a descendant of x. The set of answers
of R is:
{( _ :c1, _ :c3, {( _ :b5, ex :son)})
( _ :c1, ex :Person1, {( _ :b5, ex :friend)})
( _ :c1, ex :Person2, {( _ :b5, ex :friend)})
( _ :c1, ex :Person3, {( _ :b5, ex :friend)})}
3.2.4 Path queries and language generators
Generally, the set of words composing a language is not given in extension, but is rather defined
intensionally by a grammar. Languages defined by type 1 grammars can be also defined by regular
expressions over an alphabet Σ.
Whatever the means used to define a language, we call a generator over Σ any object that can
be used to specify a language over Σ. If R is such a generator, we also note L∗(R) the language
specified by R (named language generated by R). This will allow us to define a general framework
for the generalization of RDF (cf. Section 4) without restricting ourself to a specified language
generators (e.g. regular expressions).
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The following definition is very useful for defining the language denoted by a generator over Σ
that contains blanks, i.e., B ⊆ B and B ⊆ Σ.
Definition 15 Let R be a generator over Σ, and σ be a map from Σ to Σ. If m = a1 · . . . · ak ∈ Σ∗,
we note σ(m) = σ(a1) · . . . · σ(ak), and σ(R) is the generator such that L∗(σ(R))= {σ(m) |m ∈
L∗(R)}.
When the generator R contains blanks (cf. regular expressions with blanks), then we search a
map from the blanks appearing in R to the arc labels along the path, i.e., an assignment to blanks. In
such case, we will be interested in the following problem.
R-PATH SATISFIABILITY
Instance: a directed labeled multigraph G, two nodes x, y of G, and a generator R ∈ R(Σ), where
Σ ⊇ V(G).
Question: Is there a map µ from Σ to term(G) such that the pair 〈x, y〉 satisfies L∗(µ(R))?
3.3 Discussion
We have presented in this section the SPARQL query language, which is based on RDF entailment.
We have also presented a general framework for path expressions. Though path expressions, e.g.
regular expressions, can easily capture information along paths in a graph (they are good for graph
traversals), they are not powerful enough as a query language for RDF and for processing requested
information. Furthermore, both approaches are orthogonal, i.e., there are some queries that can be
expressed by one approach and cannot be expressed by the other (cf. Example 1).
So we will extend SPARQL with path expressions, in particular, regular expression patterns.
Moreover, we will extend the graph patterns of SPARQL queries with regular expression patterns,
and call these patterns path RDF graphs or simply PRDF graphs. This will require extending RDF
syntax, semantics, and the inference mechanism used for SPARQL, i.e., RDF homomorphism, with
path semantics as we will see in the following section.
4 Path RDF graphs
This section presents PRDF, a general extension of RDF with path expressions. Though we use
regular expressions in the demonstration examples and in the extension of SPARQL (Section 5),
we prefer to present our definitions with abstract generators, since the soundness and completeness
result (Theorem 2) does not depend upon the language used for path queries. The PRDF language
extends GRDF naturally to allow using generated path expressions as labels for the arcs of GRDF
graphs. We present in Section 4.1 its abstract syntax, and its semantics in Section 4.2. In Section 4.3
we present an inference mechanism for querying GRDF with PRDF graphs.
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4.1 PRDF syntax
Since arcs in GRDF graphs are labeled by the elements of U ∪ B, path queries will be defined by
generators over Σ = U∪B. In what follows, we consider an abstract setR(U∪B) of such generators.
A particular case for this set is the set of regular expressions over U ∪ B.
We note PRDF[R] for the extension to the GRDF language with R, where R is the set of lan-
guage generators allowed to be used in the predicate position of PRDF[R] triples.
Definition 16 (PRDF graph) A PRDF[R] triple is an element of T × R(U ∪ B) × T . A PRDF[R]
graph is a set of PRDF[R] triples.
Note that all PRDF[R] graphs with atomic predicates are not necessarily RDF graphs. They can
be a generalization of RDF graphs with blanks as predicates, as called generalized RDF graphs [25].
However, A PRDF[R] graph with atomic predicates is a GRDF graph.
A PRDF[R] graph can be represented graphically in the same way as done in GRDF (but in that
case, the arcs can be labeled by elements ofR(U ∪ B)).
Notations Let R be a generator, u ∈ U(R) if u ∈ U and U is the smallest set such that R ∈
R(U ∪ B) (i.e., U(R) is the set of urirefs appearing in R). In the same way, b ∈ B(R) if b ∈ B and
B is the smallest set such that R ∈ R(U ∪B) (i.e., B(R) is the set of blanks appearing in R). Let G
be a PRDF[R] graph, pred(G) is the set of generators appeared as a predicate in a triple of G. Let
UB(R) = U(R) ∪ B(R), ∀R ∈ pred(G). Then term(G) = subj(G) ∪ UB(R) ∪ obj(G).
Example 7 Let us suppose that we wish to find among, the entities related to Faisal or the descen-
dants of Faisal, those which know Faisal. Let us suppose that we want to know their names and their
address email. This query can be expressed in PRDF[RE ] by the graph P as shown in Fig. 2.
4.2 PRDF Semantics: interpretations and models
Interpretations in the PRDF[R] language are defined in the same way as in Definition 2. However,
an interpretation has specific conditions to be a model for a PRDF[R] graph. These conditions are
the transposition of the classical path semantics within RDF semantics.
Definition 17 (Support of a generator) Let I = 〈IR, IP, IEXT , IS , IL〉 be an interpretation of a
vocabulary V , I ′ be an extension of I to B ⊆ B, and R ∈ R(V ∪ B). A pair 〈x, y〉 of (IR × IR)
supports R in I ′ if and only if one of the two following conditions is satisfied:
(i) the empty word ε ∈ L∗(R) and x = y;
(ii) there exists a word of length ≥ 1 w = w1 · . . . · wn where w ∈ L∗(R) and wi ∈ V ∪ B
(1 ≤ i ≤ n), and a sequence of resources of IR x = r0, . . . , rn = y such that 〈ri−1, ri〉 ∈
IEXT (I ′(wi)), 1 ≤ i ≤ n.
This definition is similar to the satisfiability of a generator by two nodes (Definition 13). In
such case, we verify if the pair of nodes 〈x, y〉 satisfies a generator R in a GRDF graph G by
searching a path x = x0
p1−→ x1
p2−→ . . . pn−→ xn = y from x to y, and a substitution σ such that
INRIA
PSPARQL Query Language 17
w = p1 · . . . · pn ∈ L∗(σ(R)). The same case is applied for the definition of support, we verify if
the pair of resources 〈x, y〉 support a generator R in an extension of an interpretation I ′ by searching
a path x = r0
p1−→ r1
p2−→ . . . pn−→ rn = y from x to y such that w = w1 · . . . · wn ∈ L∗(R),
I ′(wi) = pi ∈ IP , and 〈ri−1, ri〉 ∈ IEXT (pi). In particular, if R = u ∈ U , L∗(R) = {u} and
the condition (ii) becomes 〈x, y〉 ∈ IEXT (I ′(u)), which corresponds to the usual RDF semantic
condition.
We can see in Fig. 4 a path of resources starting with the resource associated to x and ending
with the resource associated to y such that each pair of resources 〈ri−1, ri〉 belongs to the extension
of a property I ′(wi) and these properties form a word w1 · · · · · wn that belongs to the language
generated by R.
x y
r0 r1 . . . rn
PRDF triple
∃w1 · . . . · wn ∈ L∗(R)
〈ri−1, ri〉 ∈ IEXT (I′(wi)), I′(wi) = pi, 1 ≤ i ≤ n
R
I′ I′
p1 p2 pn
Figure 4: Support of a generator.
This way, an interpretation is a model for a triple 〈s,R, o〉, if the two resources corresponding to
s and o, denoted by 〈I ′(s), I ′(o)〉 supports I ′(R).
Definition 18 (Model) Let G be a PRDF[R] graph, and I = 〈IR, IP, IEXT , IS , IL〉 be an in-
terpretation of a vocabulary V ⊇ V(G). I is a PRDF[R] model of G if and only if there exists an
extension I ′ of I to B(G) such that for every triple 〈s,R, o〉 ∈ G, 〈I ′(s), I ′(o)〉 supports R in I ′.
GRDF graphs are PRDF[R] graphs since the generators used to label the arcs of PRDF[R] graphs
can be reduced to atomic generators, i.e., urirefs and blanks.
Property 1 If G is a PRDF[R] graph with pred(G) ⊆ U ∪ B, i.e., G is a GRDF graph, and I be
an interpretation of a vocabulary V ⊇ V(G), then I is an RDF model of G (Definition 4) iff I is a
PRDF[R] model of G (Definition 18).
Proof. We prove both directions of the property.
(⇒) Suppose that I is a RDF model of G, then there exists an extension I ′ of I to B(G) such that
∀〈s, p, o〉 ∈ G, 〈I ′(s), I ′(o)〉 ∈ IEXT (I ′(p)) (Definition 4). Since pred(G) ⊆ U ∪B, 〈I ′(s), I ′(o)〉
supports p in I ′ (Definition 17)(with a word w = p), i.e., I is also a PRDF[R] model (Definition 18).
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(⇐) Suppose that I is a PRDF[R] model of G, then there exists an extension I ′ of I to B(G)
such that ∀〈s, p, o〉 ∈ G, 〈I ′(s), I ′(o)〉 supports p in I ′ (Definition 18). Since pred(G) ⊆ U ∪ B,
ε /∈ L∗(p). So there exists a word of length = 1 where w ∈ L∗(p), i.e., w = p, and a sequence
of resources of IR I ′(s) = r0, I ′(o) = r1 such that 〈r0, r1〉 ∈ IEXT (I ′(w)) (Definition 17). So
∀〈s, p, o〉 ∈ G, 〈I ′(s), I ′(o)〉 ∈ IEXT (I ′(p)) (by replacing r0 with I ′(s), r1 with I ′(o), and w with
p). So I is also an RDF model (Definition 4).
4.3 PRDF homomorphism
We want to find an inference mechanism that takes a PRDF[R] graph as a query and a GRDF graph
as a data graph. When using RDF homomorphism from a GRDF graph H into a GRDF graph G,
which depends deeply in the neighborhood of nodes of G, two nodes of H that are linked by a
predicate p must be mapped into nodes also linked by p in G (if p is not a blank, otherwise it can
be mapped to any predicate). However, this classical definition of the homomorphism defined for
GRDF graphs does not work with PRDF[R] graphs.
An inference mechanism that maps each two neighbor nodes linked by a generator R into nodes
linked by a path whose concatenation e1 · . . . · ek of labels belongs to the language generated by R,
i.e., e1 · . . . · ek ∈ L∗(R) is defined below.
Definition 19 (PRDF homomorphism) Let G be a GRDF graph, and H be a PRDF[R] graph.
A PRDF[R] homomorphism from H into G is a map π from term(H) into term(G) such that:
∀〈s,R, o〉 ∈ H , either
(i) the empty word ε ∈ L∗(R) and π(s) = π(o); or
(ii) ∃〈n0, p1, n1〉, . . . , 〈nk−1, pk, nk〉 in G such that n0 = π(s), nk = π(o), and p1 · . . . · pk ∈
L∗(π(R)).
Definition 19 is equivalent to ∀〈s,R, o〉 ∈ H , 〈π(s), π(o)〉 satisfies L∗(π(R)) in G (Defini-
tion 13). This means that we can reformulate the definition using Definition 13. If R is a regular
expression, then π(R) is the regular expression obtained by substituting π(x) to each atom x in R
(cf. Definition 15). Also (thanks to Definition 7), π(x) = x where x ∈ U : no mapping is needed in
that case.
Example 8 Fig. 5 represents a PRDF[RE ] homomorphism from the PRDF[RE ] graph P into the
RDF graph G. Let us note that the path satisfying the regular expression of P is one of those given
in Example 6.
What remains is to prove that the PRDF[R] homomorphism is sound and complete w.r.t. our
extension of RDF semantics. We have proven Theorem 2 via a transformation to hypergraphs fol-
lowing the proof framework in [7]. Since this requires a long introduction to hypergraphs, we prefer
here to give a simple direct proof to Theorem 2.
Theorem 2 Let G be a GRDF graph, and H be a PRDF[R] graph. Then there is a PRDF[R]
homomorphism from H into G iff G |=PRDF [R] H .
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Figure 5: A PRDF[R] homomorphism from a PRDF[R] graph to a GRDF graph.
Proof. We prove both directions of the theorem.
(⇒) Suppose that there exists a PRDF[R] homomorphism from H into G, π : term(H) →
term(G). We want to prove that G |=PRDF [R] H , i.e., every model of G is a model of H . Let us
consider the interpretation I of a vocabulary V .
If I is a model of G, then there exists an extension I ′ of I to B(G) such that ∀〈s, p, o〉 ∈ G,
〈I ′(s), I ′(o)〉 ∈ IEXT (I ′(p)) (Definition 4). We want to prove that I is also a model of H , i.e., that
there exists an extension I ′′ of I to B(H) such that ∀〈s,R, o〉 ∈ H , 〈I ′′(s), I ′′(o)〉 supports R in I ′′.
Let us define the map I ′′ = (I ′ ◦ π), and show that I ′′ verifies the following properties:
1. I is an interpretation of V(H).
2. I ′′ is an extension to blanks of H , i.e., ∀x ∈ V(H), I ′′(x) = I(x) (Definition 3).
3. I ′′ satisfies the conditions of PRDF[R] models (Definition 18), i.e., for every triple 〈s,R, o〉
∈ H , the two resources 〈I ′′(s), I ′′(o)〉 supports R in I ′′.
1. Since each term x ∈ V(H) is mapped by π to a term x ∈ V(G) and I interprets all x ∈ V(G),
I interprets all x ∈ V(H).
2. ∀x ∈ V(H), I ′′(x) = (I ′ ◦ π)(x) (definition of I ′′). I ′′(x) = I ′(x) (since π(x) = x by
Definition 19). Hence, I ′′(x) = I(x) (Definition 3).
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3. It remains to prove that for every triple 〈s,R, o〉 ∈ H , the two resources 〈I ′′(π(s)), I ′′(π(o))〉
supports R in I ′′ (by Definition 17):
(i) If the empty word ε ∈ L∗(R) and π(s) = π(o) = y (y ∈ term(G), Definition 19),
then I ′′(s) = (I ′ ◦ π)(s) = I ′(y), and I ′′(o) = (I ′ ◦ π)(o) = I ′(y). So I ′′(s) = I ′′(o)
= I ′(y). Hence, 〈I ′′(s), I ′′(o)〉 supports R in I ′′ (Definition 18).
(ii) If ∃〈n0, p1, n1〉, . . . , 〈nk−1, pk, nk〉 in G such that n0 = π(s), nk = π(o), and p1 · . . . ·
pk ∈ L∗(π(R)) (cf. Definition 19). It follows that 〈I ′(π(s)), I ′(n1)〉 ∈ IEXT (I ′(p1)),
. . ., 〈I ′(nk−1), I ′(π(o))〉 ∈ IEXT (I ′ (pk)) (Definition 4). So the two resources given
by 〈I ′(π(s)), I ′(π(o))〉 supports π(R) in I ′. 〈I ′(π(s)), I ′(π(o))〉 supports π(R) in I ′′
(since I ′′ = (I ′ ◦ π), we have ∀x ∈ term(H), I ′′(x) = I ′(π(x)) and π(x) ∈ term(G).
Moreover, we can choose every blank b appearing in H to be interpreted by the resource
of π(b)). Hence, 〈I ′′(s), I ′′(o)〉 supports R in I ′′ (since for every word w ∈ π(R), w ∈
R).
(⇐) Suppose that G |=PRDF [R] H . We want prove that there is a PRDF[R] homomorphism
from H into G. Every model of G is also a model of H . In particular, the isomorphic model
ISO = 〈IR,IP ,IEXT , IS , IL〉 of G, where there exists a bijection ι between term(G) and IR (cf.
Lemma 1). ι is an extension of ISO to B(G) such that ∀〈s, p, o〉 ∈ G, 〈ι(s), ι(o)〉 ∈ IEXT (ι(p))
(Definition 4). Since ISO is a model of H , there exists an extension I ′ of ISO to B(H) such that
∀〈s,R, o〉, 〈I ′(s), I ′(o)〉 supports R in I ′ (Definition 18). Let us consider the function π = (ι−1◦I ′).
To prove that π is a PRDF[R] homomorphism from H into G, we must prove that:
1. π is a map from term(H) into term(G);
2. ∀x ∈ V(H), π(x) = x;
3. ∀〈s,R, o〉 ∈ H , either
(i) the empty word ε ∈ L∗(R) and π(s) = π(o); or
(ii) ∃〈n0, p1, n1〉, . . . , 〈nk−1, pk, nk〉 in G such that n0 = π(s), nk = π(o), and p1 ·. . .·pk ∈
L∗(π(R)).
1. Since I ′ is a map from term(H) into IR and ι−1 is a map from IR into term(G), π =
(ι−1 ◦ I ′) is clearly a map from term(H) into term(G) (term(H) I
′
−→ IR ι
−1
−→ term(G)).
2. ∀x ∈ V(H), I ′(x) = ι(x) (Definition 3 and Lemma 1). ∀x ∈ V(H), (ι−1 ◦ I ′)(x) =
(ι−1 ◦ ι)(x) = x.
(3i) If ε ∈ L∗(R) and I ′(s) = I ′(o) = r ∈ IR (Definition 17), then π(s) = (ι−1◦I ′)(s) = ι−1(r),
and π(o) = (ι−1 ◦ I ′)(o) = ι−1(r). So π(s) =π(o)= ι−1(r).
(3ii) If there exists a word of length ≥ 1 w = a1·. . .·an where w ∈ L∗(R) and ai ∈ V∪B(G) (1 ≤
i ≤ k), and there exists a sequence of resources of IR I ′(s) = r0, . . . , rk = I ′(o) such that
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〈ri−1, ri〉 ∈ IEXT (I ′(ai)), 1 ≤ i ≤ k (Definition 17). It follows that 〈ni−1, pi, ni〉 ∈ G with
ni = ι−1(ri), and pi = (ι−1 ◦ I ′)(ai) (construction of ISO(G), Lemma 1). So (ι−1 ◦ I ′)(s)
= ι−1(r0) = n0, (ι−1 ◦ I ′)(o) = ι−1(rk) = nk, and p1 · . . . · pk ∈ L∗((ι−1 ◦ I ′)(R)).
This result shows that, as for RDF, there is an equivalence between PRDF[R] homomorphisms
and entailment of a PRDF[R] graph by a GRDF graph. So, testing the entailment of between
PRDF[R] graphs, can be reduced to the PRDF[R] HOMOMORPHISM problem:
PRDF[R] HOMOMORPHISM
Instance: a PRDF[R] graph H and a GRDF graph G.
Question: Does G entails H , i.e., is there a PRDF[R] homomorphism from H into G?
This definition is parameterized by the language generatorR and subject to its satisfaction check-
ing. The problem is at least NP-hard, since it contains RDF HOMOMORPHISM which is equivalent
to SIMPLE RDF ENTAILMENT, an NP-complete problem. Moreover, any solution can be checked
by checking as many times as there is edges in the query an instance of the R-PATH SATISFIA-
BILITY problem. Hence, if R-PATH SATISFIABILITY is in NP then PRDF[R] HOMOMORPHISM is
NP-complete.
Section 5 presents an instantiation of this framework used to define an extension of the SPARQL
query language with regular expression paths. In Section 6 we will present algorithms enumerat-
ing the answers of such queries, i.e., for enumerating all PRDF[R] homomorphisms from a given
PRDF[RE ] graph H into a GRDF graph G, where RE is the set of regular expressions defined in
Section 3.2.
5 The PSPARQL query language
We have defined, in the previous section, the syntax and the semantics of PRDF[R], where R is
the set of generators that can be used in the predicate position of PRDF graphs. The PSPARQL
query language is built ontop of PRDF[RE ], i.e., PRDF with regular expression patterns in the same
way that SPARQL is built on top of RDF. Section 5.1 presents the syntax of PSPARQL. Section 5.2
defines the answer to a given PSPARQL query based on the definition of [31], as well as an evalu-
ation algorithm. Finally, Section 5.3 presents the complexity study of evaluating PSPARQL graph
patterns.
5.1 PSPARQL syntax
SPARQL considers GRDF graphs as basic graph patterns for querying RDF graphs (cf. Section 3.1).
In PSPARQL, we will use PRDF[RE ] graphs as basic graph patterns, where RE denotes a set of
regular expression patterns, i.e., regular expressions with blanks constructed over the set of urirefs
and the set of blanks, i.e.,RE(U ∪ B).
Definition 20 (PSPARQL graph patterns) A PSPARQL graph pattern is defined inductively in the
following way:
• every PRDF[RE ] graph is a PSPARQL graph pattern;
RR n° 6191
22 Faisal Alkhateeb
• if P1, P2 are PSPARQL graph patterns and R is a SPARQL constraint, then (P1 AND P2), (P1
UNION P2), (P1 OPT P2), and (P1 FILTER R) are PSPARQL graph patterns.
PSPARQL query: A PSPARQL query is of the form SELECT ~B FROM u WHERE P . The only
difference with a SPARQL query is that, this time, P is a PSPARQL graph pattern.
The use of variables (i.e., blanks) in the regular expressions is intended to be a generalization of
the use of variables (i.e., blanks) as predicates in the basic graph patterns of SPARQL.
Our use of variables (i.e., blanks) in regular expressions is different from the use of variables
in Unix ("regular expressions with back referencing" in [2]). Here a blank appearing in a regular
expression matches any symbol of the alphabet, while a blank in regular expressions with back
referencing can match strings. Matching strings with regular expression with back referencing is
shown to be NP-complete [2].
If the regular expression includes a blank with closure operator (e.g. ?X+), then the blank
matches the repeated occurrences of the same symbol. The language denoted by a regular expression
pattern R is defined using a map from the blanks of R to some set of alphabet (cf. Definition 15).
As PSPARQL introduces PRDF[RE ] graph, we give in Table 1 the necessary modifications to
SPARQL grammar [33] in the EBNF specification. Where the production rule [22’] replaces [22]
in SPARQL, and all other rules are added to SPARQL grammar to have a complete grammar for
PSPARQL.
[22’] 〈BlockOfTriples〉 ::= 〈PathTriples1〉
| (‘.’ 〈PathTriples1〉?)*
[30.1] 〈PathTriples1〉 ::= 〈V arOrTerm〉 〈PathPropLNE〉
| 〈PathTripleNode〉ă〈PathPropL〉
[31.1] 〈PathPropL〉 ::= 〈PathPropLNE〉?
[32.1] 〈PathPropLNE〉 ::= 〈PathV erb〉 〈PathObL〉 (‘;’ 〈PathPropL〉)?
[33.1] 〈PathObL〉 ::= 〈PathGraphNode〉 (‘,’ 〈PathObL〉)?
[34.1] 〈PathV erb〉 ::= 〈RegularExp〉
[35.1] 〈PathTripleNode〉 ::= 〈PathCollection〉
| 〈PathBNodePropL〉
[36.1] 〈PathBNodePropL〉 ::= ‘[’ 〈PathPropLNE〉 ‘]’
[37.1] 〈PathCollection〉 ::= ‘(’ 〈PathGraphNode〉+ ‘)’
[38.1] 〈PathGraphNode〉 ::= 〈V arOrTerm〉
| 〈PathTripleNode〉
[39.1] 〈RegularExp〉 ::= 〈Rexp〉 ((‘|’ | ‘·’) 〈Rexp〉)*
[39.2] 〈Rexp〉 ::= (‘+’ | ‘*’)? 〈Atom〉
[39.3] 〈Atom〉 ::= ‘!’ 〈IRIref〉
| 〈V arOrIRIref〉
| ‘(’ 〈RegularExp〉 ‘)’
Table 1: PSPARQL graph pattern grammar.
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5.2 Evaluating PSPARQL queries
As in the case of RDF/GRDF, the answer to a query reduced to a PRDF graph is also given by a map.
The definition of a answer to a PSPARQL query will be thus identical to that given for SPARQL (but
will use PRDF homomorphisms).
Let P be a PSPARQL graph pattern and G be an RDF graph. The set S(P,G) of answers of P
in G is defined inductively in the following way:
• if P is a PRDF[RE ] graph, S(P,G) = {µ | µ is a PRDF homomorphism from P into G};
• if P = (P1 AND P2), S(P,G) = S(P1, G) on S(P2, G);
• if P = (P1 UNION P2), S(P,G) = S(P1, G) ∪ S(P2, G);
• if P = (P1 OPT P2), S(P,G) = (S(P1, G) on S(P2, G)) ∪ (S(P1, G) \ S(P2, G)).
• if P = (P1 FILTER R), S(P,G) = {µ ∈ S(P1, G) | µ(R) = >}.
Let Q =SELECT ~B FROM u WHERE P be a PSPARQL query. Let G be the RDF graph appearing
in the URL u, and Ω the set of answers of P in G. Then the answers of the query Q are the
homomorphisms of elements of Ω to ~B, i.e., for each PRDFc homomorphism π of Ω, the answer of
Q associated to π is {(x, y) | x ∈ ~B and y = π(x) if π(x) is defined, otherwise null}.
5.3 Complexity of evaluating PSPARQL graph patterns
PSPARQL queries can be evaluated in the same way as SPARQL queries (cf. Section 3.1). How-
ever, in PSPARQL we calculate the set of PRDF[RE ] homomorphisms instead of computing RDF
homomorphisms. As mentioned in Section 4.3, the complexity of the PRDF[RE ] HOMOMORPHISM
problem depends on the complexity ofRE-PATH SATISFIABILITY. So, we study its complexity.
Lemma 2 RE-PATH SATISFIABILITY, in which Σ ⊆ U (R ∈ RE is a regular expression that does
not contain blanks) is in NLOGSPACE in G and R.
Proof. We can view G as a non-deterministic finite automaton, NDFA, with initial state x and
final state y (G can be transformed to an equivalent NDFA in NLOGSPACE). Constructing M , a
NDFA accepting L∗(R) (the language generated by R) can be done in NLOGSPACE. Constructing
the product automaton A, that is, the intersection of G and M , can be done in NLOGSPACE. Now,
checking if there is a directed path from x to y is equivalent to checking whether L∗(A) is not empty,
and the latter can be done in NLOGSPACE in A [4, 27] (with the fact that the class of LOGSPACE
transformations is closed under compositions [9]).
Lemma 3 RE-PATH SATISFIABILITY, in which Σ ⊆ (U ∪ B), is in NP.
Proof. RE-PATH SATISFIABILITY is in NP, since each blank in the regular expression R can
be mapped (assigned) to p terms, where p denotes the number of terms appearing as predicates in
G. If the number of blanks in R is x, then there are (px) possible assignments (mappings) in all.
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Once an assignment of terms to blanks is fixed, the problem is reduced toRE-PATH SATISFIABILITY
(Σ ⊆ U), which is in NLOGSPACE.
It follows that a non-deterministic algorithm needs to guess a map µ and a path p = (u1, . . . , uk)
from the node x to the node y, and check in polynomial time if label(u1)·. . .·label(uk) ∈ L∗(µ(R)),
that is, the pair 〈x, y〉 satisfies L∗(µ(R)).
From the above results, we can conclude that adding blanks to regular expressions may affect
the complexity of query evaluation. However, in the case of PSPARQL (or SPARQL), the size
of the graph patterns of a given query is considerably smaller than the size of the data graph. In
particular, the number of blanks in each regular expression of the graph pattern is very small and
can be assumed to be fixed. With this assumption, the data-complexity [35], which is defined as the
complexity of query evaluation for a fixed query, is considered.
Corollary 1 PRDF[RE ] HOMOMORPHISM is NP-complete.
If the entailed graph, i.e., the query, is ground then PRDF[RE ] HOMOMORPHISM problem is in
NLOGSPACE. In consequence, PRDF[RE ] entailment can be decided in polynomial time.
Theorem 3 Let G be a GRDF graph and H be a ground PRDF[RE ] graph. Deciding whether
G |=PRDF H can be done in NLOGSPACE.
Proof. If H is ground, for each node x in H , π(x) is determined in G. Then it remains to verify
independently, for each triple 〈s,R, o〉 in H , if 〈π(s), π(o)〉 satisfies π(R) = R. Since each of these
operations corresponds to the case of RE-PATH SATISFIABILITY, in which Σ ⊆ U , the complexity
of each of them is NLOGSPACE (see Lemma 2) (Since H is ground, R does not contain blanks).
Hence, the total time is also NLOGSPACE.
6 Answering PSPARQL queries: algorithms for PRDF homo-
morphism
To answer a PSPARQL query Q involving PRDF[RE ] graphs as basic graph patterns, mandates to
enumerate all PRDF[RE ] homomorphisms from the graph pattern(s) of Q into the data RDF graph
of Q. So, we are interested in an algorithm that, given a PRDF[RE ] graph H and an RDF graph G,
answers the following problems:
1. Is there a PRDF[RE ] homomorphism from H into G?
2. Exhibit, if it exists, a PRDF[RE ] homomorphism from H into G (PRDF[RE ] HOMOMOR-
PHISM).
3. Enumerate all PRDF[RE ] homomorphisms from H into G (PRDF[RE ] HOMOMORPHISMS).
In Section 6.1, we first present an algorithm, called reach [26], that calculates the set of all
pairs of nodes in an RDF graph satisfying a regular expression pattern. In Section 6.2, we present
an algorithm that uses the reach algorithm for calculating all PRDF[RE ] homomorphisms from a
PRDF[RE ] graph H into an RDF graph G.
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6.1 Matching regular expression patterns
We are interested here in an algorithm which, given an RDF graph and a regular expression pattern
R, calculates the set of triples 〈s, o, µ〉 such that the pair of nodes 〈s, o〉 of G satisfying µ(R) in G
under each possible map µ. We call this set the satisfiability set, noted SAT(R,G).
Algorithm 1: reach(G, R, v0, s0)
Data: An RDF graph G, a regular expression, a start node v0 in G, and a partial map µp.
Result: The set of triples 〈v0, o, µ〉 s.t. the pair 〈v0, o〉 satisfies E with a map µ′ in G,
µ(y) = o, µ′, µp are compatible, and µ′ ← (µ⊕ µp).
begin
Let Aφ = 〈S, s0, δ, F, C〉 be the NDFAφ of E;
R← {};
W ← {};
S(G)← {};
for 〈s0, tl, s〉 ∈ Aφ do
for 〈v0, el, v〉 ∈ G do
if match(tl, el, µp) then
µ← {〈tl, el〉};
µ′ = (µ⊕ µp);
W ←W ∪ {〈v, s, µ′〉};
while (exists 〈v, s, µ〉 ∈W ) do
R← R ∪ {〈v, s, µ〉}; W ←W − {〈v, s, µ〉};
for 〈s, tl, s1〉 ∈ Aφ do
for 〈v, el, v1〉 ∈ G do
if match(tl, el, µ) then
µ1 ← {〈tl, el〉}; µ2 ← (µ⊕ µ1);
if (〈v1, s1, µ2〉 /∈ R) then
W ←W ∪ {〈v1, s1, µ2〉};
if s ∈ F then
S(G)← S(G) ∪ {〈v0, v, µ〉};
return S(G);
end
Consider the existential query problem [18, 26]: given a directed labeled multigraph G, a node
v0, a regular expression pattern R, the initial state s0 of the NDFA (non-deterministic finite automa-
ton) accepting L∗(R), and a set of final states F of NDFA, compute all triples 〈v0, v, µ〉 such that
there is some path from v0 to node v that matches some path from s0 to some state in F under map
µ. Where a path P1 = (u1, . . . , uk) matches a path P2 = (v1, . . . , vk) under a map µ if label(ui)
matches label(vi) under map µ, ∀1 ≤ i ≤ k.
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We reuse the definition of matching two regular expression found in [26].
Matching. Let R1 be a ground regular expression, i.e., R1 does not contain blanks, and R2
be a regular expression pattern. Then we say that R2 matches R1 under the mapping µ, noted
match(R2, R1, µ), if one of the following conditions hold: (1) R1 = µ(R2); (2) R2 = #; (3) R2 =
!R3, and recursively, R1 does not match R3; (4) R1(e1, . . . , ek), R2(a1, . . . , ak), and recursively ei
matches ai, ∀1 ≤ i ≤ k, where ei, ai are the atomic elements of R1, R2, respectively. For example,
the regular expression pattern (?Z·?Y ) matches the ground regular expression (ex:train·ex:plane)
with the mapping {〈?Z, ex : train〉, 〈?Y, ex : plane〉}.
Let reach(G, R, v0, s0), called the reach set, be the set of triples 〈v, s, µ〉 such that some path
from v0 to node v matches some path from s0 to some state in F under mapping µ. We present
Algorithm 1 [26] that computes matching information for reachable nodes.
{〈v0, v, µ〉 | ∃s ∈ F : 〈v, s, µ〉 ∈ reach(G, R, v0, s0)}
Property 2 Let G be a directed labeled multigraph, R be a regular expression pattern, A be a NDFA
accepting L∗(R) with the set of final state F , and v0, v be two nodes of G. Then 〈v0, v〉 satisfies
L∗(µ(R)) in G under a map µ iff ∃s ∈ F such that 〈v, s, µ〉 ∈ reach(G, R, v0, s0)}.
In Algorithm 1, we use a non deterministic finite automate, denoted by NDFA. To construct a
NDFA that generates an equivalent language to a given regular expression, we use the same way
described in [3].
6.2 Calculating PRDF homomorphisms
The reach(G, R, s, µ) algorithm is used by the algorithm Evaluate (Algorithm 2), which, given
an RDF graph G and a PRDFc triple (x, R, y), calculates the set of maps µ such that 〈µ(x), µ(y)〉
satisfies R in G with the map µ (it is said that µ satisfy (x,R, y) in G).
The result of the algorithm Evaluate are called to calculate the PRDFc homomorphisms of a
PRDFc graph P into an RDF graph G by successive joints in the algorithm Eval (Algorithm 3),
whose initial call will be Eval(P,G, {µ∅}), where µ∅ is the map with the empty domain.
The algorithms that we currently use to calculate the answers to a PSPARQL query (or SPARQL)
are not optimized yet.
- Semantic consequence RDF is calculated by an homomorphism of graphs, using a basic ver-
sion of backtrack. We intend to use optimizations resulting from the constraints networks,
following the work conducted in [8, 7].
Semantic consequence RDF/PRDF is not yet really related to the preceding backtrack (for
example, it is a breadth exploration and not a depth of the backtrack tree). It makes call for the
search for paths using algorithms which are not will adapted to our problem. A total rewriting
of these algorithms is currently studied, for better integration of the search for paths in the
backtrack.
- Regarding the negation in the regular expressions, we have implemented only atomic negation.
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Algorithm 2: Evaluate(t, G).
Data: An RDF graph G, a PRDFc triple t = (x, R, y).
Result: The set of maps µ satisfying t in G.
begin
if x ∈ V then
SG(t)← reach(G, R, x, ∅);
else
SG(t)←
⋃
s∈G reach(G, R, s, {〈x, s〉});
if y ∈ V then
SG(t)← {(s, y, µ) ∈ SG(t)}
else
SG(t)← {(s, o, µ′) | (s, o, µ) ∈ SG(t), (µ, (y ← o)) are compatibles, and
µ′ ← µ⊕ {(y ← o)}}
return {µ | (s, o, µ) ∈ SG(t)};
end
Algorithm 3: Eval(P,G, Ω).
Data: An RDF graph G, a set of maps, a PRDFc graph P .
Result: The set {µ | µ is a PRDFc homomorphism from P into G}.
begin
if P = {t} then
return Ω on Evaluate(t, G);
else
if P = (t ∪ P ′) then
return Eval({t}, G,Eval(P ′, G,Ω));
end
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7 Implementation and experiments
We have implemented in Java a PSPARQL query evaluator. It is provided with two parsers: one
for parsing PSPARQL queries based upon the syntax of PSPARQL4, and the second one for parsing
RDF graphs (documents) written in the Turtle language [10].
The algorithm follows a backtrack technique optimizing the algorithm presented before and its
evaluation of regular expression patterns generalizes those of [26].
This evaluator passed successfully all tests suggested by the W3C Data Access Working Group
for the specification of the SPARQL query language5.
In addition, the evaluator can parse PRDF[RE ] graphs and evaluate PSPARQL queries. It is
currently being thoroughly tested for performances and practical hard problem detection.
8 Related work: query languages for graphs
This work generalizes, and adapts to RDF, the work that had been carried out in the databases,
structured or semi-structured:
• G and its extension G+ for querying databases and limited to finding cycle-free paths (i.e.,
simple paths) [16, 17];
• Graphlog, a visual query language which is proven to be equivalent to linear Datalog in [14],
extends G+ by combining it with the Datalog notation.
• Lorel [1] and UnQL [12] for querying semi-structured data, and use regular expressions with
variables to find cycle-free paths;
The originality of our approach lies in the generalization of the languages mentioned above, and
its adaptation to RDF language the basic language of the Semantic Web.
We can find several algorithms for solving path queries starting from solving simpler path
queries: path queries without variables [17, 14], path queries involving uncorrelated paths [36],
parametric regular path queries [26], and universal regular path queries [18]. The author of [36, 34]
discusses variants of path problems, algorithms for path queries, and their time complexities.
9 Conclusion and futur work
Two approaches can be used for querying RDF graphs. The one used by SPARQL [33] uses the
semantic consequence. The second approach is based on the structure of the graph [27, 17]. Both
approaches are orthogonal, i.e., there are some queries that can be expressed in one approach and
cannot be expressed in the other.
4<http://psparql.inrialpes.fr/>
5<http://www.w3.org/2001/sw/DataAccess/tests/>
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The goal of this report is to add regular expression patterns to SPARQL queries. In order to
achieve this goal, we have provided an extension of generalized RDF graphs, called PRDF, in which
predicates are replaced by terms in a language identified by its generator. We provided the syntax
and semantics of PRDF and proved the validity of the homomorphism approach in this context.
We have defined PSPARQL as an extension of SPARQL which uses PRDF graphs as graph
patterns. We have provided a sound and complete inference mechanism for querying RDF graphs
with PSPARQL queries. Answering PSPARQL basic graph pattern query, i.e., evaluating PRDF
graphs over RDF graphs, is shown to be NP-complete. We provided two algorithms for PSPARQL
query evaluation. A PSPARQL query engine has been implemented and experimented.
As it extends SPARQL with path expressions, PSPARQL provides more expressive power than
SPARQL as it can capture information between nodes connected with complex paths and relate
them. Our use of blanks in regular expressions was indeed intended to be a generalization of the
use of blanks as predicates in SPARQL. Extension of RDF to RDFS (RDF Schema), which allows,
for example, to order the classes by inclusion, does not change the computational properties of
the PSPARQL query language: the semantic consequence in RDFS is reduced polynomially to the
semantic consequence in RDF [23].
We plan to apply some optimization techniques to PSPARQL as Forward checking and Back-
jump, and compare the PSPARQL with other path languages (e.g., G, G+ [17], and GraphLog [14]
used in database community).
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