Abstract. Consider a semisimple connected Lie group G with an affine symmetric space X . We study abstractly the intertwining operators from the discrete series of X into representations with reproducing kernel and, in particular, into the discrete series of G ; each such is given by a convolution with an analytic function. For X of Hermitian type, we consider the holomorphic discrete series of X and here derive very explicit formulas for the intertwining operators. As a corollary we get a multiplicity one result for the series in question.
Introduction
The purpose of this work is twofold. The first is to study abstractly the intertwining operators between discrete series representations of an affine symmetric space X and discrete series of the corresponding semisimple group. The second is to obtain very explicit formulas for certain discrete representations on X, in effect giving the analogue of Harish-Chandra's original construction of the holomorphic discrete series in the group case. Not surprisingly, these two problems are highly connected. Thus Theorem 5.4 below gives the formula for the lowest /C-type (the Flensted-Jensen function) on X, whereas in Theorem 7.3 essentially the same function gives the intertwining operator. Much of our analysis builds on the framework in [14] , but otherwise we have tried to make the paper reasonably self-contained. This is, in particular, the case in §1, §2, and §4, where we abstract the properties of our intertwining operators with an eye towards later applications.
We shall always let G be a connected, noncompact semisimple Lie group such that the associated Riemannian symmetric space is a bounded symmetric domain D c C" . The best known and most interesting discrete series representations of G are the holomorphic discrete series representations. As explained above, one of our aims in this paper is to generalize this construction to affine symmetric spaces of Hermitian type and relate those with other well-known representations.
In [14] we did this for the case of a holomorphic character of the universal covering of the complexification of a maximal compact subgroup. One of our main tools in that paper was the analysis of an intertwining operator into the holomorphic discrete series of G, and the fact that such an intertwining operator is determined by the reproducing kernel of the representation in its standard realization in the space of holomorphic functions on D. It turns out that this connection between the intertwining operators and the reproducing kernel only depends on the existence of a kernel. Hence this idea can be used to analyze other realizations of such representations, e.g. in L of an affine symmetric space X .
Many interesting representations of G can be realized in ^°°-vector bundle over a homogeneous G-space such that the representation has a reproducing kernel, e.g. the ladder representations, the analytic continuation of the holomorphic discrete series, and also-by a construction of Hotta, Wallach, and Wolf-the discrete series in general. In Gutkin [6] one finds a nice abstraction of these examples, namely the concept of elliptic representations. These are realized in the square-integrable kernel of an invariant elliptic operator on a homogeneous Hermitian vector bundle. We collect some simple facts concerning intertwining operators and reproducing kernels in the first section of this paper. By this we get a general formula for the reproducing kernel in term of the "lowest" .K-type, and an abstract proof of the fact used in [14] that the inverse of an intertwining operator of a reproducing representation, i.e. a representation with a reproducing kernel, into L (X), is given by a convolution with a AT-finite, analytic function. Another application of the ideas in § 1 is a simple proof in §2 of the reproducing property of the general discrete series in the realization of Hotta. As a corollary of this, we have that every intertwining operator of a discrete series representation of X into a discrete series representation of G is a convolution operator. Given such an imbedding U there exists an analytic function (p on X with values in the space of the lowest ./Y-type of it such that (assuming for simplicity that the center of G is finite)
and if it is integrable
where T is the inverse of U (see Theorems 3.2 and 4.2). It should be noted that in the literature such representations have been studied, e.g., by H. Schlichtkrull [17] by determining the Langlands-parameters of some of the representations in [4] . In [14] we found an explicit formula for 0 in the case of holomorphic line bundles over the symmetric space. In the general case we can only sayanalogously to the lowest K-type of the corresponding representation-that the function is given via the Flensted-Jensen-isomorphism and the Poisson transformation of a vector-valued distribution on the boundary of the dual noncompact Riemannian form Xr = G /K of X. But if X is of Hermitian type and the representation is holomorphic, we can give an explicit formula for cp. We turn to this case in the second part of this paper, § §5-7. First we associate to some Ktypes ô a vector-valued, A"-finite function <P(x) = ôy(y*(x))u on X* , the universal covering of X, such that the functions (<!>(•), v), v £\g, generate the lowest AT-type of an irreducible discrete series representation (Es,ils) of X . Here Sv is the contragredient of S , y (x) is determined by the Hc-component of x~ in the decomposition G c HCKCP+ , and v is Kc T-invariant.
By using our results from [14] about y , we also have a formula for O on a maximal flat submanifold B given by products of cosh-factors. We also use the definition of y and its relation with the Iwasawa-decomposition on the "dual"-group G to relate this with the functions of Flensted-Jensen in [3] . In §6 we then show that in the case X = (Gx G)/diagonal(G) = G our construction gives the holomorphic discrete series of the group. In the last section we then use the results of §1 and §3 to show that our representations are equivalent to the (analytic continuation of the) holomorphic discrete series of the group and that the intertwining operators also are determined by O. In particular we have a simple proof of the fact that those representations occur with multiplicity one in \}(X). It should be remarked here that there is also a construction with quite different methods of the holomorphic discrete series by Matsumoto in [11] . Furthermore those results also hold for G in the Harish-Chandra class. But as this excludes the case where G has infinite center and makes the notation more complicated as we have to take care of both the infinitesimal character and the lowest .K-type, we do not handle it here and leave it to the reader to make the necessary changes.
The main ideas of the first part of this paper first appeared in [15] , whereas the last part is taken from a lecture by the first author given at the University of Göttingen in the spring of 1988. The authors would like to thank the Department of Mathematics and Computer Science at the University of Odense and the Sonderforschungsbereich 170 in Göttingen for their support, thus making our joint work during the last year possible.
Representations with reproducing kernel
Let G be a locally compact, Hausdorff topological group and K a closed subgroup of G. By a representation of G we mean a continuous representation in a locally convex, complete, Hausdorff, topological vector space over C. To ensure that the contragredient representation defined below is also continuous we assume, furthermore, that the representation space is semireflexive. Let p be a finite-dimensional unitary representation of A" in V. Let E be a topological vector space of continuous functions / : G -> V, such that f(xk) = P{k~ )f(x), x £ G, k £ K, and let 7i be a representation of G in E given
where / denotes the usual left translation and m : G x G -► GL(V) is continuous. We will assume that evj : E -> V, / >-> /(l) is continuous and surjective. As ev^ = m(x~ , l)~ oevxon(x~ ) evx is continuous for all x £ G. Let x, y, z £ G and k £ K. As it is a representation of G, the following holds with m(x) := m(x, 1) : Proof. This follows immediately from (1.3) and the fact that it is a representation. D Let E* be the dual of E. As V is finite dimensional we can identify Hom(E, V) with E* <g> V via the pairing (f,<t>®v)E:=(f,<p)v, f£E, (7>€E\ v eV, where (•, •) is the usual pairing between E and E*. By this, ev^ corresponds to an element Jfx £ E* ® V such that f(x) = (f,Jfx)E, f£E, xeG.
We call 3Í the reproducing kernel of it. As usual, we define a representation itv on E* by itv(a) = 'it(a~ ). As E is assumed semireflexive, 7iv is continuous (see [24, p. 224] ). Furthermore (/, (?zv <8> \){a)T)E = (n(a~~x)f, T)E for all TeE*®V. Now (1.3) reads (1) <p¡ is nonzero and in E*(r5v).
(2)3ZX eE'((5v)®V and (it1 (k) ® \)3?x = (1 ® ô(k~x))3fx .
(3) Xx = EL, x"(x)<Pi ® m(x~x, iyxv¡.
In particular, if G is a semisimple Lie group, K is a maximal compact subgroup and E* is Z(%)-finite, then JteE*«V, where E^ is the space of analytic vectors of E*. Then jE : E -» E* is a conjugate-linear isomorphism. Thus E* is a space of functions from G into V* such that <j>(xk) -pv(k~ )(p(x) for all 4> £ E*, and ^ is identified with a function J:GxC^V'®V = End(V). As n is unitary it follows that nv(x)(jEg) = m(x, -)lxjEg, where m(x, y) = jvm(x,y)jv £ GL(V*).
Define H:G^GL(V*) by
Theorem 1.3. Let the notation be as above. Then For (3) we notice first that for /, g £ E, x £ G, and
actually a function on G/K and thus the integral makes sense. By our identification of E* with E (resp. V* with V) we get (f,jEg) = (f\g)E = ¡G/K(f(x) I g(x))vdp(xK) = fG/K(f(x), jv(g(x))) dp(xK). Thus
Jg/k = [ !E(X-xy)f(y)dp(yK). From now on G will stand for a noncompact connected semisimple Lie group with Lie algebra g0. In this paragraph we recall Hotta's construction of the discrete series ( [9] and [23] ) and prove that the evaluation map ev, is continuous (see also [23] and [6] ).
Let Q denote the complexification of 90. If (i0 ^s a subspace of g0 we identify the complexification f) of fj0 with the subspace of g generated by hQ . If t is an abelian Lie algebra, V a semisimple t module, and a e t*, then Va:={v eV \\/h£t:h-v = a(h)v} , A(V, t) := {a £ t* | a ¿ 0, Va ¿ 0}, and pif) = \ Ea6r(dim(^,))Q , 0 ^ T c A( K, t). Let ß be the Killing"form of g .
If t is a subspace of g such that B is nondegenerate on t, X £ t*, we define hx £ t by X(x) = B(x , hx), x £ t. For X, p £ t* let (X, p) := B(hA, hß).
Let û be a Cartan involution of G ; then û stands for the corresponding involution on g0, g, q*0, and g* too. Then g0 = i0 © p0 where t0 is the Lie algebra of K := G and p0 is the (-l)-eigenspace of û. Then 60 is the (+1)-eigenspace of r), and Z , the center of G, is contained in K. Let R := G/K, G° := G/Z, K° :-K/Z, and normalize measures such that compact groups have total measure one and
. Jg° Jz Let t be a Cartan subalgebra oft. We will always assume that t is also a Cartan subalgebra of g, i.e. rank(G) = rank(A"). Let T c K be the corresponding Cartan subgroup and X £ ii*Q regular. As p is ad(t)-stable, A := A(g, t), At := A(t, t), and A := A(p, t) are well-defined. Let A;:={aGA8|(A,a)>0}, A+:=AtnA;, A^^nA^.
We also define ps := p(A^), pt := p(A¡), and pp := ^(A^"). Assume that there is an irreducible representation 6k of K with highest weight pB(X) := X + p -2pt = X + pp -pt. Denote the representation space Sx by V^ or simply by V. We consider the associated homogeneous f°° vector bundle VA := G x^ V -► R over R. Let H2(X) be the subspace of L -sections, where
Q, the closure of the Casimir element Q £ Z(g), acts by ||A|| -\\p \\ , i.e. H2(Â) is the space of ^"^-functions of G into V such that
\\f\\£L2(R).
Then H2(A) is a Hilbert space with inner product given by
Jr Jg°G acts irreducibly and unitarily on H2(X) by left translation and the corresponding representation itx is unitary equivalent to the (relative) discrete series representation of G associated to the Blattner parameter pB(X) (see [9] and [23] ). is well-defined and pr is the continuous, orthogonal AMntertwining projection onto H2(X)(ôx). Now pr(/)(l)= jW)f{k-X)d{kZ)
Thus evj = (evj |H2(A)(f5/i))opr. As the multiplicity of ôx in H2(X) is one-ô, is the lowest A'-type of itx-we also have that evx \H2(X)(ôx) : H2(X)(ôx) -> V is a A"-equivariant, continuous isomorphism, and evj \H2(X)(ÔX) = 0. We have now proved By this theorem our results in § 1 can be applied to the discrete series representations. In particular, Theorem 1.3 can be used to write down the reproducing kernel. Notice that the dual of H2(A) is H2(-w*X) where w* is the unique element of the Weyl group of At such that w*A¡ = -A* .
3. The discrete series of X Let t be a nontrivial involution of G (and g0 , g, q*0, g*), commuting with û and let H be an open subgroup of GT. Then H is a closed subgroup of G. Let f)0 be the Lie algebra of H and q0 the (-l)-eigenspace of t. Then g = fj © q = Y)k © qk © \)p © qp, where the subscript k (resp. p) means the intersection with t (resp. p). Let X be the affine symmetric space G/H. We also define H° to be the connected component of (G°)T, and Xo := G°/H° .
From now on we assume that t is T-stable and that a := t n q is maximal abelian in q . Then the rank of X is the same as the rank of K/K n H and, by a theorem of Flensted-Jensen [3] , the relative discrete series of X is nonzero. For the construction and parametrization of the discrete series of X we refer the reader to [3, 5, 12, 19] and the references there. We will only remind the reader that those representations are parametrized by a subset A c ¡oj. We denote the corresponding representation space by Fx, X £ A. Let I be the centralizer of a in g and A := A(g, a), Ac := A(6, a), A(l) := A(l, t), and Ac(() := A(ik , t). Choose a positive ordering in ii*0 such that ia0 comes first and let the superscript + denote the corresponding positive system of roots. Let p := p(A+) and pc :-p(A*), and define for X £ a*, pF(X) := X + p -2pc. Then pF(X) = pB(X -p(A+(\)) + 2p(A+(\k))). The reader can find a list of the simple classical spaces satisfying Condition D in [17] , from which this definition is taken. Notice, also, that X satisfies Condition D if X is of Hermitian type (see Definition 5.1).
If X satisfies Condition D, then I = lk and p(\) = pc(l). Thus pF(X) = pB(X + p(l)) and X + p(l) is dominant regular, if (X, a) > \(p(l), a)\ for all aeA+.
In that case the discrete series representation in H2(A + /?(!))* exists and is equivalent to the representation of G in FA by [18] and [13] . Thus infinitely many of the representations Ex can be realized in the discrete series of G.
We will now assume that X £ z't^ is such that there is a unitary intertwining Proof. Everything except (4) follows from Lemma 1.4. By (2), 4>v(k~xx) = (4>(k~xx), v) = (Sx(k~x)(f)(x), u) = {(p(x), ôx(k)v) = <f>â^{k)l/(x). As <f>(x) is nonzero for some x £ X , we can find a v such that <\>v ^ 0. Thus v i-> cpv is a nonzero A"-map. As Sx is irreducible and its multiplicity in Ex is one, the theorem follows. D If A G z'Oq and X + p(l) is dominant and regular, then F¿ is generated by the Flensted-Jensen function y/x , which is H n A"-invariant, of type Sx+ ([), and 1^(1) = 1. By Theorem 3.2(4) there is a u £ V* such that (pu = y/x. As ipx is H n A"-invariant it follows that v is H n A"-invariant and that 4>(IH) is a nonzero H n A"-invariant vector in V. We collect this in 
The intertwining operator
In this section we will show that on the level of A'-finite functions, the intertwining operator T : H2(A) -> Ex is determined by the function y h-> <p(y~xx) if nx is integrable. Definition 4.1. Let it be a unitary irreducible representation of G. Then it is said to be integrable if x >-> \(n(x)u \ v)\ is integrable on G for u, v A'-finite.
According to [7] and [20] Let the notation be as in §3. In particular, T is a unitary intertwining operator from H2(A) into Ex c E^(X) with inverse U, and (p e sf(X, Sx, ^)n E~x ® V is such that U(f)(a) = f f(x)(p(a~xx)dxox . Then g° e LJ(X). Let p : l|(X) -+ EA be the orthogonal projection. Then, by using Fubini's theorem again, j g(x)(y(x) -Txf(x)) dx = (f\ t/¿?) -t/¿7))"2(/l) = 0.
Thus y(x) -Txf(x) for almost all x £ X. As both functions are continuous the claim follows. D
The holomorphic discrete series of X*
In the general case there is no explicit formula for the function <f> on X. The best one can say is that there is a vector-valued distribution F on the boundary of the noncompact Riemannian form Xr = G /K such that (p is given by the Poisson transform of F followed by the Flensted-Jensen isomorphism. Here G is a connected Lie group with Lie algebra g0 = h0jt © zr)0 © iqok ©q0 as usual (see [5] for notation). But if X is of Hermitian type and itx is a holomorphic discrete series representation, we can use this to give a formula analogous to our results in [14, Theorem 6.2] for the scalar holomorphic discrete series. In this section we give the general construction of the holomorphic discrete series of the universal covering X of X and relate those with the discrete series of Flensted-Jensen.
We assume from now on that G is contained in a simply-connected, complex Lie group Gc with the Lie algebra g. Let G denote the simply-connected covering of G and let K* := G#û, H* := G#T, Kc := Gfö, and Hc := G]. As G and Gc are simply-connected, all of those groups are connected, (this follows from [8, Theorem 8.2] ). Let Kc be the simply-connected covering of Kc. Then we may identify A" with the analytic subgroup of Kc corresponding to É0 . Denote the canonical covering maps G -* G, K -> K , Kc -* Kc in ail cases by k . Then k also defines a covering map X -> X, X := G /H , and X is simply-connected. With our usual notation, G a noncompact semisimple Lie group with Lie algebra g0 , t a nontrivial involution of G (and g0), and X = G/H with H an open subgroup of GT, we now define 5.1. Definition. The pair (g0, t)-or the space X-is said to be of Hermitian type, if the following holds:
( 1 ) There is no noncompact ideal in g0 contained in h0 .
(2) Let c be the centralizer of qk in q¿. ; then ¿(c) = q¿..
Notice that this is weaker than the definition in [14] , but the results of [14] still hold. In particular this is true for the structure theory in §1 and §2 of [14] . If X is of Hermitian type, then c is nonzero and contained in the center of t.
Furthermore 3 (c) = t and R is a bounded symmetric domain. In particular we can choose a and t such that tCoctct. Choose a basis hx, ... ,hr of z't0 such that the first p elements are a basis of z'c0 , the first q elements are a basis of z'a0 , and the rest are in z't0 n l0 . Our ordering is then the lexicographic ordering relative to this basis. If a e A, then ga is in t or p . Let 
U(t) = U(t)(&(n;U(t) + U(t)n+).
Let qs, qt, and q be the corresponding projection onto the first factor. If we need to emphasize the dependence on the choice of positive roots we will write tffl (A+(g, t) ), etc. Then q* = ql o qt. For X £ i* we define lx : S(t) -> S(t) by lx(h) = h -X(h). As w is cyclic and qt(z) £ Z(t), it follows that z<P = y (z)O.
That Q>v £ l^(X) follows from the next theorem, which relates our construction with that of Flensted-Jensen, but we will give an independent proof here. For that we define the Cayley-transform c := Ad(exp(-| ¿Z(x¡ -x¡))) and ctg := ¿2M.it j. Then c(tj) = y,, c(íüq) = b0, and \c~ )(A | z'ao)\0 = A(g0,b0).
Let A+(g0,b0) := '(c~x)(A+ | m")\0 and p° := />(A+ (g0, b0) ). Then p° = p o c~x . In particular p (v.) = p(t¡). We only have to show that Ow, v of weight X, is in L*(X). By Lemma 5.5, which follows below, X(tj) < -p(tj) -e (e > 0) for all ;'. Let b be as in (2) In this section we recall the construction of a part of the analytic continuation of the holomorphic discrete series (see [22] or [16] ) and use the results in §1 to determine the intertwining operators from the discrete series of X . In particular it will follow that the multiplicity of s¿ in "LAX ) is one (see also [5] and [2] ). We will always assume that 5 and p are as in §5; in particular, (p + p, a) < 0 for all cx£A+n. As y/(kH*) = Ö(k)y/(\H*) it follows that ip(\H*) =: w° is a nonzero Affixed vector in V. Define fl^v by using u , i.e. 0^(1// ) = u , and define <P(z, y) as above using this <t>sv . Then it follows that ip-h.z(lH*) = ®h.z(\H#c) = ô(k*(h))u°f or all h £ H . As D can be realized as a simply-connected open subset in H*/H*nK*, it follows from (7.3) that y/z(lH#) = <Dz(l//#) for all z e D.
Thus ^z = <Dz and U = T.
That those representations are equivalent can be seen from the parameters determining them. Another proof is to define Oz and T as above and then show that T \ H¿ (simply denoted by T) is a nonzero intertwining operator. is a unitary G -isomorphism (see [15, p. 23] ). In this realization, the formula for the intertwining operator is given by the function <bsv . Theorem 3.2 and 
