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Recently there has been significant interest in understanding the macroscopic quantum transport
in a many-body system of chiral fermions. A natural framework for describing such a system which
is generally out of equilibrium, is the transport equation for its phase space distribution function.
In this paper, we obtain a complete solution of the covariant chiral transport for massless fermions,
by starting from the general Wigner function formalism and carrying out a complete and consistent
semiclassical expansion up to Oˆ(~) order. In particular, we clarify certain subtle and confusing issues
surrounding the Lorentz non-invariance and frame dependence associated with the 3D chiral kinetic
theory. We prove that such frame dependence is uniquely and completely fixed by an unambiguous
definition of the Oˆ(~) correction to the distribution function in each reference frame.
PACS numbers: 05.20.Dd,05.60.Gg,12.38.Mh,25.75.-q
I. INTRODUCTION
The many-body physics of massless fermions has attracted significant interest in a wide range of communities, from
condensed matter physics to high energy heavy ion collisions. In particular, the microscopic quantum anomaly of
such chiral fermions can induce highly nontrivial macroscopic transport phenomena, such as the notable example
of Chiral Magnetic Effect [1–4] as well as the chiral vortical effect (CVE) [5–7]. These effects have been extensively
studied using various many-body theoretical tools [5, 8–19]. Enthusiastic efforts have also been made to experimentally
measure such anomalous chiral transport effects, both in the so-called Dirac or Weyl semimetals and in the so-called
quark-gluon plasma created via heavy ion collisions. For reviews on recent developments, see e.g. [20–24].
An important aspect of the many-body theory for anomalous chiral transport is to describe the out-of-equilibrium
situation. The natural framework is the kinetic theory based on transport equations for the phase space distribution
function of such a system. Different from usual classical kinetic theory [25], a proper description of the chiral fermions
must account for intrinsic quantum and relativistic effects. A lot of progress has been achieved lately to develop
such a chiral kinetic theory, see e.g. [26–40]. There also exist a lot of phenomenological interests and attempts to
study anomalous chiral transport in the out-of-equilibrium setting [41–50]. The transport theory of chiral fermions,
however, bears unusual subtlety and poses a number of challenges, particularly related to Lorentz invariance and frame
dependence. A resolution was developed in the 3D formulation of chiral kinetic theory [29, 30, 35], but the origin
of such issues remains cloudy. It is highly desirable to develop a transport theory of chiral fermions in a completely
covariant fashion and to identify the precise reason of these complications.
A natural approach is to derive the quantum transport equation for chiral fermions in the well-known Wigner
function formalism by a systematic semiclassical expansion in terms of ~ [51–56]. We shall adopt this approach in the
present paper. We will systematically derive the chiral transport equations for a general out-of-equilibrium system of
collision-less massless fermions, under external electromagnetic fields that are generally space-time dependent. The
start point is the Wigner function and the kinetic equation for Winger function and its 16 components, such as the
vector Vµ, axial vector Aµ, scarlar F , pseudoscalar P, antisymmetry tensor L µν . These 16 components would
be decoupled for chiral fermion system. We will focus on the set of equations for vector V µ and axial vector A µ
components. By carrying out the semi-classical expansion for all the operators and functions, one can then derive
a covariant set of chiral transport equations to ~ order. In particular, this detailed derivation will allow a clear
understanding, within a totally covariant framework, of the origin for the rather confusing Lorentz invariance and
frame dependence issues as well as the emergence of the Berry phase, Berry curvature and anomalous terms in the
3D formulation of chiral kinetic theory. In fact, we will prove that such frame dependence is uniquely and completely
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2fixed by an unambiguous definition of the Oˆ(~) correction to the distribution function in each reference frame.
The paper is organized as follows. In Sec. II, we briefly review the Wigner function formalism and the kinetic
equations for the 16 components of Wigner function. In Sec. III, these equations are decoupled and decompose to
two set of equations for the massless case and we focus on the semi-classical expansion for the chiral currents. With
the obtained constraint equations we construct the most general solutions and discuss the frame dependence issue.
In Sec. IV we present the covariant chiral transport equations as well as their 3D formulation. Finally we conclude
the paper in In Sec. V. An appendix is also included to particularly prove in great technical details the completeness
and uniqueness of the found Oˆ(~) solution to the constraint equations which is crucial for understanding the frame
dependence issue.
II. THE QUANTUM KINETIC EQUATIONS IN THE WIGNER FUNCTION FORMALISM
The bridge connecting quantum field theory to relativistic kinetic theory is the Wigner function[55, 57]. For the
Dirac field ψ with charge Q, the general gauge invariant Wigner operator is defined as
Wˆαβ(x, p) =
∫
d4y
(2π)4
e−
i
~
p·yψ¯β(x+)U(x+, x−)ψα(x−), (1)
where α and β are spinor indices. Also, the gauge link U between x± = x ± y/2 is introduced to ensure the gauge
invariance of the Wigner operator. It’s defined as
U(x+, x−) = Pe−
iQ
~
yµ
∫ 1
0
dsAµ(x−
y
2+sy), (2)
where the path-ordering operator P can be dropped for abelian Aµ fields. In this work, we keep the Planck constant
~ in various places to show quantum effect explicitly.
Then one can construct the Winger function, as the expectation value of the Wigner operator
Wαβ(x, p) =
〈
Wˆαβ(x, p)
〉
, (3)
where 〈· · ·〉 means the expectation over a given quantum state, or the average over an ensemble of quantum states.
In this work, we consider a collisionless system in a background electromagnetic field Aµ. In this case the Wigner
function satisfies the quantum kinetic equation [55](
/K−m)W (x, p) = 0 , (4)
where /K = γµKµ, Kµ = πµ +
1
2 i~▽µ, and
πµ = pµ − 1
2
Q~ j1
(
1
2
~△
)
Fµν∂pν , (5)
▽
µ = ∂µ −Qj0
(
1
2
~△
)
Fµν∂pν . (6)
Note that in the triangle operator △ = ∂x · ∂p, ∂x acts only on electromagnetic tensor Fµν = ∂µAν − ∂νAµ, while
∂p acts only on W (x, p). In addition, j0(x) = x
−1 sin(x) and j1(x) = x
−2 sin(x) − x−1 cos(x) are the spherical Bessel
functions which are generated by the y-integrations. In general combining with the Maxwell equation, the quantum
kinetic equation of Wigner function Eq.(4) is equivalent to the QED field theory.
In order to connect Eq.(4) with kinetic theory, one needs to obtain explicitly the equations of all elements of the
Wigner function, which is a 4 × 4 matrix. In order to do that, one can decompose the W (x, p) in terms of the 16
generators of the Clifford algebra, choosing the convention basis as follows:
Γa = I, γµ, iγ5, γµγ5, σµν ,
Γa = I, γµ, − iγ5, γ5γµ, σµν . (7)
In this basis, the Wigner function is expanded as
W =
1
4
(
F + iγ5P + γµVµ + γ
µγ5Aµ +
1
2
σµνLµν
)
, (8)
3where these sixteen components are given by
F (x, p) = trW (x, p),
P(x, p) = −itr[γ5W (x, p)],
Vµ(x, p) = tr[γµW (x, p)],
Aµ(x, p) = tr[γ5γµW (x, p)],
Lµν(x, p) = tr[σµνW (x, p)] = −Lνµ(x, p). (9)
Noting that the Wigner function satisfies hermiticity relations W †(x, p) = γ0W (x, p)γ0 in the same way as the Γa’s
(Γ†a = γ
0Γaγ
0), all these 16 components are real, and they behave as scalar, pseudo-scalar, vector, axial vector and
antisymmetric tensor, respectively, under Lorentz transformation. Each of these sixteen components is connected
with a corresponding physical quantity[51, 58]. Explicitly speaking the vector Vµ and axial vector Aµ can be used to
construct the current density Jµ, axial current density Jµ5 and energy-momentum tensor T
µν ,
Jµ(x) =
〈
ψ¯(x)γµψ(x)
〉
=
∫
d4p tr (γµW (x, p)) =
∫
d4pV µ(x, p),
Jµ5 (x) =
〈
ψ¯(x)γµγ5ψ(x)
〉
= −
∫
d4p tr
(
γ5γµW (x, p)
)
= −
∫
d4pA µ(x, p),
T µν(x) =
−i
2
〈
ψ¯(x)
[
γµDν+ − γνDµ]ψ(x)〉 = ∫ d4p pνtr (γµW (x, p)) = ∫ d4p pνV µ(x, p).
(10)
Now, we can derive the kinetic equations for these 16 coefficients explicitly. Substituting the decomposed Wigner
function Eq.(8) into Eq.(4), one obtains:
0 =
(
γµKµF + iγ
µγ5KµP + γ
µγνKµVν + γ
µγνγ5KµAν +
1
2
γµσνσKµLνσ
)
−m
(
F + iγ5P + γµVµ + γ
µγ5Aµ +
1
2
σµνLµν
)
. (11)
Next we will use the following properties of the γ matrices (with the metric convention gµν = diag(1,−1,−1,−1),
and the Levi-Civita anti-symmetric tensor ǫ0123 = −ǫ0123 = 1),
{γµ, γ5} = 0, {γµ, γν} = 2gµν , γµγν = gµν − iσµν ,
σµνγ5 =
i
2
ǫµνσρσσρ, γ
σσµν = gσµγν − gσνγµ + iǫµνσργργ5 ,
to cast terms with multiple γ matrices into Γa basis:
γµγνKµVν = KµV
µ − i
2
σµν (KµVν −KνVµ) ,
γµγνγ5KµAν = −i
(
iγ5
)
KµA
µ +
1
2
ǫµνσρσ
µνKσA ρ,
γµσνσKµLνσ = −2iγµKνLµν + ǫµνσργµγ5KνL σρ .
These relations allow us to simplify Eq.(11) as
I
(
KµV
µ −mF
)
+ iγ5
(
− iKµA ν −mP
)
+ γµ
(
KµF − iKνLµν −mVµ
)
+γµγ5
(
iKµP +
1
2
ǫµνσρK
νL σρ −mAµ
)
+
1
2
σµν
(
− i(KµVν −KνVµ) + ǫµνσρKσA ρ −mLµν
)
= 0. (12)
From the orthogonality of {Γa} basis, i.e. tr(ΓaΓb) = 4δab, one can prove that all “elements” of the above “matrix”
should be zero, i.e.
0 = KµV
µ −mF , (13)
0 = iKµA
µ +mP, (14)
0 = KµF − iKνLµν −mVµ, (15)
0 = iKµP +
1
2
ǫµνσρK
νL σρ −mAµ, (16)
0 = i (KµVν −KνVµ)− ǫµνσρKσA ρ +mLµν . (17)
4Furthermore, as Kµ = πµ+ 12 i~▽
µ is complex while all components of the Wigner function are real, one could further
separate the above equations with the real and imaginary parts. The real parts give
mF = πµVµ, (18)
2mP = ~▽µAµ, (19)
mVµ = πµF +
1
2
~▽
νLµν , (20)
2mAµ = −~▽µP + ǫµνσρπνL σρ, (21)
mLµν =
1
2
~ (▽µVν − ▽νVµ) + ǫµνσρπσA ρ, (22)
while the imaginary parts lead to
~▽
µVµ = 0, (23)
πµAµ = 0, (24)
1
2
~▽µF = π
νLµν , (25)
πµP = −1
4
~ǫµνσρ▽
νL σρ, (26)
πµVν − πνVµ = 1
2
~ǫµνσρ▽
σA ρ. (27)
The above results are the complete quantum kinetic equations [51–55], as shown in Eq.(18 - 27), in terms of the 16
components of the Wigner function which are coupled with each other. In the next section, we will focus on the
massless case to further simplify the kinetic equations.
III. CHIRAL TRANSPORT EQUATIONS AND THE GENERAL SOLUTIONS
In this section, we consider a system of chiral fermions with m = 0. In this case, the quantum kinetic equations in
Eq.(18 - 27) get partially decoupled. One can see explicitly that they are separated into two groups: a set of equations
describing the evolution of scalar F , pseudoscalar P and antisymmetry tensor L µν components
πµF +
1
2
~▽
νLµν = 0,
1
2
~▽µF − πνLµν = 0,
− ~▽µP + ǫµνρσπνL ρσ = 0,
πµP +
1
4
~ǫµνρσ▽
νL ρσ = 0,
(28)
and another set for vector Vµ and axial vector Aµ components:
πµVµ = 0, π
µAµ = 0,
~▽
µVµ = 0, ~▽
µAµ = 0,
~ǫµνρσ▽
ρV σ = 2(πµAν − πνAµ),
~ǫµνρσ▽
ρA σ = 2(πµVν − πνVµ).
(29)
Noting the specific patterns of vector (scalar) and axial-vector (pseudo-scalar) terms, one could further simplify the
above two sets of equations by introducing the “chiral basis”[34, 54] via
Tχ =
1
2
(F + χP),
S µνχ =
1
2
(
L µν + χ
1
2
ǫµνσρLσρ
)
,
J µχ =
1
2
(V µ − χA µ),
(30)
5where χ = ±1 corresponds to the chirality of massless fermion. In such chiral basis, Eq.(28) can be further decomposed,
in which the right-handed(RH) and left-handed(LH) components get decoupled:
πµTχ +
1
2
~▽
νS χµν = 0, (31)
πµS
µν
χ +
1
2
~▽
νTχ = 0 . (32)
Similarly Eq.(29) can be recast into RH and LH sectors:
~ǫµνρσ▽
ρJ σχ = −2χ(πµJ χν − πνJ χµ ), (33)
πµJ χµ = 0, (34)
▽
µJ χµ = 0. (35)
The decoupling of the RH and LH components in these equations reflects a basic property of massless fermions: for
the massless Dirac fermions, the RH and LH sectors can be completely separated in the Lagrangian.
As the main purpose of this paper is to study the chiral transport effects, we will focus on the equations for the
chiral components J µχ , namely the Eqs. (33-35) in the following. We note in passing that the chiral components J
µ
χ
can be directly related to the physical chiral currents:
Jµχ =
〈
ψ¯χγ
µγ5ψχ
〉
=
∫
d4pJ µχ =
1
2 (J
µ + χJµ5 ) . (36)
Here ψχ = Pχψ and ψ¯χ = ψ¯P−χ, with Pχ = (1 + χγ
5)/2 being the chirality projection operators.
A. Semi-classical expansion
We now derive the chiral kinetic equation, by starting from Eqs.(33-35) and utilizing the semi-classical expansion
method [55]. In order to do this, one needs to expand both operators and Wigner function components in the evolution
equations order by order in terms of ~. First of all, let’s expand the operators πµ and ▽µ in powers of ~, by using
the Taylor expansion of the spherical Bessel function j0 and j1 in terms of
1
2~△, with j0(x) = 1− x2/6 +O(x4) and
j1(x) = x/3− x3/30 +O(x5):
πµ = pµ − 1
2
Q~j1
(
1
2
~△
)
Fµν∂pν = p
µ − 1
12
Q~2△Fµν∂pν +O(~4),
▽
µ = ∂µ −Qj0
(
1
2
~△
)
Fµν∂pν = ∂
µ −QFµν∂pν +
1
24
Q~2△2Fµν∂pν +O(~4).
(37)
The truncation of this expansion series would be justified when 12~|∂xFµν · ∂pW (x, p)| ≪ |FµνW (x, p)|. In other
words, the electromagnetic field Fµν and Wigner function W (x, p) should vary smoothly enough in coordinate space
x and momentum space p, respectively[55, 59]. It should be emphasized that, starting from here through the rest of
this paper, we will use the notation ▽µ to represent its zeroth-order truncation, i.e. ▽µ → ∂µ −QFµν∂pν .
We next write down an expansion of J µχ also in powers of ~, i.e
Jχ,µ = J
(0)
χ,µ + ~J
(1)
χ,µ + ~
2J (2)χ,µ +O(~
3). (38)
By substituting the operators in Eq. (37) and chiral component in Eq. (38) into the Eqs. (33-35) , one obtains:
0 =
[
pµJ
(0)
χ,ν − pνJ (0)χ,µ
]
+ ~
[
ǫµνρσ▽
ρJ (0)σχ + 2χ(pµJ
(1)
χ,ν − pνJ (1)χ,µ)
]
+O(~2), (39)
0 =
[
pµJ (0)χ,µ
]
+ ~
[
pµJ (1)χ,µ
]
+O(~2), (40)
0 =
[
▽
µJ (0)χ,µ
]
+ ~
[
▽
µJ (1)χ,µ
]
+O(~2). (41)
Just as the strategy in perturbation theory, one can then match the terms in the above equations at each given order
of ~ and obtain an infinite series of equations order by order. In this paper we will only deal with the two leading
orders, i.e. the order ~0 equations and the order ~1 equations.
6Let us first examine the zeroth order equations:
0 = pµJ
(0)
χ,ν − pνJ (0)χ,µ, (42)
0 = pµJ (0)χ,µ, (43)
0 = ▽µJ (0)χ,µ. (44)
Eqs. (42) & (43) are the constraint conditions for the current J
(0)
χ,µ: the former requires that J
(0)
χ,µ must be parallel to
pµ, i.e. J
(0)
χ,µ = pµS(x, p) where S is certain arbitrary scalar function; the latter further demands that p
2S(x, p) = 0.
These conditions uniquely fix the general form of the zeroth order current to be the following:
J (0)µ,χ = pµf
(0)
χ δ(p
2), (45)
together with the classical on-shell condition as reflected in the delta-function. Apparently f
(0)
χ is the classical phase-
space distribution function, which can be further decomposed as:
f (0)χ (x, p) =
∑
ǫ=±1
θ(ǫp0)f (0)ǫχ (x, ǫp). (46)
where ǫ = ±1 corresponds to particle with positive/negative energy.
Finally, by substituting Eq.(45) into the evolution equation (44), one obtains the zeroth order transport equation,
δ(p2)pµ▽µf
(0)
χ = δ(p
2)pµ(∂µ −QFµν∂νp )f (0)χ = 0, (47)
which is the classical covariant Vlasov equation.
B. The ~-order constraint equations and general solutions
We now move on to examine the first order equations, as follows:
0 = ǫµνρσ▽
ρJ (0)σχ + 2χ(pµJ
(1)
χ,ν − pνJ (1)χ,µ), (48)
0 = pµJ (1)χ,µ, (49)
0 = ▽µJ (1)χ,µ. (50)
Here, Eq.(48) gives the connection between the zeroth and first order of Jµ. Noting that
▽
ρJ (0)σχ = −QF ρσf (0)χ δ(p2) + pσ
(
▽
ρf
(0)
χ
)
δ(p2)− 2QF ρλpλpσf (0)χ δ′(p2),
and using the Schouten identity
pµǫνρσλ + pνǫρσλµ + pρǫσλµν + pσǫλµνρ + pλǫµνρσ = 0, (51)
we obtain
ǫµνρσF
ρλpλp
σf (0)χ δ
′
(p2) = pµF˜νσp
σf (0)χ δ
′
(p2)− pνF˜µσpσf (0)χ δ
′
(p2) + p2F˜µνf
(0)
χ δ
′
(p2),
ǫµνρσ▽
ρJ (0)σχ = −2QF˜µνf (0)χ δ(p2) + ǫµνρσpσ
(
▽
ρf (0)χ
)
δ(p2)− 2QǫµνρσF ρλpλpσf (0)χ δ
′
(p2),
= ǫµνρσp
σ
(
▽
ρf (0)χ
)
δ(p2)− 2Q
(
pµF˜νσ − pν F˜µσ
)
pσf (0)χ δ
′
(p2).
Here δ
′
(p2) = dδ(p2)/dp2, and we have used the relation p2δ
′
(p2) = −δ(p2). Now Eq.(48) becomes:
ǫµνρσp
σ
(
▽
ρf (0)χ
)
δ(p2)− 2Q
(
pµF˜νσ − pνF˜µσ
)
pσf (0)χ δ
′
(p2) = −2χ(pµJ (1)ν,χ − pνJ (1)µ,χ). (52)
Contracting both sides of the above equation with pν and using Eq.(49), one can derive that
p2
(
QF˜µσp
σf (0)χ δ
′
(p2)− χJ (1)µ,χ
)
= 0. (53)
7hence the most general solution to the above constraint equation can be written as,
J (1)µ,χ = Hµδ(p
2) + χQF˜µνp
νf (0)χ δ
′
(p2). (54)
In the above, the Hµ is an arbitrary Lorentz vector. By using the second constraint Eq.(49), one arrives at:
pµHµδ(p
2) = 0. (55)
Due to the special nature of light-like momentum pµ = (|p|,p) (as mandated by the delta-function), there are three
categories of vectors that can satisfy the above equation: one parallel to pµ itself, the other two taking the form
(0,K) with the spatial component satisfying K · p = 0. Thus one can decompose Hµ into components that are
parallel/orthogonal to the momentum pµ respectively:
Hµ = pµf
(1)
χ +Kµ. (56)
Here, f
(1)
χ has the natural interpretation as the first-order correction to f
(0)
χ by comparing the above with the zeroth
order Eq.(45). To solve the orthogonal part K µ, one can substitute the representation of J
(1)
µ,χ into Eq.(52) and get
the following constraint equation for K µ
ǫµνρσp
σ
(
▽
ρf (0)χ
)
δ(p2) = −2χ(pµKν − pνKµ)δ(p2). (57)
The most general solution of Kµ can be expressed as
Kµ =
χ
2p · nǫµνλρp
νnλ
(
▽
ρf (0)χ
)
, (58)
where an arbitrary auxiliary time-like unit vector nµ (satisfying nµnµ = 1) has been introduced. It should be noted
that the above is the correct solution to the constraint equations even for spacetime dependent nµ(x). A detailed
proof of this solution is included in the Appendix A. The meaning of nµ and the pertinent frame dependence issue
will be discussed in the next subsection.
Finally we can combine the solutions to the zeroth and first order constraint equations, and write down the following
expression of J µχ up to the first order of ~:
J µχ = p
µfχδ(p
2) + ~χQF˜µνpνf
(0)
χ δ
′
(p2)− ~ χ2p·nǫµνλρnνpλ
(
▽ρf
(0)
χ
)
δ(p2). (59)
Here F˜µν = 12ǫµνρσF
ρσ is the dual tensor of Fµν . We have introduced the distribution function fχ including ~-order
quantum correction:
fχ = f
(0)
χ + ~f
(1)
χ
which can also be decomposed into positive/negative energy parts, like Eq.(45), fχ(x, p) =
∑
ǫ=±1 θ(ǫp
0)f ǫχ(x, ǫp).
Now the chiral current is given by
Jµχ =
∫
d4pJ µχ = J
(0)µ
χ + ~J
(1)µ
χ . (60)
with the zeroth order J
(0)µ
χ and first order J
(1)µ
χ expressed as
J (0)µχ =
∫
d4ppµf (0)χ δ(p
2),
J (1)µχ =
∫
d4ppµf (1)χ δ(p
2) + χQF˜µν
∫
d4ppνf
(0)
χ δ
′
(p2)− χ
2
ǫµνλρnν
∫
d4p
1
p · npλ
(
▽ρf
(0)
χ
)
δ(p2) .
(61)
Similarly, one can also get the expression of the vector/axial currents and energy-momentum tensor from J µχ .
C. Lorentz invariance and frame dependence
In the solution for K µ in Eq.(58), an arbitrary auxiliary quantity nµ that appears to be a free choice at our
disposal without clear physical meaning. A more careful examination reveals that the quantity nµ actually plays a
8subtle yet crucial role in the chiral transport, especially pertaining to the confusing issues of Lorentz invariance and
frame dependence, which we shall discuss next.
To understand the role of nµ, let us come back to the decomposition of Hµ in Eq.(56), i.e. Hµ = pµf
(1)
χ +Kµ. As
already mentioned above and as discussed with great details in the Appendix A, this decomposition is subtle due to
the light-like nature of the pµ. To unambiguously identify the first order correction to the distribution function, one
must demand that the part along pµ should be attributed to the distribution term f
(1)
χ while the rest to the Kµ term.
In fact, such a requirement completely fixes the form of Kµ. For a uniquely defined f
(1)
χ , the Kµ must take the form
(0,K) with the spatial component satisfying K · p = 0. Combining this requirement with Eq.(58), one arrives at the
unique choice nµ = (1, 0, 0, 0) and the corresponding Kµ below:
Kµ =
(
0,
χ
2|p|p× (~▽f
(0)
χ )
)
. (62)
This however is not the end of the story. While the above construction gives well-defined f
(1)
χ pµ and Kµ in the
current reference frame, this decomposition is actually frame dependent. To appreciate this less obvious subtlety,
suppose in the current frame there is a vector Kµ = (0,K) which satisfies orthogonality to pµ via K · p = 0. But
upon boosting into a different frame with both pµ and Kµ transformed as Lorentz vectors into p′ and K ′, one finds
that in general K ′ acquires a component along p′, despite that they still satisfy K ′ · p′ = 0. That means one has to
redo the proper decomposition in the new reference frame and find a different K ′′ = (0,K′′) satisfying K′′ · p′ = 0.
This issue again arises from the light-like nature of pµ.
A lengthy calculation in the Appendix A proves that if one boosts from the current frame to a different frame
of four-velocity uµ (with respect to the current frame), then the Kµ from proper decomposition in this new frame
should be precisely and uniquely given by Eq.(58) with the identification nµ → uµ which leaves a well-defined f (1)χ
in this new reference frame. Hence the role of nµ now becomes clear. This result also explicates the fact that the
distribution term f
(1)
χ becomes frame-dependent as well. While the distribution function in usual transport theory is
a Lorentz scalar, here it is demonstrated clearly that in chiral transport theory a nontrivial frame dependence of the
distribution function arises precisely at the Oˆ(~) order correction and in the specific way discussed above.
In short, the Wigner function formalism is in itself totally covariant and it is the decomposition of Hµ that introduces
frame dependence. The unique identification of f
(1)
χ requires the K µ to contain no pµ-parallel component while this
requirement is frame-dependent. For an observer with velocity uµ = nµ, the Eq.(58) gives the correct K µ. The
peculiar structure of K µ also clarifies the frame dependence of spin tensor Sµν and the side-jump effect [30, 35, 36].
IV. THE COVARIANT CHIRAL TRANSPORT EQUATION
A. Covariant chiral transport equation
In this subsection, we focus on deriving the covariant chiral transport equation up to ~ order, which can be obtained
by substituting Eq.(59) into Eq.(35):
0 = ▽µJ
µ
χ
= ▽µ
(
pµfχδ(p
2)
)
+ ~χQ▽µ
(
F˜µνf (0)χ pνδ
′
(p2)
)
− ~χ
2
ǫµνλρ▽µ
(
1
p · nnνpλ
(
▽ρf
(0)
χ
)
δ(p2)
)
. (63)
One can further simplify the first term of the above equation as
▽µ
(
pµfχδ(p
2)
)
= δ(p2)p · ▽fχ,
and the second term as
▽µ
(
F˜µνf (0)χ pνδ
′
(p2)
)
= −QF˜µνFµνf (0)χ δ
′
(p2)− 2QF˜µνpνFµλpλf (0)χ δ
′′
(p2) + F˜µνpν
(
▽µf
(0)
χ
)
δ
′
(p2)
= −QF˜µνFµνf (0)χ δ
′
(p2)− 1
2
QF˜µνFµνp
2f (0)χ δ
′′
(p2) + F˜µνpν
(
▽µf
(0)
χ
)
δ
′
(p2)
= F˜µνpν
(
▽µf
(0)
χ
)
δ
′
(p2),
9while the third term as
ǫµνλρ▽µ
(
1
p · nnνpλ
(
▽ρf
(0)
χ
)
δ(p2)
)
= 2QF˜ ρλpλ
(
▽ρf
(0)
χ
)
δ
′
(p2) +
2Q
p · npλF˜
λνnνδ
′
(p2)p · ▽f (0)χ
− 1
(p · n)2 [(∂µnσ)p
σ −QFµαnα] ǫµνλρnνpλ
(
▽ρf
(0)
χ
)
δ(p2)
+
1
p · nǫ
µνλρ (∂µnν) pλ
(
▽ρf
(0)
χ
)
δ(p2)− Q
p · npλ
(
∂σF˜
λν
)
nν
(
∂σp f
(0)
χ
)
δ(p2).
In the above steps, we have used the relation p2δ
′
(p2) = −δ(p2), p2δ′′(p2) = −2δ′(p2), the Bianchi identity ▽µF˜µν =
∂µF˜
µν = 0, and 4F˜µνpνFµαp
α = p2F˜µνFµν , which can be easily proved by the Schouten identity Eq.(51). Also, we
have used the following relations,
ǫµνλρ
(
▽µ▽ρf
(0)
χ
)
=
1
2
ǫµνλρ[▽µ,▽ρ]f
(0)
χ = Q
(
∂σF˜
νλ
)
∂σp f
(0)
χ ,
2pαǫµνλρnνpλFµα = −2(p · n)F˜ ρλpλ + 2p2F˜ ρνnν − 2pλF˜λνnνpρ.
Finally, we obtain the following covariant Chiral Kinetic Equation as the evolution equation for the distribution
function fχ up to ~-order quantum correction:
0 = ▽µJ
µ
= δ(p2)p · ▽fχ − ~ χQ
p · npλF˜
λνnνδ
′
(p2)p · ▽f (0)χ
+~
χ
2 (p · n)2 [(∂µnσ)p
σ −QFµαnα] ǫµνλρnνpλ
(
▽ρf
(0)
χ
)
δ(p2)
−~ χ
2p · nǫ
µνλρ (∂µnν) pλ
(
▽ρf
(0)
χ
)
δ(p2) + ~
χQ
2p · npλ
(
∂σF˜
λν
)
nν
(
∂σp f
(0)
χ
)
δ(p2)
= δ
(
p2 − ~ χQ
p · npλF˜
λνnν
){
p · ▽+ ~ χ
2 (p · n)2 [(∂µnσ)p
σ −QFµαnα] ǫµνλρnνpλ▽ρ
−~ χ
2p · nǫ
µνλρ (∂µnν) pλ▽ρ + ~
χQ
2p · npλ
(
∂σF˜
λν
)
nν∂
σ
p
}
fχ. (64)
In the last step we have used the Taylor expansion in δ function and we only keep terms up to the ~ order. One can
see from the argument of the delta function that the energy of chiral particle has been shifted in ~ order, showing
the effect of quantum correction. Eq.(64) is the complete and consistent covariant chiral kinetic equation. Notably,
the mass shell condition in the delta-function has shifted from the classical case and receives an ~-order quantum
correction which has the physical interpretation of magnetization energy due to interaction between the charged chiral
fermion’s magnetic moment with the external magnetic field. Again, it’s worth emphasizing that the expression of
distribution function fχ, or more strictly speaking the first order correction f
(1)
χ , depends on the choice of nµ.
B. 3D Chiral Kinetic Equation
In this subsection, let’s consider a simplified case and take nµ as a constant-homogeneous 4-vector uµ. In this case,
the Eq.(64) can be written as
0 = δ
(
p2 − ~ χQ
p · u(B · p)
){
pρ▽ρ − ~ χQ
2 (p · u)2 ǫ
µνλρEµuνpλ▽ρ + ~
χQ
2p · upλ
(
∂ρB
λ
)
∂ρp
}
fχ, (65)
where we introduce the notations Eµ = Fµνuν , B
µ = F˜µνuν . In addition, using the following relations,
Fµν = Eµuν − Eνuµ + ǫµνρσuρBσ,
ǫµνλρǫραβδ = δ
µ
αδ
ν
βδ
λ
δ + δ
µ
βδ
ν
δ δ
λ
α + δ
µ
δ δ
ν
αδ
λ
β − δναδµβδλδ − δνβδµδ δλα − δνδ δµαδλβ ,
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Eq.(65) can be reduced to
0 = δ
(
p2 − ~ χQ
p · u(B · p)
){(
pρ − ~ χQ
2 (p · u)2 ǫ
µνλρEµuνpλ
)
∂ρ
+Q
[
− (E · p)uρ + (p · u)Eρ + ǫµνρσpµuνBσ
+ ~
χQ
2 (p · u)2 ((B · p)E
ρ − (E · B)p¯ρ) + ~ χ
2p · upλ
(
∂ρBλ
) ]
∂pρ
}
fχ. (66)
One could further simplify the above equation by choosing nµ = uµ = (1, 0, 0, 0), which can be achieved by a proper
Lorentz transformation. In this frame, Eµ = (0,E), Bµ = (0,B), and p¯ρ = (0,p) is the three momentum, p · u = p0
is the energy, while B · p = −B · p, E · p = −E · p, E · B = −E ·B. From the delta function of Eq.(66), we can get
the shifted energy in external field up to ~-order:
p0 = ǫ|p| (1− ~ǫQB · bχ) = ǫEp, Ep = |p| (1− ~ǫQB · bχ) , (67)
where bχ = χ
p
2|p|3 is the Berry curvature, p̂ = p/|p| is the unit vector of momentum and ǫ = ±1 correspond to the
particle with positive/negative energy. With the shifted energy, the group velocity of the quasi-particle becomes
v˜ =
∂Ep
∂p
= p̂ (1 + 2~ǫQB · bχ)− ~ǫQbχB. (68)
Note that the on-shell condition Eq.(67) constrains the energy in Eq.(66) hence it’s no longer a free variable in
the distribution function. By integrating Eq. (66) over p0, one arrives at the following 3-dimensional chiral kinetic
equation:
∑
ǫ=±1
ǫEp
2
{
1
Ep
∂t + ǫ
(
pk
E2
p
+ ~
χQ
2E4
p
ǫijkEipj
)
∂k
+Q
[
Ek
Ep
+ ǫǫijk
pi
E2
p
Bj − ~ǫ χQ
2E4
p
(
(B · p)Ek − (E ·B)pk)− ~ χ
2E3
p
(∂kB · p)
]
∂pk
+Q
[
−Ek pk
E2
p
− ~ǫ χ
2E3
p
(∂tB · p)
]
∂Ep
}
f ǫχ(x,Ep, ǫp) = 0.
(69)
By expanding various powers of the energy Ep in ~ and keeping terms up to the first order, one obtains
∑
ǫ=±1
ǫ
2
(1− ~ǫQB · bχ)
{
(1 + ~ǫQB · bχ) ∂t + ǫ
(
pˆk (1 + 2~ǫQB · bχ) + ~QǫijkEibχj
)
∂k
+Q
[
Ek +
1
ǫQ
(∂kEp) + ǫǫ
ijkpˆiBj (1 + 2~ǫQB · bχ) + ~ǫQ (E ·B) bkχ
]
∂pk
+
[
−QEk · pˆk (1 + 2~ǫQB · bχ) + (∂tEp)
]
∂Ep
}
f ǫχ(x,Ep, ǫp) = 0.
(70)
The next step is to turn the energy-derivative terms into the derivative terms with respect to the actual independent
variables (i.e. spacetime coordinates and three-momentum):
∑
ǫ=±1
ǫ
2
(1− ~ǫQB · bχ)
{
(1 + ~ǫQB · bχ)
(
∂t + (∂tEp)∂Ep
)
+ ǫ
(
pˆk (1 + 2~ǫQB · bχ) + ~QǫijkEibχj
)(
∂k + (∂kEp)∂Ep
)
+Q
[
Ek +
1
ǫQ
(∂kEp) + ǫǫ
ijkpˆiBj (1 + 2~ǫQB · bχ)− ~ǫQ (E ·B) bkχ
] (
∂pk + (∂
p
kEp)∂Ep
)}
f ǫχ(x,Ep, ǫp) = 0.
(71)
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Using the expression that v˜k = −∂pkEp, Eq.(71) can be further simplified,∑
ǫ=±1
ǫ
2
(1− ~ǫQB · bχ)
{
(1 + ~ǫQB · bχ)
(
∂t + (∂tEp)∂Ep
)
+ ǫ
(
v˜k + ~ǫQ(v˜ · bχ)Bk + ~QǫijkEibχj
)(
∂k + (∂kEp)∂Ep
)
+Q
[
Ek +
1
ǫQ
(∂kEp) + ǫǫ
ijkv˜iBj + ~ǫQ(E ·B)bkχ
] (
∂pk + (∂
p
kEp)∂Ep
)}
f ǫχ(x,Ep, ǫp) = 0.
(72)
It can be seen explicitly that by employing the chain rule
[∂t + (∂tEp)∂Ep ]f
ǫ
χ(t,x, Ep, ǫp) = ∂tf
ǫ
χ(t,x, ǫp),
[∂k + (∂kEp)∂Ep ]f
ǫ
χ(t,x, Ep, ǫp) = ∂kf
ǫ
χ(t,x, ǫp),
[∂pk + (∂
p
kEp)∂Ep ]f
ǫ
χ(t,x, Ep, ǫp) = ∂
p
kf
ǫ
χ(t,x, ǫp).
one can eventually remove the energy derivative terms and obtain:
∑
ǫ=±1
ǫ
{
∂t + ǫ (1− ~ǫQB · bχ)
(
v˜k + ~ǫQ(v˜ · bχ)Bk + ~QǫijkEibχj
)
∂k
+Q (1− ~ǫQB · bχ)
[
Ek +
1
ǫQ
(∂kEp) + ǫǫ
ijk v˜iBj + ~ǫQ(E ·B)bkχ
]
∂pk
}
f ǫχ(t,x, ǫp) = 0,
(73)
Contracting over all of index i, j, k = 1, 2, 3, and replacing p by ǫp to convert distribution of particle with negative
energy into that of anti-particle, we can write the chiral kinetic equation for particle and anti-particle separately,{
∂t +
1√
G
(
v˜ + ~Q(v˜ · bχ)B+ ~QE˜× bχ
)
· ▽x + ǫQ√
G
(
E˜+ v˜ ×B+ ~Q(E˜ ·B)bχ
)
· ▽p
}
f ǫχ(x,p) = 0. (74)
Here
√
G = (1 + ~Qbχ ·B) corresponds to the Jacobian, and
E˜ = E− 1
ǫQ
▽xEp, Ep = |p| (1− ~QB · bχ) , v˜ = ∂Ep
∂p
= p̂ (1 + 2~QB · bχ)− ~QbχB,
where the χ denotes the chiral nor the helicity and f ǫχ indicates the distribution function of a given chiral particle or
anti-particle. One can also convert Eq.(74) into the equation for particles with particular helicity h ≡ ǫχ.{
∂t +
1√
G
(
v˜ + ~ǫQ(v˜ · bh)B+ ~ǫQE˜× bh
)
· ▽x + ǫQ√
G
(
E˜+ v˜ ×B+ ~ǫQ(E˜ ·B)bh
)
· ▽p
}
f ǫh(x,p) = 0. (75)
This reproduces the well-known 3-dimensional chiral kinetic equation [29, 35, 36], with the corresponding Jacobian,
energy, group velocity given by
√
G = (1 + ~ǫQbh ·B) , E˜ = E− 1
ǫQ
▽xEp,
Ep = |p| (1− ~ǫQB · bh) , v˜ = ∂Ep
∂p
= p̂ (1 + 2~ǫQB · bh)− ~ǫQbhB.
Therefore the chiral kinetic equation (75) is derived from a complete and consistent analysis of the Wigner function
formalism with the semi-classical expansion method.
V. CONCLUSION
In this paper, we’ve derived a covariant and complete solution Eq.(59) for the chiral component of Wigner function,
along with the corresponding chiral transport equation (64) for massless Dirac fermions, by starting from the general
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Wigner function formalism and carrying out a consistent semiclassical expansion up to Oˆ(~) order. A detailed proof
is given for the general and unique solution of the peculiar component Kµ in the Oˆ(~)-order chiral component of
the Wigner function. In particular, this new analysis clarifies exactly why and how the Lorentz invariance and frame
dependence issues associated with the Oˆ(~) correction to the phase space distribution function arise within a totally
covariant framework. From the so-obtained chiral transport equation one also naturally derives as its consequences the
3D formulation of chiral kinetic theory as well as many special features of chiral fermions such as the magnetization
energy shift, the Berry curvature, chiral anomaly, CME, etc. The covariant chiral transport theory lays a firm
conceptual foundation for describing anomalous transport in the generally non-equilibrium systems of chiral fermions.
We end by discussing a number of extensions and applications within the current framework. First of all, it is
of great interest to explore higher order quantum effects beyond just the Oˆ(~) order and in this regard the Wigner
function formalism has its unique advantage. Second, it is also highly interesting to develop the equal-time quantum
transport theory [53] for chiral fermions in this framework. The 3D chiral kinetic theory only preserves the zeroth
moment information of the 4D theory, and there is a whole hierarchy of equations for higher moments of the 4D
theory that together forms the equal-time transport theory which turns 4D theory into a complete initial problem
and is crucial for phenomenological applications. Furthermore, while we focus on the vector and axial components
of the Wigner function in this paper, the other components also bear nontrivial physical meanings for physically
relevant quantities such as spin density and helicity density, which could be readily studied with the same approach as
here [60]. Additionally, in the current formalism it is relatively straightforward to incorporate fermion collision terms
by starting from a Dirac Lagrangian including interaction terms [51, 52], which is also important for phenomenology.
Last but not least, the role of a small nonzero mass (and generally the quantum transport of massive fermions) could
be easily explored in the Wigner function formalism along similar line to the present study. These problems will be
investigated in the future.
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Appendix A: Discussions on K µ
In this appendix we discuss the solution of K µ (Eq.58) in Sec.III A. To obtain the first order correction of the
chiral vector, we need to solve the vector K µ satisfying Eq.(57)
ǫµνρσp
σ
(
∇ρf (0)χ
)
δ(p2) = −2χ(pµKν − pνKµ)δ(p2). (A1)
Let’s denote Aρ ≡ 12χ
(
∇ρf (0)χ
)
δ(p2), and Kµ ≡ K µδ(p2), the equation becomes
ǫµνρσp
σAρ = −(pµKν − pνKµ). (A2)
Noting that the Vlasov equation as in Eq.(47)
δ(p2) pµ∇µf (0)χ = 0
requires pµA
µ = 0, one can derive that
pµK
µ = 0, AµK
µ = 0.
It indicates that the unknown Kµ vector is orthogonal to two known vectors Aµ, pµ orthogonal to each other, the
latter of which is a null-vector. In principle, in the 3+1D space-time, there should be unique solution of Kµ, with an
undetermined component parallel to pµ.
To see this, let’s first consider a simplified case: if taking the null-vector pµ = (E,E, 0, 0), then one could always
right down its orthogonal vectors as
Aµ = (a, a, b, c), Kµ = (k, k, d, f),
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and A,K’s being orthogonal yields bd+ cf = 0, which is similar to the 2D orthogonal condition. Substituding this in
Eq.(A2), one could find
d = −c, f = b.
This indicates that for any given known pµ and Aρ ≡ 12χ
(
∇ρf (0)χ
)
δ(p2), we can fix Kµ except its component parallel
to pµ. As a matter of fact, such conclusion is valid not only in the frame that pµ = (E,E, 0, 0), but also in any general
case. Being any null vector, pµ can always be express by its direction angle θ and φ
pµ = E(1, sin θ cosφ, sin θ sinφ, cos θ), (A3)
hence its two orthogonal vectors can be expanded in the corresponding basis:
Aµ = a(1, sin θ cosφ, sin θ sinφ, cos θ) + b(0, cos θ cosφ, cos θ sinφ,− sin θ) + c(0,− sinφ, cosφ, 0), (A4)
Kµ = k(1, sin θ cosφ, sin θ sinφ, cos θ) + d(0, cos θ cosφ, cos θ sinφ,− sin θ) + f(0,− sinφ, cosφ, 0). (A5)
To solve Kµ, we introduced an arbitrary auxiliary time-like vector nµ = (nt, nx, ny, nz), normalized to unity:
nµnµ = 1, and construct the solution as in Eq.(58),
Kµ =
ǫµνρσpνnρAσ
n · p . (A6)
First of all, let’s show that Eq.(A6) gives a valid solution to Eq.(57)/Eq.(A2). Substituting the solution to the
right-hand-side of Eq.(A2), one obtains
−(pµKν − pνKµ)
=
pνǫµαρσp
αnρAσ
n · p −
pµǫναρσp
αnρAσ
n · p (A7)
=
pνǫµαρσp
αnρAσ
n · p +
pνǫαρσµp
αnρAσ
n · p +
pαǫρσµνp
αnρAσ
n · p +
pρǫσµναp
αnρAσ
n · p +
pσǫµναρp
αnρAσ
n · p (A8)
=
pνǫµαρσp
αnρAσ
n · p −
pνǫµαρσp
αnρAσ
n · p +
(p · p)ǫρσµνnρAσ
n · p +
(n · p)ǫσµναpαAσ
n · p + 0 (A9)
= ǫµνρσp
σAρ, (A10)
which satisfies the equality.
Secondly, after some tedious but straightforward steps, one can compute the coefficients in Eq.(A5) as
d = −c, (A11)
f = b, (A12)
k =
b(−nx sinφ+ ny cosφ)− c(nx cos θ cosφ+ ny cos θ sinφ− nz sin θ)
p · n . (A13)
We can see explicitly that no matter what nµ field we choose, it gives the same component of Kµ orthogonal to the
momentum pµ. It shows that Eq.(58) gives a valid and complete solution of K µ, as long as we constrain nµ to be
time-like which ensures p · n 6= 0.
On the other hand, as can be seen in Eq.(A13), different nµ influence the component parallel to pµ. To understand
the role of nµ and why it may cause ambiguity in K µ, let’s carefully consider the decomposition H µ ≡ pµf (1)χ +K µ,
trying to separate the vector H µ orthogonal to pµ into two parts. This decomposition is however subtle due to the
light-like nature of p: pµpµ = 0, i.e. p is “self-orthogonal”. It deserves commenting that this light-like feature is of
course ultimately because the chiral fermion is massless. To avoid ambiguity of the decomposition, one can always
ensure that f
(1)
χ contains all pµ-parallel components by constraining
p0K 0 −
3∑
i=1
piK i = 0, p0K 0 +
3∑
i=1
piK i = 0,
or equivalently,
p ·K = 0, K 0 = 0. (A14)
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Such requirement can be achieved by taking nµ = (1, 0, 0, 0), which yields k = 0 in Eq.(A13), and
K
µ
=
ǫµνρσpνnρ(∇σf (0)χ )
2χ(n · p)
∣∣∣∣
n=(1,0,0,0)
=
(
0 , − χ
2|p|p× (∇f
(0)
χ )
)
. (A15)
For an observer in the lab frame, Eq.(A15) gives the complete decomposition of H µ. However, this is not the end of
the story – such characteristic is not boost-invariant, due to the fact that the requirement of “orthogonality” is not
Lorentz-invariant. One can find a vector K µ orthogonal to a null-vector pµ by restricting K 0 = 0, p ·K = 0, but
it’s impossible to maintain K ′0 = 0 under arbitrary Lorentz transformation K ′µ = ΛµνK
ν , p′µ = Λµνp
ν . To see this
explicitly, for an observer moving with velocity uµ, the transformation Λµν is given by the element in the (µ+ 1)-th
row, (ν + 1)-th column of the matrix
ut −ux −uy −uz
−ux 1 + uxux1+ut u
xuy
1+ut
uxuz
1+ut
−uy uyux1+ut 1 + u
yuy
1+ut
uyuz
1+ut
−uz uzux1+ut u
zuy
1+ut 1 +
uzuz
1+ut
 , (A16)
while in his local rest frame,
K
′0
= Λ0νK
ν
=
χ
2|p|u · p× (∇f
(0)
χ ) =
χ
2|p|(u× p) · (∇f
(0)
χ ) 6= 0. (A17)
Hence, the decomposition of H µ is frame dependent, and one should determine f
(1)
χ and K µ differently, with
respect to different frame. As a matter of fact, for the observer moving with velocity uµ, one can construct K µ as
K µ =
χ
2u · pǫ
µνρσpνuρ(∇σf (0)χ ), (A18)
where the time-component of vector K vanishes in his local rest frame:
K ′0 = Λ0νK
ν = uν
(
χ
2u · pǫ
νµρσpµuρ(∇σf (0)χ )
)
=
χ
2u · pǫ
νµρσpµuνuρ(∇σf (0)χ ) = 0. (A19)
Actually, it’s more obvious if one expresses all quantities in the observer’s local rest frame:
K ′µ = Λµν
χ
2u · pǫ
νλρσpλuρ(∇σf (0)χ )
=
χ
2u′ · p′ Λ
µ
νΛ
ν
α Λ
λ
β Λ
ρ
κ Λ
σ
δ ǫ
αβκδpλuρ(∇σf (0)χ )
=
χ
2u′ · p′ ǫ
µβκδp
′
βu
′
κ(∇
′
δf
(0)
χ )
=
χ
2u′ · p′ ǫ
µνρσp′νu
′
ρ(∇′σf (0)χ )
∣∣∣∣
u′=(1,0,0,0)
=
(
0 , − χ
2|p′|p
′ × (∇′f (0)χ )
)
. (A20)
Consequently, one can see that constructing Kµ as in Eq.(58) with arbitrary time-like vector nµ has the following
physical meaning: for an observer moving with velocity uµ = nµ, K µ ≡ ǫ
µνρσpνnρ(∇σf
(0)
χ )
2χ(n·p) contains no p
µ-parallel
component in his local rest frame. It gives a complete decomposition of H µ, and f
(1)
χ corresponds to the first-order
correction of the distribution function observed in this frame. This reflects the frame dependence of spin tensor
Sµν ≡ λ ǫµνρσpρnσ
p·n as mentioned in [29, 35, 36].
It’s worth mentioning that K µ in Eq.(58) is a vector defined in the lab frame, and once n is fixed, it transforms like
a Lorentz vector under boost transformation. It has the meaning of what is known by an observer in the lab frame
about the proper decomposition for another observer moving with velocity n. As being illustrated in Eqs.(A11-A13),
the K µ vectors, corresponding to observers moving with velocities u and v respectively, differs with a pµ-parallel
15
component:
K µ[u] −K µ[v]
=
χ
2u · pǫ
µνρσpνuρ(∇σf (0)χ )−
χ
2v · pǫ
µνρσpνvρ(∇σf (0)χ ) (A21)
=
χ
2(u · p)(v · p)
[
vαp
αǫµνρσpνuρ(∇σf (0)χ )− uαpαǫµνρσpνvρ(∇σf (0)χ )
]
(A22)
=
χ
2(u · p)(v · p)
[
vαp
αǫµνρσpνuρ(∇σf (0)χ ) + uαpµǫνρσαpνvρ(∇σf (0)χ ) + uαpνǫρσαµpνvρ(∇σf (0)χ )
+uαp
ρǫσαµνpνvρ(∇σf (0)χ ) + uαpσǫαµνρpνvρ(∇σf (0)χ ) (A23)
=
χ
2(u · p)(v · p)
[
vαp
αǫµνρσpνuρ(∇σf (0)χ ) + pµǫναρσpνuαvρ(∇σf (0)χ ) + (p · p)ǫµρασvρuα(∇σf (0)χ )
−vρpρǫµνασpνuα(∇σf (0)χ ) + ǫµναρpνuαvρ(p · ∇f (0)χ )
]
(A24)
=
χǫναρσpνuαvρ(∇σf (0)χ )
2(u · p)(v · p) p
µ. (A25)
Noting that the vector H µ should be frame independent
H µ[u] = K
µ
[u] + p
µf
(1)
[u],χ ≡ H µ[v] = K µ[v] + pµf
(1)
[v],χ, (A26)
one can see explicitly the difference between distributions observed in u- and v-frames:
f[u],χ − f[v],χ = ~(f (1)[u],χ − f
(1)
[v],χ) = −
~χǫναρσpνuαvρ(∇σf (0)χ )
2(u · p)(v · p) . (A27)
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