There has been a surge of interest in last several years in methods for automatic generation of content indices for multimedia documents, particularly with respect to video and audio documents. As a result, there is much interest in methods for analyzing transcribed documents from audio and video broadcasts and telephone conversations and messages. The present paper deals with such an analysis by presenting a clustering technique to partition a set of transcribed documents into different meaningful topics. Our method determines the intersection between matching transcripts, evaluates the information contribution by each transcript, assesses the information closeness of overlapping words and calculates similarity based on Chi-square method. The main novelty of our method lies in the proposed similarity measure that is designed to withstand the imperfections of transcribed documents. Preliminary experimental results using an archive of transcribed news broadcasts demonstrate the efficacy of the proposed methodology.
INTRODUCTION
The field of multimedia information retrieval has seen a phenomenal growth in the last decade. The need for methods that can automatically generate content indices for video and audio documents has brought together researchers from many disciplines including image and speech processing, machine learning and pattern recognition, natural language processing, and information retrieval. The early efforts in this field were focused mainly on analyzing images and videos. These efforts have led to a set of powerful methods for video segmentation, key-frame extraction, camera motion characterization etc. However, the experience has been that no single modality of a multimedia document alone can yield rich enough content indices to build multimedia information retrieval systems that can satisfy the needs of a broad range of users. Consequently many researchers have explored the use of closed captions and audio to build more useful and reliable content indices.
While the methods analyzing closed caption text are closely tied to video analysis, the situation in the case of audio is different. Since an audio document can exist on its own, for example the recording of a radio broadcast, or as an integral part of a multimedia document, for example the soundtrack of a video or TV news broadcast, the interest in methods for analyzing audio documents have consequently focused on two main directions. First, there are researchers who have looked at soundtracks to build indices that can complement information extracted from the picturetrack of a video. Examples of work in this category include several general audio data classification schemes that have been proposed to segment an audio document into coherent chunks of different types of audio classes -music, speech, speech and music etc. The second group of researchers has been more interested in generating transcripts of audio documents through automatic speech recognition and their analysis for automatic indexing. An example of work of this type is the work by Coden and Brown [1] who have been investigating the use of IBM ViaVoice speech recognition software by building a special acoustic model for broadcast news. The efforts in this category are many more. These have been mainly reported at TREC (Text Retrieval Conference organized annually by National Institute of Standards and Technology) under the label of Spoken Document Retrieval (SDR). These efforts have shown the possibility of applying automatic speech recognition technology to audio broadcasts to perform indexing and retrieval with a good degree of success. However, the success of many of these methods depends upon the size and quality of transcription.
Our interest in the area of audio analysis spans both of the above stated directions. We are interested in analyzing audio information to supplement video information. An example of such a recent work is the person identification in TV programs work of Li et al [2] of our group where speaker identification and face detection and recognition techniques are used in a complementary manner. We are also interested in making use of automatic speech recognition technology to obtain transcripts for audio chunks that are labeled as speech chunks for further analysis and indexing. Since such transcribed chunks are expected to exhibit transcription errors, poor topic boundaries, and small size, we have been investigating methods for suitably measuring similarity between such chunks of transcribed documents. In this paper we present the initial results of such an investigation using a novel similarity measure based on Chi-Square test. We use the proposed measure in a clustering algorithm to segment an archive of audio news broadcasts. Our results show that the suggested similarity measure is robust enough to be used for poorly transcribed speech segment for multimedia indexing applications.
In section 2 we introduce a novel similarity measure between transcripts. In section 3 we discuss our document clustering algorithm. In section 4 we present the experimental results and in section 5 we conclude the paper.
MEASURING SIMILARITY BETWEEN TRANSCRIPTS
In general, automatically transcribed text suffers from several additional problems not present in traditional text retrieval systems. These include transcription errors, for example the occurrence of inappropriate, erroneous words, ill-defined boundaries between different topics, and additional ambiguity or loose use of expressions inherent in conversational speech in contrast with written text. The fact that the same amount of information could be delivered by different sets of words contributes additional difficulty and makes the problem more complicated.
Taking into account the above set of difficulties, our approach for measuring similarity consists of the following steps:
1. Transcript intersection: Determine the intersection through word co-occurrences between matching transcripts. 2. Information contribution: Evaluate the amount of information contributed by every matching document to the intersection. 3. Informative closeness: Assess informative closeness of overlapping words; 4. Similarity measure: Calculate the similarity of matching documents.
Transcript intersection
In our approach we make an assumption that the amount of information contained in a document could be evaluated via summing the amount of information contained in the member words. Similarly, the amount of information contained in some part of a document might be evaluated via summing the amount of information contained in the corresponding words. For words, we assume that the amount of information conveyed by a word can be represented by means of the weight assigned to it. There are a number of methods that have been developed for weighting of words [3, 4] . In our approach we use the Okapi technique [3] , which has proved to be efficient in a number of applications [5, 6] . Thus, we will calculate the Combined Weight of a word by formula (1): Another constant K may be viewed as a discounting parameter on the word frequency: when K is 0, the combined weight reduces to the collection frequency weight; as K increases the combined weight asymptotically approaches tf*itf [3] . In our case K is equal to 2. Now, in accordance with assumptions stated above, we can easily get the weight of a document and weights of any of its parts via applying the formula (2).
To obtain co-occurring words between documents, we consider the fact that not all words in documents are equally informative. Further, we take into account the rather high probability for erroneous words found in automatically transcribed documents. Thus, we first sort all words in transcripts by their weights and retain only those whose weights are greater than some preset threshold (this threshold has been determined empirically). These words are the only words considered for co-occurrence. By doing this we make a tacit assumption that there is a little chance for erroneous words to appear in a text in systematic way and as a result they should get less weight and, in general, not appear in the top of the sorted words.
Information contribution
As the words appearing in the intersection of documents generally convey different amount of information with respect to the documents to which they belong, we estimate the amount of information conveyed by every document to the intersection (3):
It is easy to derive from (3) the following inequality, which will be generally true when
Informative closeness
Having determined the common words, we next evaluate informative closeness of the words appearing in intersection. This is done by representing the matching documents via their histograms. To evaluate informative similarity of the words belonging to the intersection in respect to matching documents, we apply Chi-square technique in a slightly reverse way. To carry out this step, we use the assumption that words k w of the document 
Now having all necessary components we can calculate the similarity between two matching documents applying the formula (6):
Obviously, for similarities (6) we have the following inequality, which will get the value 1 if and only if
TRANSCRIPT CLUSTERING
In order to develop content indices, one of our goals is to be able to identify topics in a stream of transcripts. To develop a database of topics in an unsupervised manner, we have explored the use of above similarity measure in a sequential clustering procedure with the notion of "informative field" of a document. By informative field we reflect the range of information provided by a document. A cluster is, thus, a set of documents with "similar informative fields". We consider two documents i D and j D to be informative similar if
, where τ is some threshold. In our case τ =0.15.
The basic idea of the algorithm consists in determining of centers of distinguishing informative fieldscentroids -and then finding the related documents.
The centroids in our case are also documents with the condition that a document chosen as a centroid of a cluster occupies the most of the information field associated with the cluster. The main steps of the clustering algorithm are as follows:
1. Let k=1 be the index of the current cluster under construction, and i=1 be the index of the current document.
Suppose that document
3. Determine all documents, which are similar to * k C using the similarity measure described in 2.4. 6. Otherwise, the centroid for the current cluster has been found. Mark all documents determined at the step 3 as members of the cluster k and increment k.
7. Find the first document that doesn't belong to any clusters determined earlier and set its index to i. Go to the step 2.
EXPERIMENTAL RESULTS
Two sets of experiments have been performed. The first experiment was performed to see how well the similarity measure works in presence of transcription errors. In this experiment, we compute similarity between an original document, read by an American native speaker, and two other transcribed versions. All transcripts were obtained by reading stories to an IBM ViaVoice 1998 system. Documents dealing with two types of stories, business and politics were used in the experiments. The word error rate for the transcribed documents was found to vary in the interval of 2-10%. Table 1 shows the values of the similarity measure obtained. The highest value of similarity is 0.995 because the significance value δ used in the chi-square test is 0.995. The first number in a cell shows the similarity between original document and current transcript whereas the second number shows the reverse similarity. The numbers in Table 1 indicate that the suggested measure is good at capturing the similarity between documents in spite of the transcription errors. To further show that the measure is good at discriminating between different types of documents, we show in Table 2 the pair-wise similarities between the original versions of the four documents of Table 1 . For our experiment we picked out an arbitrary subset of transcripts from the TDT 2 corpus. These were manually clustered. The set of selected documents contained 202 documents with an average length of 72 words per document. The total number of words in the set after stopping and table look-up (derived words are replaced with corresponding basic words) was over 17000. The collection of treated documents is available at http://ieelab-secs.secs.oakland.edu . Then we applied our algorithm to the same set of transcripts to get the clusters of documents automatically. The clustered thus obtained were compared with clusters obtained manually to determine the precision and recall values. Table 3 presents the results for one group of topics. Although these results are encouraging, we need to perform experiments with a larger archive to see how effective is the suggested approach. In our current implementation, we use a simple vocabulary containing about 7K basic words (about 30K with derived words). We feel that a larger vocabulary would improve the performance since after substitution of derived words with corresponding basic ones the preprocessed documents will be cleaner and the final results more accurate.
SUMMARY
A method to measure similarity between documents has been presented in this work. The suggested similarity measure is designed to cope with imperfectly transcribed documents. A method for clustering of the documents was also presented and applied to a carefully transcribed corpus. The preliminary results suggest that the suggested similarity measure and the clustering method are capable of achieving high precision and recall rates. We are in the process of further evaluation of our suggested similarity measure and its application to multimedia document indexing and retrieval.
