Abstract. We prove some foundational results on Poincaré spaces, which result in two applications. The first is a solution to a conjecture of C.T.C. Wall. The other application is a relative version of a result of Gottlieb about fibrations and Poincaré duality.
Introduction
Appearing first in the 1960s, the concept of a Poincaré duality space proved to be a crucial tool in the surgery classification of high dimensional manifolds. It was Bill Browder who first introduced the notion of a space satisfying Poincaré duality with integer coefficients [1] , [2] . Browder's definition is wellsuited for doing simply connected surgery but it is inadequate in the general case. To take into account some of the subtleties of the fundamental group, Spivak later introduced another definition [21] . Although Spivak's definition adequate in the absolute setting, it is not sufficient for doing surgery in the case of Poincaré pairs.
1 Slightly thereafter, Wall [24] introduced a definition of Poincaré pair which controls both the interior and the boundary sufficiently. We remark that all of the above definitions are equivalent in the simply connected case.
In all the definitions of Poincaré space, one sacrifices the local homogeneity property that manifolds possess and one instead focuses on the overall global structure. This has both advantages and disadvantages. A principal advantage is that many of the standard tools of algebraic topology become available. A disadvantage is that one sometimes desires to have information about local structure.
The current work had its genesis in a program of the authors on manifolds. In our investigations we needed a relative version of the fibration theorem that says, roughly, in the presence of suitable finiteness assumptions, the total space of a fibration satisfies Poincaré duality if and only if its base and fiber do.
2
The fibration theorem was only stated in the absolute case, and the relative case remained an open problem. We originally thought that the relative case would follow mutatis mutandis by performing a reduction to the absolute case. However, such a reduction turned out to be more difficult and subtle than the authors had originally anticipated. The solution to this in the relative case appears as Theorem G below.
In proving the relative fibration theorem, we had to apply some foundational results on Poincaré pairs. However, after carefully checking the literature, we found that some foundational works were not clear and some old problems still remained unsolved. For example, to the best of our knowledge, Wall's conjecture concerning the relationship between Poincaré pairs and their boundaries had not been solved (see Corollary C below). The ambiguity in these works partially arose because the definition of Poincaré pairs is not historically uniform (actually, the non-uniformity had been indicated by [16, sec. 2] .) Specifically, Wall's definition [24, p. 215 ] is different from Spivak's [21, p. 82] . In order to deal with this matter, we had to reformulate and prove Theorem E below though related (but different) results had been in the literature. A goal of this paper is to resolve the ambiguity and prove some new results.
Wall's definition of Poincaré pairs has been mostly used in surgery theory. Our definition follows [10, def. C.2], the latter which follows and slightly generalizes Wall's definition.
In what follows we say (X, Y ) is a space pair if Y ⊆ X, where X is usually nonempty and Y may be empty. When Y is empty, the statements for Y are 1 This can be seen from our Theorem A below and Section 8. The result was announced without proof by Quinn in 1972 [20, rem. 1.6] , and proved by Gottlieb [11] in 1979 using manifold thickenings. A homotopy theoretic proof was given by the first author in [16] . considered vacuously true. We say (X, Y ) is a (path) connected pair if X is a (path) connected space. By an orientation system on X, we mean an local system on X of infinite cyclic groups. One family of our main results are on the relations among (1.1), (1.2) and (1.3). As mentioned in [10, p. 797] , there are some redundancies in Definition 1.1. It's trivial to prove "(1.1) + (1.3) ⇒ (1.2)" and "(1.2) + (1.3) ⇒ (1.1)". However, we shall construct the following example which shows that "(1.1) + (1.2)" does not imply (1.3).
Theorem A ((1.1) + (1.2) (1.3)). For n ≥ 1, let A be the punctured Poincaré homology 3-sphere and let C(A×S n−1 ) denote the cone on A×S n−1 . Then (X, Y ) := (C(A × S n−1 ), A × S n−1 ) is a finite CW pair which satisfies (1.1) and (1.2), but Y is not a Poincaré space of any formal dimension.
In the finitely dominated case we shall also prove the following equivalence.
Theorem B (Equivalence). Let (X, Y ) be a pair of finitely dominated spaces. Suppose we are given (O, [X] ) in which O is an orientation system on X and [X] ∈ H n (X, Y ; O) is a homology class. Then with respect to these data (1.1) is equivalent to (1.2).
As an application, we will see that Theorem B implies the following conjecture of C.T.C. Wall:
Corollary C (Wall's Conjecture). With respect to the assumptions of Theorem B, assume further (1.1) or (1.2). Suppose Y is a Poincaré space of formal dimension n − 1. Then (X, Y ) is a Poincaré pair with fundamental class [X] . Remark 1.5. Here is an explanation. In [24] , Wall defines Poincaré pairs as "(1.1) + (1.3)". In the second paragraph appearing of page 216, Wall writes: "We conjecture that the two requirements enclosed in square brackets are redundant; however, we will have to impose them." Here, Wall is referring to the requirements (i) the restriction O| Y is the dualizing system of Y , and (ii) the class ∂ * [X] is a fundamental class for Y . Note too that Wall is working in the finitely dominated context. Theorem B has an additional application. Our other results heavily rely on the following Theorem E which describes Poincaré pairs homotopy theoretically. We firstly define a Poincaré triad (compare with [24, p. 216] and [10, def. C.5]). We say (X; Y 1 , Y 2 ) is a space triad (or 3-ad) if Y 1 and Y 2 are subspaces of X. We say it is (path)-connected if X is. Definition 1.6. We say a space triad (X; Y 1 , Y 2 ) is a Poincaré triad of formal dimension n if it satisfies the following conditions:
is a Poincaré pair of formal dimension n;
) is a Poincaré pair of formal dimension n − 1, and its fundamental classes are the restrictions (by excision) of those of
In the above, Y 1 or Y 2 may be empty. If both are empty, one obtains a Poincaré space. If one of them is empty, one obtains a Poincaré pair. We wish emphasize here that by Theorem A, one has to take F ′ into account if one uses our definition. Otherwise, the conclusion of Theorem E will be no longer true (see Remark 4.8) .
Theorem E has several applications which we now develop. It is well-known that if (X 1 , Y ) and (X 2 , Y ) are Poincaré pairs of formal dimension n, then the amalgamation X 1 ∪ Y X 2 is a Poincaré space of formal dimension n (see [24, One may ask about the extent to which the following partial converse is true: suppose that X 1 ∪ Y X 2 is a Poincaré space of formal dimension n and Y is a Poincaré space of formal dimension n − 1. Then are (X 1 , Y ) and (X 2 , Y ) Poincaré pairs of formal dimension n? In general the answer is no. Here is an easy counterexample: let
where Y is the wedge point. However, a special case of the following Theorem F implies that, roughly speaking, the answer is affirmative if the amalgamation is a double. 
is a Poincaré pair of formal dimension n if and only if (X; Y 1 , Y 2 ) is Poincaré triad of formal dimension n.
The merit of Theorem F lies in the reduction of a Poincaré triad (resp. pair) to a Poincaré pair (resp. space). It will be used to prove the following Theorem G which was the original motivation for this paper.
Theorem G (Fibration). Suppose (B, ∂B) is a finitely dominated pair such that B is connected and based. Suppose ∂B → B is a closed cofibration. Let
be a fibration pair over B, where
Then the following statements hold:
(1) (E; ∂ 1 E, ∂ 2 E) is a Poincaré triad if and only if (B, ∂B) and (F, ∂F ) are Poincaré pairs. (2) If (E; ∂ 1 E, ∂ 2 E) is a Poincaré triad, then its formal dimension is the sum of those of (B, ∂B) and (F, ∂F ).
A special case of Theorem G is when ∂B = ∅ and ∂F = ∅. We call this case the absolute version of the theorem. The absolute version was announced by Quinn and proved in [11] and [17, cor . F] by different methods. Another special case of Theorem G is the product of space pairs. Thus it also generalizes Theorem 2.5 in [24] . In [24] , Wall proved that if (B, ∂B) and (F, ∂F ) are finitely dominated Poincaré pairs, then so is the pair (B ×F, B ×∂F ∪∂B ×F ). However, Wall neither prove nor state the converse. The proof of Theorem G will be obtained by a reduction to the absolute version by virtue of Theorem F.
Lastly, we also prove the following result on finite coverings.
Theorem H (Finite Covering). Suppose (X,Ȳ ) is a finite covering space of (X, Y ). Then the following statements hold.
(1) If (X, Y ) is a Poincaré pair of formal dimension n, then so is (X,Ȳ ) and a fundamental class for (X,Ȳ ) is given by the transfer of a fundamental class for (X, Y ). (2) Assume that (X, Y ) is a finitely dominated pair. If (X,Ȳ ) is a Poincaré pair of formal dimension n, then so is (X, Y ).
Some remarks about part (2) of Theorem H are in order. Clearly, the result is a special case of Theorem G. However, our proof of Theorem G uses Theorem H. When Y = ∅, part (2) of Theorem H is well-known. However, the relative version appears to be new. In fact, our proof requires Theorem E.
Note that the finite domination assumption in part (2) is needed: the double cover S ∞ of RP ∞ is contractible. Consequently, S ∞ is a Poincaré space of dimension 0, but RP ∞ is not a Poincaré space.
Outline. Section 2 recalls some facts frequently used in the paper. In Section 3, we prove and recall some foundational results on the Thom isomorphism. Theorems A, B and E, and Corollaries C and D are proved in Section 4. Theorems F, H and G will be proved in Sections 5, 6 and 7 respectively. Lastly, in Section 8, we shall discuss the various definitions of Poincaré pairs.
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Preliminaries
The purpose of this section is to recall some basic results that are frequently used in the paper. In the sequel, R denotes an associative ring with 1.
Lemma 2.1. Assume C • is a chain complex of right (resp. left) projective R-modules. Assume further that C • is connective, i.e., C p = 0 for all p < 0. Then following statements are equivalent.
(1) C • is contractible; (2) C • is acyclic, i.e., the homology groups H p (C • ) vanish for all p; (3) The homology groups H p (C • ; M) = 0 vanish for all p and all left (resp. right) R-modules M; (4) The cohomology groups H p (C • ; M) vanish for all p and all right (resp. left) R-modules M.
Proof. We only prove the case that C • is a chain complex of right R-modules. The proof in the case of a left R-complex is similar.
Clearly, (1) implies all of the others. Trivially, (3) ⇒ (2). Since C • is degreewise projective, it is well-known that (2) ⇒ (1). To finish the proof, it suffices to prove (4) ⇒ (2).
Assuming (4), we prove (2) using the Universal Coefficient Spectral Sequence (see e.g., [18, thm. (2. 3)]), whose E 2 terms are (1) f is a chain homotopy equivalence.
(2) f is a quasi-isomorphism, i.e., the homomorphism f * :
for all p and all left (resp. right) R-modules M.
is an isomorphism for all p and all right (resp. left) R-modules M.
Proof. Apply Lemma 2.1 to mapping cones.
2.1. Local systems. For a space X we let π := π X be its fundamental groupoid. This is the category whose objects are the points x of X where a morphism x → y is a homotopy class of path starting at x and terminating at y. A local coefficient system of abelian groups on X is a functor
where Ab denotes the category of abelian groups. If X is path-connected, then a local system B is determined up to canonical isomorphism by its value B x at a fixed base point x ∈ X together with an action of π 1 (X; x) on B x .
In particular, for a pair of spaces (X, Y ), one has the associated twisted singular chain and cochain complexes
Recall how these may be defined. In what follows, we may assume X is path-connected by working over each path component. LetX → X be the universal cover associated with a fixed choice of basepoint x ∈ X. Denote by Λ the local system on X associated with the group ring Λ := Z[π]. Note that Λ is a bimodule over itself. Denote byỸ = Y × XX , the base change of
is a left Λ-complex, where the π-action is given by deck transformations. The involution g → g −1 of π induces one on Λ by extending linearly. Denote this involution by λ →λ. Then the involution equips C • (X, Y ; Λ) with the structure of a right Λ-complex in which ξ · λ :=λ · ξ. Hence, C • (X, Y ; Λ) is a chain complex of Λ-bimodules.
Suppose B is a local system on X. Let
Then M is a right Λ-module, and we set (2.1)
Note that C • (X, Y ; Λ) is a free Λ-complex. Therefore, we can apply Corollary 2.2 (taking R = Λ) to C • (X, Y ; B) and C
• (X, Y ; B).
Remark 2.3. Let (X, Y ) be a space pair. Then for local systems G, H, one has cup products
as well as cap products
and
Remark 2.4. Suppose (X, Y ) is a simplicial pair. We use ∆ • and ∆ • to denote the corresponding simplicial chain and cochain complexes. Clearly,
Each of these is chain equivalent to its corresponding total singular complex, and the above results hold for these complexes as well. If we further assume
is also Λ-free and
2.2.
Reduction to the finite case. We introduce the following Lemmas 2.11 and 2.13 which allow us to reduce a finitely dominated pair to a finite CW pair. 
Proof. Since A is finitely dominated, W is finite and χ(W ) = 0, by Gersten's product formula [9, thm. 0.1] (see also [8] ), Wall's finiteness obstruction of A × W is 0. Hence, A × W is of finite homotopy type. Similarly, so is B × W . Consequently, there exist homotopy equivalences g : P → A × W and h : Q → B × W , where P and Q are finite CW complexs. Denote byĝ the homotopy inverse of g. The mapĝh is homotopic to a cellular map ϕ : Q → P . Let K be the mapping cylinder of ϕ, and let L be the Q in K. Then (K, L) is the desired pair. The existence of f is evident.
Corollary 2.12. Suppose (A, B) is a finitely dominated pair, and B → A is a closed cofibration. Then there exist a finite CW pair (K, L) and maps
such that the composition is homotopic to the identity.
Proof. By Lemma 2.11, there is a finite CW pair (K, L) and a homotopy equivalence of pairs f :
be the first factor projection. Then p•ι is the identity and the conclusion follows. Now assume X is path-connected. Denote by Λ the local system associated with Z[π 1 (X)] on X. Let η ∈ H n (X, Y ; O) be a homology class, where O is an orientation system on X. Suppose θ ∈ H 3 (S 3 ; Z) is a fundamental class of
Lemma 2.13. Suppose (X, Y ) is a finitely dominated pair. Then the following statements are equivalent.
(1) The following are isomorphisms for all * :
(2) The following are isomorphisms for all * and all local systems G on X:
(3) The following are isomorphisms for all * :
The following are isomorphisms for all * and all local systems G on X × S 3 :
The following are isomorphisms for all * :
(6) The following are isomorphisms for all * and all local systems G on X:
14. The equivalences (1) ⇔ (2) and (5) ⇔ (6) Remark 2.15. In the above, rather than taking product with S 3 , we could have instead taken the product with S 1 at the expense of changing the fundamental group.
Proof of Lemma 2.13. We shall only prove the equivalence from (1) to (4). The argument for (5)- (8) is similar.
First, we prove the equivalences (1) ⇔ (3) and (2) ⇔ (4). By Theorem B.6, the following square commutes up to sign.
are free, by Theorems B.4 and B.5, the two horizontal maps in this square are isomorphisms. Thus the right vertical map is an isomorphism if and only if the left one is. Again by the freeness of H • (S 3 ; Z) and H • (S 3 ; Z), the left vertical isomorphism is equivalent to the isomorphism η∩ : H q (X; G)
is an isomorphism, we infer (1) ⇔ (3) and (2) ⇔ (4).
Trivially, we have (4) ⇒ (3). To finish the proof, it suffices to prove (3) ⇒ (4).
By Lemma 2.11, there exists a finite
Assume the isomorphisms
for some orientation system O 1 on K. As mentioned in Remark 2.4, we may work with the simplicial chain complexes ∆ • and cochain complexes ∆ 
for all * and all local systems B. This provides the implication (3) ⇒ (4).
Remark 2.16. Instead of proving (1) ⇔ (2) in Lemma 2.13 directly, we reduced the conclusion for the finitely dominated pair (X, Y ) to that of the finite simplicial pair (K, L). This reduction will be frequently employed in the paper.
The Thom Isomorphism
We define below a version of the Thom isomorphism for space pairs and investigate its properties. Definition 3.1 (Thom Isomorphism). Let (X, Y ) be a space pair. Suppose O is an orientation system on X, and u ∈ H k (X, Y ; O) with k ≥ 0. If
is an isomorphism in every degree * for all local systems B on X, then we say (X, Y ) satisfies the Thom isomorphism of formal dimension k. We call u a Thom class of (X, Y ). 
there is a unique bundle isomorphism Φ :
Proof. Since u 1 is a Thom class of formal dimension k 1 , by Definition 3.1, we see that H * (X, Y ; B) = 0 for all local systems B and all * < k 1 . Furthermore,
In other words, there exists a local system B such that H k 1 (X, Y ; B) = 0. Applying the same argument to u 2 , we see that
Denote by k = k 1 = k 2 . By Definition 3.1, we see that
, where we use the fact
, which leads to a contradiction. Since O 1 and O 2 are systems of infinite cyclic groups, by the path connectivity of X again, there are exactly two bundle isomorphisms Φ 1 and Φ 2 between O 1 and O 2 such that Φ 1 = −Φ 2 . We then obtain Φ * 1 = −Φ * 2 . Since each homomorphism u i ∪ yields an isomorphism
Consequently, we may suitably choose the desired Φ as Φ 1 or Φ 2 .
In what follows suppose X is a path-connected space which has a universal cover, O is an orientation system on X, and u ∈ H k (X, Y ; O) is a cohomology class. Let Λ be the local system associated with Λ := Z[π 1 (X)] on X. (1) The homomorphism
is an isomorphism in all degrees. (2) For all local systems B on X, the homomorphism
is an isomorphism in all degrees.
(3) For all local systems B on X, the homomorphism
Proof. Choose a cocycleû ∈ C k (X, Y ; O) representing u and define a chain map
, and T is a Λ-bimodule homomorphism.
Furthermore T induces chain maps
(whereû∪ is the adjoint map of T ). The statements to be verified are then a direct consequence of (2.1) and Corollary 2.2.
In the following, assume (X, Y ) is a 2-connected space pair homotopy equivalent to a CW pair, and X is connected. Let k ≥ 3 be an integer. . When X is finitely dominated but not necessarily 1-connected, a proof is sketched in [22, prop. 3.10] . For the convenience of the reader, we shall present in Appendix C a detailed proof in the general case.
Poincaré Duality
In this section, we prove Theorems A, B and E, and Corollaries C and D. For all but the proof of Theorem A, the key tool will be the following result that translates between Poincaré duality and the Thom isomorphism. 
Suppose O 2 is an orientation system on M and u ∈ H k (M,
Then the following statements are equivalent.
(1) The following are isomorphisms for all * and all local systems B:
(2) The following are isomorphisms for all * and all local systems B:
(3) The following are isomorphisms for all * and all local systems B:
(4) The following are isomorphisms for all * and all local systems B:
Proof. By Theorem 3.5, we already have the equivalence (1) ⇔ (3). It suffices to prove (1) ⇔ (2) and (3) ⇔ (4). The following diagram commutes:
Here we have used the fact that
Since (M; N 1 , N 2 ) is a Poincaré triad, we know that η∩ is an isomorphism, which implies (1) ⇔ (2). It remains to prove (3) ⇔ (4). Consider the following commutative diagram.
in which T (a) := (η ∩ a) ∩ u. By the skew-commutativity of cup products (Proposition A.4), we infer
where a∪u ∈ H k+ * (M, N 1 ∪N 2 ; B ⊗O 2 ) and u∪a ∈ H k+ * (M,
Consequently, T is an isomorphism if and only if
is an isomorphism. Since η∩ is an isomorphism, we infer that ξ∩ is an isomorphism if and only if
is an isomorphism. For a local system A, there is a canonical isomorphism
Thus, when B runs over all local systems, so does O 1 ⊗ B. Hence, (3) ⇔ (4). Now we are ready in position to prove Theorem B.
Proof of Theorem B. We know that (X, Y ) is a finitely dominated pair. Taking the product with S 3 if necessary, we may assume (X, Y ) is a finite CW pair (cf. Lemma 2.11 and Lemma 2.13).
There is a smooth thickening of (X, Y ) in (H n+k , R n+k−1 ) when k is sufficiently large, where
The orientation system O on X corresponds to an orientation system O 3 on M,
is a Poincaré triad. We can therefore construct O 1 , O 2 , η and u as those in Proposition 4.1. So the conclusion follows from that proposition.
Remark 4.2. In contrast with Theorem 3.5, the proof we gave of Theorem B is not purely algebraic: we relied on the existence of thickenings of finite CW pairs, a technique arising in manifold theory. Note that Poincaré duality for a manifold triad (M; N 1 , N 2 ) plays a key role in the proof though we just refer to it in one sentence.
Wall's Conjecture (Corollary C) and Corollary D will easily follow from Theorem B and the following result. 1) and (1.2) hold. Then the following homomorphisms are isomorphisms for all m and all local systems B on X:
Proof. Consider the homology and cohomology long exact sequences of (X, Y ) with coefficients B and O ⊗ B. Then the conclusion follows from the Five Lemma.
Proof of Corollary D. This follows directly from Theorem B and Lemma 4.3. Proof. The proof is similar to that of Theorem 3.4. By the duality, we have
, which leads to a contradiction. Proof. By Lemma 4.3, we obtain the following isomorphism
Therefore Proof of Corollary C. This follows from Theorem B and Lemma 4.5.
We now turn to the proof of Theorem E.
Suppose (X, Y 2 ) is a CW pair satisfying the Thom isomorphism in formal dimension k. Similar to the proof of Theorem 3.6 (cf. Appendix C), convert (X, Y 2 ) to fibration pair (CE, E) → X, in which (CE, E) ≃ (X, Y 2 ). The fiber over x ∈ X is identified with the pair (CF x , F x ), where CF x is the cone on F x . Suppose u ∈ H k (CE, E; O 2 ) is a Thom class. Lemma 4.6. For each x ∈ X, the restriction of u
Proof. We outline two proofs. In the first instance, by the proof of Lemma C.1, one can construct a Thom class u ′ such that u ′ | CFx is a generator. Then the conclusion follows from the uniqueness of the Thom class (Theorem 3.4).
An alternative proof can be derived from the proof Lemma C.2. An argument using the Serre spectral sequence implies the conclusion. As in (1), let η be a fundamental class for (X, Y 1 ∪ Y 2 ). Then η ∩ u is a fundamental class of (X, Y 2 ). Then Before giving the proof of Theorem A, we consider a related problem. Suppose (X, Y ) and [X] ∈ H n (X, Y ; Z) satisfy (1.1), (1.2) and (1.3) with integer coefficients, then we say (X, Y ) satisfies Poincaré duality with integer coefficients, where the formal dimension is n.
Proof of Theorem E. (1). Suppose
When Y = ∅, Browder [4, p. 192 ] exhibited a space X satisfying Poincaré duality with integer coefficients but which is not a Poincaré space. Browder constructed X by taking the wedge of infinitely many acyclic spaces whose fundamental groups are nontrivial (where acyclic in this case means the reduced homology with integer coefficients vanishes). The resulting space clearly satisfies Poincaré duality with integer coefficients in formal dimension 0. However, its fundamental group is not finitely generated. Thus, by [4, cor. 1], X cannot be a Poincaré space. Note that Browder's counterexample is not homotopy finite, nor even finitely dominated. We present an alternative class of examples which are actually finite complexes. Proposition 4.7. For each n ≥ 0, there are finite CW complexes X which satisfy Poincaré duality with integer coefficients having formal dimension n but are not Poincaré spaces of any formal dimension.
Proof. Let M be the Poincaré homology 3-sphere. We can assume M is equipped with a finite CW structure with a unique 3-cell. Then G = π 1 (M) is nontrivial, finite and perfect (recall that the latter means G equals its commutator subgroup). Let A be the effect of removing the top cell from M. Then A is acyclic and satisfies Poincaré duality with integer coefficients, where the formal dimension is 0. We shall prove that A is not a Poincaré space of any formal dimension.
Since π 1 (A) = G is perfect, a homomorphism from π 1 (A) to Z 2 is trivial. Consequently, an orientation system on A must be trivial. If A is a Poincaré space of formal dimension n, then H n (A; Z) is nontrivial, and we infer n = 0. LetÃ → A be the universal cover. Since π 1 (A) is finite, it follows from Theorem H thatÃ is a Poincaré space of formal dimension 0. Hence,Ã is contractible and A is an Eilenberg-Mac Lane space of type K(G, 1). However, since G is finite and nontrivial, A cannot be have the homotopy type of a finite complex (cf. [14, prop. 2.45]), which is a contradiction.
Finally, for any orientable Poincaré finite complex P of formal dimension n, define X = A × P . Then X is finite and satisfies Poincaré duality with integer coefficients and has formal dimension n. However, X is not a Poincaré space. This is easily deduced from Theorem G, but it also follows from the simpler result [24, thm. 2.5].
Proof of Theorem A. The space A in this theorem is the one in the proof of Proposition 4.7. Furthermore, Y = A × S n−1 , and X = CY is the cone of Y . Then H * (Y ; Z) ∼ = H * (S n−1 ; Z) and X is contractible. Hence, (X, Y ) satisfies (1.1) and (1.2) with integer coefficients. Since X is 1-connected, by the finiteness of (X, Y ) and Lemma 2.13, we infer (X, Y ) satisfies (1.1) and (1.2). However, Proposition 4.7 shows that Y is not a Poincaré space.
Remark 4.8. Suppose (K, L) is a finite CW pair satisfying the first two types of isomorphisms in Definition 1.1. By taking a Euclidean thickening of (K, L), we obtain a manifold triad (X; Y 1 , Y 2 ) such that (X, Y 2 ) ≃ (K, L). By assertion (1) of Theorem E, the homotopy fiber F of Y 1 → X has the homotopy type of S k−1 . However, Theorem A suggests that Poincaré duality might fail for Y 2 . This motivates the consideration of F ′ in assertion (2) of Theorem E.
Doubling
The goal of this section is to prove Theorem F. The implication "⇐" of Theorem F can be easily deduced from the following gluing lemma which was proved by Wall in [24, thm. 2.1, add.] and reproved in [10, prop. C.6].
is a Poincaré triad of formal dimension n, where the fundamental classes of
Proof of Theorem F. Lemma 5.1 provides the implication "⇐." It remains to prove the converse.
If necessary, we take the product with S 3 and use Lemmas 2.11 and 2.13 to obtain a homotopy equivalence of 4-ads
Thus we may assume (X; Y 1 , Y 2 , Y 0 ) is a finite CW 4-ad. We may also assume X is connected.
We first prove the special case Y 1 = ∅. Call the latter the absolute case. Choose a smooth thickening (M + , N 2 ) of (X, Y 2 ) in some (H m , R m−1 ), where
is the closure of ∂M + \N 2 , and N 0 = N 1 ∩N 2 . Now glue two copies of M + together along N 2 to produce a manifold M with boundary ∂M = N 1 ∪ N 0 N 1 . Clearly, M is a manifold thickening of X ∪ Y 2 X. If we choose m sufficiently large, the pairs (M, ∂M) and (M + , N 1 ) and (N 2 , N 0 ) will be 2-connected. Since X ∪ Y 2 X and Y 2 are Poincaré spaces, by (2) in Theorem E, we know that the homotopy fibers of ∂M → M and N 0 → N 2 have the homotopy type of S k for some k ≥ 2. Let F denote the homotopy fiber of the map ∂M → M taken at a point of N 2 and let F + be the homotopy fiber of N 1 → M + taken at the same point. By Theorem E again, it suffices to show that F + is homotopy equivalent to S k . Clearly, since (M, ∂M) is the double of (M + , N 1 ), one has an evident retraction r : (M, ∂M) → (M + , N 1 ) to the inclusion. The map r induces in turn a retraction of homotopy fibers F → F + . But F has the homotopy type of S k . This will imply that the space F + is either contractible or it has the homotopy type of S k . If F + were contractible, then the cohomology groups N 1 ; B) are trivial in all degrees * and all local systems B on M + . By Poincaré duality, it follows that the homology groups H * (M + , N 2 ; B) are also trivial. But (M + , N 2 ) ≃ (X, Y 2 ), so the groups H * (X, Y 2 ; B) are trivial for all local systems B on X, which implies the isomorphism
Since Y 2 has formal dimension n − 1, the Mayer-Vietoris exact sequence shows that H n (X ∪ Y 2 X; A) = 0 for any local system A on X ∪ Y 2 X. This contradicts the assumption that X ∪ Y 2 X has formal dimension n. Consequently, F + is not contractible, so it must be homotopy equivalent to S k , as was to be shown. We now turn to the case when Y 1 = ∅. The idea will be to reduce to the absolute case. 
Clearly, the latter is homotopy equivalent to X ∪ Y X. Consequently, X ∪ Y X is also a Poincaré space. By the absolute case again, we infer that (X, Y ) is a Poincaré pair. This completes the argument.
It is natural to ask what happens if we remove in Theorem F the assumption that (Y
is a Poincaré pair of formal dimension n − 1. In this case, one can show that the conclusion of the theorem is no longer true: Example 5.2. Let (X, Y ) be the pair constructed in Theorem A with n > 1. Then X ∪ Y X is the unreduced suspension of Y . Since Y is homologically S n−1 , we infer that X ∪ Y X ≃ S n , which is a Poincaré space. However, (X, Y ) is not a Poincaré pair.
In another direction, following the proof of Theorem F, one obtains the following result, which uses assertion (1) in Theorem E. 
Finite Coverings
The purpose of this section is to prove Theorem H. Suppose p :X → X is covering space, then a local system A on X restricts to a local system p * A onX. The operation A → p * A defines a functor p * from the category of local systems on X to the category of local systems on X.
The functor p * has a right adjoint p * defined as follows: if B is a local system onX, then p * B is defined by
The fact that this defines a functor uses the path lifting property. If we use the direct sum instead of the direct product in the above display, we obtain another local system that will be denoted p ! B. The assignment B → p ! B defines a functor p ! which is left adjoint to p * . There is also an evident natural transformation
which is an isomorphism whenever p is a finite cover. The functors p ! and p * correspond respectively to induction and coinduction if interpret local systems as modules over the fundamental groupoid. There are natural isomorphisms of chain and cochain complexes
Similarly, if (X, Y ) is a pair, andȲ → Y is the restriction of p to Y , then we obtain a covering space of pairs (X,Ȳ ) → (X, Y ) inducing isomorphisms of relative chain complexes
Proof of Theorem H. (1). Let B be an arbitrary local system onX. Since p is a finite cover, we have
is a cycle representing a fundamental class of (X, Y ). Letμ ∈ C n (X,Ȳ ; p * O) be the transfer of µ. Thenμ is also a cycle. Using the isomorphisms (6.1) and (6.2) it is straightforward to check that the square
commutes. Since (X, Y ) is a Poincaré pair, the right vertical map of the square is a quasi-isomorphism. Hence the left map is also a quasi-isomorphism. Similar reasoning shows that the map
is a quasi-isomorphism as well as the map
for all local systems G onȲ . Consequently (X,Ȳ ) is a Poincaré pair with a fundamental class [μ].
(2). We know that (X, Y ) is a finitely dominated pair. By Lemmas 2.11 and 2.13, we may assume that (X, Y ) and (X,Ȳ ) are finite CW pairs. By choosing a smooth thickening of (X, Y ), we obtain a compact manifold triad
. Furthermore, we can assume that (M, N 1 ) and (N 2 , N 0 ) are 2-connected, where
Corresponding to the covering space pair (X,Ȳ ) → (X, Y ), we obtain a covering space 4-ad
is a Poincaré pair if and only if certain homotopy fibers are spheres. Since the inclusionsN 1 →M (resp. N 0 →N 2 ) and N 1 → M (resp. N 0 → N 2 ) share the same homotopy fiber, the conclusion holds.
Fibrations
In this section, we shall prove Theorem G. The strategy of the proof is to reduce to the absolute version using the Doubling Theorem F.
Proof of Theorem G. If necessary, we can take product with S 3 and use Lemmas 2.11 and 2.13, to assume (B, ∂B) and (F, ∂F ) are homotopy finite. Then (E, ∂ 1 E) is homotopy finite (cf. [23, prop . (1)
]).
By assumption, B is connected. In particular, the fibers over all points of B have the same homotopy type. We may also assume that E is connected since we can argue component-wise. Note that even in this situation, the fiber F can be disconnected. However, by the finiteness assumption it only has finitely many components. By choosing a suitable finite covering spaceB → B, we obtain a commutative diagram
where the top row is also a fibration sequence whose fiber F 0 is a component of F . Using Theorem H, we are reduced to considering F 0 → E →B. This reduces us to considering the case when F is connected andB = B.
In the absolute case ∂B = ∅ (hence, ∂ 2 E = ∅) and ∂F = ∅ (hence, ∂ 1 E = ∅), Theorem G was proved in [11] and [17, cor. F] . (Note that [11] and [17] also assumed that F is connected. Furthermore, part (2) is not stated in either [11] or [17] , but this statement is not hard to deduce from their proofs.)
Now suppose ∂B = ∅ and ∂F = ∅. Since ∂B → B is a closed cofibration, we infer so is ∂ 2 E → E (cf. [26, thm. 7.14] ). Thus we can apply Theorem F to the double
We first show that (7.1) is a fibration. Indeed, let r : B ∪ ∂B B → B be the evident retract. Then E ∪ ∂ 2 E E → B ∪ ∂B B is identified with the base change of the fibration E → B along r. Consequently, (7.1) is a fibration. Suppose (B, ∂B) is a Poincaré pair of formal dimension n and F is a Poincaré space of formal dimension k. Since
is a fibration, by the absolute version of the result, ∂ 2 E is a Poincaré space of formal dimension n+k−1. (Note that ∂B and hence ∂ 2 E may be disconnected. If that is the case, we argue component-wise. Note also that all fibers of ∂ 2 E → ∂B share the same homotopy type since they are induced from E → B.) By Theorem F, we see that B ∪ ∂B B is a Poincaré space of formal dimension n. By the absolute version again, E ∪ ∂ 2 E E is a Poincaré space of formal dimension n + k. By Theorem F again, (E, ∂ 2 E) is a Poincaré pair of formal dimension n + k.
Conversely, suppose (E, ∂ 2 E) is a Poincaré pair. Applying the absolute version to ∂ 2 E, we infer that ∂B and F are Poincaré spaces of formal dimension n−1 and k respectively for some n and k. By Theorem F, E∪ ∂ 2 E E is a Poincaré space of formal dimension n + k. By the absolute version again, B ∪ ∂B B is a Poincaré space of formal dimension n. By Theorem F again, (B, ∂B) is a Poincaré pair of formal dimension n. This establishes the result when ∂F = ∅.
It remains to prove the result when ∂F = ∅. Consider the map
Since (E, ∂ 1 E) → B is a fibration pair and ∂ 1 E → E is a closed cofibration, by [6, prop. 1.3] , the map (7.2) is a fibration whose fiber over the basepoint is F ∪ ∂F F . The conclusion now follows by applying the result in the previous case using Theorem F applied to the triad (E; ∂ 1 E, ∂ 2 E). Remark 7.2. For a fibration F → E → B, if we do not assume that F is finitely dominated, then the conclusion of Theorem G will no longer be true. For, consider the path fibration ΩB → P B → B. Then P B is contractible and hence a Poincaré space of formal dimension 0. However, ΩB is usually not a Poincaré space even if B is a finite Poincaré complex. The example of the double cover S ∞ → RP ∞ shows that the finiteness assumption on B is also needed for the result to hold.
Historical Remarks
Here we describe various inequivalent definitions of Poincaré pairs appearing in the literature. The difference among them is captured in the statement of Theorem E. Historically, there were at least four different definitions, all which are equivalent in the case of finite CW pairs (X, Y ) in which X and Y are 1-connected.
The earliest and simplest definition was provided by Browder [1] , [2, p. 927], which only assumes (1.1), (1.2) and (1.3) with integer coefficients. Browder's definition suffices for doing surgery theory in the simply connected case (c.f. [3] ). However, as seen in Proposition 4.7, it is inadequate more generally.
Wall gave with two definitions. The definition in [24, p. 215 ] is equivalent to the one used in this paper. In [25, In this section, we consider the cup product of cohomology with local systems and prove its skew-commutativity Proposition A. 4 . In what follows R is a commutative ring with 1.
Let G and H be local systems of R-modules on a space A. Then we have a natural isomorphism
Definition A. (A, B 1 ; G) and b ∈ H q (A, B 2 ; H), one has
where
is the natural isomorphism induced by (A.1).
Suppose B be the local system on A. Let
be the standard p-simplex. Consider the affine map θ p : S p → S p defined on vertices by θ p (e i ) = e p−i .
Then the collection {θ p } p≥0 defines a chain map
Clearly, θ is an involution.
Lemma A.5. The map θ is chain homotopic to the identity. Furthermore, the chain homotopy is natural with respect on subspaces of A.
Proof. We use acyclic models. The proof is classical if B is the constant local system Z (see e.g. [12, (24.11) ]), and the argument is essentially the same in the general case. For a singular simplex σ : S p → A, denote by C(σ) the free abelian group generated by σ • τ , where τ : S q → S p ranges over all affine maps the send vertices to vertices. Then C(σ) is a free Z-chain complex, and id − θ is carried by C(σ). In other words, there existŝ
Denote by x 0 = σ(e 0 ). Then the desired J can then be defined as
Using naturality, the last lemma immediately implies the following.
Lemma A.6. Suppose B 1 ⊆ A and B 2 ⊆ A. Then the chain map defined above determines a chain endomorphism, of the quotient complex
which we also denote by θ. Furthermore, the latter is chain homotopic to the identity.
Proof of Proposition A.4. The conclusion immediately follows from Lemma A.6. The argument is similar to [12, p. 201-202] .
Appendix B. The Künneth Theorems
In this section we describe the Künneth Theorems for homology and cohomology with local systems. One would have expected such results to be classical, and in fact they had been used by Wall in [24, thm. 2.5]. However, Wall neither formulated the results, nor proved them, nor gave a reference. To the best of our knowledge, a paper by Greenblatt [13, thms. 1.6,1.7] is the only one on this subject. Unfortunately, [13] is insufficient for our purposes (as it didn't deal with space pairs and secondly, it didn't characterize explicitly the homology cross product). The purpose of this section is to fill a gap in the literature.
Define the product of space pairs as
Then we can consider whether {A × D, B × C} is an excisive couple (see Definition A.1).
Example B. In what follows, let R be a principal ideal domain. Suppose (A, B) and (C, D) are space pairs such that {A × D, B × C} is an excisive couple, and A and C have their universal covers. Suppose G is a local system of free R-modules on A, and H is a local system of R-modules on C.
Theorem B.4 (Künneth Theorem for Homology). With respect to the above assumptions we have, for all n ≥ 0, a short exact sequence
where the first displayed homomorphism is the homological cross product (cf. below). If H is also R-free, then the short exact sequence splits.
Define the cohomological cross product by
, where p 1 and p 2 are the projections of A × C onto A and C respectively. (1) G is a local system of finitely generated R-modules; (2) (C, D) can be approximated by a CW pair (P, Q) such that P \ Q contains only finitely many cells in each dimension. Then for all n there is a short exact sequence
If condition (2) above is satisfied and H is also R-free, then the sequence splits.
Theorem B.6. The cross product in Theorem B.4 may be characterized as follows. Given
i.e. the following diagram commutes, where tensoring is over R:
Here * stands for (A, B) × (C, D), and
Proof of Theorem B.4. We may assume A and C are connected. Consider the universal covers θ 1 :Ã → A and θ 2 :C → C. LetB = θ −1
(B) and
Since {A × D, B × C} is an excisive couple, by the EilenbergZilber theorem [12, (29.34 )], the Eilenberg-Zilber chain map
and the natural map
are chain equivalences.
Denote by G 1 = π 1 (A) and 
is a free R-complex. Since R is a PID, the proof is completed by applying the algebraic Künneth theorem to
The following lemma shows that homology and cohomology with local systems are invariants of weak homotopy type. The proof will be omitted as it is straightforward. 
for all n and all local systems G on A.
Proof of Theorem B.5. We firstly prove a special case. Besides the given assumptions, additionally assume that both (A, B) and (C, D) are simplicial pairs, (A, B) is finite, and one of the following two conditions holds: (i) G is a local system of finitely generated R-modules; (ii) (C, D) is finite. Since (A, B) and (C, D) are simplicial pairs, we may consider instead the simplicial (co)chain complexes rather than the total singular complexes, denoted here by ∆
• and ∆ • . By the Eilenberg-Zilber theorem, we know that the singular cochain complex C
• ((A, B) × (C, D) ; G ⊗ H) is chain equivalent to
where M 1 (resp. M 2 ) is the restriction of G (resp. H) to the base point of A (resp. C). Since (A, B) is a finite simplicial pair, we infer ∆ • (Ã,B; R) is a free R[G 1 ]-complex of finite rank. Furthermore, the above condition (i) means that M 1 is a finitely generated R-module; the condition (ii) means that ∆ Since {A × D, B × C} is an excisive couple, we get the desired sequence.) This gives the result when condition (1) holds.
Suppose then that condition (2) holds. In this instance there is nothing new to prove since we can if necessary replace (C, D) with a finite simplicial pair.
Finally, by the definition of the Eilenberg-Zilber map, the cross product in the exact sequence is defined by cup products.
Before proving B.6, we recall the definition of the homology cross product. This product is actually arising from a canonical triangulation of the product of two simplices.
Denote by S q the standard q-simplex. Clearly, the vertices of S q and S r are ordered. Give the vertices of S q × S r the dictionary order. We denote by (i, j) the vertices of S q × S r , where 0 ≤ i ≤ q and 0 ≤ j ≤ r. The notation (i, j) means that the first coordinate is the ith vertex of S q and the second one is the jth vertex of S r . Using the ordering on S q × S r , there is a canonical way to triangulate S q × S r (see [27, such that 0 ≤ i k ≤ q, 0 ≤ j k ≤ r, i k ≤ i k+1 and j k ≤ j k+1 for all k, where (i k , j k ) are distinct. Using the triangulation, we see that the projections p 1 : S q × S r → S q and p 2 : S q × S r → S r are simplicial map preserving the ordering of vertices.
The cross product for the simplicial chain complex of S q × S r is defined as where the sum is over all (q + r)-simplices of S q × S r , the signs ± are suitably chosen as + or − so that the orientations equal the product orientation of S q × S r . Let (A, B) and (C, D) be finite simplicial pairs. Order the vertices of A and C, we can then obtain a simplicial structure of A×C. This simplicial structure results in the cross product on the chain level of simplicial chain complexes:
which is similar to (B.2).
More generally, suppose (A, B) and (C, D) are pairs of topological spaces. We can similarly define the cross product on the chain level of singular chain complexes, which yields a chain homotopy inverse of the Eilenberg-Zilber homomorphism.
Proof of Theorem B.6. If (A, B) and (C, D) are finite simplicial pairs, the proof is elementary. In this case, we can use instead the simplicial chain and cochain complexes. The conclusion is true even on the chain level.
In general, suppose (A, B) and (C, D) are pairs of topological spaces. As homology classes are compactly supported, there exist finite simplicial pairs (K, L) and (P, Q) and maps f : (K, L) → (A, B) and g : (P, Q) → (C, D) satisfying the following: there exist ξ ′ ∈ H q (K, L; f * G) and η ′ ∈ H r (P, Q; g * H) such that ξ = f * ξ ′ and η = g * η ′ .
Let a ′ = f * a ∈ H q 1 (K, L; f * G 1 ) and b ′ = g * b ∈ H r 1 (P, Q; g * H 1 ).
Since the conclusion holds for (K, L) × (P, Q), we infer that
where K ranges over the compact subsets of X. As homology is compactly supported, we obtain the isomorphism (2) for (X, Y ). Consequently, the implication "⇐" follows from Theorem 3.5.
It remains to prove the other implication of Theorem 3.6.
Lemma C.2. The "⇒" of Theorem 3.6 is true.
Proof. By the 2-connectivity of (X, Y ), we infer that F is 1-connected. Since both X and Y are CW complexes, by [23, cor. (13) ], F is homotopy equivalent to a CW complex. Thus it suffices to prove (C.4) H * (CF, F ; Z) = Z, * = k 0, * = k .
Let p :X → X be the universal covering. LetỸ = p −1 (Y ). We get Note that the mapsỸ →X and Y → X share the same homotopy fibers F . There are two ways to complete the proof. By (C.5) and Theorem 3.5, we obtain isomorphisms in cohomology p * u ∪ : H * (X; Z) ∼ = −→ H k+ * (X,Ỹ ; Z).
SinceX is 1-connected, the conclusion follows from [3, lem. I.4.3] . Alternatively, apply [15, thm. B] or an argument using the Serre spectral sequence to (C.5) directly. (Note that [3] applies the Serre spectral sequence to cohomology. We apply here a similar argument to the homology.)
