We present an explicit method to compute the Siciak-Zaharjuta extremal function of a real convex polytope in terms of supporting simplices and strips. The proof of this method makes essential use of extremal ellipses associated to the convex body.
Introduction
Let K ⊂ C d be compact. The (Siciak-Zaharjuta) extremal function of K is defined by
here p K = sup z∈K |p(z)| is the sup norm, C[z] denotes the (complex) multivariate polynomials in z = (z 1 , . . . , z d ), and log + | · | = max{log | · |, 0}. The upper semicontinuous regularization V * K (z) = lim sup ζ→z V K (ζ) is either identically +∞ or is a plurisubharmonic (psh) function of logarithmic growth that is maximal outside the set K: V * K (z) ≤ log + |z| + C for some constant C,
Here (dd c ·) d denotes the complex Monge-Ampère operator, which, applied to a function u of class C 2 , is given by the formula (dd c u)
(where dV denotes 2d-dimensional Euclidean volume in C d ), and its extension to locally bounded psh functions gives a positive measure [2] . Both V K and (dd c V * K ) d , the complex equilibrium measure of K, are of fundamental importance in pluripotential and approximation theory. For most sets of interest, K is regular, i.e., V * K = V K ; this is the case for all sets considered in this paper so from now on we drop the ' * ' superscript.
Although explicit computation of V K and (dd c V K ) d is, in general, virtually impossible, much progress has been made in understanding certain cases. In particular, when K ⊂ R d ⊂ C d is a convex body, much is known. Lundin [8] studied the structure of V K when K is a convex body that is symmetric with respect to the origin (K = −K), and computed explicit formulas for V K and (dd c V K ) d when K ⊂ R d is the unit ball. Baran [1] extended this study to certain nonsymmetric convex bodies obtained as images of symmetric ones by a quadratic mapping; in particular, he derived an explicit formula for the extremal function of a simplex (cf. Theorem 7.1). He also showed that for all these cases, the complement of K is foliated by complexified ellipses on which V K is harmonic.
The existence of such a foliation was extended to a generic collection of convex bodies in [4] . Precisely, associated to a generic convex body is a collection of algebraic curves V c of degree 2, parametrized by c ∈ P d−1 such that
, and V c = V c only if c ∈ {c, c}; otherwise
(ii) The restriction of V K to V c \ K is harmonic, for each c; and (iii) V c ∩ K is a real ellipse * maximally inscribed in K, for each c.
The curves V c , called extremal ellipses, are extremal in certain variational and geometric senses. The extremal properties of these ellipses were used in [6] to compute the complex equilibrium measure (dd c V K ) d , and in [5] to study the smoothness of V K .
In this paper, we use extremal ellipses to compute V K explicitly when
is a compact convex polytope. Our main theorem is the following:
Here, S(K) is a finite collection of sets, each of which contains K and is either a simplex or a strip (see Section 4). The explicit construction of these simplices and strips takes up Sections 2-4. In Section 5 we recall some geometric facts about ellipses inscribed in a polytope; these are combined in Section 6 with methods of pluripotential theory in order to prove the theorem.
In Section 7 we demonstrate, via a simple example, how to compute an explicit formula for the extremal function of a compact convex polygon using barycentric coordinates on triangles and Baran's formula for the extremal function of a triangle. In principle, one can use this method to derive an explicit formula for the extremal function associated to any compact convex polytope, given a finite collection of supporting hyperplanes that determine the polytope (or equivalently, given its vertices).
Hyperplanes, normal vectors, affine functions
We use the following notation: 
For any
2. n j = j−1 k=1 λ k n k , for some constants λ 1 , . . . , λ j−1 . Proof. Write n j = v+w where v ∈ span{n 1 , . . . , n j−1 } and w ∈ span{n 1 , . . . , n j−1 } ⊥ .
Hence n j = j−1 k=1 λ k n k + w, where w · n k = 0 for all k = 1, . . . , j − 1. By definition n k · w = 0 for all k = 1, . . . , j − 1. If (1.) holds, then also w · n j = 0, and
Thus w = 0, which yields (2.). We have proved (1.) ⇒ (2.).
The implication (2.) ⇒ (1.) is trivial.
Recall that a hyperplane H in R d is the zero set of an affine function (i.e., linear polynomial)
If a ∈ H then l(a) = 0 so that b = − c j a j ; hence
where n = (c 1 , . . . , c d ). For any other p ∈ H, n · (p − a) = l(p) = 0, which is the well-known statement that n is normal to H; by linearity, this also yields
so a ∈ H is arbitrary.
Lemma 2.3. Let distinct, non-parallel hyperplanes H 1 , H 2 in R d be given as in (2.1) by the respective functions l 1 , l 2 . Let η ∈ R d with l 1 (η) > 0 and l 2 (η) > 0. Then there is ζ 1 ∈ H 1 , ζ 2 ∈ H 2 such that 1. η ∈ I where I is the closed line segment joining ζ 1 to ζ 2 ; 2. If L denotes the line through ζ 1 and ζ 2 , then
Proof. Without loss of generality, we may assume d = 2 by restricting to a plane that intersects {η} ∪ (H 1 ∩ H 2 ). In the plane, we may suppose, following a possible translation, that H 1 and H 2 are lines through the origin, and l 1 , l 2 are the corresponding linear functions for which H j = {x ∈ R 2 : l j (x) = 0}.
Let ζ 1 ∈ H 1 satisfy l 2 (ζ 1 ) = 2l 2 (η). The line through ζ 1 and η is given by t → tζ 1 + (1 − t)η. It intersects H 2 at a point ζ 2 corresponding to the parameter t = −1:
This gives the line segment I. Another calculation yields l 1 (ζ 2 ) = 2l 1 (η). As one goes along I from ζ 1 to ζ 2 , l 1 increases linearly from 0 to 2l 1 (η) while l 2 decreases linearly from 2l 2 (η) to 0. The second statement follows easily.
Lemma 2.4. Let H 1 , . . . , H d be affine hyperplanes given by linear equations
4)
and let n 1 , . . . , n d be the respective normal vectors as in (2.2). Let j ≤ d and suppose the vectors n 1 , . . . , n j are linearly independent. Then
. . , j and
is a cone over p.
By linear algebra, the hyperplanes have nonempty intersection, because if x satisfies (2.4) then it solves the linear system Ax = c, where A is the matrix for which A ik is the i-th entry of n k and the entries of c are given by c k := n k · a k . The hypothesis on the n k s says that A is of rank j; in particular, the system has a solution, p say. Since p ∈ H j for each j, we have by the argument preceding (2.3) that
Thus x ∈ S means that x = v + p for some vector v that satisfies v · n j ≥ 0 for all j. Then λv · n j ≥ 0 if λ ≥ 0, so x(λ) := p + λv is also in S. Thus if S contains x, then it also contains the ray starting at p and going through x. Hence S is a cone with vertex at p; in particular, we may write S = {p + λv : λ ≥ 0, v ∈ S}, where S = {w ∈ R d : w ∈ S, w − p = 1}.
Simplices
In this section we look at the geometry of simplices and characterize them by a generic linear independence condition on the supporting hyperplanes of their faces. We then show that a compact convex polytope whose faces satisfy the condition may be generated by its supporting simplices.
Notation 3.1. Given a set S ⊂ R d , let co(S) denote its closed convex hull, i.e., the smallest closed convex set containing S.
Recall that a j-dimensional simplex in R d is a set of the form co({p 0 , . . . , p j }) for points in general linear position, which means that {p 0 , . . . , p j } is not contained in a j-dimensional affine hyperplane. Equivalently, the vectors v k := p k − p l , k = l, are linearly independent, where l ∈ {0, . . . , j} is fixed. In this section, we concentrate on simplices of full dimension (j = d), for which we will give a dual characterization by supporting hyperplanes, or equivalently, their affine defining functions.
Let H 0 , . . . , H d be hyperplanes defined by the affine functions l 0 , . . . , l d , and define
Lemma 3.2. The following two conditions are equivalent for j ∈ {0, . . . , d}.
L j is invertible and p
Suppose the above conditions hold for j = j 1 , j 2 . Then p j1 = p j2 if and only if l j1 (p j1 ) = 0. (And if and only if l j2 (p j2 ) = 0, by symmetry.)
Proof. The equivalence of (1.) and (2.) is elementary linear algebra, given that l k (p j ) = 0 for all k = j. (This is the condition for a system of j linear equations to have a unique solution.)
If
. This gives the forward implication in the last statement by contraposition.
, and hence p j1 = p j2 . 
If all points are equal, then the set S := {x ∈ R d : l j (x) > 0 for all j} is either empty or an unbounded cone.
If all points are distinct, then each subcollection of points is in general linear position. Hence the closed convex hull of these points is a simplex.
Proof. Either all points are distinct, or at least two points are equal, say p 0 = p 1 , which says that
Taking the intersection with H 1 , we compute for any j ∈ {1, . . . , d}, that
and therefore p 1 = p 0 = p j for all j, i.e., all points are equal. If all points are equal, suppose without loss of generality that this point is the origin. Then the l j s are linear maps and for each j,
Hence x ∈ S implies λx ∈ S, so S is either empty or an unbounded cone with vertex at the origin.
Suppose all points are distinct. To verify, say, that {p 0 , p 1 , p 2 } are in general linear position, we show that p 0 − p 1 and p 2 − p 1 are linearly independent, i.e.,
3)), and therefore, by Lemma 3.2,
Take the inner product with n 0 on both sides of (3.2); then applying the above equations, we have c 1 n 0 · (p 0 − p 1 ). Hence c 1 = 0, and c 2 = 0 follows. To show that larger subcollections of points are also in general linear position, we induct on the size of the set. Considering say, {p 0 , . . . , p j }, suppose
As above, we have
and similarly, c 1 = 0. Hence equation (3.3) holds without the first term on the lefthand side. By induction, the points of {p 1 , . . . , p j } are in general linear position, so
In what follows we will assume that the hyperplanes H 0 , . . . , H d are given by l 0 , . . . , l d and satisfy: 
Proof. Denote by L the set on the left and by R the set on the right. Note that for any x, y ∈ R d we have
Hence the left-hand side of the above is nonnegative if
Conversely, to show R ⊆ L we do an inductive argument on the dimension d. If d = 1 then we have two points x 0 , x 1 and corresponding affine functions l 0 , l 1 . Using (3.4) it is easy to verify that R is the line segment joining x 0 to x 1 , which coincides with L. (So R = L in this case.)
Now consider higher dimensions, d > 1. Let a ∈ R, so that l j (a) ≥ 0 for all j. Since we need to show that a ∈ L, assume a ∈ {p 0 , . . . , p d } (otherwise a ∈ L by convexity of R and we are done). For the purpose of induction, assume the inclusion R ⊆ L holds in dimension less than d.
On the other hand, suppose l j (a) > 0 for all j. By Lemma 2.3 there is a line segment I through a that intersects two of the hyperplanes (H j , H k say). By possibly shrinking the line segment, we may assume that I ⊂ R with endpoints ζ j ∈ (H j ∩ ∂R) and ζ k ∈ (H k ∩ ∂R). Now l j (ζ j ) = 0 so we may apply the argument in the previous paragraph to show that
Lemma 3.6. Suppose condition ( ) holds. For each j = 0, . . . , d, write l j (x) = n j · (x − a j ) for some a j ∈ H j and normal vector n j . Let S denote the set in Proposition 3.5. Then given x ∈ int(S) and j ∈ {0, . . . , d},
Proof. The ray starting at p j and going through x must intersect the boundary of S at a point ζ, since S is a bounded convex set. We claim that ζ ∈ H j . Otherwise, ζ ∈ H k (k = j), and because p j ∈ H k , we must have x ∈ H k by convexity, i.e., l k (x) = 0, which contradicts the fact that l k (x) > 0. So ζ ∈ H j , and l j (p j ) > 0 = l j (ζ), which means that l j decreases linearly along the ray. It follows that
Lemma 3.7. Let l 0 , . . . , l d be affine maps, l j (x) = n j · (x − a j ) for each j, such that any choice of d vectors in {n 0 , . . . , n d } is linearly independent. For each j, let p j be the solution to the system of equations l k (x) = 0 for all k = j. Let
Suppose there exists x ∈ S and j ∈ {0, . . . , d} such that (3.5) holds. Then the points p 0 , . . . , p d are distinct and S = co({p 0 , . . . , p d }).
Proof. Suppose j ∈ {0, . . . , d} and x ∈ S with n j · (x − p j ) < 0. This says that
On the other hand, if k = j then l j (p k ) = 0, and hence p j = p k . So the points {p 0 , . . . , p d } are distinct by Lemma 3.3.
For any other k = j, we have l k (x) > 0. Since S is convex, the closed line segment I joining p k to x is contained in S, so l k ≥ 0 on any point of I. If l k (p k ) = 0 then p k ∈ H k and therefore
Thus l j (p j ) > 0 for all j, so condition ( ) holds and S = co({p 0 , . . . , p d }) by Proposition 3.5.
Remark 3.8. Condition (3.5) on the normal vectors n j can be observed geometrically. Let K ⊂ R 2 be the quadrilateral K = {x ∈ R 2 : j (x) ≥ 0} given by
Let S j = {x ∈ R 2 : k (x) = 0 for k = j}. The normal vectors associated to the j s that define S 1 , S 2 , S 3 , and S 4 respectively are pictured below.
Here d = 2 in which each triangle is given by 3 lines. Then condition (3.5) says the following: for any two normal vectors, the (positive) cone generated by these vectors never contains the third vector. Clearly the normal vectors to the edges of S 3 , S 4 have this property, but those for S 1 , S 2 do not. By Lemmas 3.6 and 3.7, only the triangles S 3 , S 4 contain K. If each collection of d vectors in {n 0 , . . . , n N } is linearly independent, then K is an intersection of at most finitely many d-dimensional simplices
such that each face of S j contains a face of K.
Proof. Choose a face, say F 0 , and a vertex p 0 ∈ F 0 . Let l 0 be the affine map of the supporting hyperplane H 0 , so
Now p 0 is a vertex of at least d faces, F 1 , . . . , F d say. Let H 1 , . . . , H d and l 1 , . . . , l d be the corresponding supporting hyperplanes and affine maps as above. Let ζ ∈ F 0 . By convexity, the line segment joining p 0 and ζ lies in K. Let x 0 be the midpoint of this segment. Then by (3.6), l 0 (p 0 ) > 0 = l 0 (ζ), so l 0 decreases linearly along the segment in the direction of ζ − p 0 , or equivalently, the direction of x 0 − p 0 . Hence
where as before, n 0 is the normal vector to H 0 for which l 0 (x) = n 0 · (x − a), a ∈ H 0 .
If j ∈ {1, . . . , d}, then a similar argument shows that l j increases linearly in the direction of ζ − p 0 , and therefore Thus x 0 ∈ int(K) and the condition (3.5) holds for x 0 and j = 0. By Lemma 3.7,
and by Lemma 3.3, S is a d-dimensional simplex. By construction, l j (x) ≥ 0 for each x ∈ K and j = 1, . . . , d, so S ⊂ K. Now every supporting hyperplane that contains a face of K is also a hyperplane that contains the face of some simplex containing K: apply the same argument as above with this hyperplane in the role of H 0 . Now every point a ∈ K satisfies l(a) < 0 for some affine map that gives the supporting hyperplane H of a face of K. By (3.7) it is also in the complement of a constructed simplex S ⊇ K. Hence K must be exactly the intersection of such simplices. Finally note that K cannot be an intersection of more than N +1 d+1 distinct simplices, which is the number of ways to choose d + 1 faces of K. Proof. Let b be a vector. The simplex S has a supporting hyperplane, say H 0 , for which b is not parallel to H 0 . Let a 0 ∈ H 0 ∩ ∂K(⊂ ∂S). There exists x ∈ K and > 0 such that either b = a 0 − x or b = x − a 0 . In the first case, by convexity
In the second case, take another supporting hyperplane to S, say, H 1 , with b not parallel to H 1 . As before, let p 1 denote the vertex of S that does not lie on H 1 . By Lemma 3.6 (equation (3.5)),
If we now pick a 1 ∈ H 1 ∩ ∂K, then 
Strips
We will define a (convex) strip in R d to be the preimage L −1 (A) of a compact convex set A ⊂ R j of dimension j, where j ∈ {1, . . . , d} and L : R d → R j is a linear map of rank j. By rotating coordinates, a strip can be put into the form
the set A is called the (j-dimensional) orthogonal cross-section. An infinite (in both directions) prism with a polygonal base is an example of a strip. Figure 2 illustrates supporting strips in R 3 .
Definition 4.1. Let K ⊂ R d be a convex set, K ⊆ S where S is a strip. Then S is a supporting strip (to K) if for any translation b in a direction parallel to its orthogonal cross-section, b + K ⊂ S. 
, be the corresponding linear maps for k = 0, . . . , j. Suppose the set of normal vectors N := {n 0 , . . . , n j } satisfies the following two conditions:
• span(N ) has dimension j and every subset of N of size j is linearly independent;
• There exists x ∈ K and p 0 ∈ j k=1 H k such that
Then there is a supporting strip to K that is equivalent under rotation to Σ × R d−j , where Σ ⊂ R j is a j-dimensional simplex.
Proof. By rotating coordinates, we may assume without loss of generality that
so that n k = (n k1 , . . . , n kj , 0, . . . , 0) for all k. Hence
where c k = −n k · a k and n k , x are the projections of n k , x to the first j coordinates. Define
Then we have
Since n k+1 = · · · = n j = 0, equation (4.1) says that
By Lemmas 3.7 and 3.3 applied in dimension j, Σ is a j-dimensional simplex. Finally, we verify that S is a supporting strip. Since we are only considering translations parallel to the cross-section Σ, it is sufficient to show that Σ is a simplex that minimally supports the projection
But this is true by Lemma 3.10.
Before proving the main result of this section, we state an elementary lemma.
Lemma 4.4. Suppose the set of vectors {n 0 , n 1 , . . . , n k } is linearly dependent, but {n 1 , . . . , n k } is linearly independent. Then there is j ≤ k and j elements, say, n k1 , . . . , n kj , such that the set A := {n 0 , n k1 , . . . , n kj } is linearly dependent, but any j elements of A are linearly independent.
Proof. By hypothesis, the collection D ⊂ P({n 0 , . . . , n k }) of subsets that contain linearly dependent elements is a non-empty collection, and each of them contains n 0 . Now choose A ∈ D with the smallest number of elements.
where each S j is either a d-dimensional simplex or a strip whose orthogonal crosssection is a lower-dimensional simplex, and each face of S j contains a face of K.
Proof. Choose a face, say F 0 , of K, and vertex p 0 ∈ F 0 . An examination of the proof of Theorem 3.9 shows that there are supporting hyperplanes H 0 , . . . ,
H k , and for some x ∈ int(K),
where n 0 , . . . , n d are the corresponding normal vectors. Thus condition (3.5) holds with j = 0.
If each subset of {n 0 , . . . , n d } of size d is linearly independent, then, as in Theorem 3.9,
is a simplex containing K. Otherwise, note that by construction {n 1 , . . . , n d } is linearly independent, since the corresponding hyperplanes H 1 , . . . , H d intersect at a point. In view of the previous lemma, {n k } j k=0 , say, is linearly dependent for some j < d, but each subset of size j is linearly independent. Then (4.1) holds, and by Proposition 4.3, the set
is a supporting strip whose cross-section is a j-dimensional simplex.
Since K has a finite number of faces, there are at most a finite number of distinct supporting simplices and strips S j , with the property that each face of S j contains a face of K.
Inscribed ellipses
In this section we look at ellipses inscribed in a convex polytope. An ellipse in R d may be characterized as the image E = L(C) of the unit circle
where a j ∈ R d , j = 1, 2, 3. In complex notation, identifying (cos θ, sin θ) ∈ R 2 with e iθ ∈ C, we may write this as
Definition 5.1. Let K ⊂ R d be a convex body and let E ⊂ K be an ellipse. Then E is (maximally) inscribed in K if it cannot be translated into int(K), i.e., for any
Clearly, a non-degenerate inscribed ellipse E, considered as an element of the collection of all ellipses contained in K with the same eccentricity and orientation as E, is one that bounds the largest possible region. Otherwise one could translate E to int(K) and expand it slightly to get a larger ellipse still contained in K, with the same eccentricity and orientation.
We want to relate inscribed ellipses to supporting simplices and strips. Let E be an inscribed ellipse in K. Then E intersects the boundary of K in finitely many points. To see this, note that the intersection is nonempty, otherwise E would be in int(K), and the intersection of a quadratic curve with an affine hyperplane (corresponding to a face of K) is finite. In fact, E intersects a face in at most one point; the intersection must be tangential in order that E remain in K. Denote by F 0 , . . . , F N the faces of K that intersect E, and for each j = 0, . . . , N ,
then E ∩ ∂K = {a 0 , . . . , a N }. Note that some of the a j s may coincide.
For each j, let H j denote the hyperplane containing F j , let n j denote the unit normal, and let l j denote the corresponding affine map, as defined previously.
Proposition 5.2. Let E ⊂ K be an inscribed ellipse. Then there is a supporting simplex or strip S ⊃ K such that E is inscribed in S.
Proof. As before, let F 0 , . . . , F N denote the faces of K that intersect E. Let H k , n k , l k be the corresponding hyperplanes, normals, and affine maps, for each k = 0, . . . , N .
We first consider when dim(span{n 0 , . . . , n N }) = d. Without loss of generality, assume n 1 , . . . , n d are linearly independent, and let p 0 be the point of intersection of
Since E is an inscribed ellipse, a translation in the direction of a 1 − p 0 must send at least one point of E ∩ ∂K outside of K. Say, a 0 on the face F 0 translates outside K; then l 0 (a 0 + (a 1 − p 0 )) < 0, from which
By Lemma 4.4 we can find j ≤ d linearly independent normal vectors, say (after relabelling) the vectors n 1 , . . . , n j , such that {n k } j k=0 is linearly dependent but any subcollection of j vectors is linearly independent. If j < d then by (5.2), (5.3), and Proposition 4.3,
is a supporting strip to K with j-dimensional cross-section. For any vector b, b = b 1 + b 2 , where b 1 is along the strip and b 2 is along the cross-section. Translating by b 1 sends points of (E ∩ ∂K) ⊂ ∂S into points of ∂S, while translating by b 2 sends points of E ∩ ∂K outside S. Hence E is inscribed in S. If j = d then by a similar argument, S is a supporting simplex such that E is inscribed in S.
and denote by S V the strip or simplex obtained (say, with j-dimensional cross-section, j ≤ d V ). Then, it is straightforward to verify that
where V ⊥ denotes the orthogonal complement to V , is a supporting strip to K in R d with j-dimensional cross-section, and E is inscribed in S.
Pluripotential theory
Let L = L(C d ) denote the Lelong class, which is the class of plurisubharmonic (psh) functions on C d of at most logarithmic growth: u ∈ L if there exists C ∈ R such that u(z) ≤ log
where log
is given by those functions u ∈ L for which there also exists c ∈ R such that the lower bound
Recall that the (Siciak-Zaharjuta) extremal function is defined by (1.1) as an upper envelope of polynomials. A theorem of Siciak and Zaharjuta says that this function is also given as an upper envelope of functions in L:
We recall below a couple of properties of the extremal function that we will need; for proofs, see [7] , chapter 5.
Proposition 6.1.
is a polynomial mapping of degree d with the property that P −1 (0) = {0}, where P = ( P 1 , . . . , P d ) and P j denotes the homogeneous part of P j of degree d. Then for any compact K ⊂ C d ,
Equation (6.1) also makes sense for a possibly unbounded set S: define V S (z) := sup{u(z) : u ∈ L, u ≤ 0 on K}.
We are interested in the special case when S is a strip. Taking R sufficiently large, we have z ∈ B R so that V B R (z ) = 0, and therefore V S (z) ≤ V K (z ) = V K (π(z)).
We will need the following two theorems; the first was proved in [3] and the second in [4] . Theorem 6.3. Let K ⊂ R d be a compact convex body. For each z ∈ C d \ K there exists a complex ellipse E C ⊂ C d (i.e., an algebraic curve of degree 2, or of degree 1 if degenerate) with parametrization
such that (i) z = f (ζ z ) for some |ζ z | > 1, and
(ii) V K (f (ζ)) = log |ζ| for all |ζ| > 1.
Theorem 6.4. Let K ⊂ R d be a compact convex body. Let f be the parametrization of a complex ellipse E C of the form (6.2). Then f satisfies (ii) in Theorem 6.3 if and only if E := E C ∩ K is a real ellipse inscribed in K, in the sense of Definition 5.1.
We want to verify that the conclusion of the above theorem also holds for strips. We need an elementary lemma about extremal functions for real balls. Let Proof. Using Proposition 6.1(2) applied to the linear mapping z → z/R, and using Lundin's formula (6.3), we obtain
Now |z/R| 2 +|(z/R) 2 −1| → 1 as R → ∞. Since log h(1) = 0, the result follows.
Corollary 6.6. The conclusion of Theorem 6.4 holds if K is replaced by a strip in R d with j-dimensional cross-section, j < d.
