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OPTIMAL SOLVERS FOR FOURTH-ORDER PDES
DISCRETIZED ON UNSTRUCTURED GRIDS
SHUO ZHANG AND JINCHAO XU
Abstract. This paper provides the first provable O(N log N) algorithms for the linear system aris-
ing from the direct finite element discretization of the fourth-order equation with different boundary
conditions on unstructured grids of size N on an arbitrary polygoanl domain. Several precondi-
tioners are presented, and the conjugate gradient methods applied with these preconditioners are
proven to converge uniformly with respect to the size of the preconditioned linear system. One
main ingredient of the optimal preconditioners is a mixed-form discretization of the fourth-order
problem. Such a mixed-form discretization leads to a non-desirable —either non-optimal or non-
convergent— approximation of the original solution, but it provides optimal preconditioners for the
direct finite element problem. It is further shown that the implementation of the preconditioners can
be reduced to the solution of several discrete Poisson equations. Therefore, any existing optimal
or nearly optimal solver, such as geometric or algebraic multigrid methods, for Poisson equations
would lead to a nearly optimal solver for the discrete fourth-order system. A number of nonstandard
Sobolev spaces and their discretizations defined on the boundary of polygonal domains are carefully
studied and used for the analysis of those preconditioners.
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1. Introduction
In this paper, we study numerical methods for solving finite element systems for boundary
value problems for fourth-order elliptic partial differential equations on unstructured grids of an
arbitrary polygonal domain. The fourth-order partial differential equation has applications in, for
example, solid and fluid mechanics and material sciences. Many different finite element methods,
including conforming and nonconforming, have been developed in the literature for discretizing
the boundary value problems. All these discretizations lead to very ill-conditioned linear systems
with condition numbers of order O(h−4) that are difficult to solve.
Multigrid methods are among the most efficient techniques for solving these systems. In partic-
ular, geometric multigrid methods based on a nested sequence of multilevel geometric grids have
been extensively studied in the literature for fourth-order problems, c.f. [4,7,8,18,28,33,45,46,48]
and references therein. The efficiency of these methods, however, depends crucially on appropriate
underlying multilevel structures. Because such multilevel structures are not naturally available in
most unstructured grids in practice, multigrid methods of this type are generally quite difficult to
use. More user-friendly methods such as algebraic multigrid methods (that can be applied to un-
structured grids) have also been studied in the literature, see [5,6,23,30,34]. But the efficiency of
these methods applied on the fourth-order finite element problem is limited. Further, there is still
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no theory to support the methods of these types. In any event, to the authors’ knowledge, no math-
ematically optimal solvers for fourth-order finite element problems discretized on unstructured
grids are presented in the literature.
In this paper, we develop a class of methods that fall in between geometric and algebraic multi-
grid methods. We use the final geometric grid only which has no hierarchy and can be entirely
unstructured. We circumvent the obstacles inhering in a lack of natural hierachical structure by
exploring the deep virtue of multilevel methodology in the framework of the Fast Auxiliary Space
Preconditiong (FASP) method that exists in the literature [40, 41]. These methods combine the
practical advantage of algebraic multigrid methods in that they are easy to use with the solid the-
oretical foundation associated with geometric multigrid methods.
To cope with the conforming and nonconforming finite element discretizations for the fourth-
order problem with different boundary conditions, we present several preconditioners and then use
the conjugate gradient method on the preconditioned linear systems. One main ingredient in the
construction of these preconditioners is an auxiliary discretization of a mixed form of the fourth-
order problem whereby piecewise linear finite elements are used for both the original variable and
the auxiliary variable. Such simple mixed finite element discretizations often lead to non-desirable
(either non-optimal or non-convergent) approximations of the original solution; however, a proper
combination of the solution and some elementary point relaxation iterative methods for the original
system, such as the Jacobi and symmetric Gauss–Seidel methods, produces a preconditioner that
can capture the spectrum of the original linear systems well. And, as a result, the conjugate
gradient method applied to the preconditoned system converges uniformly with respect to the size
of the systems. The solution of the linear mixed system will be reduced to the solution of several
discrete Poisson equations. Thus, any existing optimal or nearly optimal Poisson solver, such as
geometric or algebraic multigrid methods, would lead to a nearly optimal solver for the discrete
fourth-order system. These solvers work for a relatively large class of finite element systems.
In order to analyze the optimality and complexity of the preconditioners, a number of technical
results associated with the Sobolev space H2 ∩ H10(Ω) on the polygonal domain are developed
in the paper. That is, the finite element discretizations and the continuous and discrete traces on
the boundary are studied, as the generalization of some existing results for the smooth domain.
Based on the properties of the newly developed trace spaces and the trace and extension operators
defined on the trace spaces, the optimality of each solver is shown rigorously on both convex and
nonconvex domains.
With various numerical examples also reported to support the theoretical results, this paper
appears to be the first to present provable O(N log N) algorithms for the fourth-order equation
discretized on unstructured grids.
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The rest of the paper is organized as follows. In the next section, we introduce the model
problem and basic definitions and notations of finite element methods. In Section 3, we intro-
duce some preliminaries of the paper, namely a concise introduction to preconditioned conjugate
gradient (PCG) method and FASP. In Section 4, we discuss several discrete second-order opera-
tors defined on finite element spaces, and in Section 5, we develop some trace spaces of specific
Sobolev spaces and discuss their discretization. Sections 6 and 7 are devoted to the optimal solver
for the finite element problem of the fourth-order problems. Both theoretical results and numerical
examples are provided to verify the optimality of the solvers. Finally in Section 8, conclusions and
remarks are given.
2. Model problems and finite element discretizations
2.1. Model problems. Let Ω ⊂ R2 be a bounded polygon, with Γ = ∂Ω its boundary, and Γi and
i = 1, . . . ,K as the edges of Ω, such that Γ = ⋃Ki=1 Γi. We consider the model biharmonic equation
(1) ∆2u = f
on Ω equipped with boundary value conditions of the first and second kind, and its variational
formulation. In doing so, we find u ∈ Mk, such that
(2) (∇2u : ∇2v) = ( f , v) ∀ v ∈ Mk,
where Mk is a Hilbert space with a certain boundary value condition; namely, M1 = H20(Ω) when
the Dirichlet boundary condition of the first kind is considered, and M2 = H2(Ω) ∩ H10(Ω), when
the Dirichlet boundary condition of the second kind is considered. In terms of elasticity, the
first is in accordance with the clamped plate and the second is in accordance with the simply
supported plate, and they will be referred to thereafter as the first and second biharmonic problem,
respectively. It is known for w ∈ H2(Ω)∩H10(Ω) that ‖∆w‖0,Ω = ‖∇2w‖0,Ω = |w|2,Ω =∼ ‖w‖2,Ω( [16]).
The well-posedness of the boundary value problem is obvious by the Lax–Milgram Lemma. An
equivalent weak form of the boundary value problem is to seek u ∈ Mk, such that
(3) (∆u,∆v) = ( f , v) ∀ v ∈ Mk.
2.2. Finite element problems for model problems.
2.2.1. Triangulation and finite element. Let Th be a quasi-uniform triangular triangulation of do-
main Ω, Ω = ∪T∈ThT . We denote hT as the mesh size of T , and h as the meshsize.
For a given triangulation, the finite element space is defined by the elementwise shape function
space and the continuity of the nodal parameters. In this paper, we study the finite elements whose
nodal parameters are of the type Nα(ϕ) =
>
Dα
(∇kαϕ)(t1, . . . , tkα), where Dα is the integral domain
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with respect to α, and t1, . . . , tkα are kα identical or different unit vectors to denote the direction of
the derivative, kα=0, 1, 2,. . . . In general, Dα is a subsimplex of the triangulation; that is, it can be
a point, an edge, or a triangle. When Dα is a point, the average of integration is reduced to the
evaluation on the point. Define the degree of the nodal parameter by deg(Nα) = deg(α) := kα.
When deg(α) = 1, there is only one direction involved for the derivative, and the direction is
denoted by tα.
Let K be a subsimplex of the triangulation. Define the neighboring patch of K as ωK =
⋃{T ′ ∈
Th : T ′ ∩ K , ∅}. Given T ∈ Th, let Pk(T ) denote the polynomials on T with a degree not higher
than k, and Pk(Th) the set of piecewise polynomials that belong to Pk(T ) at each element T .
For a given finite element space, the nodal basis is defined to be the set of all the dual basis
functions with respect to the nodal parameters. Let ϕα be the nodal basis function with respect
to Nα. Define ωα :=
⋃{T : ˚T ⋂ supp(ϕα) , ∅}, #ωα := #{T : ˚T ⋂ supp(ϕα) , ∅}, and hα =
maxT⊂ωα hT . Anyωα can be written asωα = T1
⋃ · · ·⋃ T#ωα , such that T j and T j+1 share a common
edge.
We make use of the following notations. Let Nh denote the set of all the vertices, Nh = N ih ∪
Nbh , with N ih and Nbh consisting of the interior vertices and the boundary vertices, respectively.
Similarly, let Eh = Eih
⋃Ebh denote the set of all the edges, with Eih and Ebh consisting of the interior
edges and boundary edges, respectively. For an edge e, ne is a unit vector normal to e. For e ∈ Eih,
T Le and T Re are the two adjacent elements that share e as the common edge, and nLe and nRe denote
the unit outer normal vectors of T Le and T Re on e. Define on the edge e

∂ψ
∂ne

:=

∂ψ|T Le
∂nLe
+
∂ψ|T Re
∂nRe
=
∂ψ|T Le
∂ne
(ne · nLe ) +
∂ψ|T Re
∂ne
(ne · nRe ),
when e ∈ Eih and e = T Le ∩ T Re ;
∂ψ
∂ne
, when e ∈ Ebh.
2.2.2. Finite element problems. We assume that the finite element space under consideration sat-
isfies the following conditions:
A1: the quadratic polynomials are contained in the elementwise shape function space;
A2: each wh ∈ Mh is weakly continuous and ∇wh is weakly continuous on each e ∈ Eih in the
following sense, where n is the normal vector of e and τ is the tangential normal vector of
e: wh is continuous on at least one point on e, ∂nwh is continuous on at least one point on
e, and ∂τwh is continuous on at least one point on e;
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A3: for wh ∈ Mh and T ∈ Th,
(4) ‖wh‖20,T =∼
∑
ωα⊃T
h2+2deg(α)T Nα(wh)2.
Here and after, we make use of ., & and =∼ to denote 6, > and = up to a constant. The hidden
constants depend on the domain. And, when the triangulation is involved, they also depend on the
shape-regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Remark 1. The Assumptions A1–A3 are mild, and they hold for most finite elements for fourth-
order problems, including the Morley element, the modified-Zienkiewicz element [36], the Nilssen–
Tai–Winther element [26], the Morley–Zienkiewicz element [31], the Bell element, and the Argyris
element.
We define a piecewise H2 function space as
H2(Th) := {w ∈ L2(Ω) : w|T ∈ H2(T ), ∀T ∈ Th}.
The operator ∇2h is defined for w ∈ H2(Th) by (∇2hw)|T = ∇2(w|T ). By the assumptions A1 and A2,
the functional | · |2,h defined as |wh|2,h = ‖∇2hwh‖0,Ω is a nontrivial semi-norm on Mh.
In practice, the finite element space Mh,1 that is associated with H20(Ω) is defined by
Mh,1 =
{
wh ∈ Mh : Nα(wh) = 0,when deg(α) 6 1 and Dα ⊂ ∂Ω
}
.
And the finite element space Mh,2 that is associated with H2(Ω) ∩ H10(Ω) is defined by
Mh,2 :=
{
wh ∈ Mh :
?
Dα
(∂τ)deg(α)wh = 0 when Dα ⊂ ∂Ω, and deg(α) = 0, 1
}
.
By definition, Mh,1 ⊂ Mh,2. The semi-norm | · |2,h is a norm on Mh,2.
The finite element discretization of (2) is to find uh ∈ Mh,k (k = 1, 2) such that
(5) ah(uh, vh) := (∇2huh : ∇2hvh) =
∫
Ω
f vh, ∀ vh ∈ Mh,k.
We introduce the operator Ah,k : Mh,k → Mh,k,
(Ah,kvh,wh) = ah(vh,wh), ∀ vh,wh ∈ Mh,k.
Then the linear system to solve is Ah,kuh = fh, with fh the L2 projection of f on Mh,k.
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3. Preliminaries: PCG and FASP
3.1. Preconditioned conjugate gradient (PCG) method. The PCG method is the basis of all
the preconditioning techniques studied in this paper. For a linear system Au = f in which A is a
symmetric positive definite (SPD) operator, the PCG method can be viewed as a conjugate gradient
method applied to the preconditioned system BAu = B f . Here, B is an SPD operator, and BA is
symmetric with respect to the inner product (·, ·)B−1 := (B−1·, ·).
Let uk, k = 0, 1, 2, · · · be the solution sequence of the PCG algorithm. It is well known that
(6) ‖u − uk‖A 6 2
( √
κ(BA) − 1√
κ(BA) + 1
)k
‖u − u0‖A,
which implies that generally the smaller the condition number κ(BA), the faster the PCG method
will converge. However, though it is sufficient for many applications, the estimate given in (6)
is not sharp. An improved estimate can be obtained in terms of the eigenvalue distribution of
BA [1,17,38]. More specifically, we focus on the case in which we can divideσ(BA), the spectrum
of BA, into two subsets, σ0(BA) and σ1(BA), where the eigenvalues in σ1 are bounded from above
and from below and σ0 consists of all the “bad” eigenvalues remaining. The lemma below can be
found in many references, e.g. [1].
Lemma 2. Suppose that σ(BA) = σ0(BA)∪σ1(BA) such that there are m elements in σ0(BA) and
λ ∈ [a, b] for each λ ∈ σ1(BA). Then
(7) ‖u − uk‖A 6 2K
( √
b/a − 1√
b/a + 1
)k−m
‖u − u0‖A
where
K = max
λ∈σ1(BA)
∏
µ∈σ0(BA)
|1 − λ
µ
|.
If the eigenvalues of BA are ordered as 0 < λ1(BA) 6 · · · 6 λn−mb(BA) ≪ λn−mb+1(BA) 6 · · · 6
λn(BA), then the convergence rate estimate (7) becomes
(8) ‖u − uk‖A‖u − u0‖A 6 2

√
λn−mb(BA)/λ1(BA) − 1√
λn−mb(BA)/λ1(BA) + 1

k−mb
, k > mb.
In this case, λn−mb(BA)/λ1(BA) plays a dominant role in determining the convergence rate, and it is
sometimes called an effective condition number of BA. In general, let A be an SPD operator, and
the eigenvalues of A be ordered by 0 < λ1(A) 6 λ2(A) 6 · · · 6 λn(A). Define the m−th effective
condition number of A by κeffm (A) := λn−m(A)/λ1(A). A similar consideration can be found in [43].
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Obviously, κeff0 (A) = κ(A) and κeffm (A) decreases as m grows. Then based on (8), given a tolerance
ε < 1, the number of iterations of the PCG algorithm needed for ‖u−uk‖A‖u−u0‖A 6 ε is
(9) k & mb + log ε(κeffmb(A))1/2.
To estimate the effective condition numbers, a basic tool is the Courant minimax principle (see
e.g., [14]), which leads to the following lemma:
Lemma 3. Let V be a Hilbert space and A : V → V be an SPD operator on V. Suppose the
eigenvalues of A are ordered as λ1 6 λ2 6 · · · 6 λn, then for any subspace V0 ⊂ V with dim(V0) =
m, the following estimates hold:
(10) λm 6 max
v∈V0
(Av, v)
(v, v) and λn+1−m(A) > minv∈V0
(Av, v)
(v, v) .
3.2. Theory of the Fast Auxiliary Space Preconditioning (FASP) method. In this section, we
give a summary of preconditioning techniques based on auxiliary spaces as developed in [20, 39–
41].
Let V stand for a real Hilbert space with an inner product a(·, ·) and a (energy) norm ‖ · ‖A. Write
A : V → V ′ for the isomorphisms associated with a(·, ·). Let s(·, ·) be another inner product on V ,
and S : V 7→ V ′ the isomorphism associated with s(·, ·). Let W1, . . . ,WJ, J ∈ N be Hilbert spaces
endowed with inner products a¯ j(·, ·), j = 1, . . . , J. Write A j : W j 7→ W ′j for the isomorphisms
associated with a j(·, ·), j = 1, . . . , J. Furthermore, for each W j, we need a linear transfer operator
Π j : W j 7→ V . We tag the adjoint operators by “∗”.
Then the fast auxiliary space preconditioner (see [40, 41]) is defined by
(11) B = R +
J∑
j=1
Π j ◦ A−1j ◦ Π∗j, with R = S −1.
Theorem 4. [20, 40] Assume that
(1) There are constants c j > 0, such that
‖Π jw j‖A 6 c ja j(w j,w j)1/2, ∀w j ∈ W j;
(2) There is a constant cs > 0, such that
‖v‖A 6 css(v, v)1/2, ∀ v ∈ V;
(3) There is a constant c0 > 0, such that for any v ∈ V, there are v0 ∈ V and w j ∈ W j such that
v = v0 +
J∑
j=1
Π jw j,
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and
s(v0, v0) +
J∑
j=1
a j(w j,w j) 6 c20‖v‖2A.
Then
κ(BA) 6 c20
(
c2s + c
2
1 + · · · + c2J
)
.
In applications, V and all W j are usually finite element spaces with bases consisting of locally
supported functions. Plugging basis functions into the bilinear forms would lead to the algebraic
representation of the preconditioner.
4. Discrete Second-order operators
The Laplacian operator and the Hessian operator are second-order operators of fundamental
importance. In this section, we study their discretization on finite element spaces.
For a linear space M and its subspace M∗ ⊂ M, denote codim(M∗, M) as the codimension of M∗
in M. By definition, we can obtain the following lemma directly.
Lemma 5. Assume a linear space M and a linear operator L on M. For any subspace M∗ of M,
codim(L(M∗), L(M)) 6 codim(M∗, M); if ker(L) ⊂ M∗, then codim(L(M∗), L(M)) = codim(M∗, M).
Assume R(∆) = ∆(H2(Ω) ∩ H10(Ω)) := {∆w : w ∈ H2(Ω) ∩ H10(Ω)}. Following, e.g., [16], we
have codim(R(∆), L2(Ω)) = m0, where m0 is the number of reentrant corners on Γ throughout this
paper, and by a “reentrant corner” we refer to the corner whose interior angle is bigger than pi.
When the domain Ω is convex, m0 = 0.
4.1. Discrete Laplacians on linear finite element spaces for H1(Ω). Given a triangulation Th,
denote by Vh ⊂ H1(Ω) the continuous linear element space onTh, and Vh0 = Vh∩H10(Ω). Moreover,
define Vhb as the complementary subspace of Vh0 in Vh, namely, Vhb ⊂ Vh and Vh = Vh0 ⊕ Vhb, and
Bh as the trace space of Vh on Γ. Define ˚Bh as consisting of functions that vanish on the corners of
Γ, and Bch the complementary of ˚Bh in Bh.
Definition 6. Define the discrete Laplacian operators of first and second kind on Vh0 as
(12) − ∆h,k : Vh0 → Vh,k such that (−∆h,kwh, vh) = (∇wh,∇vh), ∀ vh ∈ Vh,k, ∀wh ∈ Vh0;
where Vh,1 = Vh, and Vh,2 = Vh0.
Define V˜h0 :=
{
ph ∈ Vh0 : ∆h,2 ph ∈ R(∆)
}
, then ∆h,2V˜h0 = R(∆) ∩ Vh0. As ker(∆h,2) ⊂ V˜h0,
codim(V˜h0,Vh0) = codim(∆h,2V˜h0,∆h,2Vh0) = codim(R(∆) ∩ Vh0,Vh0) 6 m0.
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Each of the two Laplacian operators has a second-order equivalent description in terms of nor-
mal derivative jumps on element edges. Let Eh,1 = Eh, and Eh,2 = Eih.
Lemma 7. The Laplacian operators can be described by
(13) ‖∆h,k ph‖20,Ω .
∑
e∈Eh,k
h−1e
∫
e
∂ph
∂ne
2
. ‖∆h,k ph‖20,Ω,
which holds for all ph ∈ Vh0 and k = 1, 2, with this exception: when k = 2, the right inequality
above only holds for ph ∈ V˜h0.
Proof. Let ph ∈ Vh0 and k = 1, 2, then
‖∆h,k ph‖20,Ω = −(∇ph,∇∆h,k ph) = −
∑
e∈Eh,k
∫
e
∂ph
∂ne

∆h,k ph
= −
∑
e∈Eh,k
(
h−1e
∫
e
∂ph
∂ne
)( ∫
e
∆h,k ph
)
6
( ∑
e∈Eh,k
h−2e
( ∫
e
∂ph
∂ne
)2)1/2( ∑
e∈Eh,k
( ∫
e
∆h,k ph
)2)1/2
=∼ (
∑
e∈Eh,k
h−1e
∫
e
∂ph
∂ne
2)1/2‖∆h,k ph‖0,Ω.
Namely, ‖∆h,k ph‖20,Ω .
∑
e∈Eh,k
h−1e
∫
e
∂ph
∂ne
2
.
Now we turn to the right inequality of (13). We first consider the case k = 2. Let p ∈ H10(Ω) be
the unique solution of { −∆p = −∆h,2 ph, inΩ,
p = 0, on ∂Ω.
Then, when ∆h,2 ph ∈ R(∆), it holds that |ph − p|1,Ω . h‖p‖2,Ω . h‖∆h,2 ph‖0,Ω. Thus,
(14)
∑
e∈Eh,2
h−1e
∫
e
∂ph
∂ne
2
=
∑
e∈Eh,2
h−1e
∫
e
∂(ph − p)
∂ne
2
.
∑
e∈Eh,2
∑
∂T⊃F
(
h−2e |p − ph|21,T + |p − ph|22,T
)
. |p|22,Ω . ‖∆h,2 ph‖20,Ω.
The right inequality of (13) is proved for k = 2, and we turn to the case k = 1. As
‖∆h,1 ph‖0,Ω = sup
qh∈Vh\{0}
(∆h,1 ph, qh)
‖qh‖0,Ω
= sup
qh∈Vh\{0}
(∇ph,∇qh)
‖qh‖0,Ω
,
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we will find some rh ∈ Vh \ {0}, such that
(15)
∑
e∈Eh,1
h−1e
∫
e
∂ph
∂ne
2
.
(∇ph,∇rh)2
‖rh‖20,Ω
.
IfΩ is convex, then by the same argument as for k = 2 with the homogeneous Dirichlet problem
replaced by the homogeneous Neumann problem, we obtain that
∑
e∈Eh,1
h−1e
∫
e
∂ph
∂ne
2
. ‖∆h,1 ph‖20,Ω.
Then (15) holds for rh := −∆h,1 ph.
If Ω is not convex, let ˆΩ be the convex hull of all the corner points of Ω, and let ˆTh be a quasi-
uniform triangulation on ˆΩ such that Th is a subtriangulation of ˆTh. Similarly, the set of edges
ˆEh is defined on ˆTh, and the discrete Laplace operator ∆ˆh,1 is defined on ˆVh, the continuous linear
element space defined on ˆTh. Denote by pˆh the extension of ph to ˆVh, such that pˆh| ˆΩ\Ω = 0. Then
∑
e∈Eh,1
h−1e
∫
e
∂ph
∂ne
2
=
∑
e∈ ˆEh
h−1e
∫
e
∂pˆh
∂ne
2
.
Denote rˆh = −∆ˆh,1 pˆh, then
∑
e∈ ˆEh
h−1e
∫
e
∂pˆh
∂ne
2
6 C1‖rˆh‖20, ˆΩ for a constant C1 depending on ˆΩ and
the shape regularity of ˆTh only. Define rh := rˆh|Ω so that
‖rh‖20,Ω
∑
e∈Eh,1
h−1e
∫
e
∂ph
∂ne
2
6 ‖rˆh‖20, ˆΩ
∑
e∈ ˆEh
h−1e
∫
e
∂pˆh
∂ne
2
6 C1‖rˆh‖40, ˆΩ =
( ∫
ˆΩ
∇rˆh∇pˆh
)2
=
( ∫
Ω
∇rh∇ph
)2
.
Therefore, (15) holds for this rh. The right inequality of (13) is proved for k = 1, and this finishes
the proof of the lemma. 
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4.2. Discrete Hessions on finite element spaces for H2(Ω). Let Mh be a finite element space for
H2(Ω) as described in Section 2.2.2. Define interpolation operators on finite element spaces as
Ih : Mh,2 → Vh0, (Ihwh)(a) = 1#ωa
( ∑
T⊂ωa
wh|T (a)
)
, ∀ a ∈ N ih, and ∀wh ∈ Mh,2;
Πh,1 : Vh0 → Mh,1, Nα(Πh,1 ph) = 0, when Dα ⊂ ∂Ω;
Nα(Πh,1 ph) = 1#ωα
∑
T⊂ωα
Nα(ph|T ), else;
Πh,2 : Vh0 → Mh,2, Nα(Πh,2 ph) = 1#ωα
∑
T⊂ωα
?
Dα
∂n(ph|T )(n · tα), when Dα ⊂ ∂Ω, and deg(α) = 1,
Nα(Πh,2 ph) = 1#ωα
∑
T⊂ωα
Nα(ph|T ), else.
Define M˜h,2 :=
{
wh ∈ Mh,2 : ∆h,2Ihwh ∈ R(∆)
}
. Then, wh ∈ M˜h,2 if and only if Ihwh ∈ V˜h0. By
Lemma 5, codim(M˜h,2, Mh,2) = codim(IhM˜h,2, IhMh,2) 6 codim(∆−1h,2V˜h0,Vh0) 6 m0.
Theorem 8. We have a stable decomposition of Mh,k:
(16) ‖∇2hwh‖20,Ω .
∑
T∈Th
h−4T ‖wh − Πh,kIhwh‖20,T + (∆h,kIhwh,∆h,kIhwh) . ‖∇2hwh‖20,Ω,
which holds for all wh ∈ Mh,k and k = 1, 2, with this exception: when k = 2, the left inequality
above only holds for wh ∈ M˜h,2.
Proof. The theorem follows from Lemma 7 and Lemma 12 below. 
Lemma 9. Let m > 1 be an integer. The following equivalence for γ, β1, . . . , βm ∈ R depends on
m only:
1
m
m∑
i=1
(γ − βi)2 =∼ (γ − ¯β)2 +
1
m
m∑
i=1
(βi − βi+1)2,
where ¯β = 1
m
(β1 + · · · + βm), βm+1 = β1.
The proof of Lemma 9 is straightforward; therefore it is omitted.
Lemma 10. [37] It holds for all wh ∈ Mh,2 that
(17) ‖wh − Ihwh‖20,T .
∑
T ′⊂ωT
h4T ′ |wh|22,T ′ , ∀T ∈ Th.
Lemma 11. For all ph ∈ Vh0, it holds for k = 1, 2 that
(18)
∑
T∈Th
h−4T ‖Πh,k ph − ph‖20,T .
∑
e∈Eh,k
h−1e
∫
e
∂ph
∂ne
2
.
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Proof. By Assumptions A1 and A3, we have
(19)
∑
T∈Th
h−4T ‖Πh,k ph − ph‖20,T =∼
∑
deg(α)=1
∑
T⊂ωα
∣∣∣∣Nα(ph|T ) − Nα(Πh,k ph)∣∣∣∣2.
Let Nα be a nodal parameter with deg(α) = 1, and we rewrite the element patch ωα as ωα =
{Tαj }#ωαj=1 , such that Tαj and Tαj+1 share a common edge, j = 1, . . . , #ωα−1. Denote T#ωα+1 = T1, then
(20)
∑
T⊂ωα
∣∣∣∣Nα(ph|T ) − Nα(Πh,k ph)∣∣∣∣2
=∼ #ωα
∣∣∣∣Nα(Πh,k ph) − 1#ωα
∑
T⊂ωα
Nα(ph|T )
∣∣∣∣2 + #ωα∑
j=1
(
Nα(ph|Tαj ) −Nα(ph|Tαj+1)
)2
, k = 1, 2.
If Dα 1 ∂Ω, then by the definitions of Πh,k,
(21)
∑
T⊂ωα
∣∣∣∣Nα(ph|T ) −Nα(Πh,k ph)∣∣∣∣2 =∼
#ωα∑
j=1
(
Nα(ph|Tαj ) −Nα(ph|Tαj+1)
)2
,
and by the continuity of the piecewise linear function ph, we obtain further that
(22)
∑
T⊂ωα
∣∣∣∣Nα(ph|T ) −Nα(Πh,k ph)∣∣∣∣2 . ∑
e∩Dα,∅
h−1e
∫
e
∂ph
∂ne
2
, k = 1, 2.
If Dα ⊂ ∂Ω, then for Πh,1 we obtain that
(23)
∑
T⊂ωα
∣∣∣Nα(ph|T ) −Nα(Πh,1 ph)∣∣∣2 = ∑
T⊂ωα
∣∣∣Nα(ph|T )∣∣∣2 . ∑
e∩Dα,∅
h−1e
∫
e
∂ph
∂ne
2
.
For Πh,2, there are two cases. If deg(α) = 1, then noting that ph|Γ = 0, we obtain
(24)
∑
T∈ωα
∣∣∣∣Nα(ph|T ) −Nα(Πh,2 ph)∣∣∣∣2
=
∑
T⊂ωα
∣∣∣∣?
Dα
∂n(ph|T )(n · tα) +
?
Dα
∂τ(ph|T )(τ · tα) −Nα(Πh,2 ph)
∣∣∣∣2
.
∑
T⊂ωα
∣∣∣∣?
Dα
∂n(ph|T )(n · tα) − Nα(Πh,2 ph)
∣∣∣∣2 + ∑
T⊂ωα
∣∣∣∣?
Dα
∂τ(ph|T )(τ · tα)
∣∣∣∣2
=∼
#ωα∑
j=1
(
?
Dα
∂n(ph|T j) −
?
Dα
∂n(ph|T j+1))2(n · tα)2 +
∑
T⊂ωα
∣∣∣∣?
Dα
∂τ(ph|T )(τ · tα)
∣∣∣∣2
.
∑
e∩Dα,∅,e1∂Ω
h−1e
∫
e
∂ph
∂ne
2
.
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Otherwise, by definition, we have
(25)
∑
T⊂ωα
∣∣∣∣Nα(ph|T ) − Nα(Πh,2 ph)∣∣∣∣2 =∼
#ωα∑
j=1
(
Nα(ph|Tαj ) − Nα(ph|Tαj+1)
)2
.
And, by the continuity of ph again, we obtain that
(26)
∑
T⊂ωα
∣∣∣∣Nα(ph|T ) − Nα(Πh,2 ph)∣∣∣∣2 . ∑
e∩Dα,∅,e1∂Ω
h−1e
∫
e
∂ph
∂ne
2
.
Summing all the inequalities above leads to (18) for k = 1, 2. 
Lemma 12. It holds for k = 1, 2 that
(27) ‖∇2hwh‖20,Ω =∼
∑
T∈Th
h−4T ‖wh − Πh,kIhwh‖20,T +
∑
e∈Eh,k
h−1e
∫
e
∂Ihwh
∂ne
2
, for wh ∈ Mh,k.
Proof. Denote wIh := Ihwh for any wh ∈ Mh,k, k = 1, 2. By inverse inequality, we have that
‖∇2hwh‖20,Ω =
∑
T∈Th
|wh|22,T =
∑
T∈Th
|wh − wIh|22,T .
∑
T∈Th
h−4T ‖wh − wIh‖20,T .
Thus, by Lemma 10 and Assumption A3,
(28)
|wh|22,h =∼
∑
T∈Th
h−4T ‖wh − wIh‖20,T
=∼
∑
T∈Th
h−4T
∑
ωα⊃T
h2+2deg(α)T
(
Nα(wh) − Nα(wIh|T )
)2
=∼
∑
α
h2deg(α)−2α
∑
T⊂ωα
(
Nα(wh) − Nα(wIh|T )
)2
.
It is straightforward to obtain that, for any α, any wh ∈ Mh,k and any ph ∈ Vh0, k = 1, 2,
(29)
∑
T⊂ωα
(
Nα(wh) −Nα(ph|T )
)2
= #ωα
(
Nα(wh) −Nα(Πh,k ph)
)2
+
∑
T∈ωα
(
Nα(Πh,k ph) −Nα(ph)
)2
.
Then by Assumption A3 again, given any wh ∈ Mh,k,
(30)
|wh|22,h =∼
∑
α
h2deg(α)−2α
∑
T⊂ωα
[(
Nα(wh) −Nα(Πh,kwIh)
)2
+
(
Nα(Πh,kwIh) − Nα(wIh|T )
)2]
=∼
∑
T∈Th
h−4T ‖wh − Πh,kwIh‖20,T +
∑
T∈Th
h−4T ‖Πh,kwIh − wIh‖20,T ,
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therefore, by (18),
|wh|22,h .
∑
T∈Th
h−4T ‖wh − Πh,kwIh‖20,T +
∑
e∈Eh,k
h−1e
∫
e
∂wIh
∂ne
2
for wh ∈ Mh,k, k = 1, 2.
On the other hand, as
∑
e∈Eh,k
h−1e
∫
e
∂wIh
∂ne
2
.
∑
e∈Eh,k
h−1e
∫
e
∂(wIh − wh)
∂ne
2
+
∑
e∈Eh,k
h−1e
∫
e
∂wh
∂ne
2
. |wh|22,h,
we obtain
|wh|22,h &
∑
T∈Th
h−4T ‖wh − Πh,kwIh‖20,T +
∑
e∈Eh,k
h−1e
∫
e
∂wIh
∂ne
2
, k = 1, 2.
Combining these two points, we obtain (27). 
5. Trace spaces on the boundary and their discretizations
5.1. Trace spaces related to H1(Ω). As the trace space of H1(Ω), H1/2(Γ) is a Hilbert space with
respect to the norm ‖λ‖1/2,Γ = inf
w∈H1(Ω),λ=w|Γ
‖w‖1,Ω. Denote H−1/2(Γ) as the dual space of H1/2(Γ).
Given λ ∈ H1/2(Γ), there exists a unique uλ ∈ H1(Ω) satisfying{ −∆uλ = 0 inΩ
uλ = λ on ∂Ω.
This defines a harmonic extension operator by Eλ = uλ. Then, ‖Eλ‖1,Ω =∼ ‖λ‖1/2,Γ for λ ∈ H1/2(Γ).
For any edge Γi of Ω, define the space H1/200 (Γi) := {λ ∈ L2(Γi) : ˜λ ∈ H1/2(Γ)} where ˜λ is the zero
extension of λ into Γ\Γi, and the space is a Hilbert space with a norm given by ‖λ‖H1/200 (Γi) := ‖ ˜λ‖1/2,Γ.
Moreover, H1/200 (Γi) is the interpolated space halfway between the H10(Γi) and L2(Γi) spaces. We
refer to [22] and references therein for more details.
5.2. Trace spaces related to H2(Ω) ∩ H10(Ω). We consider the following subspace of H1/2(Γ):
(31) H1/2c (Γ) := {λ ∈ H1/2(Γ) : λχi ∈ H1/2(Γ), i = 1, 2, . . . ,K},
where χi is the characteristic function on Γi, with the norm
‖λ‖1/2,c,Γ := (
K∑
i=1
‖λχi‖21/2,Γ)1/2.
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Proposition 13. For any λ ∈ L2(Γ), the sufficient and necessary condition of λ ∈ H1/2c (Γ) is
λ|Γi ∈ H1/200 (Γi) for i = 1, . . . ,K. Moreover, ‖λ‖1/2,c,Γ =∼
∑K
i=1 ‖λ|Γi‖H1/200 (Γi), and H
1/2
c (Γ) is a Hilbert
space with respect to ‖ · ‖1/2,c,Γ.
Theorem 14. The following identities hold both algebraically and topologically:
(32) H1/2c (Γ) =
{
λ ∈ L2(Γ) : λn ∈ (H1/2(Γ))2
}
=
{
λ ∈ L2(Γ) : λτ ∈ (H1/2(Γ))2
}
.
More specifically, ‖λ‖1/2,c,Γ =∼ ‖λn‖1/2,Γ = ‖λτ‖1/2,Γ for λ ∈ H1/2c (Γ).
Proof. To begin, we prove the first identity in (32). Let λ ∈ H1/2c (Γ). We have λn = ∑Ki=1 λχinΓi .
By definition, λχi ∈ H1/2(Γ); hence, λχinΓi ∈ (H1/2(Γ))2; thus, λn ∈ (H1/2(Γ))2.
Now let λ ∈ L2(Γ) be such that λn ∈ (H1/2(Γ))2. It can be easily verified for j = i − 1 and i + 1
that λχi = λn ·
τΓ j
nΓi ·τΓ j
on Γi ∪ Γ j and λχi = λn ·
τΓ j
nΓi ·τΓ j
= 0 on Γ j. Namely, λχi can be expressed as
a linear combination of function 0 and functions λn · τΓ j
nΓi ·τΓ j
for j = i ± 1, which belong to H1/2(Γ),
with the coefficients in C∞(Γ). Therefore, λχi itself belongs to H1/2(Γ).
It is easy to verify that ‖λn‖1/2,Γ is a norm on λ ∈ H1/2c (Γ). Moreover, ‖λn‖1/2,Γ . ‖λ‖1/2,c,Γ. It is
straightforward to verify that H1/2c (Γ) is a Hilbert space with respect to both the norms ‖ · n‖1/2,Γ
and ‖ · ‖1/2,c,Γ, therefore, by open mapping theorem, ‖λ‖1/2,c,Γ =∼ ‖λn‖1/2,Γ for λ ∈ H1/2c (Γ). This
finishes the proof of the first identity.
The second identity in (32) is obvious given that τ = n⊥. And, the theorem is thus proved. 
Denote H−1/2c
(
Γ
)
as the dual space of H1/2c
(
Γ
)
, with the norm ‖χ‖−1/2,c,Γ = sup
λ∈H1/2c
(
Γ
) 〈χ, λ〉‖λ‖1/2,c,Γ ,
where 〈·, ·〉 is the duality between H−1/2c
(
Γ
)
and H1/2c
(
Γ
)
.
Define a space of biharmonic functions H˜2(Ω) := {u ∈ H2(Ω) ∩ H10(Ω) : (∆u,∆v) = 0, ∀ v ∈
H20(Ω)}. It can be verified that ∇(H˜2(Ω)) is a Hilbert subspace of H(div;Ω) and ∆(H˜2(Ω)) is a
Hilbert subspace of L2(Ω). In the remainder of this section, we show that H1/2c (Γ) and H−1/2c (Γ) are
isomorphic trace spaces of ∇(H˜2(Ω)) and ∆(H˜2(Ω)), respectively.
Theorem 15. H1/2c (Γ) is the normal derivative trace space of H2(Ω) ∩ H10(Ω) in the sense that:
(1) If u ∈ H2(Ω) ∩ H10(Ω), then ∂u∂n
∣∣∣
Γ
∈ H1/2c
(
Γ
)
and ‖ ∂u
∂n
‖1/2,c,Γ . ‖u‖2,Ω.
(2) Given any λ ∈ H1/2c (Γ), there exists a unique u ∈ H˜2(Ω), such that ∂u∂n |Γ = λ and ‖u‖2,Ω .
‖λ‖1/2,c,Γ.
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Proof. Given u ∈ H2(Ω) ∩ H10(Ω), then ∇u ∈
(
H1
(
Ω
))2
and ∇u|Γ ∈
(
H1/2
(
Γ
))2
. As ∂u
∂τ
= 0 along Γ,
it holds that ∂u
∂n
n = ∇u and ∂u
∂n
∈ H1/2c
(
Γ
)
. Moreover,
∥∥∥ ∂u
∂n
∥∥∥
1/2,c,Γ = ‖∇u‖1/2,Γ . ‖u‖2,Ω. This proves
the first part of the theorem.
To prove the second part, we consider an auxiliary Stokes problem for any λ ∈ H1/2c
(
Γ
)
:
∆ψ + ∇p = 0 inΩ,
∇ · ψ = 0 inΩ,
ψ = λτ onΓ.
This problem, thanks to the trivial fact of τ · n = 0 on Γ, obviously admits a unique solution,
such that (ψ, p) ∈
(
H1
(
Ω
))2 × L20(Ω) satisfies ‖ψ‖1,Ω . ‖λτ‖1/2,Γ. (see Theorem 5.1 and Remark
5.3 on pp. 80-83 in [12]). As ∇ · ψ = 0, there exists a u ∈ H1(Ω) such that ψ = curlu (see
Theorem 3.1 on p. 37 in [12]). And, ∂u
∂n
= curlu · τ = ψ · τ = λ on Γ. Given v ∈ H20(Ω),
(∆u,∆v) = (∇ × curlu,∇ × curlv) = (∇ × ψ,∇ × curlv) = (∇ × ψ,∇ × curlv) + (p,∇ · curlv) = 0.
Further, ∂u
∂τ
= ∇u ·τ = ψ ·n = 0 along Γ; therefore, u is a constant along Γ, and thus we may choose
u ∈ H10(Ω). Then, u ∈ H˜2(Ω) and ‖u‖2,Ω . |u|1,Ω + |u|2,Ω =∼ ‖∇u‖1,Ω = ‖ψ‖1,Ω . ‖λτ‖1/2,Γ =∼ ‖λ‖1/2,c,Γ.
The uniqueness of such a u is straightforward. This finishes the proof of the theorem. 
By Theorem 15, given λ ∈ H1/2c (Γ), there exists a unique uλ ∈ H˜2(Ω) such that ∂uλ∂n = λ. This
defines an extension operator Ed : H1/2c (Γ) → ∇(H˜2(Ω)) by Edλ := ∇uλ. Moreover, we can define
a trace operator T dr : ∇(H˜2(Ω)) → H1/2c (Γ) by T dr (∇u) = ∇u · n for u ∈ H˜2(Ω). The following
lemma follows from Theorem 15 directly.
Lemma 16. T dr is an isomorphism from (∇(H˜2(Ω)), ‖ · ‖div) onto H1/2c (Γ), Ed is an isomorphism
from H1/2c (Γ) onto (∇H˜2(Ω), ‖ · ‖div), and T dr ◦ Ed = IdH1/2c (Γ) and Ed ◦ T dr = Id∇(H˜2(Ω)).
Remark 17. It is easy to verify that for u ∈ H2(Ω)∩H10(Ω), |∇u|div = |∇u|1,Ω, therefore, ‖ · ‖1,Ω and
‖ · ‖div are equivalent on ∇(H2(Ω) ∩ H10(Ω)). Let T˜ dr : ∇(H2(Ω) ∩ H10(Ω)) → H1/2c (Γ) be defined by
T˜ dr (∇u) = ∇u · n for u ∈ H2(Ω) ∩ H10(Ω). Then the range of T˜ dr is H1/2c (Γ), and T˜ dr is a continuous
extension of T dr .
Theorem 18. The spaces H−1/2c (Γ) and ∆(H˜2(Ω)) are isomorphic in the sense that
(1) For any w ∈ H˜2(Ω), there exists a unique ζw ∈ H−1/2c (Γ), such that
(33) 〈ζw, ∂v
∂n
〉 = (∆w,∆v), ∀ v ∈ H2(Ω) ∩ H10(Ω),
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and ‖ζw‖−1/2,c,Γ . ‖∆w‖0,Ω.
(2) For any ζ ∈ H−1/2c
(
Γ
)
, there exists a unique wζ ∈ H˜2(Ω), such that
(34) (∆wζ ,∆v) = 〈ζ, ∂v
∂n
〉, ∀ v ∈ H2(Ω) ∩ H10(Ω),
and ‖∆wζ‖0,Ω . ‖ζ‖−1/2,c,Γ.
Proof. Let us first prove the first part of the theorem. Given λ ∈ H1/2c (Γ), then by Theorem 15,
there exists a vλ ∈ H˜2(Ω), such that λ = ∂vλ∂n |Γ. We define a linear functional ζw on H1/2c (Γ) by
〈ζw, λ〉 = (∆w,∆vλ). For any µ ∈ H1/2c
(
Γ
)
, denote vµ ∈ H2(Ω) ∩ H10(Ω) such that ∂vµ∂n |Γ = µ and
‖vµ‖2,Ω 6 C‖µ‖1/2,c,Γ with a generic constant C. Then,
‖ζ‖−1/2,c,Γ = sup
µ∈H1/2c
(
Γ
) 〈ζ, µ〉‖µ‖1/2,c,Γ = sup
µ∈H1/2c
(
Γ
) (∆wζ ,∆vµ)‖µ‖1/2,c,Γ 6 C‖∆wζ‖0,Ω.
To prove the second part of the theorem, let ζ ∈ H−1/2c
(
Γ
)
. Then, there is a unique wζ ∈ H˜2(Ω)
such that (∆wζ ,∆v) = 〈ζ, ∂v∂n〉, ∀ v ∈ H2(Ω) ∩ H10(Ω). Furthermore, (∆wζ ,∆wζ) = 〈ζ,
∂wζ
∂n
〉 .
‖ζ‖−1/2,c,Γ‖∂wζ∂n ‖1/2,c,Γ . ‖ζ‖−1/2,c,Γ‖wζ‖2,Ω . ‖ζ‖−1/2,c,Γ‖∆wζ‖0,Ω; therefore, ‖∆wζ‖0,Ω . ‖ζ‖−1/2,c,Γ.
The proof is finished. 
By Theorem 18, given ζ ∈ H−1/2c (Γ), there exists a unique wζ ∈ H˜2(Ω) such that (∆wζ ,∆v) =
〈ζ, ∂v
∂n
〉 for all v ∈ H2(Ω) ∩ H10(Ω). We define an extension operator Ec : H−1/2c (Γ) → ∆(H˜2(Ω)) by
Ecζ := ∆wζ . Moerover, we define a trace operator T cr : ∆(H˜2(Ω)) → H−1/2c (Γ) by 〈T cr (∆w), ∂v∂n〉 =
(∆w,∆v) ∀ v ∈ H2(Ω) ∩ H10(Ω) for w ∈ H˜2(Ω). The following lemma follows from Theorem 18
directly.
Lemma 19. T cr is an isomorphism from (∆(H˜2(Ω)), ‖ · ‖0,Ω) onto H−1/2c (Γ), Ec is an isomorphism
from H−1/2c (Γ) onto (∆(H˜2(Ω)), ‖ · ‖0,Ω), and T cr ◦ Ec = IdH−1/2c (Γ) and Ec ◦ T cr = Id∆(H˜2(Ω)).
It is easy to verify that if λ ∈ H1/2(Γ), then (Eλ,∆v) = (Ecλ,∆v), ∀ v ∈ H2(Ω) ∩ H10(Ω); that
is, Ecλ is indeed the L2-projection of Eλ in R(∆). In particular, when R(∆) = L2(Ω), which
holds when Ω is convex, Ec and E coincide on H1/2(Γ). Therefore, Ec : H−1/2c (Γ) → R(∆) is a
generalization of the harmonic extension operator to a larger function space H−1/2c (Γ) ⊃ H1/2(Γ),
and Ec is called a generalized harmonic extension operator.
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5.3. Generalized Poincare´–Steklov operator and its inverse. Given λ ∈ H1/2c (Γ), let wλ ∈
H˜2(Ω) be such that ∇wλ = Edλ. Define a generalized Poincare´–Steklov operator as Tc : H1/2c (Γ) →
H−1/2c (Γ) by Tcλ := T cr (∆wλ). Then
(35) 〈Tcλ, µ〉 = (∇Edλ,∇Edµ), ∀ λ, µ ∈ H1/2c (Γ).
Given ζ ∈ H−1/2c (Γ), let wζ ∈ H˜2(Ω) be such that ∆wζ = Ecζ. Define an operator S c on H−1/2c (Γ)
by S cζ := T dr (∇wζ). We directly obtain that
(36) 〈ζ, S cξ〉 = (Ecζ, Ecξ), ∀ ζ, ξ ∈ H−1/2c (Γ).
Lemma 20. The operators Tc and S c are both algebraic and topological isomorphisms between
H−1/2c (Γ) and H1/2c (Γ), and Tc◦S c = IdH−1/2c (Γ) and S c◦Tc = IdH1/2c (Γ). Moreover, 〈ζ, S cζ〉 =∼ ‖ζ‖2−1/2,c,Γ
for ζ ∈ H−1/2c (Γ) and 〈Tcλ, λ〉 =∼ ‖λ‖21/2,c,Γ for λ ∈ H1/2c (Γ).
Proof. Firstly we show that Tc is a bijection. It is straightforward to verify that Tc is injective. Now
let µ ∈ H−1/2c (Γ), then there exists a wµ ∈ H˜2(Ω), such that ∆wµ = Ecµ. Denote λ = T dr ∇wµ, then
by definition µ = Tcλ. Thus Tc is surjective. Similarly, S c is a bijection. By definition and the fact
that Ec and T cr are inverse to each other and Ed and T dr are inverse to each other, Tc ◦S c = IdH−1/2c (Γ)
and S c ◦ Tc = IdH1/2c (Γ).
For any ζ ∈ H−1/2c (Γ), it can be derived by Theorems 15 and 18 that ‖S cζ‖1/2,c,Γ . ‖ζ‖−1/2,c,Γ.
Similarly, we can prove ‖Tcλ‖−1/2,c,Γ . ‖λ‖1/2,c,Γ for λ ∈ H1/2c (Γ).
The proof is finally finished by noting (35) together with Lemma 19 and (36) together with
Lemma 16. 
By means of the inverse generalized Poincare´–Steklov operator S c, the first biharmonic problem
can be decomposed to two second biharmonic problems, as in the proposition below.
Proposition 21. Let u ∈ H20(Ω) solve (∆u,∆v) = ( f , v) ∀ v ∈ H20(Ω), then u can be obtained by
seeking (u˜, ζ, u) ∈ (H2(Ω) ∩ H10(Ω)) × H−1/2c (Γ) × (H2(Ω) ∩ H10(Ω)), such that
(∆u˜,∆p) = ( f , p), ∀ p ∈ H2(Ω) ∩ H10(Ω),(37)
〈ζ, S cγ〉 = −(∆u˜, Ecγ), ∀ γ ∈ H−1/2c (Γ),(38)
(∆u,∆v) = (∆u˜ + Ecζ,∆v), ∀ v ∈ H2(Ω) ∩ H10(Ω).(39)
Proof. Let γ ∈ H−1/2c (Γ), then by (39) and (38), we have (∆u, Ecγ) = (∆u˜+Ecζ, Ecγ) = 0. Namely,
〈γ, ∂u
∂n
〉 = (Ecγ,∆u) = 0 for any γ ∈ H−1/2c (Γ), thus ∂u∂n |Γ = 0, and u ∈ H20(Ω). Further, for any
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v ∈ H20(Ω),
(∆u,∆v) = (∆u˜,∆v) + (Ecζ,∆v) = ( f , v) + 〈ζ, ∂v
∂n
〉 = ( f , v).
This finishes the proof. 
5.4. Linear element spaces on the boundary. Given a subset F ⊂ Ω, define a restriction opera-
tor as I0F : Bh → Bh by I0Fv(x) = v(x) if x is a vertex in F, and I0Fv(x) = 0 if x is a vertex out of F.
The lemma below is about the stability of I0F .
Lemma 22. [44] Let F be a vertex on ∂Ω or an edge of ∂Ω, then ‖I0Fλh‖1/2,Γ . (1+| log h|)‖λh‖1/2,Γ.
Lemma 23. It holds for λh ∈ Bh that
(1) ‖λh‖−1/2,Γ =∼ sup
µh∈Bh
(λh, µh)
‖µh‖1/2,Γ
;
(2) ‖λh‖0,Γ . h−1/2‖λh‖−1/2,Γ;
(3) ‖λch‖−1/2,Γ . h1/2(1 + | log h|)‖λch‖0,Γ.
Proof. Let Q˜h be the L2 projection to Bh, then ‖Q˜hλ‖1/2,Γ . ‖λ‖1/2,Γ for λ ∈ H1/2(Γ). Therefore
‖λh‖−1/2,Γ = supµ∈H1/2(Γ) (λh,µ)Γ‖µ‖1/2,Γ . supµ∈H1/2(Γ)
(λh,Q˜hµ)
‖Q˜hµ‖
. supµh∈Bh
(λh ,µh)
‖µh‖1/2,Γ 6 ‖λh‖−1/2,Γ. This proves the
first item. The second item follows from the first item and the inverse inequality.
Now, any µh ∈ Bh can be decomposed as µh = µ˚h + µch. As ‖µh‖1/2,Γ > ‖µ˚h‖1/2,Γ − ‖µch‖1/2,Γ
and ‖µch‖1/2,Γ . (1 + | log h|)‖µh‖1/2,Γ, we obtain that ‖µ˚h‖1/2,Γ + ‖µch‖1/2,Γ . (1 + | log h|)‖µh‖1/2,Γ.
Then, as µ˚h vanishes at the corner, (λch, µ˚h)Γ . ‖λch‖0,Γ(h‖µ˚h‖1,supp(λch)) . h1/2‖λch‖0,Γ‖µ˚h‖1/2,Γ, and
(λch, µch)Γ . ‖λch‖0,Γ(h‖µch‖1,Γ) . h1/2‖λch‖0,Γ‖µch‖1/2,Γ, we obtain that
‖λch‖−1/2,Γ =∼ sup
µh∈Bh
(λch, µh)Γ
‖µh‖1/2,Γ
. (1 + | log h|) sup
µh∈Bh
(λch, µ˚h)Γ + (λch, µch)Γ
‖µch‖1/2,Γ + ‖µ˚h‖1/2,Γ
. h1/2(1 + | log h|)‖λch‖0,Γ.
The last item is proved, and the proof of the lemma is finished. 
Lemma 24. Let Γi be an edge of ∂Ω. Denote ˚Bhi := ˚Bh|Γi = ˚Bh ∩ H10(Γi), and define Qhi the L2
projection to ˚Bhi. Then,
(40) ‖λi − Qhiλi‖0,Γi + h1/2‖Qhiλi‖H1/200 (Γi) . h
1/2‖λi‖H1/200 (Γ), ∀ λi ∈ H
1/2
00 (Γi).
Proof. Firstly, it can be proved that
(41)
{ ‖λi − Qhiλi‖0,Γi + ‖Qhiλi‖0,Γi . ‖λi‖0,Γi, ∀ λi ∈ L2(Γi);
‖λi − Qhiλi‖0,Γi + h‖Qhiλi‖1,Γi . h‖λi‖1,Γi , ∀ λi ∈ H10(Γi).
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Then, as H1/200 (Γi) is the interpolated space halfway between the H10(Γi) and L2(Γi) spaces, the result
is obtained by interpolation. 
Lemma 25. Define Qh as the L2 projection to ˚Bh. Then
(42) ‖λ − Qhλ‖0,Γ + h1/2‖Qhλ‖1/2,c,Γ . h1/2‖λ‖1/2,c,Γ, ∀ λ ∈ H1/2c (Γ).
Proof. For any λ ∈ H1/2c (Γ), by definition, (Qhλ)|Γ = Qhi(λ|Γi). Denote λi = λ|Γi for i = 1, . . . ,K;
then, ‖λ‖1/2,c,Γ =∼
∑K
i=1 ‖λi‖H1/200 (Γi), ‖Qhλ‖1/2,c,Γ =∼
∑K
i=1 ‖Qhiλi‖H1/200 (Γi) and ‖λ − Qhλ‖0,Γ =∼
∑K
i=1 ‖λi −
Qhiλi‖0,Γi . Then summing (40) from i = 1 to i = K leads to (42). This finishes the proof. 
For λh ∈ Bh, denote its decomposition by λh = ˚λh + λch, with ˚λh ∈ ˚Bh and λch ∈ Bch, such that
˚λh(x) = 0 if x is a corner point, and λch(x) = 0 if x is a vertex other than the corners.
Lemma 26. For any λh ∈ Bh, ‖ ˚λh‖0,Γ . h−1/2‖ ˚λh‖−1/2,c,Γ and ‖λch‖−1/2,c,Γ . h1/2‖λch‖0,Γ.
Proof. By definition of H1/2c (Γ) and inverse inequality, we have
‖ ˚λh‖20,Γ = (˚λh, ˚λh)Γ 6 ‖ ˚λh‖−1/2,c,Γ‖ ˚λh‖1/2,c,Γ =∼ ‖ ˚λh‖−1/2,c,Γ
K∑
i=1
‖ ˚λhχi‖1/2,Γ
. ‖ ˚λh‖−1/2,c,Γ
K∑
i=1
(h−1/2‖ ˚λhχi‖0,Γ) =∼ h−1/2‖ ˚λh‖−1/2,c,Γ‖ ˚λh‖0,Γ.
Thus, ‖ ˚λh‖0,Γ . h−1/2‖ ˚λh‖−1/2,c,Γ. To prove the second part, for any ϕ ∈ H1/2c (Γ), denote ϕh = Qhϕ
and (λch, ϕ)Γ = (λch, ϕh)Γ + (λch, ϕ − ϕh)Γ . h1/2‖λch‖0,Γ‖ϕh‖1/2,c,Γ + h1/2‖λch‖0,Γ‖ϕ‖1/2,c,Γ. Therefore,
‖λch‖−1/2,c,Γ = supϕ∈H1/2c (Γ)
(λch,ϕ)
‖ϕ‖1/2,c,Γ . h
1/2‖λch‖0,Γ. This finishes the proof. 
Lemma 27. It holds for λh ∈ Bh that
‖λh‖−1/2,c,Γ + h1/2‖λh‖0,Γ =∼ ‖ ˚λh‖−1/2,c,Γ + h1/2‖λch‖0,Γ.
Proof. On one hand,
‖λh‖−1/2,c,Γ + h1/2‖λh‖0,Γ 6 ‖ ˚λh‖−1/2,c,Γ + h1/2‖ ˚λh‖0,Γ + ‖λch‖−1/2,c,Γ + h1/2‖λch‖0,Γ
. ‖ ˚λh‖−1/2,c,Γ + h1/2‖λch‖0,Γ;
on the other hand,
‖ ˚λh‖−1/2,c,Γ + h1/2‖λch‖0,Γ 6 ‖λh‖−1/2,c,Γ + ‖λch‖−1/2,c,Γ + h1/2‖λch‖0,Γ
. ‖λh‖−1/2,c,Γ + h1/2‖λch‖0,Γ . ‖λh‖−1/2,c,Γ + h1/2‖λh‖0,Γ.
The proof is thus finished. 
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Lemma 28. It holds for λh ∈ Bh that
(43) ‖λh‖−1/2,c,Γ + h1/2‖λh‖0,Γ . ‖λh‖−1/2,Γ . ‖ ˚λh‖−1/2,Γ + (1 + | log h|)h1/2‖λch‖0,Γ.
Proof. By inverse inequality, h1/2‖λh‖0,Γ . ‖λh‖−1/2,Γ. By definition,
(44) ‖λh‖−1/2,c,Γ = sup
µ∈H1/2c (Γ)
(λh, µ)Γ
‖µ‖1/2,c,Γ
. sup
µ∈H1/2c (Γ)
(λh, µ)Γ
‖µ‖1/2,Γ
. sup
µ∈H1/2(Γ)
(λh, µ)Γ
‖µ‖1/2,Γ
= ‖λh‖−1/2,Γ.
The left inequality is then proved. For the right one, we only have to note that ‖λch‖−1/2,Γ . h1/2(1+
| log h|)‖λch‖0,Γ, and the inequality follows from the triangle inequality. 
Lemma 29. It holds for λh ∈ ˚Bh that
(45) ‖λh‖1/2,Γ . ‖λh‖1/2,c,Γ . (1 + | log h|)‖λh‖1/2,Γ
and
(46) ‖λh‖−1/2,Γ . (1 + | log h|)2‖λh‖−1/2,c,Γ.
Proof. For any λh ∈ ˚Bh, ‖λh‖1/2,Γ 6 ∑Ki=1 ‖λhχi‖1/2,Γ =∼ ‖λh‖1/2,c,Γ and ‖λh‖1/2,c,Γ =∼ ∑Ki=1 ‖λhχi‖1/2,Γ .
(1 + | log h|)‖λh‖1/2,Γ. Thus, (45) is proved.
We now turn to (46). For any µh ∈ Bh, by Lemma 23 and (45), ‖µ˚h‖1/2,c,Γ + ‖µch‖1/2,Γ . (1 +
| log h|)2‖µh‖1/2,Γ. Therefore,
(λh, µh)Γ 6 ‖λh‖−1/2,c,Γ‖µ˚h‖1/2,c,Γ + ‖λh‖0,Γ‖µch‖0,Γ . ‖λh‖−1/2,c,Γ‖µ˚h‖1/2,c,Γ + h1/2‖λh‖0,Γ‖µch‖1/2,Γ
. ‖λh‖−1/2,c,Γ(‖µ˚h‖1/2,c,Γ + ‖µch‖1/2,Γ) . (1 + | log h|)2‖λh‖−1/2,c,Γ‖µh‖1/2,Γ,
and ‖λh‖−1/2,Γ =∼ supµh∈Bh
(λh,µh)Γ
‖µh‖1/2,Γ . (1 + | log h|)2‖λh‖−1/2,c,Γ. This finishes the proof. 
5.5. Discrete harmonic extension operator and the discrete inverse generalized Poincare´–
Steklov operator. For λh ∈ Bh, let uh,λh satisfy
(47)
{ (∇uh,λh ,∇vh) = 0, ∀ vh ∈ Vh0,
uh,λh = λh, on ∂Ω.
Define the discrete harmonic operator Eh : Bh → Vh by Ehλh = uh,λh . Simultaneously, (Ehλh,∆h,1vh) =
0 for vh ∈ Vh0. The stability properties of E and Ec can be inherited by Eh. The lemma below can
be referred to [13].
Lemma 30. ‖Ehλh‖1,Ω =∼ ‖λh‖1/2,Γ for λh ∈ Bh.
Define B˜h :=
{
λh ∈ Bh : Ehλh ∈ R(∆)
}
. Then, EhB˜h = EhBh ∩ R(∆), and by Lemma 5,
codim(B˜h,Bh) = codim(EhB˜h, EhBh) = codim(EhBh ∩ R(∆), EhBh) 6 m0.
OPTIMAL SOLVERS FOR FOURTH-ORDER PDES 23
Lemma 31. The following stability results hold:
(1) it holds for λh ∈ Bh that
‖Ehλh‖0,Ω & ‖λh‖−1/2,c + h1/2‖λh‖0,Γ;
(2) it holds for λh ∈ B˜h that
‖Ehλh‖0,Ω . ‖λh‖−1/2,c + h1/2‖λh‖0,Γ.
Proof. Given λh ∈ Bh, let v ∈ H2(Ω) ∩ H10(Ω), then
|(Ecλh − Ehλh,∆v)| = |(λh, ∂v
∂n
)Γ − (Ehλh,∆v)| = |(∇Ehλh,∇v)|
= inf
vh∈Vh0
|(∇Ehλh,∇(v − vh))| . h‖Ehλh‖1,Ω|v|2,Ω
. h1/2‖λh‖0,Γ‖∆v‖0,Ω.
First, taking v such that ∆v = Ecλh gives
‖Ehλh‖0,Ω > c1‖λh‖−1/2,c − c2h1/2‖λh‖0,Γ,
and further, ‖Ehλh‖0,Ω > c3h1/2‖λh‖0,Γ. It is obtained that
‖Ehλh‖0,Ω > max( c1c3
c2 + c3
‖λh‖−1/2,c, c3h1/2‖λh‖0,Γ).
For λh ∈ Bh such that Ehλh ∈ R(∆), taking v such that ∆v = Ehλh yields
‖Ehλh‖0,Ω . ‖λh‖−1/2,c + h1/2‖λh‖0,Γ.
The lemma is proved. 
Define the discrete inverse generalized Poincare´–Steklov operator S h : Bh → Bh by
(48) (λh, S hγh)Γ = (Ehλh, Ehγh), ∀ λh, γh ∈ Bh.
The decomposition of the first biharmonic problem can be inherited in the discrete level.
Proposition 32. Let uh ∈ Vh0 solve (∆h,1uh,∆h,1vh) = ( f , vh), ∀ vh ∈ Vh0, then uh can be obtained
by seeking (u˜h, ζh, uh) ∈ Vh0 × Bh × Vh0, such that
(∆h,2u˜h,∆h,2 ph) = ( f , ph), ∀ ph ∈ Vh0;(49)
(ζh, S hγh)Γ = −(∆h,2u˜h, Ehγh), ∀ γh ∈ Bh;(50)
(∆h,2uh,∆h,2vh) = (∆h,2u˜h + Ehζh,∆h,2vh), ∀ vh ∈ Vh0.(51)
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Define Fh : Bh → Bh such that for γh, µh ∈ Bh,
(52) (Fhγh, µh)Γ := (∇Ehγh,∇Ehµh) + (Ehγh, Ehµh),
and Dh : ˚Bh → ˚Bh such that for γh, µh ∈ ˚Bh
(53) (Dhγh, µh)Γ :=
K∑
i=1
(∇Eh(χiγh),∇Eh(χiµh)).
Lemma 33. Fh is an isomorphism from (Bh, ‖·‖1/2,Γ) onto (Bh, ‖·‖−1/2,Γ), andDh is an isomorphism
from ( ˚Bh, ‖ · ‖1/2,c,Γ) onto ( ˚Bh, ‖ · ‖−1/2,c,Γ).
Some equivalent description of S h can be established by means of Dh and Fh.
Theorem 34. For any λh ∈ Bh, it holds that
(λh, S hλh)Γ & (D−1h ˚λh, ˚λh)Γ + h(λch, λch)Γ,
and for any λh ∈ B˜h,
(λh, S hλh)Γ . (D−1h ˚λh, ˚λh)Γ + h(λch, λch)Γ.
Proof. The theorem follows from Lemmas 31, 27, and 33 directly. 
Theorem 35. For any λh ∈ Bh, it holds that
(λh, S hλh)Γ & (1 + | log h|)−4
(
(F −1h ˚λh, ˚λh)Γ + h(λch, λch)Γ
)
,
and for any λh ∈ B˜h,
(λh, S hλh)Γ . (F −1h ˚λh, ˚λh)Γ + h(λch, λch)Γ.
Proof. The theorem follows from Lemmas 29, 27, and 33 directly. 
Theorem 36. For any λh ∈ Bh, it holds that
(λh, S hλh)Γ & (1 + | log h|)−4(F −1h λh, λh)Γ,
and for any λh ∈ B˜h, it holds that
(λh, S hλh)Γ . (F −1h λh, λh)Γ.
Proof. The theorem follows from Theorem 35 and Lemma 28. 
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5.6. A modified stable decomposition of Mh,1. Define V̂h0 :=
{
ph ∈ Vh0 : (∆h,1 ph)|Γ ∈ B˜h
}
and
M˜h,1 :=
{
wh ∈ Mh,1 : Ihwh ∈ V̂h0
}
. Then, by Lemma 5, codim(V̂h0,Vh0) 6 codim(B˜h,Bh) 6 m0 and
codim(M˜h,1, Mh,1) = codim(V̂h0, IhMh,1) 6 codim(V̂h0,Vh0) 6 m0.
Lemma 37. Let vh ∈ Vh0. Let ∆h,1 and ∆h,2 be Laplacian operators defined on Vh0. It holds that
(1) ‖∆h,2vh‖0,Ω 6 ‖∆h,1vh‖0,Ω;
(2) ‖∆h,1vh‖0,Ω . h−1/2‖∆h,2vh‖0,Ω for vh ∈ V̂h0.
Proof. Let qh ∈ Vh0, then by the definitions, (∆h,1vh, qh) = (∆h,2vh, qh); that is, ∆h,2vh ∈ Vh0 is the
L2 projection of ∆h,1vh into Vh0. The first result follows then.
Now let Hh be the H1−projection operator from Vh to Vh0, namely (∇ph,∇qh) = (∇ph,∇Hhqh),
for ∀ ph ∈ Vh0 and ∀ qh ∈ Vh. It follows that qh − Hqh = Ehqh|Γ and (∆h,1 ph, qh) = (∆h,2 ph,Hhqh).
If qh|Γ ∈ B˜h, then ‖Hhqh − qh‖0,Ω . ‖qh|Γ‖−1/2,c,Γ + h1/2‖qh|Γ‖0,Γ . ‖qh|Γ‖0,Γ . h−1/2‖qh‖0,Ω, and thus
‖Hhqh‖0,Ω 6 ‖qh‖0,Ω + ‖Hhqh − qh‖0,Ω . h−1/2‖qh‖0,Ω. Therefore for wh ∈ V̂h0, (∆h,1wh,∆h,1vh) =
(∆h,2wh,Hh(∆h,1vh)) . ‖Hh(∆h,1vh)‖0,Ω‖∆h,2wh‖0,Ω . h−1/2‖∆1,hvh‖0,Ω‖∆h,2wh‖0,Ω, and ‖∆h,1wh‖0,Ω =
sup
vh∈V̂h0
(∆h,1wh,∆h,1vh)
‖∆h,1vh‖0,Ω
. h−1/2‖∆h,2wh‖0,Ω. The lemma is proved. 
Lemma 38. The modified stable decomposition holds:
(1) For wh ∈ Mh,1, it holds that
(54) |wh|22,h &
∑
T∈Th
h−4T ‖wh − Πh,1Ihwh‖20,T + (∆h,2Ihwh,∆h,2Ihwh).
(2) For wh ∈ M˜h,1, it holds that
(55) |wh|22,h .
∑
T∈Th
h−4T ‖wh − Πh,1Ihwh‖20,T + h−1(∆h,2Ihwh,∆h,2Ihwh).
Proof. Combining Theorem 8 and Lemma 37 leads to the lemma directly. 
6. Optimal solvers for fourth-order finite element problems
In this section, we will present several effective solvers for both the first and the second bi-
harmonic problems. We will provide detailed theoretical analysis for these solvers as well as
numerical experiments that support our theories.
In the presentation below, Rh : M′h,k → Mh,k represents any symmetric smoother (such as the
Jacobi and the symmetric Gauss–Seidel smoother) for the discrete biharmonic operators, and Πh,k
follows from the definition as in Section 4.2.
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6.1. Second biharmonic finite element problem Ah,2uh = fh on Mh,2. For the second bihar-
monic finite element problem, the discrete Laplacian operator of second kind provides an optimal
preconditioner. By Theorem 8, Lemma 3, and the FASP theory, we obtain the following theorem.
Theorem 39. Define
(56) Bh,2 := Rh + Πh,2∆−2h,2(Πh,2)∗,
then the m0-th effective condition number κeffm0(Bh,2Ah,2) . 1.
Let Np be the number of interior points of the triangulation, and let Nh,2 be the number of the
degree of freedoms of Ah,2uh = fh, then Nh,2 =∼ Np.
Lemma 40. [15, 41] The linear element problem for the Poisson equation can be solved in the
complexity of O(Np log Np).
Theorem 41. When PCG is applied on Bh,2Ah,2uh = Bh,2 fh, the total complexity is O(Nh,2 log Nh,2).
Proof. The theorem follows from (9), Theorem 39 and Lemma 40. 
6.2. First biharmonic finite element problem Ah,1uh = fh on Mh,1.
6.2.1. Preconditioning effect of the discrete Laplacian operator of the second kind. The discrete
Laplacian operator of second kind induces a simple preconditioner for first biharmonic finite ele-
ment problem.
Theorem 42. Define
(57) B′h,1 := Rh + Πh,1∆−2h,2(Πh,1)∗.
then the m0-th effective condition number κeffm0(B′h,1Ah,1) . h−1.
Proof. The theorem follows from Lemma 3 and Lemma 38. 
The computational cost is dominantly contained in Poisson solvers. Let Nh,1 be the number of
the degree of freedoms of Ah,1uh = fh, then Nh,1 =∼ Nh,2 =∼ h−2.
Theorem 43. The complexity of PCG applied on B′h,1Ah,1uh = B′h,1 fh is O(N1.25h,1 log Nh,1).
6.2.2. An optimal preconditioner.
Theorem 44. Define
(58) Bh,1 = Rh + Πh,1(∆∗h,1∆h,1)−1(Πh,1)∗.
The condition number of Bh,1Ah,1 is bounded uniformly.
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Proof. The theorem follows from the FASP theory and the stable decomposition (16). 
The main work of the preconditioner Bh,1 is in the inversion of ∆∗1,h∆1,h: namely, given fh ∈ Vh0,
we find uh ∈ Vh0 such that
(59) (∆h,1uh,∆h,1vh) = ( fh, vh), ∀ vh ∈ Vh0.
Strategy of solving (59). Let uh be the solution of (59), and wh := ∆h,1uh, then (uh,wh) is the
unique solution of the equation
(60)
{ (∇uh,∇ph) = (wh, ph) ∀ ph ∈ Vh
(∇wh,∇vh) = ( f , vh) ∀ vh ∈ Vh0.
Namely, (59) is equivalent to (60), whereas the latter is the discretization of the mixed formulation
of the first biharmonic problem given in [10], which finds (u,w) ∈ H10(Ω) × H1(Ω), such that
(61)
{ (∇u,∇v) = (w, v) ∀ v ∈ H1(Ω),
(∇w,∇p) = ( f , p) ∀ p ∈ H10(Ω).
The coupled system (61) can be decoupled as demonstrated in the following lemma.
Lemma 45. Let (u,w) be the solution of (61), then they can be obtained by seeking (u,w, λ) ∈
H10(Ω) × H10(Ω) × H1/2(Γ) such that
(∇w,∇p) = ( f , p), ∀ p ∈ H10(Ω);(62)
(Eλ, Eγ) = −(w, Eγ), ∀ γ ∈ H1/2(Γ);(63)
(∇u,∇v) = (w + Eλ, v), ∀ v ∈ H10(Ω).(64)
And, (u,w) = (u,w + Eλ).
Proof. Let λ = w|Γ, then w = w + Eλ, with w ∈ H10(Ω) uniquely determined by (62). Since
(w, Eγ) = −(∇u,∇Eγ) = 0 for γ ∈ H1/2(Γ), (Eλ, Eγ) = −(w, Eγ). Thus, λ can be solved from
(63). Further, u can be solved from (64). The proof is finished. 
Analogously, the decoupling of (59) can be carried out by means of Eh. Similar to Lemma 45,
we can prove the lemma below.
Lemma 46. Let uh be the solution of (59), then it can be obtained by seeking (uh,wh, λh) ∈ Vh0 ×
Vh0 × Bh such that
(∇wh,∇ph) = ( f , ph), ∀ ph ∈ Vh0;(65)
(Ehλh, Ehγh) = −(wh, Ehγh), ∀ γh ∈ Bh;(66)
(∇uh,∇vh) = (wh + Ehλh, vh), ∀ vh ∈ Vh0.(67)
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According to Lemma 40, (65) and (67) can both be solved optimally. The difficulty lies in
solving (68) in optimal complexity with respect to the size of (59). The problem (66) is equivalent
to finding λh ∈ Bh, such that
(68) (λh, S hγh)Γ = −(wh, Ehγh), ∀ γh ∈ Bh.
Optimal and nearly optimal preconditioners for S h. Based on the equivalent description of S h
in Section 5.5, we present three preconditioners for S h. They are
Th,1: = IDhI∗ + h−1JJ∗;
Th,2: = IFhI∗ + h−1JJ∗;
Th,3: = Fh.
Here, I is the inclusion operator from ˚Bh to Bh, J is the inclusion operator from Bch to Bh, and I∗
and J∗ are the adjoint operators of I and J, respectively.
Theorem 47. It holds for j = 1, 2, 3 that κeffm0(Th, jS h) . 1 + | log h|β j , with β1 = 0, β2 = 4 and
β3 = 4.
Proof. The theorem follows directly from the FASP theory, Lemma 3, and Theorems 34, 35, and
36, respectively. 
Let NS be the number of the degree of freedoms of (66). Then Nh,1 =∼ N2S , and Nh,1 is equivalently
the number of the degree of freedom of (59). The theorem below follows from Theorem 47,
Lemma 40, and (9).
Theorem 48. (1) The equation (66) can be solved by PCG with Th,1(or Th,2, Th,3) as the pre-
conditioner in the complexity of O(Nh,1 log Nh,1), or O(Nh,1 log3 Nh,1), O(Nh,1 log3 Nh,1), re-
spectively.
(2) The problem (59) can be solved in the complexity of O(Nh,1 log Nh,1).
Evaluating the action of the operator (∆∗h,1∆h,1)−1 requires solving the mixed finite element
problem (59) once. Therefore the preconditioner Bh,1 can be carried out in the complexity of
O(Nh,1 log Nh,1). The theorem below is then derived.
Theorem 49. When PCG is used to solve the problem Bh,1Ah,1uh = Bh,1 fh, the total complexity for
convergence is O(Nh,1 log Nh,1).
7. Numerical examples
In this section, we present several numerical examples to illustrate the effects of the precondi-
tioners given in last section. We will compute and record the extremal eigenvalues of the precon-
ditioned operators. We will also test the performance of PCG method with given preconditioners
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on some modal problems. We run the various PCG computations with the starting guess 0, and
with a stop criteria whereby the relative residual (‖residual‖l2/‖rhs‖l2) is smaller than 10−8.
We test the preconditioner on both convex and nonconvex domains, as shown in Figure 1. We
divide each computational domain by successively refined quasi-uniform meshes, and we carry
out numerical experiments on the multiple meshes to test the performance of each preconditioner.
In the tables below, we use λ for an eigenvalue, κ for a condition number, and DOF for the number
of the degree of freedom.
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Figure 1. The computational domains with initial mesh.
7.1. Preconditioning effect of Bh,1 for first biharmonic finite element problem. We take the
frequently used Morley element ( [24]) and the modified Zienkiewicz element ( [36]) as examples
to demonstrate the preconditioning effect of the preconditioner Bh,1 with respect to Ah,1. We use
the symmetric Gauss–Seidel method with three iterations as a smoother.
As shown in Tables 1, 2, 3, and 4, we observe that for both the Morley element and the modified
Zienkiewicz element and on both convex and nonconvex computational domains, the condition
number of Bh,1Ah,1 is uniformly bounded as the triangulation is refined.
nodes Morley Element Modified Zienkiewicz ElementDOF λ1 λNh,1 κ DOF λ1 λNh,1 κ
961 3969 0.70 1.61 2.28 2883 0.18 1.82 10.08
3969 16129 0.70 1.61 2.30 11907 0.18 1.82 10.06
16129 65025 0.70 1.61 2.29 48387 0.18 1.82 10.12
Table 1. Eigenvalues of Bh,1Ah,1: unit square.
nodes Morley Element Modified Zienkiewicz ElementDOF λ1 λNh,1 κ DOF λ1 λNh,1 κ
2089 8529 0.70 1.61 2.30 6267 0.16 1.74 10.68
8529 34465 0.70 1.60 2.29 25587 0.16 1.74 10.83
34465 138561 0.70 1.61 2.29 103395 0.16 1.74 10.90
Table 2. Eigenvalues of Bh,1Ah,1: hexagon.
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nodes Morley Element Modified Zienkiewicz ElementDOF λ1 λNh,1 κ DOF λ1 λNh,1 κ
3201 12033 0.57 1.61 2.83 8835 0.16 1.68 10.55
12545 48641 0.56 1.61 2.86 36099 0.16 1.68 10.53
49665 195585 0.56 1.61 2.88 145923 0.16 1.69 10.55
Table 3. Eigenvalues of Bh,1Ah,1: “L-”shape domain.
nodes Morley Element Modified Zienkiewicz ElementDOF λ1 λNh,1 κ DOF λ1 λNh,1 κ
2673 10017 0.70 1.61 2.29 7347 0.16 1.65 10.31
10465 40513 0.70 1.61 2.30 30051 0.16 1.65 10.34
41409 162945 0.70 1.61 2.30 1539 0.16 1.66 10.35
Table 4. Eigenvalues of Bh,1Ah,1: trident domain.
7.2. Preconditioning effect of Bh,2 for the second biharmonic finite element problem. We take
the Morley element ( [24], [35]) to demonstrate the preconditioning effect of the preconditioner
Bh,2 with respect to Ah,2. Numerical verifications ( [35]) showed that the Morley element fits the
second biharmonic problem.
As shown in Tables 5, 6, and 7, we observe that for both convex and nonconvex cases the num-
ber of PCG iterations remains nearly constant as the number of DOF grows. Moreover, when
the computational domain is convex, the eigenvalues of the preconditioned operator are bounded
uniformly. However, when the computational domain is not convex, the eigenvalues of the precon-
ditioned operator are bounded uniformly from below. In addition, when the domain is not convex,
the eigenvalues are bounded uniformly from above with no more than m0 exceptions.
Refine Four-Square Hexagon “L-”shape domain Trident
Times DOF step DOF step DOF step DOF step
5 16385 14 34817 11 49153 17 40961 12
6 65537 14 139265 11 196609 17 163841 12
7 262145 15 557057 10 786433 19 655361 12
Table 5. PCG steps needed for solving Bh,2Ah,2.
Refine Four-Square Hexagon
Times DOF λ1 λNh,2 κ DOF λ1 λNh,2 κ
5 16385 0.71 1.60 2.25 34817 0.75 1.57 2.09
6 65537 0.71 1.60 2.25 139265 0.78 1.53 1.96
7 262145 0.71 1.60 2.25 557057 0.81 1.51 1.86
Table 6. Eigenvalues of Bh,2Ah,2: convex domain.
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“L-”shape Domain(m0 = 1) Trident Domain(m0 = 2)
DOF λ1 λNS−1 λNS κeffm0 DOF λmin λNS−2 λNS−1 λNS κ
eff
m0
193 0.73 1.61 1.87 2.22 161 0.69 1.61 1.64 1.68 2.34
769 0.69 1.61 2.33 2.33 641 0.70 1.61 1.67 1.72 2.29
3073 0.71 1.62 3.17 2.28 2561 0.71 1.62 1.80 1.88 2.28
Table 7. Eigenvalues of Bh,2Ah,2: nonconvex domain.
7.3. Preconditioning effects of the preconditioners for S h.
The optimal preconditioner Th,1. We record the performance of Th,1 for S h in Table 8 and Table
9. We observe that, the eigenvalues of Th,1S h are uniformly bounded from below. In addition, they
are bounded from above with no more than m0 exceptions.
Unit Square Convex Hexagon
DOF λ1 λNS κ DOF λ1 λNS κ
256 0.20 4.48 21.96 352 0.21 4.87 23.40
512 0.20 4.49 22.52 704 0.20 4.89 24.13
1024 0.20 4.49 22.86 1408 0.20 4.90 24.62
Table 8. Eigenvalues of Th,1S h: convex domain.
“L-”shape Domain(m0 = 1) Trident Domain(m0 = 2)
DOF λ1 λNS−1 λNS κeffm0 DOF λmin λNS−2 λNS−1 λNS κ
eff
m0
512 0.21 4.50 35.37 21.89 448 0.19 4.50 14.70 17.08 24.07
1024 0.20 4.50 56.70 22.39 896 0.18 4.50 20.24 23.39 24.63
2048 0.20 4.50 90.58 22.76 1792 0.18 4.50 27.59 31.75 25.01
Table 9. Eigenvalues of Th,1S h: nonconvex domain.
The nearly optimal preconditioners Th,2 and Th,3. We also carry out the same numerical experi-
ments for the performance of Th,2 and Th,3 as preconditioners for S h, recording the results in Tables
10,12,11 and 13. We observe that the eigenvalues of Th,2S h and Th,3S h are bounded from above,
with no more than m0 exceptions. In addition, they are bounded from below, with slight decrease.
To illustrate the difference and make a comparison, we compute the eigenvalues of Th,2S h and
Th,3S h on all the computational domains and plot the distribution of them in Figure 2. We observe
in Figure 2 that, Th,2 performs better than Th,3 at capturing the extremely low-frequency part, and
is as good as Th,3 at capturing the high-frequency part.
8. Concluding remarks
This paper is aimed at developing efficient iterative methods for solving the algebraic systems
arising from direct finite element discretization of the boundary value problems of fourth-order
equations on an unstructured grid. The following objectives have been accomplished:
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DOF Unit Square Hexagon
λ1 λNS κ λ1 λNS κ
512 1.22 9.34 7.64 0.29 4.88 16.63
1024 1.07 9.34 8.72 0.25 4.90 19.73
2048 0.95 9.34 9.87 0.21 4.91 23.38
Table 10. Extremal eigenvalues of Th,2S h: convex domains.
DOF “L-”shape Domain(m0 = 1) Trident(m0 = 2)
λ1 λNS−1 λNS κ
eff
m0 λ1 λNS−2 λNS−1 λNS κ
eff
m0
512 0.33 3.25 65.57 9.75 0.19 3.94 22.07 24.66 20.33
1024 0.31 3.37 102.92 10.98 0.16 4.01 29.01 32.52 25.24
2048 0.28 3.49 162.00 12.35 0.13 4.05 38.07 42.79 30.62
Table 11. Extremal eigenvalues of Th,2S h: nonconvex domains.
DOF Unit Square Hexagon
λ1 λNS κ λ1 λNS κ
352 0.23 9.33 40.64 0.027 4.88 180
704 0.21 9.33 45.46 0.023 4.90 216
1408 0.18 9.33 50.48 0.020 4.91 252
Table 12. Extremal eigenvalues of Th,3S h: convex domains.
DOF “L-”shape Domain(m0 = 1) Trident(m0 = 2)
λ1 λNS−1 λNS κ
eff
m0 λ1 λNS−2 λNS−1 λNS κ
eff
m0
448 0.067 3.25 35.19 48.53 0.035 3.94 10.20 11.00 114
896 0.059 3.37 54.08 57.04 0.030 4.01 12.71 13.83 136
1792 0.053 3.49 83.84 66.14 0.025 4.04 15.93 17.45 159
Table 13. Extremal eigenvalues of and Th,3S h: nonconvex domains.
- A class of nearly optimal iterative methods are developed for discrete fourth-order problem
with both the first and second kinds boundary value conditions in two dimensions.
- A complete and rigorous analysis is provided for all the algorithms proposed in the paper.
- Numerical experiments are carried out to confirm all the theoretical results in the paper.
The algorithms and theories in this paper are valid for general unstructured grids in general polyg-
onal domains which can be both convex and nonconvex. The iterative algorithms developed are
the first and the only known methods in the literature for fourth-order problems that are provably
(nearly) optimal.
To accomplish the objectives, the Fast Auxiliary Space Preconditioning (FASP) method ( [40,
41]) is used as the technical framework for designing the preconditioners, and the solution of
a fourth-order problem is reduced to several second-order problems on the discrete level together
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Figure 2. The distributions of eigenvalues of Th,2S h and Th,3S h. In each subfigure,
we use > for the eigenvalue of Th,2S h, and ◦ for that of Th,3S h.
with local relaxation methods. A number of intricate Sobolev spaces (such as the normal derivative
trace space of H2(Ω) ∩ H10(Ω)) defined on the boundary of a polygonal domains are carefully
studied and thereafter used in the analysis of preconditioners. A special observation can be made
that a straightforward mixed finite element discretization is used as the major component in the
proposed preconditioners. Indeed, the aforementioned mixed method is either non-optimal or
non-convergent method as a discretization method ( [16, 21, 25, 32, 47]) for the original fourth-
order problem, and it is interesting to notice that the mixed method provides a nearly optimal
preconditioner when it is used in conjuncture with additional local smoothers and preconditioned
conjugate gradient methods.
Finally, the algorithms and theories in the paper need to be extended to the following cases in
the future works:
- General shape regular unstructured grids that are not assumed to be quasi-uniform.
- Three dimensional case.
- More complicated fourth-order equations such as Cahn–Hilliard equations.
Bibliographic comments. The analysis in this paper consists of numerous technical results. Here
we give a brief description of how some of these results are related to existing results in the
literature.
The right inequality of (13) for first biharmonic problem was first studied in Babusˇka, Osborn,
and Pitka¨ranta [2] for convex domain in their analysis for some mixed methods, and Hanisch [19]
for nonconvex domain also for analysis of mixed methods. In the present paper, we establish (13)
for both first and second biharmonic problems on both convex and nonconvex domains.
Theorem 15 can also be found in different form in Peisker [27], who gave a proof assuming
the domain is convex. In the present paper, we establish Theorem 15 and prove it by means
of an auxiliary Stokes problem on both convex and nonconvex domains. Lemma 20 presents
the isomorphisms between the normal derivative trace space and the Laplacian trace space of
biharmonic functions on polygonal domains. When Ω is smooth, similar result was given by
Glowinski and Pironneau [13].
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Peisker [27] studied Lemma 31 and Braess and Peisker [3] proved Lemma 37 both in a special
case that Ω is convex and by analyzing the property of the discrete extension operator Eh associ-
ated with the harmonic extension operator E. In the present paper, we study the property of Eh
associated with the generalized harmonic extension operator Ec, which does not coincide with E
in H−1/2c (Γ) \ H1/2(Γ) or in nonconvex domains, and establish Lemmas 31 and 37 for both convex
and nonconvex domains. A disguised form of Lemma 46 can also be found in Glowinski and
Pironneau [13], but our formulation and proof are quite different.
Our preconditioner (58) for the first biharmonic problem was motivated by an algorithm pro-
posed in Peisker and Braess [28], where an algebraic preconditioner for Morley element problem
was presented for the special case that the domain is convex and the triangulation Th consists of
triangles that are similar to each other. Peisker [27] also noticed the role of S h and presented a
preconditioner for S h in matrix form when Ω is convex. Her preconditioner can be realized by
fast Fourier transform (FFT) on a graded bisection mesh of ∂Ω. The technique of analyzing an
interface operator by Fourier analysis was also used in, e.g., [9, 11]. In the present paper, we
design preconditioners in a unified framework for both first and second biharmonic problems dis-
cretized by various finite element methods on general triangulation for both convex and nonconvex
domains. And, we establish preconditioners for S h in a more analytic approach, for general polyg-
onal domain Ω that are triangulated by general meshes.
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