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On an $\varepsilon$-Optimal Policy




$\epsilon$- \epsilon [ $1|$
[ $1|$ \epsilon $-\vee$
\epsilon
\epsilon
1 Time-homogeneous Markov process
contraction semigroup
$Z$ complete separable metric space $\beta_{Z}$ $Z$ Borel \mbox{\boldmath $\sigma$}-algebra
$z\in Z$ $(\Omega, \mathcal{F}, P_{z})$ probability space $\{Z_{t};t\geq 0\}$ probability space
$(\Omega, \mathcal{F}, P_{z})$ $Z$ time-homogeneous Markov process
Def. 1.1 $\{Z_{t};t\geq 0\}$ transition probability function $P$
(1.1) $P(z;t, \Gamma)=P_{z}\{Z_{t}\in\Gamma\}$ $z\in Z,$ $\Gamma\in\beta_{Z},$ $t\geq 0$
$B(Z)$ $Z$ \beta Z- $B(Z)$
Banach space norm $\Vert f\Vert=\sup_{z\in Z}|f(z)|$
Def. 1.2 $t\geq 0$ operator $T_{t}$ : $B(Z)arrow B(Z)$ , $t\geq 0$
(12) $T_{t}f(z)$ $=$ $E_{z}[f(Z_{t})]$
$=$ $E[f(Z_{t})|Z_{0}=z]$
$=$ $\int_{Z}f(y)P(z;t, dy)$ $f\in B(Z),$ $z\in Z$




Def. 13 $\{f;$ $\geq 1\}$ $B(Z)$
$w\infty=f$ $\ovalbox{\tt\small REJECT}$ $($ $\lim_{n\ovalbox{\tt\small REJECT}\infty}fz)=f(z)$ for each $2\in Z_{\text{ }}$
( $\ovalbox{\tt\small REJECT}$ $\{\Vert f\Vert ;$ $\geq 1\}$ : bounded sequence.
$B_{0}\equiv\{f\in B(Z)\ovalbox{\tt\small REJECT} 0^{T} =f\}$
Def. 1.4 contraction semigroup $\{T$ $\geq 0\}$ weak infinitesimal operator $A$
$(1$ $3)$ A$f=w0^{-}\underline{f}$
$A$ (A) $\equiv$ { $f\in$ Bol $Af\in B_{0}$ }
2 Formulation
6 $dyna$ $c$ decision model
(a) state space : complete separable metric space nonempty Borel subset.
: Borel $- algebra$
(b) action space $\mathcal{A}$ : complete separable metric space nonempty Borel subset.
$\beta_{\ovalbox{\tt\small REJECT}}$ : $\mathcal{A}$ Borel $- algebra$ .
(c) time set $7=[0, \infty$), $\beta_{t}$ : $- algebra$.
(d) low of motion. time $\in 7$ action $a\in \mathcal{A}$ process
$\{X4\geq 0\}$ $timd_{0}\in 7$ weak infinitesimal operator $A$
$x_{t_{0}}\in$
(e) $1o$ss function $r$ : $\ovalbox{\tt\small REJECT} 0,$ $\infty$ ) $\cross$ $\cross$ $arrow R$ , measurable.
(f) admissible policy $D_{A}$ Markov policy
policy
$\pi$ : (nonrandomized) Markov policy $\ovalbox{\tt\small REJECT}$ $\pi$ : $[0, \infty$ ) $\cross$ $arrow \mathcal{A},$ $\beta_{t}\cross\beta_{\mathfrak{X}\text{ }}measurable$
Markov policy time stationary policy
$\ovalbox{\tt\small REJECT}.e$ . $\pi(tx)=\pi(O, x)=\pi(x)$ $\forall t\geq 0,$ $x\in X$
$\ovalbox{\tt\small REJECT}$ $\pi\in D_{A}$ $st\circ$chastic process { $X_{t}$ ; $\geq 0$ }
6
(i) { $X_{t}$ ; $\geq 0$ } : strongly measurable, strong Markov process.
(ii) $timd_{0}$ Markov process {X4 $\geq 0$ } weak $in\ovalbox{\tt\small REJECT}$
finitesimal operator $A_{\pi(t_{0},x_{0})}$
(iii) {X4 $\geq 0$ } sample path
policy $\pi$ $\{X_{t}$ $\geq 0\}$ transition probability function P
(2.1) $P(s,x;s+tr)=P\{X_{\text{ }+t}\in\Gamma|X$ $=x\}$ $s\geq 0,$ $t\geq 0,$ $x\in X,$ $\Gamma\in\beta_{X}$
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policy $\pi$ Markov process $\{X4\geq 0\}$ time-homogeneous
state space $\pi\in$ D
time-homogeneous Markov process
$([0, \infty),$ $\beta_{t}$ ) $\cross$ ( , $\beta_{X}$ ) $\pi\in D_{A}$ 2 process
$\{$ $, xt$ $\geq 0\}$ transition probability function $H_{\text{ }}$
$(2$ $2)$ $H_{\pi}(t_{1},x;t_{2}, J|\Gamma)$
$=P\{(t_{1}+t, x_{t_{1+f_{2}}})\in J\cross\Gamma|(t, X_{t})=(t_{1}, X\}$
$=\{oP_{\pi}(t_{1}, x;t_{1}+t_{2}, \Gamma)$ $11$ $:$
1 $\geq 0$ , 2 $\geq 0,$ $J\in\beta_{t}$
$\{$ $, xt$ $\geq 0\}$ time-homogeneous Markov process =( $xt$
1 $\pi\in D_{A}$ {( $X_{t}$ ) $\geq 0$ } contraction semigroup
{ $\geq 0$ } weak in nitesimal operator $A_{\pi}$ $B0$
$D(A_{\pi})$
continuous time Markov decision process
$\ovalbox{\tt\small REJECT}$
(a) $\in B(Z)$ 5. . $B_{0}\neq\phi,$ $B_{0}$
$Bo\pi\in D_{A}$
(b) D(A) $B(Z)$ 5. $\mathcal{D}(A)\neq\phi$ , D( )
$\pi\in D$
$\mathcal{D}(A_{\pi})$
(c) $\tau t1$ 1 $A_{\pi}1=0,$ $\pi\in D_{A}$
(d) $M<\infty s.t$ . $|r(tx, a)|\leq M$ , $\geq 0,$ $x\in$ , $a\in \mathcal{A}$
(e) $\in D_{A}$ $r_{\pi}$ : $Zarrow R$ r ( =r( ( )
$r_{\pi}\in$ Bo
$\alpha>0$ total expected discounted loss %(
(23) $V$) $\equiv$ $E_{\pi}[\ovalbox{\tt\small REJECT}^{\infty}e^{\ovalbox{\tt\small REJECT}}\alpha(\tau$ $t_{r(\tau,X_{\tau},\pi(\tau,X_{\tau}))d=x]}$
$=\text{ _{}e^{-\alpha(}T_{\pi}[r(\tau,X_{\tau},\pi(\tau,X_{\tau}))|X=x]d\tau}^{\infty}$
$=\ovalbox{\tt\small REJECT}_{e^{-\alpha\tau}}^{\infty}T(tX$ $\geq 0,$ $X$ ([1] )
timd $\geq 0$ state $x\in$
policy $\pi\in D_{A}$ total expected discounted loss
optimal discounted loss function $V*:$ $[0,\infty$ ) $\cross \mathfrak{X}arrow R$
$V*$ ( $x$ ) $=_{\pi}i_{A}$ ( $x$ ) $t\geq 0,$ $x\in$
84
$De2$ $\pi^{*}\in 0_{A}o$ptimal in $D_{A}\ovalbox{\tt\small REJECT}$ $(t, x)=V(tx)$ $\geq 0,$ $x\in$
$\overline{D}e$ $\epsilon>0$





X : complete metric space, $d$ : metric.
$F:Xarrow$ ( \infty , $\infty$ ] $F$ $\infty$ , , .
$\epsilon>0$ $F($ $\leq\inf_{x\in X}F(x)+\epsilon$ $u\in X$
3 $v\in X$
$(3$ $1)$ $F(v)\leq F($
(3.2) $d(u, v)\leq 1$
(3.3) $v$ $\in X$ $F($ $)>F(v)$ $\epsilon d(v,$ $)$
Ekeland 2
$\ovalbox{\tt\small REJECT}$
(a) $\mathcal{A}$ : complete metric space. $\rho$ : metric.
(b) $\in D_{A}$




$,$ $))\in B_{0},$ $\forall\pi_{1},$ $\pi_{2}\in D_{A}$
(c) o $\geq 0X$ $\in$ ,7 $\in$ D F ( o, $x_{0}$): $arrow R$
$F(t_{0}, x_{0})=r(t_{0}, x_{0}, a)+A_{a}V_{\overline{\pi}}(t_{0}, x_{0})$ $a\in \mathcal{A}$
FR( o, $x_{0}$ ) $\mathcal{A}$
$B$ Ekeland $\epsilon>0t_{0}\geq$ 0, $\in$ , $\in$ D4
$\exists a^{*}\in \mathcal{A}s$ .
(3.4) $a\neq$ $*$ $a\in \mathcal{A}$
r( o, $x_{0},$ $a$ ) $+A_{a}$ ( , $x_{0}$ ) $>r$ ( $t_{0},$ $x_{0}$ , *)+A - , $x_{0}$ ) $\alpha\epsilon\rho(a^{*}, a)$
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(a) $DA(t_{0}, x_{0})\equiv$ { $a^{*}\in \mathcal{A}|a^{*}\neq$ $(t_{0},$ $x_{0})(3.4)$ } $\neq\phi$
(b) * 5 $\pi^{*}(t_{0}, x_{0})\in D$ ( , $x_{0}$ )
B,C $\epsilon>0$ , o $\geq 0,$ $x_{0}\in$ , $\in D_{A}$ (3.4)
$a\neq\pi^{*}(t_{0}, x_{0})$ $a\in \mathcal{A}$
$r(t_{0}, x_{0}, a)+AV-\pi\ovalbox{\tt\small REJECT} t_{0},$ $x_{0}$ ) $>r_{\pi^{\text{ }}}(t_{0}, x_{0})4$
$a$ $7(t_{0}, x_{0})\in \mathcal{A}$
$r_{\ovalbox{\tt\small REJECT}}(t_{0}, x_{0})+$ ( , $x_{0}$ ) $>r_{\pi^{\text{ }}}$ ( , $x$ )+ ( , $x_{0}$ ) ( *( , $x_{0}$ ), ( , $x_{0})$ )
[1, theorem4.1]
(3.5) $\alpha V\pi-\ovalbox{\tt\small REJECT} t_{0},x_{0}$ ) $>r_{\pi^{\text{ }}}(t_{0}, x_{0})+A_{\pi^{\text{ }}}V_{\overline{\pi}}(t_{0}, x_{0})$ $\alpha\epsilon\rho(\pi^{*}(t_{0}, x_{0}),\overline{\pi}(t_{0},x_{0}))$
(36) $\exists\delta>0$ $s$ .
$\alpha V(t_{0}, x_{0})>r_{\pi^{\text{ }}}(t_{0}, x_{0})+A_{\pi}$ $-\ovalbox{\tt\small REJECT} t_{0},x_{0})$ $\alpha\epsilon\rho(\pi^{*}(t_{0}, x_{0}),$ $(t_{0}, x_{0}))+\delta$
$\ovalbox{\tt\small REJECT}$ % , $s.t$ $(t_{0}, X+\tau,$ $(x_{0}))>0,0\leq$
where $I(x_{0})\equiv$ { $x\in$ $|d(x0,$ $X\leq\delta_{0}$ } , $d$ : metric.
3( 0, $x_{0}$ ) $\equiv$ { $(tX$ $|$ 0 $\leq$ $<$ 0+%, $d(x0,$ $X\leq\delta_{0}$ }
$\ovalbox{\tt\small REJECT}$ (3.6)
(37) -\pi ( $r_{\pi^{\text{ }}}(t$ , A ( $\alpha\epsilon\rho(\pi^{*}(t, x),\overline{\pi}(t, X)$ 6
if ( $x$ ) $\in 3(t_{0}, x_{0})$








$\epsilon$ , $\geq 0x_{0}\in$ , $\in D_{A}$ $(3$ $7)$ $0\leq\tau<\%,$
o, $x$ ) $\geq\delta_{0}$
( $+$ , $X>r_{\pi^{\text{ }}}(t_{0}+\tau, x)+$ V- $+\tau$ , $\alpha\epsilon\rho(\pi^{*}(t_{0}+$ , $x,7$( $f_{0}+$ , $x$ ) $+\delta$
$\ovalbox{\tt\small REJECT}_{(x_{0})}$ ( $+T$($t_{0},$ $x_{0}$ ; $+T$)
$\geq \text{ _{}(x_{0})}^{\{r}$ ( $t_{0}+$ )+A $+\tau$ )




$(3$ $9)$ $\ovalbox{\tt\small REJECT}_{(x)}$ ( $+$) ( $t_{0}$ , ; $+$)
$\geq\ovalbox{\tt\small REJECT}_{(x_{0})}$ {( $r\pi+$ $Vo+T$)
$\alpha\epsilon\rho(\pi^{*}(t_{0}+\tau, y),$ $(t_{0}+\tau,y))+\delta$ } $P\pi$ ( $t_{0},$ $x_{0}$ ; $+\tau$ , )
$0\leq\tau<\tau_{0}$
$=$ +A$\ovalbox{\tt\small REJECT}$ $\pi$
$(3$ $10)$ $\ovalbox{\tt\small REJECT}_{(x}\ovalbox{\tt\small REJECT}^{0+\tau(t_{0},X+T)}$
$=\ovalbox{\tt\small REJECT}_{(xo)^{c}}(r\pi+AV)(t_{0}+\tau, y)P(t_{0}, x_{0};t_{0}+\tau)$ $\tau\geq 0$
(3.9),(3.10)
- , $x_{0}$ ) $\geq$ ( $r_{\pi}$ $A_{\pi}$ )( , $x_{0}$ )
$\ovalbox{\tt\small REJECT}_{(x_{0})}^{\{\alpha\epsilon\rho(\pi(t_{0}+}$ , $(t_{0}+\tau^{y)-\delta\}P,X+\tau}$
$0\leq\tau<To$
$(3$ $11)$ $\text{ ^{}+}$ ($e^{\ovalbox{\tt\small REJECT}}\tau d$ ( , $x_{0}$ ))
$\geq e^{-\text{ }}\tau^{\text{ }}r_{\pi}(t_{0}, x_{0})$
$-e^{-}\alpha_{(x_{0})}$ { $\alpha\epsilon\rho$( $\pi$ ( $t_{0}+$ $y$ ), $(t_{0}+$ $y)$ ) $\delta$ }$P,$ $x_{0};t_{0}+\tau$ )
$0\leq$ $<\tau$
=r$\ovalbox{\tt\small REJECT}$ +A$\ovalbox{\tt\small REJECT}$ (3.11)
$(3$ $12)$









$\{\begin{array}{l}\text{ },B(\text{ }),B(6)\text{ }(c)foreacht\text{ }0,\text{ }\text{ }0’ D\text{ }(\ovalbox{\tt\small REJECT},\text{ }=\text{ , }0,\text{ }\end{array}$
(a), (b)
(a) ( $x$ ) $\leq\pi(tx)+\alpha\epsilon\pi^{\infty}e\ovalbox{\tt\small REJECT}\rho($ $($ $,$ $),$ $\pi($ $,$ $))(t,$ $X$
(b) loss function
$q(tx, a)=r(tx, a)+\alpha\epsilon\rho(a,$ $(tX)$ $t\geq 0,$ $x\in X,$ $a\in \mathcal{A}$
loss function $q$ $\pi\in D$ total expected discounted loss
$\in D_{A}$ optimal
(3.13) $\text{ _{}t}x$ ) $=\pi i^{\text{ }(tx)}$
3.3 $\epsilon$-optimal policy
$A,$ $B(a)$ $B(b)$
$\ovalbox{\tt\small REJECT}$ $V\in$ (A) 5. . $\alpha V(tx)=_{\pi}i^{\{r_{\pi}\ovalbox{\tt\small REJECT}+V)\}}$ $t\geq 0,$ $X$
$G_{a}$ ( $x$ ) $=r$ ( $x,$ $a$ ) $A_{\text{ }}V$ ( x) $a\in \mathcal{A}$
G.( , $\mathcal{A}$
G,H Ekeland
$\forall\epsilon>0$ , *( ) $\in \mathcal{A}$ 5.
(3.14) $a\neq$ *( $a\in \mathcal{A}$
r( $x,$ $a$ ) $+A_{a}V(tX>r$ ( $t,$ $x$ , *( $x)$ ) $+$ $V(tX$ ( *( , a)
$\in D$ . $(t=(t$
, $\Vert\rho(\pi_{1}($ $,$ $),$ $\pi_{2}($ $,$ $))\Vert<\infty$
$\epsilon$-optimal policy
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$\ovalbox{\tt\small REJECT}$ $A,$ $B(a)$ $B(b),$ $G$ $H,$ $1,$ $J$
$\forall\epsilon>0$ $\exists\pi^{*}\in D_{A}$ $s.t$
$(3$ $15)$ $V(tx)\geq V$ $(tx)$ $\alpha\epsilon\ovalbox{\tt\small REJECT}^{\infty}e^{-}\alpha\tau TD^{\rho(\pi^{*}(,),\pi(\text{ , }))(tX}$
0 $x\in \mathfrak{X}$
$\ovalbox{\tt\small REJECT}$ (3.14) 1
$\forall a\in$ , r( $x$ , *( $x)$ ) $+$ $(t,x)$ y( $x$ ) $\leq r(tx, a)+$ y( + ( *( $x$ ), $a$ )
$\forall a\in \mathcal{A}$ , $r_{\pi^{\text{ }}}(tx)+A_{\pi^{\text{ }}}V(t, x)\leq r(t, x, a)+A_{a}V(tx)+\alpha\epsilon\rho(\pi^{*}(t, x),a)$
$G$
$r_{\pi^{\text{ }}}(tx)+A_{\pi^{\text{ }}}V(t,$ $X\leq\alpha V(t,$
$X+ \alpha\epsilon\sup_{\pi\in D_{A}}\rho(\pi^{*}(t, x),$
$\pi(t, x))$
$( \alpha 1-A_{\pi^{\text{ }}})V\geq r_{\pi^{\text{ ^{}-}}}\alpha\epsilon\sup_{\pi\in D_{A}}\rho(\pi^{*}($ $,$
$),$ $\pi($ $,$ $))$
operator $(\alpha 1-A_{\text{ ^{ }}})^{-1}$
$(3$ $16)$ $V(tx)$ $\geq$ $V$) $\alpha\epsilon\ovalbox{\tt\small REJECT}_{e^{-}}^{\infty}$ $\tau_{\pi^{\rho(\pi^{*}(\ovalbox{\tt\small REJECT},\cdot),\pi())(tX}}$$,$
$\geq$ $V$ $\alpha\epsilon\text{ ^{}e^{\ovalbox{\tt\small REJECT}}}\alpha_{\pi^{\rho(\pi^{*}(),\pi())\ovalbox{\tt\small REJECT} d\text{ }}}$$,$ $,$
$\epsilon>0$
(3.17) $V(t, x)\geq V(t, x)$
$G$ $\alpha V\leq r_{\pi}+A$ , $\forall\pi\in D_{A}$ . $\ovalbox{\tt\small REJECT} 1.le$ $a4.1$ ]
$V\leq\%$ , $\forall\pi\in$ D4 $V\leq V$ (3.17) $V=V$
(3.16) (315)
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