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THE CHOW RING OF THE NON-LINEAR
GRASSMANNIAN
RAHUL PANDHARIPANDE1
0. Summary
Let C be the ground field of complex numbers. Let 1 ≤ k ≤ r be
integers. The GrassmannianG(Pk,Pr) of projective k-planes inPr can
be viewed as the moduli space of (unparameterized) regular maps from
Pk to Pr of degree 1. Let MPk(P
r,d) be the coarse moduli space of
(unparameterized) regular maps µ : Pk → Pr satisfying µ∗(OPr(1))
∼
=
OPk(d). Two maps
µ : Pk → Pr, µ′ : Pk → Pr
are equivalent for the moduli problem if there exists an element σ ∈
PGLk+1 satisfying µ
′◦σ = µ. If µ : Pk → Pr is a non-constant regular
map, it is easy to show that dim(Im(µ)) = k and µ : Pk → Im(µ)
is a finite morphism. The space MPk(P
r,d) is a natural non-linear
generalization of the Grassmannian.
In section (1), MPk(P
r,d) will be constructed via Geometric In-
variant Theory. MPk(P
r,d) is an irreducible, normal, quasi-projective
variety with finite quotient singularities. Let Ai
(
MPk(P
r,d)
)
⊗ Q be
the Chow group (tensor Q) of i-cycles modulo linear equivalence. Since
the spaceMPk(P
r,d) has finite quotient singularities, the Chow groups⊕
(Ai ⊗ Q) naturally form a graded ring via intersection. Since Q-
coefficients are required for the intersection theory, all Chow groups
considered here will be taken with Q-coefficients. Let Ch(k, r, d) de-
note the Chow ring of MPk(P
r,d). The ring Ch(k, r, 1) is simply the
Chow ring of the linear Grassmannian G(Pk,Pr). The main result of
this paper is a determination of Ch(k, r, d).
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Theorem 1. There is a canonical isomorphism of graded rings
λ : Ch(k, r, d)→ Ch(k, r, 1).
Let M 0,n(P
r,d) be the coarse moduli space of n-pointed Kontsevich
stable maps from a genus 0 curve to Pr. LetM0,n(P
r,d) ⊂M0,n(P
r,d)
denote the non-empty open set corresponding to n-pointed, stable maps
from P1 to Pr. The complement ofM0,n(P
r,d) inM 0,n(P
r,d) consists
of the stable maps with reducible domains. A foundational treatment
of these moduli spaces of pointed stable maps of genus 0 curves can be
found in [K], [KM], and [FP]. The spaces M0,0(P
r,d) and MP1(P
r,d)
are identical. The following corollary is therefore a special case of
Theorem (1).
Corollary 1. The Chow ring (with Q-coefficients) of M0,0(P
r,d) is
canonically isomorphic to the Chow ring of the GrassmannianG(P1,Pr).
Corollary (1) is related by loose analogy to results and conjectures
on the Chow ring of Mg. C. Faber has studied the subring of the
Chow ring of Mg generated by certain geometric classes. Faber has
conjectured a presentation of this subring (which may be the entire
Chow ring of Mg). The conjectured ring looks like the cohomology
ring of a compact manifold – for example, it satisfies Poincare´ duality.
M0,0(P
r,d) ⊂ M0,0(P
r,d) is a zero-pointed open cell analogous to
Mg ⊂M g. Corollary (1), then, is analogous to Faber’s conjectures.
In [GP], the Poincare´ polynomial of M0,n(P
r,d) is computed. The
virtual Poincare´ polynomial of M0,0(P
r,d) is needed as a preliminary
result. It was found the virtual Poincare´ polynomial of M0,0(P
r,d)
is essentially the Poincare´ polynomial of G(P1,Pr). This observation
provided the starting point for Theorem (1). Thanks are especially due
to E. Getzler for many discussions about the geometry of the space
M0,0(P
r,d). The theory of equivariant Chow groups ([EG], [T]) plays
an essential role in the proof of Theorem (1). The author wishes to
thank D. Edidin, W. Graham, and B. Totaro for the long discussions
in which this theory was explained. The author has also benefitted
from conversations with P. Belorouski, W. Fulton, and H. Tamvakis.
2
1. MPk(P
r,d)
A family of degree d maps of Pk to Pr consists of the data (pi : P →
S, µ : P → Pr) where:
(i.) S is a noetherian scheme of finite type over C.
(ii.) pi : P → S is a flat projective morphism with geometric fibers
isomorphic to Pk.
(iii.) The restriction of µ∗(OPr(1)) to each geometric fiber of pi is iso-
morphic to OPk(d).
Two families of maps over S,
(pi : P → S, µ), (pi′ : P ′ → S, µ′)
are isomorphic if there exists an isomorphism of schemes σ : P → P ′
such that
µ = µ′ ◦ σ, pi = pi′ ◦ σ.
Let MPk(P
r,d) be the contravariant functor from schemes to sets de-
fined as follows. MPk(P
r,d) (S) is the set of isomorphism classes of
families over S of degree d maps from Pk to Pr.
A coarse moduli space MPk(P
r,d) is easily obtained via Geometric
Invariant Theory. Care is taken here to exhibit MPk(P
r,d) as a quo-
tient of a proper GLk+1-action with finite stabilizers. In section (6),
the equivariant Chow groups of this GLk+1-action will be analyzed.
Let
U(k, r, d) ⊂
r⊕
0
H0(Pk,OPk(d))
be the Zariski open locus of basepoint free (r+1)-tuples of polynomials.
There is a natural GLk+1-action on
⊕r
0H
0(Pk,OPk(d)) obtained from
the naturally linearized action of GLk+1 on P
k. This GLk+1-action
leaves U(k, r, d) invariant. Note, since every regular map µ : Pk → Pr
is finite onto its image, GLk+1 acts with finite stabilizers on U(k, r, d).
Let 1
∼
= C be a 1 dimensional complex vector space with the trivial
GLk+1-action. Let Det be the 1 dimensional determinant represen-
tation of GLk+1. For convenience, let Z denote
⊕r
0H
0(Pk,OPk(d)).
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There is a GLk+1-equivariant inclusion
U(k, r, d) ⊂ P
(
Det⊗ (1⊕ Symq(Z)⊕ Z)
)
obtained by the following equation:
ξ ∈ U(k, r, d)→ [ 1⊗ (1⊕ (ξ ⊗ · · · ⊗ ξ)⊕ ξ) ]. (1)
The representations Det and Symq(Z) in (1) occur to obtain the cor-
rect G.I.T. linearization. The final Z factor occurs to insure (1) is an
inclusion (consider scaling U(k, r, d) by a constant qth-root of unity).
Lemma 1. Consider the naturally linearized action of GLk+1 on
P
(
Det⊗ (1⊕ Symq(Z)⊕ Z)
)
.
Then, for q > k + 1,
U(k, r, d) ⊂ P
(
Det⊗ (1⊕ Symq(Z)⊕ Z)
)stable
.
Proof. The Lemma is a consequence of the Numerical Criterion of sta-
bility. A development of Geometric Invariant Theory can be found in
[MFK] and [N]. Let Vk+1 be a (k+1)-dimensional C-vector space such
that Pk = P(Vk+1). Let v = v0, . . . , vk be a basis of Vk+1 with integer
weights w0, . . . , wk (not all zero). Let ξ ∈ U(k, r, d) correspond to a
basepoint free map determined (in the basis v) by [f0, . . . , fr] where
each fl is an an element of Sym
d(V ∗k+1). The diagonal coordinates of
ξ ∈ P
(
Det⊗ (1⊕ Symq(Z)⊕ Z)
)
with respect to the C∗-action determined by the weights and basis v
are the following:
1⊗ 1 ∈ Det⊗ 1,
1⊗ (ξ ⊗ · · · ⊗ ξ) ∈ Det⊗ Symq
( r⊕
0
Symd(V ∗k+1)
)
, (2)
1⊗ ξ ∈ Det⊗
( r⊕
0
Symd(V ∗k+1)
)
.
The weight of 1⊗ 1 ∈ Det⊗ 1 is
∑k
0 wi. Since the polynomials {fl} do
not simultaneously vanish at [1, 0, . . . , 0] ∈ Pk, one of the coefficients
of v∗d0 among the polynomials {fl} must be non-zero. Similarly non-
zero coefficients of v∗d1 , . . . , v
∗d
k can be found among the polynomials
{fl}. Therefore, the terms
1⊗ (v∗dj ⊗ · · · ⊗ v
∗d
j ) (3)
occur in (2) and have weight −qd · wj +
∑k
0 wi.
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There are now two cases. First assume
∑k
0 wi > 0, then 1 ⊗ 1 has
positive weight. If
∑k
0 wi ≤ 0, there must exist j such that wj < 0. Let
wj be the negative weight of greatest absolute value. Hence, for all i,
if wi < 0, then −wj + wi ≥ 0. Finally, since q > k + 1,
−qd · wj +
k∑
0
wi > 0.
The term (3) therefore has positive weight. The Numerical Criterion
implies ξ is a stable point for the GLk+1-action.
As a consequence of Lemma (1), U(k, r, d)/GLk+1 exists as a quasi-
projective variety. Standard arguments show that the space
MPk(P
r,d)
∼
= U(k, r,d)/GLk+1
has the desired functorial properties. Note: the family of maps
(pi : P → S, µ : P → Pr) (4)
may not be a Zariski locally trivial Pk-bundle over S. A Galois cover
construction is required to obtain the canonical algebraic morphism
S →MPk(P
r,d) (5)
induced by the family (4). Alternatively, one can define a map to
MPk(P
r,d) locally in the e´tale topology on S. The morphism (5) is
then obtained via descente. SinceMP1(P
r,d) andM0,0(P
r,d) coarsely
represent the same functor, these spaces are canonically isomorphic.
Since U(k, r, d) is nonsingular, contained in the stable locus, and the
GLk+1-action has finite stabilizers, Luna’s Etale Slice Theorem can be
applied to conclude MPk(P
r,d) has finite quotient singularities (see
[L]). Luna’s Theorem requires a characteristic zero hypothesis.
Finally, since U(k, r, d) is equivariant and contained in a G.I.T. stable
locus, the group action
GLk+1 × U(k, r, d)→ U(k, r, d) (6)
is a proper action. This is established in [MFK], Corollary (2.5). The
properness of the action (6) is needed in section (6).
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2. The Homomorphism λ : Ch(k, r, d)→ Ch(k, r, 1)
Let ν : Pr → Pr be a regular map satisfying ν∗(OPr(1))
∼
= OPr(d).
The map ν induces a canonical morphism τν : G(P
k,Pr)→MPk(P
r,d)
by the following considerations. Let pi : P → G(Pk,Pr) be the tauto-
logical Pk-bundle over the Grassmannian. Since
P ⊂ G(Pk,Pr)×Pr, (7)
there is a canonical projection η : P → Pr. Let µ : P → Pr be
determined by µ = ν ◦ η. The family
(pi : P → G(Pk,Pr), µ : P → Pr) (8)
is a family over G(Pk,Pr) of degree d maps from Pk to Pr. Since
MPk(P
r,d) is a coarse moduli space, the family (8) induces a morphism
from the base to moduli:
τν : G(P
k,Pr)→MPk(P
r,d).
Let τ ∗ν be the ring homomorphism induced by pull-back:
τ ∗ν : Ch(k, r, d)→ Ch(k, r, 1).
Since MPk(P
r,d) has finite quotient singularities, the pull-back map
τ ∗ν is well defined (see [V]).
Proposition 1. The homomorphism τ ∗ν does not depend upon ν and
is a graded ring isomorphism.
Let λ : Ch(k, r, d) → Ch(k, r, 1) be the ring isomorphism τ ∗ν for any
regular map ν. Theorem (1) is a consequence of Proposition (1).
The proof of Proposition (1) will be undertaken in several steps.
First the independence result will be established in Lemma (2). A sur-
jectivity Lemma will be also be proven in this section. The injectivity
of τ ∗ν will be proven in section (6).
Lemma 2. The homomorphism τ ∗ν does not depend upon ν.
Proof. Let U(r, r, d) ⊂
⊕r
0H
0(Pr,OPr(d)) be the Zariski open locus of
basepoint free (r + 1)-tuples of polynomials as defined in section (1).
There is a tautological morphism
νU : U(r, r, d)×P
r → Pr.
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The tautological family (7) over the Grassmannian pulls-back to a tau-
tological family PU over
G(Pk,Pr)×U(r, r,d).
PU is equipped with a canonical projection
ηU : PU → U(∇,∇, ⌈)×P
r.
Let µU = νU ◦ ηU . The map µU defines a family of degree d maps from
Pk to Pr over G(Pk,Pr)×U(r, r,d). There is an induced map
τU : G(P
k,Pr)×U(r, r,d)→MPk(P
r,d).
The morphism τν is induced by the composition of the inclusion
iν : G(P
k,Pr)→ G(Pk,Pr)× [ν] ⊂ G(Pk,Pr)×U(r, r,d)
with τU . Hence, τ
∗
ν = i
∗
ν ◦ τ
∗
U Since U(r, r, d) is an open set in affine
space, i∗ν = iν′ for any two maps [ν], [ν
′] ∈ U(r, r, d).
If k = r, then G(Pr,Pr) is a point and τ ∗ν is surjective. Assume
k < r. Let 1 ≤ j ≤ r − k. Let Hj ⊂ P
r be a linear subspace of
codimension k+j. Define an algebraic subvariety C(Hj) ⊂ MPk(P
r,d)
by the following condition. C(Hj) is the set of maps that meet Hj.
C(Hj) is easily seen to be an irreducible subvariety of codimension j in
MPk(P
r,d). There is a natural GLr+1-action on MPk(P
r,d) obtained
from the symmetries of Pr. Let ξ ∈ GLr+1. Certainly
ξ( C(Hj) ) = C( ξ(Hj) ).
Since GLr+1 is a connected rational group, the class σj of C(Hj) in
the Chow ring Ch(k, r, d) is well-defined (independent of Hj).
Lemma 3. The pull-back of the class σj for 1 ≤ j ≤ r−k is determined
by:
τ ∗ν (σj) = d
k+j · σj .
Proof. Let ν : Pr → Pr be a fixed morphism satisfying ν∗(OPr(1))
∼
=
OPr(d). Let Hj ⊂ P
r be a general (with respect to ν) linear space. By
Bertini’s Theorem, ν−1(Hj) is a nonsingular complete intersection of
k + j hypersurfaces of degree d in Pr. The set theoretic inverse image
τ−1ν (C(Hj)) is the set of k-planes of P
r meeting ν−1(Hj). A simple
tangent space argument shows that the scheme theoretic inverse image
τ−1ν (C(Hj)) is generically reduced. Hence,
τ ∗ν (σj) = [τ
−1
ν (C(Hj))] ∈ Ch(k, r, 1).
It remains to determine [τ−1ν (C(Hj))] ∈ Ch(k, r, 1).
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Recall pi : P → G(Pk,Pr) is the tautological Pk-bundle over the
Grassmannian. Let L be the Chern class of the line bundle η∗(OPr(1))
on P. The following equations hold:
pi∗(L
k+j) = σj ,
pi∗((d · L)
k+j) = [τ−1ν (C(Hj))].
These equations imply τ ∗ν (σj) = d
k+j · σj .
Consider the d = 1 case, G(Pk,Pr)
∼
= MPk(P
r, 1). There is a
tautological bundle sequence on G(Pk,Pr):
0→ S → Cr+1→ Q→ 0.
Q is a bundle of rank r − k. For 1 ≤ j ≤ r − k, let cj(Q) ∈ Ch(k, r, 1)
be the jth Chern class of Q. It is well known that
cj(Q) = σj .
Also, the classes cj(Q) ∈ Ch(k, r, 1) generate Ch(k, r, 1) as ring. These
facts can be found, for example, in [F]. Therefore, the following Lemma
is a consequence of Lemma (3).
Lemma 4. The homomorphism τ ∗ν : Ch(k, r, d) → Ch(k, r, 1) is sur-
jective.
In fact, the subring of Ch(k, r, d) generated by σ1, . . . , σr−k surjects
onto Ch(r, k, 1) via τ ∗ν .
3. Generation of Ch(1, r, d)
In order to complete the proof of Proposition (1), results on the gen-
eration of Ch(k, r, d) are needed. In this section, a special argument in
the k = 1 case is developed. In sections (4)-(6), a general generation
argument using the theory of equivariant Chow groups is established.
The general argument also covers the k = 1 case. The special method
for the k = 1 case involves a natural stratification of MP1(P
r,d). Un-
fortunately, this stratification does not easily generalize when k > 1.
Let 0 ≤ j ≤ r−1. Let σ0 ∈ Ch(1, r, d) be the unit (the fundamental
class). Let σj 6=0 be the class defined in section (2).
Proposition 2. The elements σi ·σj (0 ≤ i ≤ j ≤ r−1) span a Q-basis
of Ch(1, r, d).
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The proof of Proposition (2) uses the 3-pointed moduli space of maps
M0,3(P
r,d). Let 1, 2,∞ ∈ P1 be three marked points. There is a
natural isomorphism:
M0,3(P
r,d)
∼
= P(U) = U(1, r,d)/C∗ ⊂ P(
r⊕
0
H0(P1,OP1(d)))
(9)
where U(1, r, d) is the basepoint free locus (see section (1)). An element
of P(U) corresponds to a degree d map from P1 to Pr with the three
markings 1, 2,∞ ∈ P1. A map [µ] ∈ M0,3(P
r,d) corresponds to a
point in P(U) by identifying the three markings of [µ] with the points
1, 2,∞ ∈ P1. A tangent space argument shows this identification is an
isomorphism of schemes (both are non-singular varieties).
The proof of Proposition (2) is a refinement of the methods that
appear in [P]. For 0 ≤ j ≤ r − 1, let Hj ⊂ P
r be a linear space of
codimension 1 + j. For 0 ≤ a, b ≤ r − 1, let C(Ha, Hb) ⊂ M0,0(P
r,d)
be the subvariety of maps meeting Ha and Hb (where Ha and Hb are
in general position). A simple argument shows the equation
[C(Ha, Hb)] = σa · σb
holds in Ch(1, r, d). Note: intersection with the hyperplane H0 imposes
no condition on the maps. In particular, C(H0, H
′
0) = M0,0(P
r,d).
Lemma 5. Let 0 ≤ a, b ≤ r − 1. Assume (a, b) 6= (r − 1, r − 1). Let
Ha, Hb ⊂ P
r be linear spaces of codimension 1 + a, 1 + b in general
position. Let Ha+1 ⊂ Ha, Hb+1 ⊂ Hb be linear spaces of codimension
1. The natural map
C(Ha+1, Hb) ∪ C(Ha, Hb+1) ∪ C(H0, Ha ∩Hb)→ C(Ha, Hb)
(10)
yields a surjection on Chow groups of proper codimension in C(Ha, Hb).
If the linear spaces Ha+1, Hb+1, or Ha∩Hb are empty, the corresponding
cycle on the left in (10) is taken to be empty. By the assumption
(a, b) 6= (r − 1, r − 1), not all cycles are empty.
Proof. Let F be a hyperplane in general position with respect to Ha
and Hb. Let N =M 0,3(P
r,d) and M =M 0,0(P
r,d). Let N , M be the
unbarred moduli spaces. Let ei : N → P
r be the natural evaluation
maps for the markings 1 ≤ i ≤ 3. Let
X = e−11 (F ) ∩ e
−1
2 (Ha) ∩ e
−1
3 (Hb).
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X is closed subvariety of N . The natural forgetful morphism ρ : X →
M is proper. Also ρ(X) ∩M = C(Ha, Hb). Let Z ⊂ C(Ha, Hb) be the
open set of ρ(X) corresponding to Kontsevich stable maps satisfying
the following conditions:
(i.) The domain curve is P1.
(ii.) The map meets Ha and Hb.
(iii.) The map does not pass through F ∩Ha, F ∩Hb, or Ha ∩Hb.
Let [µ] ∈ Z be a element. By condition (iii), the image Im(µ) ⊂ Pr
can not be contained in F , Ha, or Hb. Moreover, by (iii), ρ
−1(Z) ⊂ N .
Hence, the map ρ−1(Z) → Z has finite fibers. Since ρ−1(Z) → Z is a
proper morphism with finite fibers, it is a finite morphism. Therefore,
if Ai(ρ
−1(Z))⊗Q = 0, then Ai(Z)⊗Q = 0.
The set ρ−1(Z) ⊂ N
∼
= P(U) (see (9) above) is isomorphic to a quasi-
projective variety inP(
⊕r
0H
0(P1,OP1(d))). The quasi-projective sub-
variety
ρ−1(Z) ⊂ P(
r⊕
0
H0(P1,OP1(d)))
can be identified as follows. Let L1 ⊂ P(U) correspond to maps µ :
P1 → Pr satisfying µ(1) ∈ F . Let L2, L∞ be the linear subspaces in
P(U) where µ(2) ∈ Ha, µ(∞) ∈ Hb. Let L1 ∩ L2 ∩ L∞ = I ⊂ P(U).
Let D ⊂ I be the union of the three hypersurfaces of maps meeting
the linear spaces F ∩ Ha, F ∩ Hb, and Ha ∩ Hb respectively. Since
(a, b) 6= (r−1, r−1), F ∩Ha or F ∩Hb is non-empty. Therefore, D ⊂ I
is a subvariety of codimension 1. Then
ρ−1(Z) = I \D.
I is an open set of a linear subspace of P(
⊕r
0H
0(P1,OP1(d))). Since
D is of codimension 1 in I, all the Chow groups of ρ−1(Z) of proper
codimension vanish. Hence all the Chow groups (tensor Q) of Z of
proper codimension also vanish.
By definition, Z ⊂ C(Ha, Hb). The complement of Z in C(Ha, Hb)
is the set of maps meeting F ∩Ha, F ∩Hb, or Ha ∩Hb. Therefore, the
complement of Z in C(Ha, Hb) is the union of three cycles:
C(F ∩Ha, Hb) ∪ C(Ha, F ∩Hb) ∪ C(H0, Ha ∩Hb). (11)
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Since the Chow groups of Z vanish in proper codimension, the Chow
groups of the union (11) surject onto the Chow groups of C(Ha, Hb)
(in proper codimension).
A vanishing result is also required.
Lemma 6. Chow groups in proper codimension of C(Hr−1, H
′
r−1) van-
ish.
Proof. Let F be a hyperplane in general position with respect to two
distinct points p = Hr−1 and q = H
′
r−1. The notation N ⊂ N , M ⊂ M
of Lemma (5) will be used. Let
X = e−11 (F ) ∩ e
−1
2 (p) ∩ e
−1
3 (q).
Let ρ : X →M be the proper forgetful morphism. Again, ρ(X)∩M =
C(p, q). Let Z ⊂ C(p, q) be the open set of ρ(X) corresponding to
Kontsevich stable maps satisfying the following conditions:
(i.) The domain curve is P1.
(ii.) The map meets p and q.
Note F ∩ p, F ∩ q, and p ∩ q are empty. By these conditions on Z, the
map ρ−1(Z)→ Z is finite and proper. Therefore, if Ai(ρ
−1(Z))⊗Q = 0,
then Ai(Z)⊗Q = 0. Also, ρ
−1(Z) ⊂ N .
The quasi-projective subvariety
ρ−1(Z) ⊂ P(
r⊕
0
H0(P1,OP1(d)))
can be identified as follows. Let L1 ⊂ P(U) correspond to maps µ :
P1 → Pr satisfying µ(1) ∈ F . Let L2, L∞ be the linear subspaces in
P(U) where µ(2) ∈ p, µ(∞) ∈ q. Let L1∩L2∩L∞ = I ⊂ P(U). Then
ρ−1(Z) = I
I is an open set of a linear subspace of P(
⊕r
0H
0(P1,OP1(d))). Let I
be the closure of I. It will be shown that I \ I has codimension 1 in
I. The Chow groups of ρ−1(Z) of proper codimension therefore vanish.
Hence all the Chow groups of Z of proper codimension also vanish.
Let [A0, . . . , Ar] be homogeneous coordinates on P
r. Let
F = (A0 −Ar), p = [1, 0, . . . , 0], q = [0, . . . , 0, 1].
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Let [S, T ] be homogeneous coordinates on P1. Let 1, 2,∞ ∈ P1 be the
points [1, 1], [1, 0], [0, 1] respectively. An element [µ] ∈ P(
⊕r
0H
0(P1,OP1(d)))
is given by an r-tuple of degree d homogeneous polynomials in S and
T : [f0, . . . , fr]. The element [µ] is in I if and only if
(i.) f0, . . . , fr span a basepoint free linear system on P
1.
(ii.) f0(1, 1) = fr(1, 1).
(iii.) T divides f1, . . . , fr.
(iv.) S divides f0, . . . , fr−1.
The additional condition
S divides fr
is a codimension 1 condition contained in the set I \ I. Hence I \ I has
codimension 1 in I.
Repeated application of Lemma (5) shows the ring Ch(1, r, d) is gen-
erated (as a Q-vector space) by the classes [C(Ha, Hb)] and the Chow
groups of C(Hr−1, H
′
r−1). Lemma (6) shows the Chow groups of C(Hr−1, H
′
r−1)
vanish in proper codimension. Hence the classes [C(Ha, Hb)] = σa · σb
generate Ch(1, r, d).
Via the classical Schubert calculus, the classes σa · σb for 0 ≤ a, b ≤
r − 1 are easily seen to span a basis of the Chow ring of the linear
Grassmannian Ch(1, r, 1). Consider the ring homomorphism
τ ∗ν : Ch(1, r, d)→ Ch(1, r, 1)
defined in section (2). By Lemma (3),
τ ∗ν (σ0) = σ0,
∀a > 0, τ ∗ν (σa) = d
1+aσa,
∀a, b > 0, τ ∗ν (σa · σb) = d
2+a+bσa · σb,
Therefore, the elements σa · σb for 0 ≤ a, b ≤ r − 1 are independent in
Ch(1, r, d). Since generation was established above, Proposition (2) is
proven. In case k = 1, the injectivity of τ ∗ν has been proven.
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4. Equivariant Chow Groups
Let G be a group. Let G × X → X be a left group action. In
topology, the G-equivariant cohomology of X is defined as follows. Let
EG be a contractable topological space equipped with a free left G-
action and quotient EG/G = BG. Consider the left action of G on
X ×EG defined by:
g(x, b) = (g(x), g(b)).
G acts freely on X ×EG. Let X ×G EG be the (topological) quotient.
The G-equivariant cohomology of of X , H∗G(X), is defined by:
H∗G(X) = H
∗
sing(X ×G EG).
If X is a a locally trivial principal G-bundle, then X×GEG is a locally
trivial fibration of EG over the quotient X/G. In this case, X ×G EG
is homotopy equivalent to X/G and
H∗G(X) = H
∗
sing(X ×G EG)
∼
= H∗sing(X/G).
For principal bundles, computing the equivariant cohomology ring is
equivalent to computing the cohomology of the quotient.
There is an analogous equivariant theory of Chow groups developed
by D. Edidin, W. Graham, and B. Totaro in [EG], [T]. Let G be a linear
algebraic group. Let G ×X → X be a linearized, algebraic G-action.
The algebraic analogue of EG is attained by approximation. Let V be
a C-vector space. Let G× V → V be an algebraic representation of of
G. Let W ⊂ V be a G-invariant open set satisfying:
(i.) The complement of W in V is of codimension greater than q.
(ii.) G acts on W with trivial stabilizers.
(iii.) There exists a geometric quotient W →W/G.
W is an approximation of EG up to codimension q. By (iii) and the
assumption of linearization, a geometric quotient X ×G W exits as an
algebraic variety. Let d = dim(X), e = dim(X×GW ). The equivariant
Chow groups are defined by:
AGd−j(X) = Ae−j(X ×G W ) (12)
for 0 ≤ j ≤ q. An argument is required to check these equivariant Chow
groups are well-defined (see [EG]). The basic functorial properties of
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equivariant Chow groups are established in [EG]. In particular, if X is
nonsingular, there is a natural intersection ring structure on AGi (X).
Let Z be a variety of dimension z. For notational convenience, a
superscript will denote the Chow group codimension:
AGz−j(Z) = A
j
G(Z), Az−j(Z) = A
j(Z).
In particular, equation (12) becomes:
∀ 0 ≤ j ≤ q, AjG(X) = A
j(X ×G W ).
The following result of [EG] will be used in section (6).
Proposition 3. Let C be the ground field of complex numbers. Let
X be a quasi-projective variety. Let G be a reductive group. Let G ×
X → X be a linearized, proper, G-action with finite stabilizers. Let
X → X/G be a quasi-projective geometric quotient. Then, there are
natural isomorphisms for all j:
AjG(X)⊗Q
∼
= Aj(X/G)⊗Q.
5. The Chow Ring of the Grassmannian and AGL∗ (pt)
Let 0 → S → Cr+1 → Q → 0 be the tautological sequence on
G(Pk,Pr). The following presentation of the Chow ring will be used
in section (6). Let
c1, . . . , ck+1 ∈ Ch(k, r, 1)
be the Chern classes of the rank k+1 bundle S. These classes generate
Ch(k, r, 1). Let
c(S) = 1 + c1 t + c2 t
2 + · · ·+ ck+1 t
k+1,
1
c(S)
= 1 + p1(c1) t + p2(c1, c2) t
2 + p3(c1, c2, c3) t
3 + · · ·
where the latter is the formal inverse in the formal power series ring
C[1, . . . , k+1][[≈]]. The ideal of relations among c1, . . . , ck+1 in Ch(k, r, 1)
is generated by the polynomials
{pj | j > r − k}.
Geometrically, these relations are obtained from the vanishing of the
jth Chern class of the rank r − k bundle Q for j > r − k.
In section (6), a basic result on push-forwards is needed.
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Lemma 7. Let pi : P(S)→ G(Pk,Pr) be the canonical projection. Let
OP(S)(1) be the canonical line bundle on P(S). Then, for l ≥ k,
pi∗( c
l
1(OP(S)(1)) ) = pl−k ∈ Ch(k, r, 1). (13)
Proof. Let ξ = c1(OP(S)(1)). Certainly, pi∗(ξ
k) = 1 = p0. The equation
ξk+1 + c1 ξ
k + · · ·+ ck ξ + ck+1 = 0
recursively yields (13).
The equivariant Chow ring A
GLk+1
∗ (pt) is computed to motivate the
construction in (6). The notation of section (1) will be used here. Let
Vk+1 be a fixed k + 1- dimensional complex vector space such that
P(Vk+1) = P
k, Let U(k, n, 1) ⊂
⊕n
0 V
∗
k+1 be the basepoint free locus.
The codimension of the complement of U(k, n, 1) is easily found to be
n − k + 1. GL(Vk+1) acts on U(k, n, 1) with trivial stabilizers. As
determined in section (1), there is a geometric quotient
U(k, n, 1)/GL(Vk+1)
∼
= G(Pk,Pn).
By the definition of the equivariant Chow ring,
AjGLk+1(pt) = A
j(G(Pk,Pn))
for 0 ≤ j ≤ n− k. By the presentation of the Chow ring of G(Pk,Pn)
given above, the relations among the generators c1, . . . , ck+1 start in
codimension n − k + 1. Hence, A∗GLk+1(pt) is freely generated (as a
ring) by c1, . . . , ck+1 where cj ∈ A
j
GLk+1
(pt).
6. The Generation Argument
Again, let U(k, n, 1) ⊂
⊕n
0 V
∗
k+1 be the basepoint free open set. As
n→∞, U(k, n, 1) approximates EGLk+1. By the definitions,
AjGLk+1(U(k, r, d))
∼
= Aj
(
U(k, r, d)×GLk+1 U(k, n, 1)
)
for 0 ≤ j ≤ n− k. Recall
U(k, r, d) ⊂
r⊕
0
Symd(V ∗k+1)
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is the basepoint free locus. There is a natural GL(Vk+1)-equivariant
open inclusion,
U(k, r, d)× U(k, n, 1) ⊂
r⊕
0
Symd(V ∗k+1)× U(k, n, 1),
which yields an open inclusion
U(k, r, d)×GLk+1 U(k, n, 1) ⊂
r⊕
0
Symd(V ∗k+1)×GLk+1 U(k, n, 1).
Let 0 → S → C⋉+1 → Q → 0 be the tautological sequence on
G(Pk,Pn). It is routine to verify
r⊕
0
Symd(V ∗k+1)×GLk+1 U(k, n, 1) =
r⊕
0
Symd(S∗)
where the latter is the total space of the bundle
⊕r
0 Sym
d(S∗) over
G(Pk,Pn). Let D be the complement of U(k, r, d)×GLk+1 U(k, n, 1) in⊕r
0 Sym
d(S∗).
The Chow ring of
⊕r
0 Sym
d(S∗) is isomorphic to Ch(k, n, 1) via pull
back. Let dim be the dimension of the variety
⊕r
0 Sym
d(S∗). Let
iD : Adim−j(D)→ A
j(
r⊕
0
Symd(S∗))
be the map obtained by the inclusion D ⊂
⊕r
0 Sym
d(S∗). There are
exact sequences of Chow groups
Adim−j(D)→ A
j(
r⊕
0
Symd(S∗))→ Aj
(
U(k, r, d)×GLk+1U(k, n, 1)
)
→ 0.
Let c1, . . . , ck+1 be the classes of Ch(k, n, 1) defined in section (5).
Lemma 8. pj(c1, . . . , ck+1) ∈ Im(iD) ⊂ A
j(
⊕r
0 Sym
d(S∗)) for all j >
r − k.
Proof. The proof involves an auxiliary construction. Let pi : P(S) →
G(Pk,Pn) be the projective bundle associated to S. Let T = pi∗
(⊕r
0 Sym
d(S∗)
)
.
Denote the total space of the bundle T also by T . There is a commu-
tative diagram.
T −−−→ P(S)
pi
y pi
y
⊕r
0 Sym
d(S∗) −−−→ G(Pk,Pn)
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There is a tautological rational evaluation map
γ : T − − → Pr.
A point τ ∈ T is a triple
τ = (v, V ⊂ C⋉+1, (℧0,℧1, . . . ,℧r))
where v is element of the k-dimensional projective space P(V) and
fi ∈ Sym
d(V ∗). The rational map γ is obtained by
γ(τ) = [f0(v), . . . , fr(v)].
Let D be the set of elements τ ∈ T such that all the fi vanish at v. D
is the locus where γ is undefined. The important fact is
pi(D) = D ⊂
r⊕
0
Symd(S∗)
and pi : D → D is a projective, birational morphism. The Lemma will
be proved by finding the class of D in A∗(T ) and pushing forward.
Let L be the line bundle OP(S)(d) on P(S). Let L also denote the
pull-back of OP(S)(d) to T . The rational map γ is obtained from r + 1
tautological sections of L on T . There is a natural equivalence
H0(G(Pk,Pn),Symd(S∗))
∼
= H0(P(S),L).
Also, there is a natural inclusion
H0(G(Pk,Pn), Symd(S∗)⊗
r⊕
0
Symd(S) ) ⊂ H0(T,L).
Since the bundle Symd(S∗)⊗Symd(S) has a canonical identity section,
the bundle Symd(S∗)⊗
⊕r
0 Sym
d(S)) has r + 1 canonical sections. It
is straightforward to verify these r + 1 sections z0, . . . , zr of L on T
yield the rational map γ. The base locus D is the common zero locus
of the sections z0, . . . , zr. In fact, D is a nonsingular variety of pure
codimension r+ 1. Explicit equations show D is nonsingular complete
intersection. Hence [D] = c1(L)
r+1 ∈ A∗(T ).
Certainly pi∗( c1(L)
r+1 ) ∈ Im(iD). Also, for all α ≥ 0,
pi∗( c1(L)
r+1+α ) = pi∗([D] ∩ c1(L)
α) ∈ Im(iD).
It remains to compute pi∗(c1(L)
r+1+α) ∈ A∗(
⊕r
0 Sym
d(S∗)). But since
push-forward commutes with flat pull-back, it suffices to consider c1(L)
r+1+α ∈
A∗(P(S)) and compute pi∗(c1(L)
r+1+α) ∈ Ch(k, n, 1). By Lemma (13),
since c1(L) = d · c1(OP(S)(1)),
pi∗(c1(L)
r+1+α) = dr+1+α · pr−k+1+α.
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Hence pj ∈ Im(iD) for all j > r − k.
By Lemma (8) and the presentation of Ch(k, r, 1) given in section
(5), the following inequality is obtained:
dimQ A
j
GLk+1
(U(k, r, d)) ≤ dimQ A
j(G(Pk,Pr)). (14)
Recall GLk+1 ×U(k, r,d)→ U(k, r,d) is a proper group action with
finite stabilizers and geometric quotient MPk(P
r,d). Hence, by Propo-
sition (3) and inequality (14),
dimQ A
j(MPk(P
r,d) ≤ dimQ A
j(G(Pk,Pr)).
The surjectivity of τ ∗ν : Ch(k, r, d) → Ch(k, r, 1) obtained in section
(2) implies
dimQ A
j(MPk(P
r,d) ≥ dimQ A
j(G(Pk,Pr)).
Therefore τ ∗ν is injective. The proofs of Proposition (1) and Theo-
rem (1) are complete. Since the subring of Ch(r, k, d) generated by
the classes σ1, . . . , σr−k surjects onto Ch(r, k, 1) via τ
∗
ν , Ch(r, k, d) is
generated (as a ring) by the classes σ1, . . . , σr−k.
References
[EG] D. Edidin and W. Graham, Equivariant Intersection Theory, in prepara-
tion.
[F] W. Fulton, Intersection Theory, Springer-Verlag: Berlin, 1984.
[FP] W. Fulton and R. Pandharipande, Notes on Stable Maps and Quantum
Cohomology for Convex Spaces, in preparation.
[GP] E. Getzler and R. Pandharipande, The Poincare´ Polynomial of
M0,n(P
r,d), in preparation.
[K] M. Kontsevich, Enumeration of Rational Curves Via Torus Actions, 1994.
[KM] M. Kontsevich and Y. Manin, Gromov-Witten Classes, Quantum Coho-
mology, and Enumerative Geometry, 1994.
[L] D. Luna, Slices Etale, Bull. Soc. Math. France 33 (1973), 81-105.
[MFK] D. Mumford, J. Fogarty, and F. Kirwan, Geometric Invariant Theory,
Springer-Verlag: Berlin, 1994.
[N] P. Newstead, Introduction to Moduli Problems and Orbit Spaces, Tata
Institute Lecture Notes, Springer-Verlag, Berlin: 1978.
[P] R. Pandharipande, Intersections of Q-Divisors on M0,n(P
r,d) and Enu-
merative Geometry, 1995.
[T] B. Totaro, The Chow Ring of the Symmetric Group, 1994.
[V] A. Vistoli, Intersection Theory on Algebraic Stacks and their Moduli, Inv.
Math. 97 (1989), 613-670.
18
Department of Mathematics
University of Chicago
5743 S. University Ave
Chicago, IL 60637
rahul@math.uchicago.edu
19
