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RÉSUMÉ
Une identification correcte et précise du phénotype et des fonctions cellulaires est fondamen-
tale pour le diagnostic de plusieurs pathologies ainsi qu’à la compréhension de phénomènes
biologiques tels que la croissance, les réponses immunitaires et l’évolution de maladies.
Conséquemment, le développement de technologies de pointe offrant une mesure multi-
paramétrique à haut débit est capital. À cet égard, la cytométrie en flux est l’étalon de
référence due à sa grande spécificité, sa grande sensibilité et ses débits élevés. Ces per-
formances sont atteintes grâce à l’évaluation précise du taux d’émission de fluorophores,
conjugués à des anticorps, ciblant certains traits cellulaires spécifiques. Néanmoins, sans ce
précieux étiquetage, les propriétés physiques caractérisées par la cytométrie sont limitées à la
taille et la granularité des cellules. Bien que la cytométrie en flux soit fondamentalement un
détecteur optique, elle ne tire pas avantage de l’indice de réfraction, un paramètre reflétant
la composition interne de la cellule. Dans la littérature, l’indice de réfraction cellulaire a été
utilisé comme paramètre phénotypique discriminant pour la détection de nombreux cancers,
d’infections, de la malaria ou encore de l’anémie. Également, les structures fluidiques de la
cytométrie sont conçues afin d’empêcher une déformation cellulaire de se produire. Cepen-
dant, les preuves que la déformabilité est un indicateur de plusieurs pathologies et d’état
de santé cellulaire sont manifestes. Pour ces raisons, l’étude de l’indice de réfraction et de
la déformabilité cellulaire en tant que paramètres discriminants est une avenue prometteuse
pour l’identification de phénotypes cellulaires.
En conséquence, de nombreux biodétecteurs qui exploitent l’une ou l’autre de ces propriétés
cellulaires ont émergé au cours des dernières années. D’une part, les dispositifs microflu-
idiques sont des candidats idéaux pour la caractérisation mécanique de cellules individuelles.
En effet, la taille des structures microfluidiques permet un contrôle rigoureux de l’écoulement
ainsi que de ses attributs. D’autre part, les dispositifs microphotoniques excellent dans la
détection de faibles variations d’indice de réfraction, ce qui est critique pour un phéno-
typage cellulaire correcte. Par conséquent, l’intégration de composants microfluidiques et
microphotoniques à l’intérieur d’un dispositif unique permet d’exploiter ces propriétés cellu-
laires d’intérêt. Néanmoins, les dispositifs capables d’atteindre une faible limite de détection
de l’indice de réfraction tels que les détecteurs à champ évanescent souffrent de faibles pro-
fondeurs de pénétration. Ces dispositifs sont donc plus adéquats pour la détection de fluides
ou de molécules. De manière opposée, les détecteurs interférométriques tels que les Fabry-
Pérots sont sensibles aux éléments présents à l’intérieur de leurs cavités, lesquelles peuvent
mesurer jusqu’à plusieurs dizaines de micromètres. Les cavités Fabry-Pérot sont donc par-
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faitement appropriées pour la mesure de cellules entières. Cependant, la plupart de ces
détecteurs volumiques présentent une limite de détection trop grande ou encore requièrent
un montage hors plan incompatible avec une solution entièrement intégrée. Bref, l’amalgame
d’une grande sensibilité et d’une profondeur d’interaction adéquate en plus d’assurer un
débit élevé, le tout sur un seul dispositif, est un défi contemporain. En outre, la littérature
ne rapporte aucune caractérisation simultanée de l’indice de réfraction et de la déformabilité
réalisée sur des cellules entières.
Incidemment, la première contribution de cette thèse traite de la conception et de la fabrica-
tion d’un biodétecteur intégré capable de détecter de faibles variations d’indices de réfraction
tout en atteignant un haut débit de mesure. Ces objectifs sont atteints grâce à une cavité
Fabry-Pérot intégrée, composée de réflecteurs de Bragg à alternance de couches de silicium
et d’air, qui engendre une limite de détection de 1.2 × 10−5 unité d’indice de réfraction.
Une condition essentielle au fonctionnement d’un tel résonateur intégré réside dans le com-
portement monomode des guides d’onde en silicium à l’entrée et à la sortie. L’importante
différence d’indice de réfraction entre le cœur et la gaine d’air combinée aux larges dimen-
sions requises pour l’analyse de cellules entières entraîne un comportement multimode. La
propagation concurrente de plusieurs modes optiques génère ainsi une distribution spectrale
non uniforme de la puissance, laquelle masque les résonances de la cavité Fabry-Pérot. À cet
effet, l’ingénierie de guides d’onde en côte surdimensionnés exhibant un comportement quasi
monomode est critique. Toutefois, pour de telles dimensions, le respect des critères de con-
ception préalablement établis dans la littérature ne suffit pas pour assurer un comportement
monomode. À ce titre, une portion substantielle de cette première contribution scientifique
consiste à l’amendement de ces critères. Enfin, l’approche de focalisation inertielle adoptée
produit un débit de mesure de 5000 cellules par seconde. Cette méthode ne nécessite qu’un
seul canal microfluidique et de surcroît permet d’homogénéiser l’espace longitudinal entre les
cellules.
La seconde contribution de cette thèse aborde la caractérisation de cellules individuelles basée
sur l’indice de réfraction et la déformabilité. Lorsque l’écoulement est faible, les modestes
forces de cisaillement appliquées sur les cellules ne provoquent pas de déformation consid-
érable. Ainsi, la caractérisation est basée uniquement sur l’indice de réfraction. À l’opposé,
lorsque l’écoulement est fort, les cellules se déforment sous l’effet des forces fluidiques et sont
par conséquent simultanément caractérisées selon leur indice de réfraction et leur déformabil-
ité. Une telle opérabilité implique que la déformation cellulaire peut être réduite ou accentuée
en variant le débit du fluide. Par ailleurs, l’asymétrie des courbes produites par le passage
de cellules déformées à l’intérieur de la cavité s’avère indiquer la position relative du noyau
au sein de la cellule. Cette particularité biomécanique en lien direct avec la déformabilité
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cellulaire n’est pas évoquée dans la littérature.
La dernière contribution majeure porte sur la discrimination accrue d’un type de globules
blancs particuliers, les cellules myéloïdes. En effet, les neutrophiles, les basophiles et les
promyélocytes ne sont pas discriminables en cytométrie sans l’utilisation d’un étiquetage
fluorescent. Cette thèse démontre sans ambiguïté que ces cellules sont explicitement distin-
guées par notre biodétecteur. Une telle contribution scientifique a des répercussions au sein
de plusieurs autres applications biologiques telles que le diagnostic du cancer, la détection
de cellules précancéreuses, la thérapie par lymphocytes T, l’identification de pathologies des
globules blancs et beaucoup d’autres.
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ABSTRACT
Accurate identification of cellular phenotype and function is fundamental to the diagnostic
of many pathologies as well as to the comprehension of biological phenomena such as growth,
immune responses and diseases development. Consequently, development of state-of-the-
art technologies offering high-throughput and multiparametric single cell measurement is
crucial. Therein, flow cytometry has become the gold standard due to its high specificity and
sensitivity while reaching a high-throughput. Its marked performance is a result of its ability
to precisely evaluate expression levels of antibody-fluorophore complexes targeting specific
cellular features. However, without this precious fluorescence labelling, characterized physical
properties are limited to the size and granularity. Despite flow cytometry fundamentally being
an optical sensor, it does not take full advantage of the refractive index (RI), a valuable label-
free measurand which reflects the internal composition of a cell. Notably, the cellular RI has
proven to be a discriminant phenotypic parameter for various cancer, infections, malaria and
anemia. Moreover, flow cytometry is designed to prevent cellular deformation but there is
growing evidence that deformability is an indicator of many pathologies, cell health and state.
Therefore, cellular RI and deformability are promising avenues to discriminate and identify
cellular phenotypes.
Novel biosensors exploiting these cellular properties have emerged in the last few years. On
one hand, microfluidic devices are ideal candidates to characterize single cells mechanical
properties at large rates due to their small structures and controllable flow characteristics.
On the other hand, microphotonic devices can detect very small RI variations, critical for an
accurate cellular phenotyping. Hence, the integration of microfluidic and microphotonic com-
ponents on a single device can harness these promising cellular physical properties. However,
devices achieving very small RI limit of detection (LOD) such as evanescent field sensors suffer
from very short penetration depths and thus are better suited for fluid or single molecule de-
tection. In opposition, interference sensors such as Fabry-Pérots are sensitive to the medium
inside their cavity, which can be several tens of micrometers in length, and thus are ideally
suited for whole-cell measurement. Still, most of these volume sensors suffer from large LOD
or require out-of-plane setups not appropriate for an integrated solution. Such a complex
integration of high-throughput, sensitivity and large penetration depth on-chip is an ongo-
ing challenge. Besides, simultaneous characterization of whole-cell RI and deformability has
never been reported in the literature.
Thereupon, the first contribution of this thesis is the design and fabrication of an integrated
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biosensor able to detect small RI variations while achieving a large cellular measurement
rate. This task is accomplished by an integrated Fabry-Pérot cavity, constructed of air-silicon
distributed Bragg reflectors (DBRs), which reports a LOD of 1.2×10−5 refractive index unit
(RIU). An essential operating condition of such an integrated resonating sensor is the single-
mode behavior of its input and output silicon rib waveguides. However, the combination of
high core-cladding RI difference and large dimensions required for whole-cell analysis allow
multiple optical modes to propagate. This concurrent propagation generates a non-uniform
spectral power distribution which masks the resonances. Therefore, the engineering of large
cross-section rib waveguides exhibiting single-mode like behavior is of utmost importance. At
these dimensions, the previously established single-mode design rules do not apply anymore.
As such, a substantial part of this first scientific contribution is the formulation of modernized
design guidelines. Lastly, with respect to throughput, the adopted inertial focusing scheme
allows for a measurement rate of 5000 cells per second. Furthermore, inertial focusing requires
a single straight microchannel and organize cells longitudinally with regular spacing.
The second contribution of this thesis is the characterization of single cells based on their RI
and deformability. At small flow rates, fluidic shear forces are not large enough to deform
significantly the cells. Thus, cells are characterized based on their RI alone. Oppositely, at
large flow rates, cells experience deformations allowing simultaneous RI and deformability
characterization. Such microfluidic operationality implies that cellular deformation can be
minimized or stimulated by varying the applied flow rate. Moreover, an in depth analysis of
the cells curve reveals that the asymmetry is an indicator of the relative nucleus position, an
unconsidered parameter until now in other studies.
The last and most influential contribution is the realization of enhanced discrimination of spe-
cific types of white blood cells, namely myeloids. Neutrophils, basophils and promyelocytes
are indiscriminated by flow cytometry without fluorescent labelling. This thesis demonstrates
a clear discrimination of these cells by the proposed biosensor. Such a scientific contribu-
tion has extensive potential applications in many other cellular research fields such as cancer
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CHAPTER 1 INTRODUCTION
Undoubtedly, expanding our knowledge on cells phenotype and function deepens our under-
standing of the human body and its complex biological interactions. Accurate identification
of a cell composition, shape, size, granularity or stiffness leads to a larger comprehension of
biological phenomenon such as growth, immune responses, diseases and pathologies develop-
ment. Phenotypically classified and sorted cell populations allows researchers to individually
study their biochemical function and thus evaluate their biological impact. In routine health
status assessment, analysis of circulating blood cells subpopulations is the initial source of
information. This method offers a minimally invasive collection method, needle sampling,
while providing abundant health markers. Medical research and clinical laboratories have
access to high-end apparatus, namely hematology analyzers, to precisely count and classify
these circulating cells. Its main technology, flow cytometry, although being a well implanted
and powerful tool, is limited in terms of physical properties measurement. Despite being an
optical measurement system, it does not take full advantage of other valuable biomarkers such
as refractive index (RI) and deformability. In counterpart, the evolution of integrated minia-
turized optical and fluidic structures has fueled the emergence of novel biosensors for single
cell manipulation and characterization which can exploit these untapped cellular properties.
This thesis details the engineering of an on-chip Fabry-Pérot microcavity for refractive index
cytometry (RIC) and deformability characterization of large cell populations and reveals its
resulting application on human myeloid cells. In this chapter, the background biological con-
text is first described, then principles of flow cytometry and its underlying technologies are
revealed and RI and deformability are introduced as novel biomarkers. Lastly, the motivation
and problem statement supporting this research are defined, the objectives are specified and
the thesis structure is outlined.
1.1 Biological context
It is well known that the main function of white blood cells (WBC) is to protect our body
against infectious diseases or foreign invaders. These protection phenomena, generally en-
compassed under the term immune response, involve five types of WBC: neutrophils, lym-
phocytes, monocytes, eosinophils and basophils. Perhaps the most well-known and most
present in an adult body, around 60% of WBC, are the neutrophils. These cells, exhibiting
a distinctive lobed nucleus, represent the first line of defense against microbial infection. In




































To assess a patient general health, a complete blood count (CBC) is commonly required.
A low count of one type of WBC may indicate a depressed immune system whereas a high
count may represent symptoms of a disease. Accurate discrimination of WBC types is critical
to correctly diagnose a patient’s condition or pathology. Therefore, high-performance hema-
tology analyzers are routinely used to count and characterize blood cells, as well as some
specific proteins, for patients health monitoring. The CBC analysis reports an impressive
list of parameters and indicators relevant to identify the potential source of a health disease.
Most recent hematology analyzers can report up to 50 parameters,1 from which the most
common ones are:
• the total WBC, which includes the number of neutrophils (NEU), lymphocytes (LYM),
monocytes (MON), eosinophils (EOS) and basophils (BAS)
• the total red blood cells (RBC)
• the hemoglobin (HGB) amount
• the fraction of RBC in the whole blood, known as the hematocrit (HTC)
• the average volume of RBC, known as the mean corpuscular volume (MCV)
• the average amount and concentration of HGB per RBC, known as mean corpuscular
hemoglobin (MCH) and mean corpuscular hemoglobin concentration (MCHC) respec-
tively
• the spread of RBC size, known as the red cell distribution width (RDW)
• the number and average size of platelets, known as platelet (PLT) and mean platelet
volume (MPV) respectively
In the next section, technologies employed in hematology analyzers to measure and identify
common circulating blood cells are detailed. The principal and most powerful constituent
of hematology analyzers is flow cytometry. Consequently, flow cytometers are often used
and sold alone since they are mostly utilized for cellular research purposes and not CBC.
Indeed, they can identify and isolate precise and rare cellular subpopulations, allowing to
better understand their function and behavior.
1HORIBA, Pentra DX Nexus SPS Evolution
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1.2 Principles of flow cytometry
Hematology analyzers rely on two methods for analyzing cells: electrical and optical. The
electrical-based method measures impedance to count cells, calculate their volume, membrane
capacitance and viability in a label-free manner. Briefly, cells suspended in an electrolyte
solution are drawn through the microchannel of a flow cell. Strategically embedded electrodes
apply an electric field perpendicular to the flow. Since cells are poorly conductive, their
transition in the sensing region produces an impedance pulse. The measured current drop is
proportional the amount of displaced solution, thus the cell volume. These impedance-based
measurement systems, better known as Coulter counters, were developed in the 50’s and are
now well established technologies actively used in clinics and research centers around the
world.
The optical-based method relies on either absorbance of a protein solution or the interaction
of a laser beam with a single cell. In the first case, light absorbance of a diluted target protein
sample, for example HGB, is compared, at a precise wavelength, against a reference sample
to determine its concentration. Using the Beer-Lambert law, the concentration of the target
protein can be found. In the second case, the interaction of a laser beam with a single cell al-
lows to measure its size and granularity. The granularity of a cell is representative of its inner
complexity and is evaluated by the extent to which it scatters light at large angular values.
Indeed, Mie scattering predicts that smaller particles scatter light at higher angular values
than larger ones. Thus, the granularity measurement is influenced primarily by the amount
of particles or vesicles inside of the cell that are smaller or in the same order of magnitude
as the probing wavelength. Large angular scattering is also influenced by the nucleus shape
or the membrane roughness. Small nucleus lobes or extrusions scatter light at large angles
whereas rough membranes produce diffuse reflection which contributes to the higher angu-
lar light. These optical-based measurement systems, better known as flow cytometers, can
characterize cells at a throughput in the order of 10 000 cells/s. Reaching a high-throughput
is of utmost importance for detection of rare cells in a reasonable time period. Typical flow
cytometers have a detection level of 0.1% for rare events, which conveniently corresponds to
the concentration of hematopoietic stem cells in peripheral blood. Though, some rare cells
such as circulating tumor cells (CTCs) in peripheral blood can be at concentration as lows
as 1 cell per 107 cells [1]. Thereupon, flow cytometry is the result of complex engineering to
achieve accurate and high-throughput analysis of large cell populations. Its apparatus can
be divided into three essential systems: the fluidic components, the optical components and
the analysis tools. Figure 1.2 shows a schematic of a typical flow cytometer essential systems








































the intensity of light scattered at large angular values, side scattered light (SSC), is directly
proportional to its granularity. Other DPSS lasers emitting at wavelengths ranging from 350
nm to 980 nm are usually included to interrogate more cellular properties by the means of
fluorescence. Indeed, carefully labeling cells with fluorescent antibody complexes allows to
evaluate specific antigen production levels. Common measured parameters using fluorescence
include intracellular or surface protein expression, cell cycle analysis and other DNA-based
phenomena, cell death by apoptosis or necrosis and enzymatic activity, to name a few. Flow
cytometry companies have developed numerous specialized organic fluorochromes specific for
each DPSS laser. Though, quantum dots have been increasingly adopted because of their
larger excitation band and narrower emission peaks.
Following cell-light interaction, the FSC signal unblocked by the obscuration bar is directly
collected by a lens and projected onto a photodiode. Meanwhile, each emitted fluorescent
spectrum, as well as SSC, is guided to its specific detector using a set of dichroic and bandpass
filters. Usually, the whole emitted spectra is chromatically divided along its path into optical
bands using precise lowpass (LP) filters, as schematized in Fig.1.2. For each optical band,
an array of photomultiplier tube (PMT), featuring a complex combination of dichroic and
bandpass filters, further isolates and measures the light signal into separate channels. Weak
fluorescent signal are captured by PMT which are better suited than photodiode because of
their higher sensitivity. Most recent flow cytometers can simultaneously measure up to 50
different channels for a single cell, using a maximum of 10 laser lines and 5 circular decagonal
PMT arrays.3
Lastly, the analysis tools calibrate the collected fluorescent data to ensure correct values of
the measured cell characteristics. To certify proper data analysis and results, critical cali-
brations should be performed on each experiment. In particular, autofluorescence, spectral
overlap and non-specific antibody binding effects can contribute to the background signal
and need to be corrected [2, 3]. Autofluorescence is caused by the excitation of naturally
occurring cellular entities, especially recurrent at 488 nm. A non-treated cell population will
help to determine the amount of autofluorescence in each channel and thus can be software
corrected. Spectral compensation corrects the spillover signal from adjacent fluorochrome
emission into the selected bandpassed PMT. If uncorrected, spectral overlap can falsely re-
port the presence of the target entity or artificially increase the measured expression level.
Wisely chosen, minimally overlapping fluorochromes can minimize the need and effect of
spectral compensation, if the experiment at hand allows it.
Non-specific binding of a fluorochrome-antibody complex can occur through a variety of
3Becton Dickinson, FACSymphony.
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phenomema. For example, simple adsorption, undesired antigen expressing the same target
portion and receptors binding to other portions of the antibody or directly to the fluo-
rochrome. Non-specific binding is the hardest effect to calibrate in flow cytometry and is
part of many debates amongst specialists. Nevertheless, commonly applied calibration pro-
cedures for non-specific binding consist of isotope control, isoclonic control, internal negative
control and fluorescence-minus-one (FMO) control. Isotope control employs an isotope anti-
body, perfectly matching the working antibody, for which no antigen is expressed on the cell
to deduce all non-specific binding. Isotope control applicability is fiercely argued since the
isotope might itself have different binding dynamics. Indeed, finding an isotope matching
an antibody on protein chains, type and number of fluorochromes as well as manufacturing
process and solution formulation is not realistic. Isoclonic control identifies the level of fluo-
rochrome direct binding. It introduces an excess of unlabeled antibodies to block all target
antigen and then, if any relative fluorescence increase is measured after treating cells with the
flurorochrome-antibody complex, it is related to direct fluorochrome binding. The internal
negative control introduces a population of cells that do not express the target antigen, if
it exists, inside the cellular population at test. This included cell population undergoes the
same experimental protocol and thus defines the fluorescence intensity negative threshold
value. At last, the FMO control, typically used when 4 antibodies complexes or more are
under study, is a series of multicolor test in which cells have been treated with all the different
antibodies except one. Each negative FMO test measures the nonspecific binding of other
antobodies and spectral overlap into the channel in study.
This laborious description of calibration procedures might seem excessive but it is intended
to show the complexity and lengthly process users have to go through for tests that are
performed every day. It also sets the background need for other easily accessible phenotypic
biomarkers.
1.3 Refractive index and deformability as phenotypic biomarkers
Apart from size and granularity, other physical phenotypic biomarkers, such as RI and de-
formability, can discriminate cells and are growing in interest. In this thesis, effective RI
measurement is implemented to discriminate some myeloid cell populations. In addition, RI
can help in the diagnosis process since it reflects the internal composition of a cell. In most
studies, a single cellular effective refractive index is measured and variations from a normal
cell line are correlated to various cancers [4–8], infections or anemia [9]. Its only recently
that sub-cellular entities, particularly the nucleus and cytoplasm, were investigated based on
their RI. The nucleus, which contains DNA, was always believed to have a higher RI than
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the surrounding cytoplasm [10, 11]. Interestingly, Schürmann et al. reported beforehand the
opposite, i.e. lower RI values for the nucleus than the cytoplasm [12]. Their results, enforced
in this thesis, were later confirmed by another group using the same technique [13]. This
important development has repercussions for many prior research conclusions and implies
that proteins and vesicles inside the cytoplasm have a larger role in defining the effective RI
than previously assumed.
Likewise, deformability is also an information rich physical phenotypic biomarker. Deforma-
bility reflects the cytoskeleton organization as well as health and state of the cells. In the
literature, variations of deformability from normal RBC correlates to numerous pathologies
such as malaria, anemia and diabetes [14]. Similarly, deformability deviation in WBC is asso-
ciated to diseases, such as chronic lymphocytic leukemia[15], changes in cytoskeleton[16], cell
cycle phases and cellular differentiation [17–20]. In this thesis, deformability measurement
provides the missing piece to achieve complete discrimination of the selected myeloid cells:
neutrophils, basophils and promyelocytes.
Integrated technologies measuring RI and deformability are reviewed in Chapter 2 and 6
respectively. Notably, combining cellular RI and deformability in a single measurement has
never been reported elsewhere and represents one solution addressing the issues exposed in
the next section.
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1.4 Problem statement & motivation
Accurate identification of cellular phenotypes can determine effective immunity or predict
diseases, especially for WBC. Consequently, clinicians and research professionals alike strive
to obtain state-of-the-art technology that offers a high-throughput, multiparametric and
diversified single cell measurement, ideally in a unique system. Flow cytometers have been
developed accordingly to become high performance, specific and sensitive systems allowing
high-throughput of cells. However, the measured physical properties are limited to the size,
FSC, and granularity, SSC.
A direct implication of this limitation is that correctly discriminating all WBC is not easily
done. Indeed, FSC-SSC can only yield a 3-part WBC count which identifies lymphocytes,
monocytes and granulocytes. It means that neutrophils, basophils and oesinophils are mixed
into the granulocytes scatter and thus are not discriminated. To achieve a complete 5-part
WBC count, specificity can be enhanced using fluorescent labeling of cells combined with
advanced flow cytometry calibration and analysis. The multiple antibodies necessary to
properly discriminate WBC need to be measured in separate channels. It implies a complex
organization of optical components as well as precise optimization to reduce artifacts such as
autofluorescence, overlapping spectra and non-specific binding. Hence, as exposed previously,
more fluorescent spectra might also mean more problems. Also, the fluorescent antibodies
can be expensive, easily a couple of hundreds dollars per 100 µl, labeling procedures are
time consuming and impact cell viability. Furthermore, fluorescence labeling does not rely
on physical properties of the cells. It is rather an evaluation of a function, i.e. the level of
production of a specific antigen, which may not truly reflect phenotypic populations. This
3-part vs 5-part WBC populations count example is a well-known matter amongst biologist
and research professionals. The provided fluorescence solutions are so well implanted that
they are believed to be inescapable methods.
Additionally, accessibility to a benchtop flow cytometer is restricted since it is usually shared
between users to divide its high acquisition, installation and maintenance cost. Besides, its
large size makes it necessary to be permanently installed in a dedicated room. The consider-
ably large number of electronic, optical and fluidic components required for flow cytometry
inevitably comes with its lot of troubleshooting problems and hardware failure which requires
time consuming and costly service contracts. Flow cytometry also uses large volumes of liq-
uids and reagents which adds up to the operational cost. Microsystems, featuring highly
miniaturized components, can overcome these issues. Indeed, fully integrated devices could
be afforded by individual groups or point-of-care users since their mass production, lower
liquid volume and simple replacement all dramatically lower costs. Their portability reduces
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the time between the sample collection and measurement for more consistent results and al-
lows to deliver the technology to remote or underdeveloped regions. In particular, integrated
miniaturized single cell analysis devices represent compact, portable and low-cost solutions
specifically related to flow cytometry.
Miniaturized flow cytometers report good performances but measure the same physical
(impedance, FSC and SSC) and fluorescent parameters as conventional benchtop flow cy-
tometers or hematology analyzers. Besides, no integrated on-chip flow cytometer reported
throughput reaching the ones of their benchtop equivalent. Limited to only one or two exci-
tation laser, most microflow cytometers can excite a lower number of fluorochromes. Their
versatility and capacity to discriminate cell populations is thus hindered. In the past decades,
miniaturized biomedical devices have opened the way to new physics phenomena, novel func-
tionalities and applications, for which flow cytometry has not taken advantage of yet. Adding
other physical biomarker measurements can mitigate long lasting cellular identification issues,
such as the 3-part vs 5-part WBC populations count. Indeed, even though flow cytometry
is fundamentally an optical sensor, it does not take advantage of the cellular RI which has
proven to be a discriminant phenotypic parameter. Equally, fluidic structures in flow cy-
tometers have been fabricated to prevent cell deforming forces but there is growing evidence
that deformability is an indicator of pathologies, cell state and population belonging. Con-
sequently, cellular RI and deformability are promising avenues to discriminate and identify
cells of interest. The motivation for enhancing discrimination, by adding complementary
measurements, extends to more than the presented immune system context. Other impor-
tant applications benefiting from complementary phenotypic parameters may include: rare
cell detection, identification of cancerous or precancerous cells, T-cell phenotyping, human
immunodeficiency virus and acquired immune deficiency syndrome (HIV/AIDS) infection
research, stem cells research, identification of RBC pathologies, drug treatment analysis to
assess efficiency and toxicity or cell cycle analysis and total DNA content. The goal of this
research project is not to replace existing flow cytometers but rather to include complemen-
tary measurements, cellular RI and deformability, in a compact device for which portability
and low-cost are easily reachable.
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1.5 Achieved objectives & original contributions
Based on these exposed issues, the purpose of this thesis is to propose an integrated biosen-
sor yielding enhanced cellular discrimination based on specific physical properties, RI and
deformability, at a throughput comparable to flow cytometry. To achieve such a device, this
thesis is divided into three main objectives.
Objective 1: Development of an integrated biosensor
In the development of this biosensor, optical and microfluidics components were fully inte-
grated on a single chip. Microfluidic structures allows control over position and velocity of
the cells for reproducible measurements as well as a throughput up to 5 000 cells/s. Inte-
grated waveguides were engineered to generate low losses while maintaining a single-mode
like behavior in propagation. The sensor is an in-plane Fabry-Pérot, chosen for its higher
interaction with cells due to its resonant nature. Geometry of the distributed Bragg reflec-
tors (DBRs) composing the Fabry-Pérot cavity were engineered to yield resonances in the
near infrared (NIR) electromagnetic spectrum, conveniently matching the transparency win-
dow of silicon. The final integrated biosensor offers high sensitivity, high-throughput and
compatibility with existing flow cytometers.
Objective 2: RI and deformability characterization of single cells
To demonstrate the working principle, on-chip RI and deformability characterization of single
cells is realized. Optical resonances of the Fabry-Pérot are highly sensitive to RI, enabling
effective volume refractive index measurement of cells at a resolution as small as 1.2× 10−5
refractive index unit (RIU). Shear stress induced on cells is tunable through volumetric flow
control to either promote or inhibit cellular deformation.
Objective 3: Enhanced discrimination of myeloid cells
To confirm the improved discrimination feature of the device, myeloid cells are measured
and compared against flow cytometry. The RIC device reports complete discrimination of
neutrophils, basophils and promyelocytes when measuring both RI and deformability. As
expected, FSC-SSC measurement cannot discriminate any of these myeloid cells. The devel-




Chapter 2 exposes the important concepts, through a literature review, necessary to un-
derstand on-chip single cell measurement. First, cell focusing techniques are reviewed and,
when necessary to the comprehension of this thesis, governing equations are laid out. It is
a prerequisite to review, classify and expose the main miniaturized flow cytometry devices
presented subsequently. In the last section, a comprehensive review of existing on-chip RI
sensing technologies is presented. Chapter 3 lays out the mathematical equations and optical
principles describing the operation of the DBRs as well as the Fabry-Pérot cavity employed
in this thesis. A comparative scheme between ideal and expected properties is employed to
explain the effects of losses and thus serves as a guideline for Fabry-Pérot cavity design.
Chapter 4 addresses the optical part of the first objective. It describes the methodology to
achieve single-mode like propagation in very large cross-section rib waveguides and highlights
its importance for resonant sensing applications. Importantly, it shows that previously estab-
lished equations are no longer valid when using large silicon rib waveguides. This chapter also
contains complementary results and considerations that were not included in the published
article. Chapter 5 completely fulfills the first objective and part of the second and third.
It describes the fully integrated biosensor but only exploits the cellular RI to discriminate
some of the myeloid cell populations. In this chapter, the complete microfabrication pro-
cess, microfluidic operation and experimental setup are detailed. Chapter 6 completes the
second and third thesis objectives. It reports the addition of deformability measurements to
achieve complete discrimination of the selected myeloid cells. Chapter 4 to 6 were published
in peer-reviewed journals.
Chapter 7 presents a discussion on the limitations and possibilities of the proposed integrated
biosensor which focuses on device performance, integration into flow cytometry and potential
biological applications. Chapter 8 concludes this thesis, exposes remaining challenges and
expresses recommendations for future work directions.
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CHAPTER 2 LITERATURE REVIEW
Microsystems propose highly miniaturized components able to accomplish most of the bi-
ological measurements done by their macroscale equivalent. In this chapter, published mi-
crotechnologies mimicking flow cytometry are reviewed. Manipulating cells in microscaled
devices inevitably introduces microfluidic mechanics and concepts. In particular, microfluidic
systems have proven their outstanding ability to precisely focus cells into the sensing area,
at a high-throughput while preventing coincidental events. Thus, before reviewing existing
miniaturized flow cytometer devices, a necessary overview of the main cellular focusing meth-
ods is presented. Finally, integrated systems exploiting another physical cellular property of
interest, refractive index, are also described here to provide a more contemporary review
than Chapter 4 and 5. To avoid repetition, devices achieving on-chip cellular deformability
measurement are reviewed in the latest published article (Chapter 6).
2.1 Cell focusing in microchannels
To obtain reproducibility, consistency and high-throughput of a dedicated biosensor, cells
must be positioned and ordered when passing through the optical detection volume. A precise
control over the position of each cell ensures a steady trajectory at a constant speed. This is
particularly important for signal comparison since flowing time is an underlying parameter
for most optical biosensors. Additionally, it reduces the setup induced variability, leaving
the measured variations to be primarily influenced by biological disparities. In this section,
only cell focusing strategies purely acting upon microfluidic effects are described. They
are grouped into three main categories: sheathed hydrodynamic focusing, microvortices and
inertial focusing.
2.1.1 Sheathed hydrodynamic focusing
Sheated hydrodynamic focusing was the first technique to be integrated on-chip and is an
in-plane reproduction of what can be found in flow cytometry. Different flows are brought
into the same pipe which squeezes the sample solution into a narrow stream. Turbulent
mixing of the different solutions is prevented by the strong viscous forces at this scale. This
phenomenon is referred as laminar flow and is characterized by small Reynolds number (Re).







where ρ and µ are the fluid density and dynamic viscosity respectively, Uf is the average
flow velocity and L is the characteristic length. The characteristic length is usually the
hydraulic diameter Dh = 2WH/(W + H) where W and H are the width and height of
the rectangular microchannel cross-section respectively. Thus, for Re < 1, viscous forces
are dominant and inertial effects are neglected. In flow cytometry, the sample solution is
completely sheathed using imbricated cylindrical tubes. Contrarily, achieving sheathed 3D
hydrodynamic focusing in microscale devices has been a challenging task. Knight et al. were
the first to experimentally and theoretically describe simple lateral hydrodynamic focusing










Figure 2.1 Diagram of simple lateral sheathed hydrodynamic focusing.
Later on, Lee et al. characterized and developed the sheathed hydrodynamic focusing theory
for cylindrical [22] and rectangular [23] micromachined flow cytometers. Concurrently, Wu
and Nguyen proposed an equivalent theory for laterally sheathed hydrodynamic focusing,
specifying the velocity profile for liquids of different viscosity and also taking into considera-
tion diffusion effects [24]. The simplified equation form describing symmetric lateral sheathed








− 12 where α =
Ufoc
Uf
= [1.0, 1.5] (2.2)
where Qs and Qi are the sheaths and inlet flow rates respectively, Wf andWo are the focused
fluid and channel output widths respectively and α is the ratio of the average focused fluid
velocity Ufoc over the average output flow velocity Uf . A derivation of the velocity ratio α can
be found in ref. [23]. Notably, the velocity ratio α can only vary from 1.0 to 1.5 depending
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on the geometrical factor ε = H/Wo. For ε → ∞, α = 1.5 whereas for ε → 0, α = 1.0.
This equation also applies to hydrodynamic focusing in flow cytometers, where α = 1.5 since
channels are cylindrical and Wf << Wo. Typically, in flow cytometers, Wo and Qs are fixed.
Thus by varying only the inlet flow rate Qi, generally specified as the inlet pressure, precise
control over the focused width Wf can be achieved.







where ∆xcell is the separation between the beginnings two adjacent cells. To compare the
focusing methods, this distance will be set to ∆xcell = 2a, where a is the diameter of the
cell. This is the minimal distance for cells to be measured separately and provides the
largest theoretical throughput. For the limit case where no focusing is required (L = a =
Wo = Wf and α = 1), the maximum throughput is then T < µ/2ρa2. For typical a =
15 µm cells, this yields a maximum reachable throughput around 2200 cells/s. Any sheathed
hydrodynamic focusing applied would then result in a smaller throughput, if the Re < 1
condition is respected.
3D sheathed hydrodynamic yields a similar mathematical description and conclusion on
the maximum throughput, as explained in Annex B. Polymers, such as polydimethylsilox-
ane (PDMS), allowed multi-layered 3D focusing devices to be manufactured [25–29]. How-
ever, these devices require more complex fabrication, precise alignment and may not account
for deformation of the polymer channels under pressure. To eliminate alignment, direct writ-
ing of 3D microchannels in silica using femtosecond laser has been proposed [30]. Although
achieving complex 3D microfluidic structures and reducing the number of inlets, integration
of other components is difficult. Single-layer 3D focusing reduces the fabrication complexity
and eliminates the necessary alignment [31]. Still, 3D sheathed hydrodynamic focusing re-
quires larger volumes of liquid, multiple inlets and is known to be very sensitive to flow rate
perturbations.
2.1.2 Microvortices
Contrarily to sheathed hydrodynamic focusing, microvortices focusing is a passive method
which usually requires less pumps. Microvortices are generated in curved microchannel
or in abrupt geometry variations such as expansion-contraction regions. More precisely,
these structures produce secondary flows, perpendicular to the mainstream flowing direction,
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namely the microvortices. Despite the generally assumed purely laminar behavior of fluids in
microchannels, inertial effects cannot be neglected in these cases. Indeed, microvortices are
associated to centrifugal pressure gradients. This effect is better understood using the simple
curved microchannel model first described by W. R. Dean [32]. Due to the parabolic velocity
profile of a flowing liquid, the fluid particles at the center of the microchannel have the largest
velocity and thus more inertia. In a curved microchannel, these high-velocity particles are
pushed outwards by the pseudo-centrifugal force thus generating a pressure gradient in the
radial direction. The relatively stagnant fluid particles at the channel walls are then forced to
recirculate producing two symmetric microvortices, called Dean vortices or Dean flows [33].
Figure 2.2 illustrates Dean microvortices in a curved rectangular microchannel. The Dean











where Rcurv is the radius of curvature of the channel. For stable Dean flows to appear, the







Figure 2.2 Dean microvortices generated in a curved rectangular microchannel.
Similarly, contraction regions along a microfluidic channel generate centrifugal forces, thus
microvortices. Many devices have been using sheaths combined with microvortices in curved
channels [34–36] or contraction-expansion regions [37–40] to achieve 3D hydrodynamic focus-
ing. Importantly, larger particles are less affected by microvortices, hence other devices have
used this effect to sort particles of different sizes [41–45]. However, microvortices focusing is
better suited for small particles in large channels at very large flows. Indeed, the square root
term in the De equation is smaller than 1 which means that the Re must be large. Such Re




Inertial focusing is also a passive method which rely on inertial phenomena occurring on the
particles rather than on the fluid itself. It was first observed by Segré and Silberberg in 1961
where particles focused on an annulus approximately 0.6 times the radius of a cylindrical
pipe [46]. It’s only years later that Schonberg and Hinch as well as Asmolov explained
this effect in a Poiseuille flow. They investigated two counteracting forces governing the
equilibrium positions of particles, namely the shear-induced and wall lift forces [47, 48]. The
parabolic nature of a bounded flow induces a local shear lift force on the particles pushing
them away from the centerline. In addition, particles near a wall build up a pressure in the
vicinity between the wall and the particle due to the constricted flow. This pressure acts as
a force pushing particles away from the wall. Consequently, the net lift force in cylindrical
channels allows to predict the focusing length [33, 48–50]. However, these equations fail
to predict the observed behavior in rectangular microchannels. In square microchannels, 4
stable equilibrium positions centered at each face have been observed [50–52]. Moreover,
in high aspect ratio rectangular channel (W/H ≥ 2), only 2 equilibrium positions centered
along the long faces exist [53–57].
Up to this day, the inertial microfluidic phenomena in rectangular channels are still subject to
debate and are not fully understood. However, Zhou and Papautsky have done an outstanding
work in summarizing the governing parameters for each inertial lift phenomenon [58]. They
have also proposed a third inertial lift force, the rotation-induced force, responsible for the
migration of particles from unstable position near the corners into the stable face-centered
equilibrium positions. This weak lift force becomes dominant where shear-induced and wall
lift forces are balanced, hence the two-stage focusing mechanism proposed by the authors
[58]. At these balanced points, a shear rate exists along the walls and thus induces rotation
of the particle. This yields a force parallel to the wall and directed against the flow velocity
gradient. Figure 2.3 shows this two-stage focusing mechanism in a rectangular channel.











when W > H (2.5)
where C−L and C+L are the negative and positive lift coefficients [58]. The sign of the lift
coefficient is attributed based on the migration down (negative) or up (positive) the veloc-
ity gradient. In the first stage the shear-induced and wall lift forces act to migrate particles
away from the centerline, down the velocity gradient, thus the lift coefficient is negative. Con-






































interparticle spacing. For further reading on the inertial focusing phenomena and description
of the related forces, review articles in ref. [33, 67, 68] are suggested.
To compare inertial focusing against hydrodynamic focusing, the throughput equation is
presented. Inertial migration of particles occurs for particle Reynolds number (Rep) in the








The throughput equation for inertial focusing when imposing Rep (5>Rep>1) [54] is (see





where γ is the velocity factor of the lagging particle velocity over the average fluid velocity
(Up = γUf ). Taking the same typical values as sheathed hydrodynamic focusing of ∆xcell =
2a, a = 15 µm, a rectangular channel of Dh = 50 µm with an aspect ratio W/H = 2 and
γ = 1− a/Dh = 0.7 (see Chapter 6 for derivation) yields a maximum throughput around 26
000 cells/s. This throughput is one order of magnitude larger than hydrodynamic focusing.
On a final note, elasto-inertial focusing using non-Newtonian fluids is of growing interest in
the community. Particles suspended in viscoelastic fluids and flowing through a microchannel
have been observed to focus near the centerline in some conditions [69–71]. Non-Newtonian
fluids used for 3D focusing characteristically exhibit shear-thinning and elasticity. By tuning
the fluid composition, a dominant elastic force, which pushes the particles away from the
walls, can be developed to balance the inertial forces and thus successfully focus particles
around a centerline region [72–74]. A thorough analysis of elasto-inertial focusing was recently
published, further highlighting its complexity and the different behaviors observed experi-
mentally [75]. Elasto-inertial focusing requires adding polymer to the solution, is mostly
limited to Re close to 0, requires very dilute solutions, weak shear-thinning fluids and small
particles compared to the channel. Also, the focusing efficiency is intrinsically weaker since
focusing only occurs on a centerline region and not on precise equilibrium position as it is
the case for inertial focusing. Thus it might not be compatible with the cells in hand nor be
suited for high-throughput applications. Table 2.1 summarizes and compares the presented
particle focusing methods.
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flows Re < 1 any size
• Precise 3D focusing
• Established equations
• Multiple pumps










• Integration with other
focusing structures
• Large Re
• Large flow rates
• Weaker forces for large
particles
[33–45]






• Integration with other
focusing structures
• Not fully understood
• Long length to focus




Elasto-inertial fluidviscoelasticity Re ∼ 0 small
• Single pump
• Centerline focusing
• Complexity & not un-
derstood
• Addition of polymer
• Dilute solutions
• Larger focused region
[69–75]
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To summarize, inertial focusing, although not fully understood, has undeniable advantages
over other focusing methods. It requires a single pump, easily integrates on-chip, naturally
produces regular interparticle spacing and can achieve high-throughput. Moreover, for a
rectangular channel height similar to the focused cell size, the two equilibrium positions
largely overlap thus yielding a single streamline behavior. For these reasons, inertial focusing
is enforced in the devices presented in Chapters 5 and 6. Still, multiple entries are designed to
support sheathed 3D hydrodynamic focusing of small cells (a/H < 2/3) for which equilibrium
positions do not overlap enough.
2.2 Miniaturized flow cytometry
This section reviews integrated miniaturized flow cytometry devices reproducing FSC, SSC
and fluorescence measurements developed and reported in the literature. Miniaturized on-
chip flow cytometers have aroused great interest considering their smaller cost and portability.
However, the complex integration of high-throughput, sensitive and reproducible optical
detection of cells on-chip is an ongoing challenge. Different strategies are used to deliver light
onto the single stream focused cells. The main reported optical methods either consist of out-
of-plane excitation [76–86], direct delivery using embedded optical fibers [87–93] or integrated
waveguides and two-dimensional lenses to guide light [94–99]. Out-of-plane excitation usually
requires bulky apparatus and do no represent a true integrated solution. Collecting FSC
signals using embedded optical fibers can be challenging since it is easily hidden in the
excitation signal. Integrated waveguides and light shaping components can be precisely
patterned and engineered to enhance cell excitation and light collection. However, their
microfabrication can be more challenging and patterned materials might degrade, react or
present autofluorescence with the typical 488 nm interrogation laser.
To focus cells precisely, devices either use acoustic focusing [79, 80], sheathed hydrodynamic
focusing [76, 77, 82, 83, 85–88, 90, 92, 94–96, 98, 99], inertial focusing [78, 84, 93, 97],
microvortices or a combination [91]. Devices reported in ref. [85, 88, 99] are more repre-
sentative of miniaturized hematology analyzers since they also integrate electrodes for cel-
lular impedance measurement. Table 2.2 categorizes the benchmark on-chip flow cytometry
devices, reports their specifications and achieved throughput. Commercial flow cytometry
specifications are reported for comparison.
Commercialization of high-end cameras providing high sensitivity and extreme frame rate has
favored the emergence of on-chip imaging flow cytometry. Using similar optical components
as conventional flow cytometry this technology is able to realize complementary multipara-
metric measurement of single cells. In addition to morphological measurement such as size
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Table 2.2 Comparative of benchmark on-chip flow cytometry devices.
Optical setup Cell focusing Achievedthroughput Discriminated cells References
Embedded
fibers
elasto-inertial 2 500 s−1 No [93]
3D sheaths 1 800 s−1







3D sheaths not mentioned live/dead T-LYM [96]
inertial not mentioned PLT and RBC [97]
No 300 s−1 NEU, MON andCD4-/CD4+ T-LYM [99]
Out-of-plane
excitation
3D sheaths 12 000 - 20 000 s−1 No [76, 77, 86]





lateral sheaths 1 000 s−1 granulocytes, MON,LYM, RBC and PLT [85]
acoustic ∼ 3 000 s−1 granulocytes, LYM [79, 80]
COMMERCIAL FLOW CYTOMETRY
3D sheaths 35 000 s−1 CBC [1]footnotes 1-3
Imaging inertial 50 000 s−1
promyelocytes, NK
cells, cell cycles and
apoptosis
[100]
and shape, it can quantify and more importantly localize common fluorescent probes. An-
other undeniable advantage rests upon the marginally larger throughput it can achieve. Single
cell focusing is ultimately limited by destructive fluidic forces, maximal cell concentration
and coincident events, which state-of-the-art devices are actually reaching. Thus, single cell
interaction devices are also limited to this throughput whereas imaging flow cytometry can
simultaneously capture multiple parallel microchannels. However, imaging flow cytometry is
limited by the trade-off between the field of view (number of pixels), the sensitivity of the
camera and the frame rate. Indeed, weak fluorescent signals that are usually captured by a
PMT require highly sensitive cameras, or larger exposure time, which comes at the expense
of a smaller frame rate. Equally, a large field of view requires more pixels and thus a greater
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time to collect all the pixels data, thus decreasing the frame rate. Subsequently, a smaller
frame rate suffers from blurring of the cells if flowing speeds are to large. Thus commer-
cially available imaging flow cytometers have a throughput actually limited between 1 000
to 5 000 cells/s, depending on the magnification, while supporting up to 12 simultaneous
optical channels.1
Recently, an on-chip imaging flow cytometry device using two colors, out-of plane excita-
tion and multiple inertial focusing channels reported a throughput of 50 000 cells/s and a
theoretical one of 96 000 cells/s [100]. Authors discriminated promyelocytes (HL-60) from
Natural Killer cells (K-562), some cell cycle phases and apoptotic stages. Another recently
published work reported an out-of-plane optical setup simultaneously exciting 16 acoustically
focused stream lines which yielded a throughput of 100 000 beads/s [101]. However, imaging
flow cytometry technology requires out-of-plane bulky optical components which can be very
expensive, in particular high-end high-speed cameras (>150 000$). These technologies face
their own separate challenges, require massive off-line computation limiting the real time
analysis and do not consist of true integrated solutions. Recently published review arti-
cles detailing these latest imaging flow cytometry technologies are recommended for further
reading [102–104].
2.3 Refractive index sensing
Flow cytometry FSC measurements have been know to report larger absolute particle diam-
eters than their true values due to the influence of the RI [105]. Smaller particles are more
affected by this error than larger ones. Instead of dealing with the undesired optical refractive
effects of cells, efforts have been made to quantify it in flow cytometry [8, 105–107]. Indeed,
RI has proven to be a remarkable label-free biomarker for numerous pathologies, diseases and
thus can also be used for cell populations discrimination. However, technologies embedded
in flow cytometers have reported large limit of detection (LOD) around 10−2 RIU and do not
constitute good RI sensors. In opposition, many other optical sensing mechanisms have been
reported, yielding LOD as small as ∼ 10−9 RIU. Still, not all allow penetration depths in the
order of 10 µm suited for whole cells detection. To lighten this thesis, RI sensors have been
grouped into three main categories: evanescent field, interference and phase microscopy. In
this section, reviewed devices were limited to the ones which showed applications in fluid,
particle or cell RI measurement. Reviewed technologies in each category are compared in
terms of LOD and interaction depth in Tab. 2.3.
1EMD Millipore, FlowSight and ImageStreamX Mark II.
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Reported sensitivities in published papers differ greatly from one another, in terms of absolute
values and units. Furthermore, some papers only focus on sensitivity enhancement without
explicitly detailing the achievable LOD. Depending on the accuracy of the experimental
setup, the LOD may differ considerably. There is an evident need for a common comparison
ground and in particular a standard definition of the LOD. This concern was previously raised
and a standard method was proposed, although not widely applied yet [152]. The proposed
definition of the LOD is 3 standard deviation of the measured entity over the sensitivity of the
device LOD = 3σ/S. From a general point of view, the sensitivity of an RI sensor depends
on the fraction of its optical probing mode interacting with the sample. Larger fractions yield
larger sensitivities. Still, most optical sensors are inherently limited to a sensitivity S = λ0/n
where λ0 is the interrogation wavelength and n is the refractive index of the sample, as
shown in Chapter 3. Hence, for a given wavelength, the only method achieving smaller LOD
is to reduce the standard deviation, namely the accuracy. The standard deviation can be
reduced either by reducing the signal-to-noise ratio (SNR) of the system or by achieving larger
Table 2.3 RI sensors comparison based on LOD and magnitude of the penetration depth.
Category Technology LOD* (RIU) Penetration
depth
References
Refraction FSC 1.3× 10−2 1 mm [8]
Evanescent
field
waveguides 1.2× 10−4 – 1.0× 10−5
1 µm
[108, 109]
(interference) 2.0× 10−5 – 9.0× 10−9 [110–113]
fibers 5.0× 10−4 – 6.0× 10−6 [114–117]
Bragg gratings 9.8× 10−5 – 1.4× 10−5 [118–123]
(LPFG) 3.0× 10−4 – 1.4× 10−5 [124–126]
SPR 1.9× 10−6 – 2.8× 10−8
100 nm
[127–131]
WGM 2.0× 10−6 – 3.4× 10−8 [132–135]
Interference Mach-Zehnder
and Young
9.5× 10−5 – 9.7× 10−7 100 µm – 1 mm [136, 137]
photonic crystal 2.0× 10−3 – 7.8× 10−6 1 µm [138, 139]
Fabry-Pérot 1.0× 10−4 – 1.0× 10−5 10 – 100 µm [7, 140–145]
(differential) 8.4× 10−7 – 2.0× 10−9 100 µm – 1 mm [146, 147]
(this work) 1.2× 10−5 10 µm [148]
Phase
microscopy
Hologram ∼ 10−2 – 10−3 10 – 100 µm [10–13, 149–
151]
* Some LOD may have been calculated using 3σ = 0.01 nm.
25
confinement of the optical probing mode. The confinement of an optical mode is quantified
by the Q factor. Larger Q factors yield thinner spectral widths thus thinner full width at
half maximum (FWHM). However, a larger confinement typically reduces the interaction
fraction, thus reducing the sensitivity and the penetration depth.
2.3.1 Evanescent field
Technologies grouped in the evanescent field sensors category include waveguides and opti-
cal fibers, surface plasmon resonance (SPR), Bragg gratings and whispering gallery mode
(WGM). The core sensing mechanism in all of these is an evanescent wave, at the inter-
face between the sample and the optical structure, for which properties are affected by the
surrounding RI. Despite the various implemented strategies, evanescent wave sensors show
very short penetration depth compared to other technologies. Indeed, the rapid exponen-
tial decay of optical modes outside the structures inevitably limits the penetration depth.
Hence, evanescent field sensors are better suited for fluid or single molecule detection than
cell sensing.
Waveguides and optical fibers can either adopt very small cross-section [108–110, 114, 153] or
higher order propagation modes [115–117] to expand the evanescent field into the surrounding
liquid sample. However, the penetration depth is still limited to a few microns (∼ 1 µm).
The light which interacts with the sample is either directly measured for differential losses
[114, 115] or is forced to generate interference using various schemes [108–110, 116]. Typical
LOD for waveguides and optical fibers using differential losses varies between 10−4 and 10−5
RIU. Smaller LOD are achieved using Young or Mach-Zehnder interferometers [113]. Young
interferometers have reported the smallest LOD of 9.0× 10−9 RIU [112] compared to Mach-
Zehnder 9.0×10−8 RIU [111]. However, Young interferometers require up to a few centimeters
of free space ray propagation to produce an appropriate interference pattern thus are not
adapted for complete on-chip integration. Futhermore, Mach-Zehnder interferometers using
phase modulation to achieve small LOD require longer integration time, in the order of 1 ms,
thus is not suited for high-throughput measurement.
Bragg gratings are periodic RI variations of the light guiding material which produces a
wavelength band reflection. The reflected Bragg wavelength band, or resonance band, is
determined by interference phenomena described in the next Chapter (3). The most popular
configuration is within a stripped optical fiber core, namely fiber Bragg grating (FBG).
FBG are sensitive to the surrounding environment through the evanescent fraction of their
resonance. A change in the surrounding RI directly affects the resonance of the Bragg grating.
Most FBG achieve LOD around 10−5 RIU. One particular form of FBG, long-period fiber
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grating (LPFG), couples light into a specific cladding mode which is also determined by the
surrounding environment RI. This configuration is usually easier to manufacture and can
achieve similar LOD in the range of 10−4 to 10−5 RIU. One notable device used porous silicon
to design an on-chip Bragg grating which can be partially filled with the sample fluid. It
allowed a greater fraction of the light to interact with the sample and thus reported a larger
sensitivity than others [122]. However, authors did not specify the LOD nor the accuracy.
SPR are resonances of electrons, i.e. a plasmon, at the surface of a metal thin layer on top of
a dielectric. A specific wavelength at a specific angle will excite a SPR at the metal-dielectric
boundary. Thus, most systems have adopted configurations where either different angles are
scanned at a fixed wavelength or conversely where different wavelengths are scanned at a
fixed angle. Due to the very thin metal layer, SPR are highly confined and have an extended
evanescent fraction of their resonance in the sample thus reporting smaller LOD in the range
10−6 − 10−8 RIU [154]. However, these sensors suffer from even smaller penetration depth,
typically in the order of 100 nm [155].
WGM are optical resonance modes inside a circular-shaped cavity such as a microsphere
[135, 156], microtube [157], microring [132–134], microdisk or microtoroid. Trapped light
recirculates around the geometry, bouncing off the interface due to total internal reflection,
thus generating unique interference modes [158]. Similarly to the other devices, the evanes-
cent field of the resonance modes expands in the surrounding environment. Contrarily to the
technologies above, light interacts multiple times with a single point on the interface. The
time decay of the resonance light, i.e. the number of interactions, is dictated by the quality
factor Q. A larger Q means a longer time decay but also larger confinement and thus smaller
LOD are achieved ranging from 10−6 to 10−8 RIU. However, their large Q factors implies a
very short interaction depth typically in the order of 100 nm.
2.3.2 Interference
Technologies grouped in the interferometric sensors category include Mach-Zehnder and
Young interferometers, photonic crystals and Fabry-Pérot cavities. Some of these inter-
ferometric sensors can have a larger fraction of their optical mode interacting with the fluid
sample, thus better suited for particle or cell measurement. Mach-Zehnder and Young in-
terferometers, are based on the interference of a reference beam with a probing beam which
has a single interaction with the sample. Due to the difficulty of conserving the sample
beam properties while propagating in a liquid volume, most Mach-Zehnder and Young in-
terferometers use evanescent field sensing. From the few devices reported in the literature
using volume interaction, one has reached a LOD of 9.7 × 10−7 RIU [136]. However, this
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device requires several centimeters to project its Young interference pattern thus limiting its
compact integration.
Contrarily, integrated microcavities such as photonic crystal and Fabry-Pérot have multiple
interaction with the probed sampled due to the resonant nature of these sensors. Photonic
crystals are periodic dielectric structures at the scale of the working wavelength. This peri-
odicity produces an optical reflection band, also known as the photonic bandgap. In fact, the
previously introduced Bragg gratings, or distributed Bragg reflector (DBR), are 1D photonic
crystals. Introducing a defect by removing a couple of alternating structures generates a
resonance in the disallowed photonic bandgap. The silicon Fabry-Pérot cavity presented in
this thesis is an example of such a defect in a 1D photonic crystal. When extending to the 2D
case, these periodic structures are typically sub-micrometric to micrometric holes on a thin
slab. By introducing a precise defect, i.e. removing some of the holes, one can achieve large
Q resonances and reach LOD in the order of 10−6 RIU [138, 139, 159]. However, 2D pho-
tonic crystal cavities have smaller sensitivities since a smaller fraction of their optical mode
is interacting with the small liquid filled holes. Additionally, their highly confined resonant
mode confers these sensors a limited penetration depth, typically in the order of 1 µm.
Coming back to Fabry-Pérot cavities, these structures generate optical resonance modes
between two reflective mirrors facing one another. These mirrors can be DBR, as mentioned
above. Likewise, the quality factor Q of the cavity describes the time decay of the resonance,
thus the resonance spectral width. A more detailed description of Fabry-Pérot cavities and
DBR properties is provided in Chapter 3. Importantly, Fabry-Pérots are sensitive to the
medium inside their cavity, where the optical resonance is confined. The cavity can be several
tens of micrometers in length, ideally suited for cellular measurement. Some Fabry-Pérot
sensors have reported LOD up to 2.0×10−9 RIU [147]. The numerous on-chip configurations
have been reported and can be divided into two main branches: out-of-plane setups an in-
plane integration.
Out-of-plane Fabry-Pérot setups require microscope objectives to precisely input and collect
light into the microcavities [143, 146, 160] which is not convenient for an integrated solution.
However, out-of-plane setups allow for deposition of very high quality surfaces yielding en-
hanced Q factors, thus achieving much smaller LOD. Contrarily, most integrated in-plane
Fabry-Pérots use optical fibers to input and collect light in the plane of the microchip. This
greatly reduces the space and represents a more integrated solution. Still, in-plane integrated
Fabry-Pérot for RI sensing have been reported in a wide range of configurations. The simplest
configuration consist of optical fibers alone [7, 142, 161] but suffers from small reflection coef-
ficients, thus small Q factors. Larger reflection coefficient are achievable using internal FBG
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[6, 162] or deposited multilayers [141]. However, optical fibers require precise alignment and
call for complex integration if using a microfluidic channel smaller than the fiber radius. Fully
integrated optical structures such as gold coated sidewalls [140], vertically etched silicon-air
planar DBR [144] with integrated waveguides [148] or cylindrical DBR with focusing fiber
rod before the cavity [145] or inside the cavity [163] are auto-aligned and can accommodate
for smaller microfluidic channels. Two notable configurations reported in ref. [146] and [147]
achieved smaller LOD than the other reported Fabry-Pérot devices. The first one utilizes two
cascaded Fabry-Pérot cavities, one sensing cavity and one Fabry-Pérot etalon, to produce a
Vernier effect. Using this technique, which can theoretically be reproduced for any of the
devices mentioned above, the authors achieve a LOD of 8.4×10−7 RIU. The second one per-
forms differential detection using a high surface quality out-of-plane Fabry-Pérot and further
reduces the system noise using phase-lock detection. This setup can achieve an impressive
LOD of 2.0× 10−9 RIU. However, the added equipment heavily impacts the detection time,
reaching 3 seconds, thus is not suited for high-throughput measurement.
2.3.3 Phase microscopy
Phase microscopy or quantitative phase microscopy (QPM) is a general term encompass-
ing many different techniques such as tomographic phase microscopy (TPM), optical coher-
ence microscopy (OCM), optical diffraction tomography (ODT), phase-shifting interferom-
etry (PSI) or digital holographic microscopy (DHM). The variety of terms and definitions
can become rapidly confusing. Nevertheless, all of these techniques use the same basic prin-
ciple: phase shift measurement. In all cases, a single wavelength source, usually a laser,
is divided into a reference beam and a probing beam, interacting with the sample. When
recombined and projected onto a camera, these beams generate interference patterns. These
interference patterns can either be recorded as phase (hologram) or as intensity, much like the
Mach-Zehnder and Young interferometers presented above. The absolute phase shift of the
probing beam from the reference for each pixel can be directly unwrapped from the hologram
or computed from the intensity image using wave optics theory. However, intensity images
may be affected by other intensity modulating effects and thus are less used to quantify the
phase shift. Nonetheless, the phase shift is directly related to the optical path (refractive
index × length), thus knowing the height or shape of the object under test is essential to
decouple the absolute refractive index. While these techniques can be applied to homoge-
neous liquids, they are well suited for the measurement of an object, in particular a biological
cell [10–13, 149–151]. Indeed, they advantageously provide small lateral resolution allowing
refractive indices of sub-cellular entities to be measured. However, when probing an object,
their LOD is considerably larger around 10−3 RIU.
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CHAPTER 3 OPTICAL PROPERTIES OF IN-PLANE SILICON
FABRY-PÉROT CAVITIES
This chapter describes the ideal and expected optical properties of in-plane silicon Fabry-
Pérot cavities for which the reflective structures are distributed Bragg reflectors (DBRs). The
imperfections of the microfabricated device induce losses which deviates the experimental
properties from the ideal case. A previously published work detailed these sources of loss
occurring in deep-etched multilayer optical resonators [164]. Using the recommended transfer
matrix model, both ideal and expected optical properties can be simulated. Four sources of
loss were considered in the published work:
1) Divergence of the optical beam
2) Surface roughness at the interfaces
3) Verticality of the DBRs layers
4) Misalignment of the input and output beams
In the present work, misalignment is eliminated since light is coupled using integrated rib
waveguides. Similarly, losses induced by non-vertical DBR layers are neglected since the mi-
crofabricated devices achieve high verticality (< 0.1◦). However, losses due to the divergence
of the optical beam and the surface roughness are inherent to device and must be included.
For the first source of loss, it is the dimensions of the rib waveguides required to have a single-
mode like behavior which produce divergence. Details about rib waveguides dimensions and
behavior are presented in Chapter 4. For the second source of loss, it is the microfabrication
method used in this work, also detailed in Chapter 4, which produces surface roughness. In
the following, surface roughness is included by adding lossy layers of 30 nm at each interface
(measured surface RMS of 30 nm in ref. [164]). Simulated divergence and surface roughness
may not be exactly matched experimentally. Still, the presented results serve as guidelines
for the design of the Fabry-Pérot cavity.
3.1 Distributed Bragg reflectors
DBRs are periodic variation of dielectric materials, which are silicon and air in this work, in
one dimension. Figure 3.1 illustrates an integrated DBR of 1.5 period structured on the top
layer of a silicon-on-insulator (SOI) wafer, namely the device layer, for which incident and








Figure 3.1 Scheme of a 1.5 period DBR on the top layer of an SOI. Light is input and output
by rib waveguides. Structures are sliced at their center for better viewing.
For a DBR to achieve reflectivity at a given wavelength λ0, the phase condition on each








where λ0 is the wavelength in vacuum, lair and lSi are the thicknesses, mair and mSi are
the odd integers and nair and nSi are the refractive indices of the air and silicon layers
respectively.
Quantitatively, DBRs are characterized by their peak reflectivity and their reflection band-
width. The reflectivity depends on the difference between the refractive indices of the dielec-
tric materials as well as the number of periods. As such, an increase in either the refractive
indices difference or the number of periods yields a higher reflectivity. The bandwidth is the
spectral width over which the DBR achieves > 0.5 dB from peak reflectivity. Moreover, the
bandwidth depends on the odd integers of each dielectric layer, mair and mSi. Smaller odd
integers, hence smaller thicknesses, yield larger bandwidth.
For all presented simulations, the wavelength λ0 is fixed to 1600 nm (nair = 1.0003 and
nSi = 3.4719) and odd integers are fixed to mair = 5 and mSi = 17, corresponding to
typical microfabricated layers of approximately 2 µm. The diameter of the guided mode was
set to 15 µm which corresponds the SOI device layer thickness used throughout this work.
Simulated spectra for DBRs of 1.5, 2.5 and 3.5 periods for the ideal and expected case are
reported in Fig. 3.2a and 3.2b respectively. Calculated peak reflectivities, occurring at λ0,
and bandwidths are reported in Tab. 3.1.
From these simulation results, it is clear that the added losses lower the peak reflectivity as










































Figure 3.2 Simulated DBRs reflection spectra when varying the number of periods for (a)
the ideal case and (b) the expected case.
Table 3.1 Comparison of ideal and expected reflectivity and bandwidth of DBRs depending
on the number of periods.
Number of periods Peak reflectivity (%) Bandwidth (nm)
ideal expected ideal expected
1.5 97.28 57.57 113 81
2.5 99.77 59.52 113 74
3.5 99.98 59.74 111 72
both the peak reflectivity and bandwidth. This is due to the large refractive index difference
between silicon and air which yields high reflectivity even for a small number of periods. Thus,
based only on DBR properties, attention should be directed towards reducing the sources
of loss, such as the surface roughness, during microfabrication rather than the number of
periods used for design.
3.2 Fabry-Pérot cavity
The fabricated Fabry-Pérot cavities consist of two DBRs facing one another across the width
of a microfluidic channel. Figure 3.3 illustrates such a Fabry-Pérot cavity structured on the
device layer of an SOI wafer. Light entering the cavity is trapped by successive reflections on
each DBR. Higher DBR reflectivity leads to more round trips (NRT ), thus better confinement.
For a fixed optical length (refractive index times the cavity length, ncavlcav), only particular
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wavelengths will possess a phase allowing for constructive interference, namely the resonant
modes. Out of phase wavelengths interact destructively leaving only the resonating phase-








Figure 3.3 Scheme of a Fabry-Pérot consisting of 2 periods DBRS separated by a microfluidic
channel on the top layer of an SOI. Light is input and output by rib waveguides. Structures
are sliced at their center for better viewing.






where lcav is the Fabry-Pérot cavity length, mcav is the cavity integer and ncav is the refractive
index of the cavity.
Fabry-Pérot cavities output distinctive spectra exhibiting repeated peaks of transmission
inside the reflection bandwidth of the DBRs. The spectral distance between two consecutive
peaks is the free spectral range (FSR) whereas the width of a peak is the full width at half













However, for the presented devices, the resonant mode extend into the DBRs which yields
longer effective cavity lengths, thus a smaller effective free spectral range (FSReff ). This
extension effect is reduced for mirrors that are very thin compared to the cavity length and
thus approach the theoretical value.
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As mentioned in Chapter 2, most resonant cavities are quantitatively characterized by their
Q factor. However, the finesse is a widely used parameter as well, especially for Fabry-Pérot
cavities. These quantities are calculated from the spectrum as:
Q = λ0FWHM and F =
FSR
FWHM (3.4)
The finesse F is related to the Q factor such that:





There is an important difference between the quality factor Q and the finesse F . Indeed,
contrarily to the Q factor, the theoretical finesse does not depend on the cavity length but





This means that a longer cavity, which is associated to a smaller FWHM, yields a higher Q
factor, a reduced dynamic range (FSR) and thus a constant finesse. Since the quality factor
only relies on the FWHM, it essentially represents how well the spectral peak can be resolved.
Contrarily, the finesse represents how well the range between peaks can be resolved.
To evaluate the impact of loss and number of periods on our Fabry-Pérot cavities, simulated
spectra for the ideal and expected cases are reported in Fig. 3.4a and 3.4b respectively. The
cavity integer was set to mcav = 50 and the refractive index of the cavity to the one of water
ncav = 1.3142. These values are chosen considering a cell sensing application and correspond
to a cavity length of approximately 30 µm. Table 3.2 reports the corresponding calculated
losses, FWHM, FSR, Q factor and finesse F at the central resonance.
From these simulation results, it is clear that the added losses lower the resonance peak
transmission and enlarge the FWHM, thus yielding drastically smaller Q factors and finesse.
The slight FSR reduction, when including sources of loss, is only due to the additional thin
lossy layers. Moreover, the theoretical FSR is FSR = 31.4 nm whereas the simulated one
is around FSReff = 27.0 nm. This corresponds to an extension of the resonant mode into
each DBR of approximately 2.5 µm.
Interestingly, the large increase of Q factor and finesse related to the increase in number of
periods reported for the ideal case does not apply to the expected case. Indeed, more than 2


















































Figure 3.4 Simulated Fabry-Pérot cavities transmission spectra when varying the number of
periods for (a) the ideal case and (b) the expected case.
mostly the same. The ∼ 30% reduction of the FWHM from 1 to 2 periods yields a slightly
higher finesse of 9, better suited for RI sensing. Thus, the presented devices in the following
chapters are 2 periods DBRs. These Fabry-Pérot cavities have a very small number of round
trips NRT of 1.4 (F = 2πNRT , where NRT is the number of round trips after which ∼ 60%
(1− e−1) of the circulating power has left the cavity).
Table 3.2 Comparison of ideal (a) and expected (b) Fabry-Pérot cavities properties at λ0






a b a b a b a b a b
1 0 9.3 1.13 4.31 27.4 27.2 1.4 ×103 3.7 ×102 24 6
2 0 25.9 0.09 3.1 27.0 26.7 1.7 ×104 5.2 ×102 2.9 ×102 9
3 0 44.9 0.008 3.0 26.9 26.7 2.1 ×105 5.4 ×102 3.5 ×103 9
As mentioned in Chapter 2, RI sensors must maximize both the accuracy and the sensitivity
to yield better limit of detection (LOD). The theoretical sensitivity is defined as the displace-
ment of the resonance peak (∆λ) in function of the RI variation (∆n). For very thin mirrors
compared to the cavity length, the relative displacement of the resonance peak (∆λ/λ0) is
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equal to the relative RI variation in the cavity (∆n/ncav). Combining these relations yields











For our considered sensor operating at 1600 nm in water (nH2O ∼ 1.3), the maximum achiev-
able sensitivity is approximately 1200 nm/RIU. The calculated sensitivities for the ideal and
expected case are 1057 and 1040 nm/RIU respectively. This is because a fraction of the
resonant mode lies inside the DBR and thus cannot sense the cavity variation. Subsequently,









Considering an experimentally measured accuracy of 3σ = 0.015 nm, the corresponding LODs
(LOD = accuracy/sensitivity) are 1.25 × 10−5 for the theoretical case and approximately
1.4× 10−5 for both the simulated ideal and expected cases.
Optical properties of a microfabricated Fabry-Pérot cavity (lair = lSi = 1.7 µm and lcav =
40 µm) in oil (noil = 1.412) reported in Chapter 5 are summarized in Tab. 3.3 and compared
to the theoretical and expected values. Based on this comparison, the only way to achieve
better LOD is to obtain better accuracy. This implies reducing the surface roughness below
10 nm to insure more defined resonance peaks. However, this is not currently possible using
the proposed microfabrication process.
Table 3.3 Experimental optical properties of a microfabricated Fabry-Perot cavity (lair =
lSi = 1.7 µm and lcav = 40 µm) in oil (noil = 1.412) reproduced from Chapter 5. Theoretical
and expected values are also reported for comparison.
FSR (nm) Sensitivity(nm/RIU) LOD (RIU)
Experimental 21.2 965 1.6× 10−5
Theoretical† 22.5 1143 1.3× 10−5
Expected∗ 19.0 964 1.6× 10−5
† Theoretical FSR and Sensitivity are calculated using Eq. 3.3 and 3.7 respectively.
∗ Expected FSR and sensitivity are calculated using a simulated spectrum and Eq. 3.8 respectively.
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3.3 Fabry-Pérot cavity for cell sensing
Lastly, for a high-throughput cellular sensing application, measuring part of the spectrum to
identify the peak shift is not realistic due to the very short period of time the cells reside in
the cavity. Thus, the proposed experimental setup is based on a power variation measurement
in time for which detectors have very short response time (< 1 ns). In this section, the ideal
as well as the expected sensitivity and LOD using a power measurement scheme are detailed.
When a cell flows through the cavity, the peak is shifted towards longer wavelength. Thus
the two possible power measurement setups are either to lock the sampling wavelength on the
longer-wavelength slope of the resonance or at the peak position. In the first case, passage of
a cell yields an increase of power whereas in the second case a decrease of power. However, the
presence of a cell produces additional sources of loss such as absorption and scattering. These
supplementary losses have been found to sufficiently affect the measurement such that very
small power variations (if any) were experimentally recorded. Thus, the adopted strategy
is to lock the sampling wavelength at the peak position of the resonance and measure the
decrease in power generated by cells. Figure 3.5 compares the simulated ideal and expected
power variation, sensitivity and LOD in function of RI variation for the same previous 2
periods DBR Fabry-Pérot cavity. LODs are obtained considering an experimentally measured































































Figure 3.5 Simulated ideal and expected (a) normalized power variation, (b) sensitivity and
(c) LOD of a 2 periods Fabry-Pérot cavity (mair = 5, mSi = 17 and mcav = 50) in function
of RI variation (∆n).
Differently from the previous method, the normalized power does not have a linear depen-
dency to the RI variation (Fig. 3.5a). This yields sensitivities and LOD which depend on
the RI variation as well, as shown in Fig. 3.5b and 3.5c respectively. Interestingly, the
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ideal simulated case achieves better sensitivity and LOD only for RI variation smaller than
∼ 4× 10−3 RIU.
The question now is: what is the RI variation induced by the presence of a cell. For a given
cell, it depends on its relative volume in the cavity. If the cell is small compared to the
cavity, then the RI variation induced by the cell is also small. Intuitively, the length of the
cavity should then be the one for which the RI variation caused by the cell optimizes the
LOD (∆n ∼ 2× 10−3RIU in Fig. 3.5c). However, as mentioned above, longer cavities have
smaller FWHM which changes all the curves presented in Fig. 3.5 such that the minimal
LOD is shifted towards smaller RI variation. To better understand this issue, the RI variation
produced by a cell centered in the cavity was first computed in function of the cavity length
(lcav). The simulation model used to determine cellular RI variation is presented in Chapter
6. Then, the normalized power, sensitivity and LOD curves for each cavity length was
computed. Lastly, for each cavity length, the sensitivity and LOD corresponding to the
computed cellular RI variation was identified. Figures 3.6a and 3.6b report these sensitivity
and LOD in function of the cavity length lcav. RI variations were calculated using the typical
HL-60 cell presented in Chapter 6.



































Figure 3.6 Computed (a) sensitivity and (b) LOD in function of the cavity length for a typical
HL-60 cell. RI variations were computed using the simulation model presented in Chapter 6.
The optimized sensitivity and LOD (5.5×10−5 RIU) are reached for a cavity length of 185 µm.
This implies that the proposed power measurement setup cannot achieve a LOD as small
as a the spectral setup (1.2× 10−5 RIU). Still, the LOD lies below 10−3 RIU for any cavity
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length which is appropriate for cellular populations discrimination. Furthermore, for cavity
lengths longer than ∼ 50 µm the gain on the achievable LOD is not substantial and may
complexify the microfluidics operation. At last, these results were simulated using a typical
cellular model which may not occur in practice. Indeed, smaller or less refractive cells will
yield smaller refractive index variation thus potentially better LOD whereas larger or more
refractive cells do the opposite. Moreover, the simulated power on which the LOD relies do
not include the absorption and scattering losses induced by the cell. Still these results allow
to gain an understanding on the working principle and portray the dynamic range of the
sensor. Table 3.4 summarizes the range of values of the in-plane silicon Fabry-Pérot cavities
properties reported throughout this thesis.
Table 3.4 Range of values of the in-plane silicon Fabry-Pérot cavities properties.
Parameter Range Parameter Range
F 4.8− 6.4 mSi 13− 22
FSR 21.2− 21.55 nm nair 1.0003
FWHM 3.3− 4.5 nm ncav 1.0003− 1.418
H 15 µm nSi 3.4719
lair 1.5− 2.5 µm NRT 0.75− 1
lcav 30− 40 µm Q 3− 4× 10−2
lSi 1.5− 2.5 µm R 53− 62%
LODpower 4.1− 6.7× 10−5 Spower 1500− 2435 dB/RIU
LODspectral 1.2− 1.6× 10−5 Sspectral 930− 1278 nm/RIU
mair 4− 6 3σpower 0.1 dB
mcav 44− 62 3σspectral 0.015 nm
On a final thought, the presence of a cell may hinder the resonance stability of the cavity.
To establish the stability conditions of the system, the ones which maintain geometrical rays
inside the cavity, the transfer matrix of the optical cavity is used. The general condition for
stability is:
− 1 ≤ Trace(M)2 ≤ 1 (3.9)
where M is the transfer matrix of the entire system for one round trip. Using the schema-
tize system in Fig. 3.7a, the stable and unstable regions were determined for three crucial
variables: the cavity length to cell radius ratio (lcav/Rcell), the relative position of the cell
in the cavity (d/(lcav − 2Rcell)) and the nucleus to cell radius ratio (Rnuc/Rcell). Figure 3.7b
and 3.7c show the stable and unstable regions for these variables. It is interesting to note
that for lcav/Rcell <∼ 50 any relative position of the cell yields a stable cavity (Fig. 3.7b).
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This result is especially important since the inertially focused cells presented in the following
chapters may not always be in the center of the cavity. An equally important result is that
for Rnuc/Rcell <∼ 0.8, corresponding to a volume ratio of approximately 50%, no stability is
observed. Fortunately, most cells have a nucleus large enough to fit this criteria, including the











































Figure 3.7 Stable (white areas) and unstable (gray areas) conditions in function of the cavity
length to cell radius ratio (lcav/Rcell) and the relative position of the cell along the cavity
(0.5 is at the center of the cavity).
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CHAPTER 4 ARTICLE 1 - THE IMPORTANCE OF SINGLE-MODE
BEHAVIOR IN SILICON-ON-INSULATOR RIB WAVEGUIDES WITH
VERY LARGE CROSS SECTION FOR RESONANT SENSING
APPLICATIONS
This chapter presents simulations and experimental results highlighting the importance of
single-mode propagation in rib waveguides for resonant sensing applications. Sections 4.1–4.8
are a reproduction of an article published in the IEEE Journal of Selected Topics in Quantum
Electronics.1 For very large cross-section silicon rib waveguides, satisfying the previously
established design rules by Soref et al. and Pogossian et al. does not guarantee single-mode
operation. The presented in-depth modal analysis reveals which rib dimensions attenuate
higher order modes propagation sufficiently to provide the sought single-mode behavior.
Subsequently, this modal analysis is applied for the design of cell sensing devices, described in
the following chapters. Predicted conditions for single-mode like behavior are experimentally
confirmed using a series of fabricated devices for which the complete microfabrication process
is detailed. Some terms have been replaced to consistently preserve the definitions presented
in the previous chapters.
Section 4.9 presents unpublished results and discussion on rib waveguide modal analysis
and Fabry-Pérot cavity. Specifically, the contribution of odd higher order modes yields an
alternative combined attenuation map employed in Chapters 5 and 6. Also, amendments
and explanations regarding the reported Fabry-Pérot sensitivity and LOD provide a more
rigorous characterization.
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4.2 Abstract
Control of light properties through propagation in large cross-section optical rib waveguides
is of utmost importance to obtain the desired behavior, especially with resonant cavities. We
have simulated, fabricated and experimentally tested optical rib waveguides to evaluate the
advantages of single-mode properties against multimode. Modal analysis of very large cross-
section rib waveguides showed that only particular dimensions allow a single-mode behavior.
Furthermore, on-chip Fabry-Perot cavities were coupled to rib waveguides to assess impacts
for a typical resonator. Experimental results are in good agreement with simulation guide-
lines, effectively highlighting the importance of single-mode behavior for resonant sensing
applications.
Index Terms – Microphotonics, Rib Waveguide, Sensing, Single-Mode.
4.3 Introduction
Microphotonics technologies find numerous applications in the biomedical and chemical fields.
A growing number of devices using on-chip integrated microphotonic structures are being de-
signed as tools to facilitate the work of specialists in biology and medicine. These structures
can use evanescent waves of an optical waveguide as a sensor [109], arrayed waveguide grating
for multiplexed sensing [167] or even take advantage of optical resonant cavities for enhanced
photon life time [168]. Integrated sensors combining microfluidics and microphotonics com-
monly use waveguides to bring light from optical fibers to the on-chip sensing structure.
Control over light properties through waveguide propagation is of utmost importance to
obtain the desired behavior, especially with resonant cavities. As an example, previous
work reported a microfabricated optical waveguide coupled to a Fabry-Perot resonant cavity
for single cell sensing with abnormally high losses [169]. This device employed a resonant
spectroscopic measurement which exploits small differences in cells refractive index. This
measurement can improve the discriminative resolution of medical devices used for diagno-
sis, such as flow cytometers, for more reliable cellular identification. It could also permit the
identification of new cellular parameters or even novel cell types.
Large particle analysis, as in [169] with cells of approximately 10-12 µm in diameter, re-
quires waveguides of at least a few micrometers in height. However, on-chip rib waveguides
made out of silicon exhibit large refractive index difference with its cladding (air). Conse-
quently, waveguides with large dimensions and high core-cladding refractive index difference
theoretically support multiple optical modes. In this paper, we suggest that single-mode rib
waveguides yield optical properties better suited for resonating sensors spectroscopy. Indeed,
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propagation of two or more modes in a waveguide with close modal refractive index generates
a beating effect. Thus, modal power distribution at a fixed length is different for each wave-
length, which renders a non-uniform spectrum and hides resonance peaks in its background.
Moreover, since the optical path in a coupled cavity changes with the presence of a particle,
the whole beating pattern also changes making very hard deducing the resonator response.
Finally, the intensity measurement based on peak shifting reported in [169] is better suited for
a smooth slope of the resonance. Even if multimode resonances occur at the same wavelength
for a Fabry-Perot, the total peak profile is composed of multiple resonances each possessing
a different height, full width at half maximum (FWHM) and slope. This yields a final peak
shape and resonance sensitivity not suitable for practical measurements.
It has been shown previously first by Soref [165] and then by Pogossian [166] that rib waveg-
uides on silicon-on-insulator (SOI) with a cross-section of a couple micrometers (around 4 µm
× 4 µm) can be effectively defined as single-mode. In these particular cases, interpretation of
the single-mode behavior for an optical rib waveguide must be carefully defined. In theory,
these waveguides support more than one mode, making them multimode by definition. How-
ever, after one or two millimeters of propagation only the fundamental mode remains because
losses for higher order modes are superior. This phenomenon makes these studied optical
rib waveguides practically single-mode for experimentations. Then, Lousteau [170] showed
that for slightly higher rib waveguides (around 7.5 µm) single-mode behavior is not as sim-
ple as following the established design rules by Soref and Pogossian. Therefore, precaution
must be taken when working with large cross-section optical rib waveguides. We have tested
this theory and evaluated the advantages of single-mode properties against multimode for
resonators. We have simulated, fabricated and experimentally tested isolated rib waveguides
as well as coupled to a typical resonating cavity: an integrated in-plane Fabry-Perot. This
paper reports simulation, fabrication and optical characterization of very large cross-section
optical rib waveguides on SOI for resonant sensing applications.
4.4 Rib Waveguide Modal Analysis
This section describes the technique used for modal analysis of the rib waveguides and re-
ports the results obtained for different dimensions. The cross-section dimensions of the rib
waveguide are defined in Fig. 4.1
where W is the width of the rib, H is the total height of the rib and h is the height of the
surrounding slab. Refractive indices for air, silicon, and silicon dioxide (SiO2) are represented
by the common variable n and their respective subscript. In this design, air is the top









































the propagation direction and do not have enough power coupled into them. This study
evaluates single-mode advantages for resonant sensing application over multimode and is not
intended to be an exhaustive modal analysis of optical rib waveguides. Therefore modes
order higher than HE40 would not be meaningful in this case.
In this work, the value of H was fixed to 15 µm considering a biomedical sensing application
and typical cells diameter. Values of h/H ranged from 0.5 to 1 whereas values of W/H ranged
from 0.25 to 1.33. Operating wavelengths were chosen to be λ1 = 1.50 µm, λ2 = 1.575 µm,
and λ3 = 1.65 µm covering a large part of the near infrared (NIR) transparent region for
silicon. The losses recorded for HE20 and HE40 modes were then computed and reported in
an attenuation coefficient map. Fig. 4.2 reports the lowest attenuation coefficients recorded,
out of the three simulated wavelengths, in function of the h/H and W/H ratios for a) the
HE20 mode, b) the HE40 mode, and c) both modes combined. Dark regions in these maps
represent high attenuation of the corresponding optical modes over the three wavelengths.
Thus, for combined HE20 and HE40 modes, black regions highlight geometries for which the
fundamental mode should be dominant (Fig. 4.2c). As references, Soref’s and Pogossian’s
boundary condition are also plotted onto these graphics, single-mode behavior is expected
below the boundary condition.
Accordingly with Lousteau’s conclusion, simulation results of Fig. 4.2c tends to advise that
“satisfying the design formulas (4.1) and (4.2) is not in itself sufficient to ensure effective
single-mode operation” [170]. To further test this theory, we fabricated on-chip stand-alone
rib waveguides to assess the predicted behaviors. Additionally, rib waveguides coupled to
an integrated in-plane Fabry-Perot cavity were simultaneously fabricated to evaluate the
effect in a resonant cavity. Since all structures are microfabricated in a single process, the
slab height h is the same for all rib waveguides, thus only the width W was varied. Chosen
geometries are represented by black (or white for better contrast) dots in Fig. 4.2c. These four
geometries are correlated to: one multimode rib waveguide according to Pogossian’s formula
and to our simulation (top dot with W ≥ H), one multimode rib waveguide according to our
simulation but single-mode in Pogossian’s theory (second dot from top with W = H) and
two rib waveguides less multimode, i.e. with potential single-mode like behavior, according
to our simulations and single-mode according to Pogossian (third from top with W = H/2
and bottom dot with W = H/3).
4.5 Microfabrication
A SOI wafer with a 600 µm handle, 0.5 µm oxide layer, and 15 µm silicon top layer was em-
ployed. Final devices are achieved in a two-phase production which both includes standard
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Figure 4.2 Lowest attenuation coefficient recorded for (a) HE20 mode, (b) HE40 mode, and
(c) combined HE20 and HE40 at all simulated operating wavelengths in function of ratios
h/H and W/H. Plain line corresponds to Soref’s single-mode boundary whereas the dashed
line is associated to Pogossian’s correction.
46
photolithography and deep reactive ion etching (DRIE). In the first microfabrication phase,
Fabry-Perot cavities are photolithographically defined and etched down to the buried oxide
layer using a DRIE-BOSCH process with alternating SF6 and C4F8 plasmas. These Fabry-
Perot cavities are composed of two distributed Bragg reflectors (DBRs) facing one another
and separated by a microfluidic channel acting as the cavity gap. Design and microfabrica-
tion of the DBRs was based on previously published work [164]. In the second phase, rib
waveguides are photolithographically defined and etched with the same DRIE-BOSCH pro-
cess but at a lower depth to achieve the rib geometry. The SOI wafer is subsequently cut into
separate chips using a dicing saw (ADT, Provectus 7100) and an engineered resin/diamond
blade yielding diced facets of optical quality. Roughness measurement on these facets re-
ported a mean value of 5.5 nm which provides low scattering losses for coupling. Then,
the separated devices are cleaned in a piranha solution (H2SO4 + H2O2) followed by a final
decontamination in oxygen plasma. Fig. 4.3 shows scanning electron microscopy (SEM) im-
ages of a microfabricated rib waveguide facet geometry and a Fabry-Perot cavity structure.
Measurements reported a value of h = 11.7 µm for all waveguides, widths of 5 µm, 7.5 µm,










Figure 4.3 SEM images of a microfabricated device showing (a) rib waveguide facet geometry
and (b) structure of a rib waveguide coupled to a Fabry-Perot cavity composed of two DBRs.
4.6 Experimental Setup
In this study, two different experimental setups were used: one to analyze the output NIR
mode profile of the rib waveguide and another to analyze the spectral response from the
photonic structure. In both cases, stand-alone and Fabry-Perot cavity coupled rib waveguides
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were experimentally tested. The NIR mode profile analysis setup uses a wide band laser
source (Newport, BBS-430) with a standard SMF-28 fiber output butt coupled into the
rib waveguide inlet facet. At the output facet, a mirror is set at angle of 45 ◦ from the
horizontal axis to reflect NIR light to an InGaAs camera (VDS Vosskühler GmbH, NIR-
610PGE) through an objective lens. Camera exposure time was set to allow small features
of the mode profile to be spatially defined. The spectral analysis setup uses the same wide
band laser source jointly with standard SMF-28 optical fibers butt coupled in and out of the
rib waveguide. This setup difference resides in the fact that an optical spectrum analyzer
(Hewlett Packard, 86142A) collects the NIR light and records the differential spectrum (raw
spectrum normalized with the reference signal) on a log scale in dB units.
4.7 Results and Discussion
NIR mode profile analyses as well as spectral analyses for the four fabricated stand-alone
rib waveguides geometries are reported in the first subsection. In addition, both analyses
are presented for these selected rib waveguides coupled to a Fabry-Perot cavity in the second
subsection. The last subsection reports Fabry-Perot resonance properties for single-mode like
rib waveguide.
4.7.1 Stand-alone rib waveguide
NIR mode profile
Fig. 4.4 shows the different output NIR mode profiles, after a propagation of 7.5 mm, in
their respective stand-alone rib waveguide geometry. Features of the output NIR mode profile
images of Fig. 4.4a, 4.4b, 4.4c, and 4.4d show that rib waveguides widths of 20 µm, 15 µm,
7.5 µm, and 5 µm respectively, present a higher order optical mode at the end facet. In
all cases, the captured mode profile is similar to the one of a HE40 mode. It is important
to point out that exposure time of the infrared camera was lowered until small features of
higher order optical modes could be seen even if multiple modes are simultaneously present,
including the fundamental one.
Spectral analysis
Fig. 4.5 shows the output spectra of the different stand-alone rib waveguide widths. These
spectra show arbitrary variation of intensity in function of wavelength. The amplitude of
these variations for Fig. 4.5a and 4.5b is estimated to be around 13 dB whereas for Fig. 4.5c
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and 4.5d it is estimated to 3.5 dB.
a) b)
c) d)
Figure 4.4 NIR images of the output mode for stand-alone optical rib waveguides showing
presence of higher order mode profile for widths of (a) 20 µm, (b) 15 µm, (c) 7.5 µm, and
(d) 5 µm respectively.
For multimode rib waveguides, a beating effect between propagating modes is expected. Since
the characteristic beating length is dependent on the propagating wavelength, a fixed length
waveguide will output more or less power in the fundamental mode. Because the output light
is butt coupled into a single-mode optical fiber, most collected light power will come from the
fundamental mode. Thus, recorded intensity in function of wavelength for highly multimode
rib waveguides are expected to show more variation than practical single-mode waveguides.
In the cases of rib waveguides width of 7.5 µm and 5 µm, spectral measurements exhibits less
variation, associated to single-mode like behavior, whereas NIR mode profile images show
a higher order profile. These geometries correspond to greater losses than other fabricated
waveguides for both simulated HE20 and HE40 modes as shown in Fig. 4.2c. Thus, even if
higher order mode features can be seen in the NIR mode profile image, most of the power
remains in the fundamental mode for all recorded wavelengths. Based on results from Fig.
4.4 and Fig. 4.5 rib waveguides with widths of 20 µm and 15 µm are practically multimode
whereas rib waveguides of widths 7.5 µm and 5 µm can be considered as practically single-
mode.
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Figure 4.5 Output spectra for stand-alone optical rib waveguides showing intensity variation
for widths of (a) 20 µm and (b) 15 µm whereas widths of (c) 7.5 µm and (d) 5 µm exhibits
lower fluctuations.
4.7.2 Rib Waveguide coupled to a Fabry-Perot cavity
NIR mode profile
Fig. 4.6 shows the NIR output mode profiles for Fabry-Perot cavity coupled rib waveg-
uides with different geometries. Features of the mode profile images for Fig. 4.6a, 4.6b, and
4.6c show that rib waveguides widths of 20 µm, 15 µm, and 7.5 µm, respectively, present
higher order optical modes profile at the end facet. On the other hand, Fig. 4.6d for a rib
waveguide width of 5 µm exhibits features similar to a single-mode like profile. The cavity
coupled rib waveguide output mode profiles are different from each other unlike stand-alone
rib waveguide ones in Fig. 4. Indeed, the Fabry-Perot’s DBRs roughness, inherited from
the DRIE-BOSCH process’s scalloping, mainly lowers higher order optical modes relative
intensities and contrasts. Consequently, the infrared camera renders a more noticeable su-




Figure 4.6 NIR images of the output mode for cavity coupled rib waveguides showing higher
mode profile for widths of (a) 20 µm, (b) 15 µm, and (c) 7.5 µm and single-mode profile for
width of (d) 5 µm.
Spectral analysis
Fig. 4.7 presents the output spectra for Fabry-Perot cavity coupled rib waveguides with
different geometries. For rib waveguide widths of 20 µm, 15 µm, and 7.5 µm the spectra do
not exhibit easily identifiable resonance peak. The intensity in function of wavelength seems
erratic and presents no useful information as a resonant sensor device. On the other hand,
the spectrum on Fig. 4.7d for a width of 5 µm exhibits an isolated resonance peak, identified
by an arrow.
These results for resonant cavity coupled rib waveguides support the initial hypothesis that
only single-mode behavior enables identifiable resonance peaks and provide useful informa-
tion. Indeed, on-chip integrated silicon multimode rib waveguides tend to generate beating
between supported propagating modes and render a complex spectrum without even being
conjugated to a resonant cavity. When coupled, the cavity’s resonance peaks are “lost” in
the intensity variations background, thus not identifiable, and no sensing features can be ex-
tracted a priori. Therefore, achieving single-mode like behavior in integrated rib waveguides,
with very large cross-section, coupled to a resonant cavity is crucial. To our knowledge, this
paper reports the first study to experimentally achieve it.
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Figure 4.7 Output spectra for Fabry-Perot cavity coupled rib waveguides showing intensity
profile for widths of (a) 20 µm, (b) 15 µm, and (c) 7.5 µm and exhibiting an isolated resonance
peak for a width of (d) 5 µm.
4.7.3 Fabry-Perot resonance properties
In this section, information on the Fabry-Perot resonance peak for single-mode cavity coupled
rib waveguide with a width of 5 µm is reported. First, a simulation based on optical matrices
with an incident Gaussian beam was performed. The incident Gaussian beam is decomposed
into multiple plane waves and then propagated through the simulated Fabry-Perot cavity
made of silicon-air layered DBRs (see Fig. 4.3b). Fig. 4.8 shows the comparison between
simulated and experimental results on the same graphic. The simulated result, dashed line,
is in good agreement with the measured spectrum, plain line, for this 35 µm long cavity gap.
Properties of these resonance peaks were calculated from the experimental and simulated
spectra and are reported in Table 4.1, where FWHM is the Full Width at Half Maximum,
FSR is the Free Spectral Range and the finesse is FSR/FWHM. Differences between ex-
perimental and simulated spectra properties are mainly due to the simulated roughness of
the interfaces. The simulated roughness, approximated as an absorption layer, affects the
sharpness of resonance peaks. It lowers the intensity at the resonant wavelength, increases
the FWHM value and thus yields a smaller finesse. Furthermore, simulations do not accom-
modate for light re-entering the cavity from reflections elsewhere on the device and neither
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for multimode resonance nor multimode coupling behavior.




















Figure 4.8 Spectral comparison between simulated, dashed line, and experimental, plain line,
single-mode Fabry-Perot cavity for a rib waveguide width of 5 µm.
As mentioned previously, a rib waveguide coupled to a Fabry-Perot cavity can be used in a
resonant spectroscopic measurement. This technique enables detection of small variations of
refractive index. Although, before handling biological cells measurement, characterization of
the sensor response with homogeneous liquids must be performed. The calculated sensitivity,
in units of nm per refractive index unit (RIU), was derived from the peak displacement for
different certified refractive index oils. Fig. 4.9 shows the graphical linear fit with the mea-
surement points used to obtain this value of 1392 nm/RIU. Measurements on the resonance
wavelength position had a standard variation of σ = 0.005 nm corresponding to an accuracy
of 3σ = 0.015 nm. Considering this accuracy and the sensitivity, this sensor has a limit






















y = 1392x - 1965
Figure 4.9 Measurement points for single-mode cavity coupled rib waveguide resonance peak
displacement with certified refractive index oils superposed with a linear fit.
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of detection (LOD) of ∆n = 1.1 × 10−5. This small LOD over the refractive index could
represent a discriminant parameter when measuring biological cells.
Table 4.1 Fabry-Pérot resonance properties calculated from the experimental spectra for a
rib waveguide width of 5 µm.
Experimental Simulated
Loss at maximum (dB) -28.7 -31.3
FWHM (nm) 3.56 4.41
FSR (nm) 30.6 29.3
Finesse 8.6 6.6
Sensitivity (nm/RIU) 1392 N/A
LOD (RIU) 1.1x10−5 N/A
4.8 Conclusion
In summary, we have presented results for optical rib waveguides with very large cross-
sections supporting the hypothesis that single-mode behavior is better suited for resonant
spectroscopy measurement, especially for sensing application. Achieving single-mode propa-
gation in these waveguides may not be as easy as following the previously established design
rules. Therefore, caution must be taken when dealing with very large cross-section optical
rib waveguides. Indeed, mutimode rib waveguides tend to hide the resonance peak when
coupled to a resonator. Conditions for a single-mode optical rib waveguide were found by
modal simulation and experimentally tested for a stand-alone rib waveguide as well as for
an on-chip in-plane Fabry-Perot resonant cavity coupled structure. Resonance properties for
single-mode behavior were evaluated and employed in a simple refractive index sensor device
with homogeneous liquids.
Acknowledgment
The authors would like to thank R. St-Gelais for sharing simulation code and the Microfab-
rication Laboratory at Polytechnique Montreal for helpful insight in microfabrication.
54
4.9 Supplementary information: Unpublished results and discussion on rib
waveguide modal analysis and Fabry-Pérot properties
4.9.1 Fundamental mode attenuation map
The fundamental mode HE00 attenuation map presented in Fig. 4.10 reports the highest
attenuation coefficient recorded. Considering that the fundamental mode is always propa-
gating, using the highest attenuation coefficient recorded instead of the lowest, as for the
other presented attenuation maps, allows to determine the extent of attenuation to be ex-
pected. Thereupon, for all considered geometries of the rib waveguide, the attenuation is
always smaller than 3 dB/cm. Furthermore, the attenuation increases for larger h/H ratio
and smaller W/H ratio.















Figure 4.10 Highest attenuation coefficient recorded for the HE00 mode at all simulated
operating wavelengths in function of ratios h/H and W/H. The plain line corresponds to
Soref’s single-mode boundary whereas the dashed line corresponds to Pogossian’s correction.
Black and white dots represent the fabricated devices.
4.9.2 Odd higher order modes attenuation maps
The odd higher order modes HE10 and HE30 were initially thought to “never reach an atten-
uation coefficient low enough to add meaningful information to the final attenuation map”.
However, after careful investigation, attenuation maps were found to have an inverted x-axis
due to a simulation artifact. The published attenuation maps, presented in Fig. 4.2, were
corrected. Importantly, this artifact does not change the conclusions of the article. Follow-
ing the established design rules is not sufficient to ensure single-mode like behavior of large
cross-section rib waveguides. Furthermore, fabricated rib waveguides having widths of 7.5
µm and 5 µm have less power in higher order modes, show less spectral variations and thus
55
are better suited for resonant sensing applications.
However, the corrected odd higher order modes HE10 and HE30 attenuation coefficients can
influence the predicted rib waveguide behavior. These modes can contribute to the spectral
variations and overall low transmission observed in Fig. 4.5. For the fabricated devices, mode
HE10 has a greater impact than mode HE30 following the attenuation maps presented in Fig.
4.11a and 4.11b respectively. Furthermore, the combined attenuation map of all higher
order modes for all operating wavelengths presented in Fig. 4.11c reveals that the fabricated
devices, although serving well this investigation, are clearly not optimized. In Chapters 5
and 6, new devices are fabricated based upon this combined attenuation map. These new
devices are marked by a single “x” over the corresponding region in Fig. 4.11c. This second
generation of rib waveguides report spectral transmission mean standard deviations below 1
dB, total coupling losses of -15.5 dB and propagation losses below 1.5 dB/cm (see Chapter
5). These properties are associated to single-mode like behavior of the rib waveguides and
match the expected attenuation of the fundamental mode presented in Fig. 4.10.
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Figure 4.11 Lowest attenuation coefficient recorded for the (a) HE10 mode, (b) HE30 mode,
and (c) combined HE10, HE20, HE30 and HE40 modes at all simulated operating wavelengths
in function of ratios h/H and W/H. The plain line corresponds to Soref’s single-mode
boundary whereas the dashed line is corresponds to Pogossian’s correction. Black and white
dots represent the fabricated devices. The white “x” in (c) marks the region for the second
generation of rib waveguides reported in Chapter 5 and 6.
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4.9.3 Considerations on the Fabry-Pérot sensitivity
Refractive index sensing originally performed on a Fabry-Pérot cavity coupled to a 5 µm
wide rib waveguide reported a sensitivity of 1392 nm/RIU and a LOD of 1.1 × 10−5 RIU
(see Tab. 4.1). However, explaining the larger offset of the resonance shift for n = 1.414
and the calculated coefficient of determination R2 = 0.9385 in Fig. 4.9 requires further
considerations. Using a substituted measured spectrum for n = 1.412 and excluding the
resonance shift for n = 1.414 result in strong coefficients of determination (R2 = 0.9999 and
R2 = 0.9997). Figure 4.12a shows the measured Fabry-Pérot spectra, which includes the
proposed substitution, in function of the oil refractive index. It is clear that the n = 1.414
spectrum does not follow the resonances shift tendencies and thus is excluded from the
following sensitivity calculations. Figure 4.12b presents the linear fits of each resonance. The
corrected sensitivities are 1195 nm/RIU and 1278 nm/RIU yielding LODs of 1.3× 10−5 RIU
and 1.2×10−5 RIU for the first and second resonance respectively. Compared to the initially
reported values, the corrected LODs are only slightly larger and thus have a negligible impact
on the claimed Fabry-Pérot performance. Still, these considerations provide a more rigorous
analysis of the sensitivity. Table 4.2 summarizes these Fabry-Pérot resonances properties for a
spectral measurement setup. In a power measurement scheme, sensitivities are approximately
1500 dB/RIU and 2435 dB/RIU yielding LODs of 6.7×10−5 RIU and 4.1×10−5 RIU for the
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Figure 4.12 (a) Measured Fabry-Pérot spectra in function of the oil refractive index. The n =
1.412 spectrum has been substituted by a second measurement. (b) Fitted linear sensitivities
for each resonance.
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first and second resonance respectively. These experimental power setup LODs are in line
with the theory presented in Chapter 3.
Table 4.2 Experimental Fabry-Pérot resonances properties for noil = 1.412.
Resonance #1 Resonance #2
Loss at maximum (dB) -25.0 -26.7
FWHM (nm) 3.33 4.51
FSR (nm) 21.5 21.5
Finesse 6.4 4.8
Sensitivity (nm/RIU) 1195 1278
LOD (RIU) 1.3× 10−5 1.2× 10−5
Intriguingly, the experimental spectral setup sensitivities are larger than the maximum
theoretical ones. Indeed, as seen in the previous chapter, the theoretical sensitivity is
Stheo = λ/noil. For an oil of noil = 1.412, theoretical sensitivities are 1119 nm/RIU and
1134 nm/RIU for the first and second resonance respectively. Both sensitivities correspond
to a LOD of 1.3× 10−5. These slight differences could be due to artificially increased shifts
caused by the presence of spectral non-uniformity. As presented in the above published
results, some spectral variations still exists in the fabricated rib waveguides due to the prop-
agation of higher order modes. Hence, varying the optical length in the cavity changes the
fraction of optical power in the fundamental mode at the end facet of the waveguide and
thus can induce additional artificial shifts. In Chapters 5 and 6, the second generation of
rib waveguides optimized for single-mode propagation report sensitivities smaller than the
maximum theoretical ones using the same oils.
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CHAPTER 5 ARTICLE 2 - HIGH-THROUGHPUT REFRACTIVE
INDEX-BASED MICROPHOTONIC SENSOR FOR ENHANCED
CELLULAR DISCRIMINATION
This chapter is a reproduction of an article published in Sensors and Actuators B: Chemi-
cal.1 It details the fabrication, experimental setups, inertial microfluidic focusing of cells and
optical operating principles of the on-chip Fabry-Pérot microcavity cell sensor presented in
this thesis. Importantly, this chapter establishes the first enhanced myeloid cells discrimi-
nation using refractive index information when compared to flow cytometry. This chapter
also introduces the use of the overlaprate (OLR) coefficient as a quantifying tool of the ob-
served discrimination. The detailed mathematical procedure to calculate the OLR can be
found in Annex C. Some terms in this chapter have been replaced to consistently preserve
the definitions presented in the previous chapters.
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5.2 Abstract
This paper presents a novel microphotonic sensor based on silicon technologies for high-
throughput single cell measurements. It employs a highly sensitive Fabry-Pérot resonant
cavity to extract cellular refractive index information. The integrated large cross-section
rib waveguides provide a single-mode like behavior important for resonant cell sensing. Dif-
ferentiated myeloid cells derived from a promyelocytic leukemia cell line were injected in a
microchannel, sheathlessly focused using inertial forces and analyzed while flowing through
the resonant cavity volume. Results were compared against a commercial flow cytometer and
showed a substantial improvement on cellular discrimination. Thus, this sensor has the abil-
ity to discriminate cell populations, usually identified using fluorescent parameters, without
any dyes and can reach measurement rate as high as 2000 cells per second. By harnessing
the cell’s effective volume refractive index, our device offers complementary measurements
readily improving actual technologies and thus providing crucial information for research and
clinical professionals.
Keywords–Microphotonic, Fabry-Pérot, Optical microcavity, Refractive index, Microfluidic,
Cell sorting, Sensor.
5.3 Introduction
Complete blood counts are essential to monitor a patient general health by measuring the
number and quality of white blood cells, red blood cells and platelets. These tests performed
in many hospitals and research centers rely on hematology analyzers which include flow
cytometers and Coulter counters. While the Coulter principle is an electrical impedance
measurement used to count the types of cells, flow cytometry uses interaction of light with
cells to qualify their type. Owing to its measurement rate in the order of 10 000 cells per
second, it is a tool of choice amongst clinical and research professionals.
In flow cytometry, cells are tightly focused in a fluid stream and cross a perpendicular laser
beam. Detectors placed at strategic angles measure forward scattered light (FSC) and side
scattered light (SSC). Forward scattered light is influenced by the size of the cell and side
scattered light is influenced by the granularity of the cell. FSC/SSC measurements are mainly
used to identify living cells and exclude dead cells or doublets. Furthermore, flow cytometers
constantly improve their selectivity using fluorescent parameters [171]. Pretreatment with an
antibody-fluorophore complex targets specific features of the cells while monochromatic lasers
optically excite each individual type of complex on their flowing course. Expression levels of
these specific features are fundamental to medical professionals diagnostic and interpretation.
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Polychromatic flow cytometry can now yield 20 to 30 different fluorescent channels owing to
the conjunction of quantum dots and organic fluorophores [172–174] and major manufacturing
companies are aiming to reach 50 channels in a near future. However, these dyes can be very
expensive, the necessary pretreatment procedures can be time consuming in addition to
increase cell death and measurements need carefully calibrated software compensations to
account for overlapping fluorescence spectra. Additionally, benchtop flow cytometers have a
high cost, are space consuming, lack portability and require trained operating personnel.
On the other hand, numerous integrated miniaturized flow cytometers measuring scattered
light, fluorescence or attenuation, have been developed to mimic their benchtop equivalent
in a point-of-care manner [81, 82, 91, 96, 98, 175]. These miniaturized systems are a promis-
ing alternative considering their lower cost and portability. Although reporting very good
performances, these systems measure the same physical and fluorescent parameters as flow
cytometry. However, the integration of microphotonics and microfluidics components on a
single device can harness different cellular physical properties. In particular, refractive index
of single cells has attracted a lot of interest recently and fueled recent microsystems devel-
opments. Microfabricated surface refractometers using whispering gallery modes in different
configurations [132, 157, 158], photonic crystal cavities [138], surface plasmon resonance
[176] and evanescent wave interaction in gratings [126] or interferometers [110] reported high
sensitivity and small limit of detection (LOD) around 10−6 to 10−8 refractive index unit
(RIU) but they all lack depth of interaction required for whole cell characterization. Micro-
fabricated Fabry-Pérot resonators are sensitive to the medium inside their cavity and thus
are good volume refractometer candidates, even if reporting smaller LOD around 10−5 RIU
[141, 145, 148].
Whole cell refractive index analyses were reported previously using forward scattered light
from two-beam laser trap [8], an external laser resonant cavity [5] and optical fiber Fabry-
Pérot cavities [6, 7]. In these studies, single effective refractive index is used as critical
parameter to identify various cancer cells from the kidney, cervix, adrenal medulla, breast
and lymphocytes. It has also been shown by others that the refractive index could help
diagnose certain infections, malaria and anemia [9]. Another study reported an out-of-plane
integrated Fabry-Pérot cavity using cell-generated secondary optical transverse modes to
differentiate lymphoma from lymphocytes with high specificity and sensitivity [4]. Although
providing important information on a cell’s refractive index related to its state or specific
pathology, no dynamic or high-throughput measurement of large cellular population have
been demonstrated by any of these microsystems.
Nevertheless, there is a high demand amongst biomedical technologists for use and improve-
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ments in polychromatic flow cytometry equipment. Clinical and research professionals both
strive to obtain cutting-edge technologies that offer high-throughput, multiparametric and
diversified single-cell measurement, ideally in a single system. The proposed device directly
mitigates this shortcoming by offering new non-fluorescent discrimination parameter in a
high-throughput manner. This report presents a novel microphotonic sensor based on sili-
con technologies for high-throughput single cells measurement. It employs a highly sensitive
Fabry-Pérot resonant cavity, ∆n = 1.6×10−5, reported in previous work [144, 148, 164] to ex-
tract cellular refractive index information. The integrated large cross-section rib waveguides
provide a single-mode like behavior important for resonant cell sensing [148]. Differentiated
myeloid cells derived from a promyelocytic leukemia cell line were injected in a microchan-
nel, sheathlessly focused using inertial forces and analyzed while flowing through the resonant
cavity volume. This dynamic measurement of a cell’s effective volume refractive index enables
new parameters for cellular population discrimination. Furthermore, this microsystem does
not require any dye treatment of the cells, accepts any cell shape and can reach measurement
rate of 2000 cells per second. Results were compared against a commercial flow cytome-
ter and showed a substantial improvement on cellular population discrimination. Indeed,
FSC-SSC based flow cytometry could not distinguish between any of the three differentiated
myeloid cells populations whereas the microsystem could distinguish two of these cell types.
We believe such microphotonic system represents an important step towards distinguishing
different cell types and could be integrated in flow cytometry instruments and cell counter
devices.
5.4 Materials and methods
5.4.1 Microfabrication
The device was fabricated by conventional silicon micromachining using photolithography
and deep reactive ion etching (DRIE) as core processes. We used a silicon-on-insulator (SOI)
wafer comprising a handle layer of 600 µm, a buried oxide (BOX) layer of 0.5 µm and a device
layer of 15 µm. First, microfluidic channels and distributed Bragg reflectors (DBRs) were
patterned using a positive photoresist. DBRs were designed according to previously published
work [164] to achieve a Fabry-Pérot cavity with resonances in the near infrared (NIR) region.
These structures were etched in the silicon device layer down to the buried oxide (BOX)
using a DRIE-BOSCH process with alternating SF6 and C4F8 plasmas. Then, similarly, rib
waveguides were photolitographically defined and etched to a lower height. Microstructured
SOI wafers were cut into separate chips using a dicing saw (ADT, Provectus 7100) and an

































































































the second stage slow migration of cells to center points of walls is caused by the rotation-
induced lift force. This is true for confined flows at finite Reynolds number. However, with
increasing channel aspect ratio, equilibrium positions on short faces disappear leaving only
two equilibrium positions centered at the long face of the channel. For flowing lengths higher
than the complete focusing length, cells will remain focused to the equilibrium positions and













,W > H (5.1)
where µ and ρ are the fluid viscosity and density, Dh is the hydraulic diameter, Uf is the
average flow velocity, a is the particle diameter, H and W are the channel height and width
respectively and CL− and CL+ are the negative and positive lift coefficients estimated through
the authors data. CL− is associated to the migration away from the center points of walls
(fast migration in stage I) and CL+ is associated to the migration toward the center points
of walls (slow migration in stage II). In the present study the microchannel dimensions are
H = 15 µm and W = 35 µm, cell diameter is 12 µm, flow rate is Q = 5 µl/min and
fluid properties are approximated to the ones of water. CL− is estimated to be 0.19 and
CL
+ estimated to 0.023. This yields a complete focusing length L = 6 mm. The cavity
used in this study was placed 1.2 mm away from the inlet. Thus, cells will be partially
focused around the equilibrium positions with a spread of 29 µm in the direction of the
width. Larger cells require less length to be completely focused, as shown in Eq. 5.1. This
might lead larger cells to yield a less scattered population and thus create an inertial focusing
contribution to the discrimination capability of the device. However, cell with the same size
distributions, as for these experiments, will behave similarly. Furthermore, since planar DBRs
are used, the sensing cross-section of the optical resonant profile is uniform along the cavity
axis. Thus, position of the cells in this axis should have negligible impact on the output
signal. Lateral hydrodynamic focusing used in a previous device [177] does not suggest a
significant difference on population spreading compared to inertial focusing. Still, devices
were designed with multiple entries as shown in Fig. 5.1a to keep open the possibility of
sheathed 3D hydrodynamic focusing when cells were too small to be confined in height solely
by this phenomenon.
5.4.4 Cell culture
The HL-60 cell line was obtained from the ATCC (#CCL-240), maintained in RPMI contain-
ing 20% fetal calf serum (FCS) and kept in a humid chamber at 37◦C with 5% CO2. HL-60
is a promyelocytic leukemia cell line that can be differentiated into various myeloid cell types
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depending on the culture condition. We opted to differentiate the HL-60 cells into basophils
and neutrophils. HL-60 cells were passaged in differentiation media, in RPMI containing
10% FCS with 1% HEPES (baseline condition). To obtain neutrophils, 2 × 105 HL-60 cells
per ml were cultured with 1.25% dimethylsulfoxide (DMSO, Sigma) for seven days [178]. To
obtain basophils, 2 × 105 HL-60 cells per ml were maintained for seven days in the absence
of serum [179].
At day 7 of culture, the HL-60 cells were harvested, washed in phosphate buffered saline (PBS)
containing 2% FCS and 1 mM EDTA. The cells were counted and resuspended in PBS
(2% FCS, 1 mM EDTA) at a concentration of 2 million cells per ml. Cell aggregation is
prevented using 1 mM EDTA (Ethylenediaminetetraacetic acid) a known chelating agent
binding to calcium and hindering calcium specific adhesion (cadherins) and thus preventing
cell clumping. Nevertheless, cell aggregation can still occur. In both the flow cytometer and
microphotonic sensor, data from small cell clusters are readily excluded by the amplitude or
width of the signal, whereas larger cell clusters tend to block the device, which must then be
cleaned prior to further data acquisition. Samples where cell viability was below 50% were
excluded from further analyses. 150 000 cells were placed on a slide by cytospin and subjected
to Wright-Giemsa staining. The data was acquired on a microscope (Zeiss, AxioImager Z2)
using a 63X oil immersion objective. All solutions were divided into two separate tubes, one
for data acquisition with flow cytometry and one for data acquisition with the microsystem.
5.4.5 Experimental setups
In this study, three different experimental setups were used: one to analyze the NIR output
mode profile, one to analyze the spectral response from the rib waveguides alone as well as
coupled to the Fabry-Pérot cavity and finally one to register optical power variation in time
at a fixed wavelength for single cell analysis.
NIR mode profile of rib waveguides were assessed using a standard SMF-28 fiber butt cou-
pling light from a wide band laser source (Newport, BBS-430) in the inlet facet. Outputted
light was collected on an InGaAs camera (VDS Vosskhler GmbH, NIR-610PGE) through an
objective lens using a 45◦angled mirror. For the spectral analysis setup, an optical spectrum
analyzer (Hewlett Packard, 86142A) collected the outputted NIR light through a butt cou-
pled optical fiber and recorded the normalized spectrum. The raw spectrum was normalized
using the wide band laser source as a reference. Stand-alone rib waveguides and Fabry-Pérot
coupled rib waveguides were assessed. Certified refractive index oils were used to measure
the resonance peak sensitivity. The optical power variation measurement setup fixed the
propagating wavelength at the top of the Fabry-Pérot resonance using a tunable laser source
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(Agilent, 8164B). As a cell flew through the Fabry-Pérot cavity, the resonance peak shifted
towards longer wavelength because the refractive index of the cell is higher than the surround-
ing liquid (PBS). A fast InGaAs infrared photodetector (Thorlabs, DET01CFC) recorded
optical power variations at the output and relayed it to a high speed digitizer (National In-
struments, NI-PXI 5114). A LabView program was developed to allow for fast acquisition of
the relayed voltage variation in time.
5.4.6 Flow cytometry measurements
Three sub-parameters, height, width and area, were automatically extracted from FSC and
SSC measurements. 50 000 cells of the basophils and neutrophils solutions were processed
for data acquisition on the same BDCANTO flow cytometer. Flow cytometry samples were
analyzed using FlowJo software. Overlaprate (OLR) coefficients were computed in parallel
using equation 5.2, as detailed below.
5.4.7 Single cell analysis
Distinctively from FSC and SSC, sensor measurements are influenced by the effective volume
refractive index of the cells. Single cell curves were analyzed and compared against each
others based on multiple extracted parameters using a custom made MatLab visualization
algorithm. As for flow cytometry, OLR coefficients were computed in parallel using equation
5.2.
To confirm that two scatter populations, i.e. clusters, are indeed distinguishable we computed
the overlaprate (OLR) coefficient as reported by Sun and Wang in equation 5.2 [180]. This
coefficient is calculated as the ratio of the probability density function (PDF) value at the
saddle point and the PDF value at the lowest local maximum. Authors also developed an
algorithm to find the saddle point of the PDF in any number of dimensions. Essentially,
it solves a set of differential equations allowing to find a curve which always contains the
maxima and saddle point. Qualitatively, two cluster are well separated if the OLR is less
than 0.6, partially overlapping in the interval [0.6, 0.8] and strongly overlapping if greater





We computed the OLR by fitting a Gaussian distribution over each measured cell popula-
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tion for each parameter and applied an affine transformation on the entire set of data to
simultaneously diagonalize both population’s covariance matrices [181]. Using this technique
gave us a set of real functions with a single dependent variable in each one. However, ex-
tracted parameters are correlated in the same population since there is only one physical
measurement, i.e. the displacement of the resonance peak in time. We found that a 4 to 5
dimension PDF gave us enough precision to asses clusters separation while minimizing the
computing error due to the simultaneous diagonalization of these correlated parameters. In
particular, parameters that do not have linear covariances, such as height, width and area
altogether in FSC or SSC, are badly approximated by a Gaussian distribution. Thus, height
sub-parameters were excluded from the OLR computation.
5.5 Results and discussion
5.5.1 Single-mode like Rib Waveguides
Spectral measurements of the 5.0 µm and 5.5 µm rib waveguides for propagation lengths of
5.85, 7.35, 9.85 and 15.84 mm reported total coupling losses of −15.5 dB and propagation
losses ≤ 1.5 dB/cm for both width. Intensity variation along wavelengths between λ =
[1475, 1675] nm reported a mean standard deviation of 0.9 dB and 0.8 dB for rib widths of
5.0 µm and 5.5 µm respectively. Based on these results and the NIR output mode profile
shown in Fig. 5.2, fabricated rib waveguides built from the theory developed in previous
work [148] are indeed single-mode like.
5.5.2 Resonant cavity sensing
Figure 5.3a shows the experimental spectrum of the Fabry-Pérot cavity with DBRs widths
of 2.0 µm, microchannel width of 35 µm and rib waveguide width of 5.5 µm. The red line
represents the wavelength at which the tunable laser was locked for optical power variation
measurements.
Noticeably, the spectrum presents two distinct peaks per expected resonance. Further ex-
periments are necessary to precisely determine the underlying phenomena responsible for
these “double peaks”. However, FD simulations results yielded fundamental transverse elec-
tric (TE) and transverse magnetic (TM) modes propagating with slightly different modal in-
dices ∆n ∼ 5× 10−5 (nT M < nT E), attenuation coefficients ∆α ∼ 0.25 dB/cm (αT M < αT E)
and mode sizes (sizeT M < sizeT E). Additionally, standard optical transfer matrix simula-
tions with an incident Gaussian beam revealed that two-period DBRs (air-silicon-air-silicon)
better fits the resonance’s full width at half maximum (FWHM), i.e. the overall reflectivity of
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the DBRs. Furthermore, these “double peaks” can be well fitted with cavity gaps of different
optical lengths. The best fit was found for cavities having a geometrical length difference of
115 nm and a refractive index difference of 5× 10−5 RIU. Thus, it is reasonable to consider
that TE and TM modes would exhibit distinct peaks in the spectrum due to the combined
effect of their difference in modal index, attenuation coefficients and mode size. For future
reference, we will use the term “TE cavity” to describe the resonances corresponding to a
cavity gap with a higher refractive index and a shorter length whereas “TM cavity” will be
for a cavity gap with a lower refractive index and a longer length. Simulated TE and TM
cavities as well as their combination can be found in Fig. 5.3a. Deviation between exper-
imental and simulated spectra can be partially justified when considering the effects of the
rib waveguides. As reported previously, fabricated single-mode like rib waveguides do not
yield an experimentally flat spectrum due to small energy transfer of the fundamental mode
to higher optical modes [148]. Furthermore, simulations do not accommodate for multimode
resonance in the cavity nor multimode coupling behavior with the optical fiber. Addition-
ally, simulated roughness of the interfaces, approximated by an absorption layer, and effective
thickness of the Bragg layers might differ slightly from the experimental device. Still, the
overall simulated and experimental spectra are in good accordance.
Sensitivity and LOD were measured using a different cavity to avoid hindering by oil residue
on the microchannel walls. Figure 5.3b shows the measured spectra with certified refractive
index oils used to determine the resonance peaks shifts and Fig. 5.3c shows the linear regres-
sion fit used to calculate the TE and TM cavities sensitivities. Sensitivity and LOD values
should be roughly the same between cavities since dimensions of DBRs and microchannels
are very close and made simultaneously on the same SOI. Table 5.1 reports pertinent pa-
rameters of these cavities where FSR is the free spectral range and the finesse is calculated
as FSR/FWHM . LOD values were calculated considering an accuracy of 3σ = 0.015 nm
[148].
Figure 5.3d shows a typical signal in dB scale with the corresponding extracted parameters.
FWHM is the full width at half maximum, FWTM is the full width at one third of the
maximum, Area HM is the area under the curve at half maximum, Area TM is the area
under the curve at one third of the maximum and FW is the full width. Supplementary
computed parameters correspond to the following ratios: Rising Time/Falling Time, Slope
In/Slope Out, Rising Area/Falling Area, Maximum/full width (FW), Maximum/FWHM,
Maximum/full width at one third of the maximum (FWTM), FWHM/FWTM, FWHM/FW
and FWTM/FW. Considering a perfectly organized train of cells, the signal shown in Fig.
5.3d would repeat every 3 to 5 × 10−4 s, corresponding to rates of 3333 to 2000 cells/s
respectively. The measurement rate is limited to these values due to the imposed flow rate
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Figure 5.3 (a) Experimental spectrum of the Fabry-Pérot cavity with DBRs widths of 2.0 µm,
microchannel width of 35 µm and rib waveguide width of 5.5 µm (solid line) and simulated
spectra for the TE cavity (dashed line), TM cavity (dotted line) and combined cavities
(dashed-dotted line). (b) Superimposed spectra of the Fabry-Pérot resonance peaks shifts
with corresponding refractive index value and (c) fitted linear regressions used to calculate
the sensitivity of the TE and TM cavities. (d) Typical voltage variation in time curve for a
single cell passage with corresponding extracted parameters.
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of 5 µl/min. Higher flows will increase the velocity of cells in the cavity but cell deforming
forces also rise. In particular, narrowing microchannels induce an elongation force which can
rupture the cellular membrane above a certain threshold, thus limiting the operating flow
rate.
Table 5.1 Fabry-Pérot resonances properties calculated from experimental spectra for the TE
and TM cavities
TE cavity TM cavity
Loss at Maximum (dB) -25.6 -25.7
FWHM (nm) 4.16 4.18
FSR (nm) 21.2 21.55
Finesse 5.1 5.2
Sensitivity (nm/RIU) 965 930
LOD (RIU) 1.55× 10−5 1.61× 10−5
5.5.3 Promyelocytic leukemia biological model
The HL-60 cells were differentiated into neutrophils and basophils based on two distinct
cell culture conditions. The efficacy of the differentiation was monitored by performing a
Wright-Giemsa staining. Expectedly, the neutrophils exhibited segmented nuclei, while the
basophils presented with vacuoles (Fig. 5.4d). As all samples presented distinct character-
istics, we then aimed to determine if non-fluorescent parameters were sufficient to separate
the cells by flow cytometry. As depicted in Fig. 5.4a, these cell culture conditions yielded
cells with similar FSC-SSC profiles, such that they could not be readily discriminated by
flow cytometry. Indeed, in the culture condition promoting neutrophil differentiation, the
HL-60 cells tended to be a bit smaller and less dense than both undifferentiated cells and
basophils. Still, overlay graphical representation of HL-60 in neutrophil promoting conditions
over undifferentiated HL-60 cells (Fig. 5.4b blue vs green, respectively) or over HL-60 cells
cultures in basophil-promoting conditions (Fig. 5.4c blue vs red, respectively) demonstrates
that these conditions cannot be effectively separated based on either FSC or SSC and even
when using both FSC and SSC as dot plot representation (Fig. 5.4a). To that effect, com-
puted OLRs on flow cytometry data using equation 5.2 returned values of 1 for all combined
cellular populations (see Table 5.2), validating that no discrimination could be established
between these conditions.
On the other hand, microsystem measurements demonstrate a clear discrimination between
some cellular populations. Fig. 5.3e shows baseline culture conditions, neutrophils and
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shows all combinations of these cellular populations. Discrimination occurs for baseline
culture condition over neutrophil-differentiating conditions (Fig. 5.3f left, OLR < 0.4 ) as
well as basophil- over neutrophil-differentiating conditions (Fig. 5.3f middle, OLR < 0.4 ).
Discrimination between baseline culture condition over basophils-differentiating conditions
could not be established (Fig. 5.3f right, OLR = 1 ). Axes on Fig. 5.3e and 5.3f were
chosen for both simple association with optical power variation signal and better graphical
visualization.
Table 5.2 reports the computed OLRs on each combination of HL-60 cellular populations
for the flow cytometer and the microsystem. The parameters used to compute the flow
cytometry OLR are FSC-A, FSC-W, SSC-A and SSC-W whereas the parameters for the
microsystem OLR are FWHM, FWTM, Rising time, Falling time and FW in the first exper-
iment and Maximum, FWHM, FW, Maximum/FW and Maximum/FWHM in the second
experiment. Optimal OLR parameters are not exactly the same between experiments since
the five linearly covariant parameters yielding the lowest OLR were chosen in each case.
Thereupon, variation of biophysical properties between experiments as well as resonance
peak profile variations due to re-coupling are factors inducing changes in optimal parame-
ters for OLR computation. Nevertheless, cell populations with at least one two-parameter
OLR less than 0.8 are always distinguishable whereas the ones with all two-parameters OLRs
equal to 1 are never distinguishable, no matter which parameters are used. Conveniently,
OLR parameters can be chosen for each set of experiments to palliate for variations without
hindering the overall discrimination capability of the device. Consequently, FSC-SSC based
flow cytometry could not distinguish between any of the HL-60 cells populations whereas the
microsystem could distinguish between both neutrophil-differentiating conditions and undif-
ferentiated HL-60 cells as well as neutrophil- and basophil-differentiating conditions in each
experiment. Since FSC measurements reported no significant difference regarding the cell
sizes, sensor measurements are confirmed to rely predominantly on the effective volume re-
fractive index of the cells. These results confirm that our novel microphotonic sensor grants a
substantial improvement on cellular population discrimination. It can be used complementar-
Table 5.2 OLR coefficients comparison between the flow cytometer and the microsystem for
each experiment
Flow cytometry Microsystem
Experiment #1 #2 #1 #2
Baseline - Neutrophils 1 1 0.13 0.36
Basophils - Neutrophils 1 1 0.003 0.36
Baseline - Basophils 1 1 1 1
75
ily to flow cytometry, enhancing its sorting capabilities, and thus provide crucial information
for research and clinical professionals.
5.6 Conclusion
We described a novel microphotonic system based on cellular refractive index measurement
which represents an added value to actual cell counters and flow cytometry because of its
improved ability to discriminate cell populations. Identification of HL-60 cells differentiated
into neutrophils and basophils as well as a baseline culture was investigated and proved to
be indistinguishable using FSC-SSC based flow cytometry while being distinguishable with
our microsystem in the cases of baseline vs neutrophils and basophils vs neutrophils. Thus,
this device represents an important step towards better cellular measurement capabilities.
Furthermore, this microsystem does not require any dye treatment, accepts any cell shape
and can reach measurement rate of several thousand cells per second.
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CHAPTER 6 ARTICLE 3 - ON-CHIP REFRACTIVE INDEX
CYTOMETRY FOR WHOLE-CELL DEFORMABILITY DISCRIMINATION
This chapter is a reproduction of an article published in Lab on a Chip.1 Importantly, this
final article included in this thesis demonstrates the exploitation of whole-cell deformability
for unprecedented discrimination based on physical cellular properties. This chapter also
introduces a signal replication simulation model from which effects of cell deformation and
nucleus positioning are comprehensively described. Sections 6.1–6.6 are reproduction of the
main manuscript whereas section 6.7 is a reproduction of the published electronic supple-
mentary information (ESI). References to objects in ESI are identified by the symbol † in
the main manuscript. Some terms in this chapter have been replaced to consistently preserve
the definitions presented in the previous chapters.
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On-chip high-throughput phenotyping of single cells has gained a lot of interest recently due
to the discrimination capability of label-free biomarkers such as whole-cell deformability and
refractive index. Here we present on-chip refractive index cytometry (RIC) for whole-cell
deformability at a high measurement rate. We have further exploited a previously published
on-chip optical characterization method which enhances cellular discrimination through the
refractive index measurement of single cells. The proposed on-chip RIC can simultaneously
probe the cellular refractive index, effective volume and whole-cell deformability while reach-
ing a measurement rate up to 5000 cells per second. Additionally, the relative position of the
nucleus inside the cell is reflected by the asymmetry of the measured curve. This particular
finding is confirmed by our numerical simulation model and emphasized by a modified cy-
toskeleton HL-60 cells model. Furthermore, the proposed device discriminated HL-60 derived
myeloid cells such as neutrophils, basophils and promyelocytes, which are indistinguishable
using flow cytometry. To our knowledge, this is the first integrated device to simultaneously
characterize the cellular refractive index and whole-cell deformability, yielding enhanced dis-
crimination of large myeloid cell populations.
6.3 Introduction
The emergence of novel label-free biomarkers such as whole-cell deformability and refractive
index (RI) stimulates substantial interest for integration onto on-chip single-cell phenotyping
devices. Red blood cells (RBC) were one of the first type of cells to be extensively mechan-
ically studied. Their lack of nucleus makes them a simpler cellular model and their large
elasticity allows them to pass through capillaries smaller than their diameter. For RBC,
whole-cell deformability has proven to be a specific biomarker for numerous pathologies such
as malaria, anemia, diabetes and more [14]. Lately, more focus was put on white blood
cells (WBC) whole-cell deformability measurement as a marker for disease such as chronic
lymphocytic leukemia [15] as well as changes in cytoskeleton [16] and nuclear organization
such as cell cycle phases and cellular differentiation [17–20]. Concurrently, mechanical phe-
notyping of other cell lines has shown the potential to discriminate malignant progression
stages, lineage and even aging [182, 183]. Microfluidic devices are ideal candidates for mea-
surement of single cells mechanical properties at high rates because of their small structures
and controllable flow characteristics. Many devices use high-speed cameras to get the cells
shape in different pinched [19] or extensional flow geometries [17, 20, 184–186]. These de-
formability cytometry (DC) platforms need off-line images analysis to extract mechanical
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properties. However, later development of real-time deformability cytometry (RT-DC) has
provided continuous in-line measurement of large cell populations [16–18, 183]. Still, most
of these systems are limited by the camera frame rate (∼100 000 frames per second) and
physically by the cell resting time at the stagnation or imagery point to a few thousands cells
per second [20, 184]. Moreover, whole-cell deformability measurements by means of imagery
may suffer from out-of-focus images caused by cell drifting at the stagnation point. Overcom-
ing low throughputs, Dudani et al. reported a DC device analyzing 65 000 cells per second
using a pinched-flow scheme and a very high frame rate. This device appears to be limited
only by the maximum concentration of cells that can be focused [19]. While this reported
measurement rate exceeds that of most flow cytometers and thus can provide complementary
measurements if integrated, such addition would be costly. Overcoming cell drifting, Deng
et al. reported a RT-DC cell stretcher device which collides inertially focused cells against the
wall of a T-junction yielding a throughput around 500 cells per second [183]. Other devices
have used transition time measurement of cells in a narrow microchannel but are inherently
limited by the cells passage time to a few hundred cells per second [15, 182, 187, 188]. Re-
cently published transition sensing microdevices established conditions allowing to account
for cell size and surface adhesion [182, 188] previously criticized in these devices [20]. Optical
stretching, atomic force microscopy (AFM) and micropipette aspiration of single cells has
also reported insightful mechanical properties, although their measurement rate is limited
to very few cells per minute [14, 18, 20, 189]. Furthermore, optical stretchers are limited to
small forces and thus small deformation, AFM measurements cannot extend to whole-cell
properties and micropipette aspiration is not suited for cells with a large nucleus/cytoplasm
ratio.
Undoubtedly, deformation kinetics of eukaryotic cells inside a given microchannel is a complex
and intricate phenomenon. whole-cell deformability is guided by the characteristics of the
membrane, cytoskeleton (microfilaments, microtubules and intermediate filaments), nucleus,
organelles and cytoplasm [182, 190]. Each of these entities have intrinsic physical properties
such as tension, stiffness, shear modulus, elasticity, viscosity, shear-thinning, etc. Most
studies report significantly different values of these properties. For example, the elastic
modulus measured by AFM or by optical stretching report differences ranging above one
order of magnitude [188]. For sake of comparison to most device, we herein measure whole-
cell deformability using on-chip RIC.
To understand the mechanical properties of cells and predict their behavior in flows, de-
formation models have been thoroughly investigated using thin-shell homogeneous capsules
in either square [191] or rectangular [192, 193] microchannels. Although providing the first
insights on how capsule deformation is related to its mechanical properties, in particular
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the elasticity, eukaryotic cells have a much more complex organization. More recent and
intricate studies, triggered by the rise of RT-DC, have numerically simulated cells modeled
as a viscoelastic material surrounded by a thin-shell with [190] or without [18] the influence
of the deformed cell on the fluid flow. These models allowed to decouple the effect of the
thin-shell from the bulk elasticity on the deformation and are the most accepted models for
steady-state cell deformation in a straight channel. However, they do not include the effect
of the nucleus, which has been shown to have an important contribution to the observed
deformation of cells [183, 188]. The most comprehensive WBC simulation model was devel-
oped by Tatsumi et al. in which the cell nucleus was modeled as a second droplet inside the
cell and which also considered shear-thinning effects of these non-Newtonian fluids [194]. It
established that the size and position of the nucleus considerably affects the deformed shape
of the cell. Simulations were performed in a contraction region where elongation forces are
important and did not study the steady-state behavior.
On-chip measurement of single cell RI has also been investigated through various microsys-
tems. It is a known label-free biomarker for identification of various cancer cells [4–8] as well
as infections, malaria and anemia [9]. Recently, Schürmann et al. reported surprising findings
showing that the RI of the nucleus is smaller than the cytoplasm [12], which disagreed with
the established common perception of the cell organization and current literature [10, 11].
Their results, using quantitative phase microscopy (QPM) and assuming a spherical shape of
the cells, were later confirmed by another group using the same technique [13]. Schürmann
et al. later combined rotating cells inside a microchannel, QPM and fluorescence to quantita-
tively measure the 3D RI of HL-60 cells and further improved our understanding of the cell
organization [150]. While these technologies are undoubtedly powerful, they do not provide
the high measurement rate necessary for large cell population measurement. Combining 2D
QPM and fluorescence on assumed ellipsoid-shaped single cells has the potential to achieve
this high measurement rate [151]. However, the authors did not report large cell population
measurements. Other integrated devices have been used for RI sensing at high measurement
rates, reporting limit of detection (LOD) around 10−6 to 10−8 refractive index unit (RIU),
using whispering gallery modes cavities, photonic crystals, surface plasmon and evanescent
wave but all lack the depth of interaction required for whole cell characterization [195]. To
overcome these limitations, we previously reported a microfabricated Fabry-Pérot resonator
allowing larger volume interaction and thus better suited for single cell RI measurement at
a high measurement rate [195]. Our approach significantly improved discrimination of cell
populations when compared to flow cytometry but still did not distinguish all analyzed WBC
solely on the basis of RI measurements.
In this study, we present on-chip refractive index cytometry (RIC) repurposed for whole-cell
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deformability evaluation of single cells at a high measurement rate. We have further ex-
ploited the previously presented on-chip optical characterization method which has proven
to enhance cellular discrimination through the RI measurement of single cells [195]. The
presented on-chip RIC can additionally measure whole-cell deformability which, in this case,
includes the relative position of the nucleus inside of the cell. Indeed, the first experiment
on HL-60 cells treated with cytochalasin B, which breaks actin filaments formation, expect-
edly reported larger whole-cell deformability compared to the control population. To help
understand the effect of deformation on the measured output curve, we developed a simple
numerical simulation model in which the cell and the nucleus are modeled by ellipsoids. The
model confirms that the proposed on-chip RIC can simultaneously probe the RI, effective
volume and whole-cell deformability of single cells. Furthermore, one particular parame-
ter related to the asymmetry of the curve, the ratio time, reflects the relative position of
the nucleus inside the cell. Subsequently, the proposed device discriminated HL-60 derived
myeloid cells such as neutrophils, basophils and promyelocytes, which are indistinguishable
using flow cytometry. To our knowledge, this is the first integrated device to simultaneously
characterize two distinct cellular physical characteristics, RI and whole-cell deformability,
yielding enhanced discrimination of large myeloid cell populations while reaching a measure-
ment rate up to 5000 cells per second. The proposed device has an interaction depth and a
measurement rate suited for whole cell measurement of large cell populations while operating
with potentially cheap and compact equipment thus offering possible integration into flow
cytometers.
6.4 Materials and methods
6.4.1 RIC devices
The silicon-on-insulator (SOI) devices used for RIC in these experiments were presented in
previous work [195]. Briefly, they were fabricated using conventional silicon micromachining
using photolithography and deep reactive ion etching (DRIE). Distributed Bragg reflectors
(DBRs) composing the Fabry-Pérot cavity were designed to achieve resonances in the near
infrared (NIR). Rib waveguides were designed according to previously published work to
yield a single-mode like propagation [148]. Devices were cut with optical quality facets,
sealed with anodically bonded pyrex plates and tubing was glued at entry and exit points.
The microfabricated devices batch yielded similar optical spectra and sensitivities around






Figure 6.1 3D rendering of the silicon-on-insulator (SOI) RIC device.
6.4.2 Cell culture
For the first cellular model, HL-60 cell line (ATCC #CCL-240) was maintained in RPMI-
1640 medium (Thermo Fisher Scientific) supplemented with 10% fetal bovine serum (FBS)
in a humidified, 5% CO2, air atmosphere. The media was supplemented with 1% peni-
cillin/streptomycin and 1% L-glutamine. Cells were resuspended in PBS containing 2% FBS
and 1 mM EDTA (Ethylenediaminetetraacetic acid) to prevent cell aggregation and treated
with 30 µM cytochalasin B (MilliporeSigma) for 10 min at room temperature which strongly
inhibits actin filaments formation. Cells were then collected and kept on ice prior to RIC
measurement or flow cytometry. For immunostaining, 50 000 cytochalasin B treated and
control cells were separately centrifuged on glass slides using a cytospin apparatus and fixed
for 20 min using 3% paraformaldehyde. Cells were permeabilized in PBS containing 0.5%
NP-40 for 30 min followed by incubation in a blocking solution (PBS with 0.1% NP-40 and
10% FBS). Then, F-actin was stained with the Alexa Fluor 488 phalloidin for 30 min and
nuclei were stained with DAPI. Cells on the microscope slides were imaged using an inverted
confocal fluorescence microscope (Olympus FV1000 LSM) with a 60X oil immersion objec-
tive lens. For cell size measurement, the cells were resuspended in a trypan blue solution
and placed in a hemocytometer. Cells on the hemocytometer were imaged using an upright
bright field microscope (Zeiss AxioImager Z2) with a 40X objective lens and equipped with
a color CCD camera. Collected images were processed through Fiji distribution of ImageJ.
For the second cellular model, HL-60 cells were maintained in RPMI containing 20% fetal
calf serum (FCS) and kept in a humidified, 5% CO2, air atmosphere. Cells were passaged in
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differentiation media, RPMI containing 10% FCS with 1% HEPES (baseline condition). To
obtain neutrophils, 2× 105 cells per ml were cultured with 1.25% dimethylsulfoxide (DMSO,
Sigma) for seven days. To obtain basophils, 2 × 105 cells per ml were maintained for seven
days in the absence of serum. At day 7 of culture, cells were harvested, washed in phosphate
buffered saline (PBS) containing 2% FCS and 1 mM EDTA. The cells were counted and
resuspended in PBS (2% FCS, 1 mM EDTA) at a concentration of 2 million cells per ml.
All solutions, for both cellular models, were divided into two separate tubes, one for data
acquisition with flow cytometry and one for data acquisition with RIC.
6.4.3 Single cell analysis
Cells were injected into the microchannel at a flow rate between 5 and 30 µl/min using a
syringe pump (Harvard Apparatus, Pump 11 Pico Plus Elite) and focused using inertial ef-
fects. Cells were ordered with preferred interparticle spacing through repulsive viscous forces
[55, 57]. In the presented experiments on cytochalasin B treated HL-60 cells, microchan-
nel dimensions were H=15 µm and W=40 µm whereas for the HL-60 differentiated cells,
microchannel dimensions were H=15 µm and W=30 µm. The cavities are placed 1.2 mm
away from the beginning of the straight channel for both cellular model experiments. These
cavities were chosen because their resonance peak exhibited the smallest loss and full width
at half maximum. Cells traveling through the Fabry-Pérot cavity shift the resonance peak
towards longer wavelength because of their larger RI than the surrounding fluid. A tunable
laser source (Agilent, 8164B) fixed the propagating wavelength at the top of the Fabry-Pérot
resonance, a fast InGaAs infrared photodetector (Thorlabs, DET01CFC) recorded optical
power variations and relayed it to a high speed digitizer (National Instruments, NI-PXI
5114). Recorded curve analysis is done off-line using a custom MatLab algorithm.
6.4.4 Cellular population discrimination
An important characteristic of any flow cytometry device is its ability to discriminate cell
populations. To evaluate the discrimination of our device, we introduce a discrimination
coefficient, the overlaprate (OLR), as reported by Sun and Wang [180]. It quantifies the
separation of two populations using their probability density functions [195]. This coefficient
is preferred to conventional statistical tests, such as t-test or Mann-Whitney U test, since
they reported very small p-values even when the populations are clearly not discriminated.
This is due to the large number of samples and skewness of the population distributions.
Furthermore, typical statistical tests can highlight differences between two populations but
may not always reflect the discrimination capability. Thus, the OLR is better suited to
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quantify discrimination in clinical use where cell populations are mixed.
The OLR is the ratio of the probability density function (PDF) value at the saddle point
over the PDF value at the lowest local maximum.
OLR = PDF (Xsaddle)
PDF (Xlowest max)
(6.1)
An OLR value of 1 indicates that the two populations cannot be discriminated. An OLR value
greater than 0.8 indicates that the two populations are overlapping but still discriminated.
Smaller OLR values indicate weakly overlapping populations and thus clear discrimination.
Importantly, the OLR can be computed in any number of dimensions.
6.4.5 Numerical simulations
To better understand the effects of a cell deformation on the measured output curve, we
developed a simple 3D numerical simulation model, shown in Fig. 6.2. The origin is located
at the center point of the cavity where the x-axis is along the flowing direction, the y-axis is
along the height of the microchannel and the z-axis is along the optical cavity width. The
cell membrane and the nucleus were modeled as ellipsoids with varying radii. While volumes
of each ellipsoid did not change, axial radii were allowed to vary as well as the x-axis offset of
the nucleus. To match the mean calculated suspended sphere radius of HL-60 cells reported
in Section 6.5.2, the spherical radius of the cell membrane was set to Rcell = 6 µm. To
match a 600 ± 300 µm3 HL-60 nucleus volume [12], the spherical radius of the nucleus was
set to Rnuc = 5.45 µm, corresponding to a realistic 0.75 volume ratio [188]. Based on results
reported by Schürmann et al., the RI of HL-60 nucleus was set to nnuc = 1.355 whereas the
average RI of the whole cell was set to ncell = 1.378. Considering the 0.75 volume ratio of the
nucleus, the cytoplasm RI is calculated to be ncyt = 1.447. The surrounding RI was set to the
one of PBS (nP BS = 1.335). Although the exact shape of the cell and nucleus in steady-state
are approximated by ellipsoids, this model yields a simple yet effective description of the
measured output curve.
The intensity profile of the optical mode inside of the cavity was modeled as a two-dimensional
Gaussian of 3σ = 20 µm in the x-axis and 3σ = 7.5 µm in the y-axis and constant over
the 35 µm width between the DBRs in the z-axis [195]. For each step of the cell flowing
through the cavity, the volume overlap between the cell and the cavity mode intensity was
numerically calculated and then projected onto the LP01 optical mode of a fiber with a
diameter of 8.2 µm modeled using Bessel functions. This method approximates well the light
portion collected at the output by the butt coupled single mode fiber and projected onto
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the 2D photodetector area. The effective RI was calculated as the sum of the projected RIs
weighted by their respective area ratios on the LP01 mode. Finally, the variation of RI from
nP BS, corresponding to an absence of cell, was plotted against time. The measured optical
power curves are in good agreement with this effective RI numerical simulation over time













Figure 6.2 Numerical simulation scheme of the cell interaction with optical modes and the
reference spherical cell.
6.5 Results and discussion
6.5.1 Single cell analysis
Microchannels dimensions and specific flow rates may yield cells spread around the inertial
equilibrium positions in some experiments. However, planar DBRs do not generate a focal
point, thus position of cells along the width of the microchannel had a negligible impact on the
output signal. In the worst-case scenario (flow rate of 5 µl/min in the H=15 µm and W=40
µm channel), the focusing spread is 27.9 µm in width whereas in the best case (15 µl/min
in the H=15 µm and W=30 µm channel), the spread is 12.5 µm. In this latter condition,
considering a cell size of 12 µm, the cell centers are separated by 0.5 µm, thus yielding a
good inertial focusing. The inertial focusing length equation from Zhou and Papautsky used
for calculations and the resulting focusing spreads at different flow rates (Tables 6.2 and 6.3)
can be found in ESI [58].†
For each acquired curve, meaningful parameters were extracted to compare the different
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cellular populations. In particular, the full width (FW) represents the deformed length of
the cell in the flowing direction (x-axis), the maximum (Max) corresponds to the largest
effective RI measured and the area under the curve (Area) relates to the effective RI volume
of the cell. The FW parameter is divided into two contributions, the rising time (RT) and the
falling time (FT), from which the ratio time parameter is calculated as ratio time=RT/FT.
The ratio time parameter reflects the relative position of the nucleus in the cell, as explained
below. Measurements of losses vs time for single cells at different velocities are shown in Fig.
6.3. Fig. 6.3a corresponds to a cell at higher velocity, yielding a ratio time < 1, Fig. 6.3b to
a cell at midrange velocity, yielding a ratio time ∼1 and Fig. 6.3c to the particular case of
cytochalasin B treated HL-60 cells at smaller velocity, yielding a ratio time > 1.


































































Figure 6.3 Measurement of losses vs time showing (a) a typical single cell at higher velocity
corresponding to a ratio time < 1 (15 µl/min in a 15 µm × 30 µm channel cross-section,
average flow velocity 0.56 m/s, average cell velocity 0.22 m/s), (b) a single cell at midrange
velocity corresponding to a ratio time ∼1 (10 µl/min in a 15 µm × 40 µm channel cross-
section, average flow velocity 0.28 m/s, average cell velocity 0.13 m/s) and (c) the particular
case of a single cell at lower velocity corresponding to a ratio time > 1 (5 µl/min in a 15
µm × 40 µm channel cross-section, average flow velocity 0.14 m/s, average cell velocity 0.06
m/s). Average cell velocities are approximated using a conversion factor from the average
flow velocities Up = γUf , where γ =0.45 for 12 µm cells in a 15 µm × 40 µm channel and
γ =0.40 for a 15 µm × 30 µm channel. See ESI for derivation.†
For a given cell length in the flowing direction (FW), the position of the Max determines
both the RT and FT, thus the ratio time. A symmetric cellular RI distribution yields a
Max positioned at the midpoint of the curve (Fig. 6.3b), thus a ratio time of 1. Conversely,
an asymmetric cellular RI distribution yields a shifted Max position (Fig. 6.3a and 6.3c).
Numerical simulations reveal that the Max position is influenced by the amount of cytoplasm
measured alone. This is explained by the larger RI of the cytoplasm (ncyt = 1.447) compared
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to the nucleus (nnuc = 1.355). Two possible effects are assumed to impact the relative
localization of the cytoplasm in the cell: the displacement and the deformation of the nucleus.
To decouple these effects, two sets of simulations were implemented. In the first case, the
position of the nucleus was varied while no deformation was imposed on either the cell or
the nucleus. Computed ratio time values for each nucleus position are reported in Fig. 6.4a.
The relative offset of the nucleus is xoff/(dxcell − dxnuc) where xoff is the absolute offset
of the nucleus from the center of the cell (xoff < 0 is towards the trailing end fo the cell)
and dxcell and dxnuc are the diameter of the cell and nucleus in the flowing direction (x-axis)
respectively. In this case, dxcell = 2Rcell and dxnuc = 2Rnuc since there is no deformation
imposed. For xoff = 0, the RI distribution is symmetric thus yielding a ratio time of 1.
In the second case, the position of the nucleus was set to the trailing end of the cell
(xoff/(dxcell − dxnuc) = −0.9) while deformation of the nucleus in the x-axis was varied.
Computed ratio time values for each step of nucleus deformation are reported in Fig. 6.4b.
Fixed 10% contraction and 4% expansion deformations of the cell membrane ellipsoid in
the y-axis and x-axis were imposed respectively. Y-axis contraction mimics the shear-stress
generated by the channel top and bottom walls whereas x-axis expansion allows a symmetric
range of nucleus deformations to be simulated. The nucleus radius was matched to the one
































Figure 6.4 Computed ratio time values from simulated curve when varying (a) the nucleus
offset in the x-axis and (b) the nucleus deformation in the x-axis. Red dashed lines mark the
centered nucleus position in (a) and the undeformed nucleus in (b). Full black line marks
the equal 4% deformation of the nucleus and the cell in the x-axis. Each steps in (a) are 25%
offset except for the two points closest to the centered position which are ±10%. Each steps
in (b) are 2.5% deformation.
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nucleus in the x-axis is dxnuc/dxcell. An undeformed nucleus in the x-axis corresponds to a
relative deformation of ∼0.875 and a 4% deformed nucleus (same as imposed on the cell)
corresponds to a relative deformation of ∼ 0.91. These values are identified by the red dashed
and full black vertical lines in Fig. 6.4b respectively. The bounding limits, dxnuc/dxcell = 1
and dxnuc/dxcell ∼ 0.75, correspond to a nucleus the same length as the cell in the x-axis and
to a nucleus the same length as the cell in the z-axis respectively. For dxnuc/dxcell = 1, the
RI distribution is symmetric thus yielding a ratio time of 1.
An asymmetric cellular RI distribution, leading to ratio time values greater or smaller than
1, can only appear if the nucleus is displaced relatively to the cytoplasm. Simulation results
clearly indicate that the offset of the nucleus has a predominant impact on the measured
ratio time. Indeed, for small relative offset of the nucleus the ratio time value varies rapidly.
Contrarily, small relative nucleus deformation have a weak impact on the ratio time. Im-
portantly, relative nucleus deformation in the x-axis larger than Rnuc/Rcell ∼ 0.91 implies
that the nucleus has a greater deformation than the cell (imposed at 4% in the simulations).
This behavior is not realistic, especially considering that the nucleus is stiffer than the sur-
rounding cytoplasm [188]. Thus, based on the simulation model, the relative position of the
nucleus in the cell predominantly influence the ratio time value and the impact of the nucleus
deformation is negligible. Curve parameters (Max, FW, Area, RT and FT) dependencies in
function of the relative nucleus position can be found in Fig. 6.11.†
Ultimately, for discrimination of cells, the ratio time and FW parameters can both reflect
the whole-cell deformability. Softer cells deform more and yield larger FW values which
inevitably yield smaller ratio time values, when considering a similar relative position of the
nucleus. Indeed, for similar relative nucleus positions >±10%, the rising time value of softer
and stiffer cells is approximately the same (Fig. 6.12d†). Since the FW is larger for softer
cells (Fig. 6.12b†), the Falling time is inevitably larger (Fig. 6.12e†) and thus the ratio time
is smaller (Fig. 6.12f†). Computed curve parameters dependencies to deformed cell length
are reported in Fig. 6.12.†
6.5.2 Cytochalasin B treated HL-60 cells model
A known drug employed to study the role of cytoskeleton on HL-60 whole-cell deformability
is cytochalasin [16, 17, 188, 196]. This agent disrupts filamentous actin formation within
cells and thus allows for increased whole-cell deformability. Indeed, actin filaments are cru-
cial for the cells to maintain their shape [182]. Thus, treating cells with cytochalasin allows
cellular mechanical phenotyping since the modified cytoskeleton, specifically microfilaments
composed of actin, directly impacts whole-cell deformability. Therefore, we treated HL-60
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cells with cytochalasin B and evaluated the variation in whole-cell deformability by cytospin
[197, 198]. Cytospun cells projected onto a microscopic slide spread more or less depending
on their whole-cell deformability. Confocal fluorescence microscopy images (Fig. 6.13†) show
that treated cells present clumps of phalloidine fluorescence. These clumps are associated
to grouped broken-down actin filaments, responsible for the larger whole-cell deformability.
Also, treated cells reported a larger mean area and a smaller mean height, as expected. Im-
portantly, the calculated mean volumes of treated and control cells completely overlap thus
confirming that the drug treatment did not affect the size of the cells. Furthermore, mea-
sured suspended cell sizes using conventional microscopy confirms an undeformed radius of
approximately 6 µm for both control and cytochalasin B treated cells. Table 6.1 reports the
calculated mean area, height and volume of both control and cytochalasin B treated HL-60
cells using confocal fluorescence microscopy images as well as the measured suspended cell
radius using bright field images. Cells from confocal fluorescence microscopy were approxi-
mated as cylindrical shaped since the cytospin method has made them lose their spherical
geometry.
Table 6.1 Calculated areas, heights, volumes and suspended sphere radii (mean ± standard
deviation) of cytospun (N = 5) control and (N = 5) cytochalasin B treated HL-60 cells
using confocal fluorescence microscopy images. Measured suspended cell radius of (N =
336) control and (N = 379) cytochalasin B treated HL-60 cells using bright field images.
Coefficients of variation (CV) are reported for suspended cells radii. P-values are from t-test.
Control Cytochalasin B treated P-value
Area (µm2) 148 ± 14 195 ± 29 0.02
Height (µm) 6.0 ± 0.5 4.6 ± 0.5 < 0.01
Volume (µm3) 883 ± 104 895 ± 163 0.89
Sphere radius (µm) 5.9 ± 0.2 6.0 ± 0.3 0.92
Cell radius (µm) 6.2 ± 0.8 6.3 ± 0.9 0.05
CV 12.7% 14.3% N/A
To further confirm that the drug treatment only altered the whole-cell deformability, we
measured both populations using flow cytometry. It is clear that the cytochalasin B treated
cells cannot be discriminated from the non-treated control using flow cytometry FSC-SSC
measurements (2D OLR=1, Fig. 6.14†). The histograms (Fig. 6.14b and 6.14c†) confirm
once more that the size (FSC) and granularity (FSC) of the two cell populations completely
overlap.
To determine whether our RIC device could discriminate cells based on whole-cell deforma-
bility at a high measurement rate, we proceeded to assess the two cell populations. The time
window necessary to measure a single cell at the imposed flow rate of 15 µl/min was 3×10−4
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s. Considering a perfect train of cells, this yields a measurement rate around 3000 cells per
second. Fig. 6.5a reports the density-colored dot plot combination of the RIC measurements
for control and cytochalasin B treated HL-60 cells in function of the Area and ratio time
parameters. Fig. 6.5b and 6.5c report the Area and ratio time histograms for both cell
populations respectively. The Area parameter of both cell populations is approximately the
same, confirming that the effective RI volume of the cells is similar. This agrees well with
the calculated volumes in Table 6.1 and FSC results (Fig. 6.14b†). Contrarily, the ratio
time parameter shows a significant difference between the two populations which suggest
distinct cellular behavior. The computed OLR for control and Cytochalasin B treated HL-60
cell populations presented in Fig. 6.5a is 0.3, indicating a clear discrimination. Calculated
coefficients of variation (CV) for flow cytometry and RIC are reported in Tables 6.7 and 6.8†
respectively. CV of RIC measurement for the Area parameter (Table 6.8†), which has the
largest values, are similar to the biological variation observed on the size measurement in
Table 6.1. Thus the device induces very small additional variation and the position of the
cells in the channel has limited effect on the measurements.
To understand the effects yielding a smaller ratio time value of cytochalasin treated cells,
FW, RT and FT parameters are compared. Fig. 6.5d, 6.5e and 6.5f show the histograms
of FW, RT and FT for both cell populations respectively. First, cytochalasin treated cells
show larger mean values of FW. This indicates cells that are more deformed in the flowing
direction (x-axis). Furthermore, the larger FW of treated cells is due to the larger FT since
the RT is similar. This explains the smaller ratio time value of treated cells. As predicted by
our numerical simulation model, for similar relative position of the nucleus, more deformed
cells yield smaller ratio time values. Indeed, at this flow rate, both cell populations have
mean ratio time values smaller than 1, indicating a nucleus positioned at the trailing side of
the cell.
However, small differences in the relative position of the nucleus are not accurately measured
by the RT and FT (Fig. 6.11d and 6.11e†). Contrarily, in our simulations, the Max parameter
showed increasing values for increasing relative position of the nucleus (Fig. 6.11a†). Thus,
in this experiment, the larger Max value for treated cells, showed in Fig. 6.5g, is suspected
to come mainly from the increase in relative position of the nucleus. The contribution to the
Max value from adding cytochalasin B into the cell cytoplasm is negligible since the effective
RI volume variation is negligible (Area parameter in Fig. 6.5b). Overall, the cytochalasin
B treated HL-60 cells lack actin filaments which act to maintain the cell shape. These cells
undergo more deformation due to the flow induced forces compared to the control population.
Thus, cytochalasin B treated HL-60 cells have a larger FW value and a smaller ratio time





Figure 6.5 (a) RIC Area and ratio time density-colored dot plot combination for control and
Cytochalasin B treated HL-60 cells (2D OLR=0.3) at a flow rate of 15 µl/min. Cytochalasin
B treated HL-60 cells have a smaller ratio time value than HL-60 control cells, in line with
their higher degree of whole-cell deformability. Histograms of control and Cytochalasin B
treated HL-60 cells for (b) Area (1D OLR=1), (c) ratio time (1D OLR=0.4), (d) full width
(FW) (1D OLR=1), (e) rising time (RT) (1D OLR=1), (f) falling time (FT) (1D OLR=1)
and (g) Max (1D OLR=1). Subset is used for OLR calculations. One representative of at
least four experiments.
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6.5.3 Parameters variations with flow
We then proceeded to evaluate each parameter dependency to flow rate to verify our numerical
simulation model predictions for varying deformed cell length (Fig. 6.12†). Larger flow rates
implies larger forces acting on the cell thus more deformation is anticipated. As expected, all
parameters followed the predicted tendencies for both control and cytochalasin treated HL-60
cells (Fig. 6.15†). In particular, increasing flow rates lead to increasing values of FW and
FT while values of RT and Area are relatively constant. Thus, larger flow rates exert larger
fluidic forces on the cells which in turn yield larger deformation in the flowing direction.
Interestingly, at a flow of 5 µl/min (particle velocity Up = 0.06 m/s), both cell populations
report signals yielding a ratio time value > 1, similar to the curve presented in Fig. 6.3c. This
indicates a nucleus positioned at the leading side of the cell rather than at the trailing side.
At a flow of 10 µl/min (Up = 0.13 m/s), the ratio time is very close to or slightly larger than
1, indicating near-symmetric RI distribution and a centered nucleus. For flows > 15 µl/min
(Up > 0.19 m/s), ratio time values are < 1 indicating a nucleus positioned at the trailing
side of the cell. These results suggest a transition between 5 and 15 µl/min for the nucleus
to be placed at the leading or trailing side of the cell. The derivation methods for particle
velocities, their related Reynolds number at each flow rate and a potential explanation for
this transition based on particle Reynolds number can be found in ESI.†
Subsequently to this ratio time transition, parameters according discrimination for these
cellular populations are not the same at all flows. At flows of 5 and 10 µl/min, the larger
rising time values of cytochalasin B treated cells can be used to discriminate them from
the control (1D OLR of 0.90 and 0.92 respectively, Fig. 6.15d†). Conversely to the analysis
presented at 15 µl/min in the previous section, the larger FW of treated cells is now due to the
larger RT since the FT is similar at each of these flow rates. This explains the larger ratio time
value of treated cells. Again our numerical simulation model predicts that more deformed
cells yield larger ratio time values when the nucleus is similarly positioned towards the leading
side. Indeed, at this flow rate, cytochalasin B treated cells have ratio time values larger than
1, indicating a nucleus positioned at the leading side of the cell. At 15 µl/min, the FT of
cytochalasin B treated cells is larger leading to a lower ratio time, as previously shown in Fig.
6.5. At a flow of 20 µl/min, no parameters allow for discrimination of cell populations. In
particular, the FW of both cell populations is similar (Fig. 6.15b†). This suggest that forces
acting on the cells reached the actin cytoskeleton limit to influence significantly the deformed
shape of the cells. Thus, in the cytochalasin B treated HL-60 cells case, there exist a limit for
cell deformation after which increasing the flow rate does not promote discrimination based
on whole-cell deformability. For the largest flow of 30 µl/min, cytochalasin B treated cells
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teared apart, blocked the microchannel and greatly affected data acquisition. Measured cells
are suspected to be considerably damaged, as suggests the significantly lower Area parameter
value (Fig. 6.15c†) and should not be considered for discrimination purposes in this case.
Cell tearing is suspected to come from strong elongation forces induced by contraction regions
prior to the beginning of the straight channel which can be engineered to be more gentle. In
contrast, control cells did not tear, probably due to their actin cytoskeleton protection, and
reported a measurement rate of 5000 cells per second.
6.5.4 Differentiated cells model
Once the whole-cell deformability discrimination capability of our RIC device was confirmed,
we desired to test whether it could readily separate cells known to be undiscriminated by
flow cytometry. This is usually the case for granulocytes, namely basophils, neutrophils
and eosinophils. Thus, HL-60 cells maintained in baseline conditions and differentiated into
neutrophils and basophils were analyzed by flow cytometry and RIC. Fig. 6.6 reports the
flow cytometry measurements of these three cell populations. The superimposed dot plot in
Fig. 6.6a shows that neutrophils, basophils and baseline conditions are strongly overlapping
and thus no discrimination occurs (2D OLR neutrophils-basophils=1, neutrophils-baseline=1
and basophils-baseline=1). FSC-A and FSC-A histograms reported in Fig. 6.6b and 6.6c
respectively show that even if neutrophils are slightly smaller in size (FSC-A) and have less
granularity (FSC-A) they cannot be distinguished. Also, basophils show a slightly larger FSC-
A value but still strongly overlap with the baseline conditions and their FSC-A histograms
almost completely overlap.
a) b) c)
Figure 6.6 (a) Flow cytometry FSC-A and SSC-A dot plot superimposition of HL-60 cells
maintained in baseline conditions and differentiated into neutrophils and basophils. (b)
FSC-A histograms and (c) SSC-A histograms of subsets. 2D OLR for any combination of
two myeloid cell populations is 1. One representative of at least three experiments.
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In contrary, RIC measurements grants simultaneous discrimination of all three cell popula-
tions. Fig. 6.7 reports the density-colored dot plots of the RIC measurements for the three
cell populations in function of the ratio Max/FW and rising time. Neutrophil-differentiating
conditions are reported in Fig. 6.7a, basophil-differentiating conditions in Fig. 6.7b, baseline
culture conditions in Fig. 6.7c and the combination of all three conditions in Fig. 6.7d. The
parameters for each axis of the dot plot were chosen so that the three populations are simul-
taneously visually separated when combined without major correlation. Computed OLR in
those axes for all combination of myeloid cell populations do not yield values smaller than 1
in all cases (2D OLR neutrophils-basophils=0.91, neutrophils-baseline=0.89 and basophils-
a) b) c)
d)
Figure 6.7 RIC ratio Max/FW and rising time density-colored dot plot at a flow rate of 15
µl/min for (a) HL-60 differentiated into neutrophils, (b) HL-60 differentiated into basophils,
(c) HL-60 baseline conditions and (d) combination. One representative of at least three
experiments.
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baseline=1). The ratio Max/FW might provide good visual separation in the dot plot but it
does not provide good separation alone. However, OLR computed in 3D using the FW, RT
and FT are all below 1 (3D OLR neutrophils-basophils=0.41, neutrophils-baseline=0.82 and
basophils-baseline=0.66). Thus, using the right combination of parameters, cell populations
can be easily discriminated. One-dimensional OLR values of all combinations of myeloid cells
discrimination can be found in Table 6.11.† The average time window necessary to measure
a single cell at the imposed flow rate of 15 µl/min (Up = 0.22 m/s) is 2× 10−4 s, yielding a
measurement rate of 5000 cells per second.
To fully characterize these myeloid cells, in depth analysis of each calculated curve parameter
is necessary. Fig. 6.8 reports the RIC parameters histograms for all three cell populations.
The Max histogram in Fig. 6.8a reveals that neutrophils have a significant smaller value
a) b) c)
d) e) f)
Figure 6.8 Histograms of HL-60 cells maintained in baseline conditions (total cells: 48 154)
and differentiated into neutrophils (total cells: 66 589) and basophils (total cells: 48 200) at
a flow rate of 15 µl/min for (a) maximum, (b) full width, (c) Area, (d) ratio time, (e) rising
time and (f) falling time.
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than basophils and baseline conditions cells. This result was expected since these cells re-
ported a smaller size with flow cytometry as well as a smaller Max value in our previous work
[195]. It also explains the smaller FW and Area values in Fig. 6.8b and Fig. 6.8c respec-
tively. Moreover, basophils and baseline conditions cells show strongly overlapping Max and
Area histograms, corresponding to the same largest measured RI and effective RI volume
respectively. In contrast, the FW histogram in Fig. 6.8b shows a smaller mean value for the
basophils compared to the baseline, corresponding to less deformed cells in the flowing di-
rection (x-axis). Interestingly, the ratio time histograms of basophils and baseline conditions
cells completely overlap in Fig. 6.8d. Based on our numerical simulation model, the similar
Max and ratio time values indicate a similar nucleus relative position at the trailing side.
However for basophils, FW, RT and FT, Fig. 6.8b, Fig. 6.8e and 6.8f respectively, have all
decreased such that the ratio time is similar to the baseline. Thus, in this case only the FW
parameter can discriminate basophils from baseline cells based on whole-cell deformability.
This effect cannot be explained by our numerical simulation model. Basophils are much
more structurally complex than our simple ellipsoids model since they typically have a multi-
lobed nucleus and large cytoplasmic granules. These unconsidered entities clearly impact
the calculated parameters in ways not yet included in our numerical simulation model. Still,
the presented RIC method encloses rich information on cells RI and whole-cell deformabil-
ity which allows enhanced and clear discrimination of HL-60 derived myeloid cells at high
measurement rate.
6.6 Conclusion
In conclusion, we reported a new method to extract whole-cell deformability of single cells
through Refractive Index Cytometry. We have developed a simple 3D ellipsoid numerical
simulation model to help understand how the cells behavior in our device impact the mea-
sured parameters. We have demonstrated that our on-chip RIC can simultaneously probe
the cells RI, effective volume and whole-cell deformability. Furthermore, one particular pa-
rameter, the ratio time, reflects the relative position of the nucleus inside the cell. Using
these parameters, we have showed that HL-60 cells treated with cytochalasin B reported
larger whole-cell deformability compared to the control population. Additionally, HL-60
maintained in baseline conditions and differentiated into neutrophils and basophils cells were
all clearly discriminated.
The small foot-print and high measurement rate of approximately 5000 cells per second makes
this device an ideal candidate for integration in existing flow cytometers. Integration and
packaging of the device would reduce the cost and time of design and microfabrication as well
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as preclude the need for off-line analysis and thus deliver near real-time throughput. The
complementary parameters proposed by our RIC device could potentially benefit research
and clinic areas such as rare cell detection, identification of cancerous or precancerous cells,
T-cell phenotyping, HIV/AIDS infection research, stem cells research, identification of RBC
pathologies, drug treatment analysis to assess efficiency and toxicity or cell cycle analysis.
Author contributions
A. Leblanc-Hotte conceptualization, formal analysis, lead investigation, methodology, soft-
ware visualization, writing - original draft. N. Sen Nkwe supporting investigation. G. Chabot-
Roy supporting investigation. E. B. Affar supporting resources, supporting supervision and
writing - review & editing. S. Lesage conceptualization, equal funding acquisition, supporting
resources, supporting supervision and writing - review & editing. J.-S. Delisle conceptual-
ization, equal funding acquisition, supporting resources, equal lead supervision and writing
- review & editing. Y.-A. Peter conceptualization, equal funding acquisition, lead resources,
equal lead supervision and writing - review & editing.
Conflicts of interest
There are no conflicts of interest to declare.
Acknowledgments
The authors wish to thank the Molecular Biology, nucleic acid and animal study group at
Polytechnique Montreal for their support on the immunostaining of HL-60 cells, the staff
at Polytechnique Montreal’s Laboratory of Microfabrication for technical support with mi-
crofabrication processes and Mikhail Sergeev, Ph.D., at the Bioimaging Core Facility of the
Maisonneuve-Rosemont Hospital (University of Montreal) for resources and technical sup-
port with confocal fluorescence imaging and brightfield microscopy. This work is supported
in part by the Natural Sciences and Engineering Research Council of Canada (NSERC) [grant
number PGSD3-445848-2014], the Fonds de recherche du Québec – Nature et technologies
(FRQNT) [grant numbers Equipe 173638, 255414 and RQMP 187779]. S. Lesage and J.-S.
Delisle hold respectively a Senior and Junior II career award from the Fonds de recherche du
Québec – Santé (FRQS).
97
6.7 Published electronic supplementary information



























Figure 6.9 Examples of numerically simulated RI variation curve for different relative posi-
tions of the nucleus.
The measured optical power curve showed in Fig. 6.3 of the manuscript are in good agreement
with this effective RI numerical simulation over time. Indeed, output curve are predominantly
shaped by the resonance peak shift dynamics, which is itself dictated by the effective RI
variation in time.
The mismatch between the simulated RI variation curve and the measured losses vs time can
be justified by the lack of light-matter interaction phenomenon considered by the numerical
model. Indeed, the simulation algorithm does not take into account the absorption, diffraction
or lens effect of the different parts of the cell. Also, the slope of the resonance peak in the
spectrum is not linear and thus will also mold the measured losses curve. Still, this RI
variation numerical model gives a good understanding of how the deformation of the cell and
the relative position of the nucleus affect the measured curve.
6.7.2 Inertial focusing length and cells spread










































5 0.47 0.048 2.7 27.9
10 0.21 0.026 2.6 27.2
15 0.14 0.018 2.5 26.8
20 0.1 0.014 2.5 26.5







15 0.11 0.015 1.2 12.5
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Figure 6.11 Computed parameter values from simulated curve when varying the relative
nucleus position for (a) max, (b) full width (FW), (c) Area, (d) rising time (RT), (e) falling
time (FT) and (f) ratio time. Red dashed lines indicates a centered nucleus position. Each
steps are 25% offset except for the two points closest to the centered position which are
±10%.
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Figure 6.12 Computed parameter values from simulated curve when varying the deformed
cell length in the x-axis for (a) max, (b) full width (FW), (c) Area, (d) rising time (RT), (e)
falling time (FT) and (f) ratio time. Deformed cell length is dxcell/2Rcell where dxcell is the
diameter of the cell ellipsoid in the x-axis. A fixed 10% contraction deformation was imposed
on the cell membrane ellipsoid in the y-axis. The nucleus radius was matched to the one of
the cell in the y-axis by a 0.9% contraction deformation. For each step of 2.5% deformation,
both the cell and the nucleus ellipsoids were deformed in the x-axis. The nucleus relative





Figure 6.13 Confocal fluorescence microscopy images of cytospun immunostained control and
cytochalasin B treated HL-60 cells. F-actin is stained with Alexa Fluor 488 phalloidin (green)
and nuclei is stained with DAPI (blue). Top view of the fluorescence composite for (a) HL-
60 cells control and (b) cytochalasin B treated HL-60 cells. Treated cells present clumps of
phalloidine fluorescence associated to grouped broken-down actin filaments, responsible for
the larger whole-cell deformability. Scale bars are 20 µm.
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Figure 6.14 Flow cytometry measurements of control and cytochalasin B treated HL-60 cells.
(a) Flow cytometry FSC-A and SSC-A dot plot superimposition (2D OLR=1). (b) FSC-A
histogram (1D OLR=1) and (c) SSC-A histogram (1D OLR=1) of subsets. One representa-
tive of at least two experiments.
6.7.7 Measured curve parameters dependencies to flow rate
Larger flow rates implies larger forces acting on the cell thus more deformation is anticipated
along the flowing direction. All parameters follow the predicted tendencies for both control
and cytochalasin treated HL-60 cells (Fig. 6.12). Expectedly, FW values increase with
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Figure 6.15 Measured curve parameters dependencies to flow rate for (a) max, (b) full width
(FW) normalized by velocity, (c) Area normalized by velocity, (d) rising time (RT) normalized
by velocity, (e) falling time (FT) normalized by velocity and (f) ratio time. Each error bar is
± one standard deviation derived from the normal distribution fitted over the corresponding
parameter at a particular flow rate for a specific cell type. Parameters with time dependence,
FW, Area, RT and FT were multiplied by the particle velocity to represent values in terms
of length rather then time. The total mode field diameter (MFD) of the fiber, or a fraction
for RT and FT, was subsequently subtracted. Total number of cells and subset at each flow
rate for control and Cytochalasin B treated HL-60 cells are reported in Tab. 6.4.
increasing flow rates whereas Max values decrease and normalized Area values stay constant
as shown in Fig. 6.15b, 6.15a and 6.15c respectively. Since the total effective RI volume
(Area) stays constant the volume ratio of the cell to the cavity is smaller and thus yields
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smaller measured maximal RI variation (Max). Variation of ratio time in function of flow
rates reported in Fig. 6.15f shows decreasing values with increasing flow, rising time, Fig.
6.15d, shows relatively constant values whereas falling time, Fig. 6.15e, shows increasing
values.
Interestingly, at a flow of 5 µl/min (particle velocity Up = 0.06 m/s), both cell populations
report signals yielding a ratio time value > 1. This indicates that the nucleus is positioned at
the leading side of the cell rather than at the trailing side. At a flow of 10 µl/min (Up = 0.13
m/s), the ratio time is very close to or slightly larger than 1, indicating near-symmetric RI
distribution and a centered nucleus. For flows > 15 µl/min (Up > 0.19 m/s), ratio time
values are < 1 indicating a nucleus positioned at the trailing side of the cell. These results
suggest a transition between 5 and 15 µl/min for the nucleus to be placed at the leading or
trailing side of the cell.
These flows coincide to particle Reynolds number Rep = Re(2Rcell/Dh)2 of 0.9 and 2.75
respectively, where Re is the channel Reynolds number and Dh is the hydraulic diameter of
the channel. At Rep = 1, namely the transition point between stokes and turbulent drag,
the flow rate is 5.5 µl/min (Up = 0.07 m/s). The transition of the particle Reynolds number
from smaller to larger than 1 might be related to the ratio time transition, thus the relative
position of the nucleus from trailing to leading. Indeed, a turbulent drag near the cell might
promote the deformation of the membrane towards the leading side. Further investigation is
required to confirm this theory.
Table 6.4 Total number of cells and subset at each flow rate for control and Cytochalasin B
treated HL-60 cells.
Control Cytochalasin B
Total Subset Total Subset
Q=5 µl/min 48 057 80.0% 45 835 75.4%
Q=10 µl/min 47 879 85.8% 36 518 54.9%
Q=15 µl/min 47 536 65.2% 50 759 62.8%
Q=20 µl/min 46 780 85.7% 51 081 46.6%
Q=30 µl/min 10 188 68.0% 49 864 85.7%
6.7.8 Derivation of particle velocities
The average particle velocity Up is set to a fraction of the average fluid velocity in the










γ = Dcell +MFD
FW × Uf
= (Dcell +MFD) (W ×H)
FW ×Q
where Q is the flow rate, W and H are the channel width and height respectively, Dcell =
12 µm is the cell diameter, MFD = 10.4 µm is the mode field diameter of the SMF-28
optical fiber and FW is the average measured full width (FW) at the specific flow Q. This
equation is valid for undeformed cells, at flows of 5 and 10 µl/min where the Ratio Time
value is ≥ 1. At Q=5 µl/min in a W = 40 µm by H = 15 µm channel, FW = 3.37 × 10−4
and yields a factor γ = 0.48 whereas at Q=10 µl/min, FW = 1.95× 10−4 and yields a factor
γ = 0.41. Thus, the γ factor was set to an average of 0.45.
The theoretical derivation of the factor γ yields an equivalent value. Comparing the two



















γ = 1− Dcell
Dh
where Dh = 2WH/(W +H) is the hydraulic diameter and ρ and µ are the fluid density and
viscosity respectively. For the considered channel dimensions and cell diameter, γ = 0.45.
Average fluid velocities, particle velocities, Re and Rep calculated in a W = 40 µm by
H = 15 µm channel at the different imposed flow rates using this factor are reported in Tab.
6.5. The same quantities in a W = 30 µm by H = 15 µm channel at a flow rate of 15 µl/min
using γ = 0.40 are reported in Tab. 6.6.
Table 6.5 Calculated average fluid and particle velocities, Re and Rep at the different imposed
flow rates for W = 40 µm, H = 15 µm and Dcell = 12 µm using γ = 0.45.
Flow rate Q (µl/min) 5 10 15 20 30
Fluid velocity Uf (m/s) 0.14 0.28 0.42 0.56 0.83
Reynolds number (Re) 3 6 9 12 18
Particle velocity Up (m/s) 0.0625 0.125 0.1875 0.25 0.375
Particle Reynolds number (Rep) 0.9 1.8 2.75 3.7 5.5
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Table 6.6 Calculated average fluid and particle velocities, Re and Rep at a flow rate of 15
µl/min for W = 30 µm, H = 15 µm and Dcell = 12 µm using γ = 0.40.
Flow rate Q (µl/min) 15
Fluid velocity Uf (m/s) 0.56
Reynolds number (Re) 11
Particle velocity Up (m/s) 0.22
Particle Reynolds number (Rep) 4.0
6.7.9 Coefficients of variation of flow cytometry and RIC measurements
Table 6.7 Calculated coefficients of variation of FSC-A and SSC-A measurements for control
and Cytochalasin B treated HL-60 cells.
FSC-A SSC-A
Control 22.6% 34.7%
Cytochalasin B 21.8% 33.8%
Table 6.8 Calculated coefficients of variation of Max, FW, Area, RT, FT and Ratio Time
measurements for control and Cytochalasin B treated HL-60 cells at all flow rates.
Flow rate Q Max FW Area RT FT Ratio Time
(µl/min)
Control 5 10.6% 7.5% 17.5% 9.8% 13.6% 14.8%
10 7.9% 6.8% 16.1% 7.6% 8.3% 8.0%
15 7.5% 5.4% 15.6% 5.6% 6.8% 6.4%
20 7.8% 3.8% 14.6% 5.8% 3.8% 5.5%
30 9.6% 4.2% 14.0% 7.1% 5.4% 9.7%
Cytochalasin B 5 4.9% 6.6% 12.6% 7.7% 9.5% 9.6%
10 8.2% 3.6% 13.9% 4.0% 5.4% 6.1%
15 14.0% 5.4% 22.3% 6.0% 5.5% 3.6%
20 18.9% 4.0% 22.7% 4.3% 4.6% 4.2%
30 22.1% 6.2% 29.1% 10.3% 7.0% 11.5%
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Table 6.9 Calculated coefficients of variation of FSC-A and SSC-A measurements for neu-





Table 6.10 Calculated coefficients of variation of Max, FW, Area, RT, FT and Ratio Time
measurements for neutrophils, basophils and baseline conditions at a flow rate of 15 µl/min.
Max FW Area RT FT Ratio Time
Neutrophils 9.2% 5.7% 12.8% 7.6% 5.0% 5.1%
Basophils 9.4% 4.0% 13.3% 4.5% 4.1% 2.5%
Baseline 11.8% 8.4% 16.8% 8.6% 8.4% 3.2%
6.7.10 OLR of myeloid cells populations
Table 6.11 Calculated 1D OLR values of all combinations of myeloid cells for discrimination.
Neutrophils vs Neutrophils vs Basophils vs
Basophils Baseline Baseline
Max 1 1 1
Full width (FW) 1 0.91 1
Area 1 0.90 1
Rising time (RT) 0.98 0.83 1
Falling time (FT) 1 1 0.998
Ratio time 1 1 1
1D OLR are not smaller than 1 in all cases. However, using the right combination of pa-
rameters, cell populations can be easily discriminated. Indeed, OLR computed in 3D using
the FW, RT and FT are all below 1 (3D OLR neutrophils-basophils=0.41, neutrophils-
baseline=0.82 and basophils-baseline=0.66).
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CHAPTER 7 GENERAL DISCUSSION – LIMITATIONS AND
POSSIBILITIES OF ON-CHIP REFRACTIVE INDEX CYTOMETRY
This chapter discuss elements excluded from the published articles presented in Chapters 4 –
6 but which are relevant to this thesis. These elements are: device performance, integration
into flow cytometry and biological applications. Device performance is further divided to
comment specifically on the polarization of propagating modes, the deformation profile of
cells in microchannels and the smallest detectable particle.
7.1 Device performance
7.1.1 TE and TM propagating modes
Fundamental TE and TM modes propagating in the fabricated SOI rib waveguides have
different properties, as suggested in Chapter 5. The difference in modal indices ∆n ∼ 5 ×
10−5 (nT M < nT E), attenuation coefficients ∆α ∼ 0.25 dB/cm (αT M < αT E) and mode
sizes (sizeT M < sizeT E) can explain the two resonances observed in a close spectral range,
(see Fig. 5.3a). While the device reports enhanced discrimination abilities, the performance
might be further improved if a single polarization propagates.
To eliminate or dramatically extinguish one of the fundamental polarized modes, two solu-
tions are discussed. The first one consist of a polarized filter prior to input in the rib and the
second one to integrate an on-chip filter prior to the Fabry-Pérot cavity. Adding a polarized
filter does not require design and fabrication of another generation of devices. To excite only
the TE or TM mode, the s- or p-polarized input light, respectively, must be perfectly aligned
to the incident plane. However, slight imperfections of the incident plane or the rib bound-
aries can alter the polarization at input or along propagation and thus excite both modes.
Hence, this solution should prove laborious to implement due to imperfections inherent to
the microfabrication process.
Integrating an on-chip filter could selectively extinct the TE or TM mode along propaga-
tion. The horizontally polarized TE fundamental mode (HE00) usually extend more over the
sidewalls of the waveguide whereas the vertically polarized TM fundamental mode (EH00)
extend more over the top and bottom of the waveguide. Long-period Bragg gratings defined
on the sidewalls of silicon waveguides have been shown to yield extinction ratio of the TE
mode around 30 dB [199]. Similarly, periodically etched low profile holes on top of silicon
waveguides have been shown to yield extinction ratio of the TM mode around 25 dB [199].
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Other techniques use a secondary metallic waveguide on top of the primary silicon waveg-
uide to extinguish the TM mode [200, 201]. However, all of these integrated filters were
only investigated on top of very small (∼ 200 nm × 500 nm), highly confined and single-
mode rectangular waveguides. The rib waveguides presented in this thesis have very large
cross-sections thus their fundamental TE and TM modes do not extend as much across the
boundaries. This might greatly limit the efficiency of these on-chip filter. As such, geometri-
cal variations of rib waveguides could instead excite higher order modes or produce extinction
ratios dependent on the wavelength. Clearly, in depth modal propagation analysis is required
before integrating such on-chip polarization filters in large cross-section SOI rib waveguides.
7.1.2 Cellular deformation profile
Cells and elastic capsules in a rectangular or cylindrical channel deform into a bullet-like
shape if the particles size is comparable to the dimensions of the channel (a/H >∼ 0.8).
This has been shown by numerous simulations and experimental results as previously stated
in Chapter 6. However, this bullet-like deformation profile yields a circularity usually close
to the one of an undeformed cell. This has raised interrogations regarding the reported
elongation along the flowing direction in the latest published article (Chapter 6). If a cell
in a microfluidic channel adopts a bullet-like deformed profile, how can a cell having its
cytoskeleton modified report such a larger deformed length compared to the control.
First, circularity usually reports smaller relative deformation values compared to the de-






where A and P are the area and perimeter of a cell, respectively, on a recorded image.
Consider a cell adopting an elliptic shape with a major axis extended by 10% from its spherical
area-equivalent. This extension is similar to some measurements reported in Chapter 6. The
circularity is approximately 0.99, corresponding to a relative deformation of 1%, whereas the
relative FW deformation is 10%. Thus, although the circularity of this elliptic cell is close to
the one of an undeformed cell, the relative deformed length value is much larger.
Then, cells treated to have a weaker cytoskeleton using cytochalasin B deform more than the
control cells, as reported in Fig. 6.5. Likewise, a recently published article reported smaller
circularity values of HL-60 cells after cytoskeleton modification using cytochalasin D [202].
Favorably to the argument above, the slight variation of circularity between populations,
although proven to be statistically significant, does not allow for discrimination based on an
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OLR coefficient.
On a related note, recent simulations in rectangular channels of aspect ratio W/H = 2, such
as the ones presented in this thesis, have shown distinct deformation profiles compared to
axisymmetric channels [203]. While the bullet-like profile was preserved in the more confined
channel dimension, the profile in the other dimensions depended on the simulated surface ten-
sion behavior. Membranes having variable surface tension showed ellipsoids extended along
the width whereas membranes having constant surface tension showed ellipsoids extended
along the flowing direction. Importantly, their findings suggest that experimentally observed
deformation profiles of RBCs are due to the inner cytoskeleton rather than to the outer lipid
bilayer. Thus, it is reasonable to suppose this will also be the case for WBC such as HL-60
cells.
7.1.3 Small particle detection
A fundamental interrogation on the performance of the presented RIC device concerns the
smallest particle which can be detected. As extensively detailed, the presented biosensor
detects a relative variation in optical length inside its Fabry-Pérot cavity. Thus, intuitively,
a smaller cavity length should detect smaller particles. However, it was shown in Chapter 3
that sensitivities depend on the cavity length. Indeed, for spectral measurements (based on
the position of the resonance), smaller cavities have resonance modes which extend more into
the DBRs thus yield smaller sensitivities and larger LOD. For power measurements (based on
the transmitted power at a fixed wavelength), smaller cavities have larger FWHM, less steep
slopes thus also yield smaller sensitivities and larger LOD. Furthermore, power measurements
sensitivities also depend on the spectral position of the interrogating wavelength on the slope
(see Fig. 3.5b).
To understand the effect of cavity length on LODs of both spectral and power measurement
setups, simulations were carried out. First, transfer matrices were used to simulate the spectra
of Fabry-Pérot cavities having integers ranging from mcav = 2 to mcav = 50, corresponding
to cavity lengths ranging from lcav = 1.2 µm to lcav = 30.0 µm (mair = 5, mSi = 17,
ncav = nH2O and λ0 = 1600 nm). Then, the spectral sensitivity of each cavity was computed
by identifying the resonance positions when varying the RI. The power sensitivity of each
cavity was computed by recording the transmitted power when varying the RI. For spectral
measurements, sensitivities are linear with the RI variation, as previously shown in Fig. 5.3c.
Contrarily, for power measurements, the sensitivities are optimized for a precise RI variation
or for the purpose of this study, a position on the resonance slope, as previously shown in
Fig. 3.5b. Subsequent calculations are realized using an interrogation wavelength set to
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the optimized sensitivity, which is different for each cavity. Finally, LOD of each cavity
was calculated considering an accuracy of 3σ = 0.015 nm and 3σ = 0.1 dB for spectral
and power measurements respectively. Figure 7.1a shows the LOD in function of the cavity
length lcav for the spectral and power setups. As expected, in both cases, longer cavities are
associated to larger sensitivities thus smaller LODs. Also, as previously described in Chapter
3, spectral measurements show smaller LODs for all cavity lengths. For very small cavities,
the difference in LODs can be as much as one order of magnitude. However, the difference
quickly decreases and reach a stable value around 3× 10−5 RIU for longer cavities.

















































Figure 7.1 Spectral and power measurements comparison in function of the cavity length
lcav based on (a) the LOD and (b) the smallest detectable particle diameter having an RI of
ncyt = 1.447.
To understand the effect of cavity length on the minimum detectable particle size for both
spectral and power measurement setups, results from the previous simulations were assigned
in a second set of simulations. First, using the predictive RI curve simulation model presented
in Chapter 6, the maximal RI variations induced by particles having a diameter ranging
from 200 nm to 800 nm in cavity lengths ranging from lcav = 1.2 µm to lcav = 30.0 µm was
computed. The particles RI was set to ncyt = 1.447 to mimic typical vesicles of cytoplasmic
contents. Then, the particle diameter for which the maximal RI variation matched the
previously computed LOD in function of the cavity length was recorded. Figure 7.1b shows
the minimum particle diameter detectable for spectral and power measurements. Again, as
expected, the minimum detectable particle sizes for spectral measurements are smaller than
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the ones for power measurements for all cavity lengths. Moreover, since the LOD curve of
the spectral setup is relatively constant, the smallest detectable particle size increases with
the cavity length. Indeed, the particle size must be larger to induce the same RI variation
(LOD) in a longer cavity. Interestingly, for the power setup, it seems that the LOD curve
and particle RI variation in function of the cavity length balance each other to yield a more
constant minimum particle size. However, the LOD curve of the power setup reaches a
constant value for cavities longer than 30 µm and thus, similarly to spectral measurements,
the smallest detectable particle size will only increase for longer cavities.
To answer the original interrogation, two possibilities are considered. For flowing particles,
the time spent in the cavity is to short to be spectrally measured, thus power measurements
are required. In this case, it is safe to claim that the minimum detectable particle size is
between 600 nm to 700 nm. If particles can be trapped in the resonant cavity enough time
to complete a spectral measurement, then the minimum detectable size is between 300 nm to
500 nm. Importantly, particle sizes speculated here are for detection only and may not allow
discrimination based on physical properties. Indeed, in these configurations, both setups are
working at their detection limit. Also, particles having smaller RI would need to have larger
diameters to be detected.
7.2 Towards integration in flow cytometry
The proposed RIC device is a serious candidate for integration in existing flow cytometers due
to its high measurement rate and complementary physical parameters. Integration of supple-
mentary optical, fluidic and electronic components should not cause major problems. Indeed
monochromatic NIR lasers, detectors and optical fibers are all compact equipment available
at reasonable prices. Also, fluidic pumps and electronic hardware are already provided by
flow cytometry manufacturers. However, the device integration into a flow cytometer mea-
surement cell will require further design and testing to ensure compatibility of both systems.
In the scope of preliminary integration, compatibility issues are grouped into three categories:
cellular viability, fluidic operation and measurements association.
Naturally, the RIC device should ideally not impact cellular viability or at least have less
repercussion than labeling procedures using fluorescent antibody complexes. This is espe-
cially important for deformability characterization which applies fluidic forces that can be
destructive, as experienced at larger flows. As mentioned in Chapter 6, “Cell tearing is
suspected to come from strong elongation forces induced by contraction regions prior to the
beginning of the straight channel which can be engineered to be more gentle”. A simple so-
lution consist of modifying the curve profile of the contraction region to generate a smaller
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and constant elongation force. This is achieved for contraction curves having hyperbolic
profiles, as extensively studied in ref. [204, 205]. Otherwise, cells can be considered to be
healthy after being processed through the RIC device as no chemical treatment is employed.
A colorimetric test should confirm cells viability post-processing.
The next issue involves the difference in fluidic operation between flow cytometry and the RIC
device. In flow cytometry, cells are hydrodynamically focused using of sheath fluids whereas
in the RIC device cells are inertially focused. The large amount of sheath fluids required in
flow cytometry greatly dilutes the cell solution. Thus RIC measurements should be performed
prior to sheath focusing to maintain its high measurement rate. Also, microfluidic design
of the RIC device should be adjusted to fit the driving pressure in flow cytometry. Briefly,
measurement rate in flow cytometry can be as high as 35 000 cells/s whereas in RIC it is
around 5 000 cells/s. Thus, cell velocity is approximately 7 times faster. Additionally, flow
cytometry tubes are at least one order of magnitude larger than the device microchannels.
Jointly, this implies a flow rate larger by at least three orders of magnitudes. Fortunately,
the hydrodynamic resistance Rh of the flow cytometry system is much smaller than the
one the RIC device due to the strong dependence on the hydraulic diameter. Thus for
constant driving pressure ∆P , a larger hydrodynamic resistance yields a smaller flow rate Q
as described in the equation below:




To achieve a smaller flow rate in the RIC device, carefully designed microfluidic channels
could be added prior to the sensing resonant cavity. Contrarily, to achieve a larger flow rate,
if the driving pressure is not large enough, a secondary pressure pump could be added before
the device to push fluid or after the device to pull fluid.
The above proposed solutions imply that RIC measurements are realized either in parallel or
prior to the ones of flow cytometry. A parallel configuration provides precious information
but is similar to processing the cells in separate systems: data cannot be correlated to
each single cell. A markedly more powerful method is to associate both the RIC and flow
cytometry measurements to each single cell, providing unprecedented cellular information.
In a serial configuration, this would require precise timing, control and stability over the cells
dynamics. Fortunately, the proposed microfluidic system allows for such a control. However,
the hydrodynamic sheath focusing employed in flow cytometry might not preserve the cells
order. A straightforward solution is to maintain the RIC inertial focusing further along the
measurement line thus eliminating the need for sheaths. Such a configuration would allow to
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precisely determine cells positions at any time, knowing their velocity, and thus enable RIC
and flow cytometry measurements correlation.
The ultimate configuration is to perform both measurements simultaneously on each single
cell. However, this configuration is the most challenging to integrate. Indeed, the RIC
device is built in silicon which is not transparent in the visible spectrum. Even if the top
and bottom layers would be made out of glass, flow cytometry SSC and fluorescent signals
are collected perpendicularly to the main beam direction. Separate glass waveguides could
be integrated on-chip but most of these already weak perpendicular signals would be lost.
This configuration calls for ingenious design and is not recommended for a first attempt of
integration into flow cytometry systems.
7.3 Biological applications
In this thesis, investigated biological applications only targeted differentiated myelocytes or
modified cytoskeleton cells. Although these biological models demonstrated the applicability
of our RIC device, the proposed complementary cellular parameters are of interest in other
research fields. The brief list below enumerates some contemporary and relevant biological
applications accompanied by short descriptions of their problematic. In these potential cellu-
lar applications, RI and deformability are believed to be specific label-free measurands from
which current methods could benefit.
Cancer diagnostic accuracy
Some cancer cannot always be accurately diagnosed, even when using multiple tools.
This is the case for thyroid carcinoma. Follicular cells of the thyroid gland identified
as suspicious of a neoplasm by cytological examination prove to be malignant in only
15 to 30 % of the cases [206]. However, following this diagnostic a thyroidectomy is
generally recommended. Patients who undergo this surgery, which includes risks, are
medicated for the rest of their lives.
Precancerous cell detection
Early detection of cancer could limit the damages engendered by this pathology. Can-
cers which are commonly asymptomatic at early stages include oral, gastric, cervical
and colorectal [207–210]. Additionally, some cancer must be diagnosed at early stages
to be operable. This is the case for pancreatic cancer where 80 to 85 % of patients
cannot be surgically treated at the time of diagnostic [211].
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Chemotherapy efficiency
Contemporary chemotherapy drugs such as docetaxel and paclitaxel prevent cellular
mitosis by stabilizing microtubules, a cytoskeleton component. These plant-derived
drugs are used to treat ovarian, breast, lung, cervical, prostate and pancreatic cancers
among others. The efficiency of similar chemotherapy drugs under development could
be monitored through whole-cell deformability.
T lymphocytes phenotyping
Discrimination of T lymphocytes sub-populations is an active research field. Under-
standing their functions and roles has implications in cell-based treatments for numer-
ous pathologies such as cancer, HIV/AIDS, primary immune deficiencies and autoim-
mune diseases. Currently, T lymphocyte phenotyping is realized by complex fluorescent
labelling which identifies specific surface proteins: cluster of differentiation (CD). This
method carries serious challenges and issues as discussed in Chapter 1.
T lymphocytes therapy
Remarkable interest is directed towards T lymphocytes therapy to treat cancer, trans-
plantation rejection and autoimmunity. In fact, the 2018 Nobel Prize in Physiology
or Medicine was attributed to James P. Allison and Tasuku Honjo for their discovery
of cancer therapy by inhibition of negative immune regulation. Eminent researches
also revealed that specific phenotypes of donor T lymphocytes have the potential to
cure hematological malignancies in hosts without triggering widespread alloreactivity
[212, 213]. The culture, isolation and control in vitro of these specific T lymphocytes
may benefit from the proposed complementary physical parameters measurement.
Dendritic cells discrimination
Dendritic cells process antigens and then stimulates T lymphocytes to trigger an im-
mune response. However, myeloid and lymphoid dendritic cells discrimination from
monocytes and plasma cells, respectively, requires fluorescent labelling. Moreover,
there is a lack of knowledge concerning their functions and interactions. RIC holds
great potential to discriminate these dendritic cells and may provide further insight on
their biomechanical characteristics.
WBC pathology
Many health conditions can be indirectly identified by a quantitative leukocytes analy-
sis, i.e. the counts of neutrophils, lymphocytes, monocytes, eosinophils and basophils,
as mentioned in Chapter 1. Nonetheless, a qualitative analysis can reveal disorders
related to leukocytes functions. For instance, some pathologies can affect neutrophils
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ability to kill other cells, adhere to the endothelium, migrate using chemotaxis, perform
phagocytis or to release their granules content [214]. These pathologies cannot be iden-
tified using flow cytometry and require more invasive or complex tests. However, RI
and deformability characterization could help identify some of these WBC pathologies.
Cell cycle analysis
Cell cycle analysis is routinely performed based on their labelled DNA content. How-
ever, each phase (G1, S, G2 and M) is associated to major changes in cytoplasmic
composition and cytoskeleton organization. Indeed, in the G1 phase cell size increases
to prepare for DNA replication occurring in the S phase. In the G2 phase, cell size
increases further and microtubules reorganize to prepare for mitosis occurring in the
M phase. Furthermore, G2 and M cells are not discriminated based on their DNA
content and thus require additional labeling. RIC preliminary results show promising
label-free discrimination of all phases [215].
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CHAPTER 8 CONCLUSIONS AND RECOMMENDATIONS
To conclude, achievements presented in this thesis are synthesized under each objectives and
original contributions are highlighted. Then, some crucial upcoming challenges are briefly
described and personal recommendations for the future of this research are imparted.
The first objective of this thesis was to develop an integrated biosensor which can achieve
a small LOD on whole-cell measurement as well as a high-throughput. To realize such a
sensor, an in-plane Fabry-Pérot cavity made of air-silicon DBRs has been integrated on-chip.
Previous work laid the geometrical requirements necessary to achieve resonances in the NIR.
Such a resonant cavity provided a larger interaction with the sample under interrogation
which is well suited for whole-cell characterization. LODs of 1.2× 10−5 RIU and 4.1× 10−5
RIU were obtained, for the spectral and power measurement setups respectively, even if
the integrated sensor yielded small Q factor and finesse F . Other technologies based on
evanescent field sensing may achieve smaller LOD but do not have penetration depth large
enough to measure whole cells. Oppositely, other volume sensors based on interference have
either larger LOD, out-of-plane setups not appropriate for integrated solutions or suffer from
difficult integration into microfluidic structures. As for throughput, the adopted inertial
focusing scheme allowed for a measurement rate of 5000 cells/s. Although similar to most on-
chip flow cytometry devices, this throughput is still far from what commercial flow cytometry
can achieve. However, inertial focusing does not require large amounts of fluids, naturally
provides regular interparticle spacing and can accommodate small or large cells.
Under this first objective, the engineering of large cross-section rib waveguides exhibiting
single-mode like behavior embodies an explicit original contribution. For resonant sensing
applications, control of propagating light properties, in particular the absence of higher order
modes, is of utmost importance. Through experimental validation, it was clearly demon-
strated that “satisfying the previously established design formulas is not in itself sufficient to
ensure effective single-mode operation”. Thereupon, the attenuation maps reported in this
thesis act as modernized design guidelines for these single-mode like rib waveguides.
The second objective was to characterize single cells based on their RI and deformability. At
small flow rates, fluidic shear forces are not large enough to deform significantly the cells.
In these cases, cells are characterized based on their RI alone and thus present relatively
symmetric curve of losses in time. Oppositely, at large flow rates, cells experience stronger
shear forces which induce deformation. The curves then become asymmetric and, using
relevant parameters, cells can also be characterized based on their deformability. Notably,
118
shear stress induced on cells can be tuned to either promote or inhibit deformation. Among
the numerous parameters extracted from these curves, the Max corresponds to the largest
effective RI measured, the FW represents the length of the cell in the flowing direction,
the Area relates to the effective RI volume and the ratio time, which relates to the degree
of asymmetry of the curve, reflects the spatial RI distribution along the flowing direction.
As such, the ratio time indicates the relative position of the nucleus in the cell. A ratio
time > 1, indicates a nucleus positioned at the leading side of the cell whereas a ratio
time < 1 is associated to a trailing side position. Moreover, the transition from leading to
trailing is believed to be influenced by the transition of the particle Reynolds number (Rep)
from smaller to larger than 1. Ultimately, both the ratio time and FW parameters are
relevant to characterize whole-cell deformability. Indeed, softer cells deform more and yield
larger FW values which in turn yield more asymmetric curves, when considering a similar
positioning of the nucleus, thus smaller ratio time values. Under this objective, specific
original contributions consist of simultaneous cellular RI and deformability characterization
of single cells as well as the establishment of a nucleus position indicator.
The third and last objective was to realize enhanced discrimination of myeloid cells. This was
unequivocally proved in chapter 6 where the integrated biosensor characterized cells based
on specific physical properties: the RI and deformability. It was shown that WBC popu-
lations indiscriminated by flow cytometry FSC-SSC measurements, specifically neutrophils,
basophils and promyelocytes, are readily distinguished by the RIC device. The efficiency of
discrimination was assessed using the OLR coefficient. It quantified the separation of two
populations using their probability density function and thus validated the capacity of the
device. This OLR coefficient is preferred to traditional statistical tests which can highlight
differences between populations but may not always reflect the discrimination capability.
Characterization using cellular RI alone has yielded intermediate discrimination efficiency.
Only neutrophils were fully discriminated from basophils and promyelocytes. However, si-
multaneous characterization of the cellular RI and deformability yielded complete and un-
precedented discrimination of all myeloid cells under investigation. This central original
contribution has extensive impact on cellular characterization tools, one of which is flow
cytometry.
Notwithstanding to the discrimination capacity of the presented RIC device, some challenges
still reside for the next generation of prototypes. In particular, the throughput should be
further improved to attain an operational rate similar to flow cytometry. To reach such a
high-throughput, development efforts are two-fold. First, the raw measurement rate should
be increased and then a fully automated data analysis should be implemented. From the the-
oretical analysis exposed in this thesis, a larger microfluidic channel would allow for larger
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measurement rates while not hindering the sensitivity or the LOD of the resonant cavity.
Optimizing the cellular concentration of the sample solution as well as the length of the
inertial focusing channel prior to the cavity should yield a regular and optimal interparticle
spacing. Subsequently, an automated analysis would provide a data calculation rate close
to real-time, much like flow cytometry. As such, it should only report the six most relevant
curve parameters: Max, FW, Area, RT, FT and ratio time, as exposed in the latest published
article. On a related remark, processing the acquired data sets through an artificial intelli-
gence algorithm might be a promising avenue which could provide unsuspected methods to
discriminate populations.
Moreover, to reach the maximal measurement rate, cell tearing due to elongation forces must
be completely eliminated, as mentioned previously. In that mindset, a thorough simulation
model of eukaryotic cells deformation in a rectangular channel should be performed. Such
a deformation model is missing from the current literature. It could indicate the optimized
design and operational parameters for which cells would undergo optimal deformation and
thus provide more sensitive deformability measurement. Additionally, a comprehensive model
may allow correlation to some apparent rheology parameters such as the Young’s modulus
and viscosity. Due to the advancement of deformability cytometry (DC), these parameters
are growing as a standardized base of comparison.
Lastly, the scope of applications should be clearly defined to strengthen the applicability
of the RIC device. Focusing on a precise range of research and clinical applications may
help to promote business and collaborative opportunities important for the future of this
project. As a final recommendation, I would suggest to target cell cycle analysis, 5-part
WBC count and T lymphocytes phenotyping for therapy. First, a complete cell cycle analysis
should be readily accessible based on the results presented in this thesis. Indeed, each cell
cycle phase has unique characteristics which should be reflected in a RI and deformability
measurement. This would be advantageous for a broad spectrum of biological research and
clinical fields. Secondly, considering lymphocytes and monocytes are already distinguished
by flow cytometry and neutrophils and basophils by the RIC device, only eosinophils are
yet to be discriminated to achieve a 5-part WBC count. Ideally, it should be performed on
human cells acquired from a blood donation. This would demonstrate the applicability over
healthy human cells as opposed to the immortal cell lines processed in this thesis. Thirdly, T
lymphocytes phenotyping for therapy is a promising and contemporary research field which
may hold the solution for cancer treatment. Needless to say, contributing to the development
of such a novel and vital treatment option is the dream of many scientists.
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APPENDIX B CELLULAR THROUGHPUT OF SHEATHED
HYDRODYNAMIC AND INERTIAL FOCUSING
This annex defines the working range of hydrodynamic and inertial cellular focusing through
the derivation of their maximum throughput equation. Lateral sheathed hydrodynamic fo-
cusing is derived in the first section, 3D symmetric sheathed hydrodynamic focusing in the
second section and inertial focusing in the last section.
Lateral sheathed hydrodynamic focusing




< 1 → Uf <
µ
ρL
Considering the minimal distance between the beginning of two adjacent cells is ∆xcell = 2a,









Replacing Uf into the previous equation yields the equation of the throughput T respecting





For the limit case where no focusing is needed (L = a = Wo = Wf ), the velocity ratio
is α = 1 and the maximum throughput is approximately between 5000 and 2200 cells/s,
considering typical cells between 10 and 15 µm in diameter respectively. Any applied sheathed
hydrodynamic focusing would then result in a smaller throughput. Indeed, focusing the same
cells (Wf = a) inside a 50 µm × 50 µm channel (L = 50 µm) yields α = [1.42, 1.4] and
maximum throughput of 1420 and 930 cells/s respectively.
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Vertical and lateral sheathed hydrodynamic focusing
In symmetric 3D sheathed hydrodynamic focusing, Eq. 2.2 is applied first for the vertical













where Qvs and Qls are the vertical and lateral sheaths flow rate respectively, αv and αl are
the vertical and lateral velocity ratios respectively and Ho and Hf are the output channel and
focused height respectively. Qi∗ is the inlet flow rate at the lateral focusing point whereas Qi
is the inlet flow rate at the vertical focusing point. Replacing the output flow rate equation


















Finally, replacing Uf into the same throughput equation respecting the laminar flow condition





Again, any applied 3D sheathed hydrodynamic focusing would only further reduce the max-
imum achievable throughput for a given cell size.
Inertial focusing
The inertial condition for particle to be focused onto two equilibrium in a rectangular channel
is 1 < Rep < 5 [54]. Smaller Rep values do not promote inertial effects whereas larger values











Considering that the particle lags behind the flow, the particle velocity is expressed as the
average flow velocity times a factor γ such that Up = γUf . In Chapter 6, this factor was
defined as γ = 1− a/Dh. Using the same separation between the beginning of two adjacent
cells ∆xcell = 2a yields a throughput T
T−1 = ∆xcell
Up
→ T = γUf2a
Replacing Uf into the inertial condition yields
γµL
2ρa3 < T <
5γµL
2ρa3
To compare with sheathed hydrodynamic focusing, the same cells of 10 and 15 µm are
focused in a L = Dh = 50 µm rectangular channel with an aspect ratio W/H = 2. This
yields γ = 1−a/Dh = [0.8, 0.7] and maximum throughput of 100 000 and 26 000 cells/s for 10
and 15 µm diameter cells respectively. Thus, the derived equations using simple conditions
on flow show that inertial focusing yields much larger maximum throughput than sheathed
hydrodynamic focusing.
146
APPENDIX C OVERLAPRATE (OLR) COEFFICIENT
This annex describes the mathematical procedure to calculate the OLR between two cellular
populations in N dimensions. The number of measured cells (observations) in each population
can be different whereas the number of dimensions (variables), i.e. the number of curve


















where the populations Xi (i = [1, 2]) are matrices of all observations for all variables and
xid (d = [1, N ]) are column vectors of observations of a single variable. Since cellular popu-
lation distributions are skewed, the arithmetic mean may not correspond to the maximum
of the population’s probability density function (PDF). Thus, Gaussian distributions are
fitted such that the modes of each variable (maximum of the PDF on the histogram) be-
come the means of the fitted Gaussians. Then, the standard deviations are calculated as
σ = (max(PDF ) ·
√

















where Mi and σi are row vectors of means and standard deviations of each population re-
spectively. The scalars µid and σid represent each variable fitted mean and standard deviation
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where ni is the number of observations of each population. To conserve the fitted variances,
the covariance matrix is replaced by:
Σ′i = [I · σi] · CORR[Σi] · [I · σi]
where Σ′i is the correlated covariance matrix, I is the identity matrix and CORR[Σi] is
the correlation matrix of Σi. The fitted means row vectors Mi and covariance matrices
Σ′i are used to generate random Gaussian distributions accurately reproducing the original
147
populations. These generated data sets do not have a skewed profile which is critical for
subsequent operations.
For a mixture of two Gaussian distributions in N dimensions, the population means and
stationary points of the PDF (maxima and saddle) fall on the ridge curve. Moreover, the
stationary points will always lie on or between the two population means [180]. The ridge
curve is defined by the following set of equations:
− (Σ′1)






 and − (Σ
′
2)









Ax1Bx2 −Bx1Ax2 = 0
Ax2Bx3 −Bx2Ax3 = 0
. . .
AxN−1BxN −BxN−1AxN = 0
where X is a row vector of symbolic variables [x1 x2 . . . xN ]. However, to solve this set of
equations, the terms Axd and Bxd must be expressions of a single symbolic variable xd. This
can only occur if the Σ′i are symmetric diagonal matrices. Thus, the following affine trans-





 → ζ = eigenvectors (Σ−1totΣ′1)








and translating the first population to the origin





and M ′1 is the row vector means of the transformed population X ′1. These affine transforma-
tions yield populations X ′′1 and X ′′2 which have means and covariance matrices:
M ′′1 =
[
0 0 . . . 0
]










(σ′′11)2 0 . . . 0
0 (σ′′22)2 . . . 0
... ... . . . ...
0 0 . . . (σ′′NN)2









The Gaussian mixture total PDF is
p(X ) = α1G1 + α2G2








i )(Σ′′i )−1(X −M ′′i )T
)
Thus scanning the p(X ) from one population mean to the other using the prescribed ridge
curve yields a simple set of PDF values for which the lowest maxima and the saddle are easily
identified. Thus, the OLR can be calculated using Eq. 5.2
OLR = p(Xsaddle)
p(Xlowest max)
