In the paper, we describe and develop more effective solutions of two important problems in bioinformatics. The first problem is the multiple sequence alignment problem and the second problem is RNA secondary structure prediction (folding) problem. Each of these problems should be solved with better results if we know the solution of the other one, but usually we only have sequences and we know neither the alignment nor the secondary structure. Precise algorithms solving both of these problems simultaneously are computationally pretentious according to the big length of RNA sequences. In this paper, we have described the method of speeding up the Sankoff's simultaneous alignment and folding algorithm using the Carrillo-Lipman approach to cut off those computations, that can never lead to an optimal solution. 
Introduction
The function of RNA sequence is determined by the sequence of bases and by its secondary structure. Some of the sequences preserve better the secondary structure and some of them the sequence of bases. The computation of multiple sequence alignment (MSA) is not a trivial task, because it is hard to precisely define the properties of a biological optimal alignment. The standard computational formulation of the pairwise problem is to identify the alignment that maximizes sequence similarity, which is typically defined as the sum of substitution matrix scores for each aligned pair of residues, minus some penalties for gaps. The secondary structure found in this way do not have to be the right one. We can predict the secondary structure much better if we know the alignment of given sequences. And we can find better multiple alignment if we know the consensus secondary structure. Usually, we have only sequences and we know neither the alignment nor the secondary structure. If we want to find them both we can solve one problem after another, or solve them simultaneously. We can align sequences using classical multiple alignment tools and then predict the structure for found alignment according to structure neutral mutations. This method can be used only if sequences are well conserved. In this case we can use RNAalifold [1] , which implements an extension of Zuker's algorithm [2] to compute the consensus secondary structure from RNA alignment with O(N 2 + 3 ) time and O( 2 ) space complexity. Another way is to use generally accurate and efficient program Pfold [3, 4] which uses a stochastic context free grammar, or one of the few algorithms that produce secondary structure with pseudoknots (ILM [5] ). If sequences are not well conserved then it is better to predict secondary structure for each sequence separately and directly align the structures. This group of algorithms contains for example RNA forester [6] which implements tree alignment model and computes pairwise alignments of two secondary structures or MARNA [7] . DAFS [8] decomposes the pairwise structural alignment problem into two independent secondary structure prediction problems and one pairwise (non-structural) alignment problem by the dual decomposition technique, and maintains the consistency of a pairwise structural alignment by imposing penalties on inconsistent base pairs and alignment columns that are iteratively updated. If we want to use one of those ways of computation we need to know whether the input sequences have more conserved secondary or primary structure, otherwise we can not decide which method will be better. In this case it is better to use simultaneous alignment and folding algorithm. One of first known simultaneous algorithms is Sankoff's algorithm [9] . It is a dynamic programing algorithm. It uses a combination of dynamic programing alignment algorithm and Zuker's folding algorithm. It works in too big time and space complexity for such long sequences. Ziv-Ukelson et al. in [10] extended the approach by Wexler [11] for speeding up the classical Zuker's folding algorithm and used sparsification to speed up the Sankoff's algorithm for simultaneous folding and alignment to obtain the time complexity of O( 4 * ζ( )) for two sequences, where ζ( ) goes to for increasing . There exist also some heuristic simultaneous algorithms. For example Chuong B. Do, et al. in [12] proposed an efficient algorithm with quadratic running time for simultaneous pairwise alignment and folding. This algorithm uses discriminative machine learning techniques for parameter estimation. In [13] we proposed a dynamic programing algorithm similar to Sankoff's, but we used basic Nussinov's folding scheme based on finding the maximal number of base pairs instead of Zuker's folding scheme based on finding the minimal possible free energy. We also applied the Carrillo-Lipman approach to cut-off unnecessary computations and get mathematicaly optimal results in better time. The paper has the following structure: The next chapter describes the basic dynamic programming algorithm for sequence alignment problem and a speed up of this algorithm by Carrillo and Lipman [14] cutting off unnecessary computations while retaining accuracy. The third chapter contains a description of Sankoff's simultaneous alignment and folding algorithm [9] . The next chapter analyzes some possibility of applying Carrillo-Lipman approach to this algorithm and evaluates the proposed solution from experimental point of view.
Sequence alignment
Algorithms based on the SP-scores (Sum of all Pairs score) produce exact alignments from a mathematical point of view, but not necessary exact from a biological point of view. Wang & Jiang in 1994 [15] showed that the minimal time and minimal memory required to find the alignment with maximal SP-score grows exponentially with the growing number of sequences. The basic dynamic programming algorithm finding the pairwise sequence alignment (alignment of two sequences) developed by Needleman & Wunsch [16] • Align base in R 1 with a gap. In this case we have to subtract the gap penalty from the alignment of the first − 1 bases in R 1 and the first bases in R 2 .
• Align base in R 2 with a gap. In this case we have to subtract analogically the gap penalty from the alignment of the first bases in R 1 and the first − 1 bases in R 2 .
• Align base in R 1 with the base in R 2 . The value of D[ ] will be the sum of the alignment value of the first − 1 bases in R 1 and − 1 bases in R 2 and the value of the aligning base with the base (C ( )).
The alignment function C can for example be defined as follows:
The 2-dimensional array is then filled using the equation (2) and the initial condition (3). The time and space complexity of Needleman-Wunsch algorithm is O( 2 ) is the length of sequences. If we generalize this algorithm for N sequences (equation (4)) we can use it to compute multiple sequence alignment. In this case we need to fill in N dimensional array D. The space complexity grows up exponentially to O(
where − → is a vector of positions in sequences and
Carrillo-Lipman heuristic
RNA sequences are so long, that their alignment can not be computed effectively for more sequences using NeedlemanWunsch algorithm. One of possible speed-ups was introduced by Carrillo and Lipman in 1988 [14] . This speed-up is unique and not affecting the result precision while cutting off unnecessary computations. The idea is the following: If we know some non optimal alignment U (let U be the value of this alignment), then the optimal alignment we are looking for can not have bigger value than the value of the known alignment U. For example we can get this non optimal alignment using some fast heuristic alignment. ], then it is obvious that:
Using the equation (5) we can exclude the cell D[
N ] from the computation if its value is so big that even if the alignment value of subsequences
] , then the whole alignment value will be higher then U:
The smaller U we have, the less cell values are computed during the computation and the faster the computation is. The time and space complexity of initial phase -computing pairwise alignments is O(N 2 ). This is much less than the complexity of multiple sequence alignment using Needleman-Wunsch algorithm. So if we have good non optimal multiple alignment, then the whole computation is much faster.
Sankoff's algorithm
In 1985, Sankoff introduced a dynamic programming algorithm [9] that combines the objective functions for alignment and minimal free energy folding to solve the alignment of finite sequences, their folding and the reconstruction of ancestral sequences on a phylogenetic tree. Dynamic programming for complex problems is usually computationally expensive. Sankoff avoids this by the combination of biological well motivated constraints on the set of possible alignment and folding solutions. This algorithm is based on Sankoff's alignment algorithm [17] , distance function for evaluating alignments by Sellers [18] and [19] and on the Zuker's and Sankoff's paper [20] , who synthesize and advance a series of improvements in algorithmic efficiency including Nussinov's algorithm and Zuker's algorithm. When biologists say that two RNA sequences have the same secondary structure, it does not mean that they are identical. For example the stems or loops does not have exactly the same length, but they can vary a bit. Let 1 < 2 < < be the positions in sequence a of all terms which form part either of an external pair or of an accessible pair in a multiple loop in structure A. Let 1 < 2 < < be the same for structure B on sequence b. For A and B to be equivalent in terms of branching configurations, we require = and ( ) ∈ A if and only if ( ) ∈ B [9] . The goal is to find equivalent structures and constrained alignment such that the entire found configuration is optimal. Sankoff introduced an objective optimization function representing a trade-off between free energy and alignment cost. The free energy values for loop ( L) and hairpin ( H) are the same used in Zuker's folding algorithm and can be found on the bioinfo pages(http://www.bioinfo.rpi.edu/zukerm/rna/energy/node2.html, http://www.bioinfo.rpi.edu/zukerm/rna/energy/efiles-3.0-rna/). There are 3 arrays P M F computed as a part of this algorithm same like in Zuker's folding algorithm. 
The initial conditions are P( 
Applying Carrillo-Lipman approach to Sankoff's algorithm
In [13] we have already applied the Carrillo-Lipman approach to a Nussinov's folding based algorithm for simultaneous alignment and folding. Now, we will do the same with the Sankoff's algorithm described above. At first, we have to look at the difference between those two algorithms. Sankoff uses much more complex Zuker's folding scheme [20] . It means, that we have to fill in three arrays instead of one. Moreover, they are using each other to fill in the values. So we have to find out, whether it can make any problem if some value is not filled.
Improving cell of P
When the cell P( − → ) is updated, we have to look at all the cells in P, M, F that can be affected by this updated cell. According to equations (7), (8) and (9) it affects following cells:
• According to case 2 in equation (7) it affects all the cells P(
To compute the value of P( − − → ) we also need to know the values of:
• According to case 1 in equation (8) it affects the cell M(
− → ). To compute the value of this cell we also need to know the values of:
-
• According to case 1 in equation (9) it affects the cell F (
− → ), which also needs the values of: -
All cells in the multiple sequence alignment array D have to be computed at the beginning of the computation same like in [13] because of the initial filling of arrays P (point 1 of equation (7)) and F (point 3 of equation (9)). The needed values of functions L and γ can be computed too, because they do not depend on P, M and F . So there is no problem to update the cells affected by any cell of P.
Improving cell of M
After updating the cell M( − → ) we just have to update the cells in P and M:
• According to case 3 in equation (7) we have to update two types of cells: ) on its path. So we can just ignore this case. If we later improve its value we will return back to improving the cell M( − → ) while we will need the value of M( − → ) that is already computed.
Improving cell of F

Updating the value of F (
− →
) can only affect cells in F . It is only used in case 3 of equation (9) . We have to update two types of cells:
Here we also need to know the value of F ( −−−−→ + 1 )
• F ( − → ) : ∀ ∈ {1 N} : ≤ − 1 and we need to know the value of
This case is similar to the previous one. The only problem can be if some needed cell of F is not filled. But we can ignore this case until the value of missing cell will be updated.
Excluding cells from computation
Suppose we know some possible value U of simultaneous alignment and folding for given sequences R 1 R 2 R N . We can for example set this value to be equal to D(
can not be bigger because of the third case of equation (9) . We have to find the bound for the value of simultaneous alignment and folding. The bound for simultaneous algorithm will be equal to sum of the bound for alignment and the bound for secondary structures. The bound of alignment value for subsequences R 1 [ If it is not on the path of the best secondary structure of sequence R , then even if we add the best possible value of secondary structure of subsequence R [0 − 1 + 1 ] the value can not be less then (1 ). Now, we can see that:
The value of cell is not small enough to update cells affected by it, if it satisfies the according condition from (13), (14) and (15) .
In the beginning of the main computation we have to check all cells in the multiple alignment array D, whether their value can help us find the optimal solution. They can only affect cells in P array using the first case of equation (7) and cells in F array using the third case of equation (9) . If the value of D satisfies the condition (16) , then the value of F ( − → ) / P( − → ) will satisfy the condition (13)/ (15) and therefore can be excluded from the computation. This allows us to use the Carrillo-Lipman method even for computation of the multiple sequence alignment array D. We just have to change the typical Carrillo-Lipman condition (6) with a new one (16) . ) space and O(N 2 ) time for finding best secondary structure for each sequence using Zuker's folding algorithm. but it is also a part of the computation of unimproved algorithm. The smaller the value of U will be, the bigger amount of cells will be excluded from computation. This leads to a faster but still precise computation. If the value of U used will be too small, then the value of F ( − − → 1 ) at the end of the computation will not be computed, but the number of computed cells will be so small, that the main computation should be much faster. We can use this to compute the result even without using a heuristic algorithm to get the value of U. We can set the value of U to be
If the result with this value of U will be null we can use some bigger U, without running the preprocessing phase again and repeat this step, until we get the result.
Evaluation of done experiments
We have experimentally verified the functionality of our algorithm using different RNA sequences from Rfam database (http://rfam.sanger.ac.uk/). The results are in Table 1 . For some sequences we did not get the result using the initial
( ) so we reduced this value by 2% and run the computation again. Those cases can be distinguished by the column '# of RUNs'. We used computer with Intel(R) Core(TM) i7-3610QM CPU 2.3Ghz, 8GB RAM and Windows 7 Home Premium operation system. If used sequences have big sequence identity, then their alignment value is much better than for sequences with low sequence identity. This causes the fact, that the optimal simultaneous alignment and folding value is near to the value of used U. This is the reason, why we need more runs for sequences with lower identity until we get the result. We can also see, that increasing the number of sequences causes rapid growth of the time needed for computation. This is because of the O( 3N ) time complexity of Sankoff's algorithm. In Table 2 we can see that comparing to original Sankoff's algorithm we have filled really small number of cells in our arrays. For example for 2 sequences from tRNA family the number of filled cells in each of D, P, M, and F arrays using original Sankoff algorithm is 75 4 /2 2 > 7 9 × 10 6 but even for the bigest U we can see that the number of filled sequences in arrays D, P and F was less then 0 5 × 10 6 . The only exception is array M. Because every multiloop can be divided into many smaller multiloop parts and there are also not as strict rules for multiloops than for stems. But still we have saved about 2/3 of its size. The advantage of this algorithm is that despite the drastic reduction in calculation time it finds the same alignment and secondary structure as Sankoff's algorithm [9] .
Conclusion
In this article we analyzed, whether and how it is possible to apply the Carrillo-Lipman approach to Sankoff's simultaneous alignment and folding algorithm. We developed the algorithm which cut off computations that do not lead to the optimal solution. It means, the number of computed values in all used arrays were rapidly decreased, but the result is still optimal. We have also proposed a way how to use the algorithm even without any heuristics that will count the lower bound of the simultaneous folding and alignment. 
