We apply Dijkgraaf-Witten invariant to establish a connection between Alexander polynomial and Seifert fibred surgery, showing that, if the k/ℓ surgery along a knot K results in a small Seifert 3-manifold
Introduction
For a knot K ⊂ S 3 , let N (K) denote a tubular neighborhood. Given k/ℓ ∈ Q, the k/ℓ-surgery on K is the operation of constructing the closed manifold
where ST = D 2 × S 1 is the solid torus, f : T 2 = ∂(ST) → ∂(N (K)) = T 2 sends S 1 × 1 to k · mer + ℓ · long. Call the k/ℓ-surgery exceptional if K is hyperbolic but K(k/ℓ) is not. It was known to Thurston [12] (Theorem 5.8.2) in 1980 that there are finitely many exceptional surgeries for each hyperbolic K. I. Agol [1] (1998) and M. Lackenby [9] (2000) proved that a hyperbolic knot admits at most 12 exceptional surgeries. Later, the number is reduced to 10 by M. Lackenby and R. Meyerhoff [10] (2013). By Perelman's work, the result of an exceptional surgery is either reducible, or toroidal, or Seifert-fibred. A well-known conjecture of Gordon [3] asserts that if K(k/ℓ) is small Seifert fibred, then ℓ = ±1, (see Problem 1.77 in [7] for related topics.) This was confirmed for alternating knots in [4] (2008) . Works of Y. Wu. etc. [5, [13] [14] [15] [16] [17] completely determined exceptional surgeries of arborescent knots, in particular, verifying Gordon's conjecture for these knots.
Kadokami [6] (2007) showed that, if the Alexander polynomial ∆ K = t − 3+ t −1 and K(k/ℓ) is small Seifert fibred, then |k| ≤ 3. Z. Wu [18] (2012) gave obstructions for Seifert fibred surgeries using knot Floer homology, in particular inducing restrictions on the coefficients of ∆ K .
We also try to use Alexander polynomial to give necessary conditions. Let t
Amazingly, we obtain the following constraints:
(ii) if a prime q divides k and Ψ K (q) is not a power of 2, then q ≤ d − 1, and for each odd prime divisor p of Ψ K (q), we have
In particular, when deg ∆ K = 2, any prime divisor q > 3 does not divide k whenever Ψ K (q) has an odd prime divisor.
Actually, this work is motivated by Kadokami's result and the realization of the fact that Alexander polynomial, which is almost equivalent to Reidemeister torsion, is closely related to Dijkgraaf-Witten invariant over metabelian groups, as we shall demonstrate.
The content is organized as follows. In Section 2 we clarify a connection between Dijkgraaf-Witten invariant of K(k/ℓ) and ∆ K . In Section 3 we give formulas of the Dijkgraaf-Witten invariants of a small Seifert 3-manifold. This enables us to deduce many results in Section 4. The last section is devoted to deriving the formulas in Section 3. Notation 1.2. Given a prime number p. For a nonzero integer a, let a p denote the largest integer s with p s | a; set 0 p = −∞. Let F p h denote the field with p h elements.
For a finite set X, let #X denote its cardinality. Given a positive integer n. Let ζ n = exp(2πi/n). Let Z n = Z/nZ, regarded as a quotient ring of Z.
For elements α, β of some group, let β.α = βαβ −1 , let |α| denote the order of α, let Cen(α) denote the centralizer of α, and let [α] denote the conjugacy class containing α.
For a condition X, set δ X = 1 (resp. δ X = 0) if X holds (resp. X does not hold); for instance, δ 2<3 = 1, δ 3|5 = 0, and so on.
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2 Dijkgraaf-Witten invariant over A⋊ φ Z n and Alexander polynomial
Suppose A is a finite abelian group, φ ∈ Aut(A) is of order n, and suppose 1 − φ v is invertible for any v ≡ 0 (mod n). Let
i.e., the semidirect product determined by the homomorphism Z n = β → Aut(A) sending β to φ. Write an element of G as uβ v , with u ∈ A, v ∈ Z. Then
denote the ring homomorphism sending x ±1 j to t ±1 , and put
where ∂r i /∂x j is the Fox derivative of r i with respect to x j ; delete the last column to obtain
Given a homomorphism σ : π 1 (K) → G, since the x i 's are conjugate to each other, we can assume σ(x i ) = u i β v , i = 1, . . . , m. By (4), (5), if the i-th, j-th, and k-th arcs form a crossing, then
where ǫ = 1 (resp. ǫ = −1) if the crossing is positive (resp. negative). So
Take x m as a preferred meridian, and let y denote the corresponding longitude. Since Γ (2) is trivial and y ∈ π 1 (K) (2) , we have σ(x k m y ℓ ) = 1 if and only if σ(x m ) k = 1. Hence
is equal to (denoting the transpose of (u 1 , . . . , u m ) by u)
As a special case, suppose A = Z p m , n | p − 1, and φ is multiplication by r ∈ Z × p m with |r| = n. Clearly, ku = 0 if and only if u p ≥ m − k p , and there are (p m , k) such u. Let
where
As another special case, suppose A = F p h which, as an abelian group, is isomorphic to Z h p , and φ is given by multiplying by r ∈ F × p h with |r| = n. Note that M r v u = 0 is a linear system over F p h . Let
where kv i = 0 and ∆ K (r v i ) = 0 ∈ F p h .
Dijkgraaf-Witten invariant of a small Seifert 3-manifold
For each conjugacy class of Γ, choose a representative x; for each isomorphism class of irreducible representations of Cen(x), choose a representative ρ, with character χ ρ . Let Λ denote the set of all such pairs. For λ = (x, ρ) ∈ Λ, and a, b ∈ Z with (a, b) = 1, put
The formula for Dijkgraaf-Witten invariant of a general orientable Seifert 3-manifold was derived by the author [2] . Recall that an orientable Seifert 3-manifold with orientable base can be constructed by taking a genus g orientable surface Σ g,n , whose boundary has n components, and gluing n copies of ST onto Σ g,n × S 1 , via diffeomorphisms
When f j represents the mapping class
denote the resulting manifold by M O (g; (a 1 , b 1 ) , . . . , (a n , b n )). In particular,
is called a small Seifert 3-manifold. Eq. (32) of [2] can be rewritten as
where for λ = (x, ρ),
Applying
, we can deduce the following two formulas, for which the proofs are given in Section 5.
Remark 3.2. In particular, when n = q s , denoting min{ a j q , s} by s j and supposing s j 1 ≤ s j 2 ≤ s j 3 ,
Theorem 3.3. Let D ′ , B ′ , E, κ 2 be the same as in Theorem 3.1. Then
Applications
Throughout this section, assume
Some consequences
Lemma 4.1. We have κ 2 = 0 for any n.
Proof. The Dirichlet Prime Number Theorem permits us to take a prime number such that p does not divide the numerator of Ψ K (k) and p ≡ 1 (mod n). The first condition ensures that kv ≡ 0 (mod n) and ∆ K (r v ) = 0 in F p does not hold simultaneously. Comparing (8) and (16), taking m → ∞ and noting that κ 1 + p µ−m is bounded, we obtain κ 2 = 0.
Corollary 4.2. The greatest common divisor of a 1 , a 2 , a 3 is 1 or 2.
Proof. Let q be a prime divisor of a 1 a 2 a 3 . Let e = max{ a 1 q , a 2 q , a 3 q }. By Remark 3.2, (q
Since q is arbitrary, we have (a 1 , a 2 , a 3 ) ∈ {1, 2}.
Let
Lemma 4.3. At least two of e 1 , e 2 , e 3 equal 1, unless e 1 = e 2 = e 3 = 2.
Proof. Write a j = 2 u j a ′ j with u j = a j 2 . First show that at least two of
By Corollary 4.2, we can divide the discussion into four cases:
• If u 1 , u 2 , u 3 ≥ 1, then two of them equal 1. From κ 2 = 0 it follows that (a ′ 2 , a ′ 3 ) = 1, implying e 1 = e 2 = e 3 = 2.
• If u 1 = 0, then e 2 = e 3 = 1.
•
, which respectively implies e 1 = e 3 = 1 or e 2 = e 3 = 1.
• If u 3 = 0, then similarly we can show e 1 = e 2 = 1 or e 2 = e 3 = 1.
This together with Lemma 4.1 implies
(e j 3 , n), e j 1 = e j 2 = 1, 4, e 1 = e 2 = e 3 = 2 and 2 | n, 1, e 1 = e 2 = e 3 = 2 and 2 ∤ n.
Taking p, m as in the proof of Lemma 4.1 and comparing (8) and (16), we obtain
E(e j 3 , n), e j 1 = e j 2 = 1, 4E − 2, e 1 = e 2 = e 3 = 2 and 2 | n, E, e 1 = e 2 = e 3 = 2 and 2 ∤ n.
Suppose e j 1 = e j 2 = 1. The equality between (8) and (16) is simplified as
When p ∤ k, the equality between (10) and (22) becomes
when p | k, there is another simple equation.
Proof. Taking m = 1, and comparing (8) and (16), we obtain
the results then follows immediately.
Proof of Theorem 1.1
The following has its own interest:
Lemma 4.6. Let p be a prime divisor of the numerator of Ψ K (k). Regarding ∆ K (t) as a polynomial over F p , let F p h be the its splitting field.
Let τ denote the Frobenius automorphism, then τ k p (Ψ K (k)) = Ψ K (k) = 0, hence actually Ψ K (k) = 0, which is equivalent to (t ′ j ) k = 1 for some j.
The first part of Theorem 1.1 is just Lemma 4.3. For the second part, suppose q | k and p | Ψ K (q); it suffices to assume p ∤ k.
Suppose e j 1 = e j 2 = 1. Assume ∆ K has no root t 0 ∈ F p with t q 0 = 1, then by (28),
Let F p h be the splitting field of ∆ K . Then Lemma 4.6 assures there to be a root t 0 ∈ F p h with t q 0 = 1, so thatc > 0 in (29). But this contradicts (30). Thus ∆ K has a root t 0 ∈ F p with t q 0 = 1, so that q | e j 3 and p | a j 3 . Taking m = 1 in (28), we are lead to c = q − 1. This means d ≥ q − 1, and
Suppose e 1 = e 2 = e 3 = 2. The proof is similar but simpler.
Computations

Preparation
Recall the construction on Section 8.2 of [11] . Suppose G = A ⋊ H with A abelian. Let X = hom(A, C × ), on which H acts as (sχ)(a) = χ(s −1 as), for s ∈ H, χ ∈ X. Let {χ i : i ∈ X/H} be a system of representatives for the orbits. For each i, let
Extend χ i to G i := A · H i by χ i (ah) = χ i (a). Let ρ be an irreducible representation of H i ; it gives rise to a representationρ by post-composing with G i ։ H i . Let θ i,ρ denote the representation of G induced from χ i ⊗ρ.
The following is Proposition 25 of [11] :
Proposition 5.1. These θ i,ρ 's are all irreducible. Each irreducible representation of G is isomorphic to a unique θ i,ρ .
, and take e with ed ≡ (d, n) (mod n) (equivalently, ed ≡ 1 (mod n)), then
Proof of Theorem 3.1
In the present and next subsections, abbreviate a p to a . Let
Using (α x β y ).(α u β v ) = α x(1−r v )+r y u β v and noticing that r v ≡ 1 (mod p) whenever v ≡ 0 (mod n), we can easily determine the nontrivial conjugacy classes of G:
[α
where O h is a system of representatives of the cosets of r in Z × p m−h . Note that
The centralizers of the representatives are
For s ∈ {1, . . . , p m }, let µ s : Z p m → C × send α to ζ s p m . For t ∈ {1, . . . , n}, let ρ t : Z n → C × send β to ζ t n . By Proposition 5.1, the irreducible representations of G areρ t , (t = 1, . . . , n), andμ h,z , (h = 0, . . . , m − 1, z ∈ O h ), whereρ t is the ρ t composed with G ։ Z n , andμ h,z is the representation induced by µ p h z . Note that, 
We have Λ = Λ 1 ⊔ Λ 2 ⊔ Λ 3 , with
Λ 3 = {(1,ρ t ) : 1 ≤ t ≤ n} ⊔ {μ h,z : 0 ≤ h ≤ m − 1, z ∈ O h }.
For each s,
