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Abstract
In this paper, we consider the Lidstone boundary value problem
(−1)nu(2n)(x)= f (x,u(x),u′′(x), . . . , u(2(n−1))(x)), 0 < x < 1,
u(2i)(0)= u(2i)(1)= 0, 0 i  n− 1.
Some monotone conditions are imposed on f which enable us to apply a new maximum principle to
deduce the existence of solution. The emphasis here is that f depends on higher order derivatives.
Two examples are also included to dwell upon the importance of the results obtained.
 2003 Elsevier Science (USA). All rights reserved.
Keywords: Lidstone boundary value problem; Maximum principle; Lower and upper solutions
1. Introduction
In this paper, we shall consider the Lidstone boundary value problem
(−1)nu(2n)(x)= f (x,u(x),u′′(x), . . . , u(2(n−1))(x)), 0 < x < 1, (1.1)
u(2i)(0)= u(2i)(1)= 0, 0 i  n− 1, (1.2)
where n 1 and f is continuous.
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established the existence results to (1.1) with diverse kind of boundary conditions under
the restriction that f depends only on u and not on any derivative of u or f satisfy some
growth conditions. All of these results are based upon the upper and lower solution method
or the Leray–Schauder continuation method and topological degree.
Recently, for n = 2, under the restriction that f satisfy some monotone conditions,
Ma [12] and Bai [4] developed the monotone method in the presence of lower and upper
solutions by use some maximum principles.
It is the purpose of this paper to develop the monotone method for the problem (1.1)–
(1.2). The plan of this paper is as follows. In Section 2 we shall prove a new maximum
principle which is very useful for our main results. In Section 3 we develop the monotone
method establish the existence. Finally, two examples are given.
2. Maximum principle
In this section, we prove a maximum principle for the operator
L :F → C[0,1]
defined by
Lu= (−1)n
(
u(2n) +
n∑
k=1
(−1)kaku(2(n−k))
)
,
where ai  0, i = 1,2, . . . , n, are constants such that the algebraic equation
xn +
n∑
k=1
(−1)kakxn−k = 0
has n nonnegative roots ri , i = 1,2, . . . , n; u ∈ F and
F = {u ∈ C2n[0,1] | (−1)iu(2i)(0) 0, (−1)iu(2i)(1) 0, i = 0,1, . . . , n− 1}.
Lemma 2.1 [11]. If u(x) satisfies
u′′(x)+ g(x)u′ + h(x)u(x) 0, for x ∈ (a, b),
where h(x)  0, g, h are bounded in any closed subset of (a, b), and there is c ∈ (a, b)
such that M = u(c)= maxaxb u(x) is a nonnegative maximum, then
u(x)≡M.
Moreover, if h(x) ≡ 0, M = 0.
Lemma 2.2. If u ∈ F satisfies Lu 0, then u 0 in [0,1].
Proof. Set Au = −u′′. Because ai , i = 1,2, . . . , n, are constants such that the equation
xn +∑nk=1(−1)kakxn−k = 0 has n nonnegative roots ri , we have that
Lu= (−1)n
(
u(2n) +
n∑
(−1)kaku(2(n−k))
)
= (A+ r1)(A+ r2) . . . (A+ rn)u 0.k=1
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(A+ r1)yn−1  0,
i.e.,
−y ′′n−1 + r1yn−1  0.
On the other hand, ri  0 and u ∈ F yield that
yn−1(0)=
(
(A+ r2) . . . (A+ rn)u
)
(0) 0,
yn−1(1)=
(
(A+ r2) . . . (A+ rn)u
)
(1) 0.
Therefore, with the use of Lemma 2.1, we have that
yn−1(x) 0, x ∈ [0,1].
Now, let yn−2 = (A+ r3) . . . (A+ rn)u, then
(A+ r2)yn−2  0.
This together with Lemma 2.1 and the fact that u ∈ F imply that yn−2(x) 0 in [0,1]. In
this way, we have y0 = u 0, the lemma is proved. ✷
Remark. This result improves [12, Lemma 2.1] and [4, Lemma 2.2].
The following conclusion about n-parameter linear eigenvalue problem is also needed
in our proofs.
Lemma 2.3. Given ai ∈ R, i = 1,2, . . . , n, the problem
(−1)n
(
u(2n) +
n∑
k=1
(−1)kaku(2(n−k))
)
= 0, (2.1)
u(2i)(0)= u(2i)(1)= 0, 0 i  n− 1, (2.2)
has a non-trivial solution if and only if
n∑
k=1
ak
(mπ)2k
+ 1= 0, (2.3)
for some m ∈N .
Proof. Set Au=−u′′. There exist n complex numbers ri such that
(−1)n
(
u(2n) +
n∑
k=1
(−1)kaku(2(n−k))
)
= (A+ r1)(A+ r2) . . . (A+ rn)u= 0.
If (2.1)–(2.2) has a non-trivial solution, then there is ri = (mπ)2, for some m ∈N . In any
case, there is non-trivial solution u= sinmπx , and by (2.1), (2.3) holds.
On the other hand, if (2.3) holds, we can easily prove that u= sinmπx is a non-trivial
solution of (2.1)–(2.2). ✷
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It is supposed throughout this section that ai  0, i = 1,2, . . . , n, are real constants
satisfy the equation xn +∑nk=1(−1)kakxn−k = 0 has n nonnegative roots ri . For k =
1,2, . . . , n, set
Sk = {rn, rn−1, . . . , rn−k+1}, bkm =
∑
rij ∈Sk
m∏
j=1
rij .
We develop the monotone method for the 2nth order two-point Lidstone boundary value
problem (1.1)–(1.2).
For given ai and f : [0,1] ×Rn →R, let
f1(x,u0, u1, . . . , un−1)= f (x,u0, u1, . . . , un−1)+ (−1)n
n∑
k=1
(−1)kakuk−1. (3.1)
Then (1.1) is equal to
Lu= f1
(
x,u,u′′, . . . , u(2(n−1))
)
. (3.2)
Definition 3.1. Letting α ∈ C2n[0,1], we say α is an upper solution for the problem (1.1)–
(1.2) if α satisfies
(−1)nα(2n)  f (x,α,α′′, . . . , α(2(n−1))), for x ∈ (0,1),
(−1)iα(2i)(0) 0, (−1)iα(2i)(1) 0, i = 0,1, . . . , n− 1.
Definition 3.2. Letting β ∈ C2n[0,1], we say β is a lower solution for the problem (1.1)–
(1.2) if β satisfies
(−1)nβ(2n)  f (x,β,β ′′, . . . , β(2(n−1))), for x ∈ (0,1),
(−1)iβ(2i)(0) 0, (−1)iβ(2i)(1) 0, i = 0,1, . . . , n− 1.
It is clear that if α, β are upper and lower solutions of the problem (1.1)–(1.2), respec-
tively, α, β are upper and lower solutions of the problem (3.2)–(1.2), respectively, too.
Given α,β ∈ C2n[0,1], for k = 1,2, . . . , n, set
γk =
k∑
m=1
(−1)mbkm(α− β)(2k−2m).
Theorem 3.1. If there exist α and β , upper and lower solutions, respectively, for the prob-
lem (1.1)–(1.2) which satisfy
β  α and (−1)k(β(2k)− γk) (−1)kα(2k), k = 1,2, . . . , n− 1, (3.3)
and if f : [0,1] ×Rn →R is continuous and satisfies
f (x,u0, u1, . . . , un−1)− f (x,u0, u1, . . . , un−1)−an(u0 − u0) (3.4)
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f (x,u0, . . . , uk−1, uk, uk−2, . . . , un−1)− f (x,u0, . . . , uk−1, uk, uk−2, . . . , un−1)
 (−1)k+1an−k(uk − uk), k = 2,3, . . . , n, (3.5)
for (−1)kuk  (−1)k(uk + γk), (−1)k(β(2k)− γk) (−1)kuk , (−1)kuk  (−1)k(α(2k) +
γk), ui ∈ R, and x ∈ [0,1], then there exist two monotone sequences {αn} and {βn}, non-
increasing and non-decreasing, respectively, with α0 = α and β0 = β , which converge
uniformly to the extremal solutions in [β,α] of the problem (1.1)–(1.2).
Proof. Consider the problem
(−1)n
(
u(2n) +
n∑
k=1
(−1)kaku(2(n−k))
)
= f1
(
x,η(x), η′′(x), . . . , η(2(n−1))(x)
)
, 0 < x < 1, (3.6)
u(2i)(0)= u(2i)(1)= 0, 0 i  n− 1, (3.7)
with η ∈ C2n−2[0,1].
Since ai  0, i = 1,2 . . . , n, by Lemma 2.3 and Fredholm alternative [11], the problem
(3.6)–(3.7) has a unique solution u. Define operator T :C2n−2[0,1]→ C2n[0,1] by
T η= u. (3.8)
Now, we divide the proof into three steps.
Step 1. We show
T C ⊆ C. (3.9)
Here,
C = {η ∈ C2n−2[0,1] | β  η α,
(−1)k(β(2k) − γk) (−1)kη(2k)  (−1)k(α(2k) + γk), k = 1,2, . . . , n− 1}
is a nonempty bounded closed subset in C2n−2[0,1].
In fact, for ζ ∈ C, set ω= T ζ . By the definition of α, β , and C, combining (3.1), (3.4),
and (3.5), we have that
(−1)n
(
(α −ω)(2n)(x)+
n∑
k=1
(−1)kak(α −ω)(2(n−k))(x)
)
 f1
(
x,α(x),α′′(x), . . . , α(2n−2)(x)
)− f1(x, ζ(x), ζ ′′(x), . . . , ζ (2n−2)(x))
= f (x,α(x),α′′(x), . . . , α(2n−2)(x))− f (x, ζ(x), ζ ′′(x), . . . , ζ (2n−2)(x))
+ (−1)n
n∑
k=1
(−1)kak(α− ζ )(2(n−k))(x) 0, (3.10)
(−1)k(α−ω)(2k)(0)0, (−1)k(α−ω)(2k)(1)0, k=0,1, . . . , n−1. (3.11)
With the use of Lemma 2.2, we obtain that α  ω. Analogously, there holds ω β .
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(−1)k(α −ω)(2k)(x)+ (−1)k
k∑
m=1
(−1)mbkm(α −ω)(2k−2m)(x) 0
for x ∈ [0,1], k = 1,2, . . . , n− 1. Thus,
(−1)kω(2k)(x) (−1)k
(
α(2k)(x)+
k∑
m=1
(−1)mbkm(α −ω)(2k−2m)(x)
)
 (−1)k
(
α(2k)(x)+
k∑
m=1
(−1)mbkm(α − β)(2k−2m)(x)
)
,
i.e.,
(−1)kω(2k)(x) (−1)k(α(2k)(x)+ γk), for x ∈ [0,1].
Analogously,
(−1)kω(2k)(x) (−1)k(β(2k)(x)− γk), for x ∈ [0,1].
Thus, (3.9) holds.
Step 2. Let v1 = T η1, v2 = T η2, where η1, η2 ∈ C satisfy η1  η2 and (−1)k(η(2k)1 +γk)
 (−1)kη(2k)2 . We show
v1  v2, (−1)k
(
v
(2k)
1 + γk
)
 (−1)kv(2k)2 . (3.12)
In fact, by (3.4), (3.5), and the definition of v1, v2,
L(v2 − v1)(x)= f1
(
x,η2(x), η
′′
2(x), . . . , η
(2n−2)
2 (x)
)
− f1
(
x,η1(x), η
′′
1(x), . . . , η
(2n−2)
1 (x)
)
 0,
(v2 − v1)(2k)(0)= (v2 − v1)(2k)(1)= 0, k = 1,2, . . . , n− 1.
With the use of Lemma 2.2, we get that v1  v2. Similar to Step 1, we can easy prove
(−1)k(v(2k)1 + γk) (−1)kv(2k)2 . Thus, (3.12) holds.
Step 3. The sequences {αn} and {βn} are obtained by recurrence:
α0 = α, β0 = β,
αn = T αn−1, βn = Tβn−1, n= 1,2, . . . .
From the results of Step 1 and Step 2, we have that
β = β0  β1  · · · βn  · · · αn  · · · α1  α0 = α, (3.13)
(−1)k(β(2k)− γk) (−1)kα(2k)n , (−1)kβ(2k)n
 (−1)k(α(2k) + γk), k = 1,2, . . . , n− 1. (3.14)
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(−1)n
(
α(2n)n (x)+
n∑
k=1
(−1)kakα(2(n−k))n (x)
)
= f1
(
x,αn−1(x),α′′n−1(x), . . . , α
(2n−2)
n−1 (x)
)
,
i.e.,
(−1)nα(2n)n (x)= f1
(
x,αn−1(x),α′′n−1(x), . . . , α
(2n−2)
n−1 (x)
)
− (−1)n
n∑
k=1
(−1)kakα(2(n−k))n (x) := f2(x,αn−1, αn), (3.15)
α(2k)n (0)= α(2k)n (1)= 0, k = 0,1, . . . , n− 1. (3.16)
Analogously,
(−1)nβ(2n)n (x)= f1
(
x,βn−1(x),β ′′n−1(x), . . . , β
(2n−2)
n−1 (x)
)
− (−1)n
n∑
k=1
(−1)kakβ(2(n−k))n (x) := f2(x,βn−1, βn), (3.17)
β(2k)n (0)= β(2k)n (1)= 0, k = 0,1, . . . , n− 1. (3.18)
From (3.13)–(3.15) and the continuity of f2, we have that there exists Mα,β > 0 depending
only on α and β (but not on n or x) such that∣∣α(2n)n (x)∣∣Mα,β, for all x ∈ [0,1]. (3.19)
Using the boundary condition (3.16), we get that for each n ∈ N , there exists ξn ∈ (0,1)
such that
α(2n−1)n (ξn)= 0. (3.20)
This together with (3.19) implies
∣∣α(2n−1)n (x)∣∣=
∣∣∣∣∣α(2n−1)n (ξn)+
x∫
ξn
α(2n)n (s) ds
∣∣∣∣∣Mα,β. (3.21)
By combining (3.14) and (3.16), we can get that there is Cα,β > 0 depending only on α
and β (but not on n or x), such that for k = 1,2, . . . , n− 1∣∣α(2n−2k)n (x)∣∣ Cα,β , for all x ∈ [0,1], (3.22)∣∣α(2n−2k−1)n (x)∣∣ Cα,β, for all x ∈ [0,1]. (3.23)
Thus, from (3.13) and (3.21)–(3.23), we know that {αn} is bounded in C2n−1[0,1]. Sim-
ilarly, {βn} is bounded in C2n−1[0,1].
Now, by using the fact that {αn} and {βn} is bounded in C2n−1[0,1], we can conclude
that {αn}, {βn} converge uniformly to the extremal solutions in [0,1] of the problem (3.2)–
(1.2). Therefore, {αn}, {βn} converge uniformly to the extremal solutions in [0,1] of the
problem (1.1)–(1.2), too. ✷
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In this section, we give some examples to dwell upon the importance of our main result.
Example 1. Consider the boundary value problem
−u(6) = um − 1
π10
(u′′)5 + u(4) + sinπx, (4.1)
u(2i)(0)= u(2i)(1)= 0, i = 0,1,2, (4.2)
where m ∈ N . Setting Lu = −u(6), f (x,u, v,w) = um − (1/π10)v5 + w + sinπx . It is
clear that the results of [6,9,15] cannot apply to the example. On the other hand, it is easy
to check that α = sinπx , β = 0 are upper and lower solutions of (4.1)–(4.2), respectively.
Clearly, all assumptions of Theorem 3.1 are fulfilled. Hence the problem (4.1)–(4.2) has
at least one solution u, which satisfies 0 u(x) sinπx .
Example 2. Consider the boundary value problem
u(8) − 10u(6)+ 35u(4)− 44u′′ = sinπx − 12(sinπx)u2, (4.3)
u(2i)(0)= u(2i)(1)= 0, i = 0,1,2,3. (4.4)
It is clear that α = sinπx , β = 0 are upper and lower solutions of (4.3)–(4.4), respectively.
Setting g(x,u)= sinπx − 12(sinπx)u2, we have
g(x,u1)− g(x,u2)=−12(sinπx)
(
u21 − u22
)
−24(u1 − u2)
for 0 u2  u1  sinπx . Letting a1 = 10, a2 = 35, a3 = 44, a4 = 24, all assumptions of
Theorem 3.1 are fulfilled. Hence the problem (4.3)–(4.4) has at least one solution u, which
satisfies 0 u(x) sinπx .
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