In this paper, we construct explicitely polynomial automorphisms of affine n-space for certain n ∈ N . More precisely, we construct algebraic subgroups of the general polynomial group GA n (k) , where k is an arbitrary ring of characteristic zero. The formulas are universal and work over any ring of char(0) .
For k a commutative ring, we denote by GA n (k) the general polynomial automorphism group of the free k-algebra k[x 1 , ..., x n ] . By EA n (k) we denote the subgroup of elementary polynomial automorphisms and by T n (k) the subgroup of triangular polynomial automorphisms, see [4] .
Introduction
Although it is known, that the general polynomial group GA n (k) is something like an infinite dimensional algebraic group, besides the linear or affine automorphisms, it is very hard to construct polynomial automorphisms explicitely. There are few examples, besides some obvious constructions such as elements in the elementary polynomial group EA n (k) , mostly in small dimensions, such as the example of Nagata (see [4] ). In this paper, we use the higher Kaehler differential algebras Ω N (k[[x 1 , ..., x m ]]/k) over power series rings in order to construct algebraic subgroups of the general polynomial group GA n (k) for n = m · N . The idea is quite simple and works as follows. For each N ∈ N the higher Kaehler differential algebras are an endofunctor
where for each k-algebra B, Ω N (B/k) is actually a B-algebra. One can show that the N th -Kaehler differential algebra is the solution to a certain universal problem (see [3] ). In loc. cit., the N th Kaehler differential algebras are constructed on the category of complete k-algebras in order to get finitely generated objects. Observe that the classical module Ω (1) where we use formal differentiation. In loc. cit., it is proven that one can calculate the N th Kaehler-differential algebras in the complete case as
There are universal k-algebra-homomorphisms
Each k-algebra automorphism φ : A −→ A induces a k-algebra automorphism
If (A, m, k) is a local ring, then the k-algebra automorphism Ω N (φ/k) on Ω N (A/k) , keeps the k-subalgebra A fixed and restricted to it gives back the automorphism φ . The ideal generated by m inside Ω N (A/k) is kept fixed by the automorphism Ω N (φ/k) and we get induced automorphisms
In [2] [Chapter I, Groups of transformations of formal power series] it is proven that one can iterate formal power series over a field of charateristic zero as long as they have no constant term. I.e., given
we can form the formal power series
If
a ij x j + higher order terms, then the k-algebra homomorphism
is a k-algebra automorphism iff det(a ij ) = 0.
and using the Kaehler differentials for complete k-algebras (see [3] [chapter 6.3, pp.86-96]) together with the explicit formulas (see [3] [chapter 6.4,Theorem 6.55, pp. 96-100]) we obtain automorphisms
Here d j x i is sent to the residue class modulo m of d j φ i (x 1 , ..., x m ) . In [3] [chapter 6.4, pp.96-101] an explicit formula is given for the transformation behaviour of the higher differentials d j φ(x 1 , ..., x m ) generalizing the classical transformation rule for the ordinary differentials (*). If d j is given homogenous degree j, these transformation formulas are homogenous polynomials of degree j. Now, we put
Observe that if we put N = 1, we get a linear automorphism. That's why, ordinary Kaehler differentials don't give anything new. Because Ω N (−/k) is a functor, we get a homomorphism of groups
In the transformation formulas, that we will give explicitely later, in the j th transformation rule, only partial derivatives of the φ i (x) up to total order j enter. Because, up to a known scalar factor, these partial derivatives equal the coefficients of the power series φ i , we can truncate our power series above total degree N and get a homomorphism of groups,
Higher Kaehler differentials algebras
The construction and the properties of the classical Kaehler differential module Ω (1) (A/k) for a ring extension k −→ A are well known. It comes along with a k-linear derivation
there is the notion of a higher k-linear derivation t = (t 0 , t 1 , ..., t n ) :
where B is an A-algebra, with the property
which generalizes the usual Leibnitz rule
The fact that A-algebras B are used instead of A-modules M takes account for the fact that higher order derivation are higher order approximations for the structure of the ring extension k −→ A, where one can say that the classical derivations are linear approximations to the structure of the ring extension k −→ B. In order to pass from an A-module M to an A-algebra B, put B = A ⊕ M , the usual square zero extension. The higher Kaehler differential algebras Ω N (A/k) which are graded A-algebras are the solution to the corresponding universal problem of finding the "absolute" N-derivation. Observe that these are commutative algebras and not the alternating algebra on Ω
(1) (A/k) . The higher Kaehler differential algebras Ω N (A/k) come along with a universal N-derivation
as follows easily from the properties of higher derivations. For a detailed account of this theory see [1] or [3] . In loc.cit., it is shown that for the free polynomial k-algebra
.., x m ) must satisfy a universal transformation rule in analogy to the classical rule for d 1 p , where universal means that the formula is independent of the ground ring k. We have
If each generator d j x i gets degree j , the transformation formulas for d n f are homogenous in degree n with coefficients the higher partial derivatives of f up to total order n . The Kaehler differential algebras Ω N (A/k) are finitely generated A-algebras if A is a finitely generated k-algebra. It is possible to write down a presentation of Ω N (A/k) out of a given presentation of the k-algebra A. For nonfinitely generated A, in general we do not get finitely generated A-algebras
In the classical example, the power series
even the usual Kaehler differentials Ω
(1) (A/k) are not a finitely generated A-module, mainly because the Leibnitz rule does not allow for termwise formal differentiation. In order to construct well behaved higher differential algebras in the complete noetherian case there are several possiblities. The first is persued in [3] and uses generalized preadic topologies. The second, more simple way is to make the transformation rules (***) (see section 4.1, Explicite formulas, Theorem 4.2) true for formal power series per definitionem. Then, the higher Leibnitz rules for the higher differentials follow from the rules of partial differentiation. Of course, one has to show that the definition is independent of a choosen formal coordinate system. We then really get what we want, namely, for each N ∈ N ,
whith universal derivation
The higher Kaehler differential algebras enjoy a couple of properties. They are well behaved under localization, taking tensor products, taking factor rings, etc. see [1] or [3] [chapter 6.2, pp.61-86]. In particular, for each morphism of schemes X −→ Y, there is an object Ω N (X/Y ) which is a sheaf of graded O X -algebras. An important fact one should know is that for each k-scheme X, the space of N-truncated arcs A N (X/k) is equal to the relative Spec , Spec X Ω N (X/k) . The other generalization of the classical Kaehler differentials are the so called jet algebras J N (A/k) which are more known to the public. For k −→ A an extension of commutative rings, they are defined as
together with a derivation
The ideal I ∆ is the kernel of the multiplication map µ A : A ⊗ k A −→ A and corresponds geometrically to the ideal sheaf of the diagonal. If one defines d 1 a := 1 ⊗ a − a ⊗ 1 and writes
then the tranformation rule for the differential d 1 p(x 1 , ..., x m ) is precisely the N-truncated Taylor series expansion for the polynomial p . In [3] , it is shown, that the higher jet-algebras are universal representing solutions to certain functors, the so called filtered derivations. It is again possible to define these objects in the complete noetherian case, see [3] [chapter 6.5, pp. 101-119]. We do not want to go into further detailes because these jet algebras are not as well suited for our purpose of constructing automorphisms of polynomial algebras, mainly because they are truncated objects.
The result
As already said in the introduction, if (A, m, k) is a local ring, the ideal generated by m inside Ω N (A/k) is kept fix by the automorphism Ω N (φ/k) and we get induced automorphisms
Putting A = k[[x 1 , ..., x m ]] and using the Kaehler differentials for complete k-algebras (see [3] [chapter 6.3, pp.86-96]), together with the explicit formulas (see [3] [chapter 6.4, pp. 96-101]) we obtain automorphisms
Here d j x i is sent to the residue class modulo m of d j φ i (x 1 , ..., x m ) . In [3] [chapter 6.4,pp.96-101] an explicit formula is given for the transformation behaviour of the higher differentials d j φ(x 1 , ..., x m ) generalizing the classical transformation rule for the ordinary differentials. As in the case n = 1, it is homogenous, if d j (p) gets homogenous degree j . Each d n φ(x 1 , ..., x m ) is sent to an A-linear combination of all monomials i,j (d j x i ) l ij of total degree n, i.e., with i,j j · l ij = n . The coefficients are higher order partial derivatives of φ up to total order n . The automorphism Ω N (φ/k) sends the free generator d n x i to a C-linear combination of all monomials of total degree n, i.e., to a homogenous polynomial
Because Ω N (−/k) is a functor, we get a homomorphism of groups
In the transformation formulas, in the j th transformation rule, only partial derivatives of the φ i (x) up to total order j enter. Because, up to a known scalar factor, these partial derivatives equal the coefficients of the power series φ i , we can truncate our power series above total degree N and get a homomorphism of groups,
In [3] , the linear group
Jacobian linear group because the higher order coefficients of such an automorphism form something like a higher Jacobian matrix. In [3] [chapter 9, Proposition 9.2, Proposition 9.4, pp. 148-160] it is proven, using the same idea, that the map
is an injective algebraic representation of the linear algebraic group
The right hand side is just the general linear group of the k-vector space 
where φ i = φ i (x 1 , ..., x m ) are N-truncated power series and y ij , 1 ≤ i ≤ m, 1 ≤ j ≤ N are the coordinates of affine N · m-space, then α N,m (φ)(y ij ) are polynomials of degree at most N. Its coefficients are given by universal explicit easy formulas in the coefficients of the power series φ i .
Explicit formulas
In [3] [chapter 6.4, pp.96-98],basically the following theorem is proved. 
where a power series
If k is a ring of characteristic zero, then for each n = 1, ..., N and each power series f = f (x 1 , ..., x m ), we have
To explain something about the formula, the elements i,j (d Everything is in analogy to the case n = 1 . Here, higher partial derivatives of f enter into the formula, namely of total order less then or equal to n. The expression l ij denotes the total sum of all l i,j which can then take each value from 1 to n (put all l ij = 0 but l 1n = 1 then i,j j · l ij = n and l ij = 1, or all l ij = 0 , but l 11 = n ,and then i,j j · l ij = n , and l ij = n.
The partial derivatives are taken in a formal sense. To get an intuitive feeling, we write down the formula ( * * * ) in the special cases n = m = 2 and n = 3, m = 1 . As the interested reader may verify, for n = 1 , the formula reduces to the classical formula (*) for the total differential
we have the generalized differentials
We get
For n = 3, m = 1 and
In order to describe our automorphism α N,m (φ) , remember, that we have taken the reduction at the maximal ideal (x 1 , ..., x m ). In our formula ( * * * ) this corresponds to putting all x i to zero and considering in the formal power series 1
only the constant term. It obviously only depends on the coefficients of the power series f = f (x 1 , ..., x m ) . We want to explicitely write this down. Let
where we use multiindex notation
is precisely
We can now write down the universal polynomials for the automorphism α N,m (φ) . We have
We calculate now the examples n = m = 2 and n = 3, m = 1 . In this case,
is a polynomial automorphism of affine 4-space A 4 k over k . As variables we take y 11 , y 12 , y 21 , y 22 where y ij corresponds to the residue of d j x i . Here, α 2,2 (φ) is given by at most quadratic polynomials. We have
where
The only restriction on the free variables a r i,j ∈ k is det| a We finally calculate the case n = 3, m = 1, where we put y j = d j x . In this case, we get a polynomial automorphism of affine 3-space A 3 k where α 3,1 (φ) is given by at most cubic polynomials. We have
) and a 1 = 0 . One can read off that in the last case we get an automorphism in the triangular polynomial group T 3 (k) . For general n ∈ N, m = 1 , it is difficult to write down the formulas for α n,1 (φ) by hand. Namely, we have to compute all partitions (with repetitions) (n 1 , ..., n 1
But as in the case n = 3 , one always gets elements in the triangular polynomial group T n (k) . This is a general phenomenon. In N-truncated versions) , where the last group could be called the formal general group F G n (k) . Here, the formal elementary group F E m (k) is generated by all φ = (φ 1 , φ 2 , ..., φ m ) where
. In this case, we get a "block-elementary" automorphism α n,m (φ) namely, the only nontrivial polynomials are
for some polynomials ψ j that derive from the polynomial ψ . Let the formal triangular group
Then, its image via the homomorphism α in GA N m (k) clearly is in T N m (k) . Finally, the general linear subgroup GL m (k) may be considered as a subgroup of F G m (k) by homogenous linear automorphisms. Looking at the transformation formula ( * * * ) , we see that all coefficients in front of mixed monomials get zero and we get a linear automorphism in GA mn (k) . We have thus constructed a homomorphism of groups GL m (k) ֒→ GA mn (k) .
Generalizations and comments
From the construction principle, it should be clear that working with classical Kaehler differentials only gives linear automorphisms, i.e., nothing new. Our construction gives homogenous polynomial automorphisms, if the coordinate d j x i gets degree j. If one defines on GA n (k) the structure of an infinite dimensional algebraic group in a resonable way, then our representation
should be an algebraic representation. It directly follows from the functoriality of the higher Kaehler differential algebras and their freeness in the case of the polynomial ring, that we get injective homomorphisms of groups
Here, also the case N = 1 gives something nontrivial, namely a homomorphism of groups GA m (k) ֒→ GA 2m (k).
The (n + i)
.., φ m ) and the right hand side of the classical transformation rule
is now to be read as a polynomial in the variables x 1 , ..., x m , d 1 x 1 , ..., d 1 x m .
Next, the higher jet bundles or -algebras J N (A/k) for a ring extension k −→ A, which are more known to the public are not well suited for the construction of polynomial automorphisms. Namely, they are truncated polynomial algebras in case A = k[x 1 , ..., So at least to myself it is not clear how to get polynomial automorphisms out of the mechanism of higher jet algebras. There are more general higher Kaehler differential algebras. Namely, as explained in [3] , one can replace the grading monoid N by an arbitrary monoid M and the subset {1, ..., N} ⊂ N by certain truncation sets N ⊂ M, namely subsets N ⊂ M such that for all n ∈ N, r + s = n also r, s ∈ N . Then, for a ring extension k −→ A, there are the Kaehler diffential algebras Ω M (A/k) and Ω N (A/k) . They also can be defined in the complete case and one should have 
where, to explain the formula, the sum i,j j · l ij is taken in the monoid M.
Of course, we can multiply monoid elements by natural numbers. Exploiting this example in the same way, we even get non block-triangular polynomial automorphisms.
