Abstract. In this paper, we show that reflecting Brownian motion in any bounded domain D can be approximated, as k → ∞, by simple random walks on "maximal connected" subsets of (2
Introduction
We proved in a recent article [1] that reflecting Brownian motion in a domain D can be approximated by a sequence of random walks on subsets A k of (2
We chose A k 's in a "natural" way, to be described in a moment. Our main theorem in [1] was limited to only some domains D ("extension domains"). We also provided a counterexample showing that random walks on A k 's do not converge to the reflecting Brownian motion in D for some domains D. In this paper, we will show in Theorems 3.6 and 4.2 that reflecting Brownian motion on any domain can be approximated by a sequence of discrete-time as well as continuous-time random walks if the state spaces D k for the random walks are constructed in a different "natural" way. The sets A k were constructed in [1] as follows. First, we found the maximal connected set consisting of line segments contained in D, joining neighboring vertices in (2 −k Z d )∩D. Then we let A k to be the set of vertices in (2 −k Z d ) ∩ D at the ends of these line segments. It turns out that the "correct" way (employed in the present article) to construct the state space for the random walk is to start with the maximal connected set consisting of cubes contained in D, with edge length 2 −k and vertices in (2 with very small volume. Replacing edges in the construction of A k 's with cubes eliminates the mismatch between the shapes of D and the approximating discrete set.
The technical essence of the paper is Theorem 2.1 which shows that, in a sense, the Dirichlet form for reflecting Brownian motion can be approximated from below by discrete Dirichlet forms. This theorem and the remaining part of the proof of the main result are challenging because "naive" discrete approximating schemes for the Dirichlet form of reflecting Brownian motion do not work-see Example 2.2.
In the rest of the Introduction, we will review some basic facts about reflecting Brownian motion in non-smooth domains and elaborate on some of the points mentioned above.
Reflecting Brownian motion in a bounded domain D in R d is a symmetric Markov process that behaves like Brownian motion inside D and is "pushed" back along the "inward normal" direction at the boundary ∂D of D. It is a prototype of diffusions with boundary condition and can be used to study heat equations with Neumann and Robin boundary condition.
It is also widely used in modeling, for example, in physics, queuing theory and financial mathematics. Reflecting Brownian motion has been studied by various authors using various methods, see [1, 2] and the references therein. When D is a bounded extension domain (see next paragraph for its definition), reflecting Brownian motion X can be constructed as a strong Markov process on D starting from every point in D except a polar set. Every bounded Lipschitz domain is an extension domain. When D is a general bounded domain, reflecting Brownian motion can still be constructed on D but typically it is no longer a strong Markov process. In a recent paper [1] , we have developed three discrete approximation schemes for reflecting Brownian motion in bounded domains, providing effective ways to simulate the process in practice. The first two approximation schemes are discrete-time and continuoustime simple random walks on grids 2 −k Z d ∩D inside D. For these two approximation schemes, we need to assume that D is a bounded extension domain. A counter example is given in [1] showing that these approximation schemes do not work for some bounded domains. However, the third approximation scheme developed in [1] , called myopic conditioning, works for any bounded domain D. Myopic conditioning generates a continuous-time and continuous-space process and, therefore, it is not suited for computer simulations. The purpose of this paper is to develop a discrete-time and continuous-time simple random walk approximations on grids inside D that work for every bounded domain D.
We now give a precise description of reflecting Brownian motion on bounded domains.
. We define on W 1,2 (D) a bilinear form
It is known (see, e.g., [3] ) that (E, 
Recall that a domain D is called a locally uniform domain if there are δ ∈ (0, ∞] and C > 0 such that for every x, y ∈ D with |x − y| < δ, there is a rectifiable curve γ in D connecting x and y with length(γ) ≤ C|x − y| and moreover
A domain is said to be a uniform domain if the above property holds with δ = ∞. The above definition is taken from Väisälä [15] , where various equivalent definitions are discussed. Uniform domain and locally uniform domain are also called (ε, ∞)-domain and (ε, δ)-domain, respectively, in [12] . For example, the classical van Koch snowflake domain in the conformal mapping theory is a uniform domain in R 2 . Note that every bounded Lipschitz domain is uniform, and every non-tangentially accessible domain defined by Jerison and Kenig in [11] is a uniform domain (see (3.4) of [11] ), while every Lipschitz domain is an (ε, δ)-domain. It is proved in [12] [8] and [2] . Let X be the associated conservative strong Markov process on D, which can also be called reflecting Brownian motion on D. Let X be the projection of X onto D. Since for any given time t > 0, P m ( X t ∈ D \ D) = 0, under the normalized Lebesgue measure on D, X and X have the same finite dimensional distributions. A key technical element of this paper is to show that, for any bounded domain
there exists a sequence {ϕ j , j ≥ 1} of bounded smooth functions on D that is dense in the Sobolev space W 1,2 (D), separates points in D and satisfies the property (2.1) described below. We can deduce from its existence that there is a metric ρ on D ("refinement of the Euclidean metric") which induces the same Euclidean topology inside D and has the property that reflecting Brownian motion on D can be lifted as a strong Markov process on the ρ-closure D of D. This enables us to show that the random walk approximation on grids whose filled-in interiors are inside D works for reflecting Brownian motions on arbitrary bounded domains. In this paper, we also provide a proof that any weak limit of random walks on grids inside D is a stationary symmetric Markov process (see Theorem 3.3) . This is a key step in proving that the weak limit is indeed the stationary reflecting Brownian motion in D, using a Dirichlet form approach. This claim was made in [1] but regrettably no proof was given there. The rest of the paper is organized as follows. In Section 2, we establish a result (Theorem 2.1) regarding the Sobolev space W 1,2 (D) that will play an important role in this paper.
Though the result is purely analytic, we employ some probabilistic techniques in its proof. The proof that reflecting Brownian motion in any bounded domain D can be approximated by discrete-time random walk on grids inside D is given in Section 3. The corresponding result for continuous-time random walk approximation is presented in Section 4. (ii) the distance from Q to ∂D is greater than c 1 2 −k , (iii) there exists a sequence of cubes Q 1 , Q 2 , . . . , Q m = Q, satisfying (i) and (ii), and such that x 0 ∈ Q 1 , and
Energy form estimates
Since D has a finite volume, there is some k 0 ∈ Z such that A k = ∅ for every k ≤ k 0 . Using scaling if necessary, we may and do assume that 
Proof.
Step 1. 
Here
and that
Theorem 2 on page 251 of [7] implies that for every function η k , there exists a sequence of
Moreover, the proof given in [7] shows that we can choose η k j so that sup x∈D |η
Step 2. Constants c 1 , c 2 , . . . may change value from one "step" to another in this proof. We will use a regularized version of the distance function defined in [14, Theorem 2, p. 171]. That theorem implies that there exist 0 < c 1 , c 2 , c 3 , c 4 < ∞ such that for every integer j there is a C ∞ function d j : D → (0, 2 −j ] with the following properties.
By dividing d j by an appropriate constant, we may and will assume from now on that (2.2)-(2.3) hold with c 2 = c 3 = 1.
The existence of functions d j follows essentially from [14, Theorem 2, p. 171]. The only difference between our claim and that in [14, Theorem 2, p. 171] is that [14] is concerned with the condition
in place of our condition (2.2). The method of proof given in [14] applies to (2.2) if we subdivide cubes constructed in [14, Sect. 1.2, p. 167] with edges longer than 2 −j into cubes with edge length 2 −j .
Step 3. 
The functions a dz is supported on B(0, d j (x)/2). We will now show that it has a density bounded above by
Clearly the functions a
) and small δ > 0. The probability that at least one of the random points A
For k ≥ 2, the probability of the event
and the smallest cone with vertex
A + x containing B(z, δ). The conditional probability, given F k , of the event {A − x ∈ G} is bounded by α x times the volume of G, hence, it is bounded by c 8 α
. Multiplying the two estimates and summing over k ≥ 2 such that
Adding to this quantity 
The last quantity is an upper bound for the probability that the line segment joining A
1 B(z,2δ) (z)dz ≤ 2δ with probability 1, we obtain
This estimate holds for all z ∈ B(x, d j (x)/2) and all small δ > 0 so the density of the measure
We will also need the following version of the above estimate. Let ψ 
We omit the proof because it is analogous to the one given above.
Step 4. Consider a function η ∈ W 1,2 (D) ∩ C ∞ (D) and for integer j ≥ 1 and x ∈ D, let
We have
Hence,
This implies that
For later reference we derive an inequality slightly more general than what is needed in this step. For a set Q ⊂ D let Q = x∈Q B(x, d j (x)/2). We combine (2.6) and (2.7) to see that
In particular, the inequality applies to Q = D = Q. Hence,
For any x ∈ D, j and 1 
where the last integral is along a line segment from A
Step 3, the measure E
dz has a density that is bounded above by c 11 d j (x) 1−d and vanishes outside of the ball
We combine this estimate with (2.10) to obtain
Summing over i yields
The same argument that leads from (2.6) to (2.9) gives
This formula and (2.9) show that η j ∈ W 1,2 (D). We have pointed out earlier in the proof
To see this, fix an arbitrarily small δ > 0 and find ε > 0 so small that
Note that the integral in the above formula is over the set
because the integrand converges to 0 uniformly. It suffices to show that there exists a constant c 17 < ∞, not depending on δ or ε, such that for large j, we have
A completely analogous calculation gives
The last two estimates yield (2.14) and complete the proof of the claim that η j → η in W 1,2 (D) as j → ∞.
Step 5. Recall the constant c 1 ∈ (0, 1) and sets {D k , k ≥ 1} from the beginning of this section. For each integer k ≥ 1, let B k be the family of all closed d-dimensional cubes Q ⊂ D with edge length 2 −k , such that (i) the vertices of Q belong to (2 −k Z) d , (ii) the distance from Q to ∂D is greater than c 1 2 −k , and (iii) the interiors of Q and
and let M k ⊂ B k consist of those cubes in B k that are not a subset of any cube in
We recall that for a set Q ⊂ D, Q = x∈Q B(x, d j (x)/2). We claim that there exists M < ∞ such that every point x ∈ D belongs to at most M distinct sets of the form Q where Q ∈ k M k . This claim can be proved in a way that is totally analogous to the proof of [14, Prop. 3, p . 169] so we omit the proof.
Step 6. We have shown in Step 1 that we can find a sequence of bounded functions {η We will show that (2.1) holds for ϕ j for each fixed j ≥ 1. Some functions ϕ j belong to C ∞ b (D). It is easy to see that (2.1) holds for such functions. Hence, we will assume that ϕ j belongs to the family {η
that ϕ j was constructed from ϕ as in (2.5).
Fix an arbitrarily small ε > 0 and find an integer R so large that ∇ϕ1 
It suffices to find c 1 < ∞ independent of ε and R and such that lim sup
Recall the notation from Step 5. Consider a large integer k, ℓ ≤ k and Q ∈ M ℓ . Suppose that (2.16)
Let N = 2 (k−ℓ)d and let {Q 1 , Q 2 , . . . , Q N } be the family of all cubes such that Q n ∈ B k and Q n ⊂ Q. Let a n be the maximum of (ϕ j (x) − ϕ j (y)) 2 over all pairs x, y ∈ (2 −k Z) d ∩ Q n such that |x − y| = 2 −k . By the mean value theorem, there is some z in the line segment joining x and y in Q n such that
It is easy to check that
Step 7. We have
We estimate the first of the last two integrals using (2.11) as follows
To estimate the second integral, we apply the same method as in the derivation of (2.13). Recall that ψ 
Recall that a 
for all i, m and x. We obtain
The same reasoning as in (2.12)-(2.13) yields
|∇ϕ(x − z)|dz.
We apply the same argument with ψ ′′ in place of ψ 
where the last integral is along a line segment from B 
We combine (2.19), (2.20), (2.21), (2.22) and (2.23), and then we use Hölder's inequality to see that,
Recall that Q = x∈Q B(x, d j (x)/2). We will prove that
for some constant c 12 , where a is the constant defined in (2.16). If the inequality holds with c 12 = 1 then we are done. So let us suppose that
We combine this with (2.24) to see that for x ∈ Q,
It follows from this and (2.17) that the set of x ∈ Q n such that |∇ϕ j (x)| ≥ a 1/2 n 2 k /2 contains a ball with radius greater than
and, therefore, it has a volume greater than
and, therefore,
By the Hölder inequality and (2.18),
This and (2.27) give
It follows from this and (2.8) that,
In view of (2.25)-(2.26), we conclude that the last inequality is always valid. Recall the constant M from Step 5. Summing over all
This shows that (2.15) holds and completes the proof of the theorem. 
D). Let
We choose δ n > 0 so small that D n 's are disjoint. Consider a continuous function ϕ such that ϕ(x) = 1 for x ∈ D + \ n≥2 D n , ϕ(x) = −1 for x ∈ D + \ n≥2 D n , and ϕ is linear in every D n . The widths δ n of "channels" D n can be chosen so small that ϕ ∈ W 1,2 (D) and, moreover, D |∇ϕ| 2 can be made arbitrarily small.
We claim that the function ϕ described above cannot be approximated by functions η ∈ C 1 b (D) with arbitrary accuracy. The reason is that for any such η, the oscillation of η in a set D n is arbitrarily small, for large n. Hence, in a neighborhood of (0, 0), either |ϕ − η| is non-negligible on a non-negligible set, or |∇ϕ − ∇η| is non-negligible on a non-negligible set. We leave the details to the reader because the claim made in this example is not needed for our main theorem.
Invariance principle for reflecting random walk
Let C be the algebra generated by functions {ϕ j } j≥1 from Theorem 2.1 over Q. By the same proof as that for Lemma 
, it admits a quasi-continuous extension to D * , which we still denote by f i . These functions induce a quasi-continuous projection map j −2k , j2 −2k ) for j = 1, 2, · · · . We thus obtain a process
Its law with X k 0 = x will be denoted by P k x . For x, y ∈ D k , let x ↔ y mean that x and y are at the distance 2 −k . Let Q k (x, dy) denote the one-step transition probability for the discrete time Markov chain t is the coordinate map on Ω. Given t > 0 and a path ω ∈ Ω, the time reversal operator r t is defined by
Here for r > 0, ω(r−) := lim s↑r ω(s) is the left limit at r, and we use the convention that ω(0−) := ω(0). We note that
Observe that for every integer T ≥ 1, P k m k restricted to the time interval [0, T ) is invariant under the time-reversal operator r T . Note that
is an {F k t , t ≥ 0}-martingale for every f ∈ C. We have
For each M k,f , there exists a continuous predictable quadratic variation process M k,f t . Note that (for example, see the page 214 of [9] )
Thus by Proposition VI.3.26 in [10] , 
Theorem 3.3. ( X, P) is a stationary symmetric Markov process.
Proof. Let ( X, P) be a subsequential limit of
, say, along a subsequence {n k , k ≥ 1}. It suffices to show that the finite dimensional distributions of ( X, P ) are determined by a semigroup. Clearly, m is an invariant measure for X. For every
We are going to show that {P t , t ≥ 0} is a strongly continuous symmetric semigroup on L 2 (D; m).
(i) We first show that each P t is a bounded symmetric operator on L 2 (D; m). For every f, g ∈ C b ( D, ρ) and t > 0, it follows from the symmetry of (
In particular, by taking g = 1, we have (3.5)
. Consequently, by the definition of P t and Jensen's inequality for conditional expectation,
Hence (3.4) holds for every f, g ∈ L 2 (D, m); in other words, for each t > 0, P t is a symmetric contraction operator in L 2 (D; m).
(ii) Next we show that
For f, g ∈ C c (D) and t of the form j2 −2l , by the uniform continuity,
Note that
, we deduce from the last three displays and the Cauchy-Schwartz inequality that
We claim that for every t = j2 −2l ,
For any fixed x ∈ D, there is r > 0 so that B(x, 2r) ⊂ D. When k is large enough, there is a unique y k ∈ D k so that x ∈ U k (y k ). We denote this y k by π k (x). Let q k (t, x, y) denote the transition density with respect to m k of simple random walk on D k killed upon leaving B(x, r). It follows from Donsker's invariance principle and the uniform Hölder continuity [5, Proposition 4.1] for the parabolic functions of the simple random walk on 2 Since ε > 0 is arbitrary, the above yields that {P n k t g(π n k (x)); k ≥ 1} is a Cauchy sequence and so it converges to some value u(x). This convergence holds for every x ∈ D, so we have by (3.9) that u = P t g a.e.; that is E n k P n k t g(x) = P n k t g(π n k (x)) converges to P t g(x) for a.e. x ∈ D. Hence by bounded convergence theorem (3.10) holds for every g ∈ C c (D). It follows then for g ∈ L 2 (D; m),
This establishes the semigroup property of {P t , t ≥ 0}.
We have now established that X is a stationary symmetric Markov process. 2
The following result is needed in the proof of Theorem 3.6. The following is Lemma 2.3 of [1] .
Lemma 3.5. Let D be a bounded domain in R d and fix k ≥ 1. Then for every j ≥ 1 and
We will say that "Z t is a Brownian motion running at speed 1/n" if Z nt is the standard Brownian motion and we will apply the same phrase to other related process.
By an argument similar to that in [ Thus E(f, f ) = sup
Since C is dense in the Sobolev space W 1,2 (D) with respect to norm · 1,2 , it follows that F ⊃ W 1,2 (D) and 
