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Abstract
Greens function a technique used to solve in general non homogeneous dif-
ferential equations. It is basically a correlation function. Its application in
high energy physics in finding the propagators has discussed here. In this
paper, its application in quantum physics to find Greens functions for quan-
tum operators and its solutions has the main focus. By knowing the Greens
function we can calculate density of states. In this paper, contains a detail
calculations to find the Greens function for single and double delta function
potential and then analysis of the bound state.
In particle physics one of the main observable concern for the experiment
is the scattering cross-section. Physicists used the perturbation theory to
approximate results of the scattering process, as we do not have the ex-
act knowledge of scattering process. In the higher order corrections, due
to loops, the amplitude expression for the Feynman diagram diverges. We
apply a theory of renormalization to get a physically possible results. This
paper start with the basic introduction to renormalization theory then its
application to quantum electrodynamics scattering process. I have briefly
discussed all three types of loops found in QED and focused mainly on the
vacuum polarization (photon self energy) corrections which give the charge
renormalization.
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PART-I
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Chapter 1
Definition of Green’s function
For any arbitrary linear differential operator L, in Rn (Euclidean space), the Green’s
function G(r, r′) is defined by the solution of equation
L ·G(r, r′) = δ(r0 − r′) (1.1)
where, r, r′S where S is a surface domain and δ in the Dirac delta function. By this
definition of green function, we can have the solution of any inhomogeneous differential
eqn. of the form
Lφ(r) = f(r) (1.2)
and the solution is given by
φ(r) =
∫
G(r, r′)f(r′)dr (1.3)
Poisson’s equation
∇2ψ = −ρ
0
(1.4)
Now the Green function corresponding to this differential eq. is given by
∇2G(r, r′) = +δ(r0 − r′) (1.5)
but from Gauss’ theorem ∫
∇2(1
r
dτ) =
∫
∇(1
r
· d~σ) (1.6)
Since,
∇(1
r
) =
−~r
r3
= − rˆ
r2
(1.7)
So,
∫
∇(1
r
) · d~σ = −
∫
rˆ · d~σ
r2
(1.8)
=
4pir2∫
0
rˆ · nˆdS
r2
(1.9)
= − 1
r2
4pir2∫
0
dS (1.10)
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So, ∫
∇2(1
r
)dτ =
{
0 if if origin is excluded
−4pi if origin is included (1.11)
or
∇21
r
= −4piδ(r) (1.12)
Hence,
∇2( 1|r − r′|) = −4piδ(r − r
′) (1.13)
Now, from eqn (1.5) and (1.13)
G(r, r′) = − 1
4pi|r − r′| (1.14)
So, the solution of eqn. (1.4) can be
ψ(r) =
1
4pi0
∫
ρ(r′)
|r − r′|dr (1.15)
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Chapter 2
Green’s function in Quantum
Physics
The time independent Gree’s function can be defined as the solution of inhomogeneous
differential eqn of
(z − C(r))G(r, r′; z) = δ(r − r′) (2.1)
on some boundary condition for r and r’, and z = λ+ ιs and L(r) is a time independent
linear Hermitian differential operator.
Let φn(r) be the complete set of eigen functions of the differential operator L(r) then
C(r)φn(r) = λnφn(r) (2.2)
and φn(r) also satisfy the same boundary conditions as G(r, r
′; z). Since, eigen functions
φn corresponding to difficulty eigen values are orthogonal.
So, φn(r) can be considered as orthogonal. So,∫
φ∗n(r)φm(r)dr = δnm (2.3)
from completeness condition ∑
n
|φn〉 〈φn| = 1 (2.4)
and ∑
n
φn(r)φ
∗(r′) =
∑
n
〈r|φn〉 〈φn|r′〉 (2.5)
=
∑
n
|φn〉 〈φn| 〈r|r′〉 (2.6)
= 〈r|r′〉 (2.7)
= δ(r − r′) (2.8)
(2.9)
and
G(r, r′; z) ≡ 〈r|G(z) |r′〉 (2.10)
δ(r − r′)L ≡ 〈r|L |r′〉 (2.11)
〈r|r′〉 ≡ δ(r − r′) (2.12)
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where |r〉 is the eigenvector of position operator. In new notations, the eqn. (1.1) can be
written as
(z − L)G(z) = 1 (2.13)
Now,
if all eigenvalues of z − L are non-zero i.e. z 6= λn then,
G(z) =
1
z − L (2.14)
G(z) =
∑
n
|φn〉 |φn〉
z − L (2.15)
but eigenvalues of L can have both discrete and continuous. So,∑
n
= Σ′ +
∫
dc (2.16)
G(z) = Σ′n
|φn〉 〈φn|
z − λn +
∫
dc
|φc〉 |φc〉
z − λc
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Chapter 3
Green’s Functions For Single Delta
Function Potentials
Green’s function G(x, y;E) associated with the Hamiltonian H is the solution to the eqn.
(E −H)G(x, y;E) = δ(x− y) (3.1)
Satisfying the boundary conditions
lim
|x−y|→∞
G(x, y;E) = 0
here, x and y are points in D-dimensional Euclidean space and correspondingly δ(x− y)
is a D-dimensional delta function.
Let us suppose {ψn(x)} be the eigenstates of H
So, G(x, y;E) =
∑
n
ψn(x)ψ∗n(y)
E−En
Let
H = H0 + λδ(x)
Where H0 is the Hamiltonian of free particle. so, the Hamiltonian H contains one delta
potential.
Now, we know the Green’s function associated with H0 i.e. for the free particle.
Let G0(x, y;E) be the Green’s function associated with H0.
Then,
G0(E) = (E −H0)−1 = 1
E −H0
Now,
G(E) =
1
E −H (3.2)
= (E −H0 − λδ(x))−1 (3.3)
= G0(E) {1−G0(E)λδ(x)}−1 (3.4)
= G0(E) +G0(E)λδ(x)(G0(E) +G0(E)λδ(x)G0(E) + E + . . . ) (3.5)
G(E) = G0(E) +G0(E)λδ(x)G(E)
In x, y representation,
G(x, y;E) = G0(x, y;E) +
∫
dDzG0(x, z;E)λδ(z)xG(z, y;E)
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G(x, y;E) = G0(x, y;E) + λG0(x, 0;E)G(0, y;E)
Putting x = 0 is in the above eqn.
G(0, y;E) = G0(0.y;E) + λG0(0, 0;E)G(0, y;E)
G(0, y;E) =
G0(0, y;E)
1− λG0(0, y;E)
now,
G(x, y;E) = G0(x, y;E) +
λG0(x, 0;E)G0(0, y;E)
1− λG0(0, 0;E)
G(x, y;E) = G0(x, y;E) +
G0(x, 0;E)G0(0, y;E)
1
λ
−G0(0, 0;E)
This is the Green’s function associated with Hamiltonian H.
3.1 Bound States
Bound states of the Hamiltonian H with H0, the Hamiltonian of the free particle.
We know that poles of the Greens function gives the eigenvalues of the eigenvalues of the
Hamiltonian.
So, poles of G(x, y;E) in the above eqn. are the energy levels in bound states.
Since, there are no bound state in free particle problem, so from the above eqn. only
poles occur if
1
λ
−G0(0, 0;E) = 0
Suppose, H0 = −∇2 then,
G00(x, y;E) =
∫
dDk
(2pi)D
eιk(x− y)
E − k2
So, in order to find the energy of bound states, we must solve the equation
1
λ
+
∫
dDk
(2pi)D
1
K2 + k2
= 0 (3.6)
(where k2 = −E) now, for 1-dimension
∞∫
−∞
dk
(2pi)
1
K2 + k2
Let k = K tan θ, then
dk = K sec2 θdθ
∞∫
−∞
dk
K2 + k2
=
1
K
pi/2∫
−pi/2
dθ =
pi
K
, k > 0
So,
∞∫
−∞
1
2pi
dk
K2 + k2
=
1
2K
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This means,
1
2k
+
1
λ
= 0
which gives,
k = −λ
2
EB = −λ
2
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since, k > 0, so, λ < 0.
So, physically, this means that the potential must be attractive in order to create a bound
state.
This result is also consistent with the more elementary derivation. The time-independent
schrodinger eqn. for a particle in potential
V (x) = λδ(x)
is
− d
2
dx2
ψ(x) + λδ(x)ψ(x) = Eψ(x) (3.7)
for x 6= 0
the eqn. becomes
− d
2
dx2
ψ(x) = Eψ(x)
d2
dx2
ψ(x) = k2ψ(x){k2 = −E}
ψ(x) = Ae−k|x|
ψ(x) =
{
Ae−kx if x > 0
Aekx if x < 0
by using boundary condition at x = 0. We have to integrate eqn (3.7) in the interval
(−, ),  > 0
−
∫
−
d2
dx2
+
∫
−
λδ(x)ψ(x) =
∫
−
Eψ(x) (3.8)
−ψ′(0+) + ψ′(0−) + λψ(0) = 0
This gives us
k = −λ
2
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Chapter 4
Green’s Function For Double Delta
Function Potential
The Hamiltonian of the double delta function potential can be given as;
H = H0 + λδ(x) + λδ(x− a) (4.1)
we have the Green’ function for single delta function potential;
H = H1 + λδ(x− a) (4.2)
H1 = H0 + λδ(x) (4.3)
The Green’s functions for the Hamiltonian H can be written as:
G(E) =
1
E −H (4.4)
G(E) = [E −H0 − λδ(x)− λδ(x− a)]−1 (4.5)
G(E) = (E −H1)−1[1−G1(E)λδ(x− a)]−1 (4.6)
G(E) = G1(E)[[1−G1(E)λδ(x− a)]−1 (4.7)
Now, expanding this in the power series,
it reduces to:
G(E) = G1(E) +G1(E)λδ(x− a)G(E) (4.8)
In the x,y representation,
G(x, y;E) = G1(x, y;E) +
∫
dDG1(x, z;E)λδ(z − a)G(z, y;E) (4.9)
where x,y are any two poins in D-dimension space.
For finding the Green’s function explicitly
Let, x=a put it in equation(8) then the equation gives;
G(a, y;E) =
G1(a, y;E)
1− λG(a, a;E)
then,
G(x, y;E) = G1(x, y;E) +
G1(a, y;E)G1(x, a;E)
1/λ−G1(a, a;E)
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G(x, y) =
[G0(a, y) +
G0(a,0)G(0,y)
1/λ−G0(0,0) ][G0(x, a) +
G0(x,0)G0(0,y)
1/λ−G0(0,0) ]
1/λ−G0(a, a)− G0(a,0)G0(0,a)1/λ−G0(0,0)
+G1(x, y) (4.10)
But from this expression we can say that the point of singularity for G0(x, y) is also
the singularity for G(x, y).
Since,
G(x, y) = G1(x, y) +
G1(x, a)G1(a, y)
1/λ−G1(a, a)
from this expression, since, G1 already has a bounded state;
E1 = −λ2/4
To have another bounded state from the above equation
1
λ
−G1(a, a) = 0
1
λ
−G0(a, a)− G0(a, 0)G0(0, a)
1/λ−G0(0, 0) (4.11)
(
1
λ
)2 − 2
λ
G0(0, 0) + (G0(0, 0))
2 −G0(a, 0)G0(0, a) = 0 (4.12)
Since,
G(x, y;E) =
∫
dDk
(2pi)D
eιk.(x−y)
E −K2 (4.13)
From this we calculate;
G0(0, 0) =
−1
2K
G0(a, 0)G0(0, a) =
1
8K3
Putting all this in the above equation, we obtain :
K3 + λK2 +
λ2
4
K − λ
2
8
= 0 (4.14)
12
From the graph of K vs λ, for any positive value of λ > 0 there is a value of K, so
there exist a bound state.
For λ < 0, there are many bumps in the graphs but since the graph is continuous,
one thing we can conclude that there exists values for K for a given value of λ. So there
must exist bound state.
For the larger values of λ, as from the graph, there can exist more than one bound states.
4.1 Conclusion
[1] For λ > 0 there is a value of K, so there exist a bound state.
[2] For λ < 0, there are many bumps in the graphs but since the graph is continuous,
one thing we can conclude that there exists values for K for a given value of λ. So there
must exist bound state.
[3] For the larger values of λ, as from the graph, there can exist more than one bound
states.
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Chapter 5
Some Necessary Mathematics
Notations and Conventions
Units
We have followed the ”God-given” units called natural units, where;
~ = c = 1
In this system:
[length] = [time] = [energy]−1 = [mass]−1
Four-Vectors
An example of a four-vector is the space-time coordinates(t, x, y, z).
In general, any set of four quantities which transform like (t,X) under Lorentz transfor-
mation is four − vector.
The basic invariant under Lorentz transformation is (t2 −X2)
(t,X) ≡ (x0, x1, x2, x3) ≡ xµ
According to special relativity, total energy E and the momentum p of an isolated system
transform as the component of four − vector.
(E,p) ≡ (p0, p1, p2, p3) ≡ pµ
Lorentz Transformation:
x´0 = γ(x0 − βx1)
x´1 = γ(x1 − βx0)
x´2 = x2
x´3 = x3
Lorentz Invariant:
We have already seen that the quantity
t2 − x2 = (x0)2 − (x1)2 − (x2)2 − (x3)2
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is invariant under Lorentz transformation.
In general invariant can be contracted from any pair of four-vector. For example, let k
and p are four-momenta then its scalar product;
p · k = p0k0 − p1k1 − p2k2 − p3k3
is invariant.
Just in 3−D space, we may introduce the scalar product of two four-vectors Aµ ≡ (A0,A)
and Bµ ≡ (B0,B)then;
A ·B ≡ A0B0 − A1B1
another four-vector Aµ ≡ (A0,−A)so, the scalar product;
A ·B = AµBµ = AµBµ = gµνAµBν = gµνAµBν
where gµν or g
µν are metric tensor given by;
gµν = gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

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Chapter 6
Baseline Concepts
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Chapter 7
Relativistic Quantum Mechanics
7.1 Klein-Gordon Equation
The relativistic energy-momentum relation:
E =
√
p2c2 +m2c4
in natural units ~ = c = 1
E =
√
p2 +m2
so,
ι
∂ψ
∂t
=
√
p2 +m2ψ
this equation is undesirable because it treats space and time asymmetrically.But what we
want is an equation that is of the same order in both space and time.This can be done
in two ways;
1st way: replace equation E =
√
p2 +m2 by E2 = p2 +m2 so the wave equation become
∂2ψ
∂t2
−∇2ψ +m2ψ = 0 (7.1)
this is the Klein-Gordon equation. in D’ Alembertian operator form: From the Klein-
Gordon equation, probability and flux densities form a four- vector;
jµ = (ρ, j) = ι(ψ∗∂µψ − ψ∂ψ∗) (7.2)
which satisfies the (covariant) continuity relation
∂µj
µ = 0 (7.3)
7.2 Dirac Equation
The general form of Dirac equation;
Hψ = (α · p + βm)ψ (7.4)
The four coefficients β and αi(i = 1, 2, 3) are represented by:
Dirac-Pauli representation:
α =
(
0 σ
σ 0
)
β =
(
I 0
0 −I
)
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where σ are Pauli-matrices. I denotes the 2 ∗ 2 unit matrix.
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −ι
ι 0
)
σ3 =
(
1 0
0 −1
)
Wely-representation;
α =
(−σ 0
0 σ
)
β =
(
0 I
I 0
)
Covariant form of the Dirac Equation
The equation:
(ιγµ∂µ −m)ψ = 0 (7.5)
where γµ is four Dirac γ −matrices
γµ ≡ (β, βα)
Properties of Dirac γ −matrices
Dirac γ −matricse satisfy the anti-commutation relation.
γµγν + γnuγmu = 2gµν{
(γk)† = −γk
(γk)2 = −I where k = 1, 2, 3
(γ0)† = γ0 (γ0)2 = I
Note that the hermitian conjugation result can be summarized by;
(γµ)† = γ0γµγ0
Conserved current and adjoint equation
The adjoint equation of the covariant Dirac equation is;
ι∂µψ¯γ
µ +mψ¯ = 0 (7.6)
where ψ¯ ≡ ψ†γ0 is called the adjoint row spinor.
to derive the continuity equation ∂µj
µ = 0,multiplyeqn8 from left by ψ¯ and eqn9 from
right by ψ and then on addition we will get;
∂µ(ψ¯γ
µψ = 0
so,
jµ = ψ¯γµψ
now,
ρ = j0 = ψ¯γ0ψ = ψ†γ0γ0ψ = ψ†ψ = |ψ|2
so the probability density is positive definite.
From the Pauli-Weisskopf representation that jµ should be identified with the charge
current density. we therefore insert charge −e in jµ,
jµ = −eψ¯γµψ (7.7)
So, jµ is the electron (four − vector) current density.
19
Chapter 8
Scattering Amplitude Calculation
from Feynman Diagram
We can get the scattering amplitude from the non-relativistic perturbation theory.
Lets suppose the known Solution to the free- particle Schrodinger equation be:
H0φn = Enφn with
∫
V
φ∗mφnd
3x = δmn
where H0, Hamiltonian ,is time independent. For time dependent perturbation V (x, t),
Schrodinger equation:
(H0 + V (x, t))ψ = ι
∂ψ
∂t
any solution can be expressed in form
ψ =
∑
n
an(t)φn(x)e
−ιEnt
then the coupled linear differential equation for the an coefficients:
∂af
∂t
= −ι
∑
n
an(t)
∫
φ∗fV φnd
3xeι(Ef−En)t
now let; {
ai(−T/2) = 1
an(−T/2) = 0
and then
∂af
∂t
= −ι
∫
φ∗fV φid
3xeι(Ef−Ei)t
assume these initial conditions remain true at all times. Then on integration, we obtain
af (t) = −ι
∫ t
−T/2
dt′
∫
φ∗fV φid
3xeι(Ef−Ei)t
and in particular at time t = +T/2 after the interaction has ceased,
Tfi ≡ af (T/2) = −ι
∫ +T/2
−T/2
dt
∫
d3x[φf (x)e
−ιEf t]∗V (x, t)[φi(x)e−ιEit
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in covariant form
Tfi = −ι
∫
d4xφf (x)V (x)φi(x) (8.1)
This Tfi is the transition amplitude.
This is only the 1st order correction.
For higher order corrections, use the result of 1st order correction; so,
daf
dt
= ...+ (−ι)2[
∑
n6=
Vni
∫ t
−T/2
dt′eι(En−Ei)t]Vfneι(Ef−Fi) (8.2)
where the dots represents the 1st order corrections.
So, the corrections to Tfi is;
Tfi = ...−
∑
n 6=i
VfnVni
∫ ∞
−∞
dteι(Ef−En)t
∫ t
−∞
dt′eι(En−Ei)t
′
(8.3)
The final expression for the scattering amplitude Tfi upto the 2nd order corrections
is :
Tfi = −2piιVfiδ(Ef − Ei)− 2piι
∑
n6=i
VfnVni
Ei − En + ιδ(Ef − Ei) (8.4)
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Propagator
A propagator is basically related to the Green’s function for the operator.
Photon propagator come into picture when there is any electromagnetic interactions.
When two particles (A and B) with momenta pA and pB qet interact via electromagnetic
interaction then the propagator for this field is basically the photon field and it is given
by
Photon Propagator =
−ιgµν
(pA + pB)2
Electron propagator =
ι(/p+m)
(p2 −m2)
Spinless particle =
ι
(p2 −m2)
22
Introduction
Renormalization is a mathematical concept (or a way ) by which we can get rid of infinities
incountering in many physical phenomena at high energy or equivalently say penomena
at very short distances.
In the quantum field theory (QFT) and particle physics we encounter some divergences
which are called ultraviolet divergences, which usually arises by the contribution of
very high energy term or the terms for physical phenomena at very short distances.
Ultraviolet divergences were 1st found in QED. To eliminate the divergences, many physi-
cists believed that fundamental principles of physics had to be changed. In the 1940’s
Feynman, Bethe, Tomonaga, Schwinger and Dyson, and others proposed a theory of
renormalization that gave the physically sensible results by redefining the physical quan-
tities to absorb the divergences. That gave the most precise calculations which matches
with experiment to 8 significant digits in QED, which was the most accurate calculations
in all of science.
The modern understanding of renormalization was laid by K. Wilson in the 1970’s. Ac-
cording to the present view, renormalization is nothing more than parameterizing the
sensitivity of low-energy physics to high-energy physics.
In particle physics one of the main observable concern for the experiment is the scat-
tering cross-section, which is the probability of interaction between elementary particles.
Quantum mechanics tells that such probabilities are calculated as squares of complex
scattering amplitudes. Unfortunately we do not have the knowledge of even the simplest
scattering amplitude exactly. Physicists used the perturbation theory to approximate
results of the scattering process.
Perturbation theory uses a beautiful tool known as Feynman diagrams, a graphic visu-
alization of terms in the series in powers of the coupling strength between interacting
particles. Thee level diagram is the 1st order contribution to scattering amplitudes. and
it is the largest one. In the higher order corrections there are loops in the diagram.
The 1st order or the tree level computation is well established, but the higher order
diagrams contains loops whose computations are very challenging. Due to loops, the am-
plitude expression for the Feynman diagram diverges, which physicists apply a theory of
renormalization to get a physically possible results. It was first applied to the quantum
electrodynamics processes and shows excellent results. The anomalous magnetic moment
of the electron has been correctly predicted by this renormalization theory which is one
of the great successes of perturbation theory.
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Chapter 9
Renormalization in Quantum
mechanics
Field theory is not the only theory, but also in some simple quantum mechanical models,
one can find ultraviolet divergences and then there will be a need for renormalization.
9.1 In One -Dimension
In one -dimensional quantum mechanics, Hamiltonian described by
Hˆ =
1
2
Pˆ + Vˆ (9.1)
here we have used the natural units: ~ = 1 and c = 1. In these units all quantities have
dimensions of the length to some power. Here also we have taken mass m = 1.
[P ] =
1
L
[E] =
1
L2
Lets suppose that a potential V (x) has the center origin and a range of order a and
a height of order V0 Now, we are going to look for the scattering of incoming particle
wavefunction from a local potential in one-dimensional quantum mechanics.
local.png
so, lets suppose an incident plane wave with momentum p > 0 to the left of x = 0 . That
is, we assume the asymptotic forms of the position-space wavefunction.
ψ(x) =
{
Aeιpx +Be−ιpx x→ −∞
Ceιpx x→∞ (9.2)
where the contributions proportional to A C and B represent the incoming, transmitted
and the reflected waves respectively.
Now, Suppose that the range of the potential a is small compared to the de Broglie
wavelength λ = 2pi/p,(since,~ = 1). It means that the incoming wavefunction to the left
of x = 0 is approximately constant over the range of the potential, and we can expect
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that the details of the potential is not needed. We can then approximate(to a good
approximation) the potential by a delta function :
V (x) = cδ(x) (9.3)
where c is a phenomenological parameter (’coupling constant’), and the dimension1 of c
is
[c] =
1
L
Now, by approximating the potential by a delta function, it can be justified by con-
sidering trial wavefunctions ψ(x) and χ(x) that vary on a length scale λ >> a.
Consider matrix elements of the potential between such states:
< χ|Vˆ |ψ >=
∫
dxχ∗(x)V (x)ψ(x)
Since the wavefunctions χ(x) and ψ(x) are approximately constant in the region where
the potential is non-vanishing, so we can write
< χ|V Vˆ |ψ >≈ χ∗(0)ψ(0)
∫
dxV (x)
This is equivalent to the approximation Eq.(2.3) with
c =
∫
dxV (x)
Now, solution of the time independent Schrodinger equation:
−1
2
ψ
′′
(x) + c0δ(x)ψ(x) = Eψ(x) (9.4)
can be written as
ψ(x) =
{
Aeιpx +Be−ιpx x < 0
Ceιpx x > 0
(9.5)
where p =
√
2E. On integrating the above Schrodinger equation in the interval (−, )(
is small +iv constant) containing the origin;∫ 
−
[−1
2
ψ
′′
(x) + c0δ(x)ψ(x)]dx = E
∫ 
−
ψ(x)dx
−1
2
[ψ
′
()− ψ′(−)] + c0ψ(0) = O()
taking → 0;
ιp
2
(C − A+B) + c0C = 0 (9.6)
and for ψ(0) to be well defined, the wavefunction to be continuous at x = 0, which gives;
A+B = C (9.7)
1note that the δ(x) has the unites of 1/L, (since
∫
δ(x)dx = 1)
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on solving these equations, we have
Transmission Amplitude T =
C
A
=
p
p+ ιc0
and
Reflection Amplitude R =
B
A
= − ιc0
p+ ιc0
and hence
|R|2 + |T |2 = 1 (conservation of Probability)
from this, we expect this to be an accurate result for any short range potential as long
as p << 1/a. So, we have
T ≈ −ιp
c0
(9.8)
and this is also consisted with the dimensional analysis as T is dimensionless.
This eq.2.8 is the ”Low-Energy Theorem” for the scattering from a short- range potential
in the one-dimensional quantum mechanics.
Now if, however, that the short-range potential is an odd function of x:
V (−x) = −V (x)
then, the 1st non zero term in the Taylor expansion of V (x) is
V (x) ≈ c1δ(x)
then the Schrodinger equation is
−1
2
ψ
′′
(x) + c1δ
′
(x)ψ(x) = Eψ(x) (9.9)
this equation do not have any solution as the 1st derivative of wavefunction ψ
′
(x) is
coming out to be discontinuous at x = 0, this can be seen from the jump condition;∫ 
−
[−1
2
ψ
′′
(x) + c1δ
′
(x)ψ(x)]dx = E
∫ 
−
ψ(x)dx
−1
2
[ψ
′
()− ψ′(−)] + c1ψ′(0) = O()
The problem is that ψ
′
(0) is not well-defined, because the jump condition tells us that
ψ
′
is discontinuous at x = 0. This inconsistency signifies an ultraviolet divergence, which
we see later that this ultraviolet divergence is precisely analogous to the one we find in
quantum field theory that due to sensitivity to high-momentum modes.
We can conclude from this that a phenomenological description is simply not pos-
sible beyond the delta function approximation. If the universal low-energy theorems,
such as Eq.(2.8), were not governing the low-energy behavior, then it would mean that
the detailed informations about physical phenomena at arbitrarily short distances can
be obtained from measurements at long distances. But this counters to our experiences
and intuition that the short-distance features of physical systems cannot be solved by
the experiments at low energies . So, we therefore expect that the low-energy theorems
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governs low-energy behavior of the physical systems.
For the scattering from a short-range potential of this form, if there exist an universal
low energy form, we would work it out with an arbitrary odd short-range potential. We
will use
V (x) = c1
δ(x+ a)− δ(x− a)
2a
As a → 0, V (x) → c1δ′(x), so this can be viewed as a discretization of the potential.
For a 6= 0, we have a well-defined potential with width of order a. The parameter a is a
short-distance cutoff.
We can calculate the transmission amplitude C by writing a solution of the form;
ψ(x) =

Aeιpx +Be−ιpx x < −a
A′eιpx +B′e−ιpx − a < x < a
Ceιpx x > a
by applying continuity and the jump conditions at x = a and x = a. The solution we
have is;
1
T
=
c21
4a2p2
(1− eι4ap)
but it diverges as a→ 0. However, for low energy case: p << a, we get
T = −ιap
c21
Note that the cutoff theory initially depends on 2 parameters, namely c1 and the cutoff a.
However, this result shows that the low-energy behavior depends only on the combination
cR =
c21
a
so, the low energy theorem can be written as
T ≈ − ιp
cR
(9.10)
which depends on the single phenomenological parameter cR. The final result is indepen-
dent of the cutoff ′a′ in the view that changing c1, can compensate for a change in a.
The result in the eq.(2.10) is not consisted with the view point of dimensional analysis,
as c1 and cR have different dimensions. Since, the fact that c1 is dimensionless, so, by
dimensional analysis it would tell us that the dimensionless transition amplitude cannot
depends on the momentum. However, because the cutoff parameter a has dimension, the
renormalized parameter can have a different dimension than the coupling in the Hamil-
tonian. We say that the renormalized coupling has an anomalous dimension.
So, in conclusion if there is any divergence, we need to take the following steps to get
rid of divergences and got some physically allowed solutions.
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Ultraviolet divergences
When we do a computation using local interactions(delta functions and their derivatives),
we generally find inconsistency results due to a short-distance divergences. The origin
of these divergences in the fact that quantum mechanics requires sums over a complete
set of states, so quantum corrections in are related sensitively to the properties of high-
momentum (in ultraviolet region) states.
Regularizations
We modify the theory at a distance scale of order a (the cutoff) to parameterize the
sensitivity to short distance, so that it is well-defined. This we call that the theory has
been regularized.
In the theory with the cutoff, the ultraviolet divergences are replaced by the sensitivity
to a, in the sense that the physical quantity diverges in the limit a → 0 with the fixed
coupling.
Renormalization
Apparently there has one more parameter than the original continuum theory in the reg-
ulated theory, that is the cutoff. However, when we compute physical quantities, it is find
that they actually depend only on a combination of the cutoff and the other parameters.
In other words, a change in the cutoff can be absorbed by a change in the couplings so
that the invariance of all the physical quantities. We therefore, obtain a well-defined and
finite results that depend on the equal number of parameters as the original.
9.2 In two-dimension
Consider a short-range local potential in 2-spatial dimensions. Let the potential to be
approximated by a delta function, hence the Schrodinger equation is
−1
2
∇2ψ + c0δ2(x)ψ(x) = Eψ(x) (9.11)
coupling constant c is dimensionless.
Now, to solve this problem we need to regulate the delta function.
For spherically symmetric solutions
∇2ψ = 1
r
d
dr
(r
dψ
dr
and
δ2(x) =
1
2pir
δ(r)
so, that
∫
d2(x)δ2(x) = 1. Now, regulating the delta function by replacing
δ(r)→ δ(r − a) (9.12)
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where ’a’ is a cutoff. then the Schrodinger equation can be
− 1
2r
d
dr
(r
dψ
dr
) +
c
2pir
δ(r − a)ψ(r) = Eψ(r) (9.13)
For r 6= a, the general solution is a linear combination of Bessel function J0(pr) and
Y0(pr).
Since for small x,
J0(x) = 1− x
2
4
+O(x4) (9.14)
Y0(x) =
2
pi
(ln
x
2
− γ)(1 +O(x2)) (9.15)
where γ = 0.577216.. is the Euler constant. The solution for r < a involves Bessal
function that is regular at the origin. So,
ψ(r) =
{
CJ0(pr) r < a
AJ0(pr) +BY0(pr) r > a
(9.16)
where p =
√
2E. on applying the boundary conditions,as integrating the eq.(2.13) from
a−  to a+ ,∫ a+
a−
[− 1
2r
d
dr
(r
dψ
dr
) +
c
2pir
δ(r − a)ψ(r)]dr = E
∫ a+
a−
ψ(r)dr
on taking → 0, we get,
ψ
′
(a+ )− ψ′(a− ) = c
pi
ψ(r) (9.17)
For continuity of psi at r = a, that gives two equation in A,B and C. on solving for A
and B and expanding for p << 1/a, we get
A = [1− c
pi
(ln
pa
2
+ r) +O(p2a2)]C (9.18)
B = [
c
2
+O(p2a2)]C (9.19)
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Chapter 10
Ultraviolet Divergences
We have already defined the term ”Ultraviolet Divergences” which is generally found in
quantum field theory. It is a situation in which an integral or the Feynman diagram
diverges because of contribution of the objects with very high energy (p→∞)or equiva-
lently, because of the physical phenomena at very short distances.
The ultraviolet divergences can be removed by regularization and renormalization. If a
theory can not be renormalized or if the divergences can not be removed, they imply that
the theory is not perturbatively well defined at very short distances.
In general, we encounter three quantum electrodynamics diagram(Feynman diagram)
with ultraviolet divergences.
10.1 Classification of ultraviolet divergences appear
in QFT
Expression corresponding to a typical Feynman diagram can be given as
∫
d4k1d
4k2...d
4kn
( /ki −m)....(k2j )..(k2n)
For each loop there is a potentially divergent 4-momentum integral, but each prop-
agator aids the convergence of this integral by putting one or two powers of momentum
into the denominator. The diagram diverges unless there are more powers of momentum
in the denominator than in the numerator.
So, we can expect the divergence must be proportional to 1ΛD when D > 0, we expect a
divergence of the form logΛ when D = 0 and no divergence when D < 0. Here D is the
superficial degree of divergence
D ≡ (powers of k in numerator)− (powers of k in denominatro)
and D is given by
D = 4L− Pe − 2Pγ
1Λ is a momentum cutoff
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D = 4−Nγ − 3
2
Ne
Ne = number of external electron lines.
Nγ= number of external photon lines.
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Chapter 11
Radiative Correction
So far in Quantum electrodynamics we have dealt with only first order Feynman diagram
which is basically called the tree level process. It means the diagram does not contain
any loop. But all such processes have higher order contributions which are known as
Radiative corrections.
There is another source of radiative correction in QED is the Bremsstrahlung whics is
the emission of extra final-state photons during an interaction.
? Why does a loop or many loops can be formed during a process of interaction of
two particles or a particle get scattered by a potential?
On the very fundamental level, vacuum is actually not a vacuum. There exist quan-
tum fluctuation(this is a spontaneous process) at every point of space-time.
In quantum physics, a quantum fluctuation(quantum vacuum fluctuation or vacuum fluc-
tuation) is the temporary change in the amount of energy in a point in space-time as
according to Werner Heisenberg’s Uncertainty principle.
∆E∆t ≈ ~/2
This means that conservation of energy appear to be violated, but only for small time.
This allows the creation of particle -antiparticle pairs of virtual particle.
Although these particles are virtual and appear only for small time, its effect can be
measured.
In the modern view, energy is always conserved, but the eigenstates of Hamiltonian are
not the same as the particle number operator.
In quantum field, fields undergo quantum fluctuations. These quantum fluctuations in
turn give rise to loop formation.
As the particle-antiparticle gets created due to quantum fluctuation called pair pro-
duction and another phenomenon, reverse of pair production, is pair annihilation in which
a pair of particle and antiparticle get annihilated. These combined phenomena is give
rise to a loop formation.
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In quantum electrodynamics (QED), we encounter the following four Feynman dia-
gram (three types) at the next higher order in perturbation theory.
[1]Vacuum polarization
[2]Vertex correction
[3]External leg correction(self energy)
The order-α correction to the cross section comes from the interference term between
these diagrams and the tree-level diagrams.
Note: There are six additional one loop diagrams involving the heavy particle in the
loop, but they can be neglected in the limit where that particles are much heavier than
the electrons. Since, the mass appears in the denominator of the propagator (physically
the heavy particles accelerates less, and therefore radiates less, during the collision).
From the four Feynman diagram that are discussed above are one loop diagrams (ra-
diative correction). The 1st diagram(a) is known as external leg corrections(or the self
energy correction). The 2nd diagram(b) is the most intricate(highly involved) and gives
the largest variety of new effects called the vertex correction. It give rise to an anomalous
magnetic moment to the electron.
The last diagram(c) is called the Vacuum polarization.
These all corrections are complicate to study as they are ill-defined. Each diagrams
involves an integration over the undetermined loop momentum. In each case the integral
is divergent in the limit k →∞ (k is loop momentum)or the ultraviolet region.
But, fortunately the infinite parts of these integrals will always cancel out the expressions
for the observable quantities such as cross-section.
Apart from the divergence in the ultraviolet region(k → ∞), some loops(Vertex cor-
rection and the external leg correction ) also contains Infrared divergences , i.e. the
infinities coming from the ”k → 0” end of the loop-momentum integrals.
These divergences can get canceled when we also include the following Bremsstrahlung
divergences.
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These diagrams diverges in the limit where the energy of the radiated photon tends to
zero. In this limit the energy of the photon can not be observed by any physical detector,
so it makes sense to add the cross section for producing these low-energy photons to the
cross section for the scattering without radiation.
11.1 Vacuum Polarization
Scattering amplitude for this Feynman diagram is given by:
−ιM = (−1)1(ιeu¯fγνui)(ιgνν′
k2
)
∫
ddq
(2pi)d
[(ιγν)αβ
ι(/q +m)βλ
q2 −m2 (ιeγ
µ′)λτ
ι(/k + /q +m)τα
(k + q)2 −m2 ]∗
(11.1)
(
−ιgµµ′
k2
)(ιeu¯fγ
µui)
−ιgµν
k2
→ (−ιgµµ′
k2
)Πµ
′ν′(
−ιgnuν′
k2
)
→ (−ι
k2
)Πµν(
−ι
k2
)
Where,
ιΠµν(k) = (−ιe)2(−1)
∫
ddq
(2pi)d
tr[γµ
ι(/q +m)
q2 −m2 γ
ν
ι(/q + /k +m)
(q + k)2 −m2 ] (11.2)
Trace Theorems and Properties of γ-Matrices
Dirac γ-matrices satisfy the commutation relation:
γµγν + γνγµ = 2gµν
Using the notation: /a = γµa
µ.
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The trace theorems are: Trace of an odd number of γ′µs vanishes
Tr(1) = 4 (11.3)
Tr(/a/b) = 4a.b (11.4)
Tr(/a/b/c) = 0 (11.5)
Tr(/a/b/c/d) = 4[(a.b)(c.d)− (a.c)(b.d) + (a.d)(b.c)] (11.6)
Tr(γ5) = 0 (11.7)
Tr(γ5/a/b) = 0 (11.8)
Tr(γ5/a/b/c/d) = 4ιµνλσa
µbνcλdσ (11.9)
where µνλσ = +1(−1) for µ, ν, λ, σ an even (odd) permutation of 0, 1, 2, 3; and 0 if the
two indices are the same.
Feynman Parameter Integrals
The general identity is:
1
ΠiDi
= (
∏
i
∫ 1
0
dxi)
(n− 1)!δ(1−∑i)
(
∑
i xiDi)
n
(11.10)
where i runs from 1 to n.
For n = 1
1
D1D2
=
∫ 1
0
dx
1
[xD1 + (1− x)D2]2
1
D1D2D3
=
∫ 1
0
dx
∫ 1−x
0
dy
2
[xD1 + yD2 + (1− x− y)D3]3
Another way the Feynman parameter integral can be defined, as an example of two factor
denominator:
1
AB
=
∫ 1
0
dx
1
[xA+ (1− x)B]2 =
∫ 1
0
dxdyδ(x+ y − 1) 1
[xA+ yB]2
(11.11)
As an example of its use might look like:
1
(k − p)2(k2 −m2) =
∫ 1
0
dxdyδ(x+ y − 1) 1
[x(k − p) + y(k2 −m2)]2
=
∫ 1
0
dxdyδ(x+ y − 1) 1
[k2 − 2xk.p+ xp2 − ym2]2
On differentiating eqn(1.11) with respect to B, we will have,
−1
AB2
=
∫ 1
0
dxdyδ(x+ y − 1) 2y
[xA+ yB]3
On repeated differentiation with respect to B, we will have,
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1ABn
=
∫ 1
0
dxdyδ(x+ y − 1) ny
(n−1)
[xA+ yB]n+1
The most general formula is,
1
[A1A2A3...An]
=
∫ 1
0
dx1dx2...dxnδ(
∑
xi − 1) (n− 1)!
[x1A1 + x2A2 + ...+ xnAn]n
(11.12)
The general formula can be derived by induction.
By the repeated differentiation of eqn(1.12), we can derive even more general identity:
1
Am11 A
m2
2 ...A
mn
n
=
∫ 1
0
dx1dx2...dxnδ(
∑
xi − 1) Πx
mi−1
i
[
∑
xiAi]
∑
mi
Γ(m1 +m2 + ..+mn)
Γ(m1)Γ(m2)..Γ(mn)
(11.13)
This formula is true even the mi are not integers.
11.2 One-loop Vertex Correction
On applying the Feynman rules, we find, to the order α that
Γµ = γµ + δΓµ
where,
u¯(p′)δΓ(p, p′)u(p) =
∫
d4k
(2pi)4
−ιgνρ
(k − p)2 + ι u¯(p
′)(−ιeγν) ι(/k
′ +m)
k′2 −m2 + ιγ
µ ι(/k +m)
k2 −m2 + ι(−ιeγ
ρ)
= 2ιe2
∫
d4k
(2pi)4
u¯(p′)[/kγµ /k′ +m2γµ − 2m(k + k′)µ]
((k − p)2 + ι)(k′2 −m2 + ι)(k2 −m2 + ι)
by using an identity:
γνγµγν = −2γµ
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Note: the term ι in the denominator can not be removed, as they are necessary for
proper evaluation of the loop momentum integral.
Now, lets apply the Feynman parameter integral to the denominator;
1
((k − p)2 + ι)(k′2 −m2 + ι)(k2 −m2 + ι) =
∫ 1
0
dxdydzδ(x+ y + z − 1) 2
D3
(11.14)
where the new denominator D is;
D = x(k2 −m2) + y(k′2 −m2) + z(k − p)2 + (x+ y + z)ι
now, on expanding and using x+ y + z = 1 and k′ = k + q,we have,
D = k2 + 2k.(yq − zp) + yq2 + zp2 − (x+ y)m2 + ι
on shifting k to l, where,
l ≡ k + yq − zp
then,
D = l2 −∆ + ι
, where,
∆ ≡ −xyq2 + (1− z)m2
Since, q2 < 0 for a scattering process, ∆ is +iv then we can think of it as an effective
mass term.
The numerator of the eqn(1.15) in terms of l. Since, D depends only on the magnitude
of l, then, ∫
d4l
(2pi)4
lµ
D3
= 0∫
D4l
(2pi)4
lµlν
D3
=
∫
d4l
(2pi)4
1
4
gµνl2
D3
The 1st identity follows from the symmetry. For the 2nd identity, note that the inte-
gral vanishes by symmetry unless µ = ν. The Lorentz invariance therefore requires that
we get something proportional to gµν .
From these identities, we have the numerator of eqn(1.15) as;
Numerator = u¯(p′)[/kγµ /k′ +m2γµ − 2m(k + k′)]u(p)
= u¯(p′)[−1
2
γµl2 + (−y/q + z/p)γµ((1− y)/q + z/p)
+m2γµ − 2m((1− 2y)qµ + 2zpµ)]u(p)
Now, we need to rearrange the numerator to get some useful form. we want to group
everything into two groups, proportional to γµ and ισµνqν .
The most easy way to do this is to aim instead for an expression of the form;
γµ.A+ (p′µ + pµ).B + qµ.C
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we can attain this form by using only anticommutation relations like;
/pγ
µ + γµ/p = 2p
µ
and the Dirac equation;
/pu(p) = mu(p) and u¯(p
′)/p′ = mu¯(p′)
=⇒ u¯(p′)/qu(p) = 0
and x+ y + z = 1.
Then, we have the numerator in the form;
Numerator = u¯(p′)[γµ.(−1/2l2 + (1− x)(1− y)q2 + (1− 2z − z2)m2)
+(p′µ + pµ).mz(z − 1) + qµ.m(z − 2)(x− y)]u(p)
According to Ward identity, the coefficients of γµ must vanish in the above numer-
ator form. This can be seen from the equations of denominator:
D = l2 −∆ + ι
where
∆ = −xyq2 + (1− z)2m2
so the denominator is symmetric under x  y and the coefficient of qµ is odd under
x y. So, therefore vanishes when integrated over x and y.
We can eliminate (p′µ + pµ) therm in the numerator by using Gordon identity ;
u¯)(p′)γµu(p) = u¯(p′)[
p′µ + pµ
2m
+
ισµνqν
2m
]u(p)
so the final expression for the numerator is ;
Numerator = u¯(P ′)[u¯(p′)[γµ.(−1/2l2 + (1− x)(1− y)q2 + (1− 4z − z2)m2)
+
ισµνqν
2m
(2m2z(1− z))]u(p)
Hence, the entire expression for the O(α) contribution to the electron vertex then,
become;
u¯(p′)δΓ(p, p′)u(p) = 2ιe2
∫
d4l
(2pi)4
∫ 1
0
dxdydzδ(x+ y + z − 1) 2
D3
u¯(p′)[γµ.(−1/2l2
+(1− x)(1− y)q2 + (1− 4z − z2)m2) + ισ
µνqν
2m
(2m2z(1− z))]u(p)
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Chapter 12
Renormalization of Electric Charge
As we have discussed before, this is the α-order vacuum polarization Feynman diagram,
also known as photon self energy. This diagram (due to a loop) will change the effective
field Aµ(x) seen by the scattered electron. It can shift the overall strength of this field.
The interesting part is the electron-positron loop;
ιΠµν2 (q) = (−ιe)2(−1)
∫
d4k
(2pi)4
tr[γµ
ι
/k −mγν
ι
/k − /q −m ] (12.1)
Let in general, ιΠµν(q) is defined to be the sum of all 1−particle−irreducibleinsertion
into the photon propagator;
So that Πµν2 is the 2nd order(in e) contribution to Π
µν .
ιΠµν2 (q) = (−ιe)2(−1)
∫
d4k
(2pi)4
tr[γµ
ι(/k +m)
k2 −m2 γ
ν
ι(/q + /k +m)
(q + k)2 −m2 ] (12.2)
From the trace theorems and the γ-matrix properties;
ιΠµν2 (q) = −4e2
∫
d4k
(2pi)4
kµ(k + q)ν + kν(k + q)µ − gµν(k.(k + q)−m2)
(k2 −m2)((k + q)2 −m2) (12.3)
Now, using the Feynman parameter integral;
1
(k2 −m2)((k + q)2 −m2) =
∫ 1
0
dx
1
[l2 + x(1− x)q2 −m2]2 (12.4)
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where l = k + xq,
In terms of l the numerator of the above equation for Πµν2 will be;
Numerator = 2lµlν−gµνl2−2x(1−x)qµqν+gµν(m2+x(1−x)q2)+(terms linear in l)
(12.5)
On wick rotation and substituting l = ιlE, we obtain
ιΠµν2 (q) = −4ιe2
∫ 1
0
dx
∫
d4lE
(2pi)4
∗ (12.6)
−1/2gµνl2E + gµνl2E − 2x(1− x)qµQν + gµν(m2 + x(1− x)q2)
(l2E −∆)2
(12.7)
where ∆ = m2 − x(1− x)q2,
Since, the only tensors that appears in Πµν(q) are gµν and qµqν .
The ward identity tells us that
qµ = 0
. From this, we can expect that:
Πµν(q) ∝ (gµν − qµqν/q2)
And we can also expect that Πµν(q) will not have a pole at q2 = 0. Since, the only source
of such a pole would be a single-massless-particle intermediate state, which can not occur
in any 1PI diagram.
Note: This can be shown mathematically by the dimensional regularization. In dimen-
sional regularization of Π2, we find there is no such singularity in Π2 due to a pair of
massless fermions in 4-dimension.
So,we can write;
Πµν(q) = (q2gµν − qµqν)Π(q2) (12.8)
where Π(q2) is regular at q2 = 0.
Using this notation, the exact photon two-point function is:
=
−ιgµν
q2
+
−ιgµρ
q2
[(ιq2gρσ − qρqσ)Π(q2)]−ιgσν
q2
+ ...(12.9)
=
−ιgµν
q2
+
−ιgµρ
q2
∆ρνΠ(q
2)−ιgµρ
q2
∆ρσ∆
σ
νΠ
2(q2) + .....(12.10)
where ∆ρν = δ
ρ
ν − qρqν/q2.
On simplification, the expression become:
≡ ιgµν
q2
+
ιgµρ
q2
(δρν −
qρqν
q2
) (12.11)
=
ι
q2(1− Π(q2))(gµν −
qµqν
q2
) +
ι
q2
(qµqν) (12.12)
Now, since, in scattering calculations, at least one end of this exact propagator will
connect to a fermion line, according to Ward identity, that terms proportional to qµ
vanishes.
So, for calculating scattering amplitude(then cross section), we can write; the whole above
expression reduced to:
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=
−ιgµν
q2(1− Π(q2))
Now, as long as Π(q2) is regular at q2 = 0, the exact propagator always has a pole at
q2 = 0. It means the photon remains massless at all orders of perturbation theory.
The residue of the q2 = 0 pole is;
1
1− Π(0) ≡ Z (12.13)
so, the amplitude for any low-q2 scattering process will be shifted by this factor,
related to the tree-level approximation:
e2gµν
q2
→ Ze
2gµν
q2
Since, a factor of e lies at each end of the photon propagator, we can then refer this
shift by making the replacement;
e →
√
Ze
This is called Charge renormalization.
This
√
Ze is the charge that we measure in the experiment.
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