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In evaluation research and survey analysis, multivariate analysis procedures applied to large data sets are very important. In the physical and biological sciences we are often interested in relating a very small number of variables, with relatively low measurement errors, using specific models based on explicit prior knowledge about the functional form of the relationship. This makes it possible to fit models to small amounts of data and still find stable relationships. If we do not have prior knowledge and if the level of measurement error is high, we have to increase the amounts of data by taking larger samples and/or by analyzing more variables. Increasing the number of observations decreases the sampling errors and increasing the number of variables hopefully decreases the measurement errors.
There are two basic problems with applying standard multivariate analysis techniques to large surveys or panel studies. In the first place, the amount of computation involved can be prohibitive, at least with the resources that are often available. Not everybody has access to a Cray supercomputer -sometimes a PC or a Mac is all that is available. However, this problem is admittedly less important than it used to be. The second problem is that the assumptions needed to interpret classical multivariate analysis techniques are usually quite inappropriate. Often the techniques are designed for numerical variables, usually linearity of regression is required, and for Evaluation Practice, Vol. Il. No. 2, 1990, pp. 155-157 Copyright 0 1990 by IA1 Press. inc. ISSN: All rights of reproduction in any form reserved.
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most of the inferential statements we even need the assumptions of multivariate normality. All these assumptions are routinely violated in survey and evaluation research, and often they do not even make sense. There are two standard solutions to the second problem. The first one is to use ad hoc procedures. Replace "disagree completely" by -2, "disagree" by -1, . . . , "agree completely" by + 2, and apply the techniques for numerical variables such as principal component analysis and regression. This is highly arbitrary, and it gives (or should give) the investigator a bad conscience. The second solution is to apply nonparametric techniques, such as log-linear modelling, to small subsets of the variables. This, however, can throw away the baby with the bath water, because we give up our idea to get measurement stability by using multiple indicators for latent constructs. There is a third solution available, however, which tries to avoid both the inflicting of a bad conscience and the murder of the baby.
In The basic ideas behind the nonlinear multivariate analysis techniques can be briefly explained. What the investigator needs, besides data, is a question, often based on a theory which can be fairly vague, e.g., How well can we predict income (or some transformation of income) from these background variables? Can these 45 variables (perhaps after transformation) be interpreted as measurement of one latent construct? Does this path model describe the relationships between my variables (or their transformations) reasonably well? In all these questions the notion of transformation (or, in the case of nominal and ordinal variables, of quantification) is important. We do not merely fit the model over the structural parameters (regression coefficients, path coefficients, component loadings), but we also find optimal transformations which make the fit of the model as good as possible. These optimal transformations are often restricted in that we require them to be monotone, or smooth, or a polynomial, or a spline. But the basic idea is to maximize the multiple correlation, the largest eigenvalues, the canonical correlations, and so on, over both parameters and transformations. This is done by optimized, alternating, least-squares algorithms so that the programs can deal with really large data sets.
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