An established method for glaucoma diagnosis is the morphological analysis of the optic nerve head (ONH) by the scanning-laser-tomography (SLT). This analysis depends on prior manual outlining of the ONH. The first automated segmentation method that we developed is limited in its reliability by noise, non-uniform illumination and presence of blood vessels. Inspired by recent medical research we developed a new algorithm improving our previous method by segmenting in registered multimodal retinal images. The multimodal approach combines SLT-images with color fundus photographs (CFP). The first step of the algorithm, the registration, is based on gradient-image mutual information maximization using controlled random search as the optimization procedure. The kernel of the segmentation module consists in the anchored active contours. The initial contour is obtained from the CFP. The points the initial curve should be attracted to, the anchors, are constrained by the Hough transform applied to a morphologically processed SLT-image. The false anchors are eliminated by masking out blood vessels that are extracted in the CFP. The method was tested on 174 multimodal image pairs. The overall performance of the system yielded 89% correctly segmented ONH, qualitatively evaluated comparing the automated contours with manual ones drawn by an experienced ophthalmologist. This represents an appreciable improvement in reliability (from 74% to 89%) compared to monomodal approach. The developed method is the basis for a promising tool for glaucoma screening.
INTRODUCTION
Glaucoma is the second most common cause of blindness worldwide. 1 It is characterized by optic nerve damage with degeneration of axons (nerve fibers) and glia cells (cells that provide support and nutrition to the axons) of the optic nerve. Progression of glaucoma is slow and silent, very often without any symptoms in the early stages.
* If glaucoma is not detected in the early stage, damages of the optic nerve or visual field are irreversible and can lead to blindness. Low awareness 1 and high costs, both direct and indirect, connected to glaucoma 3 are obvious reasons for improved methods of screening and therapy for glaucoma.
Examination of the optic nerve head (ONH) plays a central role in glaucoma diagnosis (see Sec. 1.1). An automated method we originally developed for segmentation of the ONH in images provided by scanning-lasertomography (SLT) 4 is limited by noise, non-uniform illumination, low contrast and presence of blood vessels. Inspired by recent medical research 5 we developed a more advanced method improving our previous algorithm by using registered multimodal retinal images. The multimodal approach combines SLT-images with color fundus photographs (CFP). The CFP are used to compute the retinal arterio-venous diameter ratio (AVR). The AVR
The principal author can be reached via e-mail: chrastek@informatik.uni-erlangen.de * Although there are also some acute forms of glaucoma, these forms are rare and most glaucoma patients have a chronic, slowly developing disease. seems to be an indicator of a risk of the cardiovascular diseases. [6] [7] [8] The AVR is computed as described in Ref. 6 and needs, among others, the segmentation of the ONH in CFP. 9 Details of this segmentation are given in Ref. 9 and 10 . From this work a segmentation of the ONH using an imaging modality which is different from the SLT images is available. An obvious idea is to use segmentation results from both SLT images and CFP to improve the overall accuracy of segmentation.
Automated segmentation of the ONH is important for reproducibility of measurement of morphological parameters of the ONH provided by SLT and for screening purposes, especially with respect to an early diagnosis of glaucoma. The improved multimodal method represents the main point of this contribution.
Medical Background
Glaucomatous changes are associated with a decreased number of nerve fibers, leading to changes in the configuration of the ONH. The ONH represents the location where the nerve fibers come together, form the optic nerve, and exit the eye (Fig. 1) . As there are no photoreceptors in this area it is also known as the blind spot. The ONH is also called papilla or optic disk. When viewing the retina and especially the ONH with some ophthalmic instruments, such as the ophthalmoscope, the following structures can be recognized (see Fig. 1 and Fig. 2 ): the neuroretinal rim, the cup (the excavation), the blood vessels, the Elschnig's scleral ring and sometimes the parapapillary atrophy.
The border of the ONH is defined as the internal margin of Elschnig's scleral ring 11 (see Fig. 1 and Fig. 2 ). The border is not always obvious (Fig. 2) . Thus, in cases where the ONH border is difficult to determine, the color fundus photograph (CFP) of the ONH is recommended to be projected simultaneously. 5, 12 In our previous work 4 we encountered a similar problem. In some images, provided by SLT, some non-obvious parts of the ONH border could be only approximated. Experiments in our other work 10 showed that the exact ONH border, i. e. the internal margin of Elschnig's scleral ring, cannot be reliably segmented in CFP. The ONH border can be only approximated and all published algorithms (see e. g. Ref. 13 ), ours included, do not distinguish between the internal and external margin of the Elschnig's scleral ring and usually attempt to detect the external margin. The internal margin is very often not identifiable completely around the whole ONH (Fig. 2 ).
Image Data
The algorithm presented here uses two imaging modalities of the retina, the scanning-laser-tomography (SLT) and the color fundus † photography (CFP). The scanning laser tomograph, the device used in SLT, is a confocal microscope that scans the retina point by point with a laser beam (λ = 675nm) at a specific focal plane. The tomographic layers are used to compute the topography of the light-reflecting surface. Such an image is called † The term 'fundus' is used in ophthalmology for denoting the inner lining of the eye made up of the retina, the retinal pigment epithelium and the choroid (see Fig. 1 ). Fundus camera, a device used in fundus photography, consists of two main parts, the illumination system and the observation system. They are so configured that no light reflected by the cornea or condensing lens enters the viewing/recording system. The size of the images is 760 × 570 pixels, 24 bits per pixel (the standard RGB color space images). The resolution of these images is about 20µm (per pixel) and the field of view is 45
• .
METHOD

Algorithm Overview
The proposed algorithm consists of four main processing step (see Fig. 3 ). First, both input images, i. e. the SLT image and the CFP, are preprocessed to suppress noise and to correct non-uniform illumination (see Sec. 2.2). Then, the SLT image and the CFP are registered (see Sec. 2.3). In the third step, the ONH and blood vessels are preliminary segmented in the CFP. The obtained contour of the ONH constrains the space of admissible contours and the segmentation of blood vessels helps to eliminate false attraction of the active curve (see Sec. 2.4). In the last, fourth, step the search space is refined by two anatomical structures, the parapapillary atrophy and neuroretinal rim (see Sec. 1.1), segmented in the SLT image and the final contour of the ONH is obtained by applying an anchored active contour model (see Sec. 2.5).
Preprocessing
The limiting factors for a successful segmentation of the ONH are non-uniform illumination and the presence of blood vessels. These factors influence correct placing of an initial curve, and choosing appropriate external forces in the active contour model.
First, the CFP is transformed from vector, RGB image into scalar, gray-scale image. This can be done by simply taking only a single appropriate image channel or by performing the principal component analysis (PCA) and taking the principal component containing most of information. For the presented approach, the green channel of the CFP is taken, based on experiments and also supported by several other published works.
14, 15
The correction of non-uniform illumination is carried out via division of the original image by correction coefficients. The correction coefficients are computed from the background illumination model obtained by median filtering with a large mask. For more detail see Ref. 16 .The image corrected for non-uniform illumination will be called corrected image. An example of results of the correction procedure is shown in Fig. 4 . 
Preprocessing 2.3 Registration
Segmentation in SLT image 2.4 Segmentation in CFP
Registration
Registering two images means to apply a geometrical transform to one of the images, so that the contents of the images are aligned. There are several possibilities to do that, 17 one of them is to maximize a similarity criterion.
18 It can be formalized as
where R is the reference image (corrected SLT reflectivity image) and F is the floating image (corrected green channel of CFP) to be registered, which is transformed by T α to coordinates of the reference image and α is the vector of the parameters of the transformation. The registration quality, corresponding to the transform T α , is evaluated by the criterion C. The optimal transformation T α0 transforms the floating image F into the image T α0 (F ), which contains maximal possible information about the reference image R. As shown in Ref. 18 , mutual information is a robust measure of similarity, but it fails in some types of the used ophthalmic images due to falsely located extremes. Mutual information I of images R and T α0 (F ) can be computed as:
where H R and H T α (F ) denote the marginal entropies of the reference image R and of the transformed floating image T α (F ) respectively, and H R, T α (F ) denotes their joint entropy. These entropies can be evalu- ated using joint histograms of the images. 19 To improve the quality of the criterion, particularly to avoid the falsely located extremes, gradient-image mutual information I g defined in Eq. 3 is incorporated in our optimization criterion. Derived gradient-magnitude images are created from both reference image R and transformed floating image F by convolving them with appropriate first derivatives of a Gaussian kernel. Then the gradientimage mutual information I g R, T α (F ) of the reference image R and the transformed floating image T α (F ) is evaluated as
The final optimization criterion Y R, T α (F ) is defined as
The registration mentioned above consists in searching for a proper vector α of parameters in multidimensional space. Due to many local extremes of the similarity criterion, the usually used Powell's optimization method is not suitable for the case of multimodal retinal images. Therefore, the more robust simulated annealing algorithm and the controlled random search (CRS) algorithm were tested. 20 As better results were achieved with the CRS algorithm, a description of this algorithm only is given in the following. CRS is a direct search technique and a pure heuristics. It is a kind of contraction process where an initial sample set of N points is iteratively contracted by replacing the worst of the points with a better one. The replacement is controlled by appropriate heuristics h. In the original version of CRS 21 a simplex is formed from a subset of n + 1 points, where n is the dimension of the optimization problem. One of the points is reflected around the centroid of the remaining points to obtain the new trial point. In our algorithm, we use a modification of the original algorithm employing more different alternating heuristics. See Ref. 20 for detail. An example of the result of the registration and its verification is shown in Fig. 5 . The verification of the registration is based on qualitative comparison of blood vessel borders from the CFP (see Sec. 2.4.2) with the 'true' borders in SLT-image. 
Segmentation in Color Fundus Photographs
Segmentation of the optic nerve head
The basic idea of many algorithms for the ONH segmentation consists in applying the Hough transform. We present a modified approach based on the Hough transform that is robust enough to refuse a false structure. If the ONH cannot be reliably segmented because of e.g. bad image quality, a warning message is issued and no result is given. For the segmentation of the ONH, the green channel is used. The first step of the algorithm is the rough localization of the ONH and definition of the region of interest. The purpose is to avoid a false segmentation and to reduce the computational complexity in further steps. The ONH is characterized by the gray values which are brighter than the background. Thus, the ONH can be localized by detecting maximum gray values. The region-of-interest is centered on the detected position of the ONH (Fig. 6(a) ) and its size is 130 × 130 pixels (Fig. 6(b) ). Because the images contain noise making edge detection of the ONH difficult, a method for noise reduction has to be applied. Classical methods such as averaging or median filtering have not given satisfying results. The algorithm from the family of nonlinear filtering techniques, described in Ref. 22 , was tested and has given excellent results. The algorithm reduced noise and, at the same time, preserved edges. The problem was described by the weak membrane model. 23 This model leads to a system of generally nonlinear equations that is solved by a mean field annealing algorithm 23 (see Fig. 6(c) ).
The Hough transform gives the center z = (x c , y c ) T and the radius r of a circle approximating the ONH (see Fig. 6(d) ). Let the 2-D Hough accumulator be denoted as A. The Hough accumulator A is filled for each nonzero pixel of the thresholded and morphologically processed image 24 with border pixels of an ideal circle with a given fixed radius r k . For each radius r k , starting with a radius r k = r max and stepwise decreasing r k = r k−1 − 1 until a minimum radius r k = r min is reached, the Hough accumulator A is (cleared and) filled. Since the ONH radius varies from 35 to 50 pixels in our data set, the r max was set to 50 and r min was set to 35. The stop criterion is defined as
where
is number of border pixels of an ideal circle with the radius r k and c HT represents a chosen constant that controls the detection. The ideal circle is approximated by an algorithm described in.
25
The constant c HT = 0.7 says that when the maximum of the Hough accumulator for a given (fixed) radius r k is greater than 70% of border points of the ideal circle, the position of the maximum max (A) is supposed to be the center of the approximating circle. Let the position of the maximum max (A) for a given radius r k be denoted as u . The circle center and radius is then obtained x
If the maximum for a given radius r k is less than 70%, the coordinates of the maximum u stored, the Hough accumulator max (A) is erased and filled for the next radius r k = r k−1 − 1. If an appropriate maximum is not found and the minimal radius r min is reached, a warning message is issued and the calculation is stopped.
Blood vessel segmentation
Thanks to the correction of non-uniform illumination, the blood vessels can be segmented by simple thresholding. Not only non-uniform illumination is corrected but also different tissue reflectivity. This operation flats the background and at the same time preserves the height differences between vessels and the background (Fig.  5(b) ). Since the blood vessels occupy about 12%-16% of the image area in CFP, the threshold θ VES is derived from the image histogram. It is a grey value in the histogram where 13% of all image pixels are below. The binarized image is obtained
where F c is the transformed and corrected CFP. The binary image F v contains noise artifacts that can be easily extracted by comparing their size with the blood vessel regions (Fig. 5(c) ).
Segmentation in Scanning-Laser-Tomography Images
Localization of the optic nerve head
Processing of SLT images is constrained by a region of interest. The region of interest is constrained to a square centered at the obtained rough position of the ONH. This not only speeds up the algorithm but also makes it more robust to segmentation errors.
The rough position of the ONH is obtained as a center of gravity of the roughly segmented neuroretinal rim (NRR). The NRR is segmented by thresholding followed by morphological operations.
An example of the result of the localization is shown in Fig. 7(a) . The size of the region of interest was experimentally set to 256 × 256 pixels (Fig. 7(b) ).
Constraining the search space
Because the Active Contour Model 22 used in this work is sensitive to the initialization, constraining the search space for the potential contours increases accuracy of the final contour. First of all, the size and position of the ONH is estimated by circle fitting. The estimated radius of the ONH serves for limiting the parameter space of the Hough transform. The Hough transform is used for detection of two anatomical structures, the NRR and the parapapillary atrophy (PPA). Sometimes the NRR is hardly identifiable (e. g. in images with small ONHs) and/or the PPA is not present. Experiments have revealed that by constraining the parameter space of the Hough transform, the detection of false structures could be eliminated in cases where the PPA was not present or/and the NRR was hardly identifiable. If one or both of these structures can be detected, they give a better approximation of the ONH border, especially with respect to initialization of the Active Contour Model and determination of anchors (see Sec. 2.5.3).
First, the ONH is approximated by circle fitting procedure according to Ref. 26 . Binarized and morphologically processed corrected SLT image serves as an input to circle fitting procedure (see Fig. 7(c) ). The fitting procedure is based on work described in Ref. 26 and gives circle parameters x
T and radius r (fit) (see Fig. 7(d) ).
Detection of the NRR is limited to r (rim) max = r (fit) and r
min controls the range of admissible circle radius and was experimentally set to 0.8, i. e. about 80% of the maximal radius is still acceptable as a correct detection of the NRR. The binarized and morphologically processed corrected SLT image serves as the input to the Hough transform ( Fig. 8(a) ). The Hough transform gives the center x (rim) c , y (rim) c T and the radius r (rim) of a circle approximating the NRR (Fig. 8(b) ).
Another very useful constraint is the PPA. If it is present and can be detected, the inner boundary gives valuable information about location of the anchors. The inner boundary of the PPA is identical with the external neuroretinal border. Detection of the PPA consists in extracting bright areas (Fig. 8(c) ) and applying the Hough transform. If the PPA is present, the Hough transform gives the center x (ppa) c , y (ppa) c T and the radius r (ppa) of a circle approximating the PPA (Fig. 8(d) ).
Fine segmentation
Since the ONH is always approximately of circular or elliptical shape, it seems natural to limit the possible ONH border to a family of controlled closed continuous splines, known as the active contour model or 'snakes', initially introduced in Ref. 27. The final contour is then found by balancing two types of forces: internal and external. Internal forces keep the contour shape smooth under external loads in tangential and normal directions. External forces are derived from image data and attract the contour to pixels with some desirable features. For the computation of external forces we adopted a modified active contour model, anchored snakes. 22 This method involves a direct search for the best points in the image to which the initial curve should be attracted.
Anchor determination
The determination of anchors is the crucial aspect of the anchored snakes. Several strategies were investigated. The basic idea common to all investigated strategies is searching for anchors in the radial direction and constraining the search space by the detected anatomical structures from the previous processing steps. Moreover, the anchors are searched for in a binarized image only, which is obtained as follows. The corrected image is binarized with the threshold θ ANC = µ − 0.5σ, where µ denotes the mean value and σ is the standard deviation of the gray-values. A Euclidian distance map (EDM) is generated for the binarized image and binarized with the threshold θ EDM = 2. As the last preprocessing step, dilation is applied. In contrast to our previous work, 4 the binary image ( Fig. 9(a) ) is improved by eliminating blood vessels ( Fig. 9(b) ). The blood vessels are segmented in CFP (Fig. 5 (c) ).
The image (Fig. 9(b) ) serves as an input for determination of anchor candidates. The anchor candidates are border points of the foreground regions, that represent changes from the foreground to the background in the radial direction. A radial search is defined by the initial circle which is obtained from CFP. The initial circle is divided into 360 segments, and the anchor candidates are searched for within segments of 1 pixel width (Fig.  9(c) ). Only one anchor is detected for each ray. The rules for anchor detection are as follows: If the PPA is detected and a circle approximating it intersects with a circle approximating the NRR in 95% or more, the circle approximating the PPA constrains the search space of anchor candidates. Anchor candidate is is accepted as a valid anchor if it has a maximum distance from the circle center and at the same time lies inside the constraining PPA circle. If there is a point outside the PPA circle and a region this point belongs to is partly inside of the PPA circle, such point is accepted as a suitable anchor rather than a point inside the PPA circle. If the PPA is not detected, the circle approximating the ONH from CFP is used as the outer limit. The extracted valid anchors are shown in Fig. 9(d) .
Active contour model -anchored snakes As mentioned above, active contours are sensitive to the initialization. We improve the initialization that originally relied completely on circle parameters determined by the circle fitting procedure 4 by using the circle parameters from CFP ( Fig. 10(a) ).
Our implementation of the active contour model is derived from works described in Ref. 22 and 28. The snake is defined as a parametric curve
where x(s), y(s) are x, y coordinates of the curve in the image, s is a parameter, Ω is parameter domain, v(s) is a symbol representing the curve and V is a space of all admissible curves. The final shape of the contour v(s) corresponds to an equilibrium of the internal and external forces. 22, 28 We use the concept of explicit external forces as described in Ref. 22 F
where d(s) is the anchor associated with the contour points at s, k is the force magnitude and w(s) is a weighting factor indicating whether the ray emanating from the contour point v(s) intersects a predetected anchor. The solution, i. e. determination of the final contour, is based on the finite element method, using as basis functions the piecewise-polynomial functions of third order. The contour is found by solving the generally nonlinear matrix equation Av = l(v), where A is the stiffness matrix containing elements depending on rigidity and elasticity coefficients, v is a vector of the unknown x-and y-positions of the contour and l(v) is a generally nonlinear vector function associated with external forces. Using the concept of explicit external forces, the originally nonlinear equation can be rewritten as a linear matrix equation (i. e. a set of linear equations)
where the matrix B comprises a combination of the weighting factors w(s) with the basis functions and d represents the vector of the anchors d(s). For each contour point a unique anchor, i. e., a unique source of the external force is detected and a spring connection between the point and the anchor is established (Fig. 10(b) ). The final position of the contour (Fig. 10(c) and (d)) is obtained using least square approach.
RESULTS
(a) (b) (c) (d) The presented algorithm was tested on a set of 174 image pairs. The evaluation of the presented algorithm was based on visual inspection by an experienced ophthalmologist and on comparison of the manual and automatic segmentation. The medical expert marked segmentation as correct in 89%. This represents remarkable improvement in comparison to monomodal approach with 74% marked correct segmentation of the ONH. The correct segmentation was approximately less than 10 pixels in radial direction from the 'true' ONH border. A few examples of results are shown in Fig. 11 . Although there is no objective golden standard for the contour of ONH, there are several methods that attempts to objectify the evaluation of medical image processing algorithms. One of the 'most objective' methods is comparing the performance of different classifiers on a case-control study as we did in our previous work. 4 Unfortunately, such a case-control study is presently not available for multimodal image data. Another 'more objective' criterion is comparing the manual and automated contour in radial direction. We achieved the relative root mean square error (RMSE) of 11.6%. The absolute RMSE was 8.0 pixels and the mean radius for all contours was 69.0 pixels, measured in each contour with 360 evenly spread radial lines.
Comparing monomodal and multimodal segmentation with the manual contours ('true contours'), we achieved following results: for the mean distance (measured in each contour with 360 evenly spread radial lines) less than 10 pixels multimodal segmentation was successful in 82% whereas the monomodal segmentation was successful in 71%, for the mean distance less than 11 pixels 88% for multimodal and 79% for monomodal segmentation, respectively and for the mean distance less than 12 pixels: 90% (multimodal) and 84% (monomodal).
CONCLUSION AND OUTLOOK
To our knowledge, no other reliable fully automatic approach that would segment the optic nerve head in the images of the scanning-laser-tomography or registered multimodal retinal images has been published. We have shown that multimodal approach is remarkably superior to monomodal segmentation. With this work, we hope to have provided a clinically applicable tool for automated optic nerve head segmentation, important in glaucoma screening via the scanning-laser-tomography. There are several aspects that we are going to address in the near future. First, we would like to automate verification of the registration procedure by segmenting blood vessels in both modalities and then evaluating distances between the centerlines. The second aspect, we are currently investigating, is an improvement of the registration by initialization that is based on the localized position of the ONH in both modalities.
