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Efficient Decremental Learning Algorithms for
Broad Learning System
Hufei Zhu
Abstract—The decremental learning algorithms are required
in machine learning, to prune redundant nodes and remove
obsolete inline training samples. In this paper, an efficient
decremental learning algorithm to prune redundant nodes is
deduced from the incremental learning algorithm 1 proposed in
[9] for added nodes, and two decremental learning algorithms to
remove training samples are deduced from the two incremental
learning algorithms proposed in [10] for added inputs. The
proposed decremental learning algorithm for reduced nodes
utilizes the inverse Cholesky factor of the Hermitian matrix in
the ridge inverse, to update the output weights recursively, as
the incremental learning algorithm 1 for added nodes in [9],
while that inverse Cholesky factor is updated with an unitary
transformation. The proposed decremental learning algorithm
1 for reduced inputs updates the output weights recursively
with the inverse of the Hermitian matrix in the ridge inverse,
and updates that inverse recursively, as the incremental learning
algorithm 1 for added inputs in [10]. Moreover, the proposed
decremental learning algorithm 2 for reduced inputs updates
the output weights recursively with the inverse Cholesky factor
of the Hermitian matrix in the ridge inverse, and updates
that inverse Cholesky factor recursively by multiplying it with
an upper-triangular intermediate matrix, as the incremental
learning algorithm 2 for added inputs in [10]. In numerical
experiments, all the proposed 3 decremental learning algorithms
for reduced nodes or inputs always achieve the testing accuracy
of the standard ridge solution. When some nodes or training
samples are removed, the standard ridge solution by (2) and
(3) requires high computational complexity to retrain the whole
network from the beginning, while the proposed decremental
learning algorithms update the output weights easily for reduced
nodes or inputs without a retraining process.
Index Terms—Broad learning system (BLS), decremental
learning, prune nodes, remove training samples, matrix in-
version lemma, random vector functional-link neural networks
(RVFLNN), single layer feedforward neural networks (SLFN),
efficient algorithms, partitioned matrix, inverse Cholesky factor-
ization, ridge inverse, ridge solution.
I. INTRODUCTION
In Single layer feedforward neural networks (SLFN) with
the universal approximation capability [1]–[3], traditional
Gradient-descent-based learning algorithms [4], [5] can be
utilized, which suffer from the time-consuming training pro-
cess. To avoid the long training process, the random vector
functional-link neural network (RVFLNN) was proposed [2],
which is a universal approximation for continuous functions
on compact sets. The rapid incremental learning algorithm
proposed in [6] updates the output weights of the RVFLNN
easily for a new added node or input, which can be applied to
model time-variety data with moderate size. To deal with time-
variety big data with high dimension, the scheme in [6] was
H. Zhu (e-mail: zhuhufei@aliyun.com).
improved into Broad Learning System (BLS) [7], which can
update the output weights easily for any number of new added
nodes or inputs. In [8], the universal approximation capability
of BLS was proved mathematically, and several BLS variants
were proposed, which include cascade, recurrent, and broad-
deep combination structures.
Efficient incremental learning BLS algorithms for new
added nodes and inputs have been proposed in [9] and [10],
respectively, to reduce the computational complexities of the
original BLS algorithms in [7]. Moreover, the original BLS
algorithms [7] utilize the ridge regression approximation of the
generalized inverse, while the BLS algorithms proposed in [9],
[10] are based on the ridge inverse and the corresponding ridge
solution [11]. In [7], the ridge parameter λ→ 0 is assumed in
the ridge inverse [11] to approximate the generalized inverse,
while in [9], [10], λ can be any positive real number since the
assumption of λ→ 0 is no longer required.
In machine learning, usually the decremental learning al-
gorithms are also required to prune redundant nodes [12]–
[17] and remove obsolete inline training samples [18]–[20].
Thus in this paper, we propose efficient decremental learning
algorithms to remove nodes and training samples, respectively.
As the incremental learning algorithm 1 for added nodes
proposed in [9], the proposed decremental learning algorithm
for reduced nodes also computes the ridge solution (i.e,
the output weights) from the inverse Cholesky factor of the
Hermitian matrix in the ridge inverse. Moreover, the proposed
decremental learning algorithm for reduced nodes updates
the inverse Cholesky factor by an unitary transformation. On
the other hand, as the incremental learning algorithms for
added inputs proposed in [10], the proposed two decremental
learning algorithms for reduced inputs also compute the ridge
solution from the inverse and the inverse Cholesky factor of
the Hermitian matrix in the ridge inverse, respectively.
This paper is organized as follows. Section II introduces
BLS and the efficient incremental learning algorithms pro-
posed in [9], [10]. In Section III, we propose 1 decremental
learning algorithm for reduced nodes and 2 decremental learn-
ing algorithms for reduced inputs. Then Section IV evaluates
the proposed decremental learning algorithms by numerical
experiments. Finally, conclusions are given in Section V.
II. BROAD LEARNING SYSTEM AND INCREMENTAL
LEARNING ALGORITHMS PROPOSED IN [9], [10]
BLS transforms the original inputX into “mapped features”
in “feature nodes” by some feature mappings. The feature
nodes are then enhanced as the enhancement nodes with
random weights. All the feature nodes and the enhancement
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2
nodes form the expanded input matrix A. The expanded input
matrix A can be denoted as Ak or Al¯, where the subscript
k denotes the column number and the total number of nodes,
and the subscript l¯ denotes the row number and the number
of training samples. The connections of all the feature nodes
and the enhancement nodes in A are fed into the output by
Yˆ = AW, (1)
whereW is the output weight matrix. The ridge solution [11]
of (1) is
W = A†Y, (2)
where A† is the ridge inverse [11] of A that satisfies
A† =
(
ATA+ λI
)−1
AT . (3)
The incremental learning algorithms were proposed in [7]
to add q enhancement nodes and p input training samples to
the network, respectively. The q enhancement nodes are added
to the input matrix Ak−q by
Ak =
[
Ak−q|H
]
, (4)
where H include q columns. On the other hand, the additional
p input training samples can be denoted as Xa, and the incre-
mental feature nodes and enhancement nodes corresponding to
Xa can be denoted as the matrixAx with p rows. Accordingly
the expanded input matrix Al¯−p¯ should be updated into
Al¯ =
[
Al¯−p¯
Ax
]
. (5)
The incremental learning algorithms in [7] are based on
the Greville’s method [21], which can only compute the
generalized inverse of the partitioned matrices (4) and (5).
Correspondingly the ridge parameter λ in (3) should be set to
a very small positive real number, e.g., 10−8, and then λ→ 0
can be assumed in (3) to approximate the generalized inverse.
The incremental learning algorithm 1 proposed in [9] and
the two incremental learning algorithms proposed in [10] no
longer need to assume λ → 0, which are all based on the
ridge inverse, and always achieve the testing accuracy of the
standard ridge solution in numerical experiments. However,
usually the BLS algorithms in [7] achieve worse testing accu-
racy than the standard ridge solution in numerical experiments,
when the assumption of λ → 0 is not satisfied (i.e., λ is
not very small). The rest of this section will give a brief
introduction to the above-mentioned algorithms proposed in
[9], [10].
A. Incremental Learning for Added Nodes
The incremental learning algorithm 1 proposed in [9] for
added nodes computes the ridge solution (i.e, the output
weights) from the inverse Cholesky factor of the Hermitian
matrix in the ridge inverse, and updates the inverse Cholesky
factor efficiently by extending the inverse Cholesky factoriza-
tion in [22].
Let
Rk = A
T
kAk + λI, (6)
and then (4) can be substituted into (6) to obtain
Rk =
[
Rk−q A
T
k−qH
HTAk−q H
TH+ λI
]
. (7)
The inverse Cholesky factor [22] of Rk is the upper-triangular
Fk that satisfies
FkF
T
k = R
−1
k = (A
T
kAk + λI)
−1. (8)
In [9], Fk is computed from Fk−q by
Fk =
[
Fk−q T
0 G
]
(9)
where

GGT =
(
HTH+ λI−HT×
Ak−qFk−qF
T
k−qA
T
k−qH
)−1
(10a)
T = −Fk−qF
T
k−qA
T
k−qHG. (10b)
In (10a), the upper-triangularG is the inverse Cholesky factor
of HTH+ λI−HTAk−qFk−qF
T
k−qA
T
k−qH.
The output weight matrix
Wk = FkF
T
kA
T
kY (11)
is computed from Wk−q by
Wk =
[
Wk−q +TG
T
(
HTY −HTAk−qWk−q
)
GGT
(
HTY −HTAk−qWk−q
) ] . (12)
B. Incremental Learning for Added Inputs
The two incremental learning algorithms for added inputs
proposed in [10] compute the ridge solution (i.e., the output
weights) from the inverse or the inverse Cholesky factor of
the Hermitian matrix in the ridge inverse. The algorithm 1
proposed in [10] updates the inverse of the Hermitian matrix
by the matrix inversion lemma [23], while the algorithm 2
proposed in [10] updates the upper-triangular inverse Cholesky
factor of the Hermitian matrix by multiplying that inverse
Cholesky factor with an upper-triangular intermediate matrix,
which is computed by a Cholesky factorization or an inverse
Cholesky factorization.
Let Y and Ya denote the output labels corresponding to
the input X and the added input Xa, respectively, and write
Yl¯ =
[
Y
Ya
]
. (13)
Then the output weights (2) can be written as
Wl¯ = Ql¯A
T
l¯
Yl¯, (14)
where
Ql¯ =
(
AT
l¯
Al¯ + λI
)−1
. (15)
Substitute (5) into (15) to obtain
Ql¯ =
((
AT
l¯−p¯
Al¯−p¯ + λI
)
−ATx (−Ax)
)−1
. (16)
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Based on (16), the matrix inversion lemma [23, equation (1a)]
and the inverse of a sum of matrices [24, equation (20)] were
applied to to deduce the algorithm 1 in [10], i.e.,

p ≤ k :
{
B = Ql¯−p¯A
T
x (I+AxQl¯−p¯A
T
x )
−1
Ql¯ = Ql¯−p¯ −BAxQl¯−p¯
, (17a)
p ≥ k :
{
Ql¯ = (I+Ql¯−p¯A
T
xAx)
−1
Ql¯−p¯
B = Ql¯A
T
x
, (17b)
and
Wl¯ =Wl¯−p¯ +B
(
Ya −AxWl¯−p¯
)
. (18)
The inverse Cholesky Factor [7] of Rl¯ = A
T
l¯
Al¯ + λI is
the upper-triangular Fl¯ satisfying
Fl¯F
T
l¯
= (AT
l¯
Al¯ + λI)
−1 = Ql¯. (19)
Instead of updating the inverse Ql¯ by (17), the algorithm 2
proposed in [10] computes the inverse Cholesky factor Fl¯ from
Fl¯−p¯ by
Fl¯ = Fl¯−p¯V, (20)
where the upper-triangular V satisfies
VVT =
{
I− ST (I+ SST )
−1
S if p ≤ k (21a)
(I+ STS)
−1
if p ≥ k, (21b)
and S in (21) is computed by
S = AxFl¯−p¯. (22)
Then the algorithm 2 in [10] computes Wl¯ from Wl¯−p¯ and
Fl¯ by
Wl¯ =Wl¯−p¯ + (Fl¯F
T
l¯
ATx )
(
Ya −AxWl¯−p¯
)
. (23)
To reduce the computational complexity, a smaller inverse
and inverse Cholesky factorization are chosen in (17) and (21),
respectively, according to the size of the p × k matrix Ax.
Moreover, the upper-triangular inverse Cholesky factor in (19)
and (21) can be computed by the inverse Choleksy factoriza-
tion [22], or by inverting and transposing the traditional lower-
triangular Cholesky factor [25].
III. PROPOSED DECREMENTAL LEARNING ALGORITHMS
A. Proposed Decremental Learning Algorithm for Reduced
Nodes
Assume the ρ nodes corresponding to the columns
i1, i2, · · · , iρ (i1 < i2 < · · · < iρ) in Ak needs to be removed.
Then let us permute the columns i1, i2, · · · , iρ in Ak to be the
last 1st, 2nd, · · · , ρth columns, respectively, and the permuted
Ak can be written as
Ak = [Ak−ρ|Aρ] , (24)
where Aρ includes the ρ columns to be removed. Accordingly
we need to permute the rows i1, i2, · · · , iρ in Fk and Wk to
be the last 1st, 2nd, · · · , ρth rows, respectively, as can be seen
from (8) and (2). The permuted Fk can be block-triangularized
by an unitary transformation Σ, i.e.,
FkΣ =
[
Fk−ρ Tρ
0 Gρ
]
, (25)
where Tρ includes ρ columns, and Gρ is ρ × ρ. The sub-
matrix Fk−ρ in (25) is the “square-root” matrix [22], [26] of
Qk−ρ = R
−1
k−ρ that satisfies Fk−ρF
T
k−ρ = Qk−ρ = R
−1
k−ρ, as
can be seen by comparing (25) with (9). From the permuted
Wk, the output weightsWk−ρ for the remaining k−ρ nodes
can be computed by
Wk−ρ =W
1:(k−ρ),:
k −TρG
−1
ρ W
(k−ρ+1):k,:
k , (26)
whereW
i:j,:
k denotes the sub-matrix in Wk from the i
th row
to the jth row. The derivation of (26) is in Appendix A.
The unitary transformation Σ in (25) can be formed by a
sequence of Givens rotations [22]. Assume k = 6 and the rows
2 and 4 in F6 are permuted to be the last 1
st and 2nd rows,
respectively. The effect of the sequence of Givens rotations to
triangularize the permuted F6 can be shown as∣∣∣∣∣
x x x x x x
0 x x x x x
0 0 x x x x
0 0 0 x x x
0 0 0 0 x x
0 0 0 0 0 x
∣∣∣∣∣ −→
∣∣∣∣∣
x x x x x x
0 0 x x x x
0 0 0 0 x x
0 0 0 0 0 x
0 0 0 x x x
0 x x x x x
∣∣∣∣∣ −−−→Ω6
2,3
∣∣∣∣∣∣
x ∗ ∗ x x x
0 ∗ ∗ x x x
0 0 0 0 x x
0 0 0 0 0 x
0 0 0 x x x
0 0 ∗ x x x
∣∣∣∣∣∣ −−−→Ω63,4∣∣∣∣∣∣
x x ∗ ∗ x x
0 x ∗ ∗ x x
0 0 0 0 x x
0 0 0 0 0 x
0 0 ∗ ∗ x x
0 0 0 ∗ x x
∣∣∣∣∣∣ −−−→Ω64,5
∣∣∣∣∣∣
x x x ∗ ∗ x
0 x x ∗ ∗ x
0 0 0 ∗ ∗ x
0 0 0 0 0 x
0 0 x ∗ ∗ x
0 0 0 0 ∗ x
∣∣∣∣∣∣ −−−→Ω65,6
∣∣∣∣∣∣
x x x x ∗ ∗
0 x x x ∗ ∗
0 0 0 x ∗ ∗
0 0 0 0 ∗ ∗
0 0 x x ∗ ∗
0 0 0 0 0 ∗
∣∣∣∣∣∣ −−−→Ω53,4∣∣∣∣∣∣
x x ∗ ∗ x x
0 x ∗ ∗ x x
0 0 ∗ ∗ x x
0 0 0 0 x x
0 0 0 ∗ x x
0 0 0 0 0 x
∣∣∣∣∣∣ −−−→Ω54,5
∣∣∣∣∣∣
x x x ∗ ∗ x
0 x x ∗ ∗ x
0 0 x ∗ ∗ x
0 0 0 ∗ ∗ x
0 0 0 0 ∗ x
0 0 0 0 0 x
∣∣∣∣∣∣ ,
where Ωim,n is the Givens rotation that zeroes the m
th entry
in the ith row and rotates the mth and nth entries in each
row of Fk, and ∗ denotes the non-zero entries rotated by the
current Givens rotation. It can be seen that the sequence of
Givens rotations obtain the upper-triangular Fk−ρ and Gρ.
In (25), the unitary transformation Σ can also be formed by
several Householder reflections [25] or a block Householder
transformation [27]. When Σ is formed by a block House-
holder transformation, usually Fk−ρ and Gρ in (25) are no
longer upper-triangular. Moreover, since there are many zeros
in Fk, we can use a smaller block Householder transformation
to reduce the computational complexity. For example, assume
the permuted F6 is
F6 =
∣∣∣∣∣∣
x x x x x x
0 x x x x x
0 0 0 x x x
0 0 0 0 x x
0 0 0 0 0 x
0 0 0 x x x
0 0 x x x x
∣∣∣∣∣∣ ,
and then we can set Σ =
[
I2 0
0 Θ
]
, where I2 is the 2 × 2
identity matrix, and Θ is a block Householder transformation.
B. Proposed Decremental Learning Algorithms for Reduced
Inputs
Permute the rows in Al¯ to put the training samples to be
removed into the sub-matrix Aδ¯ with the last δ rows, i.e.,
Al¯ =
[
Al¯−δ¯
Aδ¯
]
, (27)
and permute the rows in Yl¯ accordingly to obtain
Yl¯ =
[
Yl¯−δ¯
Yδ¯
]
. (28)
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The proposed decremental learning algorithm 1 for reduced
inputs computes Ql¯−δ¯ by
Ql¯−δ¯ = B˜Ql¯ (29)
where
B˜ =
{
I+Ql¯A
T
δ¯
(I−A
δ¯
Ql¯A
T
δ¯
)
−1
A
δ¯
if δ ≤ k (30a)
(I−Ql¯A
T
δ¯
A
δ¯
)
−1
if δ ≥ k, (30b)
and compute the output weights by
Wl¯−δ¯ = B˜(Wl¯ −Ql¯A
T
δ¯
Yδ¯). (31)
The derivation of (29), (30) and (31) is in Appendix B.
The proposed decremental learning algorithm 2 for reduced
inputs updates Fl¯ satisfying (19) by
Fl¯−δ¯ = Fl¯V, (32)
and the upper-triangular V in (32) is computed by
VVT =
{
I+ ST (I− SST )
−1
S if δ ≤ k (33a)
(I− STS)
−1
if δ ≥ k, (33b)
where
S = Aδ¯Fl¯. (34)
Moreover, the proposed decremental learning algorithm 2 for
reduced inputs computes the output weights Wl¯−δ¯ by
Wl¯−δ¯ = Fl¯−δ¯V
TF−1
l¯
Wl¯ − Fl¯−δ¯F
T
l¯−δ¯
AT
δ¯
Yδ¯. (35)
The derivation of (33) and (35) is also in Appendix B.
To compute (33a), firstly compute the inverse Cholesky
factor of I− SST , i.e., the upper-triangular F˜ satisfying
F˜F˜T = (I− SST )
−1
. (36)
Then we need to compute the upper-triangular V satisfying
VVT = I+ (ST F˜)(ST F˜)T , (37)
where the upper-triangular Cholesky factorV is different from
the traditional lower-triangular Cholesky factor [25].
IV. NUMERICAL EXPERIMENTS
We compare the proposed decremental learning algorithms
for BLS with the standard ridge solution for BLS (by (2)
and (3)), by the simulations on MATLAB software platform
under a Microsoft-Windows Server with 128 GB of RAM.
We give the experimental results on the Modified National
Institute of Standards and Technology (MNIST) dataset [28]
with 60000 training images and 10000 testing images. For
the enhancement nodes, the weights Whj and the biases
βhj (j = 1, 2, · · · ,m) are drawn from the standard uniform
distributions on the interval
[
−1 1
]
, and the sigmoid
function is chosen.
In Table I, we give the testing accuracy of the standard
ridge solution (by (2) and (3)) and the proposed decremental
learning algorithm for reduced nodes, which are abbreviated
as “Standard” and “Proposed”, respectively. We set the initial
network as 10 × 10 feature nodes and 11000 enhancement
nodes. Then the enhancement nodes are dynamically decreased
from 11000 to 7000, and ρ = 1000 enhancement nodes are
TABLE I
SNAPSHOT RESULTS OF TESTING ACCURACY FOR THE BLS ALGORITHMS
Number of λ = 10−3
Enhancement Testing Accuracy (%) Testing Accuracy (%)
Nodes Standard Proposed Standard Proposed
11000 97.23 97.23 96.95 96.95
11000 → 10000 97.18 97.18 96.92 96.92
10000 → 9000 97.05 97.05 96.78 96.78
9000 → 8000 96.99 96.99 96.74 96.74
8000 → 7000 96.79 96.79 96.59 96.59
removed in each update. The snapshot results of each update
are shown in Table I, where the ridge parameter λ is set to
10−3. As observed from Table I, the proposed decremental
learning algorithm for reduced nodes always achieves the
testing accuracy of the standard ridge solution.
We also simulate the decremental BLS on reduced inputs.
We set the network as 10×10 feature nodes and 5000 enhance-
ment nodes, and then the total node number is k = 5100. In
Table II, we train the initial network under the first l = 60000
training samples, and decrease δ = 10000 > k training
samples in each update, until only 10000 training samples
are fed. On the other hand, in Table III, we train the initial
network under the first l = 60000 training samples, and
decrease δ = 1000 < k training samples in each update,
until only 55000 training samples are fed. The snapshot results
of each update are shown in Tables II and III, where the
ridge parameter λ is set to 10−3 and 10−1. In Tables II
and III, “Standard” is the abbreviation of the standard ridge
solution, while “Alg. 1” and “Alg. 2” are the abbreviations
of the proposed decremental learning algorithms 1 and 2 for
reduced inputs, respectively. As can be seen from Table II and
Table III, the proposed decremental learning algorithms 1 and
2 for reduced inputs always achieve the testing accuracy of
the standard ridge solution.
V. CONCLUSION
The decremental learning algorithms are required in ma-
chine learning, to prune redundant nodes [12]–[17] and remove
obsolete inline training samples [18]–[20]. In this paper, an
efficient decremental learning algorithm to prune redundant
nodes is deduced from the incremental learning algorithm
1 proposed in [9] for added nodes, and two decremental
learning algorithms to remove training samples are deduced
from the two incremental learning algorithms proposed in [10]
for added inputs.
The proposed decremental learning algorithm for reduced
nodes utilizes the inverse Cholesky factor of the Hermitian
matrix in the ridge inverse, to update the output weights
recursively by (26), as the incremental learning algorithm 1
for added nodes in [9], while that inverse Cholesky factor is
updated with an unitary transformation by (25). The proposed
decremental learning algorithm 1 for reduced inputs updates
the output weights recursively with the inverse of the Her-
mitian matrix in the ridge inverse, and updates that inverse
recursively, as the incremental learning algorithm 1 for added
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TABLE II
SNAPSHOT RESULTS OF TESTING ACCURACY FOR 4 BLS ALGORITHMS WITH p = 10000 > k = 5100
Number of λ = 10−3 λ = 10−1
Input Training Accuracy (%) Testing Accuracy (%) Training Accuracy (%) Testing Accuracy (%)
Patterns Standard Alg. 1 Alg. 2 Standard Alg. 1 Alg. 2 Standard Alg. 1 Alg. 2 Standard Alg. 1 Alg. 2
60000 96.87 96.87 96.87 96.77 96.77 96.77 92.58 92.58 92.58 93.05 93.05 93.05
−−−−→
10000
50000 96.84 96.84 96.84 96.67 96.67 96.67 92.47 92.47 92.47 92.75 92.75 92.75
−−−−→
10000
40000 96.76 96.76 96.76 96.59 96.59 96.59 92.22 92.22 92.22 92.54 92.54 92.54
−−−−→
10000
30000 96.58 96.58 96.58 96.34 96.34 96.34 91.82 91.82 91.82 92.23 92.23 92.23
−−−−→
10000
20000 96.41 96.41 96.41 96.11 96.11 96.11 91.47 91.47 91.47 91.61 91.61 91.61
−−−−→
10000
10000 96.19 96.19 96.19 95.62 95.62 95.62 90.54 90.54 90.54 90.71 90.71 90.71
TABLE III
SNAPSHOT RESULTS OF TESTING ACCURACY FOR 4 BLS ALGORITHMS WITH p = 1000 < k = 5100
Number of λ = 10−3 λ = 10−1
Input Training Accuracy (%) Testing Accuracy (%) Training Accuracy (%) Testing Accuracy (%)
Patterns Standard Alg. 1 Alg. 2 Standard Alg. 1 Alg. 2 Standard Alg. 1 Alg. 2 Standard Alg. 1 Alg. 2
60000 96.34 96.34 96.34 96.21 96.21 96.21 92.83 92.83 92.83 93.24 93.24 93.24
−−−→
1000
59000 96.34 96.34 96.34 96.23 96.23 96.23 92.82 92.82 92.82 93.22 93.22 93.22
−−−→
1000
58000 96.31 96.31 96.31 96.26 96.26 96.26 92.81 92.81 92.81 93.15 93.15 93.15
−−−→
1000
57000 96.31 96.31 96.31 96.22 96.22 96.22 92.81 92.81 92.81 93.11 93.11 93.11
−−−→
1000
56000 96.33 96.33 96.33 96.19 96.19 96.19 92.81 92.81 92.81 93.09 93.09 93.09
−−−→
1000
55000 96.32 96.32 96.32 96.22 96.22 96.22 92.78 92.78 92.78 93.07 93.07 93.07
inputs in [10]. Moreover, the proposed decremental learning
algorithm 2 for reduced inputs updates the output weights
recursively with the inverse Cholesky factor of the Hermitian
matrix in the ridge inverse, and updates that inverse Cholesky
factor recursively by multiplying it with an upper-triangular
intermediate matrix, as the incremental learning algorithm 2
for added inputs in [10].
In numerical experiments, all the proposed 3 decremental
learning algorithms for reduced nodes or inputs always achieve
the testing accuracy of the standard ridge solution. When some
nodes or training samples are removed, the standard ridge
solution by (2) and (3) requires high computational complexity
to retrain the whole network from the beginning, while the
proposed decremental learning algorithms update the output
weights easily for reduced nodes or inputs without a retraining
process.
APPENDIX A
DERIVATION OF (26)
From (11) we can deduce Wk = FkΣ(FkΣ)
TATkY, into
which we substitute (25) and (24) to obtain
Wk =
[
Fk−ρ Tρ
0 Gρ
] [
Fk−ρ Tρ
0 Gρ
]T
[Ak−ρ|Aρ]
T
Y, (38)
i.e.,
Wk =[
Fk−ρF
T
k−ρA
T
k−ρY +Tρ(T
T
ρA
T
k−ρY +G
T
ρA
T
ρY)
Gρ(T
T
ρA
T
k−ρY +G
T
ρA
T
ρY)
]
,
into which substitute (11) to obtain{
W
1:(k−ρ),:
k =Wk−ρ +Tρ(T
T
ρA
T
k−ρY +G
T
ρA
T
ρY)(39a)
W
(k−ρ+1):k,:
k = Gρ(T
T
ρA
T
k−ρY +G
T
ρA
T
ρY) (39b)
From (39b) we deduce TTρA
T
k−ρY + G
T
ρA
T
ρY =
G−1ρ W
(k−ρ+1):k,:
k , which is then substituted into (39a) to
obtain (26).
APPENDIX B
DERIVATION OF (33), (29), (30), (31) AND (35)
From (27) and (15), we can deduce
Ql¯−δ¯ =
((
AT
l¯
Al¯ + λI
)
−AT
δ¯
Aδ¯
)−1
. (40)
Obviously we can replace Ql¯, A
T
l¯−p¯
Al¯−p¯, A
T
x and −Ax in
(16) with Ql¯−δ¯, A
T
l¯
, Al¯, A
T
δ¯
and Aδ¯, respectively, to obtain
(40), and then we can make the same replacement in (21) and
(17), to obtain (33) and

δ ≤ k :
{
B = Ql¯A
T
δ¯
(I−A
δ¯
Ql¯A
T
δ¯
)
−1
Ql¯−δ¯ = Ql¯ +BAδ¯Ql¯
, (41a)
δ ≥ k :
{
Ql¯−δ¯ = (I−Ql¯A
T
δ¯
A
δ¯
)
−1
Ql¯
B = Ql¯−δ¯A
T
δ¯
, (41b)
respectively. From (41) we can deduce (29) and (30).
From (14) we can obtain Wl¯−δ¯ = Ql¯−δ¯A
T
l¯−δ¯
Yl¯−δ¯, into
which we substitute (29) to obtain
Wl¯−δ¯ = B˜Ql¯A
T
l¯−δ¯
Yl¯−δ¯. (42)
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On the other hand, let us substitute (27) and (28) into (14) to
obtain Wl¯ = Ql¯
[
Al¯−δ¯
Aδ¯
]T [
Yl¯−δ¯
Yδ¯
]
, i.e.,
Ql¯A
T
l¯−δ¯
Yl¯−δ¯ =Wl¯ −Ql¯A
T
δ¯
Yδ¯. (43)
Finally we can substitute (43) into (42) to obtain (31).
Substitute (32) into (19) to obtain Ql¯−δ¯ = Fl¯−δ¯V
TFT
l¯
,
which is then substituted into (42) to obtain
Wl¯−δ¯ = Fl¯−δ¯V
TFT
l¯
AT
l¯−δ¯
Yl¯−δ¯, (44)
i.e.,
Wl¯−δ¯ = Fl¯−δ¯V
TF−1
l¯
Fl¯F
T
l¯
AT
l¯−δ¯
Yl¯−δ¯. (45)
Then substitute (19) into (45) to obtain
Wl¯−δ¯ = Fl¯−δ¯V
TF−1
l¯
Ql¯−δ¯A
T
l¯−δ¯
Yl¯−δ¯, (46)
into which substitute (43) to obtain
Wl¯−δ¯ = Fl¯−δ¯V
TF−1
l¯
(Wl¯ −Ql¯A
T
δ¯
Yδ¯). (47)
Finally let us substitute (19) into (47) to obtain
Wl¯−δ¯ = Fl¯−δ¯V
TF−1
l¯
(Wl¯ − Fl¯F
T
l¯
AT
δ¯
Yδ¯), i.e.,
Wl¯−δ¯ = Fl¯−δ¯V
TF−1
l¯
Wl¯ − Fl¯−δ¯V
TFT
l¯
AT
δ¯
Yδ¯, (48)
into which we can substitute (32) to obtain (35).
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