Abstract. A network with three types of model neurons is considered. These are designated as excitatory, fast inhibitory, and slow inhibitory cells. Each excitatory cell is modeled as a relaxation oscillator, while, for simplicity, the inhibitory cells are modeled by a single equation. The coupling between cells is modeled in a way that mimics chemical synapses. This network is introduced as a simplification of the model in Traub and Miles [Neuronal Networks of the Hippocampus, Cambridge University Press, New York, 1991] for oscillations in the CA3 region of the hippocampus. A geometric approach for analyzing the solution structure of the network is developed. The analysis clarifies the role that each type of cell and each parameter plays in obtaining partially synchronized rhythms, determines how the parameters should be chosen for this collective behavior, and indicates possible instabilities which arise as parameters are varied. A symbolic scheme is derived which accurately determines the firing patterns for a large class of networks. The symbolic scheme predicts which cells fire during each event of activity and demonstrates why simple networks may give rise to multiple stable firing patterns.
1. Introduction. Networks of coupled neurons often display a rich structure of oscillatory behavior. This behavior plays an important role in several areas of the nervous system (see, for example, [9] , [20] , [6] , [4] ). Mathematical models for these systems are typically very complicated, and there has been very little rigorous analysis of them. A single neuron is usually modeled by using the Hodgkin-Huxley formalism [5] . If there are several membrane channels, then this leads to a large system of differential equations for just the individual cells. The coupling between cells may also be quite complicated. There are several types of coupling, including gap junctions, chemical synapses, and ionic coupling. Moreover, the coupling may be either excitatory or inhibitory, and it may involve several time scales.
Many researchers have derived and analyzed idealized models which capture many of the important features of the more realistic systems (see, for example, [26] , [7] , [14] , [10] , [15] ). By studying reduced models, one can begin to classify what types of collective behavior are possible for given biophysical mechanisms. One can then determine how complicated a model must be in order to display some observed behavior or predict how changing some parameters in the model affects the oscillatory behavior. These parameters may include, for example, those which determine the intrinsic properties of the individual cells, the strength or speed of connections between two cells, or the underlying architecture of the network, such as the number of some particular type of cell or the probability that there exists a connection from one cell to another. The simple models also help to identify what mathematical tools need to be developed in order to attack the full system.
In this paper, we consider a network of model neurons that is motivated by oscillatory behavior discussed in the book by Traub and Miles [23] (see also [22] ). They derived a detailed biophysical model for oscillations in the CA3 region of the hippocampus. One collective population behavior which they considered was that of partially synchronized rhythms. Each neuron in the network would typically be in a silent phase of near resting-state membrane potential. Every once in a while the cell would become depolarized, jump up to an active phase, and fire either one or a burst of action potentials. The network exhibits partial synchronization if only a small percentage of the cells are in their active phases at any particular time. After these cells return to their silent phases, there is a long silent period before another subpopulation jumps up. Hence, each cell participates in only a small percentage of these events of activity. The number of cells which fire during each event is roughly constant, and the cells which fire during any single event are spatially distributed throughout the network. Two given cells may sometimes fire during the same event and sometimes fire during different events.
We consider a network which includes three types of model neurons. This is, again, motivated by the discussion in [23] . The three model neurons are designated as excitatory (E), fast inhibitory (I f ), and slow inhibitory (I σ ) cells. Each E-cell is modeled as a relaxation oscillator, while, for simplicity, each inhibitory cell is modeled by a single differential equation. Cells of the same type are assumed to be identical. The coupling between the cells is similar to that used to model chemical synapses. We will be primarily interested in cases in which the connections are randomly chosen, the number of connections between E-cells is sparse, and each E-cell receives both types of inhibition from a large number of inhibitory cells. However, the main result stated in section 3.2 is quite general and does not depend on these assumptions.
Numerical simulations show that this idealized model displays collective behavior similar to that of the more complicated model in [23] . For example, the effects of changing various parameters in the models are quite similar. In both models, there is a drastic change in behavior as the strength of the fast inhibitory conductance is increased. When the inhibition is weak, most E-cells fire during an event, while if the inhibition is sufficiently strong, then only a small percentage of E-cells fire during an event. There is a large variance in the number of E-cells which fire during an event for intermediate values of the inhibition. The effects of changing parameters which involve the slow inhibition are also similar in both networks. Without slow inhibition, both networks lose the character of partial synchronization. This is shown in Fig. 10 a n di nF i g .7 . 1 0o f [ 2 3 ] .
We develop a geometric approach for analyzing the solution structure of the reduced system. The analysis clearly explains the role played by each type of cell in reaching partial synchronization and what restrictions on the parameters are necessary for partial synchronization. Using the analysis, we are able to accurately determine the stable firing patterns for a large class of networks over a robust range of parameter values. We derive a symbolic scheme which predicts which cells fire during each event. The symbolic scheme demonstrates that even simple networks may give rise to multiple stable firing patterns.
Partial synchronization has been studied in other networks of neural oscillators. T h er o l eo ft h ei h channel in generating partially synchronized rhythms is considered in [8] and [10] , while in [3] , partial synchronization is obtained in networks with all-toall inhibitory connections. Each of these networks involve synapses which respond on a slow time scale. Issues related to synchronization in networks of oscillators of both relaxation and nonrelaxation type are considered in [18] . Another simplified model for oscillations in the hippocampus is derived in [15] , and a cellular automation model for the CA3 region of the hippocampus is considered in [16] . The model considered in [21] and [24] for scene segmentation gives rise to a special case of partial synchronization. That model consists of a network of locally connected excitatory oscillators together with one global fast inhibitory oscillator. The analysis in the present paper generalizes the analysis in [21] to the case in which the connections may be randomly chosen, there may exist numerous fast inhibitory cells, and there exists slow inhibitory cells.
An outline of the paper is as follows. We formally define the differential equations corresponding to the model in the next section. We also discuss some simple networks in order to explain the role played by each of the three types of cells. The simple networks help to motivate the symbolic scheme, which is formally defined in section 3.1. The main theorem is stated in section 3.2. The proof of the theorem is given in section 4. The proof is based on a geometric approach to singular perturbation theory. We first construct singular solutions of the model and then show that these solutions perturb for small positive values of the singular perturbation parameter. We present computer simulations in section 5, and there is a discussion in section 6.
Model description and simple networks.
2.1. The model. We consider a general network of excitatory, fast inhibitory, and slow inhibitory cells. Each E-cell, without coupling or noise, is modeled as a relaxation oscillator. For simplicity, we model each inhibitory cell with a single equation. The coupling between cells is chosen in a way that mimics chemical synapses. The basic model for a general network is defined in this section. Simple networks are then presented to illustrate how excitation and the two types of inhibition give rise to partial synchronization. We also present a simple network which motivates our main theorem. This network will illustrate how multiple stable patterns can arise from simple networks.
We denote the E-, I f -, and I σ -cells by {e 1 ,...,e Ne }, {f 1 ,...f N f },a n d{ σ 1 ,..., σ Nσ }, respectively. Here, N e ≥ 1, N f ≥ 0, and N σ ≥ 1. Let E e k = {i : ∃ e i → e k connection},
We assume that there are no connections between the inhibitory cells. The system of equations corresponding to this network is then defined as follows:
(2.1)
Here, 1 ≤ k ≤ N e ,1 ≤ j ≤ N f ,a n d1 ≤ l ≤ N σ . The dependent variables corresponding to e k ,f j , and σ l are (v k ,w k ),x j , and y l , respectively. The dependent variable S l corresponds to the postsynaptic conductance in an E-cell due to the slow inhibitory cell σ l . This representation of synaptic current follows Wang and Rinzel [25] . Our analysis does not depend on the precise forms of the functions f and g.W e require that a single E-cell, without any coupling or noise, gives rise to a relaxation oscillator. For this we assume that the v-nullcline C≡{ ( v, w):f ( v, w)+I = 0 } defines a cubic-shaped curve as shown in Fig. 1 . We will need to assume that f w (v, w) < 0 near C.
We assume that the w-nullcline, D≡{ ( v, w):g(v, w)=0}is a smooth, increasing curve which intersects the v-nullcline C at a point which lies on the middle branch of C. We will need to assume that near the singular solutions. The only other restrictions needed on g(v, w) are concerned with bounds on g v . We will need to assume, for example, that g v is not too large near the left and right branches of C. The assumptions are discussed, in detail, in section 3.3.
The parameter I denotes injected current, and ρ denotes a Gaussian noise term. We do not include noise in the analysis; however, it is included in the numerical simulations. We assume that ǫ>0 is a small singular perturbation parameter. Moreover, φ, g e , g f ,g σ ,a n dK σ are all positive constants and O(1) with respect to ǫ.
In (2.1), H is the Heaviside step function. Let H be any smooth, bounded, monotonically increasing function such that H(0) = 0. For convenience, we assume that H( 1 )=1 . E a c hθ α ,f o rα∈{ ee, ef, f e, eσ, σe}, represents a threshold above which one cell can influence another cell. For example, an E-cell e k feels excitation from another E-cell-say, e i -if i ∈E e k and v i >θ ee . An inhibitory cell f j or σ l feels excitation from e i if i ∈Z f j or i ∈Z σ l and v i >θ ef or v i >θ eσ , respectively. Every synapse, except those corresponding to S l , 1 ≤ l ≤ N σ , activates and deactivates instantaneously. This is not the case for each S l since it satisfies a separate differential equation. Note that if ǫ is small, then each S l deactivates on a slower time scale than it activates. For this reason, we refer to the I σ -cells as slow inhibitory cells.
We assume that the inhibitory cells satisfy single differential equations in order to simplify the already complicated analysis. Our results remain valid if, for example, we assume that each inhibitory cell corresponds to a relaxation oscillator with two variables. However, this would require that we introduce even more parameters into the system. All of the many parameters which appear in (2.1) will be discussed in detail in the following sections.
2.2.
Single cell without coupling. Each E-cell, without any coupling or noise, satisfies the system of ordinary differential equations
We assume that the parameter I is chosen so that the nullclines C and D intersect only along the middle branch of C. Then (2.2) gives rise to a stable periodic orbit for all values of ǫ sufficiently small. In the limit ǫ → 0, the periodic orbit lies close to the singular periodic orbit shown in Fig. 1 . The singular orbit consists of four pieces. While the trajectory lies on the left branch L or the right branch R of the cubic, we say that the cell is in either its silent or its active phase, respectively. The silent and active phases terminate when the trajectory reaches either the left knee LK or the right knee RK of C. We say that the cell jumps up or fires when the trajectory makes a transition from the silent to the active phase. During the transition from the active to the silent phase, we say that the cell jumps down.
Excitation.
We next consider the simple network
Here, e 1 and e 2 represent identical E-cells, and there is no inhibition. This network will help to illustrate the mechanism by which excitation tends to synchronize the oscillations of different E-cells. Since H( 0 )=0 a n d H ( 1 )=1 ,(2.3) gives rise to
FIG.2 .
Two oscillators coupled through excitation. When e 1 jumps up to the active phase, the cubic corresponding to e 2 raises from C to C E . This allows e 2 to jump up. When e 1 reaches the right knee of C, it jumps down. This lowers the cubic corresponding to e 2 , and e 2 jumps down.
the system of equations
The parameter θ ee is chosen so that v<θ ee along the left branch of C and v>θ ee along the right branch of C. This implies that if e 1 is in its silent phase, then H(v 1 − θ ee ) = 0, while if e 1 is in its active phase, then H(v 1 − θ ee )=1 .Hence, e 2 "feels" coupling from e 1 only while e 1 is in its active phase.
The effect of coupling is to change the position of the cubic corresponding to e 2 . This form of coupling is referred to as fast threshold modulation i n[ 1 9 ] . A sw en o w demonstrate, one cell "excites" another cell by raising the cubic corresponding to the other cell. One cell "inhibits" another cell by lowering the cubic corresponding to the other cell.
If g e is sufficiently small, then the nullcline C E ≡{ ( v, w):f( v, w)+I−g e (v− v exc )=0} corresponds to a cubic-shaped curve as shown in Fig. 2 . If v exc satisfies v<v exc along the singular solution, then C lies below C E . We denote the left and right branches of C E by L E and R E , respectively, and the left and right knees of C E by LK E and RK E , respectively.
As in the case of a single cell, we construct a singular solution of (2.4) . This is shown in Fig. 2 for the case in which e 1 and e 2 begin on L with |w 1 (0) − w 2 (0)| sufficiently small. The singular solution consists of a number of pieces. The first piece is when both cells move along L. This is the silent phase and lasts until one of the cells-say, e 1 -reaches LK. The second piece of the singular solution begins when e 1 jumps up. When v 1 (t) crosses θ ee , H(v 1 − θ ee ) switches from 0 to 1. This "raises" e 2 's cubic from C to C E .I f| w 1 −w 2 |is sufficiently small, then e 2 lies below LK E ,a n de 2 jumps up. Note that during their active phases, e 1 and e 2 lie on the right branches of different cubics. Since e 2 feels excitation from e 1 , e 2 lies on R E . On the other hand, e 1 does not feel coupling from e 2 ,a n de 1 lies on R during the active phase.
The active phase terminates when one of the cells reaches its right knee. We show in section 4.3 that it is possible to choose the parameters so that e 1 reaches RK before e 2 reaches RK E . Hence, e 1 jumps down before e 2 . When v 1 crosses θ ee , H(v 1 − θ ee ) switches from 1 to 0. This has the effect of lowering e 2 's cubic. At this time, e 2 lies above RK. Hence, e 2 must jump down to the silent phase. Both cells now lie in their silent phase, and the entire process repeats.
Note that if e 1 and e 2 begin too far apart on L, then e 2 m a yn o tj u m pu pw h e n e 1 fires. In order for e 2 to jump up, it must lie below LK E . In particular, e 1 cannot "recruit" e 2 if e 2 jumps down from the active phase shortly before e 1 jumps up. In this case, we say that e 2 has not yet recovered in its refractory period.
Fast inhibition.
The previous example demonstrates that excitatory inputs make it easier for a cell to fire. Fast inhibition, on the other hand, may prevent a cell from firing. To illustrate this, we consider the network ee f 12 Here, e 1 and e 2 correspond to E-cells, and f corresponds to an I f -cell. The equations corresponding to this network are
We assume that v exc and v inh are chosen so that if (v, w) is on a singular solution, then v inh <v<v exc . Moreover, if (v, w) is in its silent phase, then v<θ ef , while if (v, w) is in its active phase, then v>θ ee . We also assume that θ fe ∈ (0, 1) and θ ef <θ ee .
Suppose that we start with e 1 and e 2 in their silent phases and e 1 jumps up. We now show how to choose the parameters so that e 2 feels inhibition from f before it receives excitation from e 1 . In particular, e 2 will not jump up to the active phase.
When v 1 crosses θ ef , the function H(v 1 − θ ef ) changes from 0 to 1. This "turns on" f ,andx→1 at a rate determined by φ. We choose φ so that x crosses θ fe before v 1 crosses θ ee . When x crosses θ fe , H(x − θ fe ) switches from 0 to 1. Because of our choice of v inh , this has the effect of lowering e 2 's cubic. When v 1 does cross θ ee , H(v 1 − θ ee ) changes from 0 to 1. This has the effect of raising e 2 's cubic. However, if g f is sufficiently larger than g e -that is, if f lowers e 2 's cubic more than e 1 raises e 2 's cubic-then e 2 will be unable to jump up.
This example illustrates the important roles played by the various parameters. The parameters v exc and v inh determine whether a connection is excitatory or inhibitory. We need to choose θ ef <θ ee so that the inhibitory cell is excited before e 2 is. This is consistent with remarks in [16] that pyramidal cells have a higher firing threshold than inhibitory cells. We then choose φ so that e 2 feels inhibition before it feels excitation from e 1 . The strengths of the connections are determined by the parameters g e and g f .
Remark 2.1. We assumed here that the e 1 → f → e 2 pathway is faster than the e 1 → e 2 connection. It may be more reasonable to assume that the e 1 → e 2 connection is faster, but a longer pathway of the form e 1 → e k → e 2 is slower than the e 1 → f → e 2 pathway. The previous discussion demonstrates how to choose the parameters so that this is the case.
2.5. Slow inhibition-Part I. We consider some simple networks in order to illustrate the role played by slow inhibition and to develop a geometric way of analyzing networks which include slow inhibition. We first consider the network
Here, e 1 and e 2 are E-cells and σ is a slow inhibitory cell. This network typically gives rise to an antiphase solution in which e 1 and e 2 alternate lying in their active phase. After one cell fires and then returns to its silent phase, there is a period before the other cell can fire. Note that an antiphase solution is the simplest form of partial synchrony. The geometric approach that we now describe will clarify why this antiphase solution exists for a large class of parameter values and initial conditions. We assume for now that H(S)=S. The equations corresponding to this network are
As before, we construct singular solutions of (2.6). The singular solution consists of numerous pieces. Each piece corresponds to a solution of a reduced system of equations. We now derive these reduced systems.
We first consider when both E-cells lie in their silent phase. In this case, H(v 1 − θ eσ )=H( v 2 −θ eσ ) = 0, and as we shall see, y =0<θ σe . Hence, H(y − θ σe )=0 . The reduced system is obtained by introducing the slow time scale τ = ǫt into (2.6) and then setting ǫ = 0. This yields the system
Here we differentiate with respect to τ . The notation for this system can be simplified further as follows.
Assume that for each S ∈ [0, 1], the solution of the equation
determines a cubic-shaped curve. We denote this curve by C s and its left branch by
We are assuming that the left knee of L s is at (v σ (S),w σ (S)). Let G L (w, S) ≡ g(H L (w, S),w). Then we can rewrite (2.7) as the following reduced system for just the slow variables (w 1 ,w 2 ,S):ẇ
This system is well defined as long as w 1 >w σ (S)andw 2 >w σ (S). The fast variables (v 1 ,v 2 )a r eg i v e nb y
Since (w 1 ,S)a n d( w 2 ,S) both satisfy the same system of equations, namely,
we will usually picture (w 1 ,S)a n d( w 2 ,S) as points moving in the same twodimensional phase plane.
We next consider when one E-cell is in its active phase and the other is silent. Without loss of generality, we assume that e 1 is active and e 2 is silent. In this case,
,and H(y−θ σe )=1. As before, we change to the slow time scale τ = ǫt in (2.6) and then set ǫ = 0. This yields the system
Note that S is now a fast variable, while before in (2.7) it was a slow variable. We express (2.11) as a system for just the slow variables (w 1 ,w 2 )a sf o l l o w s .
Denote the right knee of the cubic C 1 as (v R ,w R ) and the right branch of this cubic as {(v, w):v=H R ( w ) ,w < w R } . Let G R (w) ≡ g(H R (w),w). Then (2.11) can be written asẇ
The fast variables are given by
The projection of a singular antiphase solution of (2.6) onto the (w, S) slow phase plane Mσ. Both E-cells begin in the silent phase when e 2 jumps down. At time τ 1 ,e 1 reaches the set of knees Bσ and jumps up to the active phase. At this time, e 2 moves up to the top side of Mσ.A t time τ 2 ,e 1 jumps down to the silent phase.
The slow solution is well defined as long as w 1 <w R and w 2 >w σ (1); that is, (v 2 ,w 2 ) lies above the left knee of C 1 and (v 1 ,w 1 ) lies below the right knee of C 1 . We will shortly show how to choose the parameters so that this slow solution terminates when (v 1 ,w 1 ) reaches the right knee of C 1 . At this time, e 1 jumps down from the active phase to the silent phase.
We now construct the entire antiphase singular solution of (2.6). We begin with both e 1 and e 2 in their silent phase at a time when e 2 has just jumped down from the active phase. Hence, w 1 (0) <w R ,w 2 (0) = w R , and S( 0 )=1 .Moreover, (w 1 (τ ),w 2 (τ),S(τ)) evolves according to (2.8) . Let These sets are shown in Fig. 3 . Note that B σ defines a monotonically decreasing curve. This will be proven in Lemma 4.2. We also show the orbits (w 1 (τ ),S(τ)) and (w 2 (τ ),S(τ)). These are well defined as long as both (w 1 ,S)a n d( w 2 ,S) lie in M σ . The silent phase ends when (w 1 ,S) reaches B σ . At this time, which we denote by τ 1 , e 1 jumps up to the active phase and S jumps to the value 1. While e 1 is in its active phase, w 2 (τ ) satisfies (2.12b), and (w 2 (τ ), 1) moves along the top side of M σ as shown in Fig. 3 . This continues until either e 1 jumps down to the silent phase or e 2 jumps up. Suppose that this happens at τ = τ 2 . We guarantee that e 1 jumps down before e 2 jumps up by assuming that the w-nullcline D intersects the cubic C 1 at a point which lies on the left branch of C 1 . Denote the w-coordinate of this point by p σ .T h e np σ is a stable fixed point of (2.12b). While e 1 is in the active phase, (w 2 ,S) tends toward P σ ≡ (p σ , 1).
After e 1 jumps down, both E-cells lie in their silent phase, and the entire process repeats with the roles of e 1 and e 2 reversed. We keep repeating this construction to produce a singular 0solution of (2.6) in which at most one E-cell is in its active phase at any time. This construction applies to a large class of initial conditions. In the following sections, we prove that the singular solution perturbs to an actual solution of (2.6) for ǫ sufficiently small. Moreover, the set of these antiphase solutions forms an attracting set.
The geometric analysis clarifies what determines the frequency at which the Ecells jump up to the active phase. The frequency depends on how long it takes a solution (w, S) of (2.10) to travel from the top side of M σ to the exit set B σ . This time is primarily determined by the parameter K σ , which gives the decay rate of S, and the rate at which the cells recover in their refractory period. It also depends on the slope of the curve B σ ; that is, how the set of "knees" depends on the parameters.
2.6. Slow inhibition-Part II. In this section, we illustrate another important role played by slow inhibition. We begin by considering a network without any inhibition. This is to simply demonstrate that E-cells are able to fire only if they have recovered sufficiently in their refractory periods. That is, an E-cell will not fire if it receives excitation too soon after it jumps down from the active phase. Whether an E-cell fires when excited depends on how long it has been since it has jumped down from the active phase. We add slow inhibition to the network and show that the effect of slow inhibition is to reset the network by delaying the firings of the E-cells. Each E-cell is then able to recover in its refractory period so that, in the absence of fast inhibition, it will fire if it receives excitation from another E-cell. Slow inhibition will, therefore, make it possible for us to predict the firing patterns of the network from just the graph of excitatory and fast inhibitory connections. It will not be necessary to keep track of timing information such as how long it has been since a particular E-cell has fired.
The network, without inhibition, is Fig. 4(a) shows a typical solution of the system of equations corresponding to this network. Note that e 1 and e 2 always jump up together, while e 3 oscillates out of phase from these cells. By symmetry, there is also a solution in which e 2 and e 3 oscillate in phase and this is out of phase with e 1 . The solution shown in Fig. 4 (a) can be better understood by considering singular solutions in phase space. Suppose that we start with each cell in their silent phase, with e 1 at the left knee ready to jump up. We assume that e 2 is close to the left knee so that when e 1 does jump up, e 2 also jumps up due to fast threshold modulation. Suppose that e 1 and e 2 jump down before e 3 jumps up. When e 3 does jump up, it raises the cubic corresponding to e 2 . However, if e 2 has not yet recovered in its refractory period-that is, e 2 does not lie sufficiently close to the left knee of C-then e 2 will not jump up. This process repeats itself to produce the periodic solution shown in Fig. 4(a) .
We now add slow inhibition and consider the network ee 12 e 3 σ Fig. 4 (b) shows a solution of the system of equations corresponding to this network. Note that when either e 1 or e 3 jumps up, so does e 2 . Hence, e 2 jumps up every "cycle," while for (2.15) it jumped up only every other cycle. The intuitive reason for this is that slow inhibition has the effect of delaying the firing of the E-cells. If, for
The role of slow inhibition in resetting the network. (a) Solutions of the equations corresponding to the network (2.15). e 1 and e 2 oscillate in phase, and this is out of phase with e 3 . (b) Slow inhibition is added to (2.15). e 2 now fires whenever either e 1 or e 3 does so.
example, e 1 jumps up and this causes e 2 to jump up, then the firing of e 3 is delayed. This can give e 2 enough time to recover in its refractory period so that when e 3 does fire, e 2 lies close enough to the left knee of C so it can also jump up.
The type of solution shown in Fig. 4 (b) will exist only if certain restrictions on the parameters are satisfied. Our geometric approach is very useful in determining what restrictions on the parameters must be satisfied to obtain the desired solution. To illustrate this, we describe how to construct a singular solution similar to the solution shown in Fig. 4 (b). We include a fairly complete description of the analysis. This will help to motivate the assumptions and constructions required later for more general networks.
We assume, for now, that H(S)=S . Denote the cubic corresponding to the solution of the equation
by C(S e ,S f ,S σ ) and the left knee of this cubic by
is as in the preceding section.
Suppose we begin, at τ = 0, with each E-cell in the silent phase, and e 3 and e 2 have just jumped down from the active phase. Then S(0) = 1, and (w 1 (0),S(0)), (w 2 (0),S(0)), and (w 3 (0),S(0)) all lie in M σ as shown in Fig. 5 . These points
The slow phase plane corresponding to the second network in section 2.6. Here, e 1 , e 2 , and e 3 begin in their silent phase. At time τ 1 ,e 1 reaches Bσ and jumps up to the active phase. Because of slow inhibition, we can choose the parameters so that w 2 (τ 1 ) <w L (1, 0, 1). This implies that when τ = τ 1 ,e 2 jumps up because it lies below the left knee of C (1, 0, 1).
evolve according to (2.10) until (w 1 (τ ),S(τ)) reaches B σ , and e 1 jumps up to the active phase. Suppose that this is at τ = τ 1 . We wish to guarantee, by choosing the parameters appropriately, that e 2 also jumps up to the active phase.
Once e 1 jumps up, e 2 feels excitation from e 1 and inhibition from σ. This changes e 2 's cubic from C(0, 0,S)t oC (1, 0, 1). Then e 2 will jump up if it lies below the left knee of C(1, 0, 1); that is, w 2 (τ 1 ) <w L (1, 0, 1). This is only possible if the left knee of C(1, 0, 1) lies above the left knee of C(0, 0,S). We prove in Lemma 4.5 that this is the case if g σ is sufficiently small relative to g e . Note that g σ and g e are of the same order of magnitude with respect to ǫ.
We must still demonstrate that w 2 (τ 1 ) <w L (1, 0, 1). Note thatẇ 2 (τ ) is negative and bounded away from zero for w 2 >w L (1, 0, 1). It follows that w 2 (τ 1 ) <w L (1, 0, 1) if τ 1 is sufficiently large. We now show that one can obtain an arbitrarily large lower bound on τ 1 by choosing the parameter K σ sufficiently small.
Let P σ =( p σ ,1) be as in the preceding section, and choose S * ∈ (0, 1) so that w σ (S * )=p σ . This is shown in Fig. 5 . Certainly S * does not depend on K σ .W e claim that w 1 (τ 1 ) >p σ for 0 <τ <τ 1 . It then follows that S(τ 1 ) <S * . Since S(τ 1 )=e −Kστ1 , this implies that
Kσ ln S * ; that is, we can make τ 1 large by choosing K σ small.
We now show that w 1 (τ ) >p σ for 0 <τ <τ 1 . Note that w 1 (0) >p σ . Suppose, for the sake of a contradiction, that w 1 (τ 0 )=p σ for some τ 0 <τ 1 . Choose τ 0 so that
However, this is impossible since G L (p σ , 1) = 0 and, as we shall see, the assumptions in section 2 imply that
. This contradiction completes our description of why τ 1 can be made large by choosing K σ small. Recall that this implies that w 2 (τ 1 ) <w L (1, 0, 1), and, therefore, e 2 jumps up when τ = τ 1 .
During the active phase, e 2 receives excitation from e 1 , while e 1 does not receive any excitation. Hence, e 1 and e 2 lie on the right branches of different cubics, with e 2 's cubic lying above e 1 's cubic. In section 4.4, we show that this will imply that e 1 reaches its right knee and begins to jump down before e 2 does so. After e 1 jumps down, e 2 no longer feels excitation, so its cubic lowers to that of e 1 . If, at this time, e 2 lies above the right knee of e 1 's cubic, then e 2 must fall down to the silent phase. We will show later that this is indeed the case. In fact, we will need to demonstrate that w 1 (t)a n dw 2 ( t ) remain bounded away from each other by a fixed amount. As we shall see, this will follow if g v (v, w) is bounded away from zero near the right branches.
We can then keep repeating this construction to produce a singular solution in which e 2 fires whenever e 1 or e 3 does so. This construction clearly indicates what assumptions need to be made on the parameters. For example, the effect of slow inhibition cannot be so strong that when e 1 or e 3 jumps up, e 2 is prevented from firing. Hence, we cannot choose the parameter g σ too large. We must also be careful in choosing the parameter K σ .I fK σ is too large, then the effect of inhibition wears off too quickly, and e 2 will not have enough time to recover in its refractory period. From the above analysis (see also Fig. 5) one can obtain precise estimates on the size of K σ in terms of other parameters. Note that while K σ may be "small," it is still O(1) with respect to ǫ.
2.7.
Why the network leads to partial synchronization. We can now understand how excitation together with both fast and slow inhibition leads to partial synchronization. Suppose that we have such a network with randomly chosen connections. When one E-cell fires, it causes other E-cells to fire due to excitatory connections. These E-cells, in turn, cause still more E-cells to fire. Fast inhibition, however, prevents some of the E-cells from firing. If the numbers of E-a n dI f -cells, together with their connections, are chosen appropriately, then only a small percentage of E-cells will fire during this "event."
Slow inhibition has the effect of resetting the system. After the event is over, and all of the E-cells have returned to their silent phases, the network must wait until slow inhibition wears off sufficiently before another E-cell can fire and initiate a new event. Because of slow inhibition, every E-cell has the opportunity to recover in its refractory period before the new event begins. For this reason, one can expect that for a large network with randomly chosen connections, the number of E-cells which fire during any particular event is approximately constant. Moreover, without slow inhibition the network may lead to very different behaviors. These points will be discussed further in the numerics and discussion sections.
2.
8. An example which illustrates the main result. In our last example, we combine excitatory cells together with both fast and slow inhibitory cells. This example helps to motivate and illustrate the main result which is formally stated in the next section. It will also demonstrate how multiple stable patterns can arise from a simple network. One goal of the analysis is to derive a symbolic scheme for predicting what stable patterns can arise from a given network. Each network includes many parameters and time scales. Another important goal is to clarify what conditions on the parameters and time scales allow the network to behave like the symbolic dynamics. The symbolic scheme is derived entirely from the network, not the corresponding system of differential equations. Our main theorem gives conditions for when there exists a solution of the differential equations which is predicted by the symbolic scheme. The proof of the main result is constructive in the sense that it clearly identifies what assumptions must be made on the parameters. Here, e 1 , e 2 , e 3 ,a n de 4 are E-cells, f 1 and f 2 are fast inhibitory cells, and σ 1 and σ 2 are slow inhibitory cells. Suppose that we start with each E-cell in its silent phase, with e 1 at the left knee of C and w 1 <w 4 <w 2 <w 3 . When e 1 jumps up, it excites e 3 and f 1 . Hence, e 3 will jump up and then try to excite e 2 . However, e 2 will not be able to fire due to the inhibition it feels from f 1 .
Note that e 1 and e 3 lie on the right branches of different cubics while they are in their active phases. This is because e 3 receives excitation from e 1 , but e 1 does not receive excitation from any E-cell. Our analysis will demonstrate that e 1 reaches its right knee before e 3 does. When e 1 jumps down, the cubic corresponding to e 3 is lowered, and e 3 jumps down.
While e 1 and e 3 are in their active phases, e 2 and e 4 are unable to fire because of fast inhibition. In fact, because of slow inhibition, e 2 and e 4 cannot fire until e 1 and e 3 have recovered sufficiently in their refractory periods.
What we have just described will be referred to as an event. During an event, some subpopulation of E-cells jump up at the same (slow) time. In this example, they all jump down at the same slow time; however, this is not necessary in general. There is then a long period in which all of the E-cells are in their silent phases. A new event begins when the slow inhibition has decayed sufficiently to allow another E-cell to fire. Note that the next cell to fire is e 4 . When the new event begins, we have that w 4 <w 2 <w 1 <w 3 .
Each event begins and ends with a certain ordering of the E-cells on the left branch of C. Moreover, during each event, a certain subset of the E-cells fire. In this example, there are four E-cells. Each ordering of the E-cells on the left branch determines a permutation of N 4 ≡{ 1 ,2 ,3 ,4 } . Let Π 4 equal the set of all such permutations, and let U 4 equal the the set of subsets of N 4 . We then have a mapping: Λ 0 :Π 4 →Π 4 ⊕U 4 . That is, each element π ∈ Π 4 determines an ordering of the E-cells on the left branch of C. This, in turn, determines an event. During the event, a certain subset of the E-cells fire. This determines an element of U 4 . Call this subset V π . After the event, there is a new ordering of the E-cells on the left branch of C. This determines a new element of Π 4 . We denote this new element of Π 4 by Λ(π).
Each π ∈ Π 4 determines a positive orbit {Λ k (π):k=0 ,1 ,2 ,...}. In Fig. 6 , we illustrate the entire positive flow on Π 4 determined by Λ. Note that there are three global "attractors" for this discrete dynamical system. Since the dynamical system is defined on a finite set, every positive orbit eventually becomes periodic. That is, for each π ∈ Π 4 , there exist integers m and n such that Λ k (π)=Λ k + n ( π ) for each k ≥ m. This example illustrates that it is not necessarily true that every element of Π 4 has a unique inverse under Λ.
In Fig. 7 , we show two solutions of (2.1) that realize two of the attractors shown in Fig. 6 . By this we mean that each solution shown in Fig. 7 consists of a series of events. During each event, a certain subset of the excitatory cells lie in their active phase. If the ordering of the E-cells on the left branch of C is initially determined by π, then the excitatory cells which fire in the kth event are precisely those cells which lie in V Λ k (π) . Our main result implies that every orbit of Λ can be realized by a solution of (2.1) for some choice of parameters and initial conditions. Moreover, the set of solutions of (2.1) which realize the given orbit of Λ forms an attracting set. We prove that this result can be generalized to a large class of networks. The proof is constructive in the sense that it indicates how the parameters and initial conditions should be chosen.
3. The main result.
3.1. The symbolic scheme. The goal of the analysis is to give conditions under which the firing patterns of a given network can be described in terms of symbolic dynamics. The symbolic dynamics determine which subpopulation of cells fire in a particular event and how this subpopulation changes from event to event. In this section, we formally state a symbolic scheme which applies to a broad class of networks. This scheme is motivated by the last example in the previous section.
When one E-cell fires, then other E-cells fire due to the excitatory connections. This also causes some fast inhibitory cells to fire, and this prevents other E-cells from firing. The first step in describing the symbolic scheme is to formally determine which cells fire if one E-cell-say, e k -fires. This will be called the event initiated by e k and is denoted by V k . It is defined as the union of subevents:
are those E-cells excited by V j k . Of course, we must be careful to keep track of which cells have been inhibited and, therefore, cannot fire. The symbolic scheme will be such that if an E-cell feels fast inhibition before it feels excitation, then it will not be able to jump up during the entire event.
For each E-cell e i ,l e t E i ={ j: there exists an e i → e j connection }∪{i},
Here, E i represents those E-cells which may fire when e i fires, while Z i are those E-cells which may not fire because e i fires. It is possible that E and Z overlap. In our scheme, the cells in E∩Z do not fire if e i fires. This is related to the example in section 2.4.
Note that V j k are those cells which fire during the first j subevents, while Z k,j represents those cells which have been inhibited during the first j subevents. Moreover, V 
Another way to characterize V k is as follows. Let e j be any E-cell. If j ∈V k , then there must be a path from e k to e j of the form
where each e l ∈V k . Suppose that there is such a path, and choose M so that this is the shortest such path. Now suppose that there is another path from e k to e j of the form
where eachê l ∈V k and f is an I f -cell. If no such path exists, then e j ∈V k . Choose N so that this is the shortest such path. Then
Now that we have defined an event, we need to describe how the next event is generated. Since each event is generated by one cell, we must determine the next cell that fires. To do this we need the following notation, which is motivated by the example in the section 2.8.
Let N e ≡{ 1 ,...,N e }, and let Π equal the set of permutations on N e . For each π ∈ Π, define star(π)=j if and only if π(j) = 1. As we will see, to each event there corresponds a permutation π.T h eE -cell that initiates the event is star(π). In order to determine the next event, we define a map Λ : Π → Π. The E-cell which initiates the next event is star(Λ(π)).
For π ∈ Π, set V π ≡V star(π) and V c π ≡N e \V π . Then Λ(π)i sd e fi n e da sf o l l o w s . We assume that Λ preserves the ordering of the elements in both V π and V The map Λ defines a dynamical system on Π. To each π ∈ Π there corresponds a positive orbit O π ≡{Λ k (π):0≤k<∞}. The main theorem gives conditions on an orbit which guarantees that the orbit can be realized by a solution of (2.1).
Remark
3.2.
The main result. Solutions of (2.1) are dissected into silent and active phases in a way similar to the examples in section 2. During the silent phases, all of the E-cells lie on the left branches of some cubic-shaped curves, while during the active phases, some subpopulation of the E-cells lie on the right branches of these curves. In this way, we decompose the solutions of (2.1) into a sequence of events. During any one event, some fixed subpopulation of E-cells are in their active phase. Between any two events, there is some time at which all of the cells are in their silent phase. DEFINITION 3.
1. An orbit O π can be realized by a solution of (2.1) if there exist initial conditions such that the corresponding solution of (2.1) consists of a sequence of events. The E-cells which lie in their active phases during the kth event are V Λ k (π) .
Our main result gives sufficient conditions for when an orbit can be realized by a solution of (2.1). Assumptions must be made on the nonlinear functions and parameters in (2.1) as well as on the orbit O π . The precise assumptions needed on the nonlinear functions and parameters are given in the next section. The following theorem states precisely what assumptions are needed on the orbit O π . I no r d e rt o state the theorem, it is first necessary to make some definitions.
Note that each event defines a subpopulation of E-cells which fire together with connections between them. This defines a subgraph of the larger graph associated with the network. We say that an event is tree-like if its corresponding subgraph defines a tree. That is, the event V k is tree-like if each j ∈V k \{k} receives only one excitatory input from an E-cell within V k . Moreover, e k does not receive any excitatory inputs from any E-cell within V k . We say that an entire orbit is tree-like if each event in the orbit is tree-like. As an example, consider the network considered in section 2.8. Recall that the entire phase space associated with this network is displayed in Fig. 6 . From this figure, we see that every orbit is tree-like, although the graph associated with the entire network is not.
Let α be either an I f -cell or an I σ -cell. We say that α receives excitation during the event initiated by e k if there exists j ∈V k such that there exists an e j → α connection. We say that an E-cell e j receives either fast or slow inhibition during the event if there exists an I f -o rI σ -cell α such that α receives excitation during this event, and there exists an α → e j connection.
Our main result is the following. Remarks concerning the theorem will be given after its statement and in the discussion section. THEOREM 3.2. Assume that the nonlinear functions and parameters in (2.1) satisfy the assumptions described in the next section. Then an orbit O π can be realized by a solution of (2.1) if it satisfies the following conditions:
(A1) O π is tree-like; (A2) every I σ -cell receives excitation during each event; (A3) during each event every E-cell receives inhibition from a sufficiently large number of I f -and I σ -cells. Remark 3.2. (a) The assumptions on the nonlinear functions and parameters in (2.1) do not depend on the orbit O π . That is, for a given network we can choose parameters so that every orbit which satisfies (A1)-(A3) can be realized by a solution of (2.1).
(b) Clearly, no single symbolic scheme can reproduce the complicated firing patterns which arise from an arbitrary network of excitatory cells together with fast and slow inhibitory cells. We have striven to choose simple assumptions which are consistent with the model considered in [23] 
(c) (A2) is reasonable if the number of I σ -cells is not too large. For the model in [23] , the number of I σ -cells is 5% of the number of E-cells.
(d) (A3) is also consistent with the model in [23] . While each E-cell is connected to only one I σ -cell and to one I f -cell, each inhibitory cell is connected to a large number of E-cells. The statement of (A3) is vague in the sense that we do not indicate precisely how many inhibitory cells each E-cell must receive input from. As we shall see, this depends on the function H which appears in (2.1). It is possible to give simple assumptions on H so that the theorem follows if, during each event, every E-cell receives input from at least one I f -cell and one I σ -cell. What is important is that the amount of inhibitory input which every E-cell receives is nearly constant.
(e) The proof of the theorem is constructive in the sense that it clearly indicates how to choose the initial data and parameters. The proof demonstrates that there is a set of solutions which realizes O π and is an attracting set.
(f) The analysis given below extends to several interesting cases in which the hypotheses of the theorem are not satisfied. For example, suppose that the orbit O π corresponds to a firing pattern in which the E-cells split up into the union of disjoint subsets, and these subsets take turns jumping up to the active phase. The analysis does demonstrate that there is a solution of (2.1) which realizes this orbit, and the set of such solutions is attracting. Here, we do not need to assume (A1) or (A3). For example, we could have nearest-neighbor coupling, no fast inhibition, and a single, global slow inhibitor. In [21] , a network with locally connected excitatory cells, together with a global fast inhibitory cell, is considered.
Assumptions on the parameters.
We now discuss what conditions the parameters must satisfy. These conditions are minimal, and as we shall see, the theorem holds for a robust choice of parameter values. These conditions were motivated by the examples in section 2. Every parameter in (2.1) will be chosen O(1) with respect to ǫ. However, some parameters must be sufficiently small or large, and some parameters must be sufficiently larger than others. These assumptions are outlined here; however, a more detailed description of how small or large a parameter must be or how much larger one parameter must be than another will follow from the analysis that follows.
We assume that the nonlinear functions f and g satisfy the conditions described in section 2.1. For example, the nullclines C and D should intersect along the middle branch of the cubic-shaped curve C. Moreover, f w < 0, g v > 0, and g w < 0 near the left and right branches of C.
The "reversal potentials" v exc and v inh need to be chosen so that if (v, w) lies on any singular solution, then v inh <v<v exc . It is this condition which, in some sense, makes E-cells correspond to excitatory cells and I f -cells and I σ -cells correspond to inhibitory cells.
We require that fast inhibition dominates excitation as described in section 2.4. This is accomplished by choosing g f large relative to g e . Both of these should be large compared to g σ . Of course, these parameters cannot be too large.
We also saw in section 2.4 that a pathway of the form e 1 → f → e 2 should be faster than one of the form e 1 → e 2 . For this, we assume that θ ef <θ ee and φ is sufficiently large. It is also natural to assume that θ ef , θ eσ ,a n dθ ee lie between the left and right knees of the various cubics and θ fe and θ σe lie in the interval (0, 1).
We need to assume that K σ is sufficiently small. The reason for this was discussed in section 2.6 where we gave a detailed analysis of how to choose K σ . Recall that K σ controls the rate at which the slow inhibition wears off. This must be sufficiently slow so that each E-cell has enough time to recover from its refractory period. We will be able to construct the desired singular solution for all values of K σ sufficiently small. However, if K σ is very small, then the values of ǫ for which the singular solution perturbs to an actual solution of (2.1) might be very tiny.
It will be necessary to assume that g v > 0 is sufficiently small near the left and right branches of the cubics. The reason for this is the following. If two cells are in the silent phase and some other cells are active, then the two cells may receive different levels of input. Hence, the singular solutions corresponding to these cells may lie on the left branches of different cubics. We need to assume that the rate at which a singular solution evolves does not depend too much on which branch the solution lies on.
If some additional assumptions are made on the orbit O π , then no further restrictions on g(v, w) are necessary. This is the case if, for example, O π satisfies the following assumption.
(A4) Suppose that e k initiates some event and e j is any other E-cell. Then there is some event in which either e k fires and e j does not, or e j fires and e k does not. If this assumption is not satisfied and no additional assumptions are made on O π , then it will be necessary to make some further restrictions on g(v, w). It suffices, for example, to assume that the values of g v near L, the left branch of C, are sufficiently smaller than the values of g v near R, the right branch of C. We need to have g v bounded away from zero near R in order to guarantee that E-cells which initiate events remain bounded away from the other E-cells. This is related to the discussion in section 2.6, where we needed to have e 1 bounded away from e 2 during the active phases. This condition will be used later when we prove that the singular solution perturbs for ǫ small to an actual solution of (2.1). If (A4) is satisfied, then it is easier to show the E-cells which initiate events remain bounded away from the other E-cells.
For many models, it is a simple matter to choose parameters so that g v is small near L in comparison to the values of g v near R. For example, consider the model in the appendix. We can make g v large near R either by choosing γ 1 large or by assuming that τ ∞ (v) is small near R. Both of these conditions imply that the solution has a relatively short active phase. One can make g v small near L by choosing β 1 small and τ ∞ (v) large near L. This implies that the solution has a relatively long silent phase. Hence, our assumptions on g v are related to assuming that the solution has a much longer silent phase than active phase.
Finally, we need an assumption concerning the parameter I. Choose I 0 so that the cubic C 0 ≡{f(v, w)+I 0 =0}intersects the w-nullcline D at the left knee of C 0 . Our previous assumption that C and D intersect along the middle branch of C implies that I>I 0 . We now assume that (I − I 0 ) is sufficiently small. This assumption will guarantee that D intersects the cubic C 1 , defined in section 2.5, along the left branch of C 1 . This condition was needed for the example networks considered in sections 2.5 and 2.6.
Modified assumptions.
We first prove the theorem under modified assumptions on the orbit O π . We still assume that (A1) is satisfied. Instead of (A2) and (A3), we assume the following.
(H1) During each event, every E-cell receives fast and slow inhibition from a fixed number of I f -a n dI σ -cells.
(H2) There exists only one global slow inhibitory cell. That is, there is only one slow inhibitory cell σ, and for each E-cell e k , there exist both e k → σ and σ → e k connections. With these assumptions (2.1) reduces to the following system:
Here, y is the dependent variable corresponding to the single I σ -cell σ,a n dS σ is the postsynaptic conductance in each E-cell due to σ. Note that we have introduced the new parameterĝ σ . The value ofĝ σ for which we prove that some solution of (3.3) realizes the orbit O π is some multiple of the value of g σ in (2.1) for which there exists a solution that realizes this orbit. The proof of the theorem is based on the geometric approach toward singular perturbation theory. We view solutions of (2.1) or (3.3) as orbits in phase space. Using the small parameter ǫ, we construct singular solutions to (2.1). The singular solutions consist of four primary pieces, which correspond to the silent phases, the active phases, and the rapid transitions between these two phases. In order to construct each portion of the singular solution, it is necessary first to decompose (2.1) into fast and slow equations. The slow equations are obtained by introducing the slow time scale τ = ǫt and then setting ǫ = 0 in the resulting equations. During the silent and active phases, the singular orbit moves along an invariant manifold of the slow equations. See [1] . The fast equations are obtained by simply letting ǫ = 0 in (2.1). Solutions of the fast equations correspond to the rapid transitions between the silent and active phases. The corresponding orbit of the fast equations connects two invariant manifolds of the slow equations. After constructing the singular solution, we prove that this solution persists for ǫ small. We conclude this section by introducing the following notation. We simplify the first equation in (3.3) by setting
Denote the various cubics by C(S e ,S f ,S σ )={ ( v, w):F( v, w, S e ,S f ,S σ )=0 } . These curves are well defined and "cubic-shaped" if g e ,g f ,andĝ σ are all sufficiently small. Denote the left branches of the cubics by L(S e ,S f ,S σ )={ ( v, w): v=H − ( w, S e ,S f ,S σ )} and the left knees of the cubics by (v L ,w L )(S e ,S f ,S σ ).
4. Proof of the main result. We assume, for now, that the O π satisfies (A1), (H1), and (H2). In sections 4.1-4.4, we prove preliminary results concerning pieces of singular solutions to (3.3). In section 4.5, we use these preliminary results to construct a singular solution of (3.3) which satisfies the conclusions of the theorem. We then show how the analysis extends to the case when we assume (A1)-(A3), not the modified assumptions. Finally, in section 4.6, we prove that the singular solution perturbs for ǫ nonzero.
The silent phase.
The silent phase is when each E-cell lies on the left branch of some cubic. We introduce the slow time scale τ = ǫt in (3.3) and then set ǫ = 0. This yields the following reduced system of equations:
We write (4.1) as a system for just the slow variables {w k :1≤k≤N e }∪{ S σ } . To simplify the notation, we denote the cubic C(0, 0,S σ )b yC S σ and its left knee
where the fast variables are given by v k = H L (w k ,S σ ),x j =0, and y =0.
Note that (SS) is defined only if each w k >w σ ( S σ ). Suppose that the right knee of C = C 0 has coordinates (v R ,w R ). Let M σ and B σ be as defined in section 2.5. During the silent phase, (w k ,S σ ) ∈M σ for each E-cell.
LEMMA 4.1. Every solution of (SS) which begins in M σ must leave M σ through B σ .
Proof. Note that there are no fixed points of (SS) in the closure of M σ . This is because the second equation in (SS) implies that the fixed points of (SS) have to be in the set where S σ = 0, and we are assuming that the cubic corresponding to S σ =0 is oscillatory.
Hence every solution of (SS) which begins in M σ must leave M σ . Let Γ(τ )b e such a solution. There are four sides of M σ . We claim that Γ(τ ) can leave M σ only through B σ . It certainly cannot leave through {(w, S σ ):S σ =1 } , since along this top sideṠ σ = −K σ S σ < 0. Solutions of (SS), therefore, enter M σ along its top side. Solutions of (SS) also enter M σ along the right side {(w, S σ ):w=w R +1}, since along this sideẇ<0. Finally, Γ(τ ) cannot leave M σ through the bottom side {(w, S σ ):S σ =0}since this side is invariant with respect to (SS). The only remaining possibility is that Γ(τ ) leaves M σ through B σ . 
We assume that v inh is chosen so that v σ (S) >v inh for 0 ≤ S ≤ 1. Moreover, ∂f ∂w is assumed to be negative. This, together with (4.2) and (4.3), completes the proof.
The following proposition was motivated by the discussion in section 2.6. In fact, a detailed outline of the proof was given in that section. In order to more formally state the result, we introduce some notations. Let A σ ≡{ ( w, S) ∈M σ :S=1 }denote the top side of M σ . For (η, 1) ∈A σ , let Γ η (τ )=( w ( η, τ),S σ (τ)) be the solution of (SS) with w(η, 0) = η and S σ ( 0 )=1 . L e tT σ ( η ) be the time at which this solution leaves M σ ; that is, Γ η (T σ (η)) ∈B σ . Note that T σ (η) is an increasing function of η. This is because if η 1 <η 2 , then S σ (T σ (η 1 )) >S σ (T σ (η 2 )) when the corresponding trajectories leave M σ . This implies that T σ (η 1 ) <T σ ( η 2 ) .As described in section 2.6, we assume that the parameters are chosen so that D intersects C 1 at a point on the left branch of C 1 whose w-coordinate is p σ . PROPOSITION 4.3. Fix ∆ > 0. If K σ is sufficiently small, then there exists T * > 0 such that T σ (η) >T * and
Remark 4.1. Equation (4.4) implies that when one E-cell reaches the curve of left knees and fires, then the remaining E-cells all lie close to the curve of left knees.
Proof. Choose S * ∈ (0, 1) so that w σ (S * )=p σ . This is shown in Fig. 5 . A proof identical to that in section 2.6 shows that S σ (T σ (η)) = e −KσTσ(η) <S * . Since S * does not depend on K σ , it follows that for any T * > 0, we have T σ (η) >T * if K σ is sufficiently small. If T * is sufficiently large, then (4.4) must hold, since G(w, S)i s bounded from below for w>w σ ( S)+∆.
It will be convenient to introduce the following notations. Let
be a point in the full phase space of (2.1). Then such a point lies on a singular solution in the silent phase if
Let M be the set of points in phase space which satisfy the above four conditions, and let B≡{ γ:γ∈ cl(M)a n d( w k ,S σ ) ∈B σ for some unique k}.
Jumping up.
We now consider that part of the singular solution corresponding to when a subpopulation of E-cells fires. This is a solution of the fast equations which are obtained by simply setting ǫ = 0 in (3.3) . Hence, the fast equations are
We assume throughout this section that γ 0 ∈B; that is, γ 0 is a point where a singular solution leaves the silent phase. This is clearly a fixed point of (FS). We consider a solution Ψ(t) of (FS) such that lim t→−∞ Ψ(t)=γ 0 . Recall that γ 0 ∈Bimplies that (w k ,S σ ) ∈B σ for some unique k. This implies that up to translation, the trajectory Ψ(t) is uniquely determined. Without loss of generality, we assume that k =1 . W e need to show that γ A = lim t→∞ Ψ(t) exists, and γ A corresponds to a point in phase space at which those E-cells in V 1 lie in their active phase and the remaining E-cells are in their silent phase. It will be convenient to make the following definitions. Here, e k is an E-cell and f k is an I f -cell. DEFINITION 4.4. (1) e k feels excitation at t 0 if there exists an E-cell e j for which there is an e j → e k connection and v j (t 0 ) ≥ θ ee . If there is no such e j for t<t 0 ,we say that e k is excited at t 0 .
(2) e k jumps up or fires at t 0 if it is excited at t 0 and approaches the right branch of some cubic as t →∞ . We also say that e 1 , the E-cell which initiates the event, jumps up if it approaches the right branch of some cubic as t →∞.
(3) e k feels inhibition at t 0 if there exists an I f -cell f j for which there exists an f j → e k connection and x j (t 0 ) ≥ θ fe . If there is no such f j for t<t 0 , we say that e k is inhibited at t 0 .
(4) f k is excited at t 0 if there exists an E-cell e j for which there is an e j → f k connection and v j (t 0 ) ≥ θ ee . Moreover, there is no such e j for t<t 0 .
The process by which an E-cell either jumps up or is inhibited was discussed in the examples in section 2. When e k is excited, the cubic corresponding to e k is raised. When e k is inhibited, its cubic is lowered. An E-cell jumps up if it lies close to its left knee, and it is excited sufficiently sooner than it is inhibited. The E-cell will not jump up if it is inhibited before it is excited. The first step in analyzing the solutions of (FS) is to consider the positions of the various cubics. We choose the conductance parameters g e and g f so that fast inhibition is stronger than excitation. LEMMA 4.5. w L (S e ,S f ,S σ ) is an increasing function of S e and a decreasing function of both S f and S σ . Moreover, given g f ,i fg e is sufficiently small and
Proof. A computation similar to that used for (4.3) shows that
We assume that v exc and v inh are such that v inh <v L ( S e ,S f ,S σ ) <v exc for all (S e ,S f ,S σ ), and ∂f ∂w < 0. The lemma then easily follows. We assume throughout that g e , g f ,a n dĝ σ are chosen so that the conclusions of the lemma hold. An immediate consequence of this result is the following. PROPOSITION 4.6. Assume that e k is excited at t e and inhibited at t f .I ft e >t f , then e k will not jump up.
In the following proposition, we give a sufficient condition which guarantees that an E-cell will jump up when it is excited. The proposition holds if the parameters are chosen appropriately. PROPOSITION 4.7. Given δ 0 > 0, there exists ∆ > 0 with the following property. Suppose that w k (t e ) <w σ (0)+∆ andĝ σ < ∆. Furthermore, assume that e k is excited at t e and inhibited at t f .I ft f >t e +δ 0 ,then e k will jump up.
Proof. The reason that e k m a yn o tj u m pu pa tt e is that when t = t f ,e k still lies above the cubic C (1, 1,S σ ) . The cubic C(1, 1,S σ ) intersects the line {(v, w):w= w σ (0)} at three points. Choose θ M so that the middle such intersection point is given by (θ M ,w σ (0)). Note that we can make (θ M −v σ (0)) as small as we please by choosing the parameters appropriately. This will be the case, for example, if the total stimulus
is sufficiently small. While we require that fast inhibition dominates excitation, this condition implies that there is a bound on how much stronger fast inhibition can be. We assume that the parameters are chosen so that θ M <θ ef <θ ee .
In order to estimate the time it takes from when an E-cell is excited until it crosses the middle branch of the cubic C(1, 1,S σ )-so that it must jump up-we introduce the following function, which is a solution of a scalar differential equation. Let ψ(t) be the solution of
Clearly (ψ(t),w σ (0)) approaches the right branch of the cubic C(1, 0, 0) as t →∞ . Choose t M > 0s ot h a tψ( t M )=θ M . Recall that we can make (θ M − v σ (0)) as small as we please. Choose the parameters so that t M <δ 0 / 3. Now choose δ 1 > 0s ot h a t ψ ( t M +δ 0 / 3) = θ M + δ 1 .I fδ 2 is sufficiently small, then (θ M + δ 1 ,w σ (0) + δ 2 ) lies below C(1, 1,S σ ).
We prove Proposition 4.7 by comparing v k (t) with ψ(t). Suppose that t f >t e +δ 0 . If t e <t<t f , then (v k ,w k ) satisfies the equations
It follows from the continuous dependence of solutions on a parameter and initial conditions that |v k (t e + δ 0 ) − ψ(δ 0 )| can be made as small as we please by choosing |w k (t e ) − w σ (0)| andĝ σ sufficiently small. In particular, we choose ∆ so that 0 < ∆ < δ 2 . Moreover, if (w k (t e ) − w σ (0)) < ∆andĝ σ <∆,then v k (t e + δ 0 ) >ψ(t M +δ 0 /3) = θ M + δ 1 . It follows that when t = t e + δ 0 ,( v k ,w k ) lies below C (1, 1,S σ ) , and e k must jump up.
We next consider the speeds of the connections. We need to estimate the time it takes from when one E-cell jumps up until it can either excite or inhibit another E-cell. Suppose that e k jumps up at t 0 . Choose t e and t f so that v k (t e )=θ ee and v k (t f )=θ ef , respectively. These are the times when e k is able to excite either another E-cell or an I f -cell, respectively. We assume throughout that θ ef <θ ee so that t f <t e . We also assume that e k does not feel inhibition for t 0 <t<t e . Let ψ(t) be as defined in (4.6). Choose t exc and t inh so that ψ(t exc )=θ ee and ψ(t inh )=θ ef , respectively. The following result follows as before from the continuous dependence of solutions on a differential equation with respect to a parameter and initial conditions. LEMMA 4.8. Given δ>0 ,we can choose ∆ > 0 so that if 0 <ĝ σ < ∆ and |w k (t 0 ) − w σ (0)| < ∆, then |t e − t 0 − t exc | <δ and |t f − t 0 − t inh | <δ.
It will also be necessary to estimate the time from when an I f -cell is excited to when it can inhibit an E-cell. Suppose that f k is an I f -cell with corresponding dependent variable x k (t). Assume that f k is excited at t = t f , and choose T f so that x k (T f )=θ fe . This is the time at which f k can inhibit an E-cell. PROPOSITION 4.9. Given δ>0 ,we can choose the parameter φ so that 0 < T f − t f <δ.
Proof.F o r t>t f , x k satisfies the equation
The result now follows easily by solving this simple linear equation.
Recall that we are assuming that γ 0 ∈Bis a point where a singular solution leaves the silent phase and (w 1 ,S σ ) ∈B σ . Moreover, Ψ(t) is a solution of (FS) such that lim t→−∞ Ψ(t)=γ 0 . We now show that it is precisely those E-cells predicted by the symbolic scheme which jump up to the active phase. These are the E-cells which correspond to elements of V 1 . In what follows, δ and δ 0 are small constants to be determined, and we choose the translation so that v 1 (0) = θ ef .
Suppose that k ∈V 1 . Then there must exist a path in V 1 from e 1 to e k .W e reorder the E-cells so that the shortest such path has length k a n di sg i v e nb y e 1 →e 2 → ··· → e k . (4.8)
We prove that e k jumps up by induction on the length k of this path. First suppose that k = 1. The worst case is if there exists an I f -cell-say, f -such that there exist both e 1 → f and f → e 1 connections. We need to make sure that e 1 does not turn around when it feels inhibition from the I f -cell. However, e 1 will not excite the I fcells until v 1 (t) crosses θ ef . As in the proof of Proposition 4.7, we can choose θ ef and the other parameters so that when v 1 = θ ef ,e 1 lies below the cubic C(0, 1, 1). It is then "too late" for e 1 to turn around; hence, it must jump up. Now suppose that k ∈V 1 and k = 1. We assume, from the induction step, that each e j , 1 ≤ j<k , jumps up. Since k ∈V 1 , it follows that if there exists a path from e 1 to e k of the form
in which eachê j ∈V 1 and f is an I f -cell, then l ≥ k. If no such path exists in which eachê j jumps up, then it is easy to show that e k jumps up. So suppose that there is such a path and eachê j jumps up. Choose t j , 1 ≤ j ≤ k, so that e j is excited at t j , and chooset j so that eachê j , 1 ≤ j ≤ l , jumps up att j . Choose t f so that f is excited at t f , and finally choose t F so that e k receives inhibition from f at t F .W e prove that t F >t k +δ 0 . Proposition 4.7 then implies that e k jumps up at t k .
It follows from Lemma 4.8 that we can choose the parameters so that |t j+1 − t j − t exc | <δ for 2 ≤ j ≤ k. Hence,
The same analysis shows that
Lemma 4.8 and Proposition 4.9 imply that we can choose the parameters so that
Together with (4.11), this implies that
Since l ≥ k, (4.10) and (4.12) imply that t k <t F −δ 0 <t F −δ 0 if 2(k−2)+δ 0 δ ≤ t inh .
Since k<N e ,w ec h o o s eδand δ 0 so that
Then e k m u s tj u m pu pa tt k . Now assume that k ∈ V 1 . We prove that e k does not jump up to the active phase. There are two reasons why k may not be in V 1 . There may not exist any path in the network from e 1 to e k . In this case, it is easy to see that e k cannot jump up. So suppose that there is a path from e 1 to e k . Reorder the E-cells so that such a path is given by (4.8) . Assume that this path is such that j ∈V 1 for 1 ≤ j<k .I fs u c h a path does not exist, then it is easy to show that e k cannot jump up. Our previous analysis shows that e j jumps up for 1 ≤ j<k . Since k ∈ V 1 , there must exist a path from e 1 to e k as shown in (4.9) with l<k . This path must have the property that eachê j jumps up. As before, let t k be the time at which e k is excited by e k−1 and let t F be the time that e k feels inhibition from f . Since l<k , (4.10) and (4.12) imply that t F <t k if 2kδ < t exc − t inh . Since k<N e ,w ec h o o s eδso that
It then follows from Proposition 4.6 that e k does not jump up.
4.3. The active phase. We now consider that portion of the singular solution when some E-cells are in their active phase. The singular solution then satisfies a reduced system of equations; however, this is not the same slow system as that considered in section 4.1. This is because, during the active phase, S σ → 1o nt h e fast time scale. In this case, S σ is a fast variable, while in section 4.1, S σ was treated as a slow variable.
Recall from (H1) that we are assuming that every E-cell receives fast inhibition from a constant number of I f -cells during each event. We denote this constant by W F . Then the slow system for when some E-cells are in their active phase is
(4.15)
Let γ A = lim t→∞ Ψ(t) be as defined in the previous section. It corresponds to a point at which the E-cells in V 1 lie in their active phase, while the E-cells not in V 1 lie in their silent phase. We consider the solution Γ A (τ ) of (4.15) with Γ A (0) = γ A . This system is well defined, and the active phase continues until one of the E-cells reaches a knee of its corresponding cubic. Choose T A so that Ψ is well defined for 0 ≤ τ ≤ T A . We shall show that the parameters can be chosen so that the first cell to reach its knee is e 1 . This result depends on the assumption that the orbit is tree-like. If e 1 is not the first cell to reach its right knee, then the analysis may become more complicated and a more intricate symbolic scheme must be considered.
Denote the right branch of the cubic C(S e ,W F ,1) by R(S e )={ ( v, w):v= H + ( w, S e )} and its right knee by (v R ,w R )(S e ). Let G + (w, S e )=g(H + (w, S e ),w). If e j ∈V 1 with j = 1 , then e j feels excitation during the active phase. The assumption that the orbit is tree-like implies that S j e = 1. Hence, e j satisfies the system
Since all of the E-cells in V 1 \{1} lie on the same branch and satisfy the same equation, the ordering of these E-cells must be preserved during the active phase. If j = 1, then the assumption that the orbit is tree-like implies that e 1 does not feel excitation during the active phase. Hence, S 1 e =0,e 1 lies on R(0), and e 1 satisfies the system 0) ,
The following result implies that during this active phase, e 1 remains the "bottom" E-cell in V 1 . In fact, e 1 remains bounded away from the other E-cells. This last fact, that the E-cells which initiate the events remain bounded away from the other E-cells, will be important in section 4.6 when we prove that the singular solution perturbs to the case ǫ>0. PROPOSITION 4.10. There exist positive constants ρ 1 and ρ 2 such that if k ∈V 1 with k =1and
Moreover, given δ 1 > 0, we can choose ρ 2 <δ 1 if g v is sufficiently small near R, the right branch of C.
In order to prove this proposition, it is necessary to prove properties of the function G + (w, S e ). We state these formally in the following lemma. LEMMA 4.11. Fix δ 1 > 0.I fw 1 (0) <w<w 1 ( T A )and g v is sufficiently small near R, then G + (w + δ 1 , 1) <G + (w, 0) <G + (w, 1). Proof. A straightforward computation shows that
near R. From this, the result easily follows. The previous lemma and continuity imply that given δ 1 , we can choose α ∈ (0,δ 1 ) so that
We now return to the proof of Proposition 4.10. Let α 1 =m i n { α, α/T A } and w 0 (τ )=w 1 (τ)+α 1 τ. Then, for 0 <τ <T A ,
To prove the second inequality in (4.18), fix ρ 2 > 0. Recall that we can make ∂G + ∂Se as small as we please by choosing g v sufficiently small near R. We choose g v so that
and the proof of Proposition 4.10 is complete. Remark 4.2. Suppose that δ 1 = w R (1) − w R (0), and chooseT A so that w 1 (T A )= w R (0). Proposition 4.10 implies that if k ∈V 1 and k =1 , then w k (T A ) < w R (0) + δ 1 = w R (1). Hence, w k has not reached its right knee when t =T A .I n particular, e 1 is the first E-cell in V 1 to reach its knee and then fall down to the silent phase.
We prove that T A =T A . It remains to show that the E-cells not in V 1 do not j u m pu pf o r0≤t≤T A .I fk ∈ V 1 , then e k may or may not feel excitation during this active phase. Hence, e k will lie on L(S k e ,W F ,1) for some S k e ≥ 0, and (v k ,w k ) satisfies the equation
, then w k satisfies the scalar equatioṅ
We need to make sure that e k does not jump up until the E-cells in V 1 jump down. This would be possible if e k reaches its left knee for some τ<T A . However, recall from section 4.1 that the w-nullcline D intersects C 1 = C(0, 0, 1) along the left branch of C
1 . This implies that D must also intersect C(S k e ,W F ,1) along its left branch. If
) is this point of intersection, then w F (S k e ) is a stable fixed point of (4.21). Hence, solutions of (4.21) exist for all τ>0, and if w(τ )i ss u c ha solution, then lim τ →∞ w(τ )=w F ( S k e ). In particular, solutions of (4.20) never reach the left knee of their corresponding cubic.
Falling down.
Let Γ A (τ )a n dT A be as in the previous section. When τ = T A , e 1 is at its right knee and falls down to the silent phase. Let Ψ 1 (t)b et h e solution of (FS) such that lim t→−∞ Ψ 1 (t)=Γ A ( T A ). Let γ 0 = lim t→∞ Ψ 1 (t). We prove that γ 0 corresponds to a point in phase space at which every E-cell is in its silent phase. That is, every E-cell in V 1 falls down to the silent phase, and no E-cell jumps up to the active phase.
The analysis in this section is straightforward because of our assumption that the orbit O π is tree-like. To see why this is so, fix k ∈V 1 with k = 1. Then there must exist a path from e 1 to e k , which, after reordering the E-cells, is of the form (4.8). We assume that each j ∈V 1 , 1≤j≤k. When v 1 (t) crosses θ ee , e 2 no longer feels excitation. Hence, the cubic corresponding to e 2 is lowered to C 1 (0,W F ,1). By (4.18), w k (T A ) >w 1 (T A )=w R (1). Hence, e 2 lies above the right knee of C(0,W F ,1) and falls down when t = T A . Continuing in this way, we see that each e j , 1 ≤ j ≤ k, falls down to the silent phase.
The E-cells in V ∞ turn off the fast inhibition when they fall down. Hence, the E-cells not in V 1 try to find the cubic C(0, 0, 1). It may be possible that there exists an e j with j ∈ V 1 such that e j lies below the left knee of C(0, 0, 1). If this is the case, then e j jumps up to the active phase, something that we do not want to happen. This is impossible, however, if g v is sufficiently small near the left branches. If g v = 0 near L, then w F (S j e )=p σ for each S j e . Hence, w j >p σ for each E-cell during the active phase. This then implies that each e j always lies above the left knee of C(0, 0, 1). The result for g v small, but positive, near L follows from continuous dependence.
The following result will be important when we construct the singular solution and then show that it perturbs, for ǫ small, to an actual solution of (2.1).
PROPOSITION 4.12. Given positive constants δ and T, there exist positive constants ρ 0 = ρ 0 (δ, T ) and γ 0 = γ 0 (δ, T ) such that the following holds. Suppose that g v (v, w) <γ 0 near L and that e 1 and e 2 both lie on L with |w 1 (0) − w 2 (0)| >δ.I fe 1 and e 2 both lie on L for some τ ∈ (0,T), then |w 1 (τ ) − w 2 (τ )| >ρ 0 .
Proof. We assume that g v = 0 near L. The result for g v small then follows from the continuous dependence of solution on a differential equation. Because g v = 0 near L, w 1 (τ )andw 2 (τ) both satisfy the same differential equation as long as they remain in the silent phase. This is true even though they may receive different amounts of input, because some other E-cells may be in the active phase. Hence, if e 1 and e 2 begin a silent phase bounded away from each other, they must remain bounded away from each other as long as they remain in that silent phase.
If there is an event in which one of the cells fires but the other does not, then the distance between the cells must increase. Suppose, for example, that e 1 fires but e 2 does not. Then when the event terminates, e 2 lies close to a left knee, while e 1 has just jumped down from close to a right knee.
It remains to consider cases in which both cells fire during the same event. If neither e 1 nor e 2 initiated the event, then they both lie on the right branch of the same cubic, and w 1 (τ )a n dw 2 ( τ) both satisfy the same scalar differential equation. Hence, if they begin the active phase bounded away from each other, then they must remain bounded away from each other.
Finally, suppose that e 1 and e 2 both fire during an event that is initiated by one of them. Without loss of generality, we assume that this event is initiated by e 1 . Proposition 4.10 implies that when this event terminates and e 1 and e 2 jump down, then w 1 and w 2 are bounded away from each other. This completes the proof of Proposition 4.12.
Construction of the singular solution.
We now use the analysis in the preceding sections to construct a singular solution of (3.3) which realizes the given orbit O π . We shall assume that O π is periodic and choose n so that Λ n (π)=π . It is straightforward to extend the proof to the general case, since every orbit must eventually become periodic. That is, there exist m and n such that Λ k (π)=Λ k+n (π) for each k ≥ m. This was discussed in section 2.8.
The parameters must satisfy the conditions described in section 3.3. We now briefly review these conditions. In particular, we discuss the order in which the parameters should be chosen.
The nonlinear functions f and g must satisfy the conditions described in section 2.1. Recall that g v must be sufficiently small near the left and right branches of the cubics. We give precise conditions on how small g v must be shortly. Choose I 0 so that the w-nullcline intersects the cubic {(v, w):f( v, w)+I 0 =0 }at its left knee. The parameter I will be chosen shortly to be close to I 0 . Assume that the right knee of this cubic is at (v r ,w r ). Assume that the synaptic thresholds satisfy We next consider the conductance parameters. For this, it is necessary to define the constants δ, t exc and t inh which appear in (4.14). These, however, depend on the parameter g e , which has not been chosen yet. However, t exc − t inh is bounded from below for all g e sufficiently small. Hence, we can choose δ so that (4.14) holds if g e is sufficiently small. We assume that g e ,g f ,ĝ σ ,∆ ,and φ are such that the lemmas and propositions in section 4.2 are satisfied. That is, g e , g f ,andĝ σ cannot be too large; g f is large compared to g e , which is large compared toĝ σ ; ∆ is sufficiently small; and φ is sufficiently large. We must also have that (4.4) is satisfied.
Choose I>0s ot h a tDintersects C along its middle branch and D intersects C 1 along its left branch. This last condition was needed in section 4.1, as well as in sections 2.5 and 2.6. Next choose K σ so that Proposition 4.3 holds.
Finally, we describe the precise bounds needed on g v (v, w). Let δ 1 be as in Remark 4.2, and assume that g v is small enough near R so that Proposition 4.10 holds for some ρ 1 and ρ 2 with ρ 2 <δ 1 . If the left and right knees of C a r ea t( v L ,w L ) and (v R ,w R ), respectively, let ρ * = w R − w L + ∆ and α 0 =m i n { ρ * ,ρ 1 }. We next define a constant T P which will serve as an a priori bound on the period of the singular solution. Here, we are considering the slow time variable. Certainly there exists a constant T E such that each E-cell can spend a time at most T E in either a silent or active phase before jumping up or jumping down. Since we are assuming that O π is periodic with period n, T P ≡ 2nT E is a bound on the period of a singular solution. We then let
We now demonstrate that there exists a singular solution of (3.3) which realizes O π . The analysis will show that there is a set of such solutions which forms an attracting set. The basic idea of the proof is the following. We define two sets M π 1 ⊂M π 2 in phase space. Each point in these sets corresponds to when every E-cell is in its silent phase, and the ordering of the E-cells along L is primarily determined by the permutation π. We prove that if γ 0 ∈M We say that an E-cell is a leader if it initiates some event. Otherwise, we say that the E-cell is a follower. Let p σ be as defined in section 4.1. For i =1 ,2 ,3 ,let M π i equal to the set of points in phase space which satisfy the following:
(B1) p σ − α i <w j <w R +α i for every E-cell e j ; (B2) M π i ⊂Mand S σ =1; (B3) if e l is a leader and e j is any other E-cell, then |w l − w j | >α i ; (B4) if e l is a leader and e j is any other E-cell, then w l <w j if and only if π(l) <π(j). Condition (B2) implies that points in M π i correspond to E-cells which all lie in the silent phase. Condition (B4) implies that the ordering on L of the leaders with respect to the other E-cells is that determined by the permutation π. We do not necessarily require that the ordering of the followers is that determined by π. Now suppose that γ 0 ∈M π 2 and let k = star(π). Because of (B4), e k will be the first E-cell to leave the silent phase. Proposition 4.3 and the results in section 4.2 imply that when e k leaves the silent phase, the E-cells that jump up to the active phase are precisely those in V k .
The next piece of the singular solution is when the E-cells in V k lie in their active phase. The results in section 4.3 imply that the first cell to jump down is e k . When e k falls down to the silent phase, so do the remaining E-cells in V k . During this active phase, the ordering of the E-cells in V k is preserved. At this moment, S σ =1.
This completes one event of the singular solution. The cells which fire during this event are precisely those predicted by the symbolic scheme. Moreover, the ordering of each leader with respect to the other E-cells is that predicted by the symbolic scheme. This follows from (B3), (B4), (4.22) , and Proposition 4.12.
We now wish to keep repeating this argument to subsequent events. Suppose that τ 0 ∈ (0,T P ) corresponds to the conclusion of some event; this is when E-cells fall down from the active phase. We first show that γ(τ 0 ) ∈M π 3 . Certainly (B1) and (B2) are satisfied at τ 0 . Moreover, (B3) and (B4) follow from Proposition 4.12 and the assumption concerning g v following (4.22). Hence, γ(τ 0 ) ∈M π 3 . Using the above argument, this is enough to conclude that the E-cells which fire during the next event are precisely those predicted by the symbolic scheme. That is, γ(τ ) realizes O π as long and 0 <τ <T P . To complete the proof that γ(τ ) realizes the entire orbit O π , we show that γ(T e ) ∈M π 1 for some T e ≤ T P . Choose T e so that γ(τ ) realizes one entire period of O π for 0 ≤ τ ≤ T e ,a n d E -cells fall down from the active phase when τ = T e . From our choice of T P ,w eh a v e that T e ≤ T P . The above remarks, therefore, imply that γ(T e ) ∈M π 3 . There is no problem in showing that (B1) holds with i = 1. Hence, it remains to prove that (B3) holds with i =1.
Let e l be any leader and e j be any other E-cell. Since T e represents one complete period of O π , there must exist T l ∈ (0,T e ), which corresponds to when the event initiated by e l has just fallen from the active phase. From our choice of α 0 , |w l (T i ) − w j (T i )| >α 0 . Since T e − T l <T P , Proposition 4.12 implies that |w l (T e ) − w j (T e )| > ρ 0 (α 0 ,T P )=α 1 , and this completes the proof.
We conclude this section by describing how to prove the theorem if we assume (A1)-(A3), not the modified assumptions. We first drop the assumption (H2); that is, suppose that there is more than just one I σ -cell. We assume that (A2) holds and, for the moment, that during each event, the numbers of I f -a n dI σ -cells that every E-cell receives inhibition from are fixed constants. We denote these constants by W F and W σ , respectively. Let (v 1 ,...,v Ne ,w 1 ,...,w Ne ,x 1 ,...,x N f ,y,S σ ) be the singular solution constructed earlier in this section. Then let y l (t)=y ( t )a n dS l ( t )=S σ ( t ) for each l and t ≥ 0. Moreover, let g σ =ĝ σ / H ( W σ ). We claim that (v 1 ,...,v Ne ,w 1 ,...,w Ne ,x 1 ,...,x N f ,y 1 ,...,y Nσ ,S 1 ,...,S Nσ ) is a singular solution of (2.1) which realizes the orbit O π . This is because each y l satisfies the same differential equation as y with the same initial conditions, and each S l satisfies the same differential equation as S σ with the same initial conditions. Finally, we no longer assume that every E-cell receives the same amount of inhibition during each event. Instead, we assume (A3). Choose W M so that the number of I f -a n dI σ -cells that each E-cell receives inhibition from is greater than W M .W e claim that if W M is sufficiently large, then the theorem follows. This is because of our assumption that H is a bounded, increasing function. Let H 0 = lim s→∞ H(s). Given h 0 , we can choose W M so large that if W>W M , then |H(W ) − H 0 | <h 0 . Hence, given h 0 , if each E-cell receives inhibition from a sufficiently large number of both I fand I σ -cells, then each of the terms
which appear in (2.1) differs from the constant H 0 by at most h 0 . It is now straightforward to check that all of the analysis given so far carries over if h 0 is sufficiently small.
4.6. ǫ > 0. We now describe how to extend the proof of the theorem to when ǫ>0. We only consider the case in which the modified assumptions (A1), (H1), and (H2) are satisfied. In particular, there exists a unique, global I σ -cell. The proof for the more general case follows as in the previous section.
We begin by extending the results of the preceding section. Recall that if γ 0 ∈M 5. Computer simulations. We simulated a network of 100 E-cells, 10 I f -cells, and one global I σ -cell. Each E-cell was connected to 5 other E-cells and one I f -cell. Each I f -cell was connected to 35 E-cells. All of the connections were chosen randomly. The nonlinear functions f (v, w)a n dg ( v, w) used in the numerical simulations are defined in the appendix.
The differential equations (2.1) were solved using both a fourth-order RungeKutta method and the adaptive grid ODE solver LSODE. For each simulation, the initial conditions were chosen so that the cells were in their silent phase. The precise initial conditions for each E-cell were chosen randomly. Unless stated otherwise, we chose the following values for the parameters: φ =1 . 0, I = .12, θ ef =0 . 0, θ ee = θ fe = θ eσ = θ σe = .1, g e = .1, g f = .3, g σ = .1, v exc = .5, v inh = −.8, and K σ =1.0. The amplitude of the Gaussian noise was set at .02.
In Fig. 8 , we plot the number of E-cells which are in their active phase (that is, v i >θ ee ) versus time for two values of the parameters (g f ,g σ ). In Fig. 8(a) , we set (g f ,g σ )=( 0 ,0) so that there is no effect of any inhibition. Note that the network very quickly synchronizes. After just three cycles, every E-cell fires during each event. This is because the number of E-cells to which any particular E-cell is connected is sufficiently large that there is a pathway of excitatory connections between any two E-cells. Hence, when any E-cell initiates an event, every other E-cell eventually fires. Note that the synchrony shown in Fig. 8(a) is not perfect; the E-cells do not jump up and jump down at exactly the same time. In the analysis, we assumed that each event is tree-like. This certainly need not be the case for the simulation shown in Fig. 8(a) ; however, it is straightforward to extend the analysis to the case in which a l lo ft h eE-cells fire during every event (see [21] ).
In Fig. 8(b) , we set (g f ,g σ )=( . 3 ,.1), and the network quickly displays partial synchronization. After an initial transient, only 8%-12% of the E-cells fire during each event, and there is a clearly defined silent period between the events. In Fig. 9(a) , we show the temporal activity (v vs. t) of one randomly chosen E-cell. This E-cell does not fire with any fixed period. In Fig. 9(b) , we show a solution of (2.1) when there is no coupling or noise. Note that the average period of a cell in the network is significantly longer than that of an isolated cell.
We have not checked whether the firing pattern displayed in Fig. 8(b) obeys the precise symbolic dynamics discussed in section 3.1. We do not expect this to be the case for a large network which includes noise. However, the number of E-cells which fire during each event does agree with that predicted by the symbolic scheme. In fact, this is also true for networks considered in [23] . In that network, there were 9000 E-cells, 450 I f -cells, and 450 I σ -cells. Each E-cell was connected to 20 other E-cells, one I f -cell, and one I σ -cell. Each inhibitory cell was connected to 200 Ecells. Of course, each cell in [23] was modeled by a system of differential equations which is much more complicated than (2.1). However, for the simulations in [23] , approximately 180 E-cells fired during each event. This is in excellent agreement with the number predicted by the symbolic scheme presented in section 3.1. Figure 10 shows the instantaneous activity of the network at two separate times. The diameter of each black circle represents the v-activity of the corresponding Ecell. That is, if the maximum and minimum v-value of all the E-cells is v max and v min , respectively, then the diameter of the black circle corresponding to the E-cell is proportional to (v − v min )/(v max − v min ). In Fig. 10(a) , t = 144.89 and 8-cells are in their active phases. Note that the active E-cells are spatially distributed throughout the network. In Fig. 10(b) , t = 196.32 and 9-cells have fired.
In Fig. 11 , we plot the number of E-cells which fire during four events versus the parameter g f . The events were chosen so that the four greatest number of E-cells fired during these events for t ∈ (100, 300). Nearly every E-cell fires during nearly every event when g f is very small. When g f >. 15, approximately 8%-12% of the E-cells fire during each event. Note that there is a sharp decrease in the number of E-cells which fire during each event when g f ≈ .05. Moreover, there is a large variance in the number of E-cells which fire for intermediate values of g f . These results are consistent with the simulations in [23] (see Fig. 7 .5 in [23] ).
The role of slow inhibition is illustrated in Fig. 12 , where we set g σ =0 . T h e number of E-cells which fire at any given time is now very irregular, and there are no clearly distinguishable events. The reason for this was discussed in section 2.7. Without slow-inhibition, E-cells do not have enough time to recover in their refractory period before another event is initiated. The number of E-cells which are in their active phase during four events versus g f . The events are chosen so that the four greatest number of E-cells fired during these events for t ∈ (100, 300).
behave with respect to changes in the parameters agree very well with many of the results in [23] .
The analysis identifies the mathematical mechanisms responsible for synchronizing cells which fire during the same event and desynchronizing cells which fire during different events. Recall that the role of slow inhibition is to reset the system so that E-cells are able to recover from their refractory period before they are called upon to fire again. This descriptive explanation is made precise in section 4.1. Proposition 4.3, for example, demonstrates how to choose the parameters so that when one E-cell jumps up to initiate an event, every E-cell must lie close to the left knees of the cubics. This analysis is related to that given in [7] and [19] . Of course, fast inhibition is responsible for desynchronizing the E-cells. However, in order to extend the analysis to the case ǫ>0, it is necessary to prove that the voltages of the E-cells which initiate events remain bounded away from each other. In our analysis, this bound is obtained in two ways. Two E-cells are naturally separated from each other if one cell fires during an event and the other does not. The E-cell which fires is moved towards the "top" of the left branches, while the other E-cells remain near the left knees. We also use that E-cells evolve at different rates on the branches of different cubics. In Proposition 4.10, for example, we use that the E-cell which initiates an event lies on a different cubic during the active phase than the remaining E-cells which have fired during this event. The relative rates of oscillators on different branches also play important roles in [7] and [19] .
With each network, we associate symbolic dynamics which predict the stable firing patterns of solutions to the corresponding system of differential equations. The symbolic dynamics consist of two steps. The first step determines which subpopulation of E-cells fire if one E-cell initiates an event. This information is obtained directly from the network; it is determined by the graph of E-andI f -cells together with rules concerning the speeds and strengths of connections. In our analysis, for example, we assumed that an e 1 → e 2 connection is slower than an e 1 → f → e 2 pathway. Note that this step does not depend on the slow inhibition since it takes place on the fast time scale. The second step in the symbolic scheme is to determine the next E-cell to initiate an event after one event has taken place. In deriving the rules for this step, we used the geometric viewpoint of solutions moving in phase space. The singular nature of (2.1) allowed us to say that after some E-cells fire, they lie on the right branch of some cubic. When these cells jump down, they lie "above" the E-cells that did not jump up. From this permutation of the E-cells, we obtain the symbolic rules.
The symbolic dynamics work very well for small networks. We presented an example network in which the symbolic dynamics predict that there should exist three stable firing patterns for some fixed values of the parameters. After working through the analysis, it is easy to find parameter values so that these firing patterns exist numerically. The first step of the symbolic dynamics also works very well for large networks in predicting which E-cells fire during a given event. We do not expect the second step to work as well in large networks which include noise.
The assumptions of the theorem applies to networks in which the number of connections between E-cells is very sparse, and the amount of inhibition which each E-cell receives is nearly constant. Without these assumptions, E-cells which fire during an event may lie on branches of different cubics during the active phase. These E-cells may also jump down at different (slow) times. This may destroy the natural ordering of the E-cells. We also used the assumption that the events are tree-like in computing the speeds of the connections in section 4.2. Recall that we are assuming that connections involving I f -cells are faster than connections involving just E-cells.
If one E-cell receives input from many other E-cells at approximately the same (fast) time, then it will jump up at a faster rate. This E-cell may then cause other E-cells to fire which the symbolic scheme predicts should not fire because of input from fast inhibitory cells.
We did not include noise in the analysis; however, our numerical simulations clearly indicate that some degree of noise helps in obtaining partially synchronized oscillations. Without noise, different E-cells may lie too close to each other in the silent phase and then jump up at approximately the same time. This may result in too many E-cells firing during this event. With noise, however, if two E-cells lie very close to each other at the same time, then at a later time they will be a small distance apart. This small distance may be enough to allow one of the E-cells to jump up while allowing inhibition to prevent other E-cells from firing.
The issues raised in this paper are closely related to those which arise in other networks of neural oscillators. Slow inhibitory synapses, for example, play an important role in the networks considered in [10] , [3] , [25] , [8] . The mathematical techniques developed here should be useful in better analyzing those other networks. We also hope that these techniques will allow us to attack more realistic models such as the one in [23] .
Appendix. The following system was used in the numerical simulations. This system is related to a model by Morris and Lecar [13] for electrical activity in the barnacle muscle fiber. The form of the equations used here is due to [17] . In our simulations, we chose γ 1 = .5a n dβ 1 =. 03. 
