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Abstract 
Shamir, R., A fast algorithm for constructing Monge sequences in transportation problems with 
forbidden arcs, Discrete Mathematics 114 (1993) 435-444. 
Given a cost matrix of the transportation problem and a permutation of the decision variables, we 
say that the problem is completely solvable by that permutation if the greedy algorithm, which 
maximizes each variable in turn according to the order prescribed by the permutation, provides an 
optimal solution for every feasible supply and demand vectors. We give an efficient algorithm which 
constructs such a permutation or determines that none exists. Our algorithm is based on Hoffman’s 
notion of Monge sequence, which was recently extended by Dietrich (1990) to problems in which 
some of the arcs are forbidden. We also show that the existence of a Monge sequence is both 
necessary and sufficient for a problem to be completely solvable by any single permutation. The 
running time of our algorithm is better than that of the best known algorithms for solving the 
transportation problem, both for sparse and for dense problems. 
1. Introduction 
A feasible solution for a transportation problem can be generated by the following 
linear-time greedy algorithm: Choose any permutation of the decision variables; now 
maximize each variable in turn, according to the order prescribed by the permutation. 
This algorithm is much faster than the best-known algorithms for solving the trans- 
portation problem. However, in general, it is not guaranteed to give an optimal 
solution. When some of the arcs in the problem are forbidden, i.e., when not every 
destination is reachable from every source, it may provide an infeasible solution even 
if the problem is feasible. We are interested in finding those cases where such an 
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algorithm does provide an optimal solution. More precisely: Given a transportation 
cost matrix, we wish to construct a single permutation which, when used by greedy 
algorithm, provides an optimal solution for every feasible supply and demand vectors, 
or proves that no such permutation exists. In case there is such a permutation, we say 
that it solves the problem completely. 
For transportation problems with no forbidden arcs, Hoffman [6] proved a neces- 
sary and sufficient condition for a problem to be completely solvable by a given 
permutation. For this case, Alon et al. [2] have recently given an algorithm which 
generates such a permutation or determines that none exists. The algorithm requires 
O(m’n log n) operations on an m x n cost matrix. (Here and throughout the paper, we 
assume, without loss of generality, that m da) Hoffman (private communication) has 
raised the question whether similar results and algorithms can be obtained for 
problems with forbidden arcs. For certain specially structured matrices with forbid- 
den arcs, such results were obtained by [6] and [S]. Subsequently, Dietrich [3] has 
given an antimatroid interpretation of the results in [2], and has shown (using 
antimatroid theory) how to modify Hoffman’s condition in order to obtain a sufficient 
condition for problems with forbidden arcs. Here we give an elementary proof that the 
same condition is both necessary and sufficient. We also describe two algorithms for 
constructing a Monge sequence, whenever one exists, for cost matrices which may 
contain forbidden arcs. The algorithms extend those in [2] to handle forbidden arcs, 
and obtain better time and space bounds by exploiting sparsity. A straightforward 
algorithm requires O(emn) time and O(mn) space, where e is the number of admissible 
arcs. A more sophisticated implementation reduces the running time to O(em log n) at 
the cost of increasing the space requirement to O(em). 
The complexity of our algorithm is better than that of the best known strongly 
polynomial algorithm for the transportation problem [7] by a factor of at least n/m, 
for both sparse and dense problems. Hence, it can be used as a preliminary step 
towards solving any transportation problem without an increase in the overall 
complexity. The algorithm is especially attractive in applications which involve the 
solution of several problems with the same costs but different supply and demand 
vectors. In case a permutation is found, all subsequent problems will be solvable in 
linear time. The generalization of the algorithm to problems with forbidden arcs 
enables the use of the algorithm in many network flow problems. 
A preliminary version, summarizing some of the results in [3] and in this paper, has 
appeared in [S]. 
2. Preliminaries and background 
The transportation problem is usually described as follows: A commodity available 
at m different sources must be shipped to satisfy the demand at n destinations. Find 
the appropriate amounts to send from each source directly to each destination, in 
a way that minimizes the total shipping cost. Formulated as a linear program, the 
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transportation problem is to assign values to the decision variables xij, i= 1, . . . , m, 
j=l, . . . . n (where Xij is the amount shipped from source i to destination j) satisfying: 
minimize i f CijXij 
j=l i=l 
subject to j$lXij=Ui (i=l,...,m), 
f Xij=bj (j= 1, . . . . n), 
i=l 
Xij30, i=l,..., m,j=l,..., n. 
Here Ui represents the amount of the commodity available at source i and bj is the 
amount required at destination j, where Cy! 1 ai = CJ= I bj is assumed. C is an m x n 
matrix, where cij is the cost per unit of shipping from source i to destination j. 
A generalization of the problem is obtained if some sources cannot ship to some 
destinations. In terms of the corresponding bipartite graph (whose two parts are the 
source nodes and the destination nodes), we say that some of the arcs are forbidden. 
Let E” = { (i,j)l 1 did m, 1 <j< n) be the set of all the arcs in the complete bipartite 
graph, and let FG E” be the set of all forbidden arcs. Let E= E”-F be the set of 
admissible arcs, and denote by e = 1 El the number of admissible arcs. (We assume 
w.1.o.g. that m 6 n d e < mn.) Then the corresponding linear programming problem can 
be presented by the same formulation as above, with the additional constraints that 
Xij=O if (i, j)EF. 
In terms of the cost matrix, we can say that cij= cc if (i, j)EF. If there are forbidden 
arcs, it is also necessary to establish that a problem is feasible for given a and b vectors. 
The condition I:= 1 ai =Cy= 1 bj is necessary but not sufficient for feasibility anymore. 
The transportation problem has been studied intensively in the last five decades 
(see, e.g., [4]). The currently fastest strongly polynomial algorithm for the transporta- 
tion problem is due to Orlin [7] and requires O(n(n log n)(e + n log n)) steps. See also 
[l] for a review of many related results. 
An initial solution for the problem can be obtained by taking any permutation of 
the variables in any order, say S=((i,, jl), (i2, jz), . . . , (i,, j,)), and performing the 
following linear-time greedy algorithm: 
For k=l,...,e do: 
Set xi,j,+min {a;,, bjk ] 
end 
bjk + bj, - Xipjx 
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(i.e., each variable, in its turn, takes on the largest feasible value possible). For 
problems with no forbidden arcs, the resulting solution will always be feasible, for any 
possible choice of S. In fact, such algorithm is used in practice to obtain an initial 
feasible solution. (Examples of this technique include the ‘Northwest Corner’ method 
and the ‘Minimum cij’ rule; see., e.g., [4].) Such an algorithm cannot, in general, 
guarantee an optimal solution, but in case it does, it is much faster than general 
algorithms. If there are forbidden arcs then, depending upon S, the algorithm may 
produce an infeasible solution even if the problem is feasible. 
Our interest here focuses on detecting those problems for which the greedy algo- 
rithm is guaranteed to succeed invariably. More precisely, we make the following 
definition. 
Definition 2.1. A permutation S on the set of admissible arcs E solves completely 
a transportation problem with cost matrix C if, for every possible vectors a and b, 
using the greedy algorithm according to S gives an optimal solution whenever the 
problem is feasible. 
Clearly, for infeasible supply and demand vectors (i.e., vectors for which the 
problem is infeasible), the greedy algorithm using S will provide an infeasible solution, 
that is, not all supplies and demands will be met. 
Definition 2.2 (Hoffman [6], Dietrich [3]). A permutation S on the set of admissible 
arcs E is called a Mange sequence for the transportation matrix C if, for every (i,j)~E 
and for every r#i, s#j, if (r,j)~E and (i,s)EE then 
cij + c,, > c,j + cis implies that either (r, j) or (i, s) precede (i, j) in S. 
Note that there is a possibility that c,., = + zoo, i.e., (r, s)EF. In that case, we use the 
natural extension of arithmetic operations to allow entries having values of + a and 
- cc. That is, in the above expression, di + cc > d2 + d3 if the di’s are finite. Our 
computations will involve at most one infinite-cost arc out of every such four arcs. 
When E= E”, Hoffman [6] showed that a necessary and sufficient condition for 
S to solve C completely is that S is a Monge sequence for C. Using Dietrich’s extension 
of the definition, we shall first give an elementary proof of the equivalence of the two 
definitions, when there are forbidden arcs. 
3. Proof of the basic theorem 
Theorem 3.1. A permutation S on the arcs E solves completely a transportation problem 
with cost matrix C (possibly withforbidden arcs) fund only ifs is a Monge sequencefor C. 
Proof. Let S be a Monge sequence for C, and assume that there exist vectors a and 
b such that the problem is feasible but the greedy algorithm using S generates 
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a solution X which is either infeasible or suboptimal. Let Y be an optimal solution 
which is identical to X on a maximum length prefix of the sequence S, and if (i, j) is the 
first arc on which Y and X differ, Y is chosen so that yij is maximal among the optimal 
solutions. Clearly, xij>yij. Then there must be some s and Y such that (i, s)EE, (r,j)~E, 
y,>O, y,,>O and both (i, s) and (r,j) succeed (i, j) in S. Hence, by the definition of 
a Monge sequence, (Y, s) must also be in E. Taking .s>O sufficiently small and 
modifying the solution Y to 
3ij + Yij + E, 9i.5 + Yis - 6 
i’rj + Yrj+h 9,s + Yrs-&~, 
A 
YkZ + YkZ otherwise. 
produces a feasible solution with equal or lower cost and a larger value to Eij, 
a contradiction. 
Suppose now that S solves C completely, and suppose that S is not a Monge 
sequence. Then there exist some (i,j), (i, s), (r,j)~E such that (i,j) precedes both (i, s) 
and (r,j) and (r, j) in S and cij + c,, > c,j + Cis. Choose vectors a and b such that 
Ui = a, = 1, bj = b, = 1 and all other coordinates are zero. 
(1) If (v, S)EF then S produces an infeasible solution, even though xlj=Xis= 1 is 
a feasible solution, in contradiction to the assumption that S provides a feasible 
solution for every feasible a and b. 
(2) If (r, S)EE then S gives the solution xij= x,, = 1, even though x,~= xis= 1 is 
feasible and has lower cost, in contradiction to the optimality of S. 0 
4. A simple algorithm 
We first describe a simple algorithm to detect and construct a Monge sequence. The 
algorithm builds the sequence by repeatedly appending another arc to a prefix of 
a partial sequence S. Define d (i, j, Y, s) = cij + c,, - c,j - cis. (As mentioned before, we 
shall consider only 4-tuples containing one or no forbidden arcs: hence, the value of 
d will be + a;# (- m) if the infinite cost appears with positive (negative) sign.) Let us 
make also the following definition. 
Definition 4.1. A partial Monge sequence S is an ordered subset of E satisfying: For 
every (i, j)EE and every rfi, s#j, if (r, j), (i,s)EE and d(i, j,r,s)>O then, if (ij) E S, 
either (i, s) or (r, j) precede (i, j) in S. 
Clearly, a Monge sequence is a partial Monge sequence with ISI =e. 
Lemma 4.2 (Alon et al. [2], Dietrich [3]). Let S be a partial Monge sequence. Zf there 
exists a longer partial Monge sequence, then there is an arc (i, j)EE -S suck that 
(S, (i, j)) is a partial Monge sequence. 
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The lemma gives the ‘sequence augmentation property’ of a Monge sequence. This 
property (which is, in fact, a property of greedoids) justifies the following procedure, 
which builds the sequence by adding to it one arc at a time. 
Algorithm A 
{initialization:} 
(1.1) For every (i,j)~E set w(i,j)cO. 
(1.2) For every (i,j)~E do: 
For every r#i and s#j, if (i,s)EE and (r,j)EE and A(i,j,r,s)>O, set 
w(i,j)+w(i, j)+ 1. 
{find a next arc:} 
(2) Find a new arc (i, j)EE with w(i, j)=O, and place it next in S. (if none exist-Stop. If 
not all arcs have been placed, there is no Monge sequence.) 
{update weights:} 
(3) For every r#i and s#j, if (r, s)EE, (r, s) has not been placed in S yet, and 
A(i, j, r, s) < 0 then 
if (i,s)EE set w(i,s)+w(i,s)- 1 
if (r, j)EE set w(r, j)+-w(r,j)- 1 
(4) go to 2 
Theorem 4.3. Algorithm A constructs a Monge sequence correctly, whenever one exists, 
in O(emn) steps and O(mn) space. 
Proof. Validity follows from Lemma 4.2. The complexity of step 1 is clearly O(emn). 
Steps 2 and 3 are repeated at most e times, and require O(mn) operations each time. 
Hence, the total complexity is O(emn). The space required is m x n for C, m x n for 
w plus a constant for arithmetic manipulations. 0 
Note that, by Lemma 4.2, the algorithm always gives a maximum-length partial 
Monge sequence. 
5. A faster algorithm 
Before we describe the faster implementation, we need some definitions and obser- 
vations: For every pair of row indices i and r, we shall order the set {j) (i, j)EE) as 
a precedence vector Pi* = (pl, . . . , pk) satisfying 
Cip, - Crp, < Cip2 - C*p2 < . 6 Cip4 - C,pl,. 
We define also 
FIRST(i,r)=( j~Cij--C,j=Cipl--C,p,} 
Note that if (i, j)EE and (r, j)eF then jEFIRST(i, r); so, the actual ordering has to be 
done only on the subset { jl(i, j)EE, (r, j)EE}. 
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Observation 5.1. Let 1 d i # r <m, (i,j)~E. Among the arcs in row i, (i,j) can appearJirst 
in a Monge sequence only ifj~FIRsT(i,r). 
Observation 5.2. An urc (i, j)EE can be first in a Monge sequence if and only if 
jeFIRST(I’, r) for every r # i. 
The faster implementation will maintain the following data structures and invari- 
ants: (For simplicity, we use below the same notation for sequences and the corres- 
ponding unordered sets.) 
(1) S, an ordered subset of E, satisfying: 
(11) S is a partial Monge sequence. 
(2) An ordered precedence vector Pil for every i, r, 1 <i fr <m, containing 
{ ji(i, j)EE-S), satisfying: 
(12) For all j, kEPir, j precedes k in Pi, if d(i, j, r, k) <O. 
(3) FIRST(i, r), a subset of Pi, for every i, r, 1 <i # r < m, satisfying: 
(13) For all jEFIRST(i, r) and kEPir_FIRST(i, r), A(i, j, r, k)<O. 
(13’) For all j, kEFIRST(i, r), A(i,j, r, k)=O. 
(4) A vector Bij of length m for every (i, j)E E - S, satisfying: 
(14) Bij(r)= 1 if and only if either jEFIRST(i, r), or (r, j)ES, or i=r. 
Loosely speaking, Bij(r)= 1 (0) indicates that in the subproblem containing rows 
i and r only, (i, j) can (cannot) be placed next in S. 
(5) For every (i,j)~E-S, a scalar deg(i, j) satisfying: 
(15) deg(i, j)=Cr= 1 Bij(r). 
Using the notation defined above, we can add the following observation. 
Observation 5.3. (i, j)E E -S can be placed next in S if and only ifdeg(i, j)=m. 
The faster algorithm will repeatedly look for a new arc(i, j) with deg(i, j)=m, place 
it next in the partial sequence S and update the data structures to maintain the 
invariants. The algorithm is given below. We assume that, before starting, all data 
structures are initialized to zero. 
Algorithm B 
{initialization:} 
(1.1) For each i,j, Id&m, l<j<n, do: Set Bij(i)+l and deg(i,j)+deg(i,j)+l. 
(1.2) For each i,r, 1 <i#r<m, do: 
Build Pi, and FIRST(i, r). 
For each j such that jEFIRST(i,r) update Bij(r) and deg(i, j). 
{find a next arc:] 
(2) Find (i, j)c E - S such that deg(i, j) = m (if none exist-stop); place it next in S and 
remove it from the problem. 
{update in column j:} 
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(3) For all r, r # i such that (r, j)EE do: 
if B,j(i)=O then set B,(i)tl and deg(r, j)tdeg(r, j)+ 1. 
{update in row i:} 
(4) For all r, r # i do: 
(4.1) remove j from Pi, and FIRST(i, r). 
(4.2) if FIRST(i, r)=@ then 
update FIRST(i,r) according to the new Pi,. 
for all kgFIRST(i, r) do: 
if Bik(r)=O then set B,(r)+1 and deg(i,k)tdeg(i,k)+ 1. 
(5) Go to 2. 
Theorem 5.4. Algorithm B generates a Monge sequence, if and only if one exists, in 
O(em log n) steps and O(em) space. 
Proof. Validity is proved by verifying that all the invariants are indeed maintained. 
The proof is essentially the same as in [2] and is, thus, omitted. We first prove the time 
complexity of the initialization (step 1): Denote the number of admissible arcs 
emanating from source k by ek, k = 1, . . . , m. In step 1, when calculating Pi,, we only 
need to order at most ek elements. Thus, for fixed row i, the work is O(ei log ei) per 
each r, and the total work is O(mei log ei) over all r. Hence, the total work is at most 
C-C C eilOgei< c~mlogn~ei=O(melOgn). 
i r#i I 
The total number of updates of each of FIRST, B and deg is clearly bounded by the 
total lengths of the Pi, vectors, which is O(em). 
Let us now analyze the complexity of the iterative phase: Step 2 requires O(m) 
operations per iteration, and a total of O(em) operations over all iterations. (In fact, it 
can be performed in O(1) steps per iteration by maintaining a stack of the remaining 
arcs (i, j) with deg(i, j)=m.) Step 3 will also take O(em) steps overall. In step 4.1, since 
Pi, contains initially ei elements, the total number of removals over all iterations is 
O(me). The same applies to FIRST(i, r) in steps 4.1 and 4.2. In step 4.2, since only i, k 
satisfying (i, k)EE are considered in updates of Bik(r), and each such element is updated 
at most once, the total number of operations in all the updates is O(me). Updating 
deg(i, k) is done contiguously to updating Bik(r) and the same bound applies. 
To prove the space complexity, observe first that the total space required for the 
data structures is O(e) for S and deg, and O(em) for the e m-long B-vectors. Each 
Pi, sequence contains initially ei indices and, hence, the total space required for the 
precedence vectors is 1 i, I 1 Pi, I= m * C i ei = me. Also, for every i, r, 1 FIRST(i, r) I< I Pi, /. 
Hence, the total space required is O(me). 0 
Note again that Algorithm B always gives a maximum-length partial Monge 
sequence. 
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6. Concluding remarks 
(1) From the proof of Theorem 5.4, it follows that the term n in the logarithm can 
be replaced by 
maxtIrjl(i,j)EE,(r,j)EE}I li,r} 
which may be a constant for certain types of problems, e.g., when each source has 
access to a fixed number of destinations only. In such cases the time complexity will 
reduce to O(em). 
(2) Problems with forbidden arcs could be solved by a direct application of the 
algorithms of [2], using an appropriate extension of the arithmetic operations to 
include infinities. If successful, the algorithm will yield a Monge sequence containing 
both the admissible and the forbidden arcs. The ordered subsequence of the admis- 
sible arcs will yield the desired Monge sequence. The complexity of these imple- 
mentations, however, does not exploit sparsity, and is improved upon in this paper. 
(3) It was observed by [2] that a partial Monge sequence obtained by the algorithm is 
also valuable in practice: It can be used by the greedy algorithm until it has been exhausted, 
and the resulting partial solution is guaranteed to be part of an optimal solution. The 
remaining problem cannot, in general, be solved greedily, but its size may have decreased 
substantially compared to the original problem, since in every step the greedy algorithm 
removes as much as a full row or column (or both) from the matrix. In fact, for specific 
a and b vectors, the remaining problem may again have a Monge sequence, if those con- 
straints which prevented the extension of the sequence have been removed.’ 
(4) 2 x n matrices always have a full Monge sequence, even when they contain 
forbidden arcs. This fact (observed by [Z] for problems with no forbidden arcs) was 
implicitly used in Algorithm B. The 3 x n case is not completely solvable for n 3 3: 
Take, for example, the matrix A below, which has no Monge sequence: 
However, note that, by adding a forbidden arc, one gets the matrix B, which does have 
a Monge sequence. It is, thus, conceivable that, when randomly generated problems 
become sparser, the chances of having a Monge sequence will increase. This also fits 
the intuition that the sparser the matrix, the less constraints we shall have on ordering 
the admissible arcs in a Monge sequence. 
(5) It is an open question whether there exists a faster algorithm for constructing a 
Monge sequence. While the dependence of the running time on n is unlikely to be improved 
(see [2]), a reduction of another factor of up to m in the complexity may be possible. 
1 I am indebted to Ashok Chandra for this last observation. 
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Note added in proof. Since the completion of this manuscript, there has been further 
progress in the study of Monge sequences. In [9] the characterizations and algorithms 
given here have been extended to general (i.e., nonbipartite) networks, and a parallel 
theory was given for sequences which solve completely the feasibility (rather than 
optimality) problem. [IO] studies additional mechanisms which can be added to the 
greedy algorithm to guarantee a basic solution. 
Also, several authors have studied generalizations of the special ‘lexicographic 
Monge’ case (where the transportation matrix C has no forbidden arcs and satisfies 
the weaker sufficient condition: for every i <j and r <s, cij + c,, < cis + c,j cf. [ 13, 121 to 
higher dimension [l 1, 141. 
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