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Transiciones de fase en sistemas
coloidales bidimensionales
L
os sistemas de partículas en dos dimen-
siones difieren de los de tres dimensio-
nes en una amplia gama de característi-
cas. Aun en un mundo tridimensional
como el nuestro, el papel tan importante que tie-
nen las superficies y las interfases es constantemente
reafirmado de muy diversas maneras y en campos
muy disímiles. Así, por ejemplo, se estudian las
membranas celulares y monocapas de moléculas
tomando ventaja de las herramientas que ya exis-
ten para sistemas tridimensionales, aunque modi-
ficándolas lo necesario para usarse en dos dimen-
siones. Asimismo, es cada vez más común encon-
trar desarrollos de técnicas originalmente ideadas
para sistemas bidimensionales, sobre todo cuando
éstos no tienen una contraparte tridimensional. El
presente trabajo trata con sistemas de este tipo, con
sus interacciones dominantes y con algunos fenó-
menos interesantes que pueden observarse bajo
condiciones específicas. Aunque los modelos aquí
presentados son de características  suficientemen-
te generales, como para poder describir distintos
sistemas físicos, en esta ocasión centraremos nues-
tra atención en sistemas de partículas coloidales
de látex suspendidas en una interfase agua-aire, que
se sabe presentan una fenomenología no comple-
tamente comprendida, pues tales partículas
interaccionan de manera que se puede considerar
contraintuitiva, y se organizan entre éstas forman-
do estructuras que recuerdan las de otros sistemas
bidimensionales de naturaleza muy diferente a la
de las suspensiones coloidales.
A pesar de que los coloides (que se pueden defi-
nir de manera libre como suspensiones de partículas
micrométricas) se han venido estudiando por más
de un siglo,1 la naturaleza de las interacciones rele-
vantes en su comportamiento comenzó a compren-
derse hace apenas unas décadas, a través del estu-
dio de las fuerzas de dispersión2 que explican, en-
tre otros fenómenos, la coagulación y la cristaliza-
ción de van der Waals.3 Simultáneamente, con este
conocimiento creció el conjunto de materiales dis-
ponibles y de técnicas de visualización,4 lo que ha
permitido la producción y caracterización de una
enorme variedad de sistemas coloidales de diver-
sos grados de complejidad. Así, la importancia de
los coloides en la vida humana es difícil de subesti-
mar, y no sólo por sus usos como agentes externos,
pues, como apunta J. Israelachvilli:“cada uno de
nosotros es un gran sistema biocoloidal compuesto por
alrededor de 75% de agua, y lo mismo casi todos los otros
organismos vivientes”.5
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Antecedentes
En uno de los trabajos pioneros sobre partículas
coloidales esféricas, Pieranski6 propone que, para
el caso de partículas de látex de unas pocas micras
de diámetro suspendidas en una superficie de agua,
los iones liberados por grupos sulfónicos provocan
una distribución de carga eléctrica, circundando
las regiones próximas a la superficie de la partícula
en contacto con el agua. En una primera aproxi-
mación, una situación como ésta podría modelarse
a través de dipolos eléctricos, aunque este modelo
no es suficiente para explicar los resultados que
Gómez-Guzmán7 y otros8-10 han obtenido por ob-
servaciones realizadas con técnicas de videomicros-
copía. Gómez-Guzmán7 calcula a bajas densidades
la función de correlación a pares de las partí-
culas coloidales, que se puede entender como una
medida de la probabilidad de que una partícula
encuentre a una de sus vecinas a una distancia .
La figura 1 muestra estos resultados.
A bajas densidades, el potencial de fuerza me-
dia  entre partículas puede aproximarse a
través de la función de correlación a pares:
Fig. 1. Función de correlación a pares para un sistema de partí-
culas coloidales suspendidas en agua. La línea continua es sólo
auxilio visual. La distancia se presenta en función del diámetro
nominal de la partícula.
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por lo que, como puede inferirse de la figura 1, las
partículas están sometidas a un mínimo de poten-
cial, seguido de un máximo local,  a distancias de
separación de alrededor del doble del diámetro de
una de éstas, lo que implica interacciones atracti-
vas a esas distancias.
Arreglos experimentales de partículas a más al-
tas densidades muestran que las partículas se orga-
nizan entre éstas para formar dominios de cúmu-
los circulares, estructuras celulares (similares a es-
pumas de jabón bidimensionales), bandas parale-
las, e inclusive formaciones laberínticas.11-13 Todas
estas formaciones son en sí mismas evidencia de
atracciones atractivas de largo alcance (donde lar-
go alcance significa micras de distancia), lo que de
entrada se contrapone a lo que intuitivamente se
esperaría en un sistema de partículas idénticas car-
gadas con el mismo tipo de distribución de carga.
Las teorías de campo medio fallan en predecir es-
tas atracciones, y aun cuando diversas teorías tra-
tan de explicar este perfil de potencial con mayor o
menor éxito, muchas preguntas aún se encuentran
sin respuesta contundente en este sentido.
Simulaciones
Para investigar cuál es el papel de un mínimo se-
guido de un máximo en el potencial de interac-
ción a pares, en la formación de estructuras que se
observan en los sistemas coloidales bidimensiona-
les, se realizaron  diversas series de simulaciones
numéricas con la técnica de Monte Carlo, utilizan-
do el algoritmo de Metropolis. Como el presente
estudio se concentra en analizar cómo un poten-
cial formado por una serie de máximos y mínimos
induce la formación de distintas fases estructura-
les, se decidió utilizar un modelo de potencial dis-
continuo formado por una serie de potenciales es-
calón positivos y negativos. La elección de esta for-
ma funcional es adecuada en más de un sentido,
pues además de permitir que las simulaciones se
realicen con rapidez (y esto es esencial cuando se
desea hacer un barrido en regiones grandes del es-
pacio termodinámico), los códigos son sencillos de
implementar, y es posible controlar las característi-
cas básicas del potencial con unos pocos paráme-
tros,14,15 la figura 2 muestra uno de los potenciales
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utilizados, en el que se centrará para la discusión
de resultados.
Fig. 2. Potencial discontinuo utilizado en las simulaciones Monte
Carlo. El potencial presenta un máximo absoluto de altura 5 al
contacto, no mostrado en la figura. La energía potencial está en
unidades de kT.
Se realizaron diversas series de corridas, tanto
en el ensamble canónico (es decir, en condiciones
en donde el número de partículas, el volumen y la
temperatura son variables controladas), como en
el ensamble isotérmico-isobárico (número de par-
tículas, presión y temperatura  constantes).16, 17 Los
sistemas estaban compuestos por 504 partículas.
Como es común en este tipo de simulaciones, se
utilizaron tanto la convención de imagen mínima
como condiciones periódicas de frontera. El nú-
mero de pasos de simulación no fue siempre el
mismo para todas las corridas, pues el número de
pasos mínimo requerido para alcanzar el equilibrio
térmico dependía de la región del espacio termodi-
námico que se muestreaba. Con todo, el menor
número de pasos utilizado fue de , en bajas
densidades, llegando incluso hasta en densida-
des próximas a las transiciones de fase, pues es pre-
cisamente en las regiones cercanas a los puntos crí-
ticos donde el algoritmo encuentra los mayores
problemas de estabilidad térmica.
Las series de simulaciones se realizaron aumen-
tando la presión  a una misma temperatura, para,
una vez realizado el barrido en presiones, aumen-
tar el valor de temperatura y comenzar de nuevo a
bajas densidades. La figura 3 muestra algunas con-
figuraciones típicas de los sistemas, a diferentes
valores de densidad y temperatura. Se obtuvieron
cinco isotermas, a valores de temperatura reducida
de , , ,  y
, donde la unidad es la profundidad del
mínimo del potencial. Una vez alcanzado el equili-
brio termodinámico, se calculó tanto la función
de correlación a pares, , como la función de
correlación orientacional, , definida a tra-
vés de
donde es el ángulo del enlace que forma la
partícula con su vecina situada a una distancia ,
y  es la función de correlación a pares de los
centros de los enlaces. El interés en estas funcio-
nes, tanto la traslacional, o , como la
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Fig. 3. Configuraciones típicas del sistema de 504 partículas, a diferentes densidades y temperaturas. Puede notarse la formación de
cúmulos a bajas concentraciones. Cuando la temperatura se eleva, se favorece la formación de estructuras de tipo cadena.
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orientacional, , radica en que, por el tipo
de decaimiento que éstas presenten, es posible in-
ferir la fase estructural del sistema.
Resultados
Bajas densidades
En el régimen de bajas densidades se puede obser-
var la formación de distintas estructuras, depen-
diendo de la temperatura del reservorio. En la fi-
gura 3 se muestran algunas de las configuraciones
típicas a distintas temperaturas, para dos distintos
valores de densidad (en la gráficas, tiene unida-
des de inverso de densidad, pues ). En
la figura se puede notar que el efecto del pozo de
potencial al valor más bajo de temperatura,
, es la aglomeración de partículas forman-
do dominios. De hecho, incluso a bajas densida-
des, los cúmulos de partículas permanecen peque-
ños (del orden de una docena de partículas), lo
que puede atribuirse a la existencia del hombro cua-
drado de potencial de largo alcance.
Cuando la densidad se incrementa a valores que
típicamente corresponden al estado líquido, el área
disponible para las partículas no es la adecuada para
llevar el sistema a la cristalización, y se generan re-
giones huecas en una red triangular bien
estructurada. Este tipo de separación de fases –co-
existencia de regiones de alto número de partícu-
las con regiones prácticamente vacías– se ha obser-
vado en sistemas reales en el laboratorio.
Cuando la temperatura aumenta, si la densidad
no es muy grande, las partículas tienden a ordenar-
se en pequeñas cadenas de longitud no mayor a
unos pocos diámetros. El ordenamiento entre las
cadenas no es muy evidente mientras la densidad
es baja, pero al aumentar la concentración las ca-
denas comienzan a mostrar un mayor alineamien-
to. En el caso en que la densidad es tal que se llega
a la separación de fases, algunas de estas cadenas
pasan a formar parte de los bordes que definen la
frontera entre las fases.
Altas densidades
Los resultados finales de las series de simulaciones
se utilizaron para construir las curvas de tempera-
tura constante que se muestran en la figura 4, don-
de la presión bidimensional reducida  se
grafica contra la densidad inversa τ . Aquí se pue-
de notar que para el sistema pasa de la
fase líquida a la cristalización, mientras que para
temperaturas de   y más bajas, el sistema
cristaliza a través de una transición discontinua.
La figura 5 muestra tanto configuraciones como
funciones de correlación traslacional y orientacio-
nal para distintos estados termodinámicos a
, identificados con las mismas etiquetas
que se usaron en la figura 4. En las configuracio-
nes se han marcado las partículas con distintos to-
nos según su número de coordinación, es decir, su
número de vecinos inmediatos. Los números de
coordinación se calcularon  a través de la construc-
ción de polígonos de Voronoi. De la inspección de
las configuraciones y funciones de correlación, se
encontró que, cuando el sistema se halla en el esta-
do etiquetado con la letra h,  la fase es muy próxi-
ma a la de un cristal perfecto: los máximos en la
 corresponden en posición y altura a lo espe-
rado para una red triangular, y el que la tien-
da a un valor constante cercano a la unidad, prácti-
camente a cualquier valor de , asegura que el sis-
tema tiene orden orientacional de largo alcance,
además del orden traslacional. Al otro lado de la
curva, en el punto etiquetado como e, las funcio-
nes de correlación son típicas del estado líquido,
Fig. 4. Isotermas en el plano presión-densidad inversa, donde
se puede observar la transición de cristalización. A la izquierda
del punto c y en el punto g se muestran las regiones en las que el
sistema aparece en fase hexática. Otros puntos están etiqueta-
dos para su discusión en el texto.
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Fig. 5. Configuración, función de correlación traslacional y función de correlación orientacional para cuatro diferentes estados del
sistema a T*=0.8. En las configuraciones, las x representan coordinación 5, los círculos representan coordinación 6, y los + represen-
tan coordinación 7 (ver texto).
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con orden orientacional y traslsacional sólo de cor-
to alcance. El punto etiquetado como g y la región
cercana al punto c son particularmente interesan-
tes, pues aunque el sistema muestra orden
traslacional, su orden orientacional no es de largo
alcance. Estas características son propias de lo que
se conoce como fase hexática, y la presencia de esta
fase en el diagrama puede interpretarse como evi-
dencia de que la transición sólido-líquido para es-
tos sistemas es guiada por la aparición espontánea
de dislocaciones a pares. Las dislocaciones, cuando se
encuentran en pares –una de número de coordina-
ción 5 y una de número de coordinación 7–, rompen
con el orden orientacional de la estructura sin afec-
tar el orden traslacional en el largo alcance.
Conclusiones
A través de un conjunto de simulaciones con la
técnica de Monte Carlo se realizó un estudio en el
espacio termodinámico de las fases estructuradas
de una suspensión coloidal bidimensional. Del
análisis de las distintas isotermas obtenidas se con-
cluye que el proceso de cristalización del sistema
coloidal ocurre a través de una fase hexática en la
que existe orden traslacional de largo alcance, pero
el orden orientacional es a alcances cortos. La tran-
sición de sólido a líquido hexático se produce por
la aparición espontánea de dislocaciones en la red,
en aparente concordancia con la teoría de Kosterlitz-
Thouless para transiciones de fase en sistemas bi-
dimensionales. De estos resultados se puede infe-
rir que sistemas bidimensionales con otros tipos
de interacciones –cristales de Wigner, vórtices en
películas superconductoras– pueden presentar fases
estructurales similares a las de los sistemas coloidales,
lo que será investigado en trabajos futuros.
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Resumen
Se realizaron simulaciones numéricas de sistemas
de partículas coloidales estabilizadas por carga,
usando un algoritmo Monte Carlo para ensambles
isotérmico-isobáricos. En las simulaciones se utili-
zó un potencial a pares discretizado que, hecho en
sí mismo interesante, puede usarse apropiadamen-
te para modelar las interacciones a pares de partí-
culas coloidales en una interfase aire-agua. El po-
tencial está formado por un mínimo secundario
seguido por un máximo más débil y de más largo
alcance, ambos de orden kT. La parte repulsiva del
potencial rige la formación de cúmulos a bajas den-
sidades y temperaturas. A densidades mayores y
presiones intermedias hay formación de regiones
huecas en el sistema. El análisis de isotermas y de
las funciones de correlación orientacional y
traslacional muestra la presencia de una fase
hexática a bajas presiones y temperaturas, antes de
que se dé la cristalización a presiones más altas.
Palabras clave: Monte Carlo, Coloides, Transicio-
nes,  Simulaciones.
Abstract
A system of charge-stabilized colloidal particles was
numerically simulated using a Monte Carlo algo-
rithm for Isobaric-isothermal ensembles. A
discretized pair-wise potential was used in the simu-
lation series that, interestingly enough, can be used
to model the micron-range pair-wise interactions
of colloidal particles at the air-water interface. The
potential consist of a secondary minimum followed
by a weaker longer-range repulsive maximum, both
in a order. The repulsive part of the potential
drives the clustering of particles at low densities
and temperatures.  At higher densities and inter-
mediate surface pressures, pinned voids are formed.
However, the analysis of isotherms, and the trans-
lational and orientational correlation functions
show the presence of a hexatic phase at low surface
pressures and temperatures before crystallization
takes place at a higher surface pressure.
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