This paper focuses on the Least Square (LS) regression using the mean and Quantile (M) regression analysis using median which is based on "well-Known" parametric estimation methodologies. Data from Oregon and California highway bridges were used for the comparison of the two methods. Relationships were developed to predict the unit cost of FRP repair work and FRP cost was found to have a high degree of correlation with FRP area for both Oregon and California. It was observed that the Cost Estimating Relationships (CERs) obtained by Quantile (M) regression method had the smaller Mean Absolute Deviation (MAD) values and lower Mean Absolute Percentage Error (MAPE) values than Least Square (LS) regression. The stuudy showed that Quantile Regression is much less sensitive to outliers than Least Squares Regression.
Introduction
State transportation departments are faced with a challenge to keep bridges under their jurisdiction in good operating conditions. Corrosion of bridges has been a constant challenge for engineers and new materials (e.g. polymers, metals, ceramics and their composites) are being developed to minimize corrosion related issues. Fiber Reinforced Polymers (FRPs) are composites that combine the strength of fibers with the stability of polymer resins. The strength of FRP materials comes from the type of fibers used, usually they are glass, carbon or aramid fibers. The primary advantages of FRP materials are: lightweight, nonmagnetic, high corrosion resistance and high strength to weight ratio. These advantages make FRP materials a viable option for the initial construction or for rehabilitation of current bridges. As a new technology, it is hampered by a lack of approved standards and an effective cost estimation methodology.
Cost Estimating Relationships (CERs) are the parametric equations that are developed between different variables to determine the cost of a project component or the total cost of the project. These relationships are developed by cost estimators and are used by managers to control the variables that impact the cost of a project [4] . The primary statistical method to develop CERs is Least Square (LS) regression which is based upon the mean of the data. An alternative method is the Quantile (Q) regression which is based upon the median of the data [6] . This project compares the two methods using limited data on highway rehabilitation projects in Oregon and California utilizing the software ESTIMFEC [1] to perform the analysis. One of the problems of using historical data is that it may contain outliers and Quantile regression is less sensitive to outliers than the Least Square regression.
Methodology
Least Square regression is the most commonly used method to develop linear predictive relationships including cost relationships and engineering relationships. Quantile methods are commonly used to determine percentile rankings used on many testing scores and in areas such as finance and sociology. Quantile regression methods have been used within labor or educational economies to study wage determinants, trends in income inequality or effects of socioeconomic characteristics on education attainment [3] .
Least Square (LS) Regression
Least Square regression is a statistical method of analysis that estimates the relationship between one or more independent variables and the dependent variable by minimizing the sum of squares of the difference between the observed and predicted values of the dependent variable [8] . A simple Least Square regression model involving only one independent variable (X) predicting a dependent variable (Y) is expressed by Equation 1.
Here "a" is the intercept that indicates where the straight line intersects Y-axis; "b" is the slope that indicates the degree of steepness of the straight line and "ε" represents the error. The best line or a relationship would be the one with the Least Sum of Squared Errors (SSE) [9] .
Where � � = Dependent variable i and where i = 1,......n � � ��(∑Y i ) /n (3)
Drawbacks of Least Square (LS) Regression
According to Foussier [4] , the main drawback is "regression". If there are a large number of observations and they are scattered, the Least Square method underestimates the larger observations and overestimates the smaller observations as the Least Square method regresses towards the average value. It is a major drawback, since the costs of a product or project are always scattered, and there is no necessity for the cost to regresses towards the average cost. The Least Squares regression is based upon the data having a normal distribution and this does not always occur. If the data is truly normal, then the mean and median would be the same. The other major disadvantage of the Least Square method is that it is sensitive to outlier that is due to squaring of the error term. Since the Least Square method is not robust, this might have a tremendous impact on the predicted cost. Foussier [4] indicates it is due to the small break down of the arithmetic average. Hence, the change of just one data point might have a severe impact on the predicted cost. The outliers that are far away from the tentative CER will strongly impact the predicted cost and the R
2
. A tendency to eliminate the outliers to increase R 2 might cause one to eliminate too many data points.
According to Xia [10] , the third disadvantage of Least Square method is multi-collinearity. There may be several variables that may be linearly collinear to each other in the data. It may adversely affect the coefficient of the estimates when there is a small change in the data. The relationship thus obtained between these variables does not make sense even though it is mathematically correct and produces a large confidence interval. This is due to the fact that to estimate the values of the parameters one needs to compute the inverse of the matrix based on the inputs. The determinant of a matrix with two collinear variables is equal to zero and hence these matrices cannot be inverted reliably to estimate the parameters [4] . However the relationships developed in this study were concerned with only one variable.
Quantile Regression
According to Koenker [6] Quantile Regression is the estimation of Quantiles of the conditional distribution. It models the relation between a set of predictor variables and the specific Quantiles of the response variable. The prominent form of Quantile regression is the Median regression. Koenker is differentiable except at � � � � � � �� A simplex based algorithm was developed by Barrodale and Roberts [2] to solve the minimizer function and was later extended by Koenker and d'Orey [7] to Quantile regression estimation. The case where τ � ��� corresponds to median regression, which is also known as L1 regression.
Data Source and Analysis

Oregon Bridges
The state of Oregon had several bridges that have undergone repair and rehabilitation work in recent times. There were seventeen bridges that had undergone repair work using FRP wrappings for which the data was obtained. The area of the bridges ranges from 500 ft 2 to 9,204 ft 2 . There were multiple bids that were quoted for each bridge repair work by several contractors. Table 3 .1 gives the total contract cost, FRP area, FRP cost and other calculated parameters. Note: All the cost data has been adjusted for inflation to 2013 dollar value
The accepted FRP cost and FRP area are the two variables that are used to predict the unit cost of FRP repair work. The total FRP cost constitutes a minor fraction of the total contract cost. Hence during the estimation of unit cost of FRP repair work, FRP cost is used instead of the total contract cost. Only one layer of FRP application was considered due to limited availability of the data. Bridges with accepted FRP cost of less than 1% of the total contract cost were omitted from the paper. Bridge No. 7533 was found to have a value of 0.33% (Table 3 .1) and was not considered in the study as its cost was more than 70 percent lower than three other bridges with the exact same area. respectively. The equations have very different slopes and some of the data points appear as outliers. When the outliers are detected and removed, the two methods will be in more agreement.
Further analysis for outliers is made by conducting a Tietjen-Moore Test for multiple outlier detections. The number of suspected outliers in the test were considered to be three (i.e. k = 3). The value of test static E k to be 0.2131 which is less than the critical value of 0.2249 thus confirming the presence of three outliers in the data. When the number of suspected outliers in the test were considered to be four (i.e. k = 4) the test static (E k ) value (0.1910) was greater than the critical value (0.1508) and did not confirm four outliers. Further residual analysis wais carried out to identify these outliers. are much higher (>0.100) than the corresponding data points are identified as outliers since their deletion greatly improves the relationship. 3. The difference between both the deviations is divided by the standard deviation of "Deviation 1" and is multiplied by a factor of 100. The column "Relative Variation" from Appendix 1 gives the resultant value. The data points that have a relative variation of more than ±50% are considered to be outliers in this paper.
Appendix 1 shows that bridges 7458 and 03173A had a relative variation more than the threshold value of ±50% thus indicating them to be possible outliers. Appendix 2 also shows that removing the bridge 8843 greatly improves the correlation between the FRP cost and FRP area.  Bridge 03173A is a seismic retrofit involving different repair procedure than the rest of the bridges thus having a much higher cost than the rest of the bridges.  Bridge 7458 involved construction and removal of various temporary work platforms with enclosure. The humidity and temperature in the enclosure was maintained using an HVAC system which is the likely reason for higher unit cost of FRP repair work.  Bridge 8843 has many elements that contain asbestos. The contractor had to remove these materials before proceeding with the FRP application.
Bridges 03173A, 7458 and 8843 were identified as spurious bids considering their unusual FRP repair cost. These bridges were considered as outliers and were not considered in further analysis of the data. 
The intercept values ( 16,736 (LS), 18,321 (Q (M))) represent the fixed set-up costs such as mobilization, equipment and traffic control. The results from Table 3 . These equations are similar as the outliers have been determined and removed, and thus agreement between the two methods is high. The actual unit costs versus predicted unit costs have good agreement overall, but the predicted equations are approximate only. There is the assumption that the start-up costs, which is indicated by the intercept of the curve, is constant for all project sizes. When the bridges are grouped into two ranges as done in Table 3 .3, the agreement is much better for the unit costs. 
California
There were a total of seven bridges (Table 3 .5) for which the contract data was obtained which had undergone FRP repair and rehabilitation work in California. These bridges were spread across Alameda County, Santa Barbara County, Tulare County, Los Angeles County, San Bernardino County, Riverside County and Imperial County. There were multiple contract bids for each bridge. Table 3 .5 gives the Contract number, FRP cost, FRP area, Total contract cost and other calculated parameters. The California bridge data (Table 3.5) was mainly categorized into FRP repair work. FRP area is the variable which was found to have a significant correlation with the total FRP cost. Bridges with accepted FRP cost of less than 1% of the total contract cost are omitted in this paper. Contract No. 08-472304 (Table 3 .5) was found to have value of 0.10% and was not considered in the study to be consistent with the Oregon study, but it did not appear to be an outlier in the California data. Contract No. 08-0G4804 is a seismic retrofit, which had a different repair procedure than the rest of the bridges and much higher unit costs. Hence it was not considered in the analysis. The regression equations are computed again whithout these two bridges. The results from Table 3 .6 show that Least Square regression method has the least SSE value and Quantile (M) regression method has the least MAD and MAPE values. The Quantile (M) regression method reduced the MAPE value from 10.01 to 4.25 than that of Least Square regression method. The major difference between the two methods is the better prediction of the Quantile method for the smallest area. There is the assumption that the start-up costs, which is indicated by the intercept of the curve, is constant for all project sizes. The fit is better for the California equations as the intercept values are small than those for the Oregon equations. When the bridges are grouped into two ranges as done in Table  3 .8, the agreement is much better for the unit costs. 
