This letter discusses blind separability based on temporal predictability (Stone, 2001; Xie, He, & Fu, 2005). Our results show that the sources are separable using the temporal predictability method if and only if they have different temporal structures (i.e., autocorrelations). Consequently, the applicability and limitations of the temporal predictability method are clarified. In addition, instead of using generalized eigendecomposition, we suggest using joint approximate diagonalization algorithms to improve the robustness of the method. A new criterion is presented to evaluate the separation results. Numerical simulations are performed to demonstrate the validity of the theoretical results.
Introduction
Blind source separation (BSS) aims at recovering the underlying sources from their mixtures (observations) (Cichocki & Amari, 2002) , where "blind" means that both the sources and the mixing parameters are unknown. Its linear instantaneous model is x(t) = As(t), t = 1, 2, . . . , T.
(1.1)
where A ∈ R m×n is the mixing matrix, s(t) is the source vector, and x(t) is the observation vector at time instant t, respectively. It is known that when m > n, principal component analysis (PCA) can be used to reduce the dimensionality of the observations. For this reason, we consider only the case that m = n and A is invertible in this letter. Then BSS can be achieved by finding an unmixing matrix W such that y(t) = Wx(t) = WAs(t) = PDs(t), (1.2) where P is a permutation matrix and D is a diagonal matrix. In other words, the sources are recovered up to a permutation factor and a scaling factor. Many BSS methods have been proposed so far. These methods include minimum mutual information (MMI) (Bell & Sejnowski, 1995; Amari, Cichocki, & Yang, 1996) , maximum likelihood (ML) (Cardoso, 1997) , and maximization of nongaussianity (Hyvarinen, 1999) . They are generally referred to as independent component analysis (ICA), which is based on the assumption that the sources are mutually independent (Common, 1994; Hyvarinen, Karhunen, & Oja, 2001; Cichocki & Amari, 2002; Stone, 2002) . Another category of BSS methods is based on second-order statistics (SOS) of sources, which can be found in Tong, Liu, Soon, and Huang (1991) , Molgedey and Schuster (1994) , Belouchrani, AbedMeraim, Cardoso, and Moulines (1997) , Ziehe and Muller (1998) , Nuzillard and Nuzillard (2003) , and Blaschke, Berkes, and Wiskott (2006) . A novel method based on temporal predictability was also proposed, where sources and their mixtures were believed to have distinct temporal predictability (Stone, 2001) . Like the traditional SOS methods, the temporal predictability method needs only to assume that the sources are uncorrelated. It does not need to estimate the probability density functions and can separate supergaussian signals and subgaussian signals simultaneously. These features make it an attractive method in BSS (Stone, Porrill, Porter, & Wilkinson, 2002; Hu et al., 2005; Song et al., 2006; Jia & Qian, 2007; Ye & Li, 2007) . The temporal predictability method is based on the conjecture that the temporal predictability of any signal mixture is less than (or equal to) that of any of its component source signals. However, the conjecture is not rigorous. An essentially equivalent concept of covariance rate was proposed by Xie, He, and Fu (2005) . It was proved that the covariance rate of a mixture signal is between the maximal and minimal covariance rates of the sources.
The main contribution of this letter is the in-depth separability analysis of BSS based on temporal predictability. Our results show that the sources are separable by the temporal predictability method if and only if they have different temporal structures (i.e., autocorrelations). Then the validity of the temporal predictability method is proved theoretically. In addition, joint approximate diagonalization algorithms are suggested, which significantly improves the robustness of the method. A new criterion is also proposed to evaluate the reliability of separation without knowledge of the sources and the mixing matrix. Finally, all theoretical results are verified by numerical simulations.
In this letter, we assume that the sources are stationary ergodic and uncorrelated. Also, the sources have zero mean and unit variance without loss of generality, as this condition can always be met by appropriately normalizing the sources.
Temporal Predictability and Covariance Rate
Given a signal s(t), a new random process is defined as (Stone, 2001; Xie et al., 2005) 
Then, the temporal predictability of s (t) is defined as (Stone, 2001 )
where 0 ≤ h S h L are parameters. Later, Xie et al. (2005) modified formula 2.2 and defined so-called covariance rate as follows:
3) 
We see f s (t) = s(t). However, in this case, the mean value of the signal should be subtracted first to ensure a successful separation. 
2 , so, γ s > 0 and r s = log γ s .
From theorem 1, we know that there is a one-to-one correspondence between the temporal predictability and the covariance rate of a signal. Thus, for simplicity, henceforth we refer to the covariance rate rather than temporal predictability.
According to equation 2.1, we further define that F (λ)
T . For simplicity, the autocovariance matrices of F 
) is a diagonal matrix whose diagonal entries are c λ si , i = 1, 2, . . . , n. Xie et al. gave a theorem to present the modified conjecture: the covariance rate of a signal mixture is between the maximal and minimal covariance rates of its sources-r s1 ≤ r xi ≤ r sn (assuming that r s1 ≤ r s2 · · · ≤ r sn )-or, equivalently, log γ s1 ≤ log γ xi ≤ log γ sn . From the analysis, the temporal predictability method and the covariance rate method share the same cost function:
(2.5)
From the fact that r s1 ≤ r xi ≤ r sn , the max operator in equation 2.5 can also be replaced by the min operator. Obviously the generalized eigenvectors of (C T , joint approximate diagonalization algorithms can be used to improve the robustness of the method. This will be detailed in section 4.
Separability Analysis
Let w be a generalized eigenvector of (C The proof is given in the appendix. (We call an eigenvalue μ j distinct if it is not a repeated generalized eigenvalue.)
Theorem 2 is parallel to the identifiability theorems for the traditional SOS methods. (See theorem 2 in Tong et al., 1991 , and theorem 2 in Belouchrani et al., 1997, respectively .) It gives not only criteria of full or partial separability but also a separation method. From the theorem, if repeated eigenvalues exist, some sources cannot be recovered by the associated eigenvectors. To see this, recall that the eigenvectors associated with repeated eigenvalues are not unique. However, the eigenvalues of (C The proof is given in the appendix. From theorem 3, if two sources have equal covariance rates, the corresponding eigenvalues are equal. But when will two signals have equal covariance rates? From theorem 1, after some simple calculations we have
where
. . , T − 1 denotes time lags. From equation 3.1, we have:
The proof is presented in the appendix. Although f From theorem 4 and the corollary, covariance rate and temporal predictability are essentially two measures of the temporal structure of a signal. First,
Note that s i (t) − s i (1) is a shifted version of the original source but the waveform is maintained. The term E[(s i (t) − s i (t − 1)) 2 ] measures the degree of invariance of the source. In this case, minimizing the covariance rate is coincident with linear slow feature analysis (SFA) (Blaschke et al., 2006) . If 0 < λ < 1, c λ si is a weighted sum of the autocovariance c si (τ ) of s i . Temporal predictability, covariance rate, and linear SFA are all based on the secondorder statistics, and they extract variant or invariant features of temporally varying signals. In linear determined or overdetermined cases, this kind of feature is generally sufficient to extract a source that has a distinct variant feature. However, in traditional SOS-based algorithms, the time lags are required to be appropriately selected for the existence of equivalent timedelay correlations of sources (Tong et al., 1991; Belouchrani et al., 1997; Blaschke et al., 2006) . This problem can be avoided in the temporal predictability method, since any two sources have different covariance rates as long as they have different temporal structure. Consequently, the temporal predictability method is expected to be more reliable than the traditional SOS methods theoretically.
Algorithms and Evaluation
As mentioned in section 2, the generalize eigendecomposition (GE) procedure in the temporal predictability method can be replaced by any joint approximate diagonalization (JAD) algorithm. Given a set of matrices of {R k = A k A T |k = 1, 2, . . . , K }, JAD is a problem of finding a matrix W, named a diagonalizer, which makes WR k W T as diagonal as possible for all k (Yeredor, 2002; Ziehe, Laskov, Nolte, & Muller, 2004; Vollgraf & Obermayer, 2006 ). In the case where A is of full column rank, a diagonalizer W is generally an estimation of A −1 up to a permutation and scaling of the columns. State-of-the-art JAD algorithms, such as FFDIAG and QDiag, are quite efficient (Ziehe et al., 2004; Vollgraf & Obermayer, 2006) . Taking the covariance rate method into account, from property ii in section 2, we know that
T , where C λk s is a diagonal matrix for all k ∈ K, K = {1, 2, . . . , K , K ≥ 2}. Thus, the unmixing matrix can be obtained by jointly diagonalizing the set of matrices {C λk x |k ∈ K}. Naturally this method should be more robust than the GE-based method, because it can make use of reasonably comprehensive information about SOS and avoid the failure caused by inappropriate setting of λ L and λ S .
Regarding the evaluation of separation results, currently, signal-to-noise ratio (SNR) is a widely used performance index (Cichocki & Amari, 2002 ),
where y is an estimation of s, and s, y are normalized to be of zero mean and unit variance. SNR compares output signals with sources directly. However, the sources are unknown in BSS. Therefore, it is meaningful to design a performance index that can evaluate separation results only from the observation signals.
For the methods based on temporal predictability, the separability of sources depends on the distinctness of the generalized eigenvalues of (C λL x , C λS x ). From this fact, a new performance index is suggested. We first define the relative distance between x and y as follows:
where |y − x| is the absolute distance between x and y and A larger value of RI means that the corresponding output is more likely to be a source. Different from SNR, RI is evaluated from the generalized eigenvalues of (C λL x , C λS x ); thus, only the observation is needed. In JAD, we can simply let λ L = min k∈K λ k and λ S = max k∈K λ k , or select a typical pair from K.
It is worthwhile to note that if some values of μ i are zero or nearly zero, where the corresponding signals have particularly small energy, RI may fail to measure the reliability of the separation. To see this, note that d(x, y) ≈ 1 holds for any y = 0 if x = 0. Therefore, we further suggest checking the value of μ i to avoid this exception, even if d (μ i , R) is reasonably large.
Experiments
As mentioned by Stone (2001) , the temporal predictability method succeeds in many examples. Here another three experiments are presented to illustrate the special properties discussed in this letter. In each run, a new mixing matrix A (see equation 1.1) is generated by the randn function in Matlab.
Experiments on Separability.
There are two groups of signals. Group I consists of three uniformly distributed signals, and group II consists of three speech signals. The number of samples is 160,000. The unmixing matrix is estimated by GE algorithm with λ L = 1 and λ S = 0.1. The results are shown in Table 1 .
From Table 1 , we see that the sources in group I have not been recovered. The SNR of each estimated signal is less than 10 dB, and the corresponding RI is also very small. The sources in group II are separated successfully. The SNR of each estimated signal is higher than 40 dB, and the corresponding RI is greater than 0.7. We see that RI is able to measure the accuracy of a separation. 
We now investigate the reason that the sources in group II can be separated while those in group I cannot. Figure 1 is the plot of the distinction index of autocovariance of each source at time lag τ , where τ = 1, 2, . . . , 50.
From Figure 1 , by comparison, we see that the uniformly distributed signals in group I have almost the same autocovariance at each time lag (distinction indices are less than 0.1), but the speech signals in group II always have distinct autocovariance (many distinction indices are nearly 1). This is consistent with theorem 4.
Partial Extraction.
The sources consist of two uniformly distributed signals and four sine-wave signals chosen from the ICALAB benchmarks named acsin4d.mat (Cichocki, Amari, Siwek, & Tanaka, 2007) . The number of samples is 1001. The unmixing matrix is estimated by GE algorithm with λ L = 1 and λ S = 0.1. The RIs of a typical separation are 0.0103, 0.0103, 0.6088, 0.6307, 0.9731, and 1.0000, respectively, from which we can infer that the last four signals are the sources while the first two are not. This is consistent with the fact that the corresponding SNRs (dB) are 2. 5383, 2.9742, 61.1167, 61.5457, 65.4071, and 73.6396 , respectively.
Experiments on the JAD-Based Covariance Rate Method.
Six sources are considered here: s1 = sign(cos(2π155t)), s2 = sin(2π800t), s3 = sin(2π90t), s4 = sin(2π9t) sin(2π300t), s5 = sin(2π300t+6 cos(2π60t), and s6 is a uniformly distributed signal between −1 and 1. t = 1 : 0.001 : 10 (in Matlab code). Five covariance matrices are generated by setting λ = 0.1, 0.3, . . . , 0.9. The FFDIAG algorithm is employed to diagonalize the set of covariance matrices (Ziehe et al., 2004) . Correlations between the sources and the recovered signals are shown in Table 2 . A comparison of the JAD-based covariance rate method (JAD-CR) with the GE-based method and the classical SOS method, that is, the SOBI method (Belouchrani et al., 1997) , is presented. The SOBI algorithm uses five time-lagged correlation matrices for joint diagonalization, where the time lags are 0,1,. . .,4, respectively. All the obtained results have been averaged over 1000 Monte Carlo trials and are shown in Table 3 , where GE(λ L , λ S ) denotes the generalized eigendecomposition of (C λL x , C λS x ). From Table 3 , we can see that the values of λ L and λ S affect the accuracy of separation when GE is employed. However, for a given set of signals and fixed λ L and λ S , we find that the RIs and SNRs almost do not change, even if the mixing matrix changes. Also, JAD improves the separation robustness at the cost of more time. Currently JAD algorithms can almost achieve the same efficiency as the GE algorithm. Thus, for the JAD-based covariance rate method, the extra time is spent mainly on generating more signals to calculate the covariance matrices. From Table 3 , we see that the separation result is worthy of this extra time cost.
One may question why JAD-CR does not outperform the SOBI algorithm evidently. In fact, if the time lags are appropriately selected, the SOBI algorithm is simply equivalent to the temporal predictability method. Otherwise, it will perform worse than the temporal predictability method. For the example in this experiment, the time lags are easy to set, and thus both JAD-CR and SOBI can perform well.
Conclusion
A comprehensive theoretical analysis of BSS was conducted based on temporal predictability. Both full and partial separability conditions were given, and the reason of inseparability was also investigated. Furthermore, to improve the performance of the results, JAD algorithms were suggested to replace the GE algorithm. All of these theoretical and technical results make the temporal predictability method more reliable and valid. Suppose that μ j is distinct. Note that U is invertible. Thus, there is at least one nonzero entry in the jth column of U. Without loss of generality, assume that u i j = 0. From equation A.2, γ i = μ j .
Appendix
1. u i j is the one and only nonzero entry in the ith row of U. To see this, assume that there is another entry, named u ik = 0, yielding μ k = γ i = μ j , which contradicts the assumption that μ j is distinct.
2. u i j is also the one and only nonzero entry in the jth column of U. Suppose that there is another nonzero entry in the jth column of U: u k j = 0 for some k = i. Since u k j = 0 and μ j is distinct, from point 1, u k j is the only nonzero entry in the kth row. Consequently, both the ith row and the kth row of U have one and only one nonzero entry in the jth column, which contradicts the invertibility of U.
From point 2, w
T j A = ke l , where k is a nonzero scalar and e l is equal to 0 except that the lth entry is 1. In other words, w T j As(t) must be a proportion of a source signal.
Proof of Theorem 3. From the proof of theorem 2, u i j is the one and only entry in the ith row and jth column of U. Thus, γ i = μ j . 
Proof of Theorem

