Abstract. Consider the full primitive equations, i.e. the three dimensional primitive equations coupled to the equation for temperature and salinity, and subject to outer forces. It is shown that this set of equations is globally strongly well-posed for arbitrary large initial data lying in certain interpolation spaces, which are explicitly characterized as subspaces of H 2/p,p , 1 < p < ∞, satisfying certain boundary conditions. In particular, global well-posedeness of the full primitive equations is obtained for initial data having less differentiability properties than H 1 , hereby generalizing by result by Cao and Titi [6] to the case of non-smooth data. In addition, it is shown that the solutions are exponentially decaying provided the outer forces possess this property.
Introduction
The convective flow in ocean dynamics is often described by the Boussinesq equations, which are the Navier-Stokes equations of incompressible flows coupled to the heat and salinity diffusion-transport equations. Considering the situation of ocean dynamics, the shallowness of the ocean or atmosphere is taken into account by modeling the vertical motion of the fluid with the hydrostatic balance. This leads to the primitive equations, which are considered nowadays to be a fundamental model in geophysical flows. This set of equations was introduced and analyzed first by Lions, Temam and Wang in a series of articles [25] [26] [27] . For more information on these equations we also refer to the work of Majda [29] , Pedlosky [32] , Vallis [35] and Washington-Parkinson [36] . The full primitive equations, i.e. the equations describing the conservation of momentum and mass of the fluid coupled with the equations for temperature as well as salinity are given by
in Ω × (0, T ), div u = 0, in Ω × (0, T ),
in Ω × (0, T ),
with initial conditions v(0) = a, τ (0) = b τ , σ(0) = b σ and forcing terms f , g τ and g σ . Here Ω = G × (−h, 0) ⊂ R 3 , with G = (0, 1) × (0, 1). The velocity u of the fluid is described by u = (v, w), where v = (v 1 , v 2 ) denotes the horizontal component and w the vertical one. In addition, the temperature and salinity are denoted by τ and σ, respectively, and π denotes the pressure of the fluid. Moreover, we assume β τ , β σ > 0. Denoting the horizontal coordinates by x, y ∈ G and the vertical one by z ∈ (−h, 0), we use the notation ∇ H = (∂ x , ∂ y )
T , whereas ∆ denotes the three dimensional Laplacian and ∇ and div the three dimensional gradient and divergence operators.
to take initial data in an interpolation space V 1/p,p , and a local solution is constructed by an iteration scheme which is inspired by the Fujita-Kato scheme for the Navier-Stokes equations. The smoothing effect of the three analytic semigroups involved (hydrostatic Stokes semigroup for the velocity, diffusion semigroups for temperature and salinity) regularizes the initial values such that solutions lie in H 2,p after short time. Unlike it is known for the Navier-Stokes equations, we show that local solutions can be extended to global L p solutions by proving a priori L ∞ (H 2 ) estimates on the solutions in L 2 , which by appropriate embeddings give sufficient bounds in L p as well. Note that there is an anisotropic structure in the primitive equations due to different scales for horizontal or vertical velocities including in particular the assumption of a hydrostatic balance in the vertical direction. Thus anisotropic estimates play a key role in the study of global strong well-posedness of the three dimensional primitive equations.
Secondly, we show that the L p -approach is not restricted to the case p ∈ [6/5, ∞), as proved in [17] , but extends to the full range of all p ∈ (1, ∞). The latter assertion is based on an explicit characterization of the interpolation spaces V θ,p in terms of boundary conditions, which is of own interest. Our characterization result is inspired by a related result of Amann [1] where interpolation of boundary conditions is investigated for mixed boundary conditions for smooth domains and second order elliptic operators.
Thirdly, we consider forcing terms for velocity, temperature and salinity and prove the existence of a unique, global, strong solution to the primitive equations, whenever the forces are in H 1,2
. Decay conditions on the right hand sides assure exponential decay of the solutions also in the case of external forces. Considering external forces is important for various situations, e.g. when considering periodic solutions to the primitive equations with large periodic forces, see [13] and [14] .
This article is organized as follows: In Section 2 we give an equivalent reformulation of the problem, and collect various facts about our functional setting as well as on the linearized problem concerning in particular the hydrostatic Stokes and diffusion semigroups. Section 3 presents the main results on the existence of a unique, global, strong solution including decay properties in the case without salinity. Proofs are given in the subsequent sections characterizing first the space of initial values in Section 4, then proving existence of a unique, local, strong solution in Section 5. Subsequently a priori estimates are derived in Section 6 hereby proving the existence of a unique, global, strong solution. Finally, decay properties of strong solutions are investigated.
Preliminaries
We start by reformulating the primitive equations equivalently as
using the notation
where we took into account the boundary condition w = 0 on Γ b . Taking into account the boundary condition w = 0 on Γ u , the vertical component w of the velocity u is determined by
Furthermore, the pressure π is determined by the surface pressure π s (x, y) = π(x, y, −h), while the part of the pressure due to temperature and salinity is given by [26, Equation (2. 61)] which is also in agreement with those in [6] for the temperature. The periodicity on Γ l is chosen for consistency with the velocity considered in [17] The case of Neumann boundary conditions for the velocity on both Γ b and Γ u is considered in [6] , and such boundary conditions allow for a splitting of the linearized problem into a horizontal and a vertical part, which is not the case for the mixed boundary conditions considered here.
Periodic boundary conditions in the horizontal direction are modeled using function spaces as in [17, Section 2] . In fact, a smooth function f : Ω → R is called (horizontally) periodic of order m on Γ l if for all k = 0, . . . , m, where m ∈ N,
Periodicity for g : G → R is defined analogously. Considering
and
we define for p ∈ (1, ∞) and s ∈ [0, ∞)
We denote by H s,p the Bessel potential space, which for s ∈ N coincides with the classical Sobolev space, and if there is no ambiguity we write H s for H s,2 . Cylindrical boundary value problems including periodicity are discussed in great detail in [31] .
The linearized problem for the velocity is given by the hydrostatic Stokes equation
with initial value v(0) = a and boundary conditions as in (1.2). The study of the hydrostatic Stokes system has been commenced by Ziane in [38, 39] , where the L 2 situation was discussed. The general L p setting for p ∈ (1, ∞) has been studied in detail in [17, Section 3 and 4] . In particular, it has been shown that the hydrostatic solenoidal space [17] we then define the hydrostatic Stokes operator A p by 
, the pressure can be reconstructed using the fact that ∂ t and P p commute by
Considering the diffusion equations
we define operators ∆ τ for α > 0 and ∆ σ by 
is exponentially stable with decay rate β τ > 0.
We end this section by noting that H 1,2
) denotes the space consisting of functions, which are in
Main results
After reformulating the original system (1.1) and (1.2) into its equivalent form (2.1), we are now in the position to formulate the main results of this article.
Then there is a unique, global, strong solution to (2.1) and (1.2) satisfying
then the above solution extends to [0, ∞).
Considering the primitive equations without salinity we obtain the following result.
Theorem 3.2 (Decay at infinity).
In addition to the assumptions of Theorem 3.1, let b σ = 0 and g σ = 0, and assume that there are 
as t → ∞ and where β := min{β v , β τ }.
Remarks 3.3. a) Note that the global strong solution exists for arbitrary large data, and Theorem 3.1 and Theorem 3.2 generalize [17, Theorem 6.1] on the one hand side to the non-isothermal situation and secondly to the case of outer forces, which is important for example for treating the associated problem for periodic solutions. b) Exponential decay for the salinity cannot be expected in general since the corresponding semigroup is not exponentially decaying due to the Neumann boundary conditions.
Interpolation Spaces
In this section we give an explicit characterization of the complex interpolation spaces space arising in the construction of local solutions given in Section 5. To this end, consider
for 0 ≤ θ ≤ 1 and where [·, ·] θ denotes the complex interpolation functor; see also [17, Equation (4.10)]. Then the above spaces are characterized as follows.
Proof. Let us note first that, following the work of Amann [1] , results on the interpolation of boundary conditions for Sobolev spaces are known for elliptic second operators on domains with C ∞ -boundaries subject to mixed boundary conditions on disjoint parts of the boundaries. In the following proof we construct retractions of interpolation couples from such a situation to the one considered here.
Note first that there is a C ∞ domainΩ extending Ω such that the boundary ofΩ extends Γ u ⊂Γ u and Γ b ⊂Γ b forΓ u ,Γ b ⊂ ∂Ω. Such anΩ is schematically depicted in figure 1 .
Consider now a partition of unity of Ω with respect of the topology induced by the periodicity, that is, considering Ω with the topology of S 1 × S 1 × (−h, 0). Since this space is compact, there is a finite covering U i , i ∈ I, |I| < ∞, and smooth partition of unity
Take now for each i ∈ I a copyΩ i ofΩ. Assume that U i is sufficiently small such that U i can be identified -taking advantage of the periodicity at Γ l -with an open subsetŨ i ⊂Ω i , compare figure 2 where such
We then define the co-retract S and the corresponding retract R by
respectively. This defines for s ∈ [0, ∞) and p ∈ (1, ∞) maps which are preserving boundary conditions imposed on Γ u , Γ b andΓ u ,Γ b , respectively, 
Using finally [34, 1.7.1 Theorem 1] we conclude for the velocity
For the construction of local solutions the following lemma will be needed.
The proof is analogous to [17, Lemma 4.6] and therefore omitted.
Local Strong Solutions
In this section we prove the existence of a unique, mild solution to (2.1) and (1.2) for initial data belonging to the spaces V δ,p andV and setting for simplicity q τ = q σ along with
where ∆ ζ is now a vector valued Laplacian writing ∆ q,ζ in case of ambiguity. Also we represent the non-linear terms by
Taking advantage of the product structure of Ω = G × (−h, 0), we introduce for r, s ≥ 0 and 1 ≤ p, q ≤ ∞ the spaces
x,y . Applying the Hölder inequality separately for vertical and horizontal components, we derive
We also obtain the embedding properties
Lemma 5.1. Let p, q ∈ (1, ∞) be as in Theorem 3.1, and let γ(r) :
, and there exists a constant C > 0 such that
Proof. Observe that
for some M > 0, and it hence remains to estimate Π(ζ) L p (Ω) 2 . Interchanging ∇ H and integration with respect to z, we obtain
and hence by Jensen's inequality
For σ, an analogous statement holds, and therefore Π(ζ) 
for some C q,p > 0. Hence, the claim for F p follows with C := max{M * , hC q,p }. In order to show the estimate for G q we use arguments analogous to the ones used in the proof of [17, Lemma 5.1]. In particular, for v ∈ V γ(p),p and ζ ∈V γ(q),q we have
,q * , AND TAKAHITO KASHIWABARA for some C > 0, where anisotropic Hölder estimates, the embeddings
where the embedding
has been used. The claim follows then by Young's inequality. The assertion (b) follows from similar arguments and a detailed proof is omitted here.
We now turn our attention to the iteration scheme. To this end, we fix p, q ∈ (1, ∞) and introduce with a slight abuse of notation the abbreviations
, r ∈ {p, q}, consider the spaces
These become Banach spaces when equipped with the norms
is called a mild solution to the primitive equations, if v and ζ satisfy for t ∈ [0, T ]
Our local existence results reads as follows.
Proposition 5.2. Let p, q ∈ (1, ∞) be as in Theorem 3.1 and
Then there exists T * ∈ (0, T ) and a unique, mild solution (v, ζ) ∈ S T * ×Ŝ T * to (2.1) and (1.2). b) If in addition a ∈ V δ+ε and b ∈V δ+ε for some ε ∈ (0, 1 − γ], then
where T * := min{T * v , T * τ , 1/2C 2 } for some C > 1 depending only on Ω and p, q and
2 ) for some η ∈ (0, 1), then the pressure π s described as in (2.2) is well defined and (v, ζ, π s ) is a strong solution to (2.1) and
Proof. The subsequent construction of local mild solutions follows the strategy described in [17, Proposition 5.2], and it is based on Lemmas 4.2 and 5.1 and an adaption of the Fujita-Kato approach, see [12] , to the present situation. This method has been applied to the Bousinessq equation as well, see e.g. [18] . We start by defining (v m , ζ m ) ∈ S T ×Ŝ T , m ∈ N 0 , for t > 0 by
We prove inductively that this sequence is well-defined in S T ×Ŝ T , and that it converges in this space by proving
and by showing that the above limit is a mild solution. The induction basis for v 0 is covered already by [17, Equation (5.5)]; the proof for ζ 0 is analogous and uses Lemma 4.2. In particular,
where B(x, y), for Re x, Re y > 0 denotes the Euler's beta function. Proving the induction step m → m + 1, notice that by Lemma 5.1 one has
Since by induction hypothesis v m ∈ S T and ζ m ∈Ŝ T , it follows by Lemma 5.1 (b) that Using Lemma 5.1 we arrive at
Inductively we prove that if k 2 for any m ∈ N 0 . In fact, the base step is m ∈ {0, 1}, and the induction step for m > 1 is
Hence, for T * satisfying k v 0 (t) < 1/32C 3 and k ζ 0 (t) < 1/32C 3 for t ∈ (0, T * ], and restricting T * such that also Ct
By a similar argument for the uniform convergence with respect to the · V δ and · V δ in [0, T * ], we see that the series Hence v and ζ are elements of S T * andŜ T * , respectively. By the choice of T * we obtain
where the right hand side is integrable on (0, T * ). Therefore, by Lebesgue's theorem, we may interchange limit and integration which yields that v, ζ is a mild solution to (2.1) and (1.2).
It remains to prove that the solution constructed this way is unique in S T * ×Ŝ T * . This follows by combing Lemma 5.1 with the argument given in [17] .
For a ∈ V δ+ε , b ∈V δ+ε the proof of local existence differs only by showing that the limits of v 0 (s) and ζ 0 (s) for s → 0 exist in the V δ+ε andV δ+ε norms, respectively. In order to estimate T * we use (5.5). Note that by Lemma 4.2 for ε > 0
Since t 2−2γ−ε ≤ 1 for t ∈ [0, 1] and ε ∈ (0, 2 − 2γ) we may simplify the calculation by choosing T * ≤ 1. Given T * v and T * ζ we have k v 0 (t) < 1/32C 3 and k ζ 0 (t) < 1/32C 3 and the claim follows by (5.5). The assertion (c) can be proven analogously to the proof of [17, Proposition 5.8] , the details are omitted here.
Global Well-Posedness
Our strategy to construct a unique, global, strong solution to (2.1) and (1.2) within the L p -setting is to consider the L 2 -situation first. To this end, a priori estimates will be constructed. In the second step we consider the existence of unique, strong, local L p solution to (2.1) and (1.2), which due to the regularization properties of the underlying linear equation, lies after short time, inside L 2 . In the following we give a detailed proof of Theorem 3.1 only for the case q τ = q σ ; this simplifies the notation considerably. The general case q τ = q σ can be treated in the same way. In order to simplify our notation further we set · := · L 2 (Ω) .
A priori estimates in
Assume that v, π s , ζ is a strong solutions to (2.1) and
Step 1: L 2 bound on the temperature and salinity. Multiplying temperature and salinity equations in (2.1) with ζ, and integrating over Ω we derive
Integration by parts with respect to the horizontal components x and y yields
where ζ 2 = (τ 2 , σ 2 ), and integrating by parts with respect to the vertical component z gives
Hence, the non-linear terms vanish, and the equation simplifies to become 1 2
Integrating with respect to t, and using Gronwall's lemma yields
Step 2: L 2 bound on the velocity Multiplying the velocity equation (2.1) by v = P 2 v, and integrating over Ω delivers while annihilating the pressure term
A similar computation as for the temperature delivers that
Since −A 2 is a positive self-adjoint operator associated with the form t v defined by
, where λ 1 > 0 is the smallest eigenvalue of −A 2 , and hence for ε ≤ λ 1
and choosing ε = λ 1 one gets
Step 3: H 1 bound on the velocity. A priori bounds on the H 1 norm of the velocity have been proven for f ≡ 0 in [17, Section 6] . This has been adapted to the situation, where 
The proof of this bound is the most demanding part in proving a priori bounds on the primitive equations.
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Step 4: H 1 bound on the temperature and salinity. Multiplying temperature and salinity equations in (2.1) by −∆ζ, and integrating over Ω, gives
By Hölder's inequality, the embedding H 2 (Ω) ֒→ L ∞ (Ω) and Young's inequality
Taking into account the estimate v 2 H 2 ≤ C ∆v 2 , and adding the non-negative term
Using
and applying Poicaré inequality to w yields by adding on the right hand side
Then, using
we arrive at
Integrating with respect to time and applying Gronwall's inequality yields
, where due to Step 3 the integral
Adding on both sides ζ 2 , we conclude that
Step 4: L 2 bound on ∂ t v and ∂ t ζ. In this step we derive estimates on ∂ t ζ by using the method of difference quotients. Hence, following [17, Section 6, Step 7] , define for η > 0 (s η ζ)(t) := ζ(t + η), (s η v)(t) := v(t + η) for t ∈ (0, T − η], and the difference quotients
where t ∈ (0, T − η]. Following the computation for the velocity given in [17, Equation (6.14) ] including now a right hand side g we consider
Applying D η , multiplying by D η ζ and integrating over Ω gives
A direct computation shows that
where we used the notation (
The term I 1 is estimated by Hölder's inequality and Ladyzhenskaya's inequality
for φ ∈ H 1 (Ω) if φ vanishes on some part of the boundary and
H 1 , and by Young inequality as
The second term |I 2 | is estimated using iterated anisotropic Hölder estimates as
Similarly to the above, we obtain
For the embedding
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Applying again Young's inequality yields
Finally, consider the term I 3 . By Young's inequality
For the velocity we obtain analogously
where we used
Adding both inequalities, absorbing the D η ∇ζ 2 and D η ∇v 2 terms gives
Note that ϕ v given by
xy ⊂ H 1/3 (Ω) and the interpolation inequality for
and note ∆v 2 is integrable by Step 3. Analogously, ϕ ζ given by
is integrable on [0, T ] and hence also ϕ(t) = max{ϕ v (t), ϕ ζ (t)}. Integrating with respect to t yields
By Gronwall's lemma
Cϕ(s)ds , and by taking lim η → 0, we obtain
Cϕ(s)ds ,
where the limits to zero exist by assumption. It remains to estimate the initial values ∂ t v(0) , ∂ t ζ(0) . We obtain
,
xy which has been used in [17, Section 6,  Step 6] has been avoided here. Instead the known
. This is necessary since the estimate in [17] 
is not suitable to include right hand sides f or f + Π(ζ).
Step 5: H 2 bound on v and ζ, H 1 bound on π s . Note that the graph norms of −A 2 and −∆ ζ for q = 2, respectively, are equivalent to the H 2 norm. There are are hence constants c, C > 0 satisfying and
By Sobolev's embeddings, Proposition 4.1 and using the consistency of the trace operators it follows that
This fact has been used in [17] to prove global existence for the case p = 6/5 with p 1 = 2, see Figure 3 . In the following we iterate this procedure by defining the recursive sequences (p n ) and (q n ) by p 0 := 2, p n+1 := 3p n 2p n + 1 and q 0 := 2, q n+1 := 3q n 2q n + 1 , n ∈ N 0 , By induction, (p n ) and (q n ) are strictly decreasing with lim n→∞ p n = lim n→∞ q n = 1. Hence, for any p, q ∈ (1, 2), there are m, n ∈ N 0 such that p m < p ≤ p m−1 ≤ 2 and q n < q ≤ q n−1 ≤ 2. So, for t 0 > 0 we have 
Again we construct solutions in L
2 by using (v(t 1 ), ζ(t 1 )) as new initial values. Iterating this procedure we arrive at a solution at time 0 < t m < T * satisfying
Using these values as initial values it follows by uniqueness of strong solutions that for t m < t ≤ T * , the local strong solution constructed in Proposition 5.2 is already an L 2 solution. We hence may assume without loss of generality initial values at t m < t m+1 < T *
where p ′ := max{p, 2} and q ′ := max{q, 2}.
Step 2: Global existence for p, q ∈ [2, ∞). Consider . . , where T * = T 1 < T 2 < . . . with T n → ∞ and T ′ n − ε n with suitable ε n > 0 such that T ′ n − ε n > T n−1 . We thus obtain a sequence of finite intervals with neighbor intervals overlapping, where the union of all these intervals covers the whole interval [0, ∞). Iteratively, we may then construct unique strong solutions on each of these intervals. The induction basis is provided by the local existence in I 0 = [0, T 1 ]. Assume that there is a unique strong solution on all I m for m ≤ n. By the uniqueness of the local solutions, the solutions coincide on the overlaps I l ∩ I k , k, l ≤ n and hence by assumption there is a unique strong solution on [0, T n ] = ∪ m≤n I n . Now, by assumption v(T 1, 2, . . . k n , where k n ∈ N is the smallest number such that T ′ n + (k n )T * n ≥ T n+1 . By the uniqueness of the local strong solutions this extended solution is unique as well, and hence it is proven that there is a unique solution even on (0, T n+1 ].
Step 3: Global existence for p, q ∈ (1, 2). If p ∈ (1, 2) or q ∈ (1, 2), then by step 2 there is a global strong solution in L 
