Good performance of parallel finite element computations on unstructured meshes requires high-quality mesh partitioning. Such a decomposition task is normally done by a graph-based partitioning approach. However, the main shortcoming of graph partitioning algorithms is that minimizing the so-called edge cut is not entirely the same as minimizing the communication overhead. This paper thus proposes a unified framework of multi-objective cost functions, which take into account several factors that are not captured by the graph-based partitioning approach. Freely adjustable weighting parameters in the framework also promote a flexible treatment of different optimization objectives. A greedy-style postimprovement procedure is designed to use these cost functions to improve the quality of subdomain meshes arising from the graph-based partitioning approach. Both serial and parallel implementation of the post-improvement procedure have been done. Numerical experiments show that communication overhead can indeed be reduced by this improvement procedure, thereby increasing the performance of parallel finite element computations.
Introduction
The finite element method is a widely used technique for solving partial differential equations. For a given spatial domain, a computational mesh consisting of elements is needed in the finite element discretization. The typical element shapes are triangles and quadrilaterals in two space dimensions, tetrahedra, boxes, and prisms in three dimensions, see e.g., [1] . Unstructured meshes are frequently used in the finite element method, for handling irregular-shaped spatial domains and/or for enabling special treatment of certain regions of a spatial domain. When the size of a finite element mesh is too large for single-processor computers, parallel computing must be adopted. As will be explained in Section 2, subdomain-based parallelization suits very well for this purpose. The core of subdomain-based parallelization lies in a decomposition of the spatial solution domain into a set of subdomains, distributed to a number of processors. The parallel performance depends heavily on both load balancing and communication overhead, where the first issue requires an even distribution of the elements and nodal points among the subdomains, and the second issue should be addressed by minimizing both the number of subdomain neighbor pairs and the number of shared nodal points between neighboring subdomains.
Partitioning an unstructured finite element mesh is a non-trivial task. Many publications (see Section 1.3) have been devoted to this subject. The de-facto standard approach is to use some variant of the graph partitioning algorithms. More specifically, the mesh partitioning problem is translated into a graph partitioning problem, where each element of a finite element mesh becomes a vertex in a corresponding graph. The essence is that once the translated graph is partitioned with respect to the vertices, there arises a corresponding partitioning of the finite element mesh with respect to the elements.
Some motivating observations
It has been relatively well known (see e.g., [2] [3] [4] ) that the quality of the subdomain meshes, resulting from graph partitioning, cannot always be taken for granted. First of all, it should be noted that a mesh partitioning problem is not exactly equivalent with a graph partitioning problem. This is due to the fact that neighbor-ship information between elements cannot be exactly re-produced in a corresponding graph. The neighbor-ship information is either simplified or skewed during the translation to a graph, in the form of counting connecting edges between subgraphs instead of counting shared nodal points between subdomains. Since the cost function involved in graph partitioning aims at minimizing the so-called edge cut, it only approximately minimizes the actual communication volume.
More importantly, we should also note that the value of edge cut, in an even less accurate degree, represents the actual communication overhead present in parallel finite element computations. This is due to two factors: (1) the latency of communication is ignored, i.e., information exchange in form of several small messages is considered equally costly as exchanging the same amount of information in a large message, and (2) the distribution of the communication overhead among the subdomains is also ignored. Let us imagine that all the subdomains except one have few neighbors, whereas this last subdomain has many neighbors. The exceptionally large amount of communication overhead on this particular subdomain will eventually slow down the other subdomains, because they have to wait for this ''heavily communicated'' subdomain to finish all its communication tasks.
Overhead-aware cost functions
To remedy the aforementioned shortcomings with the edge-cut based cost function, we will thus propose a unified framework of multi-objective cost functions for partitioning unstructured finite element meshes. These cost functions facilitate a more effective restriction of the actual communication overhead, by using an accurate count of shared nodal points between neighboring subdomains. Moreover, the framework incorporates several adjustable weighting parameters, so that latency and the largest local communication overhead are optimized in an adjustable way. To apply these cost functions to practical finite element mesh partitioning, we will design a greedy-style post-improvement procedure. This procedure can be invoked after a graph partitioning algorithm has produced a reasonably good decomposition of an unstructured finite element mesh. A suitable cost function is first determined within the framework by choosing the values of weighting parameters. Then, during the post-improvement procedure, elements lying on the internal boundaries are migrated from one subdomain to another, if the value of the chosen cost function is either reduced, or unchanged while improving the load balance. Here, we will also modify the standard load balancing criterion used by graph partitioning algorithms, so that a balanced distribution of the nodal points among the subdomains also becomes an objective.
Overview of graph-based partitioning algorithms
As one of its application areas, the graph partitioning problem has been applied to mesh partitioning. There are mainly three classes of graph-based partitioning algorithms. The first class contains topology-based algorithms, which rely on the description of a graph corresponding to the finite element mesh, not sensitive to the coordinates or the shape of the elements. Among these algorithms, we can find the Greedy algorithm [5] , Recursive Graph Bisection [6] , and the Cuthill-McKee algorithm [7] . The famous Recursive Spectral algorithm [8, 9] is an exception, because it also uses coordinates of the nodal points in its separator. The particular Recursive Spectral Bisection algorithm is known to produce better partitions, compared with any of the aforementioned algorithms, at the expense of large computational time.
The second class contains algorithms that involve improvement step(s). These algorithms work in two phases, where during the first phase the mesh-derived graph is partitioned using one of the algorithms in the first class above. The temporary partitioning result then severs as an initial solution to the second phase, whose goal is to use heuristics from the field of combinatorial optimization to improve the initial partitions. Several heuristics have been applied successfully, including Tabu Search [10, 11] , Stochastic Evolution [12, 11] , Simulated Annealing [13, 14] , Kerninghan-Lin [15] , neural networks [16] , and Genetic Algorithms [14, 17] .
The third class contains multilevel partitioning algorithms. The multilevel idea was first proposed by Barnard and Simon [18] as a mechanism to speed up the Recursive Spectral Bisection algorithm. Both Hendrickson and Leland [19] and Bui and Jones [20] further developed the idea to include improvement techniques. The multilevel algorithms [21, 19, [22] [23] [24] [25] are known to be fast in producing high-quality partitions.
The remainder of the paper is organized as follows. First, Section 2 gives an in-depth explanation of the inter-subdomain communication during parallel finite element computations. Section 3 then presents the basics of partitioning finite element meshes via graph partitioning, during which we show several shortcomings of the graph-based partitioning approach. Afterwards, the shortcomings are remedied by introducing a unified framework of multi-objective cost functions in Section 4. In Section 5, we formulate a greedy-style postimprovement procedure, which uses the aforementioned unified framework of multi-objective cost functions, and aims to improve subdomains that arise from the graph partitioning approach. Finally, concrete numerical experiments are presented in Section 6 to demonstrate the advantages of the multi-objective cost functions for mesh partitioning and the relating parallel computations, and Section 7 summarizes the main results of the paper and points out some topics of future work.
Parallel finite element computations
The purpose of this section is to explain how finite element computations can be parallelized following a domain decomposition strategy. The pattern of the resulting inter-subdomain communication will be described. Most importantly, we will define several important terms that measure the volume of information exchange and quantify the corresponding communication overhead.
Subdomain-based parallelization
The essence of parallelizing finite element computations is to divide the global computational tasks among P collaborating processors. Inter-processor communication enables the collaboration through exchanging information and synchronization. Good parallel performance is achievable when the work division is balanced and overhead of the inter-processor communication is small.
The two most important computation-intensive tasks of the finite element method are discretization and solving systems of linear equations, both are actually well suited for parallelization. The discretization procedure can be formulated as an assembly process, where each element independently computes its contribution before being assembled into a global system of equations. The coupling between the degrees of freedom is rather local, i.e., a degree of freedom is normally only coupled with a few other degrees of freedom, independent of the mesh resolution. More precisely, an off-main-diagonal entry in a finite element matrix can only be nonzero when the two associated degrees of freedom belong to a same element. In a resulting parallel solver for the finite element linear systems, the volume of information exchange between processors is therefore limited.
The parallelization strategy considered in this paper follows the general concept of distributed memory, where we distribute the work load together with the data, based on a domain decomposition. More precisely, the global spatial domain is decomposed into P subdomains, where each subdomain consists of a subset of the elements of the global mesh. Global matrices and vectors are not assembled and stored physically on a single processor. Instead, each processor independently carries out a discretization within its assigned subdomain and stores the resulting subdomain matrices and vectors as its local data. Communication between subdomains is in the form of exchanging messages, which are typically arrays of numerical values. The advantages of this parallelization strategy include better data locality and suitability for both shared-memory and distributed-memory parallel computers.
The above subdomain-based parallelization strategy will be assumed throughout the paper. In addition, we will only consider the situation of a non-overlapping partitioning of an unstructured finite element mesh, such that one element belongs to a unique subdomain. (Some nodal points will still be shared between neighboring subdomains.) This is because that a non-overlapping partitioning is sufficient for parallelizing kernel linear algebra operations, which constitute almost all the iterative linear solvers. An overlapping partitioning is typically needed for more advanced numerical components, e.g., additive Schwarz iterations as preconditioner (see [26, 27] ). We remark that a high-quality overlapping partitioning normally arises from a high-quality non-overlapping partitioning.
Communication pattern

A simple example
To motivate an upcoming discussion on the quality of partitioning unstructured meshes, let us first investigate the needed communication in parallel finite element computations. For simplicity, we will consider a small finite element mesh depicted in the left picture of Fig. 1 . We can see that this unstructured two-dimensional mesh is composed of 30 triangular elements, which are marked by e 1 , e 2 , . . . , e 30 , and 24 nodal points marked by n 1 , n 2 , . . . , n 24 .
Suppose the concerned finite element mesh is partitioned into six subdomains, S 1 , S 2 , S 3 , S 4 , S 5 , S 6 , such as shown in the right picture of Fig. 1 . The list of assigned elements and nodal points per subdomain is shown in Table 1 . We note that some nodal points are shared between neighboring subdomains, as in any non-overlapping finite element mesh partitioning. For example, nodal point n 16 is shared between S 1 and S 5 . It is also important to note that we cannot partition a finite element mesh with respect to only a disjoint decomposition of the nodal points. This is because in such a case some elements may be ignored by all the subdomains, thus violating the correctness of the finite element discretization.
Between neighboring subdomains, shared element sides constitute so-called internal boundaries, which are depicted as the thick line segments in the right picture of Fig. 1 . Nodal points that lie on the internal boundaries are usually called overlapping points. We note that each overlapping point belongs to at least two neighboring subdomains. For example, n 16 is shared between S 1 and S 5 , whereas n 18 is shared between S 1 , S 5 , and S 6 . Let N i,j denote the number of shared nodal points between subdomains S i and S j , so that whether S i and S j constitute a subdomain neighbor pair depends on whether N i,j is larger than zero. That is, S 1 and S 2 is a neighbor pair because N 1,2 = N 2,1 = 2, S 1 and S 5 is a neighbor pair because N 1,5 = N 5,1 = 2, so is S 1 and S 6 because N 1,6 = N 6,1 = 3, and so on.
To understand the communication pattern in a parallel finite element solver, let us examine nodal point n 18 in detail. In a global matrix, which would have arisen from a global finite element discretization, the row associated with n 18 would require contributions from six elements: e 1 , e 3 , e 4 , e 10 , e 11 , and e 12 . Note that e 12 now belongs to S 1 , e 10 and e 12 belong to S 5 , and e 1 , e 3 , e 4 belong to S 6 . Therefore, an independent local discretization within each of S 1 , S 5 , and S 6 produces only an ''incomplete'' row associated with n 18 in its local matrix. That is, an original global equation for n 18 is now distributed as three local equations for n 18 . Such a partitioning of data means that global linear operations have to be realized by local linear operations, often together with communication.
Parallelization
Most of the iterative linear solvers, which are the de-facto choice for large-scale finite element computations, have only three kernels of linear algebra operations:
(1) Vector addition: z = ax + by, where a and b are scalar values. (2) Inner product between two vectors:
Parallelization of a vector addition is straightforward when the global vectors x, y, and z are distributed as subdomain vectors x Si , y Si , and z Si , 1 6 i 6 P. Each subdomain can independently carry out its local vector addition z Si ¼ ax Si þ by Si . The only requirement is that entries associated with the overlapping points are correctly duplicated in the subdomain vectors.
Communication is needed in parallelizing an inner product between two distributed vectors fx Si g and fy Si g, where entries associated with the overlapping points are assumed to be correctly duplicated on the subdomains. First, each subdomain independently computes its local inner product w Si ¼ x Si Á y Si . Then, due to the shared points between neighboring subdomains, the temporary local result w Si has to be corrected using the following formula:
where O Si denotes a local index set containing all the overlapping points on subdomain S i , and o Si;k is the total number of subdomains an overlapping point belongs to. (For example, the nodal point n 18 in Fig. 1 belongs to three subdomains.) Finally, the result of the global inner product can be found as w ¼ P P i¼1w Si , by an all-to-all collective communication. Alternatively, the above correction step (1) can be avoided if there exists, in addition, a disjoint partitioning of all the nodal points of the global mesh. In the presence of such a disjoint nodal point partitioning, each subdomain only uses a subset of its local vector entries and thus computes directlyw Si . Table 1 The subdomain distribution of the elements and nodal points associated with the mesh partitioning depicted in Fig. 1 
Elements
Nodal points Neighbors For parallelizing a global matrix-vector product y = Ax, where the data are distributed as the subdomain matrices and vectors fA Si g, fx Si g, and fy Si g, more communication is needed. Here, we assume again that entries associated with the overlapping points are correctly duplicated in the subdomain vectors fx Si g. We also assume that each subdomain matrix A Si arises from an independent local finite element discretization, so that the row associated with an overlapping point in A is distributed in several subdomain matrices. A local matrix-vector product y Si ¼ A Si x Si will produce correct values for the entries in y Si that are not associated with the overlapping points. For the overlapping entries in y Si , values from several subdomains must be added together. For example, the three subdomain local entries that are associated with n 18 in Fig. 1 must be summed up. In practice, this communication task is organized as a three-step procedure:
(1) On subdomain S i , for every j 5 i and N i,j > 0, an ''outgoing'' array v 
Overhead
We can see from the preceding text that parallel linear algebra operations contain two types of overhead, which are not present in their serial counterparts. The first type of overhead is due to duplicated, and sometimes new, local computation that is associated with the overlapping points. To restrict this type of overhead, we need to restrict P i N Si , where N Si denotes the number of nodal points on subdomain S i . Besides, since the size of the largest subdomain is decisive for the overall parallel performance, it is more important to restrict the value of N Si;max ¼ def max 16i6P N Si , such as required by a standard load balancing criterion.
The second type of overhead, which is also associated with the overlapping points, arises due to the communication present in both parallel inner products and parallel matrix-vector products. It is clear that the communication overhead in parallel matrix-vector products is larger than that in parallel inner products, because each subdomain sends and receives several arrays, instead of a collective reduction operation on a single value. Therefore, we will focus on the topic of how to restrict the communication overhead associated with parallel matrix-vector products.
Local and global communication volumes
As we have mentioned earlier, N i,j (= N j,i ) denotes the number of shared nodal points between subdomains S i and S j . Moreover, let us denote by D Si the number of neighbors for subdomain S i . That is, D Si is the number of j, such that j 5 i and N i,j > 0. In other words, subdomain S i needs to send D S i outgoing v 
To measure the global volume of communication, we introduce another term: global communication volume N cv glob , which is defined as
The use of the factor of 1 2 in the above definition is motivated by a wish to make N cv glob closely resemble the definition of edge cut in graph partitioning, which will be discussed in Section 3.
Quantifying communication overhead
Although the definitions (2) and (3) accurately measure the local and global communication volumes, they are however not entirely representative for the resulting overhead of communication. This is because that the communication overhead is also dependent on the number of messages (i.e., the number of v out i;j and v in i;j arrays) exchanged between neighboring subdomains.
Let us use a simple and yet sufficiently accurate model of communication cost, such that exchanging a message of L numerical values takes the following amount of time:
where s is the so-called latency (start-up time), and b is the net time needed for transmitting a single numerical value. Using (4), we can thus estimate the communication overhead on subdomain S i in a parallel matrix-vector product as
where we remark that D Si denotes the number of neighbors for subdomain S i . We will thus call T Si the local communication overhead.
As the corresponding global communication overhead, we can introduce the following term:
where we have used the definition of N cv glob from (3), and
is the total number of subdomain neighbor pairs. It is understandable that good performance of parallel matrix-vector products requires T glob to be small. More importantly, the largest value of T Si directly affects the execution time of a parallel matrix-vector product. So restricting the value of T Si;max should be considered in a high-quality mesh partitioning scheme.
Requirements for high-quality subdomains
It should now be easy to see that the following requirements must be considered for obtaining high-quality subdomains, such that good performance of parallel finite element computations can be achieved:
(1) Both the elements and the nodal points should be distributed among the subdomains in a balanced way. This is because that the number of elements per subdomain determines the work load of discretization (assuming all the elements are of a homogeneous type), whereas the number of nodal points per subdomain determines the work load of linear algebra operations. (2) Due to shared nodal points between neighboring subdomains, the accumulated count of all the subdomain nodal points, i.e., P i N Si , is always larger than the number of nodal points in the original global mesh. To restrict the overhead of duplicated local computations, we need to minimize P i N Si and also minimize N Si;max for load balancing. Therefore, the above objectives must be incorporated into mesh partitioning. In Section 4, these objectives will be achieved by improving the quality of graph partitioning, using a unified framework of specially designed multi-objective cost functions.
Graph-based mesh partitioning
We will explain in this section how graph partitioning algorithms can be applied to finite element mesh partitioning. Some shortcomings of graph partitioning algorithms for this type of applications will be discussed. In particular, the involved cost function focuses on minimizing the edge cut, which only approximately measures the size of interface between neighboring subdomains. Therefore, the value of edge cut mimics the global communication volume N cv glob defined in (3), but does not sufficiently represent the actual communication overhead T glob or T S i ;max .
Translating an unstructured mesh to a graph
(1) If two elements in a finite element mesh have one shared side, e.g., sharing two corner points in a triangular mesh or three corner points in a tetrahedral mesh, then the two corresponding vertices have an edge between them in the resulting graph. Each edge in the graph has unit edge weight. (2) If two elements in a finite element mesh have at least one shared point, then the two corresponding vertices are considered neighbors. The weight of the connecting edge is normally equal to the number of shared points.
The resulting graph that arises from using the first neighbor-ship criterion is called a dual graph of the finite element mesh, whereas a graph associated with the second criterion is termed as a diagonal dual graph, see [11] . We remark that a diagonal dual graph contains the same number of vertices as in a dual graph, but has considerably more edges.
As a concrete example, let us consider again the two-dimensional unstructured finite element mesh discussed in Section 2.2. Its corresponding dual graph, which has 30 vertices and 37 edges, is depicted in the right picture of Fig. 2 . In the picture, we have drawn each graph vertex as a small black box lying at the center of each element of the underlying mesh. The dark-colored line segments between the vertices represent the connecting edges, we can see that a connecting edge arises only if the two elements share a common side. In other words, elements sharing only one nodal point are not considered as neighbors, following the definition of the first neighbor-ship criterion.
Shortcomings with graph partitioning
The objective of a graph partitioning algorithm is to divide the global set of vertices into P subgraphs, which contain (approximately) the same number of vertices, following a standard load balancing criterion. Moreover, the so-called edge cut works as the objective cost function, which is attempted to be minimized. We remark that edge cut is the summed weight of all the edges lying between different subgraphs. In the case of dual graphs, where each edge has unit weight, the value of edge cut is the same as the total number of edges straddling between different subgraphs.
Since our ultimate goal is mesh partitioning, it is important to study the relevance of both the load balancing criterion and the cost function that are used in graph partitioning. We note that load balancing with respect to the number of subgraph vertices is equivalent with balancing the number of elements in the subdomains. A balanced element distribution among the subdomains is very important for good performance during, in particular, parallel discretizations. However, the balance of subdomain work load in the parallel linear algebra operations, see Section 2.2, depends more on the number of subdomain nodal points. Therefore, the load balancing situation from graph partitioning may need to be further adjusted for the resulting subdomains. (This issue will be addressed in Section 4.)
Regarding the relevance of edge cut for mesh partitioning, we recall from Section 2.3.3 that limiting the communication overhead in parallel finite element computations is one of the requirements for high-quality subdomains. The value of edge cut, however, only mimics the global communication volume N cv glob defined in (3). The deviation from edge cut to N cv glob is due to the absence of an accurate count of shared nodal points after a mesh is translated to a graph. Let us demonstrate this issue by a simple example. Applying the Metis software [22] , we can partition the dual graph in Fig. 2 into six subgraphs, by the Recursive Bisection algorithm. Mapping the subgraphs back to the subdomains, we depict the partitioning result in the left picture of Fig. 3 . In this picture, we can find that the value of edge cut is 13, whereas the value of N cv glob is 24. We remark that the ''inaccuracy'' of edge cut does not only arise in association with dual graphs. In the case that the two-dimensional mesh is translated into a diagonal dual graph (see Section 3.1 for definition, not depicted), which has 30 vertices and 172 edges, we have found that a six-subgraph partitioning reports 92 as the value of edge cut, whereas the actual value of N cv glob is 26. The problem in this case is that edge cut of a diagonal dual graph tends to gravely over-estimate the communication volume.
Another weakness with using edge cut as the cost function, in association with the dual graphs in particular, is that neighbor-ship may sometimes be ignored. This unfortunate behavior is due to the particular neighborship criterion used by a dual graph, such that elements sharing one nodal point (or even two nodal points in tetrahedral meshes) are not considered as neighbors. As a concrete example, let us consider the left picture of Fig. 3 again. We can see in the picture that subdomains S 1 and S 4 share one nodal point (i.e., n 18 in Fig. 1 ), so they are not considered as a subdomain neighbor pair according to graph partitioning. However, in actual parallel matrix-vector products, S 1 and S 4 have to exchange a very short one-value array. Exchanging such short messages is almost equally time consuming as for long messages, due to a dominating effect of latency s. To correct this type of ''blindness'' during graph partitioning, we can slightly modify the partitioning result by shuffling a few elements between neighboring subdomains. The right picture of Fig. 3 shows such an improvement of the subdomains. We can see that the modified subdomains S 1 and S 4 no longer share any nodal points.
The third and perhaps more serious weakness with an edge-cut based cost function is that it represents, in an even less accurate degree, the actual amount of communication overhead. As explained above, the value of edge cut mimics the global communication volume N cv glob , which can be quite different from T glob defined in (6) . This is because latency s is not reflected in N cv glob . Moreover, the distribution of the communication overhead among the subdomains (e.g., T Si;max ) is not considered by an edge-cut based cost function.
A unified framework of multi-objective cost functions
As explained in Section 3.2, the edge-cut based cost function has several shortcomings, with regard to producing high-quality subdomains for parallel finite element computations. The purpose of this section is thus to present a unified framework of multi-objective cost functions, which suit better for partitioning unstructured finite element mesh.
Considering the latency
The first step towards to a more appropriate cost function for mesh partitioning is to include the effect of latency. In other words, T glob should be considered as the most important objective of minimization instead of N cv glob . Using the definition of T glob in (6), we can see this implies that D glob needs to be minimized together with N cv glob . The involvement of the two hardware parameters in T glob , namely s and b in (6), makes it somewhat inconvenient to use T glob directly as a cost function. To this end, let us introduce a dimensionless parameter c, which is defined as
We note that c is the ratio between s and b, so it can be considered as a relative cost of latency. Using the above definition of c, we can introduce a so-called global communication cost N cc glob as
We can see that the difference between N cc glob and N cv glob is cD glob . That is, letting c be an adjustable parameter, we can freely emphasize the effect of latency by increasing c, or ignore latency all together by choosing c = 0. Moreover, it is easy to see that
So the size of N cc glob faithfully reflects the size of T glob , which represents the amount of global communication overhead.
Considering the overhead distribution
Clearly, a balanced distribution of the communication overhead among the subdomains is also desirable. In the case that one particular subdomain takes too large a portion of N cc glob , all the other subdomains will have to wait for this ''heavily communicated'' subdomain to finish all its communication tasks. Therefore, an appro-priate cost function for mesh partitioning should, at the same time of minimizing N cc glob , also aim to minimize the value of
which can be referred to as the maximum subdomain communication cost.
A unified formula of cost functions
To allow full flexibility, we propose using the following unified formula of multi-objective cost functions for mesh partitioning:
In addition to being dependent on the relative cost of latency c, which is used in (9) and (10), the above cost function C(c, a glob , a subd ) also involves two weighting parameters a glob P 0 and a subd P 0. This is for easily adjusting the emphasis on minimizing the global and/or maximum subdomain communication cost.
Regarding the load balancing criterion, we know that graph partitioning only pays attention to the following load imbalance ratio with respect to elements:
where E Si denotes the number of elements on subdomain S i , and E glob denotes the total number of elements in the global mesh. To also consider the effect of load balancing with respect to nodal points, we adopt an additional load imbalance ratio, namely
where N Si , as defined in Section 2.3, denotes the number of nodal points on S i , whereas N glob denotes the total number of nodal points in the global mesh. Combining the two load imbalance ratios . elm and . pt , we suggest using the following mixed load imbalance ratio during mesh partitioning:
where two new weighting parameters a elm P 0 and a pt P 0 are included for freely adjusting the emphasis of load balancing with respect to elements and/or nodal points. To summarize, we propose that partitioning any unstructured finite element mesh should choose appropriate values of c, a glob , and a subd in (11), thus making a particular choice of C(c, a glob , a subd ) as the target cost function. Moreover, the values of a elm and a pt should also be decided appropriately in the load balancing criterion (14) .
We remark that due to the freely adjustable parameters c, a glob , and a subd , formula (11) constitutes a unified framework of multi-objective cost functions. For example, using the following particular set of parameters, we can recover the principal idea in a standard graph partitioning algorithm: c ¼ 0; a glob ¼ 1; a subd ¼ 0; a elm ¼ 1; and a pt ¼ 0:
Improving the quality of subdomains
A natural application of the multi-objective cost functions (11) is to use them in a greedy-style post-improvement procedure for improving the quality of subdomains, which arise from graph partitioning. There are two motivations for this strategy. First, there exist many efficient graph partitioning algorithms, especially the class of multilevel algorithms, which can rapidly produce a set of subdomains as the starting point. Second, the quality of the subdomains arising from graph partitioning is normally quite good, meaning that the required work of the post-improvement procedure is limited.
To be more specific, the values of c, a glob , a subd , a elm , and a pt need to be chosen first to decide upon the target cost function and load balancing criterion. Then, the post-improvement procedure carries out a series of iterations in a greedy fashion. During each iteration, elements lying on the internal boundaries are traversed randomly and considered for shuffling between subdomains. Migration of an element (and thereby the resulting nodal points migration) must improve the quality of the subdomains according to the chosen cost function of form (11), and/or improve the load balancing situation with respect to (14) . A detailed description of the greedy-style post-improvement iterations is as follows:
It is assumed that the data structure used is such that each element has an integer flag indicating which subdomain it currently lies in. In addition, each element has a list of all its nodal points, while each nodal point has a list of all the elements it belongs to. Therefore, it can be easily tested whether migration of an internalboundary element will change the distribution of nodal points among the subdomains. In case the nodal point distribution will be changed after a possible element migration, it can be quickly computed whether the cost function (11) and/or the load imbalance ratio (14) will improve. The above post-improvement procedure is quite similar to an improvement step that is typically carried out in a multilevel graph partitioning algorithm at the finest graph level (see e.g., [22] ). The main difference is that the multilevel graph partitioning algorithm uses edge cut as the cost function, while the above post-improvement procedure uses (11) . The change in N cc glob can be determined among neighboring subdomains locally, just like the change in edge cut can be determined locally in a graph partitioning algorithm. Computing N cc Si;max concerns all values of N cc Si , but can be done in a combined computation step in which the load imbalance ratio (14) is also computed. We recall that a graph partitioning algorithm computes the load imbalance ratio based on the distribution of E Si among all the subdomains. Although this is simpler than (14) , the same type of collaboration is needed between the subdomains.
As explained above, our post-improvement procedure is quite similar to the improvement step in any multilevel graph partitioning algorithm. Consequently, the post-improvement procedure can be parallelized in a similar fashion, following e.g., [28, 29] . To be more specific, all the elements and their associated data structure are distributed evenly among a set of processors, so that each processor is assigned with approximately the same number of elements.
Step 1 of the post-improvement procedure can be done completely independently among the processors, where each processor goes through all its assigned elements and identifies among them all the internal-boundary elements on this processor. Then, the processors carry out Steps 2-4 also totally independently, where each subdomain only considers its own internal-boundary elements for migration. It should be noted that computing the change in N cc glob due to a possible element migration is an entirely local An iterative post-improvement procedure As long as the previous iteration has migrated one or more elements, and the number of iterations has not exceeded a prescribed threshold, do the following new iteration:
1. Identify all the elements that lie on the internal boundaries between subdomains. 2. Go through those ''internal-boundary elements'' one by one in a random order. 3. For each such element, consider the feasibility of migrating it from its host subdomain to a neighboring subdomain. Migration is only allowed if at least one of the following conditions is satisfied: (a) The value of the chosen cost function of form (11) is reduced and the resulting load balance is acceptable; (b) The value of the chosen cost function remains unchanged, while the load balancing situation with regard to (14) is improved. 4. If the element can be migrated to several of the neighboring subdomains satisfying the above conditions, the migration that results in the largest decrease of the chosen cost function is preferred. In the case of equal decrease of the cost function, the migration that results in the best load balance is preferred. Once the element is migrated, it is ''frozen'' in the current iteration.
operation, whereas computing the change in N cc Si;max and the load imbalance ratio (14) , strictly speaking, requires collaboration among all the processors. To avoid the cumbersome inter-processor communications during each iteration, the values of N cc Si , N Si , and E Si on other processors are only updated via an all-to-all communication between two consecutive iterations. The all-to-all communication is mainly used by each processor to announce all the element migrations that have been carried out on this processor during the previous iteration. Such a modification in comparison with the serial implementation almost does not affect the subdomain quality improvement, as suggested by the numerical experiments in Section 6.4. The scalability of this parallel implementation is determined by two factors: (1) the overhead due to the all-to-all communication and (2) the possibly unbalanced distribution of internal-boundary elements among the processors. (An unbalanced distribution of the internal-boundary elements can be eliminated by an all-to-all communication, before each iteration, to re-distribute the elements among the processors, but this will incur too much additional communication overhead.)
Numerical experiments
This section will show by numerical experiments how the post-improvement procedure may help to reduce the communication volumes and overhead. For each experiment of an unstructured finite element mesh, we build both its corresponding dual graph and the diagonal dual graph (see Section 3.1). Then, the Metis software [22] is used to partition the graphs into a given number of P subdomains. In particular, the Recursive Bisection algorithm of Metis is applied, which is the de-facto mesh partitioning algorithm with respect to edge cut. Afterwards, the resulting subdomains undergo the post-improvement procedure described in Section 5. The values of N cv glob , N cv Si;max , N Si;max , E Si;max before and after the post-improvement procedure are compared in Section 6.1. Afterwards, the impact of the post-improvement procedure on parallel finite element computations is demonstrated in Sections 6.2 and 6.3. Finally, the parallel implementation of the post-improvement procedure is compared with its serial counterpart in Section 6.4.
Improvement of subdomains
We have used two unstructured finite element meshes depicted in Fig. 4 . The results of post-improvement are listed in Tables 2 and 3 . In the tables, we have used jVj ¼ to denote the number of vertices in a corresponding graph (the same as E glob ), and jEj ¼ to denote the number of connecting edges in a corresponding graph. As a particular choice of the weighting parameters in (11) and (14), we have used The improvement associated with the dual graphs is however somewhat limited, which indicates that the simple greedy-style post-improvement procedure is not particularly good at escaping some kind of local minima. We can also observe that the value of E Si;max increases a little bit from the its perfect minimum due to the improvement procedure. However, this increase is much smaller than the decrease in N Si;max . Therefore, both the communication overhead and the overall load balance (using a elm = a pt = 0.5) are improved. It should also be mentioned that the number of subdomain neighbor pairs D glob is sometimes reduced due to the improvement procedure.
Improvement of parallel computations
Since the ultimate goal of improving the subdomains is to improve the performance of parallel finite element computations, we also investigate the wall-clock time consumption of typical computations. To be more specific, we measure the wall-clock times of (1) the communication task within a parallel matrix-vector prod- Table 2 The results of applying the post-improvement procedure to the subdomains that arise from graph partitioning of the two-dimensional mesh, which is depicted in the left picture of Fig. 4 Table 3 The results of applying the post-improvement procedure to the subdomains that arise from graph partitioning of the three-dimensional mesh, which is depicted in the right picture of Fig. 4 P Before post-improvement After post-improvement uct (see Section 2.2.2), (2) a complete parallel matrix-vector product (including the aforementioned communication task), and (3) the total time consumption of solving a linear system in parallel. The linear system Ax = b is associated with discretizing a Poisson equation.
P
In Tables 4 and 5 , we compare the time consumptions before and after applying the post-improvement procedure to the subdomains that arise from Metis partitioning of the diagonal dual graphs. The symbols WT 1 , WT 2 , and WT 3 are used to denote, respectively, the wall-clock times of the communication task with a parallel matrix-vector product, a complete parallel y = Ax, and 250 parallel conjugate-gradient iterations for solving Ax = b. The measurements associated with the two-dimensional mesh are obtained on an SGI Origin 3800 system with 500 MHz R14000 processors, whereas the measurements associated with the three-dimensional mesh are obtained on a Linux cluster that consists of 1.3 GHz Itenium-II processors, inter-connected through a Gigabit ethernet. The Diffpack software, see e.g., [30] , is used for the parallel computations. It can be observed that the quality enhancement of the subdomains, due to the post-improvement procedure, is clearly reflected in the time measurements in Tables 4 and 5 . The overall performance improvement is due to a combination of reduced communication overhead and a better load balance.
A larger three-dimensional case
Readers may notice that Tables 4 and 5 only report measurements that are associated with diagonal dual graphs. This is due to the considerably large reduction of N cv glob , N cv S i ;max , and N Si;max , when the post-improvement procedure is applied to subdomains that arise from partitioning such diagonal dual graphs. On the other hand, the dual graph related subdomains are hard to be improved effectively by our simple greedy-style postimprovement procedure, thus resulting in less obvious improvements in parallel computations. First, this means that a more powerful post-improvement procedure should be designed especially for dual graph related subdomains. A multilevel strategy is clearly desirable. Second, it implies a possible limitation of the applicability of our simple post-improvement procedure to diagonal dual graph related subdomains. This is because diagonal dual graphs inherently contain more edges than the dual graphs, especially associated with threedimensional meshes. Eventually, such diagonal dual graphs will reach the memory limit on a computer ahead of dual graphs. To treat this potential memory limitation problem, we suggest the following approach.
For finite element computations that involve mesh refinement, the global mesh at a medium resolution level can be partitioned by a graph partitioning algorithm via a corresponding diagonal dual graph. Then, the Table 4 The wall-clock time measurements (in seconds) of three parallel computational tasks; before and after applying the post-improvement procedure to a two-dimensional mesh described in 9.028 Table 5 The wall-clock time measurements (in seconds) of three parallel computational tasks; before and after applying the post-improvement procedure to a three-dimensional mesh described in medium-resolution global mesh can be refined until the desired level of fine resolution is reached. Thereafter, the subdomain decomposition is mapped from the partitioning at the medium level and can undergo the simple post-improvement procedure.
As a concrete example, we consider again the three-dimensional mesh depicted in the right picture of Fig. 4 . First, the initial mesh with N glob = 82,768 and E glob = 452,544 is partitioned by a graph partitioning algorithm via a corresponding diagonal dual graph. Then, the initial mesh is refined uniformly, i.e., each element is split into eight small elements, so that the final mesh has N glob = 632,432 and E glob = 3,620,352. The results of applying our simple post-improvement procedure at the final mesh level are summarized in Table 6 .
Parallel performance of the post-improvement procedure
So far in this section, only the serial implementation of the post-improvement procedure has been applied in the numerical experiments. As we recall, a parallel implementation is also sketched in Section 5. To test the parallel performance, we compare the serial implementation with its parallel counterpart in Table 7 , where we redo the experiments from Section 6.3. First, the values of N cv glob , N cv Si;max , N Si;max , and E Si;max , which are obtained from both the serial and parallel implementation, are compared to make sure that the parallel implementation does not spoil the quality of the resulting subdomains. (In fact, the quality of the subdomains is often better due to applying the parallel implementation.) Then, the wall-clock time consumption by the parallel post-improvement procedure is compared with that of the serial implementation to compute the resulting speedup. (It should be observed that the time consumption by the serial implementation increases with respect to the number of subdomains P, because the number of internal-boundary elements increases with P, therefore more work is needed in Steps 2-4 of the post-improvement procedure.) Table 6 Another three-dimensional case of applying the post-improvement procedure, as described in Section 6.3
P
Before post-improvement After post-improvement 3.867 Table 7 Comparing the parallel implementation of the post-improvement procedure against the serial implementation The finite element mesh is the same as in Section 6.3.
Concluding remarks and future work
The main contribution of this paper is the unified framework of multi-objective cost functions, i.e., (11) proposed in Section 4.3. These cost functions can be used to more accurately partition unstructured finite element meshes, in comparison with the standard graph-based partitioning approach, which only focuses on minimizing the edge cut. The advantages of the unified framework include the consideration of latency and communication overhead distribution, and allowing freely adjustable weights inside a particular objective. We have also combined the multi-objective cost functions with an improved load balancing criterion (14) , in which the number of nodal points is balanced together with the number of elements. Other advantages of the unified framework also include straightforward applicability to meshes containing higher-order elements (e.g., more than three nodal points in a triangle and more than four nodal points in a tetrahedron) and meshes containing hybrid element types. We remark that the unified framework is applicable to dynamic load balancing of parallel finite element computations, and is easily extensible to include other minimization objectives.
As a by-product of these multi-objective cost functions, we have also formulated a simple greedy-style postimprovement procedure, which can be used to improve the subdomains that arise from a graph-based partitioning approach. In addition to a serial implementation, a parallel implementation of the post-improvement procedure has also been done. Numerical experiments have shown that subdomains initially arising from partitioning a diagonal dual graph are quite effectively improved, with regard to N cv glob , N cv Si;max , N Si;max , using this simple procedure (both the serial and parallel implementation). Performance improvement of the resulting parallel finite element computations have also been obtained.
However, dual graph related subdomains are not so well handled by the simple post-improvement procedure. This indicates that a more sophisticated improvement procedure, probably in the style of KernighamLin [15] , should be developed. Future work should also include devising multilevel partitioning algorithms that can be directly applied to the finite element meshes (not via graphs), using the unified framework of multi-objective cost functions. New minimization objectives should be tested for the unified framework, e.g., minimizing the total length of the internal boundaries while distributing the overlapping points evenly among the subdomains.
