Abstract-A Bayesian-based methodology is presented which automatically penalizes overcomplex models being fitted to unknown data. We show that, with a Gaussian mixture model, the approach is able to select an "optimal" number of components in the model and so partition data sets. The performance of the Bayesian method is compared to other methods of optimal model selection and found to give good results. The methods are tested on synthetic and real data sets.
INTRODUCTION
CIENTIFIC disciplines generate data. In the attempt to understand the patterns present in such data sets methods which perform some form of unsupervised partitioning or modeling are particularly useful. Such an approach is only of use, however, if it offers a less complex representation of the data than the data set itself. This introduces an apparent conflict, however, as any model improves its fit to the data monotonically with increases in its complexity (the number of model parameters)-a model as complex as the data will "fit" perfectly, for example. This conflict may be solved in a particularly elegant manner if we adopt a Bayesian paradigm. The Bayesian approach may be crudely regarded as estimating the uncertainty of the model as a whole, given the data-the model "fit"-and secondly, the uncertainty in the estimated parameters themselves. Whilst the first measure decreases with the number of parameters, the second (often referred to as the "Ockham factor" after the 13th century philosopher) increases as more parameters are estimated using a finite data set. Bayesian modeling, on a superficial level therefore, involves finding a "balance" between these two measures. It is noted that this paper deals with the issue of estimating the probable number of component clusters, rather than concentrating on the popular issue of finding an appropriate model for the data probability density function itself. Methods for the latter may be found in [9] , [8] , [25] , [27] , [24] , for example.
THEORY
Consider a finite data set ; = {x 1 Bayesian setting, the evidence of the data set may be obtained from the marginal integral:
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where P(q K |M K ) is the parameter probability density for the K-component model. For notational convenience, we will derive all results assuming a K-component Gaussian Mixture Model (GMM) and drop the explicit conditions on M K in the above equation, thus (1) is rewritten as 
We denote L(;|q) as the log-likelihood of the data given the parameters and the model, i.e.,
L(;|q) = ln P(;|q)
and rewrite (2) in the form
where the energy function, E(q), is defined as E(q) = -L(;|q) -ln P(q).
If we are to avoid the computational expense of numerically integrating a high-dimensional parameter space, we may make the assumption that E(q) has a local quadratic form (the posterior parameter distribution is Gaussian and sharply peaked) around a most-probable state, represented via the most-probable parameter set, $ . Expanding E(q) as a Taylor series to second-order terms gives E E E 0 5 4 9 4 9 0 5
where 5 is the remainder of the series from third-order upwards which we will neglect in the following analysis. Setting 
(so that V is the inverse of the Hessian matrix of E(q) evaluated at $ ) and noting that the first-order term of (6) is equal to zero, we obtain the following from (4) and (6)
which is of standard form and equates to
where N p is the number of parameters in the model. Taking logarithms of (8) and combining it with (5) gives
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Ripley [21] considers a normal distribution for the prior parameter expression, but we consider this to be inappropriate for a Gaussian mixture model in which the covariance elements are free parameters. Other authors have advocated the use of noninformative reference priors which we consider a more realistic reflection of our prior beliefs in parameter values. If we are to choose a reference prior such that it remains invariant to scalings of the parameters then a Jeffreys' [12] prior is favored [13] which takes the form:
where F is the Fisher information matrix. For a single, univariate, Gaussian in which both the mean and variance are unknown and are assumed to form a dependent joint prior distribution, the Jeffreys' prior is P(m, s) µ s -3/2 [13] . It is argued (also in [13] ) that such dependence between parameters is not a viable reflection of prior parameter distributions and that a reference prior should be sought in which the mean and variance are assumed to be initially independent. In this case, we would choose a prior distribution of the form P(m, s) = P(m)P(s) µ s -2 . Independent flat (improper) priors are advocated by Oliver et al. [18] and preferred over the Jeffreys' case by Lee [13] . 
We note that this is the same prior distribution taken by Oliver et al. [18] . We furthermore follow the suggestion made in [18] to allow the prior distribution of the external model parameters (the set of model priors, or mixing fractions) to be of simple Dirichlet form such that:
Combining (11) and (12) and taking natural logarithms gives
In the case discussed by Oliver et al., a = 1, b = 1. Note, however, that these parameters will feature in the final equations governing the data evidence. As Fitzgerald [16] rightly points out, these scale parameters are essentially arbitrary (within reason, naturally-we would not expect Gaussian center locations outside the convex hull of ;, for example) and thus our final equation for the evidence of ; has an arbitrary component. By taking flat priors, however, such that any parameter set (within the bounds of the priors) is equally supported and the Hessian of the error function of (5) is equal to the Hessian on the negative loglikelihood itself, i.e., X -1 = H and the data evidence equation thus takes the form
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where the two functions represent functions of the posterior curvature and prior parameter distributions respectively. In this form the parameters a, b, which govern the scale of the prior distribution, may be seen as hyperparameters [14] , [15] in a second level of Bayesian inference and as such they may, in principle, be inferred from the data itself, rather than being set arbitrarily. Such a scheme has been presented for the fitting of regularization hyperparameters in flexible models [14] , [15] but adds considerably to the computational complexity of the modeling process. We would argue against such a course, despite its initial attraction of "letting the data speak for itself" by noting that the dependence of the evidence on the prior hyperparameters a and b is not strong and that a reasonable choice for these (such as unity) truly reflects our prior beliefs concerning the model. We choose to adopt this latter method, and allow a = b = 1 in our analysis. We will thus write (9) as
We note that this has the intuitive structure of a "goodness-of-fit" term, L ; $ 4 9 , and a set of parameter uncertainty terms. The question remains, however, as to how the expressions of (15) may be estimated, and this is dealt with in the next section.
Parameter Estimation
All the quantities of (15) are, in principle, uniquely defined given ; ; $ 4 9 . We seek, therefore, the parameter set, $ , which is the most-probable (the maximum-likelihood set).
We thus seek q which maximizes L(;|q) = ln P(;|q) or minimizes an energy function F = -L(;|q). For a GMM with k = 1 ... K components, we may write
The parameter vector q contains three quantities for each Gaussian; the centroid, m k , the covariance matrix ⌺ k and prior (mixing fraction in the GMM), P(k). Using standard techniques (see [4] , for example) the following estimators are obtained from (16) 
These represent a set of coupled, nonlinear equations; they may, however, be used to form a successive reestimation algorithm-most notably the expectation-maximization (EM) algorithm [6] which gives estimates of the free parameters of the mixture model given ;. These estimates form the parameter vector $ and, hence, provide plug-in estimators for L ; $ 4 9 .
We must still, however, form an estimate for ln|H|. We recall that H is the Hessian matrix of -L ; $ 4 9 . We follow a similar approach to that taken in [18] in that a simplification of the Hessian evaluation is utilized. This simplification is argued for in [10] and assumes that the internal free parameters of one Gaussian component (the mean and covariance elements) are independent from those of all other components, hence, the determinant of the Hessian of the complete model will be approximated as the product of Hessians from each component. The coupling of the parameters between components is, from (17) , via the set of posterior probabilities. If we are to make the Hessian analytically tractable (so as to avoid numerical integration approaches such as applied in [20] ), then adoption of this simplification is tantamount to treating this set of posterior probabilities as fixed quantities. This approximation may be partly justified by noting that as we assume that the posterior parameter distribution is sharply peaked around the maximum-likelihood solution (implicit in the local quadratic or Laplace approximation), so we consider only small changes in the parameters to which the set of posterior probabilities are largely insensitive. Husmeier [11] considers an expansion of the Hessian for the GMM in terms of the approximate Hessian (obtained by following the approximation taken here) and a series of perturbation terms. The latter are found (empirically) to be negligible. He notes, furthermore, that neglecting these terms is equivalent to taking an inner-product approximation to the Hessian matrix (as discussed, for example, in [4] , [21] ). We will introduce the theory first in the case for which each Gaussian has a diagonal covariance matrix with elements s k i Hence, considering the partial derivative of F with respect to some parameter p
in which, for Gaussians with diagonal covariances
and from Bayes' theorem, we have
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Under the assumption that the components decouple (as in [18] ), we may hence rewrite |H|
where H p is the Hessian matrix with respect to the external parameters of the GMM (the set of mixture priors), and H g the Hessian with respect to the internal parameters of the GMM (the set of centroids and covariances). We start our analysis by considering the Hessian components with respect to the set of mixture priors. From (18) we obtain, noting that there are only K -1 free parameters, so the differentiation is performed subject to the constraint Â = k P k
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where k indexes from 1..(K -1). Taking differentials again with respect to P(k), as we will approximate the determinant of the Hessian from its diagonal components only (see [11] ), gives 
Note that K = 1 is dealt with as a special case as there is no degree of freedom in the mixing coefficient and so the corresponding Hessian does not exist. Considering now the Hessian component with respect to m k,l , the lth component of the centroid vector of the kth Gaussian in the mixture,
This expression, under the assumption of separable components, gives rise to cross terms which are zero upon differentiation with respect to all parameters except m k,l and s k,l . The latter term, evaluated at $ , equates to
and this term is zero upon substitution from the second of (17) . Differentiating (23) once more with respect to m k,l gives
In the evaluation of the Hessian component with respect to s k,l we obtain 
Note that all terms of the form
for p π s k,l . This means that (20) may be rewritten as
where H g k , is the Hessian of F with respect to the internal parameters of the kth Gaussian in the mixture. Differenti- and that for $ P k
From (24), (27) we write
Combining (22), (26) 
This results in an estimate for the Hessian term in (15).
Full Covariance Matrices
It is desirable, however, to deal with mixtures of Gaussians with full covariance matrices. As a covariance matrix, ⌺, is square-symmetric so we may write 
The Full Evidence Expression
Combining (15) 
We use this equation, with a = b = 1, to obtain all the Bayesian method results presented in the paper. It is noted that, for computational simplicity, this same equation may also be applied to mixtures with diagonal covariances, as l s
= 2 in this case.
RESULTS

Comparison With Other Methods
We compare the results from the Bayesian approach with those obtained using the same model parameters (from the EM algorithm) using other model-order selection criteria/techniques. The methods we compare are 1) Fuzzy hypervolume (FHV): This was detailed in [7] and looks at models with lowest total volume, defined via
2) Evidence density: This measure is argued for in [23] and uses the FHV measure of [7] to penalize the data likelihood measure. It is defined as
3) Minimum description length (MDL): Derived by Rissanen [22] from an information-theoretic perspective, MDL is defined via
where, as before, N p (K) is the number of parameters in the K Gaussian model. 4) Partition coefficient (PC): This is defined as [3] 
5) Minimum message length (MML): derived by Wallace and Freeman [26] and tested and developed extensively by Oliver et al. [18] , [17] , [2] . The MML expression used is as given in [18] : 
Note that this expression is similar in parts to that developed under the Bayesian scheme. The constant, k(N p ), is the optimal lattice quantizing constant in an N p -dimensional space. These are set using the table of hypothesized lattice constants given in [5, Table 2 .3].
It is noted that MML is developed for diagonal covariance matrices in [18] . We may, however, make the same transformation of variables as in the Bayesian case, and replace the set of s k i , 2 in the above equation
by the eigenvalues of a full covariance matrix. We find that this removes this obstacle. One further problem with this method is that optimal lattice constants are not known in some dimensions (e.g., D = 9) and are poorly specified in others. We utilize the expected lower bounds to the constants as given in [5] to provide some consistency. This lattice set is not welldefined for D > 24 are we use a linear extrapolant to provide values in higher dimensions. Similarly we use a linear interpolant to provide constants for the "missing" values of lower dimension. It is not clear from the publications of Oliver et al. what scheme was used to overcome this problem and in the absence of any further information our simple linear regression scheme seems viable.
Synthetic Data 1
We first investigate the properties of these model selection methods on a simple two-dimensional 1 toy problem, inspired in part by the tests of [18] . Data was generated from four Gaussians, each with a common (isotropic) width, s gen , and means given by
a total of 30 samples per Gaussian were taken, making N = 120. The width was set to s gen = {0.66, 1.0, 1.2}. The resultant data sets are presented in Fig. 1 . Results are presented over 10 runs of the EM algorithm, each with a different random number seed. Fig. 2, Fig. 3 , and Fig. 4 show the mean and ± 1 SD for K = 1...7 for:
• Bayesian method: We plot -ln P(;), hence, model support is higher for lower values of this quantity.
• Fuzzy hypervolume (FHV).
• Evidence density.
1. There is, of course, no requirement that the problem be of such low dimensionality and we choose d = 2 purely for ease of presentation (it does, however, become increasingly difficult to verify the results of any modeling when the dimensionality is high).
2. Note that the data sets are normalized such that they have a zero mean and unity intracomponent covariance-this is why the data appear rescaled in the plots. • Minimum description length (MDL).
• Partition coefficient: We plot 1 -PC(K), hence, model support is higher for lower values of this quantity. Note that 1 -PC(1) = 0 always.
• Minimum message length (MML).
We see clearly that, in the simple case of s gen = 0.66, all methods give greatest support to the "true" model. As s gen increases, however, all methods save for the Bayesian, MDL, and MML become erratic (higher variance) and make poor assessments. We see also that, as the data becomes more diffuse, both the Bayesian method and MDL give greater support to models of low complexity. MML, on the other hand, appears to be more stable. Note the very clear correlation between the Bayesian method and MDL (and, to a lesser extent MML). This is not a new observation-there are intimate links between the methods (see Oliver and Baxter's work [17] , [2] for example).
Synthetic Data 2
The second toy problem we investigate takes the form, once more, of data generated from four Gaussians. In this case, however, they are paired such that each pair has a common mean, i.e., m 1 = m 2 and m 3 = m 4 . We set s 1 = s 3 = 1 and s 2 = s 4 = 5. We sample 1,000 points from this distribution, taking 250 from each Gaussian. Once more, the entire data set is normalized to zero mean and unit variance and this is shown in Fig. 5 . We apply the same methodology as the previous section and the results are shown in Fig. 6 . We note that MML, MDL and the Bayesian method clearly support two-cluster as well as the (true) four-cluster models. Other methods give the most support for two clusters, though there is a slight dip in the measures (more support) for N clusters = 4. Note also that, due to large N, there is low variance in the plots-the ± 1 SD bars are barely visible. Note the graceful breakdown of MDL and the Bayesian method which gradually give higher support to models of lower complexity as the data becomes more diffuse. It is interesting to note also that MML, under the same circumstances, remains more stable. 
Diagonal and Full Covariances
In the previous two examples, whilst the GMM was developed with full covariances, the data was generated from components with isotropic variance. It is clear that such simple data is not representative of many "realworld" data sets. Fig. 7 shows a set of four well-separated clusters whose covariances are full. The total number of data points is 120 (30 per cluster). Fig. 8 and Fig. 9 , respectively, show model-selection estimates for models with diagonal and full covariance matrices. We see that in the diagonal case, GMMs fail, in general, to give the true number of components (four) greatest support (although the Bayesian approach MDL and MML do support four clusters marginally more). With full covariances, all methods clearly indicate highest support for the true component number.
Iris Data
Anderson's "iris" data set is well-known [1] . The data we analyzed consisted of 50 samples for each of the three classes present in the data, Iris Versicolor, Iris Virginica, and Iris Setosa. Each datum is four-dimensional and consists of measures of the plants morphology. Fig. 10 shows the model support for the various methods. Note that the Bayesian approach, MDL and MML have most support for the true partitioning, as does the evidence density measure. When we subsequently partition the data according to the N clusters = 3 hypothesis, we are in the position to compare the partitioning with the class labels of the data set. We find only three errors in 150 data samples, i.e., an accuracy of 98 percent. This is slightly better than the results presented in [7] . 
Physiological Signals
The next data set we present results on comes from recordings of brain activity (EEG) in patients with a breathing disorder known as obstructive sleep apnoea. In this condition, a cycling occurs between periods of breathing cessation and hyperventilation causing periodic arousals from sleep. The EEG, signal was coded using features relating to its complexity over half-second time frames (details of the feature extraction methods may be found in [19] ). This gave a three-dimensional data space. The next data set we present comes once more from recordings of brain activity (EEG) in a study to investigate changes of cortical activity during sleep. At the beginning of the recording the subject is awake and subsequently falls asleep (t Ϸ 90s into the recording). An external stimulus 3 is then given at roughly one minute intervals inducing arousals from sleep. The EEG, signal was coded using three features relating to its complexity 4 over one-second time frames. 4. The first two singular values of a phase-space embedding and the spectral entropy of the signal-full details of these feature extraction methods may be found in [19] . 
CONCLUSIONS/DISCUSSION
We have presented results which clearly indicate that model selection methods based upon information theory, in the broadest sense, i.e., the Bayesian method, MDL and MML, outperform other, more heuristic methods. Not only do they give rise to reliable estimates in most cases, but their estimates remain sensible even when faced with difficult partitioning problems (i.e., few samples generated from high-width components). This is in contrast to methods such as the FHV of [7] which, although performing well on many problems, gives highly variable estimates with different local minima from the EM algorithm and does not "die gracefully" in difficult situations. In any practical dataanalysis problem, assuming diagonal covariance matrices may lead to erroneous results. All the methods presented in this paper have been adapted so as to assess model support for GMMs with full covariance matrices.
Is a GMM Really a Good Model?
In many cases, the simple answer is "no." As was shown in [23] , the GMM itself will fail to discover "true" structure in cases where the partitions are clearly non-Gaussian. The GMM remains, however, very appealing as it scales favorably with the dimensionality of the data, has good analytic properties and many data sets form clusters which are approximately Gaussian in nature. As was recommended in [23] , a combination of methods may be more reliable and data visualization is important. 
