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SELF-SIMILARITY OF P-POSITIONS OF (2n+ 1)-DIMENSIONAL
WYTHOFF’S GAME
YANXI LI AND WEN WU∗
Abstract. Wythoff’s game as a classic combinatorial game has been well studied. In this
paper, we focus on (2n + 1)-dimensional Wythoff’s game; that is the Wythoff’s game with
(2n + 1) heaps. We characterize their P-positions explicitly and show that they have self-
similar structures. In particular, the set of all P-positions of 3-dimensional Wythoff’s game
generates the well-known fractal set—the Sierpinski sponge.
1. Introduction
The classic Wythoff’s game is a two-player combinatorial game proposed by Wythoff [19] in
1907. It is a variation of Nim’s game, consisting of two players and two heaps of tokens. Two
players take turns moving the tokens in one of two following ways: (i) taking a positive number
of tokens from one heap; (ii) taking the same positive number of tokens from both heaps. The
player who makes the first move is called the first player and the other one is called the second
player. The game ends when there are no tokens to remove. The player who makes the last move
wins.
A game position is a tuple (x1, x2) whose components are the numbers of tokens of two heaps.
A position is called a N -position if the first player has a winning strategy. A position is called a
P-position if no matter what move the first player takes, the second player always has a winning
strategy. In the classic Wythoff’s game, for instance, we can easily find that (2, 2) and (1, 2)
are N -position and P-position, respectively. In general, a game position in the classic Wythoff’s
game is either an N -position or a P-position; see [3]. In order to win the game, the player should
try to make sure the position after moving is a P-position. Thus, characterizing P-positions is
the most important issue in the study of Wythoff’s game.
The study of Wythoff’s game can be divided into two categories: restriction and extension.
In the restriction of Wythoff’s game, new rules are added to the original ones and the players
have less choices of movements. Ho [14] added the rule that removing tokens from the smaller
heap is not allowed if the two entries are not equal. Ducheˆne et al. [5] introduced the restriction
that one cannot remove more than R tokens from a single heap; meanwhile, Liu, Li and Li [17]
allowed removing the same (arbitrarily large) number of tokens from both heaps. In [5], Ducheˆne
et al. also proposed the (a, a) game where to remove k tokens from both heaps, k must be a
positive multiple of a only integer multiples of a. Aggarwal et al. [1] studied the algorithm
for (2b, 2b) game. Ducheˆne et al. [7] investigated extensions and restrictions of Wythoff’s game
having exactly the same set of P-positions as the original game.
The extensions of Wythoff’s game also contain two parts: extension of moving method, and
extension of the number of heaps. Fraenkel [9, 10] studied the a-Wythoff’s game by reducing the
constraint on moving tokens, which was solved in both normal play and mise`re play. Gurvich
[13] investigated a more general case, called the WY T (a, b) game. In terms of the quantity of
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heaps, Fraenkel and Zusman [12] and Fraenkel [11] proposed two different kinds of rules with n
heaps of tokens, and Ducheˆne et al. [5] proposed the n vectors game which further generalizes
Wythoff’s game.
In this paper, we focus on the Wythoff’s game consisting of two players and n heaps of
tokens, called the n-dimensional Wythoff’s game. The game position is denoted by the n-tuple
(x1, x2, . . . , xn) where the components are the number of tokens in the heaps. Let V ⊂ Nn\{0}
be set of move vector. A legal move m is of the form kv where v ∈ V and k ≥ 1 is an integer. Two
players take turns to move. Namely, select a legal move m = (m1,m2, . . . ,mn) and remove mi
tokens from the i-th heap for all i. The player in turn who does not have any legal move lose the
game. Note that in this case, the game may end although the heaps are not empty. The classic
Wythoff’s game is a 2-dimensional Wythoff’s game with move vectors {(1, 0), (0, 1), (1, 1)}. The
P-position of the classic Wythoff’s game can be described algebraically using complementary
Beatty sequences as in Theorem 1 below. For the study of finding variations of Wythoff’s game
with prescribed complementary (Beatty) sequences as the set of P-positions, one can see [4, 6, 16]
and reference therein. For more information on Beatty sequence, one can see for example [2].
Theorem 1 (Wythoff [19]). A position (x1, x2) in the classic Wythoff’s game is a P-position if
and only if (x1, x2) is of the form
(bkφc, bkφ2c) or (bkφ2c, bkφc)
for some integer k ≥ 0, where φ = (√5 + 1)/2 is the golden ratio, and bxc denotes the largest
integer that is not greater than x.
A natural extension of the classic Wythoff’s game is the n-dimensional Wythoff’s game with
move vector {(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1), (1, 1, . . . , 1)}. Aggarwal, Geller, Sad-
huka and Yu [1] conjectured that the set of P-positions of 3-dimensional Wythoff’s game is
related to the classic fractal—Sierpinski sponge, i.e. the compact set K ⊂ R3 satisfying
K =
1
2
K ∪ 1
2
(K + (1, 0, 0)) ∪ 1
2
(K + (0, 1, 0)) ∪ 1
2
(K + (0, 0, 1))
where a(A+ u) := {a(x+ v) : x ∈ A} for A ⊂ R3, u ∈ R3 and a ∈ R. For more information on
fractal sets, see [8, 18].
Conjecture 2 (Siperpinski sponge conjecture [1]). The set of P-position of 3-dimensional
Wythoff’s game with move vector {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1)} generates the Sierpinski
sponge.
We solve conjecture 2 by giving the following more general result.
Theorem 3. Let n ≥ 3 be an odd number. The set
P (n) := {(x1, x2, . . . , xn) ∈ Nn : x1 ⊕ x2 ⊕ · · · ⊕ xn = 0}
is all the P-positions of n-dimensional Wythoff’s game with move vectors
V = {(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1), (1, 1, . . . , 1)},
where ⊕ denotes the bitwise exclusive OR (i.e. nim-addition).
Theorem 3 explicitly describes the P-positions of n-dimensional Wythoff’s game with move
vector V . When n = 3, we see V = {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1)}. In this case P (3) is the
set of all P-positions (in R3) which is unbounded. To visualize P (n), we introduce its bounded
version. For any m ≥ 0, write
P (n)m = {(x1, x2, . . . , xn) ∈ Nn : xi < 2m for 1 ≤ i ≤ n and x1 ⊕ x2 ⊕ · · · ⊕ xn = 0} .
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Fig. 1 illustrates P
(3)
6 in two different angles. It is clear that
P (n)m ⊂ P (n)m+1 ⊂ P (n) and P (n) = limm→∞P
(n)
m .
As shown in Fig. 1, there is a remarkable resemblance between P
(3)
6 and the Sierpinski sponge.
Although P (3) share a similar self-similarity as the Sierpinski sponge, the set P (3), which is
discrete and unbounded, is essentially different from the Sierpinski sponge. So the next issue
will be finding the relationship between them. Since P
(n)
m is unbounded (in Rn), we consider its
scaled copy P
(n)
m /2m which is increasing as m increases (see Section 3). In such a way, the set
P(n) := limm→∞ P (n)m /2m is a bounded version of P (n). By using the nested structure of P (n)m
(see Lemma 8 in section 3), we obtain the nested structure of P(n) in the following result.
(a) Angle 1 (b) Angle 2
Figure 1. P-positions of 3-dimensional Wythoff’s game (xi < 64)
Theorem 4. For all odd number n ≥ 3,
P(n) =
⋃
v∈T (n)
1
2
(
v + P(n)
)
where T (n) = {(x1, x2, . . . , xn) ∈ {0, 1}n : x1 ⊕ x2 ⊕ · · · ⊕ xn = 0}.
Note that the mapping gv(x) =
1
2 (x+v) is a contraction on R
n for all v ∈ T (n). Hutchinson [15]
showed that there is a unique closed bounded set E satisfying E =
⋃
v∈T (n) gv(E). Combining
this fact and Theorem 4, we have the following result which answers Conjecture 2.
Corollary 5. The closure of P(3) is the Sierpinski sponge K.
The paper is organized as follows. In Section 2, we characterizes the P-positions of n-
dimensional Wythoff’s game with move vectors V for all odd numbers n. Then we prove Theorem
3. In Section 3, we study the geometric property of P (n) and prove Theorem 4.
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2. P-positions of n-dimensional Wythoff’s game
In this section, we give a quite simple description for P-positions in n-dimensional Wythoff’s
game with move vectors V = {(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1), (1, 1, . . . , 1)}.
The following lemma gives a criterion telling when a set of positions is a set of all P-positions
of the game.
Lemma 6. Suppose S is the set of all possible positions of n-dimensional Wythoff’s game with
move vector V ′, and P is a subset of S. Then P is the set of all P-positions if P satisfies:
(i) for all x ∈ P , x− kv ∈ S\P for all k ≥ 1 and v ∈ V ′ providing x− kv ∈ Nn;
(ii) for all x ∈ S\P , there exist k ≥ 1 and v ∈ V ′ such that x− kv ∈ P .
Proof. Now Assume that P satisfies the conditions (i) and (ii).
• Start the game from an arbitrary position x ∈ P . If the first player does not have any
legal move, i.e. x − kv /∈ Nn for all k ≥ 1 and v ∈ V ′, then the second player wins
and x is a P-position. Suppose that the first player has at least one legal move. Then
the condition (i) implies that in the second player’s turn, the game is in some position
belonging to S\P and the second player always has a legal move which change the current
position to a position in P . So the second player have a strategy which makes the first
player is always playing the game while it is in a position belonging to P . Since the game
necessarily ends in a finite number of moves, the second player’s strategy will force the
first player to be in a position that does not have any legal move and losses the game.
This implies x is a P-position and all the positions in P are P-positions.
• Similarly, start from a position y ∈ S\P , the first player can always force the second
player to play the game in a position in P . Therefore, the first player has a strategy to
win the game, which yields that y is a N -position. So P contains all the P-positions.
The previous discussions yields that P is the set of all P-positions. 
2.1. Proof of Theorem 3. Let n ≥ 3 be an odd number. Now we characterizes the P-positions
of n-dimensional Wythoff’s game with move vectors
V = {(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1), (1, 1, . . . , 1)}.
Recall that ⊕ denotes bitwise exclusive OR. We restate the result as below.
Theorem 3. The set of all P-positions of n-dimensional Wythoff’s game with move vectors V
is P (n) = {(x1, x2, . . . , xn) ∈ Nn : x1 ⊕ x2 ⊕ · · · ⊕ xn = 0}.
Proof. Denote by S(n) the set of all possible positions of n-dimensional Wythoff’s game with
move vector V . By Lemma 6, we only need to show that P (n) satisfying the conditions (i) and
(ii) in Lemma 6. Namely, every position in P (n) will be changed into a position in S(n) by any
legal move, and every position in S(n)\P (n) can be changed into a position in P (n) by some legal
move.
(i) Let x = (x1, x2, . . . , xn) ∈ P (n). We need to show that x− tv ∈ S(n)\P (n) for all t ≥ 1 and
v ∈ V providing x− tv ∈ NN .
When v = (1, 1, . . . , 1), we have x − tv = (x1 − t, x2 − t, . . . , xn − t). Consider the binary
representation t =
∑∞
k=0 2
kfk(t) where fk(t) = 0 or 1. Let τ = min{k ≥ 0 : fk(t) = 1}. It
follows that t ≡ 2τ (mod 2τ+1). For any component xi =
∑∞
k=0 2
kfk(xi) of x, since xi − t ≥ 0,
we have
fτ (xi) = 1 ⇐⇒
τ∑
k=0
2kfk(xi) ≥ 2τ
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⇐⇒
τ∑
k=0
2kfk(xi − t) < 2τ
⇐⇒ fτ (xi − t) = 0. (1)
Since both fτ (xi) and fτ (xi−t) can only be 0 or 1, Eq. (1) actually shows that fτ (xi)⊕fτ (xi−t) =
1. By the definition of P (n), we see x1 ⊕ x2 ⊕ · · · ⊕ xn = 0. It follows from Lemma 7 that for all
k ≥ 0,
fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(xn) = 0. (2)
Note that n ≥ 3 is an odd number. By Eq. (1) and Eq. (2), we have
fτ (x1 − t)⊕ fτ (x2 − t)⊕ · · · ⊕ fτ (xn − t) = 1.
Therefore,
(x1 − t)⊕ (x2 − t)⊕ · · · ⊕ (xn − t) 6= 0
which means x− tv /∈ P (n).
When v = (1, 0, . . . , 0), we have x− tv = (x1 − t, x2, . . . , xn). Since x ∈ P (n), for all k ≥ 0,
fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(xn) = 0. (3)
It follows from Eq. (1) that
fτ (x1)⊕ fτ (x1 − t) = 1. (4)
By Eq. (3) and Eq. (4), we see fτ (x1 − t)⊕ fτ (x2)⊕ · · · ⊕ fτ (xn) = 1 and
(x1 − t)⊕ x2 ⊕ · · · ⊕ xn 6= 0.
So x− tv /∈ P (n).
For the other cases v ∈ {(0, 1, . . . , 0), . . . , (0, . . . , 0, 1)}, we also see x− tv /∈ P (n) by applying
the same discussion as in the case v = (1, 0, . . . , 0).
(ii) Suppose x = (x1, x2, . . . , xn) ∈ S(n)\P (n). By the definition of P (n), we know that
x1 ⊕ x2 ⊕ · · · ⊕ x3 6= 0. Let
k′ = max{k ≥ 0 : fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(xn) = 1}.
Since fk(xi) = 0 or 1, there exists an i such that fk′(xi) = 1. Without loss of generality, we
suppose i = 1. Let
bk =
{
fk(x1) if k > k
′,
fk(x2)⊕ fk(x3)⊕ · · · ⊕ fk(xn) if k ≤ k′.
Obviously, bk = 0 or 1 for all k ≥ 0. Set x˜1 =
∑∞
k=0 2
kbk. Then
bk ⊕ fk(x2)⊕ · · · ⊕ fk(xn) = 0,
which implies
x˜1 ⊕ x2 ⊕ · · · ⊕ xn = 0.
Note that fk′(x1) = 1 and fk′(x1)⊕ bk′ = 1. We have bk′ = 0. Thus
x˜1 =
k′−1∑
k=0
2kbk +
∞∑
k=k′+1
2kbk
=
k′−1∑
k=0
2kbk +
∞∑
k=k′+1
2kfk(x1)
≤ 2k′fk′(x1) +
∞∑
k=k′+1
2kfk(x1) ≤ x1.
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Letting t = x1 − x˜1 and v = (1, 0, . . . , 0), we obtain that x− tv = (x˜1, x2, . . . , xn) ∈ P (n). 
3. n-Dimensional Discrete Sierpinski Sponge
In this section, we investigate the structure of the set
P (n) := {(x1, x2, . . . , xn) ∈ Nn : x1 ⊕ x2 ⊕ · · · ⊕ xn = 0}
and find the relationship between P (n) and the Sierpinski sponge. Recall that for all m ≥ 0,
P (n)m = {(x1, x2, . . . , xn) ∈ Nn : xi < 2m for 1 ≤ i ≤ n and x1 ⊕ x2 ⊕ · · · ⊕ xn = 0} .
We call the set P
(n)
m an (n-dimensional) discrete Sierpinski sponge. Obviously, P
(n)
m is a subset
of P (n) and P (n) =
⋃∞
m=0 P
(n)
m . So in the following, we shall find a way to obtain the Sierpinski
sponge from the n-dimensional discrete Sierpinski sponge P
(n)
m .
To study the structure of P (n), we need an auxiliary lemma on the bitwise exclusive OR ⊕.
Recall that for t ∈ N, its binary representation is denoted by
t =
∞∑
k=0
2mfk(t)
where fk(t) = 0 or 1 for all k ≥ 0.
Lemma 7. Let ` ≥ 2 be an integer and (x1, x2, . . . , x`) ∈ N`. Then
(i) fk(x1 ⊕ x2 ⊕ · · · ⊕ x`) = fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(x`) for all k ≥ 0;
(ii) x1 ⊕ x2 ⊕ · · · ⊕ x` = 0 if and only if fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(x`) = 0 for all k ≥ 0.
Proof. (i) When ` = 2, the result follows from the definition of ⊕. In general, set y = x1 ⊕ x2 ⊕
· · · ⊕ x`−1. Noting that
fk(x1 ⊕ x2 ⊕ · · · ⊕ x`) = fk(y ⊕ x`) = fk(y)⊕ fk(x`),
the result follows from induction on `.
(ii) When ` = 2, the definition of ⊕ gives
x1 ⊕ x2 = 0 ⇐⇒ fk(x1) = fk(x2) for all k ≥ 0,
⇐⇒ fk(x1)⊕ fk(x2) = 0 for all k ≥ 0.
In general, set y = x1 ⊕ x2 ⊕ · · · ⊕ x`−1. Then y⊕ x` = 0 if and only if fk(y)⊕ fk(x`) = 0 for all
k ≥ 0. Now use Lemma 7(i), the result follows. 
The next result shows the nested structure of P
(n)
m .
Lemma 8. For all m ≥ 0,
P
(n)
m+1 =
⋃
v∈T (n)
(2mv + P (n)m ) (5)
where T (n) = {(x1, x2, . . . , xn) ∈ {0, 1}n : x1 ⊕ x2 ⊕ · · · ⊕ xn = 0}.
Proof. Let x = (x1, x2, . . . , xn) ∈ P (n)m+1. Then by Lemma 7(ii), we have for all k ≥ 0, fk(x1) ⊕
fk(x2)⊕ · · · ⊕ fk(xn) = 0 which yields that
v′ := (fm(x1), fm(x2), . . . , fm(xn)) ∈ T (n).
Let x˜ = (x˜1, x˜2, . . . , x˜n) = x− 2mv′. It is clear that
fm(x˜1) = fm(x˜2) = · · · = fm(x˜n) = 0
and for 0 ≤ k < m,
fk(x˜1)⊕ fk(x˜2)⊕ · · · ⊕ fk(x˜n) = 0. (6)
SELF-SIMILARITY OF P-POSITIONS OF (2n+ 1)-DIMENSIONAL WYTHOFF’S GAME 7
Note that x˜i =
∑m−1
k=1 2
kfk(x˜i) < 2
m for all i. By Lemma 7(ii), Eq. (6) implies x˜1 ⊕ x˜2 ⊕
· · · ⊕ x˜n = 0. Hence x˜ ∈ P (n)m . In the other words, x ∈ (2mv′ + P (n)m ). This shows P (n)m+1 ⊂⋃
v∈T (n)(2
mv + P
(n)
m ).
Let v′′ ∈ T (n) and x = (x1, x2, . . . , xn) ∈ (2mv′′+P (n)m ). Then there exists y ∈ P (n)m such that
xi = 2
mv′′i + yi for all i. Since yi < 2
m, we have v′′i = fk(xi) for all i. Namely,
v′′ = (fm(x1), fm(x2), . . . , fm(xn)).
Therefore,
fm(x1)⊕ fm(x2)⊕ · · · ⊕ fm(xn) = 0. (7)
Since fk(xi) = fk(yi) for i = 1, . . . , n, we have
fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(xn) = 0 (8)
for 0 ≤ k < m. Note that x˜i =
∑m
k=1 2
kfk(x˜i) < 2
m+1. By Lemma 7(ii), Eq. (7) and Eq. (8)
yield x ∈ P (n)m+1. This implies P (n)m+1 ⊃
⋃
v∈T (n)(2
mv + P
(n)
m ) and the desired result follows 
In fact, we can see that for all v, u ∈ T (n) with v 6= u,
(2mv + P (n)m ) ∩ (2mu+ P (n)m ) = ∅
and
Card
(
T (n)
)
=
(n−1)/2∑
i=0
(
n
2i
)
= 2n−1.
Thus Lemma 8 actually shows that P
(n)
m+1 is composed by 2
n−1 translated copies of P (n)m ; see also
Fig. 1.
3.1. Proof of Theorem 4. To obtain a bounded version of P (n), we consider the scaled copy
2−mP (n)m . According to Lemma 7, the set Pnm has an equivalent definition as follow:
P (n)m =
{
(x1, x2, . . . , xn) ∈ Nn : xi < 2m for 1 ≤ i ≤ n and
fk(x1)⊕ fk(x2)⊕ · · · ⊕ fk(xn) = 0 for all k ≥ 0
}
. (9)
For any y ∈ (1/2m)P (n)m , there exists x ∈ P (n)m such that yi = (1/2m)xi for i = 1, 2, . . . , n. Let
xi =
∑m
k=0 2
kfk(x). Then
yi = (1/2
m)xi = (1/2
m)
m−1∑
k=0
2kfk(xi) =
m−1∑
k=0
2k−mfk(xi) =
m∑
k=1
2−kfm−k(xi).
Since x ∈ P (n)m , from Eq. (9), we obtain that for 1 ≤ k ≤ m,
0 = fm−k(x1)⊕ fm−k(x2)⊕ · · · ⊕ fm−k(xn)
= fm−k(2my1)⊕ fm−k(2my2)⊕ · · · ⊕ fm−k(2myn).
Now we have for m ≥ 1,
(1/2m)P (n)m =
{
y = (y1, y2, . . . , yn) ∈ [0, 1)n : 2my ∈ Nn and for 0 ≤ k ≤ m− 1,
fk(2
my1)⊕ fk(2my2)⊕ · · · ⊕ fk(2myn) = 0
}
.
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Apparently, (1/20)P
(n)
0 = {(0, 0, . . . , 0)} ⊂ (1/2)P (n)1 . Moreover, from the above, we can see that
(1/2m)P
(n)
m ⊂ (1/2m+1)P (n)m+1 for all m ≥ 1. Then
P(n) = lim
m→∞(1/2
m)P (n)m =
∞⋃
m=0
(1/2m)P (n)m .
We obtain a bounded set which does not depend on the scale m. Further,
P(n) =
{
x = (x1, x2, . . . , xn) ∈ [0, 1)n : ∃m s.t. 2mx ∈ Nn and for 0 ≤ k ≤ m− 1
fk(2
mx1)⊕ fk(2mx2)⊕ · · · ⊕ fk(2mxn) = 0
}
.
Now we are able to prove our second main result.
Theorem 4. For all odd number n ≥ 3,
P(n) =
⋃
v∈T (n)
1
2
(v + P(n)) (10)
where T (n) = {(x1, x2, . . . , xn) ∈ {0, 1}n : x1 ⊕ x2 ⊕ · · · ⊕ xn = 0}.
Proof. Since P(n) = ⋃∞m=1(1/2m)P (n)m , by Lemma 8 we have
P(n) =
∞⋃
m=1
 1
2m
⋃
v∈T (n)
(2m−1v + P (n)m−1)

=
∞⋃
m=1
⋃
v∈T (n)
(
1
2
v +
1
2m
P
(n)
m−1
)
=
⋃
v∈T (n)
∞⋃
m=1
(
1
2
v +
1
2m
P
(n)
m−1
)
=
⋃
v∈T (n)
1
2
(
v +
∞⋃
m=1
(1/2m−1)P (n)m−1
)
=
⋃
v∈T (n)
1
2
(v + P(n))
which is Eq. (10). 
When n = 3, Eq.(10) actually means
P(n) = 1
2
P(n) ∪ 1
2
((1, 1, 0) + P(n)) ∪ 1
2
((1, 0, 1) + P(n)) ∪ 1
2
((0, 1, 1) + P(n))
which has the same self-similarity as the Sierpinski sponge. P(n) obviously contains only rational
points and is not necessarily compact. However, the closure of P (n) (in Rn) is compact. Thus
P(n) is the attractor of the iteration function system {gv(x) := 12 (v + x)}v∈T (n) .
We end the section by giving a description of P(n).
Proposition 9. Let n ≥ 3 be an odd number. Then P(n) = Q(n) where
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Q(n) =
{
x ∈ [0, 1]n : there exist 0-1 sequences (ak(xi))k≥1 such that
xi =
∞∑
k=1
ak(xi)2
−k and ak(x1)⊕ ak(x2)⊕ · · · ⊕ ak(xn) = 0 for all k
}
. (11)
Proof. Let x = (x1, x2, . . . , xn) ∈ Q(n). For all m ≥ 1, write xi|m =
∑m
k=1 2
−kak(xi) and let
x|m = (x1|m, x2|m, . . . , xn|m). Then {x|m}m≥1 ⊂ P(n) and it is clear that
∣∣xi − xi|m∣∣ → 0 as
m→∞. Thus x is an accumulation point of P(n). So P(n) ⊂ Q(n) ⊂ P(n).
Now we show that Q(n) is sequentially compact. Suppose {yj}j≥1 is a sequence in Q(n) where
yj = (yj,1, yj,2, . . . , yj,n). Suppose yj,i =
∑∞
k=1 2
−kak(yj,i) with ak(yj,i) = 0 or 1, and for all
j ≥ 1, k ≥ 1,
ak(yj,1)⊕ ak(yj,2)⊕ · · · ⊕ ak(yj,n) = 0. (12)
Let bk,j := (ak(yj,1), ak(yj,2), . . . , ak(yj,n)) ∈ {0, 1}n. Then (bk,j)k≥1,j≥1 is a double sequence
taking values in {0, 1}n. Since {0, 1}n has only 2n different values, there exist c1 = (c1,1,
c1,2, . . . , c1,n) ∈ {0, 1}n and an infinite subset N1 ⊂ N such that b1,j = c1 for all j ∈ N1. Write
the first term of (yj)j∈N1 by z1. For the same reason, there exist c2 ∈ {0, 1}n and an infinite
subset N2 ⊂ N1 such that b2,j = c2 for all j ∈ N2. Write the second term of (yj)j∈N2 by z2.
Repeating the previous procedure, we find a sequence (ck)k≥1 on {0, 1}n and a sequence (zk)k≥1
of (yj)j≥1. Moreover, (zk)k≥1 converges to z = (z1, z2, . . . , zn) where zi =
∑∞
k=1 ck,i2
−k. By
Eq. (12), we have for all k ≥ 1,
ck,1 ⊕ ck,2 ⊕ · · · ⊕ ck,n = 0.
So z ∈ Q(n) which yields the desired compactness. Consequently, Q(n) is closed. Given that
P(n) ⊂ Q(n) ⊂ P(n), we obtain that Q(n) is the closure of P(n). 
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