The soil 222 Rn concentration non-linear patterns are investigated by the application of various chaos methodologies based on 70 272 measurement data from the East Anatolian Fault Zone, which is one of the world's most active faults. Among these methodologies are Lyapunov exponent, surrogate data, rescaled range (R/S) analysis, Fourier spectrum, phase space reconstruction, mutual information, false nearest neighbors, and correlation dimension. The results indicate that the nonlinear dynamical approach is convenient for characterization and prediction of the 222 Rn concentration dynamics, which are in turn usually used as an earthquake precursor. Behaviour of 222 Rn gas is important in earthquake prediction researches.
INTRODUCTION
Chemically, radon is a moving inactive radioactive element; it is formed by decay of 226 Ra, which is produced as a result of radioactive decay of 238 U (Durrani and Iliü 1997). Radon occurs as a result of natural radioactive decay of uranium in rocks, soils, and water. Measurements of 222 Rn gas concentration have displayed rising concentrations on many fracture and fault zones in soil, air and ground water (Friedmann et al. 1988 , Bourai et al. 2013 , Chaudhuri et al. 2013 , Lane-Smith and Sims 2013 . The presence of radon in an area has been shown through measurements that vary depending on the geological structure with great importance in soil and groundwater media. They also suggest that 222 Rn concentration changes depending on the earthquake magnitude and the geological structure of the region. High radon concentration is common in soil under deep cracks such as geological faults and active volcanoes. Cothern and Smith (1987) stated that radon concentration level is strongly affected from geological and geophysical conditions. Various studies have shown convenient signals before and after seismic events (Friedmann et al. 1988 , Miklavþiü et al. 2008 , KülahcÕ et al. 2009 , Kumar N. et al. 2013 . There have been different studies along active faults to understand the importance of radon concentration changes in earthquake mechanisms. An earthquake is expected to increase the mobility of radon gas in the soil (Ulomov and Mavashev 1967 , Igarashi and Saeki 1995 , King 1986 . Some studies have shown that a few weeks or months before occurrence, the earthquake might be sensed due to radon concentration exchange in soil gas (King et al. 1993, KülahcÕ and ùen 2014) . Discrete changes in radon concentration levels are visible as earthquake precursors (King 1986 , Fleischer 1981 , Fleischer and Magro-Campero 1985 .
Radon behaviors are significantly affected by physical rather than chemical conditions; therefore, the radon gas concentration level varies greatly with atmospheric interactions such as barometric pressure and rainfall (Cothern and Smith 1987) . The concentration levels are associated with meteorological and hydrological changes, in addition to seismic activity ùen 2014, Martinelli 2015) .
Radon has a short half-life (3.82 days); therefore, its emanation is restricted within a few meters. Thus, 222 Rn could be transported more quickly than by diffusion or ground water motion in fault zones. 222 Rn gas is required also as a carrier fluid (in gaseous or in liquid forms). The 222 Rn gas transport could have range of geological region including groundwater or gases such as CO 2 , CH 4 , and N 2 . This process is most effective for 222 Rn gas transport (Woith 2015 , Chyi et al. 2010 , although the transport mechanism has not been found yet. Also, soil 222 Rn gas is used in earthquake prediction process, as shown in various studies reported in the literature (King et al. 1993 , Planiniü et al. 2004 . The 222 Rn emanation is known along with earthquake occurrences in geological literature (Wakita et al. 1991) . All these studies indicated that the behavior of soil 222 Rn gas is not linear. The linear analysis methods are insufficient in solving such complex problems, and it is expected that a non-linear dynamic system may give better results for analyses and interpretations. These systems are grouped under the umbrella of the chaos theory, and they are useful tools to define the embedded irregularities. The changes in the radon gas level along the fault lines have non-linear behaviours and they are used for the earthquake prediction studies (Cuculeanu and Lupu 1996 , Albarello et al. 2003 , Planiniü et al. 2004 , Ghosh et al. 2007 , Das et al. 2009 , KülahcÕ et al. 2009 , Qiang and Gui-Ming 2012 .
In this paper, 70 272 soil 222 Rn gas measurements are considered and the chaotic methodologies are searched to predict the non-linear behaviours. The application is performed for data from Kozan and YakapÕnar regions near the East Anatolian Fault Zone, Turkey. In order to reduce the noise in the data at YakapÕnar region leading to a stationary time series, 10th order FIR filter is applied by Kaiser Window (Namvaran and Negarestani 2015) . Non-linear time series analyses are used for extraction of important information about the underlying dynamic system behaviours.
STUDY AREA
Two different regions are considered in this study; the first one is the Kozan location, which extends between east longitude 35048ƍ13.07ƍƍ and north latitude 37026ƍ39.43ƍƍ, as shown in Fig. 1 .
The Kozan fault starts from the south of Kozan town and passes through the north side of Imamoglu town. SarÕkecili-Karatepe trapping commences as high dip faults, which are referred to as the Karatas fault. The other location is at YakapÕnar between east longitude 35037ƍ38.54ƍƍ and north latitude 36057ƍ04.48ƍƍ (Karig and Kozlu 1990) . The study area is a tectonically complicated and seismically active region of the Anatolian Peninsula, Turkey. The fault system is one of the offshore extensions of Kozan Fault, which limits Adana Basin from the north. These northeast-southwest oriented faults were active in the Miocene epoch and the width of this fault system narrows from northeast to southwest (Karig and Kozlu 1990) . The non-linear prediction through chaos analysis methods is applied to recorded data from 1 January to 31 December 2009 and the continuous soil radon measurements are taken at 15-min intervals for one year in the study regions. 
EXPERIMENTAL DATA SET
In this study, 222 Rn gas is recorded with an alpha detector, Alphameter 611 (Alpha Nuclear Inc. Canada) based on a 400 mm 2 silicon junction diode, immersed in a sensing volume open to the geo-gas. In the meantime, it has sensitivity for 1.5 MeV energy levels of continuous monitoring. The data gathered by these sensors are per 15-min unification time. After the disintegration of 222 Rn gas in the earth, alpha particles emerge and they are detected and the record is kept in the memory of the instrument. It has been stated by TarakcÕ et al. (2014) that the Alphameter 611 sensor check is very reliable in continuous soil gas environment with involvements of other ready sensors.
METHODS
As stated in the abstract of this paper, various non-linear time series analysis techniques are used for the assessment and interpretation of available 222 Rn gas concentration measurements.
Non-linear time series analyses
The nature of dynamic systems consists of hidden deterministic and stochastic processes. These systems provide opportunity to model trajectory of a dot in a pattern coordinate space, which is equivalent to the phase-space. They can be represented by a series of single records; x 1 (t), x 2 (t), …x n (t), in the phase-space. Takens (1981) has shown how to calculate the appropriate parameters for attractor dimension. In the study, time series X(t i ), (i = 1, 2, 3, …N) with N number of data point is presented by X i as an m-dimensional phase-space (m = 1, 2, 3, …) with appropriate delay time Ĳ as
Herein, m indicates the embedding dimension and Ĳ is the appropriately chosen time delay (Chouet and Shaw 1991, Smirnov et al. 2005) .
Surrogate data
A chaotic system is a non-linear low-dimensional dynamical mechanism and chaos is a necessary condition for the detection of non-linearity. For a simple chaotic system, it is considerably significant to produce a non-random time series; thus, various methods have been developed to determine the data linearity. The most commonly used technique is surrogate data method, which is based on a statistical approach to determine the linearity of time series. Some linear processes are considered as a null hypothesis. A statistical difference is calculated between surrogate data with original data by generating in accordance with the null hypothesis. As a result of statistical compari-son, if the value is calculated for the original data, and it is significantly different from the value calculated from surrogate data, then null hypothesis is rejected and non-linearity is confirmed (Theiler 1991) . Conclusions about whether a time series is chaotic through the test of surrogate data is employed to mimic the statistical properties but with the removal of determinism (Theiler et al. 1992) . The statistic calculation from raw data should be calculated from the surrogate data too. Theiler (1991) has suggested a methodology for non-linearity determinism in time series based on surrogate data, and it seeks evidence for non-linearity by rejecting the null hypothesis of a linear stochastic process. It is important that surrogate data preserve the "linear properties" of the test data. In this study, Theiler methodology is used for surrogated data, because the method of surrogate data distinguishes between linearity and non-linearity as well as between chaotic and pure stochastic properties. Linear stochastic signal can mimic a non-linear chaotic process after a static non-linear distortion (Theiler et al. 1992) .
Lyapunov exponents, Ȝ
These exponents, Ȝ, ensure qualitative and quantitative characterizations of dynamic system behavior; they are connected to exponential orbits in the phase space (Wolf 1985) . This situation is an initial indicator condition, which is sensitive and depends on chaotic systems. Lyapunov exponent is known as a confident sign to separate a chaotic case from a not chaotic system (Eckmann and Ruelle 1985, Frazier and Kockelman 2004) . The sign gives information about the system dynamics. If the maximum Lyapunov exponent value is O max > 0, then one can say that it indicates chaos of signatures that are received from the dynamics system. On the contrary, if O max 0, then it is not a deterministic system. Chaotic situation is very sensitive and dependent on the initial conditions. The first algorithms for the calculation of Lyapunov exponent from a time series have been presented by Wolf (1985) and Sano and Swada (1985) . These methods generate attractor in the phase space of time series by using the approach based on the time delayed coordinates. Wolf (1985) algorithm depends on finding the maximum Lyapunov exponent with Euclid differences. The method developed by Sano and Sawada (1985) is simple and needs fewer parameters. In this method, average exponential expansion is examined with the distance between neighbor curves on the average Sawada 1985, Sato et al. 1987) . In his algorithm, the given time series is converted to phase space and the first step to define a Lyapunov exponent is a flux range:
A trajectory x(t) is defined with a drift from the orbit į(x). Later constructions of matrix derivatives ij i j L p x w w , are found, leading to an equation for the evolving nature of the flux, which can be described as:
For this reason, in the dynamic system all the initial orbits and initial supersession have maximum Lyapunov exponent that can be described by the following expression (Eckhardt and Yao 1993) 
In order to calculate the maximum exponent values, Wolf's method application is used for the long-term variability throughout a basis axis. This algorithm maintains space orientation using a Gram-Schmidt reorthonormalization procedure (Wolf 1985) . Later, the algorithm for Lyapunov exponents is developed by Sano and Sawada (1985) and applied for computing the Lyapunov spectrum. This approach starts with Eqs. 2-4. Furthermore, a linear operator, A t , is defined as follows:
If one takes into consideration a given the time series measured at separate time spacing ǻt, x j = x(t 0 + (j -1)ǻt), then the k-dimensional ellipsoid, as defined above, can be identified by a replacement vector, y i , and a replacement vector over a time interval, Ĳ = mǻt, given by z i . How to produce these vectors has been completely summarized in Sano and Sawada (1985) . In this method, the evolution of the ellipsoid can be displayed as follows:
Herein, the matrix A j is an approximation to the flux map A t , from Eq. 5. The maximum Lyapunov exponent is calculated by applying the least squares method, which reduces the average of the square error standard deviations between z i and A j y i with demonstrations of whole constituent of the matrix A j (Sano and Sawada 1985) . The maximum Lyapunov exponent is computed according to the following expression:
where n indicates the number of data points, and e is a sequence of orthonormal basis vectors that are renormalized using the Gram-Schmidt pro-cedure (Sano and Sawada 1985) . This algorithm is established based on the method presented by Sano and Sawada (Sato et al. 1987) . The slope of the linear part gives the maximum Lyapunov exponent (Sano and Sawada1985).
Hurst exponents, H
Hurst exponent coefficient is for time series classification (short-term dependence or long-term persistence) and it is a statistical measurement technique (ùen 1977a, b, c; Harris et al. 1987) . This technique determines longmemory and permits the computation of self-similarity. It is known as rescaled range (or R/S) method, where R indicates the range of data accumulation (that is; given by the difference between the maximum and minimum value) and S shows the standard deviation (Hurst 1951 ). Hurst exponent is usually used to examine the chaotic behavior or self-similarity of the dynamic system. The Hurst exponent characterizes the roughness and singular (fractal) character of a signal (shape time series). This study uses discrete time series data {x t } with dimension N. The mean, ( ) x N , is as follows
The standard deviation S(N) is given by
Range of cumulative departure of the data is computed by
Hurst determined the dimensionless ratio R(N)/S(N) as a function of N. Its value falls into the range of 0 and 1, inclusive. In case of any time series as a random signal with finite variance, this ratio increases for large N values as (Feller 1951) 
The Hurst exponent can be computed as
where k indicates a constant number. The size of H shows whether the time series is random or consecutive steps in time series are not independent. Hurst exponent is connected to fractal dimension. Thus, fractal dimension is represented with D = 2 -H and correlation between two consecutive steps is given as ȡ = 2 2H-1 -1 (Feller 1951 ).
The physical meaning of explanation is necessary for the Hurst exponent in case of the dynamic system. According to this algorithm (Eq. 5), if H = 1/2 then it is called as Hurst exponent and the time series has random walk or white noise (not correlation) form. Hurst exponent indicates that the gradient of the plot of (R/S) versus the time lag N on a double-logarithmic plot is equivalent to H. The H exponent assumes value 0 < H < 1, which are called fractional Brownian motion. For 1/2 < H < 1, the results indicate a permanent movement. Values within 0 < H < 0.5 indicate anti-persistent (negative correlation). Values for H > 1/2 show positive correlation. If H < 1/2, the time series demonstrates anti-persistent behavior (negative correlation), where the trajectory tendency is back to the point (AlvarezRamirez et al. 2008 , KamÕúlÕo÷lu et al. 2013 ).
Power spectrum
Data from the dynamic system may have little noise for the analysis of system dynamic. Initially a non-linear time series analysis must be performed by power spectrum analysis. Chaotic signals are very difficult to identify from noise for they have a broad spectrum as noise. Therefore, wide power spectrum indicates the presence of chaos. Power spectrum in a dynamic system consists of decay peaks as amplitude. The most important criteria in a chaotic form have large band structure (Sprott 2003) . Theory of the selforganized critically (SOC) supplies a contact between non-linear dynamics, spatial self-similarity and 1/f noise. It is all over the place and behaves as natural processes in various fields (Gutenberg and Richter 1954 , Bak et al. 1988 , Crisanti et al. 1992 . Power-law distribution implies spatial scale invariance for any exponent (Sprott 2003) . Various studies are carried out for spatially expanding the complex dynamic systems. These systems are known internally and they have characteristic influence in the time domain as 1/f noise. Therefore, power spectrums display a linear behavior on a log-log scale (Bak et al. 1988) .
The presence of chaotic signals for a time series can be found also with the power spectrum method, which depends on the frequency of dynamic systems through the power spectrum. If the peaks of the spectrum are continuous, then chaos exists. Power spectrum in the form of random fluctuations indicates completely random behavior. Power spectrum S(f) is given as follows:
where S(f) indicates the system power spectral density, f is the frequency, Į is a positive real number, and finally c is a constant (Sakata et al. 1999) . The exponent Į is predicted with linear regression method application by plotting S(f) versus log(f) (Das et al. 2009 ).
The power spectrum may appear as noisy in a region of attractors belonging to a single frequency component. The non-chaotic signal may appear in absence in particular structures. When the system has a narrow-band chaos then spectrum density shows long and wide peaks in the graph. Thus, the phase space has behavior near a periodic structure. If power spectrum has a broadband chaos, then peaks in the graph are long and wide but this peak is vague.
Mutual Information Function (MIF)
This is a measure of dependence between two random series. The time delay in the mutual information function is proposed by Fraser and Swinney (1986) . In contrary to the autocorrelation function, the mutual information function takes into consideration also the non-linear correlations. The mutual information, I(Ĳ), is defined as
where P(x i ) and P(x(i + Ĳ)) are the marginal probabilities, which are estimated typically by relative frequencies. On the other hand, P(x i ) and P(x(i + Ĳ)) is the joint probability density that can be computed from two series, namely, x(i) and x(i + Ĳ), where i is a counter. The optimal lag time, Ĳ, minimizes Eq. 6 for t = Ĳ, x(i + Ĳ) and adds the maximum knowledge on x(i) (Khatibi et al. 2012) .
False Nearest Neighbors (FNNs)
These help to choose the least embedding dimension of one dimensional time series. Points of the attractor trajectories have neighbors in the phase space and their behavior provides valuable information for understanding the evolution of neighborhood's in order to produce prediction equations (Abarbanel et al. 1993) . When suitable embedding dimension is arrived, then FNN percentage drops to zero. The first step is to reconstruct the phase space from a time set. Hence, an iterative computation defines the local neighborhoods (phase space) and then the count of "false nearest neighbors" dots appears to be close to the nearest neighbors. Every point on the attractor is connected to the orbit X(t i ), (i = 1, 2, 3, …N) because embedding space is too small. This approach is used to identify the minimum embedding dimension. The basic idea is to locate dots near each other in the embedded field. These methods help to find the embedding dimension that is rather small and points are near the embedded space. According to distances, if the calculated ratio is greater than the threshold value, false neighbors appear. If the embedding dimension, m, is very big, then one loses statistics and knowledge (Kennel et al. 1992 ).
Correlation dimension D 2
In practice, the fractal dimension calculation is a widely used method for detection of the chaotic behaviors (Grassberger and Procaccia 1983, Eckmann and Ruelle 1985) . This dimension helps to understand the chaotic behavior structure of a signal as to whether it is random or chaotic. Such an analysis is completed for a dynamical system with reconstruction of system attractor phase space (Abarbanel et al. 1993) . The correlation dimension can be calculated according to an algorithm suggested by Grassberger and Procaccia (1983) and extensively used by Koçak and ùen (1998) . Suppose the object is formed from N points in some embedding space. Now pick one of the points, draw a circle of radius r around it, and count the number of other points within that circle. Repeat for circles of various radii and for all the points. The possibility of the two points x(i) and x(i + Ĳ), to fall within the same cubicle with dimension r is given by the following expression: indicates the Euclidian distance between any two points, x i and x j , r is for infinitesimally small distance values, where N is the number of objects and Ĭ is the Heaviside step function, which can be expressed as
Heaviside step function is an indicator and in case of the requirement satisfaction it is equal to 1, otherwise to 0. Euclidean distance definition is given as,
This must be applied to low-correlation dimension for a time series according to Theiler (1991) . The sum in Eq. 17, with i j Z ! , where the Theiler parameter Ȧ is larger than the decorrelation time of the time series.
The correlation dimension D m is calculated by supposing the exponent dependence of the attractor in the expression C(r, m)Įr d (Smith et al. 1986 , Theiler 1988 
The slopes D m are plotted as a function of embedding dimension, m, and then a curve is fitted through the least squares method. If this value reaches certain saturation at a certain m dimension, then the process is chaotic, in which case the slope D m , is the largest value (Kaplan and Yorke 1979) . In order to exclude time correlated states in the correlation integral estimation, it is necessary to discriminate between the dynamical character of the correlation integral scaling and the low value saturation the slopes that characterize self-affinity (or crinkliness) of trajectory through the phase-space (Theiler 1991) .
In time series from non-linear dynamical systems, dependence structures cannot be linearly decomposed into a sum of linear and non-linear parts and analyzed separately (Theiler 1991) . For the control data sets, they coined the term surrogate data. To estimate a safe value for Theiler's window, a spacetime separation plot should be used (Provenzale et al. 1992) . In this study, the correlation dimension is calculated by using correlation integrals and Theiler algorithm for reconstructed 222 Rn signal. The dependence on the embedding dimension occurs because the number of degrees of freedom in a stochastic time series is infinite, which means, any finite embedding dimension is insufficient to reconstruct the true distribution of states, and consequently, will not give unique results.
The slope, D m , of the correlation integrals is estimated for the magnitude of time series and its surrogate. The correlation function is plotted in Fig. 6 . C(r, m) is estimated for magnitude time series using embedding dimension m = 3 -8, delay time Ĳ = 2 and Theiler parameter Ȧ = 10 as a function of ln(r). The result clearly indicates that the underlying dynamics correspond to a low-dimensional non-linear deterministic process.
Non-linear prediction technique
The nonlinear prediction techniques as employed here rely on the notion of non-linear dynamical systems theory (Sugihara and May 1990) . In the literature, it is performed in order to accomplish various multiple size geophysical data (McCloskey 1993 , Tiwari et al. 2004 , Lakshmi and Tiwari 2009 ). Nonlinear prediction technique is a robust method and has wide application areas. Especially, the non-linear prediction techniques found a common range of applications at geophysics surveys for discriminating chaos in random fractal/noise.
For estimation, the simplex method is chosen from m dimensional points in the phase portrait. Later, a subset of data is assigned from residual data set. In order to determine the optimal simplex, a point in m dimensional space is described as m + 1 nearest neighbor. In this status, simplex vertical surrounds it in every phase direction. Settling process revolves around a simplex sorting through all the data sets (McCloskey 1993) . Simplex selection criteria are based on sorting total of the points in the phased portrait in order of their distances d from the central points.
where X cj is the j-th coordinate of the central point and X ij is the j-th coordinate for the point on the phase portrait. The optimum simplex is the one for which the product of phase volume, V, and all vectors exchange the central 
where ĭ = 1 for (X cj -X ij ) > 0 and ĭ = -1 for (X cj -X ij ) < 0.
These prediction methods are found with simple linear interpolation approaches and the resulting estimated coordinates are saved (McCloskey 1993).
RESULTS AND DISCUSSION
In this section, nonlinear time series analyses methods are applied to the measurements of 222 Rn concentration from the study area.
Non-linear time series analyses
One of the oldest methods is the visual qualitative inspection of time series for the system variability in search for irregular or unpredictable behaviors, and hence, one may appreciate that the system might be chaotic. Table 1 presents the descriptive statistics information for time series of each region. Time ( Generally, standard statistical calculations do not give information about the system behavior. Figure 2 shows the observed 12 monthly data series for both regions (Kozan and YakapÕnar). Altogether 35 136 measurements have the median, 173.00 kBq/m 3 , arithmetic average, 63.76 kBq/m 3 , and the standard deviation for Kozan. All data have the median of 98.00 kBq/m 3 ; arithmetic average of 59.22 kBq/m 3 , and the standard deviation for YakapÕnar (see Table 1 ). In order to use non-linear tools, data in YakapÕnar region and time series should be stationary, for which FIR filter is applied by using the Kaiser window (see Fig. 2b ). Figure 2 presents the time series generated from one-year radon data. The genuine shape of time series obtained from 222 Rn data is also given in the same figure, where there are periodic behaviors as an initial qualitative indicator of a possible chaotic behavior. 
Hurst exponent, H
Hurst exponent is equal to 0.5, which displays random walk as a non-chaotic behavior. If it gets values between 0.5 and 1 then a possibility of chaos exists in the system. On the other hand, if it is in the range 0.5 < H 1, then the system has fractal chaotic structure, and hence, the same system is dependent on the initial conditions. In this paper, the Hurst exponents are found as 0.55 and 0.60 from Eq. 9 and the consequences are presented in Fig. 5 . 
Power spectrum
Power spectrum for chaotic motion provides width and height of random peaks for a broad band. For the non-linear dynamic systems, it is one of the most effective methods. Figure 6 indicates the power spectrum of chaotic behavior for Kozan and YakapÕnar regions. The mutual information fell from a maximum value of 2.029 to a minimum of 0.794 for Kozan region data. Likewise, the mutual information fell from a maximum value of 2.409 to a minimum value of 1.016 for YakapÕnar region. The first minimum value of mutual information is reached at Ĳ = 20 time lags in both regions. 
False Nearest Neighbors (FNNs)
The graphs for this method are plotted in Fig. 9 . The optimal embedding dimension is reached when the ratio of FNN drops to a value close to zero. This plot indicates that the embedding dimension should be at least m = 4 for both regions. 
Correlation dimension D 2
Figure 10 is prepared for embedding dimensions reply to the correlation dimensions for a time of non-linear dynamical system. The saturated correlation dimensions are (D 2 = 2.8) and (D 2 = 2.9) for Kozan and YakapÕnar regions, respectively. The plot of correlation dimension against the embedded dimension reaches a constant, and then one can say that the system is chaotic. Table 2 and Fig. 11 offer a summary of the estimates, which indicates quite small errors between observation and forecast data. This implies that the proposed estimation method is highly effective. Scatter plots of observed and predicted 222 Rn concentration values are given in Fig. 12 . It is clear that the results give accurate predictions. Generally, they show the noticeable performance of chaos theory in estimating the future states of large scale dynamic systems. Figure 12 also shows the relation between observed and predicted 222 Rn concentration values with R 2 for Kozan to and YakapÕnar regions as 0.926 and 0.9140, respectively. The relation between the observed and predicted concentrations can be estimated with non-linear predicted methods.
Non-linear prediction technique

CONCLUSIONS
In this paper, chaotic behavior of soil radon gas has been searched through a set of nonlinear analyses techniques for the data recorded. The non-linear prediction methods are applied for prediction of the 222 Rn concentration for Kozan and YakapÕnar regions near East Anatolian Fault System (EAFS) in Turkey. Nonlinear time series analyses are performed to understand the propagation of 222 Rn concentration in the soil. Preliminary analysis confirms the chaotic structure of the data sets in this paper.
In this research, nonlinear analysis of the soil 222 Rn concentration are presented and discussed through the chaotic behavior approaches. The nonlinear analysis of time series with various tools is a powerful tool to understand the chaotic dynamics in complex systems. Lyapunov exponent and fractal correlation dimension give information about a dynamical system chaotic behavior. The broadband power spectrum proofs with clear dominant frequency that it is in a chaotic structure of 222 Rn data. Surrogate data method is used for verifying the existence of low-dimensional chaos; this method is based on a statistical approach for determining the non-linearity in time series. Conclusions indicate that the given time series can be distinguished from noise of 222 Rn data. The mathematical and physical meanings of this expression are based on a high-dimensional chaotic structure. To observe this chaotic behavior, it must reach saturation correlation dimension of dynamic system. In this study, it is concluded that chaotic behavior of dynamic system reaches saturation. The first minimum point value of mutual information function is determined as delay time. Especially, the mutual information function indicates slim correlations regarding the intervention time.
The conclusion of chaotic time series analyses shows the reflection of the chaotic behavior of the complex dynamic systems concerning radon emanation and transport in natural sub-surface systems. The results obtained show robust chaos signature of the radon time series. One can say that the errors between the observation and the prediction are very small, which suggests that prediction is very effective. It is clear from the scatterplots that the results give reliable predictions when compared with raw data. 
