Given a physical system, the counting rule for its statistical description is not unique, in general. It is shown that this nonuniqueness leads to the existence of various canonical ensemble theories arising from the definite microcanonical basis and correspondingly the maximum entropy principle is to be appropriately modified for each physical context. The result is also affirmed by the method of steepest descents. These features are illustrated by an example of a simple fractal system. PACS numbers: 05.20.Gg, 05.45.Df, 05.90.+m 
It is generally believed that canonical ensemble theory arising from the microcanonical basis is unique. This conviction seems to have its origins in the demonstration given by Gibbs [1] . In this Letter, we show that it is actually not true. 
where θ x ( ) is the Heaviside unit-step function. Using the Laplace transform, θ x ( ) is expressed as follows:
From this, it follows that
where β is an arbitrary positive constant. Then, the probability of finding the objective system, say s 1 , in the configuration m m 1 = is given by 
where W is the number of the configurations satisfying eq. (1) and
Since N is very large, one can apply the method of steepest descents to evaluate the integral over φ in eq. (5) . Using the real part β of φ , the steepest descent condition is given by ∂ ∂β
which leads to 
where S a ( )can be identified with the maximum value of the entropy in eq. (8) follows as well.
Thus, we see that the ordinary canonical distribution can be derived in three different ways: the method of steepest descents, the maximum entropy principle, and the counting argument.
Apparently, these considerations seem to state that the ordinary canonical ensemble arises uniquely from the microcanonical ensemble and no other canonical theories can be derived therefrom. However, it is actually not the case. In what follows, we show that canonical ensemble theory which can be derived from the definite microcanonical basis is not unique. Specifically we take Tsallis' fractal-inspired nonextensive formalism [4, 5] as an example of possible variations and show how it arises from microcanonical ensemble theory. This will be done in conformity with the discussion given above. First the counting argument is examined and the generalized canonical distribution is derived. Then the method of steepest descents is used to obtain the same distribution.
First we illustrate nonuniqueness of the counting algorithm. For this purpose, let us consider the celebrated Cantor set, which is constructed as follows. Start from the unit interval C 0 0 1
= [ ]
, and remove the middle third to obtain C 1 0 1 3 2 3 1 . (17) ln q x and e x q ( ) converge to the ordinary ln x and e x in the limit q → 1, respectively. In the present discussion, q is assumed to be a positive parameter. Thus, we see that the counting algorithm, the principle of maximum Tsallis entropy, and the method of steepest descents all lead to the same generalized canonical distribution in nonextensive statistical mechanics.
In conclusion, we have found that canonical ensemble theory arising from the conventional microcanonical basis is not unique. The nonuniqueness was demonstrated here by using different forms of the counting argument as well as the method of steepest descents. We have shown the context-dependence of canonical ensemble theory by employing Tsallis' nonextensive formalism as an example when the fractal structure is relevant. We emphasize that the concept of the arithmetic mean is the same throughout our discussion, and the nonuniqueness arises from the counting rule and the concomitant definition of the statistical expectation value. In the present discussion, we
