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Abstract
There exists a plethora of systems that have the capacity to undergo sudden transitions
that result in a significantly different state or dynamic. Consider the collapse of fisheries,
outbreak of disease or transition to a ‘Hothouse Earth’ to name a few. The common factor
among these transitions is mathematical - they are the result of crossing a bifurcation point.
This thesis is concerned with the detection and description of these bifurcations from time
series data, and the mechanisms that lead to these transitions. We begin in the domain
of climate change, where models of the climate system are extremely sophisticated, but
those that incorporate social dynamics and its two-way coupling with climate dynamics
are lacking. In developing a simple socio-climate model, we show how mechanisms such as
social learning, social norms, and perceived mitigation costs play a major role in climate
change trajectories. These social effects can strongly determine the predicted peak global
temperature anomaly, how quickly human populations respond to a changing climate, and
how we can chart optimal pathways to climate change mitigation. However, we also show
that if the climate model is subject to a tipping point, the climate can transition to a new
state before mitigating behaviour becomes sufficiently widespread to prevent the transi-
tion. This motivates a need for early warning signals (EWS) of tipping points. Hence,
in the next chapter we focus on the development of EWS in time series data that can be
used to detect an upcoming bifurcation. This thesis develops two ‘spectral EWS’, which
are derived from the power spectrum. We show that the peak in the power spectrum pro-
vides a more sensitive and conservative EWS when compared to conventional metrics, and
the shape of the power spectrum, quantified using AIC weights, provides clues as to the
type of approaching bifurcation. We validate these spectral EWS with empirical data from
a predator-prey system. Finally we focus on EWS for population extinction, where we
study the efficacy of EWS in seasonal environments. We find that conventional EWS pre-
vail under seasonal environments, however asymmetries exist in higher-order metrics such
as skewness and kurtosis that could be used to distinguish the driver of extinction. To
conclude, nonlinear behaviour arising from social learning and social norms yield bifurca-
tions that have profound impacts on future trajectories of climate change, and bifurcations
can be anticipated across a wide range of systems using spectral EWS, that also provide
information on the type of bifurcation. The further development of generic and system-
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Nonlinear relationships exist in almost every aspect of life. Take coffee as a simple ex-
ample. Doubling my regular caffeine intake to write this thesis may have made me twice
as productive, but if I doubled it again, there would probably be negative consequences;
certainly not another two-fold increase in productivity. Doubling the temperature of luke-
warm coffee might make it twice as pleasurable to drink, but doubling it again would make
it impossible to drink. The relationships among these properties of coffee are therefore
nonlinear. The consequence of nonlinearity in this example is rather trivial, however in
more complex systems, nonlinearities can lead to surprising results. Consider for exam-
ple, an ecosystem. Here, we have many interacting components, such as different species,
habitat quality and harvesting rates, which are variables that depend on each other via
nonlinear relationships. In fact, often it is the rate of change of a variable that has a
nonlinear relationship between the other variables, in which case we call this a nonlinear
process. The nonlinear processes that make up this ecosystem can give rise to remarkable
behaviour such as oscillations, tipping points and even chaotic dynamics. As we will see
throughout this thesis, these nonlinear systems can undergo a wide variety of transitions,
which are elucidated by mathematical models. Let us first discuss the most widely talked
about transition - the tipping point [77].
A tipping point refers to a threshold in a system, beyond which runaway change propels
the system to a new state [191]. Though the concept of a tipping point has been around
for decades in scientific literature (e.g. [185]), the term ‘tipping point’ recently gained
widespread acceptance, following Malcolm Gladwell’s international best-seller [77]. Indeed,
the number of research articles studying tipping points appears to itself have crossed a
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Figure 1.1. The rise in use of the term ‘tipping point’ among scientific journals.
Data obtained from the Web of Science. The topic of each article was classified using Web of
Science categories.
tipping point (Figure 1.1). Tipping points have been observed in empirical data and
conjectured by mathematical models in a wide variety of complex systems including social
media [146], ecosystems [167] and the climate [53], to name a few. You may even have
experienced one personally, be it capsizing a canoe, breaking the ice over a puddle or
investing in Bitcoin. The three features common to tipping points are 1) they occur
abruptly 2) they result in a transition to a far-away state, and 3) they are not immediately
reversible. Given the large consequences of such transitions in systems that we rely upon,
there is great need to better understand and predict tipping points. However, it should be
noted that tipping points are just one of the many types of transition that can abruptly
occur in a dynamical system.
The wealth of possible transitions that a system can undergo can be appreciated from
bifurcation theory [181, 114]. A bifurcation is a point in parameter space where the stability
properties of the system undergo a qualitative change. For example there can be an
exchange of stability between two colliding states (Transcritical), a loss of stability to a
stable limit cycle (Hopf), or annihilation between a stable and unstable state resulting
to a transition to another attractor (Fold). A tipping point is often manifested as Fold
2
bifurcation in mathematical models, however this is not always the case as we will see below
in the model of social tipping. Given the variety of different bifurcations (and therefore
transitions) that can occur, we do not refine ourselves to transitions that correspond to
tipping points, but speak of transitions more generally that correspond to the crossing of a
bifurcation point. Examples of transitions that do not correspond to tipping points include
the transition to oscillations in predator-prey communities via a Hopf bifurcation [70], the
transition to cardiac arrhythmias via a period-doubling bifurcation [153] and the transition
to species extinction via a Transcritical bifurcation [61].
This thesis addresses transitions from two different paradigms of applied mathematics.
First, there is the realm of mathematical modelling, where one makes mechanistic as-
sumptions about a system, written in the form of equations, and tries to explain observed
behaviour or predict future behaviour based on the model, although the uses of mathe-
matical modelling go far beyond this [66]. In this thesis, we will be using simple models,
with the primary goal of explaining the effect of different mechanisms on transitions, and
assessing the behaviour of the model in parameter regimes outside of what is currently
observed. These models give insight into the type of dynamics that a system can exhibit
for a range of different parameter values - they are not making predictions per se. This
leads us to the second paradigm of data-driven approaches, that are largely independent
of model assumptions.
Models can only take us so far in detecting upcoming transitions in dynamical systems.
They are well-suited to describing the type of dynamics that can exist and under which
conditions, though their ability to locate a transition is hampered by uncertainty in model
parameter values and assumed mechanisms. Recent work has shown that data-driven
approaches that monitor changes in statistical properties over time can help in detecting
transitions [168, 53, 190, 61, 50]. These statistical changes have been referred to as ‘early
warning signals’ (EWS), a term which we will use throughout the thesis. Research on
EWS for tipping points exploded after a popular review in 2009 [168] (also seen in Figure
Figure 1.1), now with a multitude of different metrics in both spatial and temporal data.
We provide a review of this relatively new approach in Chapter 3, with a focus on the
current limitations, that this thesis addresses.
3
Figure 1.2. Bifurcation diagram and single realisation for the simple social model.
Solid (dashed) black lines show stable (unstable) states. Blue line shows a stochastic simulation
of the model in Equation 1.5. Red arrows indicate the direction of flow that a trajectory would
undergo with fixed parameter values. The model exhibits two Transcritical bifurcations at
µ = δ,−δ which both result in critical transitions to the alternative state. The simulation has µ
increasing linearly from [−1, 1.5] over 50 time units, and parameter values δ = 1, κ = 1 and
σ = 0.1.
1.1 Transitions in a simple social system
It is interesting to see how transitions can occur in social systems from the perspective of a
simple model. Consider a population, where individuals may choose between two strategies
A and B. As an example, let’s take the choice of being a smoker (A) or a non-smoker (B).
Let x be the proportion of individuals who adopt strategy B (so 1− x adopt strategy A).
Each strategy has a payoff, which we assign as
eA = −µ(t) + δ(1− x) (1.1)
eB = δx (1.2)
where µ(t) is a general time-dependent cost that an individual incurs to adopt strategy A.
In our example, this could be some function of the perceived health risk of smoking, which
started increasing during the 50s as studies began reporting links between smoking and
lung cancer. The δ terms represent payoffs based on the current proportion of individu-
als with each strategy, capturing the tendency for individuals to conform to social norms
[142, 116]. For instance, the payoff to adopt strategy B, δx, increases with x, the propor-
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tion of individuals who adopt this strategy. Now incorporating a social learning dynamic
from evolutionary game theory [92], which we provide more detail on in Chapter 2, the
population evolves according to
ẋ = κx(1− x)(eB − eA) (1.3)
= κx(1− x)(µ(t) + δ(2x− 1)) (1.4)
where κ is a social learning rate. The bifurcation diagram for this simple model (Figure 1.2)
shows how the popular strategy among the population can abruptly shift to the alternate
strategy as µ(t) crosses a threshold. Moreover, once the system has transitioned, it is
‘locked in’ by social norms, in the sense that reversing the change in µ(t) does not recover
the original state - an effect known as hysteresis. A simple way to model random effects
in the system is to include a white noise term, yielding the stochastic model
ẋ = κx(1− x)(µ(t) + δ(2x− 1)) + σξ(t) (1.5)
where σ is a noise amplitude and ξ(t) is a Gaussian white noise process. A stochastic
simulation of this system with gradually increasing µ is shown in Figure 1.2, demonstrating
a critical transition.
In the context of smoking where µ(t) is related to factors such as perceived health risk,
scientific evidence of the dangers of smoking was clear as early as 1964, but declines in
smoking abundance did not take place until over a decade later [74], in part due to rigid
social norms. This phenomena is captured by the simple model wherein increases in µ have
little effect on the state of the system until it exceeds a threshold (the strength of social
norms, δ), at which point the system transitions relatively quickly to a majority adopting
the alternate strategy. Although a large simplification of human behaviour, this model
demonstrates a very general phenomenon of how social norms can hold populations in a
certain way of thinking, until a new idea comes along, significant enough to exceed the
threshold set by social norms.
In Chapter 2, this thesis will explore the consequences of these dynamic social processes in
the context of climate change and mitigative behaviour among individuals. The setup for
social dynamics is similar, however factors within the payoffs will now be dependent on the
climate, which is itself an evolving system. A fundamental question is how does the inter-
action between social processes and the climate system effect global climate predictions?
We address this question from a simple modelling framework. The combination of models
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for social behaviour and geophysical models of the Earth’s climate system is something
that only recently became apparent in the scientific literature [11], and early results have
revealed how nontrivial, nonlinear behaviour can arise when the two are coupled. We con-
tribute to this emerging literature with a simple model that captures the salient features
of social and climate dynamics.
1.2 Thesis outline
This thesis is organised as follows. We begin in the modelling paradigm in Chapter 2,
where we use a simple socio-climate model to better understand the impact of various social
mechanisms (e.g social norms, social learning) on future trajectories of climate change. The
modelling of social behaviour adopts the framework outlined earlier, except now payoffs
are coupled to the climate system, which is itself evolving over time. Modelling the climate
system with a two-way coupling to a social component is a relatively new idea [11] and
the work in this thesis is the first to model the effects of endogenous social processes on
climate change. This chapter has been published in PLOS Computational Biology [30].
In Chapter 3, we move to the data-driven paradigm, and introduce the key concepts and
theory behind critical transitions and their corresponding model-free EWS. This chapter
serves as an introduction to the area, but also a review of the key literature that concerns
EWS in time series data. We provide an example of EWS in action, and also highlight the
current limitations of EWS, that the contributions in this thesis address.
Chapter 4 develops a genre of EWS that we have termed ‘spectral EWS’ since they use
information in the power spectrum to infer an upcoming bifurcation. The paper [29] shows
how spectral EWS can provide not only advanced warning of a transition compared to
traditional EWS, but also information on the type of upcoming bifurcation. It is currently
in submission with PNAS.
Chapter 5 is concerned with the behaviour of EWS prior to extinction in seasonal popula-
tions. The work shows how EWS vary depending on the process that is driving extinction,
and also how time series data of populations from different seasons can be used together
to provide an enhanced composite EWS of extinction. This paper is being prepared for
submission.
The thesis concludes in Chapter 6, where we discuss the broader implications of our results
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and draw on further research directions that merit pursuit. Note that a glossary of technical
terms is provided at the start of the document.
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Chapter 2
Charting pathways to climate change
mitigation in a coupled socio-climate
model
This chapter is based on the paper: Thomas M Bury, Chris T Bauch, and Madhur Anand. Charting




Geophysical models of climate change are becoming increasingly sophisticated, yet less
effort is devoted to modelling the human systems causing climate change and how the
two systems are coupled. Here, we develop a simple socio-climate model by coupling an
Earth system model to a social dynamics model. We treat social processes endogenously -
emerging from rules governing how individuals learn socially and how social norms develop
- as well as being influenced by climate change and mitigation costs. Our goal is to gain
qualitative insights into scenarios of potential socio-climate dynamics and to illustrate how
such models can generate new research questions. We find that the social learning rate
is strongly influential, to the point that variation of its value within empirically plausible
ranges changes the peak global temperature anomaly by more than 1°C. Conversely, social
norms reinforce majority behaviour and therefore may not provide help when we most
need it because they suppress the early spread of mitigative behaviour. Finally, exploring
the model’s parameter space for mitigation cost and social learning suggests optimal inter-
vention pathways for climate change mitigation. We find that prioritising an increase in
social learning as a first step, followed by a reduction in mitigation costs provides the most
efficient route to a reduced peak temperature anomaly. We conclude that socio-climate
models should be included in the ensemble of models used to project climate change.
2.2 Introduction
According to many ancient myths, humans did not invent fire-making de novo but rather
learned it from personalities like Prometheus and subsequently spread the practice amongst
themselves. These stories reveal how ancient myth-makers already grasped the fundamen-
tal importance of social learning - the process whereby individuals learn new behaviours,
values and opinions from others [155]. Social learning is no less relevant in the era of
human-environment challenges [91, 10, 71]. The importance of social learning and social
processes more generally in climate change mitigation and adaptation is well recognised
[36, 41, 24, 7]. Increasingly sophisticated geophysical climate models are helping us under-
stand the impacts of anthropogenic greenhouse gas (GHG) emissions [25, 46, 177], and the
importance of these models is hard to understate. However, climate projections depend
strongly on the assumed trajectory of GHG emissions [192]. This trajectory is determined
by human behaviour and yet climate models generally do not incorporate dynamic so-
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cial processes relevant to GHG emissions. Rather, GHG emissions are assumed to follow
some specified trajectory. These trajectories are constructed with socio-economic factors in
mind, (see Representative Concentration Pathways [192] and Shared Socioeconomic Path-
ways [141] for instance), but are not coupled to climate dynamics and do not capture
human responses to climate change in a mechanistic way.
Just as human behaviour influences climate trends, climate change in turn influences hu-
man behaviour concerning GHG emissions, including both climate change mitigation and
adaptation [36, 41, 7, 198, 95]. Individuals in places with rising average temperatures are
more likely to perceive climate change [95], and social effects are apparent when individu-
als take steps in response to such shifting perceptions [41, 7]. There is also an important
distinction between social learning and social norms - socially accepted and widely prac-
tised modes of conduct [3]. Social norms are known to have a strong influence on human
behaviour [40] including aspects relating to climate change [24, 3, 139] and therefore play
an important role in determining emission trajectories [41]. Multiple studies show a ten-
dency for individuals to conform to emerging norms in support of climate change mitigation
[24, 3]. Moreover, it appears that individuals are often not consciously aware of the impor-
tance of social norms in their decision-making and instead falsely ascribe their decisions
to other factors [139]. However, it is important to note that social norms do not automat-
ically promote socially beneficial outcomes. They can equally well force conformity to a
destructive norm such as political extremism [174]. This also happens in the context of
climate change behaviour, where it has been found that individuals may also conform to a
norm of non-mitigation, by adjusting their habits to match those of less environmentally
friendly neighbours [139, 180].
Hence, Earth’s climate and human subsystems are part of a single coupled system where
social dynamics play a vital role. Yet, models of Earth’s coupled climate-behaviour system
remain essentially undeveloped. One such approach [11] couples a sophisticated climate
model [177] to a model for individual behavioural change based on the theory of planned
behaviour - a dominant paradigm in psychology [1]. The authors find that the sensitivity
of global temperature change to human factors such as response to extreme events, social
norms and perceived ability to adopt mitigative strategies is of a similar magnitude to its
sensitivity to geophysical factors. They deduce that quantifying behavioural uncertainty
and physical uncertainty in climate projections deserve equal attention. The model focuses
on how individual psychology and behaviour are influenced by extreme weather events. The
model for individual psychology is scaled up to the population level in a way that does not
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account for endogenous social processes such as social learning. As such, individuals do
not learn behaviour or opinions from one another, and social norms are treated as a fixed
effect that does not depend on the population’s current composition of attitudes.
Here, we treat social learning and social norms endogenously, by modelling their dynam-
ics as they emerge from rules governing how individuals interact, learn and behave. Our
first objective is to develop qualitative insights into how different aspects of the system
- endogenous social processes, temperature trends, and mitigation costs - separately and
together determine possible dynamics of the larger socio-climate system. Our second ob-
jective is to illustrate potential uses of coupled socio-climate models to chart social and
economic policy pathways that mitigate climate change as quickly as possible. To meet
these objectives, we sought to develop a model that (1) could capture a range of IPCC
climate change scenarios, ranging from 4 degrees of warming by 2100 (RCP 8.5 scenario)
to sub 2 degrees of warming (RCP 2.6 scenario), (2) was simple enough to analyse so
that we could learn which mechanisms drive the predicted socio-climate dynamics, (3) was
based on existing approaches for modelling social dynamics and climate dynamics, and (4)
captured the salient features of social and climate systems. Given the model’s simplicity,
it is primed for insights as to how social and climate processes interact, though limited
in its predictive capacity due to the complexity of the socio-climate system. The devel-
opment of more complex socio-climate models will be an important research avenue, once
the mechanisms of socio-climate dynamics are better understood.
2.3 Methods
Model
Geophysical models in the climate science literature span a wide range of different com-
plexities depending on the associated research objective. Highly complex models are the
state-of-the-art for weather and climate prediction [177, 107, 113], whereas simple mod-
els allow us to assess processes and feedbacks, thereby improving our intuition of climate
system dynamics [117, 47, 48, 134, 125]. Likewise, the behavioural sciences have benefited
from a variety of modelling approaches, that address the diverse set of social processes
that take place on the individual and societal level [88]. Here, we use minimal models for
both social and climate dynamics. Starting simple allows us to build intuition on the effect
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of socio-climate feedbacks that have yet been considered in the climate change literature.
The social model is widespread and, despite its simplicity, captures the salient aspects of
social dynamics [88, 96, 91]. Moreover, the simple Earth system model that we use [117]
accurately follows the projections of the state-of-the-art CMIP5 models when forced with
the IPCC emission scenarios (Figure A.1).
Behaviour dynamics
Individuals in our model are either ‘mitigators’ or ‘non-mitigators’ and they learn these be-
haviours from others at a specified social learning rate. They switch to the more attractive
behaviour according to a utility function governed by the costs of climate change mitigation
(such as the cost of installing solar panels or buying gas-electric hybrid vehicles), the costs
imposed on non-mitigative behaviour (such as a carbon tax), the costs associated with
the average global temperature anomaly, and the utility associated with social norms that
reinforce the majority behaviour, whether it be mitigation or non-mitigation. Social norms
strengthen as the majority behaviour becomes more prevalent, consistent with empirical
studies [24, 139]. Formally, the utility of being a mitigator is taken as
eM = −α + cf̃(Tf ) + δx (2.1)
where α is the cost of adopting mitigative strategies, c is a proportionality constant that
regulates the extent to which climate change costs influence incentive to mitigate, f̃(T ) is
the cost associated with with a temperature anomaly of T degrees Celsius, Tf is a projected
temperature anomaly (see below), δ is the strength of social norms and x is the proportion
of mitigators in the population. The utility of being a non-mitigator is taken as
eN = −γ − f̃(Tf ) + δ(1− x), (2.2)
where γ is the cost of non-mitigative behaviour, representing for example a carbon tax.
Note that the utility due to social norms here is instead weighted by the proportion of
non-mitigators, 1− x.
Social learning is implemented as follows. Each individual samples other members of the
population at a fixed rate κ. If ‘individual A’ samples ‘individual B’ and B’s strategy has a
higher payoff that of A, then A will switch to B’s strategy with a probability proportional to
the difference in payoffs. Thus if there are x mitigators in the population, the rate at which
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a non-mitigator encounters a mitigator is κx. Should there be a utility gain in switching
(eM > eN), the non-mitigator will switch their strategy with a probability proportional
to the payoff difference, eM − eN . Since there are a total of 1 − x non-mitigators in the
population, the total rate at which non-mitigators switch to being mitigators is
rN→M = κx(1− x) max{eM − eN , 0}. (2.3)
Using similar arguments, one can show
rM→N = κx(1− x) max{eN − eM , 0} (2.4)
and so the net rate of change in mitigators is
dx
dt
= rN→M − rM→N = κx(1− x)(eM − eN), (2.5)
which has an equivalent form to the replicator equations of evolutionary game theory [92].





γ − α + (c+ 1)f̃(Tf ) + δ(2x− 1)
]
, (2.6)





− β + f(Tf ) + δ(2x− 1)
]
, (2.7)
by introducing the new parameter β = α − γ (the net cost to mitigate) scaled function
f(T ) = (c+ 1)f̃(T ) (the net temperature associated gain to mitigate).
Temperature projection
Because long-term climate forecasts are known to influence individual decisions on whether
to support mitigation [198], the utility function assumes that individuals base decisions on
long-term extrapolations of recently experienced climate trends. The projected tempera-
ture takes the form





(T (t)− T (t− tp)) (2.8)
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where tp is the number of years back to extrapolate from and tf is the number of years
forward to extrapolate to.
Perceived costs associated with climate change
We assume that the costs associated with climate change have a sigmoidal relationship
with the global temperature anomaly. This is motivated by the slow mitigative response
to global warming over the past decade (Figure A.8 - Figure A.10) and the anticipated





where f̃max corresponds to a maximum cost, ω is the degree of nonlinearity of the sig-
moid, and Tc is the critical temperature about which costs are most sensitive to change
(Figure A.5). We combine c and f̃max into the single parameter
fmax = (c+ 1)f̃max, (2.10)





as used in (2.7).
Earth system model
We couple the social model to an Earth system model [117] with reduced ocean dynamics
[133]. Dynamics for atmospheric CO2 is modified to include an anthropogenic emission






− P +Rveg +Rso − Foc (2.12)
where Cat is the deviation in atmospheric CO2 from pre-industrial values, ε(t) is the baseline
rate of CO2 emissions in the absence of mitigation, x0 is the initial proportion of mitigators,
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Figure 2.1. Endogenous social dynamics influence climate trajectories. Shown are
ensembles of model simulations comparing two parameter values for the social learning rate (κ)
(a-c), strength of social norms (δ) (d-f), and costs associated with mitigation (β) (g-i). All other
parameters are drawn from triangular probability distributions with defined upper, lower and
baseline values (Table A.2). Displayed are median trajectories with 95% confidence intervals
from an ensemble of 100 realisations. Additional details in Methods.
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P is the rate of carbon uptake via photosynthesis, Rveg is the outward carbon flux via plant
respiration, Rso is the outward carbon flux via soil respiration and Foc is the net uptake of
carbon by the oceans. Functional forms for the transfer of carbon via these processes are
provided in Supplementary Information. Global surface temperature is assumed to evolve




= (Fd − σT 4)aE (2.13)
where T is the deviation in global surface temperature from pre-industrial values, c is the
thermal capacity specific heat capacity of the Earth’s surface, Fd is the net downward
flux of radiation absorbed at the planet’s surface (which depends on the opacity of CO2),
σ is the Stefan-Boltzmann constant, and aE is the Earth’s surface area. Full details are
provided in Appendix A.
Simulation
Over the period from 1800 to 2014, the socio-climate model is simulated with a fixed social
component, forced with historical anthropogenic carbon emissions. Initial conditions for
all climate variables are zero since they represent deviations from pre-industrial values.
Social dynamics are initiated in 2014 with an initial proportion of mitigators x0 = 0.05.
The ensuing dynamics of ε(t) follow an increasing but saturating trend corresponding to
the world’s increasing but saturating population size and energy demands. Specifically
ε(t) =
linear interpolation of historical emissions t ≤ 2014ε2014 + (t−2014)εmaxt−2014+s t ≥ 2014 (2.14)
where εmax is the saturating value, and s the half-saturation constant, of ε(t). This ex-
pression is shown graphically in Figure A.7. The system of (delay) ordinary differential
equations is simulated using the NDSolve package in Wolfram Mathematica. Historical
CO2 emissions were obtained from the CDIAC data repository [17].
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Parameters and sensitivity analysis.
Baseline climate parameters are obtained from the original Earth system model [117] where
they were fitted to obtain historical trends of temperature and carbon dynamics. Social
parameters are more speculative and so are given wide upper and lower bounds. The
relative cost of warming (f(T )) with respect to the net cost of mitigation (β) is chosen
in accordance with the argument that the costs of preventative action will be far less
than the cost implied otherwise by global warming [178]. For sensitivity analyses we draw
parameters from triangular distributions that peak at baseline values and extend to upper
and lower bounds (Table A.2). Parameters are kept fixed preceding 2014 to retain historical
trends in the simulations.
2.4 Results
The model demonstrates how the social learning rate can strongly determine temperature
trends. We first consider a null hypothesis where adaptive behaviour is removed from the
model by forcing the proportion of mitigators in the population to remain constant. In
this case of fixed behaviour, emissions saturate and the temperature anomaly increases
indefinitely (Figure A.2). However, once social learning is added and the proportion of
mitigators is allowed to evolve dynamically as in our baseline model, the predicted average
global temperature anomaly can peak anywhere from 2.2°C, near the Intergovernmental
Panel on Climate Change (IPCC) limit [170] (in the case of very rapid social learning) to
3.5°C (in the more realistic case where social learning unfolds on a generational timescale)
(Figure 2.1a-c). Whether people discuss climate change more or less often can therefore
strongly influence temperature trends. Because we model social norms as something that
tends to reinforce majority behaviour and attitudes - whatever they might be - one might
think that social norms act as a double-edged sword. In fact, they operate more like an
unhelpful scimitar, as illustrated by comparing cases of low and high strength of social
norms. Because the population starts off from a state of largely non-mitigating behaviour,
increasing the strength of social norms suppresses the spread of mitigating behaviour for
decades by entrenching non-mitigation as a norm, even when rising temperatures strongly
justify an immediate shift (Figure 2.1d-f). (This model dynamic echoes not only cur-
rent climate norms reinforcing non-mitigation [180] but also past social shifts occurring
on decadal timescales, such as evolving social norms about when and where smoking is
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Figure 2.2. Peak temperature anomaly strongly depends on individual time
horizon. Box-and-whisker plot shows the peak temperature anomaly measured over 100
realisations for fixed time horizons (tf ) and all other parameters drawn from triangular
probability distributions with defined upper, lower and baseline values (Table A.2). Boxes span
the interquartile range, whiskers span the entire set of realisations, and box dividers mark the
median. Additional details in Methods.
acceptable.) However, when mitigating behaviour eventually does become widespread, a
higher strength of social norms does not significantly accelerate its spread. Rather, the two
curves for cases of high and low social norm strength simply move in parallel to one another
because by this time, the utility function that determines behaviour change is dominated
by the large temperature anomaly (Figure 2.1d). In this parameter regime, social norms
generate a perverse asymmetry, in contrast to findings from other socio-climate models
that assume social norms can only support climate change mitigation [180].
The model also shows how a reduction in net mitigation cost can significantly accelerate
the onset of social change. For instance, a 67% reduction in the mitigation cost increases
the percentage of mitigators by 2060 from 10% to 90% (Figure 2.1g-i). Therefore, policies
that reduce the cost of mitigation (through e.g. subsidies, tax cuts) will benefit from the
accelerating effects of social learning and must be timed correctly.
Our baseline model assumes that individuals’ perceived cost of climate change impacts
depends on a linear extrapolation of the recent temperature anomaly over the previous ten
years (Methods). If individuals instead base their decisions only on the current temperature
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anomaly, the simulated global temperature anomaly lies well above the 2°C target set by
the IPCC, and exhibits wide variation in sensitivity analysis (Figure 2.2). This contrasts
with our baseline model where the population movement towards mitigative strategies
ignites earlier, significantly reducing the global temperature anomaly. This predicted dy-
namic stems from the multi-decadal lag between GHG emissions and the consequent global
temperature rise [86].
Our model predicts medium-term GHG emission trajectories (Figure 2.1b,e,h) that are
qualitatively similar to those often assumed under various future emissions scenarios. This
raises the question of how such models can be useful. The socio-climate model enables
us to explore how socio-climate dynamics might respond to changes that are under the
control of policymakers. For instance, it is possible to compare social and economic policy
interventions by considering the effects of simultaneous parameter changes, instead of one
at a time. This enables us to chart out the quickest pathways from highest to lowest tem-
perature anomalies. The relative merits of increasing the social learning rate vs. reducing
the net cost of mitigation are illustrated with a contour plot where the contours represent
peak temperature anomaly as a function of the two parameters (Figure 2.3). Increasing
the social learning rate (e.g. through media coverage and public fora devoted to climate
change) is particularly effective when social learning is slow, but has saturating benefits,
as indicated by the increasing vertical spacing of contour lines for at higher learning rates.
In contrast, reducing the net mitigation cost (e.g. through tax breaks) drives a more linear
response in peak temperature anomaly. Crucially, it should be noted that both a reduction
of net mitigation cost and an increase in the social learning rate are required to achieve
the IPCC target. The arrows in Figure 2.3 show the ‘path of steepest descent’ - the most
efficient combination of the two measures. Starting from a situation of high projected
temperature anomalies, the model predicts that increasing the social learning rate should
first be prioritised, followed by a reduction in net mitigation cost once the benefits of so-
cial learning begin to saturate. This approach gets us to the region of parameter space
corresponding to the IPCC target faster than alternative trajectories.
A sensitivity analysis reveals the relative influence of each parameter on the peak tempera-
ture anomaly (Figure 2.4). The time horizon of individuals’ temperature projection, social
learning rate and costs of mitigation are major factors, all of which may be influenced by
appropriate intervention. The importance of social parameter uncertainties in determining
climate predictions indicated by our model has also been predicted by other socio-climate
models[11]. Interestingly, the system is relatively insensitive to the initial proportion of
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Figure 2.3. Optimal pathways to mitigation via increasing social learning and
reducing mitigation costs. Contour plot showing peak temperature anomaly at specified
values of the net cost of mitigation (β) and rate of social learning (κ). Arrows indicate the
direction of steepest descent - the most efficient combination of the two measures to reduce
temperature anomalies. All other parameters are fixed at baseline values (Table A.2).
Additional details in Methods.
mitigators, suggesting that the mediation of social processes, as opposed to the current so-
cial state, is key to guiding the socio-climate system to a trajectory of reduced emissions.
Sensitivity analyses such as these can help investigators determine priorities for data col-
lection: the parameters exhibiting the greatest influence on predictions should be targeted
for data collection so we can best reduce model uncertainty.
A striking feature revealed by the sensitivity analysis is the asymmetry in many of the
parameter dependencies. Consider the three parameters with highest impact on the peak
temperature anomaly (concerning forecast horizon, learning rate and global warming costs).
A decrease in these parameters is more detrimental than an increase is beneficial. For
example, a forecast horizon 10 years over baseline value results in a 0.6 degree decrease in
peak temperature anomaly, whereas a forecast horizon 10 years below baseline value results
in a 1 degree increase. This imbalance is a manifestation of the nonlinear interactions
between and within each of the social and climate system.
The sensitivity analysis also reveals non-monotonic relationships between the peak tem-
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perature anomaly and the parameters. For example, both an increase and a decrease in
solar flux results in a higher peak temperature anomaly. Interestingly, this is not the
case if the climate subsystem is considered in isolation. For a fixed emissions scenario, a
higher (lower) solar flux will always result in a higher (lower) peak temperature anomaly,
since the solar flux is proportional to the net downward radiation absorbed by the planet’s
surface. The coupling to social dynamics fundamentally alters this relationship. In the
socio-climate system, a reduced solar flux results in a slower increase in surface temper-
ature. As a consequence, individuals are less incentivised to mitigate, causing the social
system to maintain a regime of non-mitigative behaviour. The accompanying high rate of
CO2 emissions quickly overcompensates for the reduced solar flux, yielding a higher peak
temperature anomaly. Thus seemingly useful interventions to the physical system can ac-
tually end up doing more harm than good when there is strong coupling to a social system,
as is the case for global warming.
2.5 Discussion
This study has shown how social processes can influence climate dynamics, according to
one possible way of modelling social dynamics and norms. However, other frameworks
for modelling human behaviour could yield different predictions. For instance, the socio-
climate model of Ref. [11] does not include social learning. Individuals respond directly
to changes in the climate, and not through interactions with one another. As a con-
sequence, the rate at which individuals adopt mitigative strategies only varies with the
current climate situation, and not with current population consensus. Mitigation efforts
can therefore be expected to closely follow the severity of climate change in the model.
In our model, social learning manifests as a feedback within the social system, result-
ing in qualitatively different socio-climate trajectories. Mitigative behaviour is initially
suppressed–even as temperatures rise to levels that should incentivise mitigation–due to
low numbers of mitigating individuals and therefore little turnover of behaviour in the
population. However, social learning creates a positive feedback loop once there is a net
positive utility to mitigate, and so as the numbers of mitigators increases, so too does the
rate at which non-mitigators switch to being mitigators. This results in a sharp non-linear
increase in mitigators, as a combined outcome of both the social and the climate system
dynamics. We note that, all else being equal, adding social learning to a model has the
effect of slowing down behaviour change in the human population (since a process takes
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Figure 2.4. Peak temperature anomaly is sensitive to both social and climate
parameters. Tornado plot showing the deviation in peak temperature anomaly when
parameters are varied individually. A red (blue) bar indicates the deviation when the specified
parameter adopts its upper (lower) bound, while all other parameters are fixed at baseline
values (Table A.2). Parameters ordered by relative impact from top to bottom. Additional
details in Methods.
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time, by definition), and therefore the mitigation response of human populations.
Conversely, the case of very rapid social learning recovers a ‘best response’ model similar
to those assumed in classical economics, where individuals immediately adopt the highest
payoff strategy without learning the behaviour from others. Whether or not this assump-
tion can approximate behaviour in real human populations hinges upon how fast social
learning occurs - individuals would need to sample others rapidly enough to enable com-
plete population behaviour change within 5 years for this approximation to work in our
model, which seems implausible (Figure 2.1a-c).
In a different vein, we assumed a homogeneous population with respect to mixing and
individual utilities. The model’s social dynamics capture interactions at the individual
level, though there are many different scales of social organisation that the model does
not consider, from families/neighbourhoods to cities/states and up to interacting coun-
tries. Future models could include this more hierarchical social structure. Similarly, these
models could include different types of individual with correspondingly different utilities.
For instance, the model could include industrial corporations with utilities biased toward
shareholder profit, and social institutions (such as laws, taxes, the education system) that
reflect the current governmental stance. Social learning may also take on different forms
due to diverse individual psychologies and values [16, 45, 97]. Such heterogeneities are
known to affect the dynamics of a wide variety of systems [62] and can prevent population
consensus by permitting development of echo chambers [59]. Our model also makes the
simplifying assumption that individuals base their temperature projection on linear extrap-
olation of past temperatures. This could be generalised to a non-linear extrapolation to
reflect an individual’s perception of ‘accelerating’ change. Extending socio-climate models
to include these finer details should prove valuable in further investigations.
Climate change is a manifestation of coupled human-environment dynamics and therefore
we should start coupling climate models to social models [36, 187]. Our simple coupled
socio-climate model shows that the rate at which individuals learn socially strongly in-
fluences the peak global temperature anomaly, to the point that variation of this param-
eter within plausible ranges changes the peak temperature anomaly by more than 1°C.
Therefore, it matters whether social processes cause slow or fast uptake of climate change
mitigation measures. We found that social norms may not provide help when we most
need it, although this finding could be nuanced by adding social heterogeneity. Finally,
we illustrated how exploring the parameter space of socio-climate models suggests optimal
paths for mitigating climate change. A more sophisticated policy impact assessment model
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Figure 2.5. Modelling a tipping point in the climate system. Bifurcation diagram for
model of global temperature given in (2.16), treating total anthropogenic CO2 emissions as a
parameter. Solid (dashed) lines correspond to stable (unstable) states. Parameters are
a = 0.015, b = 0.018, T1 = 4, T2 = 4.2.
based on a coupled socio-climate approach could therefore be useful to decision-makers fac-
ing a mandate to reduce GHG emissions with a fixed budget. In summary, it is essential
for climate change research to account for dynamic social processes in order to generate
accurate predictions of future climate trends, and the paradigm of coupled socio-climate
modelling could help us address this challenge.
2.5.1 Climate tipping
The majority of Earth system models, including the one used in this study, assume a
quasilinear relationship between global temperature and cumulative carbon dioxide emis-
sions [179]. However, there exist certain biogeophysical feedbacks that constitute positive
feedback loops, which could yield tipping points within the Earth system at certain con-
centrations of CO2. It is suggested that some of the elements giving rise to these feedbacks
are vulnerable to tipping within just a 1°C to 3°C increase in global temperature [176].
An example of a positive feedback loop is the thawing of permafrost [165], which releases
carbon dioxide and methane into the atmosphere, resulting in increased temperatures and
therefore more thawing of permafrost. The combination of these positive feedback loops
or ‘tipping elements’ [118] could lead to a climate trajectory that does not stabilise at an
intermediate temperature, but continue to increase even as anthropogenic emissions are
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reduced, resulting in a transition to a so-called ‘Hothouse Earth’ [176].
To investigate the scenario of a climate tipping point within a socio-climate framework, we
construct the modified model
ẋ = κx(1− x)(−β + f(Tf ) + δ(2x− 1)), (2.15)





where social dynamics are as before, but now global temperature is modelled by a generic
form (2.16) that exhibits bistability, and a Fold bifurcation (Figure 2.5) that is driven by
the total anthropogenic CO2 emissions, C. In this setup, the Earth system components
are modelled implicitly within the differential equation for temperature. A simulation of
this modified model is shown in Figure 2.6 and compared to a simulation of the original
model at baseline parameter values. The simulation of the modified model shows the
scenario of the climate system crossing the Fold bifurcation before mitigative behaviour
has become sufficiently widespread to prevent the transition. The global temperature shows
slow increase up to the tipping point, beyond which the climate system accelerates rapidly
towards a new undesirable state of high global temperature. Due to the minor increases in
temperature prior to the tipping point, the social system does not respond quickly enough
to prevent the transition. Therefore techniques to predict upcoming tipping points are
urgently required. This motivates the following chapters, which study early warning signals
- statistical changes in time series data that could be used to infer upcoming bifurcations,
and therefore tipping points.
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Figure 2.6. Comparing socio-climate trajectories with and without a tipping point.
Blue line shows a simulation of the original socio-climate model at baseline parameter values.
Red line shows a simulation of the modified model that possesses a tipping point in the
dynamics of global temperature as CO2 levels increase. In this configuration, the climate flips to
a new state before mitigative behaviour has become widespread enough to avert the tipping
point. Parameters of the original socio-climate model are taken at baseline values. Parameters




Early warning signals for critical
transitions: a review
3.1 Preface
Mechanistic models have long been used as tools to investigate the stability of systems,
be that an ecosystem, a financial market, or a suspension bridge. Many systems such
as these possess thresholds at which the system suddenly loses stability and transitions
to a distinctly different state, an event known as a critical transition. In the realm of
mathematical models, these thresholds correspond to bifurcations, and the surrounding
theory [181, 114] can be used to get insight into the type of behaviour the system exhibits
after crossing the threshold. However, for this information to be relevant, a mathematical
model must accurately represent the system in question i.e. it must capture the appropriate
system mechanisms. Moreover, to get a precise estimate on the location of bifurcations,
the model should have accurate parameter values. Fortunately for suspension bridges, the
governing mechanisms are well established from physics and engineering (e.g. Newton’s
laws of motion), and parameter values can be measured directly. As such, engineers can
compute the load a suspension bridge can take before it becomes unstable. In contrast, the
mechanisms and parameter values of an ecosystem or financial market are less certain, and
models of these systems, while useful (see e.g. [66]), do not generally provide precise values
for where stability will be lost. To help with this, a recent growth of literature has been
devoted to the development of so-called early warning signals (EWS), that are independent
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of any model assumptions or parametrisation [168]. Instead, they capture generic changes
in statistical properties that occur prior to an instability.
This chapter provides the reader with a basic understanding of critical transitions and
how EWS can be used to aid in their detection. We begin by describing the variety of
transitions that can occur in a system due to different types of bifurcation, and what
makes a transition ‘critical’. We then introduce the phenomena of critical slowing down,
which the majority of EWS are based upon. We show how critical slowing down and the
accompanying EWS can be understood intuitively using stability landscapes, and provide
a more mathematical justification by deriving analytical approximations for them in a
simple stochastic model. There exist a plethora of EWS that have been developed, and so
we restrict our review to EWS that are designed for time series data (as opposed to spatial
data [54, 103, 159]), with a particular focus on their ability to predict certain types of
bifurcation and make use of multiple sets of time series data, since it is these aspects that
this thesis contributes to in Chapter 4 and Chapter 5. Finally we discuss the limitations
of EWS and the circumstances under which they should be applied.
3.2 Bifurcations and critical transitions
In systems with nonlinear feedback mechanisms, bifurcations are likely to occur. These are
points in parameter space where the stability properties of the system undergo a qualitative
change. Bifurcations come in a variety of types, with each one resulting in a specific change
in dynamics, such as the onset of oscillations or a transition to a far-away attractor. For
a full description of the different types of bifurcation, there exist many good books on the
subject [181, 114].
An important property of bifurcations, is whether or not the transition they yield is re-
versible. Some bifurcations yield a ‘smooth’ transition i.e. the system remains within a
local neighbourhood as the bifurcation is crossed (e.g Pitchfork, supercritical Hopf). As
such, the original state can be restored upon returning the bifurcation parameter to its
original value. In contrast, other bifurcations result in a ‘critical’ transition whereby the
system moves to an attractor outside of the local neighbourhood (e.g. Fold bifurcation,
subcritical Hopf). We refer to these bifurcations as catastrophic bifurcations. In these
cases, the original state is not recovered upon returning the bifurcation parameter to its
original value - an effect known as hysteresis. Thus, a critical transition not only results
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Figure 3.1. Schematic of alternative
stable states and a critical transition
upon changing external conditions.
Lower panel shows the bifurcation diagram
representing a Fold bifurcation. Upper slices
show the stability landscape fixed values of
external conditions. In conditions at point A,
the system possesses a single stable state, and
so will return to this state upon a
perturbation of any size. As conditions vary
towards point B the system develops
bistability, allowing the possibility of noise to
knock the system into the alternative stable
state. As the conditions get closer to B the
edge of the basin of attraction gets closer,
making it more likely for noise to push the
system out. For conditions at B, the original
stable state no longer exists due to the Fold
bifurcation, and so the system will have
necessarily transitioned at this point. The
effect of hysteresis can be seen in that
returning the conditions to the bistable
configuration does not recover the original
state. Figure adapted from [167].
in a large shift to an alternative dynamical regime, but is also not immediately reversible.
In the context of real-world systems that humans rely upon such as ecosystems, predicting
these transitions is clearly of significant importance.
It should be noted that there exist many terms in the literature referring to ‘abrupt tran-
sitions from small changes’. Examples include tipping points, break points, regime shifts
and critical transitions. In this thesis, we reserve the term critical transition for transitions
that occur due to the approach of a catastrophic bifurcation. In reality, systems will often
transition prior to the bifurcation being crossed, due to the noise magnitude becoming on
the order of the basin width. We use the term transition more generally, to describe a qual-
itative change in system dynamics, that may or may not be the result of a catastrophic
bifurcation. For example, many predator prey models undergo the onset of oscillations
via a supercritical Hopf bifurcation upon an increased level of resources [70] (the so-called
paradox of enrichment [163]). In contrast, significant reduction of resources can result in
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extinction via a Transcritical bifurcation. Neither of these bifurcations are catastrophic,
although they do result in a qualitative change of dynamics, so we refer to them simply as
‘transitions’.
A necessary ingredient for a catastrophic bifurcation, and thus a critical transition, is
that of a positive feedback loop which refers to a change that it self-reinforcing [104]. An
alarming example of this is the Earth’s albedo effect, whereby the melting of ice promotes
greater warming, which in turn melts more ice. A system with positive feedback loops
then has the potential to exhibit alternative stable states, meaning that under the same
parameter configurations, the system could sit in more than one stable state. This can
be visualised with stability landscapes as in Figure 3.1, where valleys correspond to stable
states and the slope represents the rate of change of the system. A prototypical example
of a systems with alternative stable states is that of freshwater lakes, which may reside in
either an oligotrophic or a eutrophic state under the same environmental conditions [167].
Such contrasting states under the same environmental conditions are remarkably common
in nature [166], and suggest the presence of underlying bifurcations in these systems.
3.3 Critical slowing down
At the heart of EWS theory is the phenomenon of critical slowing down. When a system
resides in a stable state, it will return to equilibrium following some small perturbation.
However, as a system gets close to a local bifurcation, the time it takes for the system to
recover will increase due to a weakening of restoring forces. Critical slowing down refers to
the process of these restoring forces tending to zero as a local bifurcation is approached. In
continuous-time mathematical models, this corresponds to an eigenvalue of the Jacobian
matrix obtaining positive real part, or in discrete-time systems, an eigenvalue obtaining
magnitude greater than one. The type of bifurcation that occurs depends on the way the
eigenvalues achieve this (Figure 3.2).
The appealing feature of critical slowing down is that it is generic to local bifurcations [181]
i.e. in the approach to every local bifurcation, the local recovery rate tends to zero. The
first suggestion of this concept as an EWS was by Wissel [204] who proposed an increase
in return time as a signal for thresholds in ecosystems. This was later demonstrated in
a living system [194], by perturbing a cyanobacterial population at different light levels,
and showing that recovery time increased at levels closer to the tipping point. However,
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Figure 3.2. Eigenvalue evolution that accompanies each type of local bifurcation.
The schematics show eigenvalues of the Jacobian matrix plotted on the complex plane, and the
generic ways in which they can evolve to result in a local bifurcation. When all eigenvalues lie
within the shaded region, the system is stable (it returns to equilibrium following a small
displacement). In a continuous-time system, a. a real eigenvalue becoming positive accompanies
either a Fold, Transcritical or Pitchfork bifurcation, b. a complex-conjugate pair of eigenvalues
attaining positive real part accompanies a Hopf bifurcation. In a discrete-time system, c. a real
eigenvalue becoming greater than one accompanies either a Fold, Transcritical or Pitchfork
bifurcation, d. a real eigenvalue becoming less than negative one accompanies a Flip
bifurcation, e. a complex conjugate pair of eigenvalues attaining a magnitude greater than one
accompanies a Neimark-Sacker bifurcation [114].
perturbing a system and monitoring its recovery is often not possible. Fortunately, critical
slowing down is manifested indirectly via certain statistical metrics in systems subject to
noise [98]. As the restoring forces diminish, the system becomes increasingly more like its
previous state, i.e. the lag-1 autocorrelation increases [106]. Moreover, the noise is able
to drive the system further from the equilibrium state, resulting in an increase in variance
[32]. Rising variance and lag-1 autocorrelation are the two most commonly used EWS have
been detected in many empirical systems prior to tipping points [50, 38, 196, 206, 53].
The effects of critical slowing down can be appreciated mathematically by deriving the sta-
tistical indicators analytically. We demonstrate this here with the simple one-dimensional
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system with additive white noise,
ẋ = f(x) + σξ(t), (3.1)
where ξ(t) is a Gaussian white noise process. We assume the system sits in a stable
equilibrium x = x∗, so f(x∗) = 0 and f ′(x∗) < 0. Expanding about the equilibrium point
with the substitution x(t) = x∗ + η(t), we have
η̇ = f(x∗ + η) + σξ(t) (3.2)
= f(x∗) + ηf ′(x∗) +O(η2) + σξ(t) (3.3)
= λη +O(η2) + σξ(t), (3.4)
where λ = f ′(x∗) is the local recovery rate. Assuming noise is sufficiently small, and so
the system stays close to equilibrium, we may drop the O(η2) term. At a local bifurcation






demonstrating how it flatter as the bifurcation is approached (λ → 0). The residual
dynamics η(t) satisfy the stochastic differential equation
η̇ = λη + ση(t) (3.6)
which is the famous Ornstein-Uhlenbeck process (OUp) [188]. We can derive the station-
ary variance and autocorrelation using standard methods [73] as follows. Integrating the
expression in (3.6) gives






where η(0) is the initial position deviation from equilibrium. We are interested in the














Do demonstrate the statistical changes that result form critical slowing down, we compute
the autocovariance function, which is defined as
φ(τ) = 〈η(t)η(t+ τ)〉 (3.10)
where τ is the lag time, and 〈...〉 denotes the expectation of a random variable. Inserting








The white noise process satisfies
〈ξ(t′)ξ(t′′)〉 = δ(t′ − t′′) (3.12)





eλτ (1− e2λt) (3.13)





This yields the following expression for the variance








= eλτ . (3.16)
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It is clear that as a bifurcation is approached in this general system (λ→ 0−), the variance
diverges and the lag-1 autocorrelation approaches unity. This is a consequence of critical
slowing down.
3.4 Computing EWS from time series data
We have seen theoretically the statistical changes that are expected to take place as a local
bifurcation is approached. But how do we go about detecting these changes in empirical
data, which is often non-stationary, noisy, and of low resolution? A thorough method-
ological review is provided elsewhere [55], but here we describe two important procedures
that are required prior to computing EWS from empirical data, and the system-specific
parameters that need to be chosen.
EWS are concerned with changes in fluctuations about equilibrium, not how the equilib-
rium itself changes over time. The first step to computing EWS is therefore to detrend
the data, which is typically done using Gaussian smoothing or a Lowess filter. Both de-
trending techniques take a parameter (bandwidth and span, respectively) that specifies
the size of the interval used to fit the smoothing function. This interval needs to be small
enough to capture changes in the trend, but large enough such that it does not filter out
the stochastic effects that we are hoping to capture (Figure 3.3). Choosing an appropriate
span is therefore dependent on time scales of the system and the amount of available data,
and the sensitivity of EWS to this parameter should be assessed.
Once the data has been detrended, the residual dynamics are obtained by taking the
difference between the raw time series and the trend. It is the residual time series that is
used for computing EWS. In order to detect changes in the statistical metrics, a rolling
window is used, whereby the indicator is computed from the time series within the rolling
window at each location. The size of the rolling window is another parameter to be specified
and should be chosen carefully. The rolling window size should be small enough such that
the time series can be considered approximately stationary within it, but large enough
such that there is enough data within the window to provide a reasonable estimate of the
statistic.
34
Figure 3.3. Comparing the Lowess span used for detrending a time series. The
appropriate span for detrending a time series is system dependent. The detrending should
capture any directional / periodic trends without filtering out the stochastic component that is
relevant to the EWS. Here, although a span of 20 captures the linear trend in this time series, it
does not capture the periodicity, which would significantly impact the EWS. A span of 4 is
more appropriate, as it captures both the linear and the periodic trends. This time series is
generated from xt = 0.1 t+ sin(t) + εt, where εt is a normal random variable of mean zero and
standard deviation 0.4.
3.5 Example: May’s harvesting model
We demonstrate the application of EWS using output from May’s harvesting model [124],













where N represents the abundance of some population. The population undergoes logistic
growth, with growth rate r and carrying capacity K, but also undergoes harvesting, which
occurs according to the familiar ‘Type III’ consumption function whereby consumption
increases faster that linearly for small population values, and eventually saturates for to a
constant for N above some characteristic value N0.
We use the rescaled form with the dimensionless variables x = N/K, t̃ = rt,
dx
dt̃




where s = N0/K, h = β/rK. It can be shown that this system exhibits alternative stable
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Figure 3.4. EWS prior to the critical transition in May’s harvesting model. This
simple ecological model [124] (3.18) illustrates how under simple mechanistic assumptions, a
population can transition from high abundance to low abundance via a Fold bifurcation. For
real populations, it is hard to pinpoint the location of a bifurcation due to uncertainty of
parameters and model assumptions. Model-free EWS such as variance and lag-1 autocorrelation
can help predict the approach of bifurcations, as demonstrated here. a. Bifurcation diagram
where black lines indicate stable states, red dashed indicates unstable state. b. A realisation of
the stochastic model (blue) in (3.20), with h increasing linearly over the interval [0.13, 0.28].
The trend (orange) is captured using a Gaussian filter of bandwidth 0.2 times the length of the
time series. c. Stability landscape for the deterministic model at different harvesting rates h. d.
Variance and lag-1 autocorrelation computed from the stochastic realisation, using a rolling
window as illustrated by the arrow. Parameters values are s = 0.1, σ = 0.01.
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states if and only if s < 1/3
√
3 [124]. The bifurcation diagram for varying h and fixed
s = 0.1 is shown in Figure 3.4a. Note the critical transition that occurs from high to low
population abundance via a Fold bifurcation, as the scaled harvesting rate h increases.
The stability landscape can be computed from the dynamical equation ẋ = f(x) as
V (x) = −
∫ x
f(t)dt, (3.19)
which is shown in Figure 3.4c. Note how as h increases, a stable state at low population
densities arises, and then at a critical value of h the equilibrium state at high population
densities vanishes.
To frame this model in a stochastic setting, we include additive white noise. Dropping








where σ is a noise amplitude and ξ(t) is a Gaussian white noise process. A simulation for
linearly increasing h over the interval [0.13, 0.28] is shown in Figure 3.4b. The variance and
lag-1 autocorrelation for this trajectory are computed as outlined in the previous section
and plotted in Figure 3.4d. Note how both of these metrics increase prior to the critical
transition, providing and advanced warning, as is to be expected for the approach of a
local bifurcation.
3.6 A plethora of metrics
We have shown theoretically and with a simple model how variance and lag-1 autocorrela-
tion are expected to increase prior to a critical transition, potentially serving as an EWS.
These are just two metrics amongst an abundance of others that have been proposed over
the past two decades [169]. The full suite of EWS can be partitioned into those that apply
to time series data and those that apply to spatial data. We restrict our focus to EWS rel-
evant to time series data. Within this subset of EWS, there exists another divide between
model- and metric-based indicators. Model-based indicators assume a statistical model,
which is fit to data, before inferring changes in stability and providing an EWS. Metric-
based indicators on the other hand, make no initial assumptions about the structure of
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the data, and are based solely on properties of the time series. We restrict our review to
metric-based indicators that apply to time series data and their current limitations, since
this is where contributions of this thesis have been made.
Table 3.1 lists the metric-based EWS for time series data developed to date. The sheer
number of different metrics highlights the interest that this field has generated. The table
also provides information on two important properties: 1) whether the EWS can pro-
vide information on the type of bifurcation that the approaching instability corresponds
to, and 2) whether the EWS provides its signal based on multi-variate information i.e.
multiple sets of time series data. The EWS originally proposed, namely autocorrelation
and (univariate) statistical moments [204, 106, 32] showed promise in detecting upcoming
instabilities, however it soon became evident that they would not determine the type of
bifurcation [102], and therefore the nature of the transition to be expected. Moreover, the
use of only a single time series to detect an upcoming transition has been shown to be
inadequate in certain cases [18, 137], since critical slowing down occurs in a direction of
phase space that may be orthogonal to the state variable being monitored. In such cases
one cannot expect an EWS. As such, it has been recognised that the development of EWS
that are bifurcation specific and/or draw insights from multi-variate data is an important
endeavour [57].
We can see from Table 3.1 that some of the more recently proposed EWS provide bifurcation-
specific information and make use of multivariate data. However, the development and
empirical testing of these EWS is still in its naissance. To the best of our knowledge,
there exists only the following bifurcation-specific EWS, and each one has its own spe-
cific limitations and room for improvement. Eigenvalue reconstruction [203] takes in noisy,
multi-variate time series data and provides an approximation to the Jacobian matrix that
generated the data. Considering the nature of the eigenvalues and how they change over
time, one can make some deductions about the type of bifurcation that is approaching.
However, in order to reconstruct the Jacobian using the proposed methods, time series
data for each variable in the system is required, which is often not the case. Secondly,
the scaling of variance has been shown to vary depending on the type of bifurcation [129].
However detecting this scaling in an applied setting is only possible with controlled experi-
mental setups, where the bifurcation parameter can be accurately measured. Thirdly, large
perturbation monitoring [119] has shown promise in determining the type of bifurcation.
However, as the name suggests, this approach requires the system to undergo a large per-








Recovery time (from perturbation) [190]









Detrended fluctuation analysis [120]
Quickest detection method [35]
Eigenvalue reconstruction * * [203]
Scaling of variance * [129]
Large perturbation monitoring * [119]
Covariance matrix (dominant eigenvalue) * [33]
Cross correlation * [39]
Fisher information * [64]
Information dissipation length * [154]
Kolmogorov complexity [27, 52]
Shannon entropy [27]
Nonlinearity * [58]
Critical attractor growth * [100]
Dynamical network marker * [39]
Table 3.1. Review of metric-based EWS for detecting of bifurcations in time series
data. Asterisks indicate whether the EWS provides bifurcation-specific information and/or
makes use of multi-variate time series data. Shorthand notation: C.V., coefficient of variation.
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has been suggested as specific to detecting global bifurcations, not for distinguishing local
bifurcations. There is therefore need for complementary methods that provide information
on incipient bifurcations from noisy time series data, something this thesis addresses with
‘spectral EWS’ in Chapter 4.
There are also recent developments in EWS that use multiple sets of time series data
corresponding to different variables of the same system [33, 39, 99, 183, 65, 51]. For
example, properties of the covariance matrix, such as the dominant eigenvalue [33] and
the cross correlation [39] can provide a more reliable EWS than using just the variance of
the time series of a single variable of the system. An aspect of this will be addressed in
Chapter 5, where we demonstrate how using EWS from time series data of populations in
their breeding and non-breeding habitats can warn of a transition to extinction and the
process that is driving the extinction in the first place. Knowing the cause of population
decline is required for developing effective intervention strategies. I believe there are many
opportunities ahead with regards to the development of EWS in multi-variate time series
data.
3.7 Limitations and prospects for EWS
Before EWS are used in an empirical setting, it is important to understand their limita-
tions and recognise the circumstances under which they are appropriate. Many of these
limitations may be overcome in time as the field progresses. The ‘ideal’ conditions for the
use of EWS are as follows:
1. Slow approach to the bifurcation. The system needs to be in a so-called quasi-
stationary state whereby the bifurcation parameter varies slowly with respect to the
characteristic timescale of the system. Formally α̇  1/|λ| where λ is the local
recovery rate and α(t) is the slowly varying parameter [203]. Under conditions where
a parameter varies faster than the recovery time, the system may undergo rate-
induced tipping [5], which need not be associated with a bifurcation. Early warning
signals for rate-induced tipping are a current avenue of research [161].
2. Small noise amplitude. Noise must be small relative to the width of the basin of
attraction, otherwise the system risks undergoing a purely noise-induced transition,
which is not preceded by EWS [22]. Moreover, conventional EWS are based on
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the behaviour of linearised dynamics, which are only a good approximation for small
noise. However recent research is developing EWS based on large perturbation theory
[119, 75], that applicable to systems with large noise and have the advantage of seeing
a larger portion of the stability landscape, therefore obtaining more information about
possible bifurcations.
3. A local bifurcation. Local bifurcations are preceded by critical slowing down since
they are always accompanied by a loss in local stability [181]. However, critical
transitions may occur due to global bifurcations whereby a larger invariant set such
as a periodic orbit or a chaotic attractor collides with the current equilibrium. Such
transitions are not preceded by conventional EWS [87], although there may be EWS
not based on critical slowing down that could warn of such transitions [100, 203].
Another limitation with conventional EWS is the inability to determine the type of
local bifurcation that is approaching, which is something this thesis addresses.
4. Measurement of an appropriate variable. Critical slowing down occurs along
some direction of phase space (given by the dominant eigenvector(s) of the Jaco-
bian matrix), and so does not necessarily get manifested in all system variables [18].
Determining which variables are appropriate to provide EWS in multi-dimensional
systems is an active area of research [137, 51, 172, 199].
5. White, additive noise. Most modelling studies of EWS assume additive white
noise for simplicity. However, environmental noise often contains some temporal
correlation and scales with the size of the system, making it multiplicative. Multi-
plicative noise has been shown to distort EWS in some systems [56], as can correlated
noise [152]. More work is needed know which indicators perform best under these
scenarios, and which ones fail.
6. High resolution data. For EWS to be detected in time series data, the spacing
between data points should be small compared to that of the recovery time and period
of intrinsic oscillations if they exist [55]. Mathematically we should have ∆t < 1/|λ|,
1/Im(λ) where ∆t is the spacing between data points and λ is the local recovery rate.
Fortunately methods for data collection are improving across fields such as ecology,
medicine and climate science, making the prospect of EWS more favourable.
Unfortunately, field data in ecology rarely adheres to the above limitations for the ideal
detection of EWS. Therefore, the majority of empirical studies that have successfully de-
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tected EWS prior to transitions have either been in disciplines with an abundance of data,
such as engineering [78] and medicine [129], or in ecological studies that involve a controlled
experimental setup [61, 50, 38]. A challenge with ecological data is that it is often subject
to noise that is both multiplicative and correlated in time [147], which falls outside the
ideal conditions for EWS, at least for now. Studies with ecological field data have found
this noise, along with the lack of high frequency data, to hamper traditional EWS [147, 81].
However, we argue that there is plenty of room for optimism.
Theoretical and in silico studies on the effect of correlated [152, 207, 63] and multiplicative
[143, 56, 173] noise are emerging. While these studies caution that these properties of
noise can distort EWS, they also find robustness in certain indicators, and point to the
need for EWS that are tailored to the system at hand, given knowledge of the type of noise
occurring in the system. Moreover, methods are being developed, including a contribution
from this thesis (Chapter 4), that better cope with multiplicative noise when predicting
bifurcations. Perhaps the greatest restriction on the use of of EWS is the requirement for
high resolution data, however massive datasets are becoming more available with advances
in techniques such as remote sensing and automatic measuring schedules. As such, the
possibility of using EWS to predict critical transitions in real complex systems is becoming
ever more concrete. It will be important that theoretical advances accompany this influx
of data, in order to maximise its potential for describing the fate of a system. Our first
theoretical advance in the field of EWS is presented in the following chapter.
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Chapter 4
Detecting and distinguishing tipping
points using spectral early warning
signals
This chapter is based on the paper: Thomas M Bury, Chris T Bauch, and Madhur Anand. Detecting and
distinguishing tipping points using spectral early warning signals. In review, 2019.
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4.1 Abstract
Theory and observation tell us that many complex systems exhibit tipping points–thresholds
involving an abrupt and irreversible transition to a contrasting dynamical regime. Such
events are commonly referred to as critical transitions. Current research is focusing on the
development of early warning signals (EWS) of critical transitions that could help prevent
undesirable events such as ecosystem collapse. As of yet, EWS are generic, and therefore
do not indicate the type of transition. For instance, conventional EWS may fail to dis-
tinguish non-critical transitions, such as the onset of oscillations (e.g., Hopf bifurcation)
from critical ones (e.g., Fold bifurcation). Moreover, EWS are less reliable in systems with
density-dependent noise. Here, we use Ornstein-Uhlenbeck theory to knit together differ-
ent signals present in the power spectrum to create ‘spectral EWS’, which provide greater
sensitivity to transition proximity and therefore more advanced warning, higher robustness
to density-dependent noise, and clues to the type of approaching transition. We demon-
strate the advantage of using spectral EWS in concert with conventional indicators using
a population model and data from a predator-prey chemostat experiment. The ability to
better infer and differentiate the nature of upcoming transitions in complex systems will
help humanity manage critical transitions in the Anthropocene.
4.2 Introduction
The understanding that complex systems can possess thresholds marking a sudden shift to
an alternative dynamical regime has been around for a long time (e.g in ecology [124, 93]).
Such a threshold may be referred to directly as a tipping point/catastrophic bifurcation,
or by its inferred dynamics, as a critical transition/regime shift. Predicting tipping points
and their ensuing dynamics remains a significant challenge, since the observable state of a
system may show little change right up until it is too late. Even where data is abundant,
parameterised models based on biological principles are rarely able to pinpoint tipping
points due to uncertainty in system parameters and mechanisms. However, a new wave
of research is targeting stochasticity as a possible treasure trove of information on the
otherwise hidden, and often surprising, dynamics of complex systems [20, 43].
A significant development in this area is that of early warning signals (EWS), which are a
suite of statistical metrics that are expected to undergo observable change prior to a tipping
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point [168, 55]. Most EWS are grounded on the phenomenon of ‘critical slowing down’,
which is a generic feature of local bifurcations [181]. It involves the degradation of restoring
forces along some dimension of the system’s state space, resulting in a longer return time to
equilibrium following a perturbation. In stochastic systems, this manifests as an increase
in variance [32], higher correlations in time [89] and space [54], lower frequencies in the
power spectrum [106], and notable changes in several other statistical metrics [43].
The generality of critical slowing down is both a blessing and a curse. On one hand, it
allows EWS to be applied to a wide range of systems including socio-ecological [10, 146],
neurological [129], financial [60] and climate [19] systems. On the other hand, bifurcations
come in assorted forms which each possess their own unique dynamics [114], such as a
smooth transition to an intersecting state, the onset of oscillations, or an abrupt departure
to a far away attractor (e.g. Transcritical, Hopf, Fold, respectively). These local bifurca-
tions are all accompanied by critical slowing down [181] and so cannot be distinguished by
the conventional critical slowing down methodology [102]. As such, EWS that are specific
to each type of bifurcation are required to predict ensuing dynamics.
Moreover, the majority of EWS research has revolved around the Fold bifurcation (as-
sociated with a critical tipping point), due to its presence and adverse consequences in
many simple models. However, we show from random matrix theory (Appendix A) that
high-dimensional systems are likely candidates for bifurcations with an oscillatory compo-
nent (e.g., Hopf), due to their approximately ‘circular’ distribution of eigenvalues in their
Jacobian.
The theory of stochastic processes has much to offer the comparatively new field of EWS
[110, 73, 20, 143], though most studies do not go beyond the rules of thumb (provided by
critical slowing down) to seek more specific stochastic signatures. This is well-illustrated
by the general framework of a system of variables ~s that evolves in time according to
d~s = f(~s)dt+ σd ~W (t), (4.1)
where f captures the within-system dynamics and d ~W (t) is a vector of Wiener processes
representing environmental noise with amplitudes given in the matrix σ. For relatively
small noise, the dynamics about an equilibrium state are well approximated by
d~x = A~xdt+ σd ~W (t) (4.2)
where ~x is the deviation of the state from equilibrium and A is the Jacobian matrix of
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f at equilibrium, which contains the local interaction terms between the variables. This
process, originally studied in physics to model Brownian motion [188], is an Ornstein-
Uhlenbeck process (OUp), for which general statistical properties can be derived [73, 56].
Therefore, given a system that fits into this framework, analytical expressions for EWS
can be derived in terms of system parameters (within A) and relative noise strengths and
correlations (within σ). This way, one can move beyond generic indicators of an upcoming
transition (which do not always behave as expected), towards more reliable indicators that
are specific to the system being modelled. This analytical approach has been adopted in
previous studies to investigate EWS behaviour in particular models [136, 158], and under
different regimes of noise [143, 152]. It has also been used to study different bifurcations
[143, 201], however a complete set of EWS approximations prior to each type of local
bifurcation is lacking.
Here, we use the theory behind the OUp (Eqn. [1]) and the Vector autoregression (discrete-
time analogue of the OUp) [26] to derive EWS approximations specific to each type of
local bifurcation in discrete and continuous-time systems (Supplementary Table 1). This
provides a more complete framework for which EWS to expect preceding each type of
bifurcation. The autocorrelation function and power spectrum are of particular interest,
as they possess certain distinguishing features of bifurcations that are not exploited in the
conventional application of EWS. In deriving metrics to exploit these features, we focus on
the power spectrum, due to its intuitive properties and rich history in time series analysis
[151].
The power spectrum describes the relative importance of the various frequency components
within a time series [151]. It is a useful tool to quantify underlying frequencies of a system
that may arise from both external and internal processes [127, 156]. It is also a complete
representation of a (stationary) time series, and so contains a great deal more information
than conventional EWS, that generally constitute a single metric. An important question
then is: how can this information be harnessed to inform a time series observer about
upcoming bifurcations? Previous work on this matter includes an early study from the
physics literature [201], which shows how the power spectrum varies prior to instabilities
of periodic orbits. Later studies have harnessed the phenomena of ‘spectral reddening’ [106,
15], a trend towards lower frequencies in the spectrum, to anticipate a Fold bifurcation.
This trend can be captured by the ’spectral ratio’ [15] a metric which considers the ratio
of power at a low frequency to power at a high frequency, and therefore increases prior
to a Fold bifurcation. However, this metric is subjective as the relative frequencies must
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be chosen in advance. Another metric derived from the power spectrum is the power law
decay rate, which again, captures the effect of spectral reddening [150]. We use the term
spectral EWS to refer to metrics that have been derived from the power spectrum to detect
upcoming bifurcations.
This chapter is arranged as follows. We begin by outlining important observations from
the analytical derivations of standard EWS prior to each bifurcation. We then introduce
two ’spectral EWS’, that have been inspired from the analytical derivations, and explain
how they extend conventional EWS in detecting bifurcations. We then demonstrate their
application to a harvesting model and an empirical dataset, that contain various bifur-
cations. Finally, we discuss the broader implications of these techniques, and in which
circumstances they are best applied, relative to alternate EWS techniques.
4.3 Theory
4.3.1 Deriving bifurcation-specific EWS
We derive bifurcation-specific EWS using the normal form of each bifurcation [114] with
additive white noise. This provides a reasonable approximation to how EWS should behave
prior to bifurcations in general since, near any bifurcation, there exists a mapping to its
corresponding normal form [114]. Here, we show the derivation of EWS prior to the
Fold bifurcation in discrete and continuous time for illustration of the techniques used.
Derivations for the other local codimension-1 bifurcations are provided in Appendix B.
The list of analytical expressions for EWS in each case are provided in Table 4.1, and
visual display of their behaviour is provided in Figure 4.1.
Continuous-time framework. In a continuous-time framework, the normal form of the
Fold bifurcation with additive white noise is given by
dx
dt
= α− x2 + σξ(t), (4.3)
where α is the bifurcation parameter, ξ(t) is a white noise process and σ is the noise
amplitude. The Fold bifurcation occurs at α = 0. For sufficiently small σ, dynamics about
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the stable equilibrium branch (x =
√
α) may be approximated by the linearised form
dη
dt
= λη + σξ(t) (4.4)
where η = x−
√
α, λ = −
√
α, and we have dropped terms of order O(η2). Note that the
recovery rate λ→ 0− as the bifurcation is approached, which corresponds to critical slowing
down. Equation (4.4) is an Ornstein-Uhlenbeck process, for which statistical properties
may be derived, and serve as EWS for the bifurcation. Integrating the expression gives






where η(0) is the initial position of the process. Since we are interested in stationary
dynamics about equilibrium, we may safely drop the transient term here (note that it







Note that in the limit as the bifurcation is approached (λ → 0−), the restoring forces





at which point the stationarity assumption breaks down. Therefore, these expressions lose
their validity at the bifurcation point. We now compute the autocovariance function of
η(t), which is defined as
φ(τ) = 〈η(t)η(t+ τ)〉 (4.8)








Since white noise is uncorrelated, it satisfies [73]
〈ξ(t′)ξ(t′′)〉 = δ(t′ − t′′) (4.10)
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where δ is the Dirac Delta function. The autocovariance function may then be simplified




eλτ (1− e2λt) (4.11)





This yields the familiar expressions for the variance and autocorrelation of the OUp, given
by








= eλτ . (4.14)
These expressions show that as the bifurcation is approached, the variance increases un-
boundedly (until the approximations are no longer valid) and the autocorrelation increases
to unity.
The power spectrum of the process can be computed using the Wiener-Khinchin Theorem,
which states that for a stationary stochastic process, the power spectrum is the Fourier































In certain instances it is useful to consider the power spectral density (PSD), which is based
on the spectrum of autocorrelations ρ(τ) rather than the spectrum of autocovariances φ(τ)
[26]. This is equivalent to normalising the power spectrum by the variance of the process,
meaning that any changes in the power spectral density are a result of changes in the








which is in fact a Cauchy distribution with scale |λ|.
Discrete-time framework. It is important to also assess the behaviour of EWS in
a discrete-time framework, since discrete models can display a range of behaviour not
exhibited by the corresponding continuous-time models. A striking example is the onset
of period-doubling (Flip) bifurcations to chaos in the discrete logistic model [126].
The normal form for the Fold bifurcation in a discrete-time framework is
xt+1 = xt + α− x2t + σεt (4.20)
where now εt is a normal random variable of mean zero and unit variance. The bifurcation
occurs α = 0. Linearising about the stable equilibrium branch (x =
√
α) yields
ηt+1 = ληt + σεt (4.21)
where ηt = xt−
√
α, and λ = 1−2
√
α. Recall that in discrete-time system, local bifurcations
occur when the eigenvalue of the equation dynamics reaches a magnitude of 1 (crosses the
unit circle in the complex plane). The process in equation (4.21) is an AR(1) process, of
which statistical properties can be derived [26]. In higher dimensions, this would be a VAR
process, which is analysed in Appendix B.
The variance of this process can be computed by squaring both sides of (4.21) and taking
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Table 4.1. Analytical approximations for EWS preceding each local, codimension-1
bifurcation. Derivations come from the normal form of each bifurcation [114] subject to
additive Gaussian white noise. Expressions for each statistic are derived using techniques from
stochastic process theory [73], and provided in Appendix B. The derivations rely on the
assumption of small noise (only the linear dynamics preceding the bifurcation are considered),
and stationarity (the bifurcation must be approached slowly enough such that time-series within
a sufficiently large rolling window may be considered stationary). Shorthand notation includes
TC: Transcritical, PF: Pitchfork. The Hopf and Neimark-Sacker bifurcations may be either
super or subcritical.
the expectation, giving
〈η2t+1〉 = λ2〈η2t 〉+ 2λσ〈εtηt〉+ σ2〈ε2t 〉. (4.22)
Assuming the process is stationary, the second moment does not change over time, and so
〈x2t+1〉 = 〈x2t 〉. The white noise term is a normal random variable, independent of xt and
with unit variance, hence 〈εtxt〉 = 0, and 〈ε2t 〉 = 1. The expression can then be rearranged
to give the variance of the process




which diverges as the bifurcation is approached (λ → 1−), as with the continuous-time
system
The lag-1 autocorrelation can be computed by multiplying (4.21) by ηt and taking expec-
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tations. This yields










which increases monotonically to unity, similarly to the continuous-time case.
The power spectrum can be computed by taking the Discrete-Fourier-Transform of the
autocovariance function
























1 + λ2 − 2λ cos(ω)
. (4.30)
52
Figure 4.1. Graphical representation of EWS prior to each local codimension-1
bifurcation. We show the analytical form of the autocorrelation function ρ(τ) and power
spectrum S(ω) at different proximities to each bifurcation given by eigenvalues of the Jacobian
matrix. For the continuous-time bifurcations, we show Re(λ) = {−1,−0.5,−0.25,−0.1}. For the
discrete-time bifurcations we display |λ| = {0, 0.5, 0.75, 0.9}. Other parameters include the
frequency at the Hopf/Neimark-Sacker bifurcation (ω0 = 1), and the noise amplitudes
(σ1 = σ2 = 1).
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4.4 Results
4.4.1 Insights from analytical expressions
The analytical expressions for EWS reveal characteristic features that can be used to
distinguish certain bifurcations, such as the Fold and Hopf bifurcation (Figure 1). Specif-
ically, local bifurcations without an oscillatory component (Fold/Transcritical/Pitchfork)
yield increasing autocorrelation, conforming to the expected behaviour of critical slow-
ing down (Figure 1b). In contrast, local bifurcations with an oscillatory component
(Hopf/Flip/Neimark-Sacker), yield a trend in autocorrelation that depends on the relation-
ship between the lag time τ , and the underlying period of oscillations T (Figure 1e). At
sufficiently low lags (τ < T/4), autocorrelation increases as the bifurcation is approached.
However, for lag times closer to half the period of oscillations, the autocorrelation decreases.
This can be understood intuitively by noting that at a lag time of T/2, one is computing
the correlation between peaks and troughs of the underlying frequency, which become more
pronounced as the bifurcation is approached. Since these points occur on opposite sides of
the trajectory mean, they possess negative correlation. This finding corroborates previous
studies that have found decreasing autocorrelation in both empirical [78] and model [58]
studies preceding Hopf bifurcations. Studies that have found increasing autocorrelation
prior to Hopf bifurcations [102, 9] have used lag times much smaller than the period of
oscillations. Generally lag-1 autocorrelation is used, in which case the lag time simply the
time between successive data points.
The power spectrum perhaps provides the most intuitive picture of the approaching bi-
furcation. Prior to non-oscillatory bifurcations it trends to lower frequencies, which is a
manifestation of critical slowing down. Prior to oscillatory bifurcations it trends to the
frequency of oscillations that occur at the bifurcation. The fact that this frequency is
observed in the power spectrum prior to the bifurcation is due to resonant amplification of
stochasticity [127, 72, 21], which occurs in systems possessing damped oscillations subject
to environmental or demographic noise. The advantage to having analytical expressions
for the behaviour of these functions is that we can now construct metrics that exploit their
distinguishing features for bifurcation detection.
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Figure 4.2. Contrasting EWS preceding the Fold and the Hopf bifurcation. Using
theory from stochastic processes [73], we obtain analytical approximations EWS preceding each
type of local codimension-1 bifurcation (Supplementary Table 1). Displayed are the analytical
forms for the autocorrelation function and power spectrum that precede the Fold and Hopf
bifurcation, respectively. They are plotted at instances where the real part of the dominant
eigenvalue takes the values µ = {−1,−0.5,−0.25,−0.1}. a, The Fold bifurcation involves a
single real eigenvalue becoming positive. b, Autocorrelation at all lag times increases, although
higher lags yield a delayed warning. c, The power spectrum trends to lower frequencies with a
peak amplitude that increases asymptotically faster than the variance (as µ→ 0). d, A Hopf
bifurcation involves a complex-conjugate pair of eigenvalues obtaining positive real part. The
imaginary part of the eigenvalues (ω0) corresponds to the frequency of oscillations that occur at
the bifurcation. e, The trend of autocorrelation depends on how the lag time compares with the
underlying period of oscillations (T = 2π/ω0). f, The power spectrum trends to the underlying
frequency of oscillations ω0, with the peak amplitude increasing asymptotically as before. Fixed
parameters are ω0 = 0.5, σ = 1. Derivation of analytical approximations are provided in
Supplementary Methods.
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Figure 4.3. Smax is more sensitive to
changes in bifurcation-proximity than
variance and lag-1 autocorrelation.
Shown are the analytical approximations for
variance, Smax and lag-1 autocorrelation prior
to the normal form Fold bifurcation, where λ
is the eigenvalue of the corresponding
Jacobian matrix. Smax has twice the relative
rate of increase compared to variance, and
exceeds the relative rate of increase of lag-1
autocorrelation as early as λ = −2.
4.4.2 Advantages of spectral EWS
We construct two spectral EWS that capture the important features of the power spectrum
that relate to the bifurcations. First, we use the peak in the power spectrum (Smax) as an
indicator of bifurcation proximity. Like other EWS, it increases prior to local bifurcations
due to critical slowing down. However its asymptotic behaviour in the approach to the
bifurcation makes it advantageous, (Figure 4.3). Consider the analytical form for the power













as λ→ 0−. (4.32)






as λ→ 0−, (4.33)











where ′ denotes differentiation with respect to λ. Thus, halving the distance to the bifurca-
tion results in a two-fold increase in variance, but a four-fold increase in Smax. Given that
it is the increase in these metrics, that provide the EWS, we expect that Smax will serve
as a more sensitive indicator to changes in bifurcation proximity. One can also compute







which is simply 1 for lag-1 AC. Smax exceeds a relative rate of increase of 1 as early
as λ = −2. We show that this asymptotic behaviour of Smax holds prior to all local
codimension-1 bifurcations in Appendix B.
Another advantage to this metric is its ability to still provide an early warning signal in
systems where multiplicative muffles the early warning signal in variance [56]. Generalising







, as λ→ 0−, (4.36)
where x∗(λ) is the equilibrium state of the system as a function of λ. Therefore, whether or
not these metrics increase prior to the bifurcation, depends on how the equilibrium state
of the system varies with λ. If the equilibrium state is invariant up to the bifurcation
(x∗(λ) = c), such as the Flip bifurcation in the Ricker model, then clearly both variance
and Smax will increase up to the transition. However, if the equilibrium state decreases
up to the bifurcation (e.g. x∗(λ) = cλ1/2, as for the Fold bifurcation), then Var ∼ σ2 and
Smax ∼ σ2/λ, i.e. Smax will provide an early warning signal and variance will not.
The second spectral EWS we propose comes from AIC weights [195]–a metric that deter-
mines the relative parsimony of a set of models fitted to a dataset–to determine which
bifurcation the measured power spectrum corresponds to. The ‘models’ here are the ana-
lytical forms for the power spectra preceding each bifurcation, and a flat power spectrum
to serve as a null model (white noise). These spectral EWS should be used together as
they provide complementary information about an upcoming transition. Smax warns of an
upcoming bifurcation, and the AIC weights provide information on the type of transition
to expect by indicating which analytical form most parsimoniously fits the power spectra.
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Figure 4.4. Characteristic early warning signals preceding the Fold bifurcation in
the Ricker model. a, Simulated response of population abundance (blue) to increasing
harvesting effort. Bifurcation diagram (black) of the deterministic model (solid - stable state;
dashed - unstable state). The arrow illustrates the rolling window (40% of the time series) used
for computing EWS. b, Power spectrum becomes dominated by lower frequencies over time
signalling a potential Fold bifurcation. c, Variance provides no early warning due to
density-dependent noise and a decreasing population abundance [56]. d, Kendall tau values
from 100 realisations confirm no consistent trend in variance. e, Smax provides an early warning
signal as early as t = 300 and f, displays an increasing trend for the majority of realisations. g,
Autocorrelation provides early warning, h, with stronger signals at lower lag times. i, The AIC
weight favours the Fold bifurcation, with increasing confidence once Smax begins to increase.
The spectral metrics combined therefore provide a characteristic early warning signal. j, At time
t = 300, wfold predicts the correct bifurcation for 98 of 100 realisations. Early warning signals
are displayed as means with 95% confidence intervals over 100 bootstrapped samples from the
time series in (a), after removing the trend with a Lowess filter. Kendall tau values are shown
using box-whisker diagrams, where boxes mark the median and span the interquartile range and
whiskers show the full range excluding outliers (black dots) from the ensemble of realisations.
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4.4.3 Characteristic EWS in a model system
We test the spectral EWS on the classical Ricker model of a logistically growing population
that is subject to exploitation (Methods), as it exhibits different bifurcations depending
on the parameter settings [58]. Increasing harvesting effort yields a Fold bifurcation to a
diminished population state, whereas increasing the intrinsic growth rate of the population
(which can occur through size-selective harvesting [140]) yields a Flip (period-doubling)
bifurcation to an oscillatory regime. Note that whereas the Fold bifurcation yields a critical
transition, the Flip bifurcation yields a smooth transition. As such, distinguishing between
the bifurcations in advance is important. The EWS are computed on bootstrapped samples
from segments of the time series within a rolling window (Methods), which provides the
error bars in the EWS metrics. We emphasise that these error bars are not from multiple
simulations of the system, but from the single trajectory as shown. We do this since, in
reality, one usually only has a single realisation to work with. To verify their trends over
multiple simulations, we use Kendall tau values, which serve as a measure of increasing or
decreasing trend. EWS without bootstrapping are shown in Appendix E, Figure B.7 and
Figure B.8.
In the scenario undergoing the Fold bifurcation (Figure 4.4) the trajectory shows sign of
slowing down (increased autocorrelation), but an overall decrease in variance, failing to
warn of the critical transition. This is a known problem in systems that are subject to
density-dependent noise and a decrease in population size prior to the bifurcation [56].
However, since Smax is a more sensitive metric to changes in bifurcation proximity than
variance, it still provides a signal prior to the bifurcation. The AIC weights correctly
identify the approaching Fold bifurcation and do so by time t = 300 for 98 of the 100
realisations.
The scenario undergoing the Flip bifurcation (Figure 4.5) looks somewhat similar when one
only considers the time series trend prior to the transition. The spectral EWS, however,
tell a very different story, in agreement with the theory. Note that a Flip bifurcation
from equilibrium yields oscillations of period T = 2 and so one expects an underlying
frequency of ω = 2π/T = π prior to the transition, as observed in the power spectrum.
Correspondingly, autocorrelation decreases at lag-1 and increases at lag-2 (as expected
from Figure 1e). Smax shows a marked increase (stronger than that of variance), and the
AIC weights correctly identify the Flip bifurcation, well before it arrives. The spectral
EWS together therefore provide a characteristic EWS on the Flip bifurcation that can be
59
Figure 4.5. Characteristic early warning signals preceding the Flip bifurcation in
the Ricker model. a, Simulated response of population abundance (blue) to increasing growth
rate. Bifurcation diagram (black) of the deterministic model (solid - stable state/limit cycle;
dashed - unstable state). b, Power spectrum becomes dominated by a non-zero frequency over
time signalling a potential Flip bifurcation. c Variance provides an early warning signal, and d,
is confirmed to have an increasing trend over an ensemble of 100 realisations. e, Smax yields an
early warning signal with f, a stronger increasing trend than variance. Note that while variance
increases two-fold, Smax increases four-fold, consistent with the asymptotic relationships of these
metrics with the bifurcation parameter (Figure 1). g, Autocorrelation trend depends on the
relationship between lag time and underlying period of oscillations (T = 2) (Figure 1). Lag-1
autocorrelation decreases, since in this case the lag is half of the period. h, Higher lags yield
less pronounced signals on average. i, The AIC weight favours the Flip bifurcation once Smax
begins to increase, which is well before the transition. The spectral metrics combined therefore
provide a characteristic early warning signal. j, At time t = 300, wflip predicts the correct
bifurcation for 98 of 100 realisations. Computation and display details are as in Figure 2.
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Figure 4.6. Spectral EWS across the parameter plane of the Ricker model. For fixed
values of (r, F ) within the stable region of the bifurcation plane, we simulate the Ricker model
and compute the EWS metrics. a. Regions of stability and bifurcation curves. Crossing the
Flip/Fold bifurcation curve results in a transition to oscillations/an alternative stable state.
Perturbations in the stable node/stable spiral regime result in a monotonic/oscillatory recovery
trajectory. b. Peak in the power spectrum Smax. c. Fold AIC weight. d. Hopf AIC weight.
distinguished from the approaching Fold bifurcation.
To assess the efficacy of the EWS under drivers varying simultaneously, we assess the be-
haviour of the EWS over all combinations of the bifurcation parameters. We find that the
spectral EWS distinguish the two bifurcations along any path in the plane of parameter
values (Figure 4.6), with a sharp change in the AIC weights when the stable state tran-
sitions from a stable node to a stable spiral. The temporal EWS behave as expected for
different combinations of parameter values (Figure B.9), with the coefficient of variation
increasing prior to the both bifurcation thresholds and lag-1 autocorrelation increasing
prior to the Fold threshold, but decreasing prior to the Flip bifurcation.
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4.4.4 Characteristic EWS in empirical data
We use chemostat data from a predator-prey experiment conducted in a previous study
[70] (Figure 4.11) to provide empirical validation of the spectral EWS. We also verify that
the same EWS occur in the corresponding model (Appendix C). The authors showed from
both experiments and a parametrised model that the system exhibits two Hopf bifurcations
(H1, H2) as the dilution rate (controlling nutrient uptake) is varied (Figure 4.7a). The
observed Hopf bifurcations occur at slightly higher dilution rates than the model predicts
[70], highlighting the difficulty of locating bifurcations in real systems, and the importance
of having additional predictive tools such as EWS.
We compute EWS for each experimental time series and find good agreement with theo-
retical expectations (Figure 4.7b-d). Preceding both Hopf bifurcations, the spectral EWS
provide a characteristic warning of a Hopf bifurcation – Smax increases, and wHopf is the
significant AIC weight. Moreover, the power spectrum in the pre-bifurcation regime of
H1 (δ = 0.04) shows a dominant frequency, ω0 ≈ 1/3 (Figure 4.8) corresponding to an
underlying period of oscillations, T = 2π(1/3)−1 ≈ 19 days, which approximates the pe-
riod observed in the oscillatory regime. This suggests that in addition to determining the
type of bifurcation, the power spectrum can provide an early estimate of the period of
oscillations at the bifurcation. Power spectra for every empirical time series are shown for
Chlorella and Brachionus in Figure B.11 and Figure B.12, respectively.
4.5 Discussion
The ability to not only detect, but characterise bifurcations is essential for obtaining knowl-
edge of upcoming qualitative changes in a system’s dynamics. In this paper, we have de-
rived analytical expressions for EWS prior to each type of local bifurcation, enabling us to
construct spectral EWS that distinguish oscillatory from non-oscillatory bifurcations and
provide a more sensitive warning of changes in bifurcation proximity. We demonstrated
these tools with a well-known population model, showing how the onset of collapse can
be distinguished from the onset of oscillations, and applied them to empirical data of a
population exhibiting a Hopf bifurcation. This paper shows that spectral EWS offer com-
plementary information to conventional EWS and should added to the repertoire of tools
for predicting tipping points in real systems.
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Figure 4.7. Characteristic early warning signals in an empirical predator-prey
system. a, Bifurcation diagram of a parametrised model [70] for the predator-prey dynamics
between Brachionus calyciflorus and Chlorella vulgaris. Lines show stable states/limit cycles,
indicating two Hopf bifurcations. The Hopf bifurcations in the experiments (H1, H2) were
observed within the grey regions, slightly higher dilution rates than predictions from the model
[70]. Vertical black lines show the dilution rate of each chemostat experiment. b, Variance and
Smax show increasing trends prior to the Hopf bifurcations. c, Autocorrelation at low (1,2) and
high (10) lag times provides no clear early warning signal. d, The Hopf AIC weight dominates
in the vicinity of the bifurcation, thus paired with Smax, provides a characteristic early warning
signal. Early warning signals are computed for 100 bootstrapped samples of each chemostat
time series (fixed dilution rate), and displayed as means with 95% confidence intervals, across
the samples and across the two species. Spectral EWS are also present in the the time series of
each species considered separately (Figure B.10).
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Figure 4.8. Spectral EWS for the empirical predator-prey system. a. Bifurcation
diagram of the model system showing equilibria / extreme points of limit cycles for the prey
(Chlorella, blue) and predator (Brachionus, red). The two grey regions mark where the two Hopf
bifurcations occur in the empirical system. Black dashes mark the dilution rates shown in b. b.
Empirical time-series data from chemostats with the given dilution rate (δ). c-d, Normalised
power spectra of the time-series data in b for Chlorella and Brachionus respectively. Data
insets give the peak power (Smax), the Fold AIC weight (wf) and the Hopf AIC weight (wh).
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To some extent, models provide information on the type of bifurcations that arise, however
they are conditioned on a set of mechanistic assumptions, which are often debated, or at
best, simplifications of reality. As such, bifurcations that occur in model systems may not
be the same as the bifurcations that occur in reality. Model-free approaches such as the
statistical EWS developed here, provide information on the bifurcations without assuming
any underlying model, making them well suited to systems with uncertain mechanisms.
For example, the transition from quiescence to the spiking of neurons in the mammalian
cortex has been modelled as both a Fold and Hopf bifurcation, depending on the underlying
model assumptions [129]. Computing spectral EWS of empirical data, one could discern
which bifurcation the transition corresponds to, providing stronger validation for one model
over the other and therefore learning something about the underlying mechanisms of the
system.
There exist other recent approaches to tipping point detection that, under appropriate
circumstances, show potential to predict specific bifurcations. Eigenvalue reconstruction
[203] allows one to obtain an approximation of the Jacobian matrix from time series data.
This method permits the monitoring of stability loss via a diminishing eigenvalue, and the
underlying frequency via the eigenvalue’s imaginary part (Figure 4.2 a,d). This approach,
however requires time series data from multiple variables in order to make assertions on the
type of bifurcation, whereas the power spectrum can be computed from an individual time
series. Another approach considers the scaling of critical slowing down as a bifurcation is
approached [129], however this requires a controlled setting whereby changes in the bifur-
cation parameter are able to be measured. Finally, promising studies in large perturbation
theory [119, 75] demonstrate how information on the bifurcation type and distance can be
obtained by carefully monitoring a system’s recovery trajectory following a perturbation.
This again requires a controlled environment, and a system whereby large perturbations
are feasible.
The findings of this study have to be seen in light of some limitations, which could be ad-
dressed in future studies. First, the spectral EWS proposed only distinguish between oscil-
latory and non-oscillatory bifurcations, and not between bifurcations within these groups.
For example, a supercritical and subcritical Hopf bifurcation, whilst giving rise to the same
spectral EWS, result in structurally different transitions. Whereas the supercritical Hopf
yields a smooth, reversible transition to small oscillations, the subcritical Hopf yields a
critical, irreversible transition to a distant limit cycle. Distinguishing between such bi-
furcations requires consideration of nonlinear terms, which this study has assumed to be
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negligible - a valid assumption for systems subject to small noise relative to the width
of the basin of attraction. Future studies should investigate how nonlinear terms alter
the power spectrum prior to a bifurcation, though this will require mathematical methods
beyond the scope of this paper.
Second, this study only considers transitions arising due to local codimension-1 bifurca-
tions. However, complex systems may lose stability via global bifurcations, which are
not accompanied by critical slowing down, resulting in the failure of corresponding EWS
[87, 23]. In such situations, EWS based on other dynamical features are required, such
as critical attractor growth, which has been shown to precede interior crises of excitable
systems [100]. Given that the spectral EWS here are derived from changes in local dy-
namics, they cannot be expected to provide warning of global bifurcations. In addition,
bifurcations of a higher codimension (number of parameters that must be varied for the
bifurcation to occur), such as the Bautin bifurcation, remain little explored in the EWS
literature yet arise in many models (e.g [164]).
Third, spectral EWS, as with conventional EWS, may be distorted in cases of multiplicative
noise, multiple scales of correlation and sparsely sampled data [147]. Further research
should investigate the robustness of spectral EWS to these factors, and how the power
spectrum varies in each case. For example, one would expect correlated environmental
noise to create an additional peak in the power spectrum at the characteristic frequency
of the noise. Moreover, statistical issues may arise in computing the power spectrum if
the data is sparse relative to the timescale of dynamics. Finally, the work here does not
consider spatial systems, where a power spectrum can be computed in both space and
time. Investigating the behaviour of the power spectrum prior to different bifurcations in
these systems may inspire further spectral EWS to predict and characterise transitions in
spatial systems.
The spectral EWS developed here have several implications for science and policy. Com-
peting hypotheses can lead to models with different types of bifurcations [197, 129]. Mon-
itoring time-series data with spectral EWS can be used to infer particular models based
on their bifurcation structure, and therefore deepen our understanding of the system it-
self. To avoid a regime shift, action must be taken well in advance of the bifurcation [15],
requiring indicators that respond quickly to changes in bifurcation proximity. Incorporat-
ing Smax increases the likelihood of a sufficiently early warning due to its high sensitiv-
ity to bifurcation proximity. Moreover, the ability to distinguish oscillatory bifurcations
(Hopf/Flip/Neimark-Sacker) from non-oscillatory ones is crucial, since their inferred dy-
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namics produce contrasting outcomes. Our work here furthers methodology to learn useful
information from stochasticity [20] and offers ready-to-go tools for further application.
4.6 Methods
4.6.1 Computing EWS from time series data
All procedures used to compute and analyse EWS in this paper may be implemented using
the Python package ewstools, which is available and maintained at https://github.com/
ThomasMBury/ewstools.
Temporal EWS. We compute temporal EWS including variance, coefficient of variation,
autocorrelation, skewness and kurtosis according to common practices [55]. We initially
detrend the data using a Lowess function with a specified span. The EWS metrics are
then computed over a rolling window of size chosen such that the system can be considered







(xj − µ)2 (4.37)
where µ =
∑n
j=1 xj, the mean value of the data. The coefficient of variation is the ratio of
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Spectral EWS. To obtain spectral EWS, we first detrend the original time series and
work with the residuals over a rolling window as before. We then approximate the power
spectrum the data within the rolling window using Welch’s method [200, 12], as illustrated
in Figure 4.9. Welch’s method involves computing the periodogram over many overlapping
Hamming windows, and then taking the average. This gives a more consistent, unbiased
estimate of the power spectrum than a single periodogram over the full length of the rolling
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. (4.44)
The peak in the power spectrum Smax is computed from the power spectrum {S(k)}nk=1 as
Smax = maxkS(k). (4.45)
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Figure 4.9. Computing the power
spectrum over a rolling window.
A rolling window moves incrementally
across the residual time-series. At each
increment, the power spectrum of the
data within the window is estimated
using Welch’s method [200]. This
involves computing the periodogram
across several Hamming windows with
a specified length and offset, and
computing their average.
The AIC weights [2] are computed from the fitting of the canonical power spectrum forms
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to the measured power spectrum, as illustrated in Figure 4.10. Snull is the power spectrum
for white noise. Systems far from a bifurcation under a strong white noise regime have a
relatively flat spectrum, best captured by this fit.
The models are fit to the measured power spectrum using a nonlinear optimisation algo-
rithm (Levenberg–Marquardt ) from the open-source Python package LMFIT [138]. Fur-
ther details such as setting initialisation parameters details are provided in Appendix E.
The AIC scores are given by
φi = −2LogLi + 2Vi, i = 1 . . . n (4.49)
where Li is the maximum likelihood for the candidate model i, and Vi is the number of
free parameters that model i possesses. The model with the lowest AIC score is the one
which statistically best explains the data. Note that models are penalised for having extra
parameters, so although Shopf can fit a unimodal power spectrum just as well as Sfold (by
setting ω0 = 0) it obtains a higher AIC score due to its extra parameter. This procedure for
computing AIC scores is based on the principle of entropy maximisation from information
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Figure 4.10. Illustration of computing AIC weights in different dynamic regimes.
For each power spectrum measurement, the analytical forms Sfold, Shopf and Snull are fitted
using nonlinear optimisation procedures. The AIC weights for each fit are then computed
(goodness of fit, relative to the other models). a. Equilibrium system far from a bifurcation
with strong white noise. b. Power spectrum in the vicinity of a Fold bifurcation. c. Power
spectrum in the vicinity of a Hopf bifurcation.
theory [2].
The AIC weights provide a normalised metric that discriminates between the models [195].
They are computed as follows. First, we obtain the difference between each score φi, and
the score corresponding the model with the best fit [195]
∆i = φi −miniφi. (4.50)











Note that the AIC weights are normalised and so sum up to 1. Values of a weight closer
to 1 favour the corresponding model.
Bootstrapping time series data. Prior to computing EWS, we use block-bootstrapping
to generate an ensemble of samples. This involves detrending the data using a Lowess filter,
followed by using a rolling window to obtain overlapping segments that can be considered
approximately stationary. For each segment, we generate 100 bootstrapped samples. Each
sample is built by selecting blocks of the time series randomly with displacement. The
70
block length is drawn from a geometric distribution [149], with an average large enough
such that significant temporal correlations in the time series are retained.
4.6.2 Model system and empirical data
The Ricker model with harvesting. We use a Ricker-type model that describes the
logistic growth of a population subject to harvesting [58]. The model reads
Nt+1 = Nte






where Nt is the population size at time t, r is the intrinsic growth rate, K is the carrying
capacity, F is the maximum rate of harvesting, h is a half-saturation constant, σ is the
noise amplitude, and εt is a normal random variable with zero mean and unit variance.
Baseline parameters are r = 0.75, K = 10, F = 0, h = 0.75, σ = 0.04. The model exhibits
a Fold bifurcation at F = 2.36, and a Flip bifurcation at r = 2.00 followed by a sequence
of further Flip bifurcations to chaos.
We simulate two model scenarios, similar to a previous study [58]. In one, the harvesting
rate F increases linearly over [0, 2.7], resulting in a Fold bifurcation. In the other, the
growth rate r increases linearly over the interval [0.5, 2.3] resulting in a Flip bifurcation. All
other parameters remain fixed. Both scenarios are simulated for 500 time-steps. Negative
population values arising from noise are reset to zero.
Predator prey data
Chemostat data was available for 14 different dilution rates [70], shown in Figure 4.11. For
computing EWS, we considered only time series with greater than 25 data points, of which
there were 11. The data was initially detrended with a Lowess filter with an 80 day span
to account for any unintentional drift in the dilution rate.
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Figure 4.11. Predator-prey trajectories from chemostat experiments (adapted from
Fussmann et al [70]). Time series data of the prey species (Chlorella, blue) and the predator
species (Brachionus, red) from chemostat experiments run at different dilution rates (δ). The
sampling frequency is one measurement per day. A Hopf bifurcation was conjectured to occur in
the range 0.32 < δ < 0.64 and at δ ≈ 1.16, based on the system’s transition from equilibrium to
oscillatory behaviour either side of these thresholds.
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Chapter 5
Early warning signals for population
extinction in seasonal environments
This chapter is based on the paper in progress: Thomas M Bury, Joseph Burant, Ryan Norris, Chris T




Population decline and extinctions are occurring at an alarming rate across a number of
different taxa. Predicting population extinction, and working out the drivers causing it,
are therefore a research priority. A growing body of work is focused on the development of
early warning signals for events such as population extinction, based on generic properties
that a dynamical system exhibits prior to a bifurcation. These EWS have shown success at
predicting population extinction in controlled experimental environments. However, little
is known about how EWS behave in populations subject to seasonal variation, which is
inherent to the majority of populations. Here, using a simple population model, we show
that conventional EWS are still present under a seasonal environment, although higher
order moments like skewness and kurtosis display interesting asymmetries depending on
whether degradation occurs in the breeding habitat, or the non-breeding habitat. For
example, time series from a population in its breeding period showed increasing skewness
as habitat was degraded in the non-breeding period, but decreasing skewness upon habitat
degradation in the breeding period. Such asymmetries could be used to infer the driver
of the population decline, as well as being used alongside increasing variance and lag-1
autocorrelation as signals of approaching extinction.
5.2 Introduction
Environmental deterioration is a major threat to a large number of endangered bird, mam-
mal and amphibian species [6]. Leading causes of deterioration include habitat loss and
degradation [83], invasion of non-indigenous species [193], climate change [145] and pol-
lution [105]. Estimating the risk of population extinction is therefore a central problem
in theoretical ecology. However, most theoretical work has focused on extinction due to
demographic and environmental stochasticity in stationary environments [144, 115, 122].
Given the current rates of environmental degradation in populations, improving methods
to detect population extinction due to environmental degradation is a priority for research.
For the majority of biologically sensible models, extinction due to environmental degrada-
tion corresponds to the crossing of a bifurcation (e.g. [109]). In populations with an Allee
effect, this bifurcation is often a Fold bifurcation, resulting a sharp transition from a signifi-
cant population abundance to extinction. Without Allee effects the transition to extinction
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is often a Transcritical bifurcation - a smooth decline in population abundance until there
are no individuals left. As we have seen from Chapter 3, when a system approaches a
bifurcation, it undergoes generic changes in its stochastic properties, referred to as early
warning signals (EWS), that could in theory be used to warn of the transition [168]. Recent
studies have developed and tested EWS on experimental populations [50, 61, 194], show-
ing their success at providing an advanced warning of population extinction in controlled
environments.
An often-overlooked feature in models for population extinction is that of seasonality, where
populations alternate between a breeding and a non-breeding season. Typically, the breed-
ing season will coincide with a season that provides an abundance of resources, whereas the
non-breeding season will coincide with a season of harsher environmental conditions. The
effect of seasonality on population dynamics has been studied theoretically with population
models of low [108, 13] and high [121] complexity, in population experiments [13, 14, 28],
and from observations of populations in the wild [182, 205]. These studies have generally
found that seasonality does have profound effects of the vital rates of the population, and
consequently the overall dynamics. However, the effect of seasonality on EWS of population
extinction is not yet understood.
Here, we extend a commonly used population model to include a breeding and non-breeding
season, to investigate the effects that seasonality has on EWS of extinction, and the dy-
namical properties of the system more generally. We derive analytical approximations for
the EWS based on small-noise and stationarity assumptions, and use stochastic simula-
tions to verify their behaviour and investigate the behaviour of higher-order EWS which
are difficult to compute analytically. Finally we suggest, specific metrics that may be
able to distinguish between breeding and non-breeding habitat degradation based on the
statistical properties population data.
5.3 Methods
5.3.1 The non-seasonal Ricker model
The Ricker model is a suitable framework for modelling discrete-time population dynamics
with non-overlapping generations [157]. We choose the Ricker model over the discrete
logistic model, since the latter can result in a jump to negative population densities [126].
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The Ricker model may be written
Nt+1 = Nte
r−αNt (5.1)
where r is the intrinsic growth rate, and α controls the strength of density dependence.
This system undergoes the famous period-doubling route to chaos as the growth rate is
increased (Figure 5.1). At low growth rates, further reduction results in extinction via a
Transcritical bifurcation.
Figure 5.1. Bifurcation diagram for the Ricker model for variation in growth rate r.
The system undergoes a period-doubling bifurcation at r = 2, followed by further
period-doubling bifurcations go chaos, as r increases. The system undergoes a Transcritical
bifurcation to extinction at r = 0. Parameter values are α = 0.01.
There exists an alternate form for the Ricker model, widely used in the literature, which
incorporates a ‘carrying capacity’ explicitly as a parameter. This model takes the form
Nt+1 = Nte
r(1−Nt/K), whereK is the carrying capacity. It serves as useful conceptual model,
however can become biologically unrealistic when considering variation in the growth and
density-dependent parameters [112, 85]. For example, the model implies that populations
with high r converge to their carrying capacity faster than populations with low r, which
is counterintuitive for populations temporarily above their carrying capacity. Moreover, it
doesn’t make much sense to define a carrying capacity in environments where populations
experience negative growth rates (i.e. more death than reproduction), and the model
is not defined for a carrying capacity of zero. When we extend the model to seasonal
environments, we will need to consider negative growth rates. Therefore, we use the more
classical form of the Ricker model given in (5.1), where a parameter that governs the
‘strength of density dependent effects’ is used instead of the carrying capacity. This form
has been shown to have more biologically relevant properties when considering variation
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in growth rates and environment [112, 85].









where σd and σe are noise amplitudes for the demographic and environmental noise pro-




t correspond to white noise processes. The magnitude
of demographic noise is taken as proportional to the square root of the population size,
consistent with the Van Kampen system size expansion [189]. The magnitude of the
environmental noise is taken as proportional to the population size, since it is assumed
that fluctuations in environmental quality is common to all the individuals [84]. The
continuous-time version of this equation has been referred to as the canonical model for
stochastic population dynamics [84] and has been studied extensively [144].
Previous experiments with Daphnia Magna [80] showed that a reduction in habitat quality
corresponded to a reduction in both r and K using an r-K formulation of the Ricker model.
An equivalent effect is captured with the formulation in (5.1) upon decreasing r, since the
effective growth rate and carrying capacity in this model is r and r/α, respectively. We
therefore simulate habitat degradation in this model by decreasing r over time. Further
justification for this approach, is that reducing r results in critical slowing down features
such as increasing C.V., lag-1 autocorrelation and skewness, which was observed in pop-
ulation experiments, also of Daphnia Magna, that were subject to habitat degradation.
Changes in α do not result in critical slowing down - only a change in equilibrium (the
local recovery rate of the model can be computed to be λ = 1− r, which is independent of
α).
5.3.2 The biseasonal Ricker model
We construct a model that incorporates two different seasons. One season, where environ-
mental conditions are suitable for breeding, such that the net growth rate is positive, and
another where conditions do not permit successful breeding, giving a negative net growth
rate. We follow methods by Betini et al. [13], only difference being the form of the Ricker
model, where we use the form outlined in the previous section. The structure of the model
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Figure 5.2. Schematic of structure of biseasonal Ricker model. The non-breeding
population size Xt enters the non-breeding period which has dynamics governed by the function
g. The survivors make up the breeding population size Yt. They enter the breeding period with
dynamics governed by f . The offspring of this population make up Xt+1, the non-breeding
population size of the next generation.
is illustrated in Figure 5.2. The governing difference equations are
Xt+1 = f(Xt, Yt) = Yte
rb−cXt−αbYt , (5.3a)
Yt+1 = g(Xt+1) = Xt+1e
rnb−αnbXt+1 (5.3b)
where Xt is the non-breeding population size, Yt is the breeding population size, c is the
strength of carry-over effects, rb and rnb correspond to the growth rates in the breeding and
non-breeding seasons respectively, and similarly, αb and αnb control the density-dependent
effects. The model used by Betini et al. [13] is recovered upon setting αi = ri/Ki, where Ki
is the carrying capacity of the breeding/non-breeding period, and so it is straightforward
to map the parameters used in their study (which were fit to data) to the parameters of
this model. Baseline parameters [13] are given by
rb = 2.24, rnb = −0.0568, αb = 0.01, αnb = 6.72× 10−4, c = 0.001, (5.4)
which are used in model simulations unless otherwise stated.
We incorporate demographic and environmental stochasticity as before, except now it is
included in two distinct periods. The stochastic model is given by























t are Gaussian white noise processes corresponding to demo-
graphic and environmental noise respectively. We investigate extinction events due to
decreasing growth rate in the breeding (rb) and non-breeding (rnb) habitats.
5.3.3 Deriving EWS approximations
Analytical derivations follow a similar procedure to the discrete-time derivations in Chap-
ter 4 however the seasonal model here uses two compartments and multiplicative noise so
we explain the extended approach here. Full derivations for the aseasonal and seasonal
model are provided in Appendix A and B respectively. Consider the general framework as
in (5.5a), given by














Note that the noise term for each compartment can be combined, since the weighted sum







t = σ(Yt)εt (5.8)






is the effective noise amplitude which is dependent on Yt. This reduces the difference
equations to
Xt+1 = f(Xt, Yt) + σ(Yt)ε
X
t , (5.10a)
Yt+1 = g(Xt+1) + σ(Xt+1)ε
Y
t , (5.10b)
where εXt and ε
Y
t are normal random variables with mean zero and unit variance. To explore
the stochastic behaviour of this system, we consider perturbations about some equilibrium
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(X∗, Y ∗) given by
ξt = Xt −X∗ (5.11)
ηt = Yt − Y ∗. (5.12)
Substituting these into the dynamical equations of (5.10) and keeping just the linear terms
provides a good approximation to the residual dynamics. The resulting equations are
simple enough to compute statistical metrics directly (Appendix C.2).
5.4 Results
5.4.1 EWS of population extinction in the Ricker model
To evaluate EWS in the Ricker model, we adopt two approaches. One, where we derive
approximations directly from the model equations given in (5.2), and another where we
simulate the system and compute EWS from the time series data. The advantage of the
former, is that it allows us to obtain a relationship between the EWS and the parameters
of the model, including the noise amplitude, providing more general information. However,
this approach relies on the assumptions made during their derivation, namely a small noise
limit and stationarity. The simulations provide a way to compute the EWS in a nonlinear,
nonstationary setting, and allow us to compute ‘higher-order’ EWS such as skewness and
kurtosis, which we do not have analytical approximations for.
Approximations for the variance, autocorrelation function and power spectrum of the
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approximations for EWS in the
Ricker model. a. Bifurcation
diagram showing the Transcritical
(r = 0) and Flip (r = 2) bifurcation.
b. Variance as a function of r in
the additive and multiplicative
noise regime. Multiplicative noise
suppresses the EWS in variance
prior to population extinction. c.
Coefficient of variation provides a
warning prior to extinction for both
types of noise. d. Autocorrelation
at different lag times. All provide a
warning prior to extinction, though
show different behaviour prior to
the Flip bifurcation.
Autocorrelation is independent of
whether additive or multiplicative
noise is considered. e. The ratio of
the peak in the power spectrum and
the variance provides a warning
prior to both bifurcations, and is
independent of external noise.
Derivation of the analytical
approximations are provided in
Appendix C.1. Parameters here are
α = 0.01, σ = 0.1.
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Figure 5.4. Analytical approximation
for the power spectral density of the
Ricker model at different growth rates.
The power spectrum is derived analytically
from the stochastic difference equation (5.2)
using standard methods (Appendix C.1).
Shown is the power spectral density, which is
the power spectrum normalised by the
variance. Near to the Flip bifurcation the
power spectrum peaks at ω = ±π, whereas
near to the Transcritical bifurcation
(extinction) the power spectrum peaks at
ω = 0. Prior to both bifurcations, the peak of
the power spectral density (Smax/Var)
increases, serving as a potential EWS.
Parameters are α = 0.01, σ = 0.1.
the equilibrium state. Derivations are provided in Appendix C.1. From these metrics one
can readily derive several others, such as the coefficient of variation (C.V.) and the peak
in the power spectrum (Smax). We plot the EWS approximations and power spectrum in
Figure 5.3 and Figure 5.4 respectively. EWS computed directly from simulations of the
Ricker model approaching extinction are shown in Figure 5.5, and show good agreement
with the analytical approximations. Several observations are in order.
Using the variance of a time series is a popular EWS in the literature [169]. However it
can fail under regimes of multiplicative noise, since in such cases the variance is affected
by changes in the system size [55]. In the case of population extinction, the declining
population density will naturally lead to smaller noise amplitudes, simply because less
individuals are experiencing the external perturbations. Therefore variance can decrease
as a bifurcation is approached in cases where the system size also decreases. This is seen
in both the analytical and simulated EWS. Note however that if additive noise is assumed
(σ constant), as is the case in many stochastic models, then it is clear from (5.13) that the
variance diverges as r → 0, the familiar consequence of critical slowing down.
The coefficient of variation (C.V.), defined as the ratio of the standard deviation of the
time series and its mean value, is a useful alternative to the variance as an EWS. This
is because it compensates for the diminishing impact of environmental noise as the mean
of the state variable approaches zero. Whereas environmental noise is proportional to the
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Figure 5.5. EWS in simulations of the Ricker model with decreasing growth rate.
Growth rate (r) is decreased linearly over the interval [−0.2, 1.4] during 1000 time increments.
We show EWS from a single realisation, and Kendall tau values computed beyond t = 600 from
an ensemble of 100 realisations. This behaviour has been observed in experiments with Daphnia
magna where increasing skewness, C.V and lag-1 autocorrelation were observed as nutrients
were reduced [61]. Fixed model parameters are α = 0.01, σ = 0.01.
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size of the system (∝ N∗), the coefficient of variation is normalised by the size of the
system (∝ 1/N∗) and so these effects cancel out. As a consequence, the C.V. is able to
show the effects of critical slowing down, without being distorted. Moreover, the ratio of
demographic noise strength to system size scales like 1/
√
N , and so this also increases as
extinction is approached, contributing to the increase in C.V. For the Ricker model, it can
be seen that the C.V increases in both additive and multiplicative noise regimes prior to
the Flip and the Transcritical bifurcation (Figure 5.3). It should be noted however that
an initial decrease is expected if the system is moving towards extinction, but began near
to the Flip bifurcation.
The autocorrelation increases prior to extinction, for each lag time considered, although
longer lags yield a less reliable signal in simulations. Near to the Flip bifurcation the
autocorrelation behaves very differently depending on the lag, as expected from theoretical
results in 4. At lag-1, autocorrelation decreases in the approach to a Flip bifurcation, but
increases at lag-2, for example. The analytical and simulated power spectrum also behave
as expected, with a peak at ω = π near the Flip bifurcation and a peak at ω = 0 closer to








as r → 0, (5.17)
which is independent of noise amplitude so serves as a good indicator.
Finally, we compute two higher-order metrics, namely the skewness and kurtosis, which
have been suggested as EWSs [82]. We refer to these metrics as higher-order, since they
consider the shape of the stability landscape, beyond the region where a linear approxi-
mation is valid. We therefore do not have analytical approximations for them, since our
methods involve taking a linear approximation. We do however compute them from sim-
ulated data Figure 5.5, and find that they both increase prior to extinction.
5.4.2 Impacts of seasonality on dynamics and EWS
Adding a second compartment to the model that corresponds to a non-breeding period has
a remarkable effect on the stability properties of the system, as shown by the bifurcation
diagrams (Figure 5.6). First, the Flip bifurcation that was present in the standard Ricker
model has been pushed to a higher growth rate (rb ≈ 2.4), presumably due to compensation
from the negative growth rate in the non-breeding season. Perhaps more surprising, is
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Figure 5.6. Bifurcation diagrams of biseasonal Ricker model for varying growth
rates. Solid lines show stable state/limit cycle. Dashed vertical line shows empirically
measured value for fruit flies [13]. Increasing rb yields instability via Flip bifurcation (paradox
of enrichment [163]), whereas decreasing rb yields a declining population size to extinction via a
Transcritical bifurcation. Increasing rnb to positive values yields Flip bifurcations to chaos,
however since rnb represents growth rate in the non-breeding period it should be negative.
Decreasing rnb initially causes an increase in the non-breeding population size (due to less
competition during the breeding period), followed by a decrease to extinction via a Transcritical
bifurcation.
the absence of a chaotic regime as the breeding growth rate increases. Whereas the non-
seasonal Ricker model breaks into chaotic dynamics for r ' 2.7, the corresponding seasonal
model remains in periodic motion. As the breeding growth rate increases, the system
undergoes three Flip bifurcations which result in period doubling, followed by three more
Flip bifurcations which result in period-halving, resulting in a return to equilibrium at
higher values for rb (Figure C.1). The inclusion of a non-breeding season, where the net
growth rate is negative, appears to suppress the onset of chaos. Note that for positive
growth rates in the non-breeding period (rnb > 0) the system does go into chaos, however
this region is not biologically relevant.
With seasonality in the model, a Transcritical bifurcation to extinction may now occur in
two different ways. The growth rate in the breeding period may decrease (corresponding to
habitat degradation in the breeding period, and therefore less offspring per capita), or the
growth rate in the non-breeding period may decrease (corresponding to habitat degradation
in the non-breeding period, and therefore a lower chance that individuals survive). It can
be seen from the bifurcation diagrams that the trend to extinction is slightly different
depending on which habitat undergoes deterioration. For decreasing rb, both the breeding
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and non-breeding population densities approach zero in a monotonic fashion. However, a
decrease in rnb causes an initial divergence in the population trends, with the non-breeding
population size initially increasing. This is due to less competition in the breeding season,
hence a larger offspring and a larger non-breeding population size. This was observed
recently in seasonal population experiments [28].
Having seen how the stability properties change with addition of a non-breeding period
to the Ricker model, it is worth exploring how the EWS change. The behaviour of EWS
in this system at differing values of the growth rates is shown for the breeding and non-
breeding populations in Figure 5.7 and Figure 5.8, respectively. Note that as was the case
of the Ricker model, the breeding population exhibits decreasing variance, increasing C.V.
and increasing autocorrelation at low lags as the breeding growth rate approaches zero.
One would expect this due to the generic properties of critical slowing down that occur at a
Transcritical bifurcation. However the skewness, which increased prior to extinction in the
Ricker, now decreases prior to extinction as the breeding growth rate is decreased. This
goes to show that even though the trajectory to extinction of a non-seasonal vs. seasonal
population may look similar, their higher-order statistical properties such as the skewness
may be very different. These differences could perhaps be used to obtain information about
the system from data, which we investigate in the following section.
5.4.3 Using EWS to infer the driver of extinction
Extinction in populations may occur through both degradation in the breeding habitat and
degradation in the non-breeding habitat, though it is often difficult to determine the root
cause of the population decline. From the biseasonal Ricker model, we see that there exist
asymmetries in some of the EWS, specifically the skewness, kurtosis and variance, that
could be used to infer the type of habitat degradation that the population is undergoing.
In the breeding population (Figure 5.7), the skewness decreases prior to extinction from
breeding habitat degradation, but increases prior to extinction from non-breeding habitat
degradation. The inverse behaviour occurs for the kurtosis.
In the non-breeding population (Figure 5.8), we observe decreasing variance prior to extinc-
tion from breeding habitat degradation, but a sharp increase in variance prior to extinction
from non-breeding habitat degradation (after an initial decrease as the system moves away
from the Flip bifurcation). The skewness and kurtosis show roughly opposite trends as
was for the breeding population. The kurtosis increases as the system moves away from
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Figure 5.7. EWS in the breeding population density (Yt) for the biseasonal Ricker
model. The biseasonal Ricker model is simulated at different combinations of growth
parameters rb and rnb, and EWS are computed from the resulting time series. Other model
parameters take baseline values given in (5.4). Noise amplitude is taken as σd = σe = 0.02. The
cross marks the growth rates observed in fruit fly experiments with fixed habitats [13].
the Flip bifurcation, though to a much larger extent upon degradation in the non-breeding
habitat. Prior to non-breeding habitat induced extinction, the kurtosis then drops sharply
to negative values, contrary to extinction from breeding habitat reduction, where it re-
mains at high values. So in theory, the differences in these statistical metrics could be used
to inform the region of habitat degradation causing population declines.
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Figure 5.8. EWS in the breeding population density (Xt) for the biseasonal Ricker
model. The biseasonal Ricker model is simulated at different combinations of growth
parameters rb and rnb, and EWS are computed from the resulting time series. Other model
parameters take baseline values given in (5.4). Noise amplitude is taken as σd = σe = 0.02. The
cross marks the growth rates observed in fruit fly experiments with fixed habitats [13].
5.5 Discussion
With a commonly used non-seasonal and corresponding biseasonal population model, we
have shown how seasonality can effect EWS for population extinction. In the non-seasonal
model, we derived analytical approximations for EWS, which demonstrated how the EWS
vary along the stable branch between the Transcritical bifurcation (to extinction) at low
growth rate, and the Flip bifurcation (to oscillations) at a high growth rate. We also
showed how the power spectrum displays qualitatively different features prior to each bi-
furcation, in line with theoretical expectations [29]. In the biseasonal model, we found
qualitative differences in the behaviour of the higher-order EWS such as skewness and
kurtosis, depending on whether the breeding or non-breeding habitat was degraded. Fi-
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nally, we showed how, in theory, one could distinguish between breeding and non-breeding
habitat destruction from the EWS in the time series.
The higher-order statistical moments like skewness and kurtosis display rather intricate
behaviour for varying growth rates in the biseasonal model, and so inferring a populations
distance to the different bifurcations using solely these metrics would be difficult. The
advantages lie in using several EWS metrics combined. For example, the lag-1 AC displays
a very consistent trend of increasing from negative values near the Flip bifurcation to
positive values as either of the habitats is degraded. In pairing this metric with skewness
for example, one can then start to make judgements as to which habitat is being degraded.
Further work should test the EWS considered here on empirical population datasets that
contain breeding and non-breeding population densities, such as migratory bird data [148],
and see if similar asymmetries arise based on the type of habitat degradation. There is also
scope for the development of composite EWS [61], which combine several EWS to provide
an enhanced signal. It would be interesting to see, in the context of seasonal environments,
which combinations of EWS in the breeding and non-breeding period provide the most
robust signal of upcoming extinction. EWS that include trait variables such as body
size and age of maturation have also shown to be effective [44, 42], and there exist long
term empirical studies that have observed trait changes prior to population decline [67, 8].
Finally, future work should check the robustness of these results to model complexity by




Using both modelling and data-driven approaches, this thesis set out to investigate the
impact of dynamic social processes on climate change, and develop tools to better predict
bifurcations and their implied dynamics from ecological data. In line with a modelling
study that used an alternate framework for social dynamics [11], we found that uncertainty
in social processes has a major impact on climate change projections. Particular to our
study, was the incorporation of endogenous social processes, namely social learning and
dynamic social norms, which we found to have their own unique impact on the socio-climate
trajectories. The rate of social learning, when varied between plausible ranges, varied the
peak temperature anomaly by over 1°C, with higher values resulting in a faster transition
to mitigative behaviour among the population. Social norms on the other hand, suppressed
the early spread of mitigative behaviour resulting in higher temperature anomalies. This
study highlighted the importance of coupling social processes to climate dynamics when it
comes to developing policies to steer the socio-climate system in the right direction.
Changes in the climate system and increasing anthropogenic pressures are putting many
ecosystems at risk of transitions to an alternative undesirable state [162]. A significant
part of this thesis was devoted to constructing novel early warning signals (EWS) for
these transitions, that are both more sensitive than traditional metrics, but also capable of
extracting information on the type of transition to expect. This goal was achieved in part
with the development of spectral EWS - metrics derived from the power spectrum of time
series data. These metrics allowed us to distinguish between two contrasting transitions
in a simple population model, and were applied to an empirical dataset of predator-prey
dynamics to provide characteristic EWS of a Hopf bifurcation. These metrics capture
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generic dynamical processes that occur prior to specific bifurcations and so can be applied
to noisy time-series across the wide range of disciplines that are subject to bifurcations.
The behaviour of EWS in seasonal environments is not well studied, and so this thesis
investigated EWS in the context of population dynamics with the goal of identifying EWS
that were suitable for detecting population extinction in seasonal environments. More-
over, whether extinction is being driven by breeding or non-breeding habitat degradation
is typically unknown, and important information for guiding conservation efforts. A ques-
tion this project asked was whether the time series of the population in the breeding and
non-breeding period could show signatures of decline that were specific to the type of envi-
ronmental degradation. We found that whilst conventional EWS like lag-1 autocorrelation
and coefficient of variation behaved as expected prior to both types of extinction (an in-
crease prior to the bifurcation), higher-order metrics like skewness and kurtosis displayed
interesting asymmetries that could be exploited to inform of the type of habitat degrada-
tion. For example, time series from a population in its breeding period showed increasing
skewness as habitat was degraded in the non-breeding period, but decreasing skewness
upon habitat degradation in the breeding period. Therefore, combining higher-order met-
rics with conventional EWS could be a promising way forward for not only detecting the
approach of a transition, but describing the key driver of the approaching transition. More-
over we found that spectral EWS can be used to distinguish between the Flip bifurcation to
oscillations and the Transcritical bifurcation to extinction. Given the varying advantages
of different EWS, it is clear that in order to obtain maximal information about imminent
transitions in these systems, a multitude of different EWS should be used.
There is often debate as to how complex a model should be to best serve its purpose.
Decisions have to be made on the number of variables and parameters to include, and
whether factors such as stochasticity, spatial dynamics, or heterogeneity are required. The
research in this thesis worked with both deterministic and stochastic models, though all of
them were relatively simple, in the sense that a minimal number of variables were consid-
ered. In the climate study, we developed a simple deterministic model, as our goals were
to investigate the effect of a few salient social mechanisms with clarity. Although there is
undoubtably a stochastic component to human behaviour and climate dynamics, incorpo-
rating stochasticity would be unlikely to distinctly modify the trends in the trajectories,
which are the primary focus of the study. Moreover, despite the simplicity of the climate
component to the model, its predictions were similar enough to state-of-the-art complex
models to serve our purposes.
91
Future studies should build on the socio-climate framework developed here to include
more intricate aspects of the social system, such as heterogeneity among agents and a
more diverse set of strategies. The complexity of the climate model should match that of
the social model. In our study, we used an Earth system model [117] which models carbon
transfer between the atmosphere, ocean and land at a global scale with low complexity. Our
social model was also of low complexity, so the Earth system model was sufficient for our
purposes. A climate model of intermediate complexity such as C-ROADS [177] would allow
for a more intricate coupling between the social and climate system, and the investigation
of more specific policies. In comparison to the Earth system model, C-ROADS includes
finer details such as a wider array of GHGs and a multilayer ocean model that incorporates
pH and sea level rise. Outputs such as sea level rise as well as temperature could be coupled
to the human system, and the model includes a term for afforestation to investigate carbon
sequestration policies. At the highest level of complexity are the general circulation models
(GCMs). Current GCMs use a spatial resolution of between 100 and 200 cubic kilometres
and take into account factors such as ice sheet dynamics. Using these spatially explicit
models would be more appropriate for modelling human behaviour across nations, where
climate change impacts will differ significantly.
Conclusions drawn from our work in socio-climate modelling should be tested against dif-
ferent model frameworks for social dynamics, as is done for models of the climate system
where ensembles are taken to provide the most accurate predictions [107]. Popular al-
ternative frameworks for modelling social dynamics include ‘best response’ models, and
threshold models. Best response models, first developed in classical economic theory, have
played a role modelling human-environment systems such as fisheries [69] and forests [90].
These models assume that individuals adopt the strategy that maximises their utility, and
immediately switch when an alternate strategy obtains a higher utility. This approach
therefore does not capture social learning, where individuals take time to learn strategies
from one another, a process that our study was focused around. Threshold models for
collective behaviour, originally proposed by Granovetter [79], provide a framework where
each individual possesses a threshold indicating the popularity of a strategy required for
them to switch. An important feature of this model is the heterogeneity of agents - a distri-
bution of thresholds is assumed. Therefore one can model both ‘rebels’ and ‘conservatives’
as individuals possessing thresholds at opposite ends of the spectrum. Such a framework
could provide a good base for exploring the effect of agent heterogeneity on socio-climate
trajectories.
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In the development and testing of EWS, it was essential that we use stochastic models,
as it is stochasticity that gives rise to EWS in the first place (along with the dynamic
phenomena of critical slowing down). In deriving theoretical approximations for EWS, we
used the normal form of each bifurcation accompanied by additive white noise. Each of
these forms can be thought of as a simple model for a more complex system that is in the
neighbourhood of the corresponding bifurcation. The justification for the simplicity here
is that near to local bifurcations, the behaviour of dynamical systems is well-approximated
by the corresponding normal form of the bifurcation in a lower-dimensional phase space
[114, 132]. Therefore, results derived for the normal forms are generalisable to higher-
dimensional systems, provided one can work out the subspace of the higher-dimensional
system that is undergoing critical slowing down, which may be possible if data is available
for each variable [199]. However, the use of additive white noise as opposed to multiplicative
or coloured noise is a simplification that should be relaxed in future theoretical studies, as
it has been suggested that most environmental noise in ecology is slightly ‘red’ (positive
temporal correlation).
Predicting the type of approaching bifurcation from time series data alone remains a chal-
lenge. The spectral EWS developed in this thesis are able to distinguish between oscillatory
and non-oscillatory bifurcations, and approximate the period of oscillations that occurs at
the bifurcation. However there still exist bifurcations that cannot be distinguished using
this method, such as the Fold and Transcritical bifurcations, which do not have an oscilla-
tory component. The main issue here is that these bifurcations exhibit the same linearised
behaviour about the branch that leads up to the bifurcation. Since most EWS are derived
in a limit of small noise, such that only linear terms are relevant, these EWS are expected
to exhibit the same behaviour prior to each of these bifurcations. Only when one considers
dynamics outside of the local linear regime can information be obtained on the type of
these non-oscillatory bifurcations, and whether they yield critical or smooth transitions.
Developing EWS that can distinguish between these bifurcations remains an important
endeavour given the drastically varying consequences between critical and smooth transi-
tions.
In this thesis, analytical derivations of EWS use a ‘small noise limit’, which yields ex-
pressions for EWS that are approximate in a regime of small noise. This allows one to
restrict attention to linear dynamics, making closed, analytical expressions feasible. How-
ever, this approximation breaks down when deviations from equilibrium become large, as
is the case very near to a bifurcation. A field adept to deal with noisy systems outside of
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the small noise limit is that of random dynamical systems (RDS). For a recent overview
of RDS and review of major results, see [135]. Here, instead of describing dynamics by
an equilibrium state perturbed by small noise, one derives dynamics in terms of invariant
measures, which are probability distributions describing the possible states of the system.
A ‘stochastic bifurcation’, is then a point in parameter space, where this invariant measure
undergoes a qualitative change. Treating noisy dynamical systems in this way, although
more demanding mathematically, allows one to obtain rigorous results on the behaviour
of a system in large noise situations and obtain approximations for stochastic dynamics
in high-dimensional systems. The integration of RDS theory with EWS may inspire new
metrics, and provide insight to EWS behaviour under circumstances of large noise.
The research in this thesis has several implications for science and policy. The simple
socio-climate model shows how variation in strength of each social process has distinct
effects on socio-climate trajectories. Moreover the order and timing of how they are varied
matters. The model suggests that social learning should be prioritised for most immediate
gains, followed by a reduction in mitigation costs. Policies can address these aspects of
the social system. For example, social learning rate could be increased through an increase
in media coverage of climate-induced extreme events, the organisation of climate marches,
and widespread coverage of the international climate reports. Individual incentive to adopt
mitigative behaviour could be increased through a carbon tax or discounted environmen-
tally friendly products. Therefore socio-climate models should be used for policy impact
assessments, and should be continued to be developed at different levels of complexity.
Early warning signals, though still at the research stage, will be of benefit to policy makers
that have access to high resolution data. The spectral EWS developed here provide a key
advantage in being more sensitive to approaching transitions and providing information
on the type of transition. Combined with model-based approaches and conventional EWS,
detecting transitions in real systems with high-frequency output is becoming more feasible.
Nonlinear processes are the rule rather than the exception in complex systems. Math-
ematical models that capture these processes can elucidate the effect they have on the
system as a whole. The interplay between nonlinearities in social dynamics and the cli-
mate system are only beginning to be included in models. Given the urgency of the climate
crises, it is crucial that collaboration among the social and climate sciences takes place to
further develop socio-climate models in view of implementing the most effective policies.
Alongside this, the continuous development and testing of EWS in empirical systems is
required, to bring this set of tools closer to practical application. The ability to detect and
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describe transitions in the Anthropocene, be they in the socio-climate system or the ecosys-
tems upon which we rely, is an urgent need. Continued work in EWS and socio-climate
modelling will contribute to this endeavour.
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Schindler, Ellen Van Donk, et al. Evaluating early-warning indicators of critical
transitions in natural aquatic ecosystems. Proceedings of the National Academy of
Sciences, page 201608242, 2016. 42
[82] Vishwesha Guttal and Ciriyam Jayaprakash. Changing skewness: an early warning
signal of regime shifts in ecosystems. Ecology letters, 11(5):450–460, 2008. 39, 84
[83] Nick M Haddad, Lars A Brudvig, Jean Clobert, Kendi F Davies, Andrew Gonzalez,
Robert D Holt, Thomas E Lovejoy, Joseph O Sexton, Mike P Austin, Cathy D
Collins, et al. Habitat fragmentation and its lasting impact on earth’s ecosystems.
Science advances, 1(2):e1500052, 2015. 74
[84] Hiroshi Hakoyama and Yoh Iwasa. Extinction risk of a density-dependent population
estimated from a time series of population size. Journal of Theoretical Biology, 204
(3):337–359, 2000. 77
[85] TG Hallam and CE Clark. Non-autonomous logistic equations as models of popula-
tions in a deteriorating environment. Journal of Theoretical Biology, 93(2):303–311,
1981. 76, 77
[86] James Hansen, Larissa Nazarenko, Reto Ruedy, Makiko Sato, Josh Willis, Anthony
Del Genio, Dorothy Koch, Andrew Lacis, Ken Lo, Surabi Menon, et al. Earth’s
energy imbalance: Confirmation and implications. science, 308(5727):1431–1435,
2005. 19
104
[87] Alan Hastings and Derin B Wysham. Regime shifts in ecological systems can occur
with no warning. Ecology letters, 13(4):464–472, 2010. 41, 66
[88] Dirk Helbing. Quantitative sociodynamics: stochastic methods and models of social
interaction processes. Springer Science & Business Media, 2010. 11, 12, 119
[89] Hermann Held and Thomas Kleinen. Detection of climate system bifurcations by
degenerate fingerprinting. Geophysical Research Letters, 31(23), 2004. 45
[90] Kirsten A Henderson, Madhur Anand, and Chris T Bauch. Carrot or stick? modelling
how landowner behavioural responses can cause incentive-based forest governance to
backfire. PloS one, 8(10), 2013. 92
[91] Kirsten A Henderson, Chris T Bauch, and Madhur Anand. Alternative stable states
and the sustainability of forests, grasslands, and agriculture. Proceedings of the
National Academy of Sciences, 113(51):14552–14559, 2016. 9, 12, 119, 122
[92] Josef Hofbauer and Karl Sigmund. Evolutionary games and population dynamics.
Cambridge university press, 1998. 5, 13
[93] Crawford S Holling. Resilience and stability of ecological systems. Annual review of
ecology and systematics, pages 1–23, 1973. 44
[94] John T Houghton. Climate change 1995: The science of climate change: contribution
of working group I to the second assessment report of the Intergovernmental Panel
on Climate Change, volume 2. Cambridge University Press, 1996. 132
[95] Peter D Howe, Ezra M Markowitz, Tien Ming Lee, Chia-Ying Ko, and Anthony
Leiserowitz. Global perceptions of local temperature change. Nature Climate Change,
3(4):352, 2013. 10
[96] Clinton Innes, Madhur Anand, and Chris T Bauch. The impact of human-
environment interactions on the stability of forest-grassland mosaic ecosystems. Sci-
entific reports, 3:2689, 2013. 12, 119, 122
[97] Raymond L Ison, Kevin B Collins, and Philip J Wallis. Institutionalising social
learning: Towards systemic and adaptive governance. Environmental Science &
Policy, 53:105–117, 2015. 23
105
[98] Anthony R Ives. Measuring resilience in stochastic systems. Ecological Monographs,
65(2):217–233, 1995. 31
[99] Anthony R Ives and Vasilis Dakos. Detecting dynamical changes in nonlinear time
series using locally linear state-space models. Ecosphere, 3(6):1–15, 2012. 40
[100] Rajat Karnatak, Holger Kantz, and Stephan Bialonski. Early warning signal for
interior crises in excitable systems. Physical Review E, 96(4):042211, 2017. 38, 39,
41, 66
[101] James F Kasting, Daniel P Whitmire, and Ray T Reynolds. Habitable zones around
main sequence stars. Icarus, 101(1):108–128, 1993. 132
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Charting pathways to climate change
mitigation in a coupled socio-climate
model
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A.1 Full model and parameter values
We couple an Earth system model (ESM) [117] with reduced ocean dynamics [133], to a
dynamic model for social behaviour [88, 96, 91]. The full socio-climate model reads
dx
dt



















= (Fd − σT 4)aE. (A.6)
Climate variables are expressed as deviations from pre-industrial levels. Definitions of state
variables and climate ‘processes’ are given in Table A.1, and baseline parameter values are
provided in Table A.2. Functional forms for each process are outlined below.
Photosynthesis
Carbon uptake from the atmosphere via photosynthesis takes the following form
P (Cat, T ) = kpCve0kMM
(
pCO2a − kc
KM + pCO2a − kc
)(




for pCO2a ≥ kc and −15 ≤ T ≤ 25, and zero otherwise. The mixing ratio of CO2 in the
atmosphere, pCO2a is defined as the ratio of moles of CO2 in the atmosphere to the total






where fgtm = 8.3259× 1013 is the conversion factor from gTC to moles of carbon and Cat0
is initial level of CO2 in the atmosphere. Note photosynthesis satisfies Michaelis-Menton
kinetics in pCO2a resembling increasing but saturating rates of photosynthesis as carbon in
the atmosphere increases. The temperature term captures optimal photosynthesis at T = 2
(atmospheric temp. of 27◦C) with declining rates for further increases in temperature.
Respiration




which increases with the amount of carbon present in the vegetation, and also with the tem-
perature. This provides a positive feedback with increasing carbon levels. Soil respiration





There is an assumed constant fraction of plants dying in a given unit of time:
L(Cveg) = ktCveg (A.11)
The stored carbon is then fed into the soil reservoir.
Ocean flux
Flux of CO2 from the atmosphere to the ocean takes the form








where χ is characteristic solubility of CO2 in water and ζ is the evasion factor [133]. More
complex ocean models couple these parameters to chemical dynamics within the ocean
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itself [117], however we find good agreement when comparing this simplified climate model
with the full Earth system model presented in [117].
Atmospheric Dynamics
We use the ”grey-atmosphere approximation” as used in [117] to model atmospheric dy-
namics. This framework captures changes in global average surface temperature due to
changes in albedo, solar flux, and the opacity of CO2, H2Ov and CH4. The net downward











where A is the surface albedo, S is the incoming solar flux and τ vertical opacity of the







τ(CH4) = 0.0231 (A.16)
where pCO2 is the mixing ratio of CO2 in the atmosphere as defined earlier, H is the
relative humidity, P0 is the water vapor saturation constant, L is the latent heat per mole
of water, and R is the molar gas constant.
Climate parameters
All climate parameters are borrowed from the Earth System model [117] except for those
governing carbon transfer with the ocean, where we use a simplified framework [133]. We
calibrate these ocean parameters to recover dynamics of the full Earth System model.
The relative humidity H is calibrated to give a pre-industrial temperature of 288.15K.
Parameter values along with upper and lower bounds are listed in Table A.2.
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Social Parameters
For reference, social dynamics are modeled by
dx
dt
= κx(1− x)(−β + f(Tf ) + δ(2x− 1)). (A.17)
Justification for baseline parameters are provided below. The effect of varying key social
parameters is detailed in the manuscript.
Social learning rate (κ) determines the rate at which an alternate strategy propagates
throughout a population, once the alternate strategy has a higher overall utility. Population
level change in consensus can take decades (e.g. smoking as a health hazard) and so we
select a value of κ accordingly. The time taken for consensus change is O(1/κ) and so we use
a baseline value of κ = 0.05 to correspond to change over a 20-year period. This is similar
to previous studies modeling of evolving population consensus in socio-ecological systems
[91, 96]. Upper/lower bounds of κ are taken to correspond population level consensus
change from 5 / 50 years respectively.
Net cost of mitigation (β) is set to one without loss of generality. Other payoff param-
eters are normalised to be relative to the net cost of mitigation.
Strength of social norms (δ) is a measure of the ’cost’ that an individual incurs when
acting against the majority opinion. In a population with complete consensus (x = 1, 0),
the cost to adopt the alternate strategy is exactly δ. We assume this cost is on the same
order as the net cost of mitigative practices (β) and so we investigate δ for the range
(0.5, 1.5).
Cost of warming (f(Tf)) represents the perceived costs associated with a global tem-
perature anomaly of Tf degrees Celsius. Despite the growing acceptance of climate change
and its consequences, the rate of global CO2 emissions per capita shows little sign of slow-
ing down (Figure A.8). Temperature records report a current temperature anomaly of 1◦C
above pre-industrial values and CO2 emissions per capita are hovering at approximately
1.3 tC yr−1, the highest rate in history. When modeling an individual’s perceived cost of
global warming at a temperature of T , we therefore use a sigmoidal function (Methods).
This assumes small temperature anomalies (on the order of 1◦C) receive low response,
as is observed in empirical data (Figure A.8). At a specified threshold temperature, the
response function increases in a non-linear fashion, capturing the expected non-linear in-
crease in frequency of climate change disasters as temperature increases [118]. The cost
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function eventually saturates for high enough temperature.
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A.2 Additional figures and tables
Figure A.1. Comparing temperature projections from the simple Earth system
model with those of more complex climate models. a. Ensemble of simulations from the
Coupled Model Intercomparison Project Phase 5 (CMIP5) using the Representative
Concentration Pathways (RCPs) as emission scenarios (figure from the IPCC Fifth Assessment
Report [179]. Displayed are 95% confidence intervals based on annual means. Numbers and
their colour denote the number of models used for each RCP scenario. b. Ensemble of
simulations from the simple Earth system model that we use in our socio-climate model with
the same fixed emission trajectories. Parameters are drawn from triangular distributions with
upper and lower bounds given in Table A.2.
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Figure A.2. Climate trends with and without adaptation to climate change.
Removing adaptive behaviour from the model (by forcing the proportion of mitigators to
remain at a constant, low value) results in saturating emissions and temperature increasing
indefinitely (at least over the next two centuries). This is akin to the RCP8.5 scenario in the
latest IPCC report (trajectory shown in Figure 1). Simulations above use parameter values
drawn from triangular distributions with upper and lower bounds given in Table A.2.
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Figure A.3. Worst-case scenario of the coupled socio-climate model. Setting the
social parameters to their bound that most favour non-mitigative behaviour, we get no spread
of mitigative behaviour within the considered time-frame. This causes the temperature to
increase in a manner similar to the RCP 8.5 scenario (Figure A.1). Fixed parameter values are
κ = 0.02, β = 1.5, δ = 1.5, fmax = 4, x0 = 0.01. All other parameter values are drawn from
triangular distributions with upper and lower bounds given in Table A.2.
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Figure A.4. Best-case scenario of the coupled socio-climate model. Setting the social
parameters to their bound that least favour non-mitigative behaviour, we get very early spread
of mitigative behaviour. This causes the temperature to evolve in a manner most similar to the
RCP 2.6 scenario where temperature change stays below 2 degrees Celsius (Figure A.1). Fixed
parameter values are κ = 0.2, β = 0.5, δ = 0.5, fmax = 6, tf = 50. All other parameter values
are drawn from triangular distributions with upper and lower bounds given in Table Table A.2.
127
Figure A.5. Functional form for perceived costs associated with climate change.
The incentive of individuals to mitigate is in part based on their perceived costs of climate
change f at some projected temperature T . We adopt a sigmoidal response curve for f(T ) with
variable curvature ω and horizontal shift Tc (the explicit form of f(T ) is provided in Methods).
This form captures the expected non-linear increase in climate change impacts (cost) as
temperature increases.
Figure A.6. Estimated historical CO2 emissions. Data from the CDIAC on carbon
emissions due to fossil-fuel burning and land-use changes, during the years 1800-2014. Land-use
data is only available from 1850-2005 and so we linearly extrapolate (dashed line) to match the
range of the fossil-fuel data. The sum of the emission trajectories is used to drive the model up
to the year 2014, from which point the behavioural component of the socio-climate model is
initiated.
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Figure A.7. Emissions in the absence of behavioral change, ε(t). In the socio-climate
model, the factor ε(t) corresponds to the global CO2 emissions should there be no change in
human behavior. Pre 2014, ε(t) takes the historical emission trajectory (solid line) as human
behaviour is not modeled here. Post 2014, ε(t) follows a saturating function (dashed line) to
capture the saturation of global population size and energy needs. Details of this functional
form can be found in the Methods section.
Figure A.8. Comparing per capita CO2 emissions with global temperature changes.
Temperature anomaly (solid line) above the 1850-1900 baseline value and CO2 emissions per
capita (dashed line) are shown for the 1850-2014. Data was obtained from the CDIAC data
repository [17]. It is clear that despite exceeding a 1 degree temperature anomaly, the global
emissions per capita of CO2 show no obvious signs of decreasing. The current temperature
anomaly is not yet high enough to spark a global decrease in emissions.
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Figure A.9. CO2 emissions by country. Total industrial CO2 emissions from the ten
countries with the greatest cumulative output. Data was obtained from the CDIAC data
repository [17]. Note the termination of the green curve marks the dissolution of the Soviet
Union and the beginning of the yellow curve marks the formation of the Russian Federation.
Figure A.10. CO2 emissions per capita by country. Total industrial CO2 emissions per
capita from the ten countries with the greatest cumulative output. Data was obtained from the
CDIAC data repository [17]. From 1950-1980 we observe strong increases in emissions per
capita among most of these countries as is seen globally in Figure Figure A.8. Many of the
countries peak in 1980 and follow slight downwards trends demonstrating a degree of
country-level movement towards mitigation. Globally, this is not the case, however.
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Variable / Process Definition Unit
x proportion of mitigators in population 1
Cat deviation of atmospheric CO2 (from pre-industrial 1800) GtC
Coc deviation of CO2 in ocean GtC
Cveg deviation in CO2 in vegetation GtC
Cso deviation in CO2 in soil GtC
T deviation in temperature K
ε(t) CO2 emissions in absence of mitigation GtC/yr
P carbon uptake from photosynthesis GtC/yr
Rveg respiration from vegetation GtC/yr
Rso respiration from soil GtC/yr
Foc flux of CO2 from atmosphere to ocean GtC/yr
Table A.1. Climate model variables and dynamic processes.
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Parameter Definition Baseline values / intervals Unit Source
Cat0 initial CO2 in atmosphere (590, 596, 602) GtC [94, 117]
Cao0 initial CO2 in ocean reservoir (1.4, 1.5, 1.6) × 105 GtC [133]
Cveg0 initial CO2 in vegetation reservoir (540, 550, 560) GtC [94, 117]
Cveg0 initial CO2 in soil reservoir (1480, 1500, 1520) GtC [94, 117]
T0 initial average atmospheric temperature (288, 288.15, 288.3) K [117]
kp photosynthesis rate constant (0.175, 0.184, 0.193) yr
−1 [117, 94]
kMM photosynthesis normalising constant 1.478 1 [117]
kc photosynthesis compensation point (26, 29, 32)× 10−6 1 [117, 76]
KM half-saturation point for photosynthesis (108, 120, 132)× 10−6 1 [117]
ka mole volume of atmosphere 1.773× 1020 moles [117, 186]
kr plant respiration constant (0.0828, 0.092, 0.1012) yr
−1 [117, 94]
kA plant respiration normalising constant 8.7039× 109 1 [117]
Ea plant respiration activation energy (54.63, 54.83, 55.03) J mol
−1 [117, 68]
ksr soil respiration rate constant (0.0303, 0.034, 0.037) yr
−1 [117, 94]
kB soil respiration normalising constant 157.072 1 [117]
kt turnover rate constant (0.0828, 0.092, 0.1012) yr
−1 [117, 94]
c specific heat capacity of Earth’s surface (4.22, 4.69, 5.16)× 1023 JK−1 [117, 94]
aE Earth’s surface area 5.101× 1014 m2 universal
σ Stefan-Boltzman constant 5.67× 10−8 Wm−2K−4 universal
L latent heat per mole of water 43 655 mol−1 universal
R molar gas constant 8.314 J mol−1 K−1 universal
H relative humidity 0.5915 1 calibrated
A surface albedo (0.203, 0.225, 0.248) yr−1 [117, 101]
S solar flux (1231, 1368, 1504) Wm−2 [117, 101]
τ(CH4) methane opacity (0.0208, 0.0231, 0.0254) 1 [117, 37]
P0 water vapor saturation constant (1.26, 1.4, 1.54)× 1011 Pa [117, 134]
F0 ocean flux rate constant (2.25, 2.5, 2.75)× 10−2 yr−1 [133]
χ characteristic CO2 solubility (0.2, 0.3, 0.4) 1 calibrated
ζ evasion factor (40, 50, 60) 1 calibrated
κ social learning rate (0.02, 0.05, 0.2) yr−1 -
β net cost of mitigation (0.5, 1, 1.5) 1 -
δ strength of social norms (0.5, 1, 1.5) 1 -
fmax maximum of warming cost function f(T ) (4,5,6) 1 -
ω nonlinearity of warming cost function f(T ) (1, 3, 5) K−1 -
Tc critical temperature of f(T ) (2.4, 2.5, 2.6) K -
tp # previous years used for temperature projection 10 yr -
tf # years ahead for temperature projection (0, 25, 50) yr -
s half-saturation time for ε(t) from 2014 (30, 50, 70) yr -
εmax maximum change in ε(t) from 2014 (4.2, 7, 9.8) GtC yr
−1 -
x0 initial proportion of mitigators (0.01, 0.05, 0.1) 1 -
Table A.2. Climate model parameter values and definitions. Parameters values given
as a tuple provide the lower bound, baseline, and upper bound values respectively.
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Appendix B
Detecting and distinguishing tipping
points using spectral early warning
signals
B.1 Stability in high-dimensional systems
In this appendix, we show how results from random matrix theory can provide insight
into the type of local bifurcations that are likely to occur in high-dimensional systems.
This miniature study provides extra motivation for the study of EWS that are specific to
bifurcation types. We begin by outlining how random matrix theory has been used in the
past to draw connections between stability and complexity in complex systems, particularly
ecological networks. We then make hypotheses about the types of local bifurcations that
are likely to occur, given the type of interactions between the individual components of
the system. Finally, we run simulations of random networks to test these hypotheses.
May’s complexity-stability criterion
It was over 40 years ago, when May established a relationship between complexity and
stability in food webs with a large number of species [123], using results from random
matrix theory [202, 128]. Subsequently, random matrix theory has been used extensively
to draw connections between complexity and stability in ecological networks [4, 131]. In
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this context, complexity refers to a quantity weighted by connectance C (the probability
that any pair of species interact), the average interaction strength between the species α,
and the total number of species in the system n. May’s result states that for large n, the
system will almost certainly be stable provided
α
√
nC < d, (B.1)
where d is a coefficient that corresponds to the strength of self-regulatory effects (the stabil-
ity of each species in isolation from the others). The system is almost certainly unstable if
this condition does not hold. As a consequence, systems are likely to be unstable if they pos-
sess a large number of variables, are highly connected, or have weak self-regulatory effects.
This result is in accordance with the empirical observation that species-rich ecosystems
tend to have lower connectance than those with a smaller number of species [130].
The mathematics underlying this stability criterion comes from the field of random matrix
theory, which has established remarkable theorems concerning the spectrum of eigenvalues
for large, random matrices [202, 175, 184]. A random matrix is simply a matrix whose
coefficients are drawn from a specific set probability distributions. Originally formalised
in physics for studying statistical models of heavy nuclei [202], the field has grown rapidly,
finding applications in e.g. data analysis, number theory and optimal control. Though
how can random matrix theory bring insights to ecology?
An ecosystem can be modelled as a network, where each node corresponds to the dynamics
of a single species, and connections capture the species interactions, which are in general
non-linear. At equilibrium, the stability of the system may be obtained from the Jacobian
matrix, whose elements correspond to the type and strength of interaction between each
pair of species. Without loss of generality, we may assume that each of these elements
has been drawn from some probability distribution. Random matrix theory can tell us
the expected distribution of eigenvalues, given a probability distribution from which the
matrix elements are drawn. This is useful, since these eigenvalues determine stability of
the system, and to an extent, characterise possible bifurcations nearby.
The Circular Law
The result from random matrix theory that produced May’s stability criterion (B.1) is
Wigner’s ‘semicircle law’ [202], which has now been proven in greater generality, and called
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Figure B.1. Illustration of May’s stability criterion. Shown are the eigenvalue spectra of
two 1000× 1000 matrices whose elements are, with probability C, drawn from a normal
distribution with mean 0 and variance α2 and otherwise set to 0. Without the assumption of
self-regulating terms (blue) the corresponding system is unstable due to positive eigenvalues.
With self-regulating terms (incorporated by replacing the diagonal elements of the matrix by
−d), the corresponding system is stable since all eigenvalues are negative (orange). The radius
of the spectrum is α
√
nC which must be less than d for the system to be stable (with high
probability). This is the stability criterion that May derived. Parameters d = −1, α = 0.025,
n = 1000, C = 1.
the ‘circular law’ [184]. The circular law is stated simply as follows. Assuming each element
of the an n × n matrix A is drawn from a probability distribution with mean zero and
variance α2, then the spectrum of eigenvalues of A converges to the uniform distribution
over the disk with radius α
√
n centred at the origin. This property has become known as
‘universality’ [184]. Since ecosystems are typically sparsely connected, we can add to this
and assume that each element of the matrix is assigned zero with probability 1 − C and
is drawn from the given distribution with probability C (defining C as the connectance).
The variance of the resulting distribution is reduced to Cσ2 and so using the property of
universality, the eigenvalues of A converge to a disk of radius α
√
nC centred at the origin
(Figure B.1, blue). Moreover, if one assumes that in isolation, each species exhibits stable
dynamics (incorporated by setting the diagonal elements of A to −d), then the eigenvalue
spectrum is is shifted to the left by d units (Figure B.1, orange). It is now clear that for
135
all eigenvalues in this system to be less than zero (with high probability) we require that
the radius of the circle α
√
nC is less than d, which is the complexity-stability relationship
that May put forward (B.1).
Interaction types and stability
Note that in deriving the stability criterion in (B.1), May considered large ecological net-
works in which all interactions (aij) are drawn from a single probability distribution, and
thus each pair of species interacts with the same probability, and with a completely random
type of interaction. Allesina and Tang [4] built upon this work by considering networks
where the proportion of interaction types (e.g. mutualistic, cooperative, exploitative) could
be specified. For example, imposing a predator prey interaction would necessitate inter-
action terms aij and aji having opposite signs, imposing a mutualistic interaction would
necessitate aij and aji both being positive. We introduce their work here, since we find
that the proportion of each interaction type in the system not only has a significant effect
on stability, but also on the way in which stability may be lost, i.e. the type of bifurcation.
Allesina and Tang found that imposing interaction types on the system morphed the eigen-
value spectrum into an ellipse (Figure B.2). In particular, exploitative interactions (such as
those found in predator-prey systems) narrowed the ellipse, reducing the size of the largest
eigenvalue and therefore enhancing stability. Cooperative and competitive interactions
widened the ellipse, increasing the size of the largest eigenvalue and therefore diminishing
stability. This profound result demonstrates that random matrix theory has a lot to offer
in understanding what makes complex systems stable. We suggest that random matrix
theory can also give insight into the way in which a complex system destabilises, i.e. the
type of bifurcation that it go through.
Random matrix theory and bifurcation type
Although much progress has been made on the stability of high-dimensional systems in
theoretical and applied work, [131, 4, 49, 111] the description of ensuing dynamics following
an instability is less clear. The loss in stability of a resident stable state can lead to all sorts
of behaviour, including e.g. oscillations, chaos, or a transition to some faraway attractor.
The immediate dynamics following this instability may be understood via the underlying
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Figure B.2. Eigenvalue spectrum for matrices with imposed interaction types.
Reconstruction of work by Allesina and Tang [4]. Shown are the eigenvalue spectra for two
simulated 1000× 1000 matrices. Blue dots correspond to eigenvalues of a matrix generated with
half cooperative interactions and half competitive interactions. Orange dots correspond to
eigenvalues of a matrix simulated solely with predator-prey interactions. This shows how
predator-prey interactions are stabilising, whereas cooperative / competitive interactions are
destabilising. See Allesina and Tang [4] for simulation methods and derived forms for the
semi-major axis of each ellipse, which gives the stability threshold. Parameters d = −1,
α = 0.05, n = 1000, C = 0.5.
bifurcation. One can characterise the bifurcation to a certain extent by the behaviour of
the destabilising eigenvalues (Figure 3.2).
We will consider continuous-time systems here. Therefore the two possible cases that
result in the system destabilising are a real eigenvalue becoming positive (Fold/Trans-
critical/Pitchfork) or a complex-conjugate pair obtaining positive real part (Hopf). We
investigate the extent to which these large random matrices resemble Hopf bifurcations
when they are perturbed to a point of instability.
Notice that a significant portion of the eigenvalues in these spectra have a non-zero imag-
inary part (they lie off the real axis). In fact, there is a remarkable inverse power law
relationship between the dimension of a random matrix and the expected proportion of
real eigenvalues that it possesses [175] (Figure B.3). As a consequence, the proportion
137
Figure B.3. Proportion of real eigenvalues rapidly decreases with system size. a.
For select matrix dimensions, we simulate an ensemble of 1000 matrices for each of the
interaction regimes. Points show the proportion of real eigenvalues amongst the entire ensemble.
This proportion drops off much faster in predator-prey systems than for systems dominated by
competitive and cooperative interactions. b. The same data on a log-log plot, demonstrating
approximate power law behaviour for large dimensions. The power law exponent for the case of
random interactions is approximately α = −0.54, in agreement with early work by Sommers et
al. [175]. Parameters d = −1, α = 0.05, C = 0.5.
of real eigenvalues drops off rapidly as the system size increases. Moreover, the type of
interactions in the system has a significant effect, with predator prey interactions resulting
in a smaller proportion of real eigenvalues, compared to system made up of cooperative
and competitive interactions. Due to these high proportions of complex eigenvalues, we
hypothesise that high-dimensional systems, particularly those with predator-prey interac-
tions, are more prone to Hopf bifurcations than systems with a small number of interacting
components.
To test this hypothesis, we numerically simulate large random matrices with various pro-
portions of interaction types using the methods of Allesina and Tang [4]. We then gradually
reduce the self-regulating strength of a random selection of the species to force the sys-
tem to destabilise. At the point where the system destabilises, we record whether this
was due to a real eigenvalue or a complex conjugate pair. We do this for 1000 simulated
community matrices and record the proportion of instabilities that correspond to a Hopf
bifurcation. This is then done over a variety of system sizes and interaction types. Results
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Figure B.4. Species diversity influences likelihood of Hopf bifurcation. For specific
species diversity and interaction types, we simulated 1000 community matrices and
incrementally perturbed them until they destabilised. The plot shows the proportion of these
instabilities that manifested as Hopf bifurcations, showing the increasing trend with species
diversity, and favouring predator-prey interactions among others.
are shown in Figure B.4. We find that the likelihood of the system encountering a Hopf
bifurcation increases with species diversity (defined as the number of interacting species in
the system) as expected. One might have expected a higher proportion in general for the
high-dimensional systems due to the minute proportion of real eigenvalues. However, since
the eigenvalue spectrum tends to an ellipse for large matrix dimensions, the eigenvalues
with the largest real part will tend to lie on the real axis, and so with a reasonable probabil-
ity will be the first eigenvalues to cause destabilisation. The simulations also demonstrate
that predator-prey interactions promote Hopf bifurcations, which is in line with the ob-
served oscillatory nature of predator-prey systems. Systems dominated by cooperative or
competitive interactions are less conducive to oscillations.
In summary, this investigation has shown that Hopf bifurcations are an abundant feature of
high-dimensional systems, particularly those with exploitative interactions between agents.
Given that Hopf bifurcations are also candidates for critical slowing down, a metric that
is able to distinguish them from other local bifurcations should be a useful addition to the
current ecosystem forecasting tools.
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B.2 Mathematical derivations
This appendix provides the mathematical derivations surrounding EWS in this chapter.
B.2.1 Analytical forms for EWS in continuous-time systems
Consider the generic continuous-time dynamical system depending on a single parameter
ẋ = f(x, α), x ∈ Rn, α ∈ R1, (B.2)
where f is a smooth function governing the deterministic dynamics of the system. We
assume that the system sits in some stable equilibrium x0, and therefore all eigenvalues of
the Jacobian matrix about x0 have negative real part. Upon varying α, a local bifurcation
occurs at the point where an eigenvalue attains positive real part. There are generically
only two possible ways this can occur [114]. Either a real eigenvalue becomes positive,
or a complex conjugate pair attain positive real part (Figure 3.2). Both yield different
bifurcations, and importantly, different EWS.
Case 1: A single real eigenvalue becomes positive. In the case where a real eigen-
value becomes positive, the system undergoes either a Fold, Transcritical or Pitchfork
bifurcation, depending on higher order terms that are not captured by the eigenvalues.
This unfortunately means that EWS using solely local stability properties of the system
cannot distinguish these bifurcations in advance.
To derive generic EWS for these bifurcations, it is appropriate to consider them in their
normal form, to which all other bifurcations of the same type are locally topologically
equivalent [114]. Preceding each bifurcation, the linearised dynamics about the stable




where x represents the displacement from the equilibrium, and λ is the eigenvalue governing




= λx+ σξ(t) (B.4)
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where ξ(t) is a Gaussian white noise process and σ is the noise amplitude. Note that this
is the one-dimensional OUp, for which EWS have already been derived in the chapter.
Case 2: A complex-conjugate pair of eigenvalues attain positive real part. In
the case where a complex-conjugate pair of eigenvalues attain positive real part, the system
either undergoes a super-critical (smooth) or a sub-critical (discontinuous) Hopf bifurca-
tion, depending on higher terms that are not captured by the eigenvalues. Preceding each




= µx− ω0y (B.5)
dy
dt
= ω0x+ µy, (B.6)
where x and y represent displacements from the equilibrium in perpendicular directions,
and the eigenvalues governing the stability of the system are now given by λ = µ ± iω0.
Note that a system must have at least two dimensions to undergo a Hopf bifurcation. To
investigate EWS preceding these bifurcations, we include additive white noise to each of




where ~ξ is a vector of Gaussian white noise processes (ξ1, ξ2), B is a matrix of noise







The stochastic process in (B.7) is now a multi-variate OUp which, although more involved,
can be subject to a similar treatment as the one-dimensional case. Integrating the process
gives














The covariance matrix of a multi-dimensional process is defined as
Σ = 〈~x(t)~xT (t)〉 (B.11)







In this derivation we used the property of independent white noise sources, 〈~ξ(t)~ξT (t′)〉 =




and so taking the time derivative of (B.12) gives
JΣ + ΣJT +BBT = 0, (B.14)
which is known as the continuous Lyapunov equation. In two dimensions, a closed form
solution is known [73] and given by
Σ =
−(J − (Tr J)I)BBT (J − (Tr J)I)T −Det JBBT
2 Tr J Det J
, (B.15)
which we can use to find the variance in system variables preceding a Hopf bifurcation.
Using the Jacobian matrix in (B.8), the variance of each variable is given by



















and the covariance term satisfies






The autocovariance matrix is defined as
φ(τ) = 〈~x(t+ τ)~xT (t)〉. (B.19)




which can be solved to give
φ(τ) = eJτΣ (B.21)
where Σ = φ(0). So one can directly compute the autocovariance matrix φ from the







The power spectrum of each variable can be computed as before using the Wiener Khinchin
Theorem. Since these expressions are long, we work with the leading order terms below
under two different assumptions. (1) The noise amplitudes for each variable are similar,
and (2) the system is very close to the bifurcation point, allowing us to assume that µ is
small.
To leading order in noise amplitude difference
Here, we assume that the noise amplitudes σ1 and σ2 are similar, so σ2 = σ1 + ε where ε






similar to the case of a single real eigenvalue. Note that all statistical expressions for the




to leading order is
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ρxx(τ) = e
µτ cos(ω0τ) +O(ε). (B.24)








eµτ cos(ω0τ) cos(ωτ)dτ +O(ε), (B.25)






(ω + ω0)2 + µ2
+
1
(ω − ω0)2 + µ2
)
+O(ε). (B.26)
To leading order in proximity to bifurcation
To consider the case with dissimilar noise amplitudes, we can instead simplify matters by
considering small µ, which assumes the system is close to the Hopf bifurcation. Taylor




















Importantly, note that regardless of the noise amplitudes, the dominant term in the au-
tocorrelation as the bifurcation is approached is cos(ωτ). This provides the distinguishing
feature of a Hopf bifurcation, by taking positive or negative values depending on the lag
time.













µ2 + (ω − ω0)2
)
+O(µ2), (B.29)
which recovers recovers the ’noise-amplitude approximation’ as σ1 → σ2. We see that
regardless of the noise amplitudes, the power spectrum is still maximised at ω = ±ω0 as
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the bifurcation is approached (µ→ 0), providing the characteristic feature of an upcoming
Hopf bifurcation.
B.2.2 Analytical forms for EWS in discrete-time systems
Case 1: A real eigenvalue moves above one In the case where a real eigenvalue
moves above one, the system undergoes either a Fold, Transcritical or Pitchfork bifurcation,
analogous to the case of a positive real eigenvalue in a continuous system. Preceding each
of these bifurcations in their normal form, the linearised dynamics satisfy
xt+1 = λxt, (B.30)
where xt denotes the displacement from the equilibrium, and λ is the eigenvalue governing
the stability of the system (|λ| < 1). Assuming small additive white noise, the discrete
then obeys
xt+1 = λxt + σεt (B.31)
where εt is a normal random variable, and σ is the noise amplitude. This equation rep-
resents an AR(1) process which is the discrete-time analogue of the OUp, and has been
studied thoroughly in the statistics literature [26].
The variance of this process can be computed by squaring both sides of (B.31) and taking
the expectation, giving
〈x2t+1〉 = λ2〈x2t 〉+ 2λσ〈εtxt〉+ σ2〈ε2t 〉. (B.32)
Given that the process is stationary, 〈x2t+1〉 = 〈x2t 〉. The white noise term is a normal
random variable, independent of xt and with unit variance, hence 〈εtxt〉 = 0, and 〈ε2t 〉 = 1.
The expression can then be simplified to obtain the variance,




which diverges as the bifurcations are approached (λ→ ±1).
The lag-1 autocorrelation can be computed by multiplying (B.31) by xt and taking expec-
tations. This yields







When applied recursively, one obtains the autocorrelation function
ρτ = λ
|τ |. (B.36)
From this we see that as λ → 1 (Fold/Transcritical/Pitchfork), the autocorrelation in-
creases monotonically to unity regardless of the lag-time. However, in the approach to the
flip bifurcation, the autocorrelation increases or decreases depending on the lag time.
The power spectrum can be computed by taking the Discrete-Fourier-Transform of the
autocovariance function

























1 + λ2 − 2λ cos(ω)
. (B.40)
Case 2: A real eigenvalue moves below minus one In the case where a real eigen-
value moves below minus one, the system undergoes something entirely different - a Flip
bifurcation, that is not possible in the continuous system. The analytical forms are the
same as for the previous case, except the limiting behaviour preceding the bifurcation is
obtained by taking λ→ −1.
Case 3: A complex-conjugate pair of eigenvalues attain a magnitude greater
than one In this case, the system undergoes a Neimark-Sacker bifurcation[114], which
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the discrete-time analogue of the Hopf bifurcation. Note this bifurcation is only possible in
systems with dimension n ≥ 2. The difference equation governing the linearised dynamics
for this bifurcation is
xt+1 = r cos θ xt − r sin θ yt (B.41)
yt+1 = r sin θ xt + r cos θ yt (B.42)
where (xt, yt) is the (two-dimensional) displacement from equilibrium at time t, and r ∈
(0,∞) and θ ∈ (0, π) are parameters. With additive GWN, this system may be written
~xt+1 = J~xt +B~εt (B.43)
where ~εt is a vector of normal random variables (ε1, ε2), B is a matrix of noise amplitudes
diag(a1, a2) and J is the Jacobian matrix given by
J =
(
r cos θ −r sin θ
r sin θ r cos θ
)
. (B.44)
The eigenvalues of J are a complex-conjugate pair given by λ = re±iθ, corresponding to
case (e) in Figure 3.2. When r = 1, the eigenvalues reach the unit circle and the Neimark-
Sacker bifurcation bifurcation occurs. How do the EWS behave?
The stochastic difference equation in (B.43) is a VAR(1) process (vector autoregressive
process of order one). The variance of each variable can be obtained from the covariance
matrix, defined as
Σ = E(~xt+1~xTt+1) (B.45)
= 〈(J~xt +B~εTt )(~xTt JT + ~εTt BT )〉 (B.46)
= JΣJT +BBT (B.47)
where in the final step we have used properties of stationarity and independence of the noise.
This is the discrete-time Lyapunov equation, which we can solve to find the covariance
matrix. We solve this using symbolic computation in Mathematica. Expressions are long
except for the case of equal noise amplitudes (σ1 = σ2), so we display those results here.
However, differing noise amplitudes yields the same important features expected in the
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with the same scaling behaviour as in the one-dimensional case. We now compute the
autocovariance matrix, which is defined as
φτ = 〈~xt+τ~xTt 〉 (B.49)
which can be shown to satisfy φτ+1 = Jφτ using the definition and equation (B.43). Solving












The autocorrelation for the variable xt is then simply
ρτ = r
τ cos(θτ), (B.53)
much like the autocorrelation preceding the Hopf bifurcation in the continuous-time case.




rτ cos(θ|τ |) (B.54)
where we have included the absolute value of τ in the exponent since the autocovariance
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e−iωτr|τ | cos(θτ). (B.56)






1 + r2 − 2r cos(ω − θ)
+
1
1 + r2 − 2r cos(ω + θ)
)
. (B.57)
B.2.3 Asymptotic behaviour of Smax up to local bifurcations
This section provides derivations of the asymptotic behaviour of Smax up to each local
codimension-1 bifurcation. The derivations use the analytical forms of the power spectrum,
as derived earlier and displayed in Table 4.1. The asymptotic behaviour is derived in terms
of the distance to the bifurcation d, which we define as the smallest difference between the
current eigenvalue (of the Jacobian matrix that governs the local dynamics of the system)
and a location at which a bifurcation occurs.
Continuous-time: Fold, Transcritical, Pitchfork. These bifurcations occur when a
real eigenvalue attains positive real part, and so d = |λ|, where λ ∈ R≤0. The power
















as d→ 0. (B.59)
Continuous-time: Hopf. The Hopf bifurcation occurs when a complex-conjugate pair
of eigenvalues λ± = µ± iω attain positive real part. The distance to the bifurcation in this
∗use the relation cos(θτ) = (eiθτ + e−iθτ )/2
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(ω − ω0)2 + µ2
+
1
(ω + ω0)2 + µ2
)
. (B.60)















as d→ 0. (B.62)
Discrete-time: Fold, Transcritical, Pitchfork. These bifurcations occur when a real
eigenvalue reaches the value one from below, and so d = 1 − λ, where λ ∈ R. The power






1 + λ2 − 2λ cos(ω)
)
, ω ∈ [−π, π]. (B.63)
Provided that λ > 0, which is the region in which these bifurcations occur, the maximum









as d→ 0. (B.64)
Discrete-time: Flip (period-doubling). This bifurcation occurs when a real eigenvalue
reaches the value negative one from above, and so d = λ+ 1. The power spectrum for the
normal form of the Flip bifurcation is the same as for the previous bifurcations, however.









as d→ 0, (B.65)
Discrete-time: Neimark-Sacker. The Neimark-Sacker bifurcation occurs when a com-
plex conjugate pair of eigenvalues λ = re±ω0 obtain unit magnitude, and so d = 1− r. The
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1 + r2 − 2r cos(ω − ω0)
+
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1 + r2 − 2r cos(ω + ω0)
)
. (B.66)























as d→ 0, (B.69)
since the bracketed term goes to 1.
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B.2.3.1 EWS in a system with multiplicative noise
Here we assume that multiplicative environmental noise is applied to the system, and show
analytically how this can affect the EWS. We consider the one-dimensional system
ẋ = f(x) + σg(x)ξ(t) (B.70)
where f describes the deterministic dynamics of the system, σ is a noise amplitude factor,
g captures how the noise amplitude varies with the system state, and ξ(t) is a white
noise process. In previous calculations that used additive white noise, we had g(x) = 1.
Linearising the system about an equilibrium state x∗, we get
η̇ = f ′(x∗)η + σ [g(x∗) + g′(x∗)η] ξ(t) +O(η2) (B.71)
where η = x − x∗. We now assume that η and σ are sufficiently small such that we may
drop terms of order 2 and higher. This gives the approximation
η̇ = f ′(x∗)η + σg(x∗)ξ(t), (B.72)
which is of the same form as with additive noise except for the additional g(x∗) factor.
Thus EWS expressions are the same, just with σ replaced by σg(x∗).
For example, if we consider environmental noise, which is often taken to have amplitude









where x∗(λ) is the equilibrium value of the system (which in general depends on λ).
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B.3 EWS in simulations of parametrised predator-
prey model
In the study by Fussmann et al. [70], the authors parametrised a model to the output from
the chemostat experiments. We run stochastic simulations of this model and compute
EWS, to check agreement with theory. The model is given by
dN
dt
= δ(Ni −N)− FC(N) (B.74)
dC
dt
= FC(N)C − FB(C)B/ε− δC (B.75)
dR
dt
= FB(C)R− (δ +m+ λ)R (B.76)
dB
dt









In the model N is the concentration of nitrogen (nutrient), C the concentration of Chlorella
vulgaris (prey), R the concentration of reproducing Brachionus calyciflorus (predator), and
B is the total concentration of Brachionus calyciflorus. Parameter values derived from
experiments [70] are given in Table B.1. The conversion factors ηC and ηB are required to
make the units of the model and experimental output consistent.
Under this parameter configuration, the model exhibits a Hopf bifurcation at δ = 0.009
with a period of T = 44.22 days (H1), a Hopf bifurcation at δ = 0.151 with a period of
T = 5.905 days (H2), a Hopf bifurcation at δ = 0.970 with a period of T = 0.554 days
(H3), and a Transcritical bifurcation at δ = 1.427 (T1). The corresponding bifurcation
diagram is in Figure B.5a. We simulate the model at fixed dilution rates over the range
[0, 1.6] to investigate the behaviour of each EWS in the vicinity of the bifurcations. After
a burn-in period of 500 time units to remove transient dynamics, we measure each EWS
statistic over the following 4000 time units. The behaviour of the EWS considered is shown
in Figure B.5b-f.
The variance of the system behaves as expected. As the dilution rate approaches each of the
three Hopf bifurcations from the neighbouring equilibrium state, the variance of the system
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Parameter Definition Value
δ dilution rate (.) per day
Ni nitrogen inflow concentration 80 µmol/liter
bC maximum birth rate of Chlorella 3.3 per day
KC half-saturation constant of Chlorella 4.3 µmol/liter
bB maximum birth rate of Brachiounus 2.25 per day
KB half-saturation constant of Brachionus 15 µmol/liter
m mortality of Brachiounus 0.055 per day
λ decay of fecundity of Brachionus 0.4 per day
ε assimilation efficiency of Brachionus 0.25
ηC conversion factor µmol/lit to cells/ml of Chlorella 5× 104 (cells/ml)(µmol/lit)−1
ηB conversion factor µmol/lit to females/ml of Brachionus 5 (females/ml)(µmol/lit)
−1
Table B.1. Predator-prey model parameters. Definition and value for each parameter in
the predator-prey model given in Eqns. (B.74)-(B.77). Calibrated by Fussmann et al. [70] from
chemostat experiments or obtained from published sources on Chlorella and Brachionus.
dynamics increases, consistent with theory. The variance is maximal in the oscillatory
regime between H2 and H3 since oscillations are not filtered out by the smoothing of the
time-series. Near the Transcritical bifurcation T1, there is an increase in variance from the
right and the left, although this increase occurs relatively late (close to the bifurcation),
and is a very slight change in magnitude.
Autocorrelation also behaves as expected, and we have displayed lag times of 3 and 6
as they exemplify the contrasting behaviour that autocorrelation can exhibit depending
on the chosen lag time. Recall that the analytical form for the autocorrelation in the
vicinity of a Hopf bifurcation has a multiplicative factor of cos(2πτ/T ) (Table 4.1) where
τ is the lag time and T is the period of oscillations at the Hopf bifurcation. The other
factor approaches one as the Hopf bifurcation is approached, just like the case for the Fold
bifurcation. Since the period at H2 is approximately 6, this multiplicative factor will be
negative for τ = 3 (resulting in decreasing autocorrelation) and positive for τ = 6 (resulting
in increasing autocorrelation). Note that for certain lag times (τ = T/4, 3T/4) this factor
is zero, in which case autocorrelation does not serve as an EWS. In general, we do not
know the period at a Hopf bifurcation in advance, and so choosing an appropriate lag time
is difficult. The power spectrum is not hindered by this uncertainty, since it captures the
equivalent information to autocorrelation at every lag time [26].
The peak in the power spectrum (Smax) behaves very similarly to the variance. It as at
least as good as Variance at signalling bifurcations. Preceding H2 it actually provides
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Figure B.5. EWS in stationary simulations of chemostat model. For fixed dilution
rates spaced 0.005 apart, we simulate the model for 4500 time units allowing for a burn-in
period of 500 time units to remove any transient behaviour. EWS are then computed on the
remaining time-series data. a. Bifurcation diagram showing stable states and extreme points of
limit cycles for the prey (Chlorella, blue) and the predator (Brachionus, red). b. Variance. c-d.
Lag-3 and lag-6 autocorrelation. e. Peak in the power spectrum. f. Hopf AIC weight. Green
dashed lines mark the Hopf bifurcations (H1, H2, H3) and the Transcritical bifurcation (T1).
EWS are computed as in Methods.
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Figure B.6. EWS in stationary model simulations - zoom in on H2. As in Figure B.5
except zoomed in on the dynamics preceding H2. Smax does at least as well as variance in
signalling the upcoming bifurcation, performing better than variance with the Brachionus
time-series. The Hopf AIC weight registers the type of bifurcation for each species once Smax
begins to increase.
earlier warning as can be seen in Figure B.6, which zooms in on the preceding dynamics.
The Hopf AIC weight (whopf) correctly signals which bifurcations are Hopf, and which are
not. (Preceding H1-H3 it attains 1 the value 1, and preceding T1 it attains the value 0).
The metric appears to be quite late in recognising a Hopf bifurcation in the Brachionus
time-series preceding H2. Zooming in on this area (Figure B.6), we see that the signalling
of whopf aligns with the moment when variance and Smax begin to increase.
156
B.4 Nonlinear optimisation procedure
As with any computationally feasible optimisation algorithm, the procedure can output a
local minimum without reaching the global minimum. Moreover, the local minimum that
the algorithm reaches is dependent on the initial parameter guess that it is given. As such,
we sweep over a range of initial parameter guesses and store the best model fit (smallest
squared error).
Model constraints For the fitting procedure, we impose some logical constraints on the
parameters. This avoids the optimisation algorithm searching through irrelevant parameter
combinations, thereby reducing computational time. The constraints we impose are as
follows:
σ > 0, (B.79)
λ, µ < 0, (B.80)
Sfold(ωmax) < ψfSfold(0), (B.81)
Shopf(0) < ψh Shopf(ω0). (B.82)
Constraint (B.79) is imposed by the definition of the noise amplitude (a standard deviation
of a distribution). We impose constraint (B.80), since we are only considering systems in a
stable state (λ and µ correspond to the real part of the eigenvalues for the system’s Jacobian
matrix, which must be negative for the system to be stable). Constraint (B.81) asserts
that the power at the edge of the frequency domain must be less than some proportion
ψf ∈ [0, 1] of the power at the zero-frequency. Note that this is guaranteed sufficiently
close to a Fold bifurcation since Sfold(0) → ∞ as λ → 0, whereas Sfold(ωmax) is always
finite. Our motivation for imposing this constraint is to better distinguish Sfold from the
flat spectrum Snull which signifies no imminent bifurcation.
Constraint (B.82) asserts that the power at the zero-frequency is at most a proportion
ψh ∈ [0, 1] of the power at the intrinsic frequency of the Hopf bifurcation ω0. This condition
is always satisfied sufficiently close to a Hopf bifurcation since as µ → 0, Shopf(ω0) → ∞,
whereas Shopf(0) always remains finite. Our motivation for this constraint is to distinguish
Shopf from Sfold, since without this constraint, Shopf can fit a unimodal power spectrum just
as well as Sfold can by choosing ω0 = 0, and a Hopf bifurcation may be erroneously flagged.
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With the constraint, this power spectrum models fit only the two distinct behaviours that
are expected preceding the Fold and Hopf bifurcations respectively.
















respectively, which are coded into the optimisation algorithm. We find that taking ψf =
0.2, ψh = 0.5 gives good performance.
Initial parameter guesses The analytical forms for the power spectra are fitted to
the measured power spectrum using nonlinear optimisation procedures from the open-
source Python package LMFIT [138]. Specifically, the Levenberg–Marquardt algorithm is
used to minimise the least square error of the fit. As with any computationally feasible
optimisation algorithm, the procedure can output a local minimum without reaching the
global minimum. Moreover, the local minimum that the algorithm reaches is dependent
on the initial parameter guess that it is given. As such, we sweep over a range of initial
parameter guesses and store the best model fit (smallest squared error).
Appropriate initial parameter guesses are made based on three characteristic metrics of
the power spectrum values {(ωi, S(ωi))}i. This allows the algorithm to generalise to power
spectra on significantly different scales. (For parameter guesses that are independent of











where ∆ω is the difference between consecutive frequency values. Note that each of these
metrics can be computed from the measured spectrum with very little computational effort.
Now, we can find the equivalent metrics using the analytical forms to provide a functional
relationship between the metrics and the parameter values. Then, given numerical values
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for these metrics, we can compute the corresponding parameter values, and they will serve
as our scale-independent initial parameter guesses. The mathematical forms for these
initial parameter guesses are derived below.








which are the analytical expressions for the peak in Sfold(ω) and its total variation respec-
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. (B.89)









, Stot = −
σ̃2
2µ̃
, ωdom = ω̃0 (B.90)
which are the analytical expressions for the peak in Shopf, its total variation, and dominant
frequency respectively. This gives an initialisation of
σ̃ =
√












, ω̃0 = ωdom
(B.91)
where










max − 13π2ω4domS4maxS2tot + 2ω2domS2maxS4tot
(B.92)
Finally, for fitting Snull are baseline initial parameter σ̃ satisfies
Stot = σ̃
2 (B.93)
which is the analytical expression for the total variation of Snull (over the frequency domain




Once the baseline initialisation parameters are found, we can run the optimisation pro-
cedure to find the best fit. In cases where the power spectrum is non-typical, doing a
sweep over a set of initialisation parameters increases the likelihood of finding the best fit.
So we provide the option for the algorithm to sweep over [0.5, 1, 1.5] times the baseline
initialisation value for each parameter, and choose the best fit (lowest AIC score) Doing
the sweep entails 33 initialisation settings for Shopf, 3
2 settings for Sfold and 3 settings for
Snull. Therefore, doing the sweep is 13 times more expensive (computationally) than doing
no sweep at all.
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B.5 Additional figures
Figure B.7. EWS preceding the Fold bifurcation in the Ricker model. Individual
realisations are shown for the Ricker model under the exploitation scenario. The growth rate is
fixed (r = 0.75) whilst the harvesting rate (F ) increases linearly across the interval [0, 3]. a.
Time-series of a single realisation overlaid on bifurcation diagram. b-c. Variance and lag-1
autocorrelation computed over a rolling window of 5 realisations. d. Sample of power spectra at
times leading up to the bifurcation for a single realisation. e. Evolution of peak in the power
spectra (Smax) for 5 realisations. f. AIC weights for the Fold (wfold) and Hopf (whopf) power
spectrum forms for 5 realisations. EWS are computed as in Methods. Fixed model parameters
are K = 10, h = 0.75, σ = 0.05.
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Figure B.8. EWS preceding the Flip bifurcation in the Ricker model. Individual
realisations are shown for the Ricker model under the truncation scenario. The harvesting rate
is fixed (F = 0) whilst the growth rate (r) increases linearly across the interval [0.5, 2.6]. a.
Time-series of a single realisation overlaid on bifurcation diagram. b-c. Variance and lag-1
autocorrelation computed over a rolling window of 5 realisations. d. Sample of power spectra at
times leading up to the bifurcation for a single realisation. e. Evolution of peak in the power
spectra (Smax) for 5 realisations. f. AIC weights for the Fold (wfold) and Hopf (whopf) power
spectrum forms for 5 realisations. EWS are computed as in Methods. Fixed model parameters
are K = 10, h = 0.75, σ = 0.05.
162
Figure B.9. Temporal EWS across the parameter plane of the Ricker model. For
fixed values of (r, F ) within the stable region of the bifurcation plane, we simulate the Ricker
model and compute the EWS metrics. a. Regions of stability and bifurcation curves. Crossing
the Flip/Fold bifurcation curve results in a transition to oscillations/an alternative stable state.
Perturbations in the stable node/stable spiral regime result in a monotonic/oscillatory recovery
trajectory. b. Coefficient of variation (C.V.) c. Lag-1 autocorrelation (AC(1)). d. Lag-2
autocorrelation (AC(2))
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Figure B.10. Bootstrapped EWS by species in the empirical predator-prey system.
For each chemostat time-series (with a fixed dilution rate δ), we computed 100 samples of
bootstrapped EWS (Methods) and display the means with 95% confidence intervals. a.
Bifurcation diagram of parametrised model [70] for Chlorella (blue) and Brachionus (red). Lines
show stable states / limit cycle. Grey areas show regions where a Hopf bifurcation actually took
place in experiments [70]. Bold ticks show the dilution rates used in experiments. b. Variance.
c. Lag-1 autocorrelation. d. Peak in the power spectrum. e-f. AIC weights. Note that wnull
can be obtained from the relation wfold + whopf + wnull = 1. We computed EWS using a
Hamming window of 80 days and a bootstrap block size of 40 days.
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Figure B.11. Power spectra of the Chlorella time-series at each dilution rate (δ).
The power spectrum (black) is computed using Welch’s method with a Hamming window of
length 40 days and a 50% offset. The analytical forms Sfold (blue), Shopf (red) and Snull (green)
are fit to the power spectrum to obtain the AIC weights wf , wh and wn, which are an indication
of which fit best explains the data.
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Figure B.12. Power spectra of the Brachiounus time-series at each dilution rate (δ).
The power spectrum (black) is computed using Welch’s method with a Hamming window of
length 40 days and a 50% offset. The analytical forms Sfold (blue), Shopf (red) and Snull (green)
are fit to the power spectrum to obtain the AIC weights wf , wh and wn, which are an indication
of which fit best explains the data.
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Appendix C
Early warning signals for population
extinction in seasonal environments
C.1 EWS derivations in the standard Ricker model
A general non-seasonal population model
A general non-seasonal population model with demographic and environmental stochastic-
ity may be written







where f(Nt) models the deterministic dynamics, σd and σe are noise amplitudes for the





white noise processes. For justification of these forms for environmental and demographic
stochasticity, see e.g [20, 160].
Since the sum of two normal distributions is itself a normal distribution, Eqn. (C.1) can
be rewritten
Nt+1 = f(Nt) + σ(Nt)εt (C.2)









is the effective noise amplitude, which is state-dependent. Suppose the system is in an
equilibrium state N∗. Denote ξt = Nt − N∗ as the residual dynamics about equilibrium
(occurring due to noise). Then from Eqn (C.2), we get
N∗ + ξt+1 = f(N
∗ + ξt) + σ(N
∗ + ξt)εt (C.4)
= f(N∗) + f ′(N∗)ξt + (σ(N
∗) + σ′(N∗)ξt)εt +O(ξ
2). (C.5)
Neglecting quadratic and higher terms in residual dynamics and noise, we get
ξt+1 = λξt + σεt (C.6)
where λ = f ′(N∗) and σ = σ(N∗) are functions of the equilibrium state N∗. Eqn (C.6)
is an autoregressive process of order 1, from which the statistical metrics for EWS can be





the lag-τ autocorrelation by
ρ(τ) = λτ , (C.8)










For the Ricker model, we have f(Nt) = Nte
r−αNt , which has an equilibrium state of N∗ =
r/α, and a local recovery rate of λ = f ′(N∗) = 1− r. Inserting these terms in to the EWS





a lag-τ autocorrelation of
ρ(τ) = (1− r)τ , (C.11)
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1 + (1− r)2 − 2(1− r) cos(ω)
)
. (C.12)
C.2 EWS derivations for the seasonal population model
A general seasonal population model
We consider the general form of
Xt+1 = f(Xt, Yt) + σb(Yt)ε
b
t , (C.13)
Yt+1 = g(Xt+1) + σnb(Xt+1)ε
nb
t , (C.14)
where Xt is the non-breeding population size and Yt is the breeding population size of
generation t. The functions f and g govern the deterministic dynamics in the breeding
and non-breeding periods, respectively, as illustrated in Figure 5.2. We have assumed that
dynamics in the breeding period depend on Yt (via density dependent effects) and Xt via
carry-over effects, which have been shown to be present in fruit fly populations [13].
Assume the system occupies a stable equilibrium (X∗, Y ∗), which by definition satisfies
X∗ = f(X∗, Y ∗) (C.15)
Y ∗ = g(X∗). (C.16)
To examine the stochastic dynamics about the equilibrium state, we introduce the variables
ξt = Xt −X∗ (C.17)
ηt = Yt − Y ∗, (C.18)







for the noise terms at the equilibrium state. Substituting these terms into the model,
















where derivatives are evaluated at the equilibrium (X∗, Y ∗). This can be rewritten as
ξt+1 = aξt + γt (C.23)
























Note that Eqn (C.23) is simply an AR(1) process again, and so statistical metrics can be
easily derived (which correspond to EWS in Xt). The statistics of ηt can be derived from
the fact that it is a linear function of ξt, given by Eqn (C.24). This system undergoes a












showing how variance may increase depending on the relative speed at which |a| → 1 and
σb, σnb → 0. The variance of ηt is given by
Var(ηt) = g
2











The lag-1 autocorrelation of ξ is simply
ρξ(1) = a (C.31)
which goes to 1 (-1) as the Transcritical (Flip) bifurcation is approached. The autocorre-
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g2X E
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In the case where variance diverges at the bifurcation, E
[
ξ2t ]→∞ and so ρη ∼ a which goes
to 1. Since there are two variables for this model, we can investigate the cross-correlation.































ρ ∼ a2 as |a| → 1, (C.34)
and so interestingly, the cross-correlation approaches one, regardless of the bifurcation that
is being approached, and it does so quadratically with a.
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C.3 Additional figures
Figure C.1. Extended bifurcation diagram for the biseasonal Ricker model. As the
breeding growth rate increases from low values, the system undergoes three Flip bifurcations
which result in period-doubling. Upon further increase, the system undergoes three more Flip
bifurcations that result in period-halving, to which the system returns to being at a fixed point.
Note the region of chaos that was present in the standard Ricker model is no longer present.
Parameters are at baseline values, given in Eqn. (5.4).
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Figure C.2. EWS in the Ricker model with increasing density dependence. The
parameter controlling density dependence (α) is increased linearly over the interval [0.01, 0.1]
during 400 time increments. The intrinsic growth rate (r) is kept fixed at 1.2. Note that the





D.1 A Python package: ewstools
During the course of this research, I have developed ewstools, a Python package for comput-
ing, analysing and visualising early warning signals (EWS) in time series data. All EWS
computations in this thesis may be conducted using the relevant functions in this package.
The objective for creating a package for this code was to provide a complementary code
base to a currently well-used EWS package in R [55], with additional tools specific to my
research, and using a platform for Python users.
The package is hosted on Github at https://github.com/ThomasMBury/ewstools where
installation instructions, documentation, demos, and source code is available.
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