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1. Introduction
Survival models are at the heart of biomedical applications of statistics, and
form an integral part of many other fields, including among others the insur-
ance sector, sociology and engineering. In medical studies, relevant quantities
for inference are survival probability curves, as well as hazard rate functions.
Nonparametric methods have proved very helpful in the analysis of these mod-
els, in particular Bayesian methods are often used in such settings for their
flexibility and ability to measure uncertainty [32]. Histogram priors are espe-
cially attractive, because they model the hazard in an intuitively appealing and
interpretable way, by splitting the follow-up period into distinct intervals with
a potentially different hazard rate during each interval. Indeed, a great variety
of histogram priors – with possibly dependent heights – has been proposed to
model the hazard rate, see e.g. [46, 4, 5, 45, 22, 20, 32, 6]. A great benefit of
the Bayesian approach is that confidence bands for survival curves are created
in a natural way, which offers a typically more meaningful way of quantifying
uncertainty compared to the confidence intervals that are only valid at a par-
ticular point in time often reported in practice. A prominent point of interest
is whether the use of Bayesian credible bands as confidence bands is justified.
While such bands are already often used in practice, it is important to have
mathematical guarantees that these sets have the desired frequentist coverage.
Our results provide theory validating exactly this use of credible bands as fre-
quentist confidence bands for many priors, including the histogram priors as a
particular case.
The desired mathematical guarantees can be achieved by proving a Bernstein–
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von Mises theorem (BvM), in the form of a (Bayesian) Donsker–type result for
the posterior distribution on the survival curve. We will derive such a result
as a consequence of a nonparametric Bernstein–von Mises result on the hazard
itself, thereby providing the sought-after theoretical guarantee for uncertainty
quantification. The proofs are partly based on multicale techniques as introduced
in [12], [13], [11], as well as on semiparametric tools [10], [14]. Also, we provide a
sampler for histogram priors (allowing for dependent heights) and illustrate its
use both in simulated and real data situations. We observe in simulations that
the corresponding credible sets outperform several popular choices for confidence
bands in terms of area. We refer to the books [2, 36], as well as to the simulation
study and data analysis in Sections 5 and 6 for more on existing non–Bayesian
methods.
We now briefly review the literature on the frequentist analysis of Bayesian
methods for right–censored data. In the context of neutral to the right priors,
Hjort [28] considered Beta process priors for the cumulative hazard, showing in
particular conjugacy. Kim and Lee [34] derived sufficient conditions for posterior
consistency, while [35] obtained a BvM for the survival function for classes of
neutral to the right priors in the right-censoring model (see also [33] for results
for the Cox model). We note that all such results, that model the cumulative
hazard or the survival function directly, do use some form of conjugacy of the
prior and model, which is not the case for the theory built up in the present
paper. A work that also models the hazard rate – and in this sense is closer
to ours – is De Blasi et al. [18], where the authors model a priori the hazard
rate using a kernel mixture with respect to a completely random measure. They
derive posterior consistency for the hazard, as well as limiting results for linear
and quadratic functionals of the hazard. In [17], the semiparametric BvM is
derived in competing risks models. The Cox model is treated as an example
of the general semiparametric BvM theorem in [10], which uses non-conjugate
techniques and a Gaussian prior, although requires the hazard to be sufficiently
smooth (at least 3/2–Ho¨lder).
This paper has three main goals. A first aim is to provide theory for poste-
rior distributions modeling both the hazard rate and the survival function,
investigating practically used priors, including random histograms and more
generally arbitrarily smooth priors. To do so, we focus on the commonly used
right-censoring model. We derive both BvM theorems for the survival curve and
hazard rate, as well as minimax optimal supremum–norm rate results for the
hazard. Supremum–norm results are particularly desirable in practice, as they
justify evaluating the quality of an estimated curve through visual closeness
to a true curve, rather than through a criterion less easily visualized such as
closeness in the L2–sense. Second, the paper is intended to serve as a platform
to derive such results in more complex survival models; in particular, we de-
velop non-conjugate techniques, that do not rely on an explicit expression of
the posterior distribution, and will apply more generally, provided some form of
Local Asymptotic Normality (LAN) holds. Third, we try to minimize regularity
assumptions on the hazard rate as much as possible. We will assume that the
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hazard is β–Ho¨lder, for an arbitrary β > 0 for most of the results (just assum-
ing β > 1/2 for a few examples of priors). The techniques we introduce also
enable improved minimal regularity requirements for posterior supremum norm
convergence compared to [11]–[13].
Let us now briefly describe our main results and give an outline of the paper. In
Section 2, we introduce the right-censoring model and recall standard notation
and assumptions in this setting. In Section 3, we introduce the main families
of prior distributions we consider, namely histogram priors on the hazard rate
with possibly dependent height coefficients, and smoother series priors on the
log-hazard. The main mathematical results are stated in Section 4. A BvM the-
orem for linear functionals of the hazard is first obtained. Next, a BvM result
for ‘many functionals’ simultaneously is derived in the form of a nonparametric
BvM theorem for the hazard rate. This implies among others a Donsker–BvM
result for the cumulative hazard and survival functions. Then, optimal supre-
mum norm posterior convergence results are derived for the hazard. Finally, we
apply these results to the considered classes of priors. In Section 5, we present a
sampler for histogram priors and illustrate the estimators’ performance through
simulated data, while a real data example is considered in Section 6. A brief
discussion is presented in Section 7. Section 8 contains the proofs of the BvM
results. The supplementary material in Section 9 gathers the proof of the supre-
mum norm results as well as a number of useful lemmas. For readers mainly
interested in practical applications of our methods, we note that Sections 4.1
through 4.4 can be skipped at first read.
2. The survival model with independent right censoring
We are interested in i.i.d. survival times T1, . . . , Tn, but their observation is pos-
sibly interfered with by i.i.d. censoring times C1, . . . , Cn, which are independent
of the survival times, so that we observe X = Xn = ((Y1, δ1), . . . , (Yn, δn)) i.i.d.
pairs, where Yi = Ti ∧ Ci and δi = 1l{Ti ≤ Ci}.
One main object of interest is the survival function S(t) = P (T > t). In the
present setting, as in many others, it is useful to assume that S is induced by
a certain hazard function. Assuming T admits a continuous density, which we
denote by f , the hazard rate is λ(t) = limh↓0 h−1P (t ≤ T < t + h | T ≥ t).
Integrating the hazard yields the cumulative hazard Λ(·) = ∫ ·
0
λ(u)du, which is
related to the survival by S(·) = exp{−Λ(·)}.
We assume there exists a ‘true’ continuous hazard λ0 underlying the data-
generating process and require a few assumptions, mainly to ensure that in-
fluence functions are well-defined and to avoid division by zero. For some τ > 0
corresponding to the time at end of the study and ci > 0, i = 1, . . . , 4:
(M) at the end of follow-up, some individuals are still eventfree and uncensored:
P (T > τ) > 0 and P (C ≥ τ) = P (C = τ) > 0.
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We have c1 ≤ inft∈[0,τ ] λ0(t) ≤ supt∈[0,τ ] λ0(t) ≤ c2.
The censoring C has a distribution function G and admits a density
pC(u) = g(u)1l{0 ≤ u < τ}+ (1−G(τ−))1l{u = τ}
with respect to Leb([0, τ ]) + δτ , with Leb(I) the Lebesgue measure on I
and g such that c3 ≤ inft∈[0,τ) g(t) ≤ supt∈[0,τ) g(t) ≤ c4.
Henceforth, for notational simplicity and without loss of generality we set τ = 1,
otherwise one can consider rescaled versions of the procedures. It follows from
(M) that Λ0(τ) = Λ0(1) ≤ c2.
As the censoring distribution factors out from the likelihood, see Section 8, we
do not need to model G and we denote the distribution of the data under the
‘true’ unknown parameters simply by Pλ0 (or even P0), and keep the notation G
for the censoring law, with g its density. We also denote G¯(u) = 1−G(u−) for
u ∈ [0, 1] and note that in our setting 1−G(t) = G¯(t) for t < 1. The function,
for u ∈ [0, 1],
M0(u) = Eλ01l{u ≤ Y } = G¯(u)e−Λ0(u) (1)
plays an important role in the sequel. We note that under assumption (M) it
is bounded away from 0.
Notation. The distribution function of the variable of interest T is denoted
F (t) =
∫ t
0
f(x)dx and the survival function is S = 1−F . For a bounded function
b on [0, 1] and Λ a cumulative hazard, we denote (Λb)(·) = ∫ ·
0
b(u)dΛ(u) and,
in slight abuse of notation Λb = (Λb)(1) =
∫ 1
0
b(u)dΛ(u). For real a, b, we set
a ∧ b = min(a, b) and a ∨ b = max(a, b).
The notation (ψlk) refers to one of the following two wavelet bases,
1. the Haar basis on [0, 1] sets ϕ = 1l(0,1], ψ = 1l(0,1/2]− 1l(1/2,1] and ψlk(·) =
2l/2ψ(2l · −k), 0 ≤ k < 2l, l ≥ 0, and ψ−1−1/2 = ϕ;
2. a smooth boundary-corrected wavelet basis on [0, 1], such as the CDV
wavelets of [16]. We refer to Section 9.2 for more on their properties.
We denote dyadic intervals by I lk = (k2
−l, (k+1)2−l] for l ≥ 0 and 0 ≤ k ≤ 2l−1.
For (ψlk) the Haar basis, I
l
k is the support of ψlk.
We denote by L2 = L2[0, 1] the space of square–integrable functions on [0, 1],
with 〈f, g〉 = ∫ 1
0
fg the associated inner product and ‖f‖2 = 〈f, f〉 the squared
L2–norm. Also, L2(Λ) = {f : ∫ f2dΛ = ∫ f2λ <∞}.
Given a wavelet basis (ψlk) as above, for f ∈ L2 we denote flk = 〈f, ψlk〉 its
wavelet coefficients. For any L ≥ 0, we set
VL = Vect{ϕ, ψlk, l ≤ L, 0 ≤ k < 2l} (2)
the space generated by wavelet functions up to level L. The space of continuous
(resp. bounded) functions on [0, 1] is denoted by C[0, 1] (resp. L∞[0, 1]) and
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is equipped with the (essential) supremum norm ‖ · ‖∞. For β,D > 0, and l
the largest integer smaller than β, let H(β,D) = {f : |f (l)(x) − f (l)(y)| ≤
D|x− y|β−l, x, y ∈ [0, 1]} denote the standard Ho¨lder–class.
In the paper the asymptotics are as n→∞, and o(1), oP0(1) are respectively a
deterministic sequence going to 0 as n→∞ and a random sequence going to 0
in probability under P0 = Pλ0 .
For (S, d) a metric space, the bounded Lipschitz metric βS on probability mea-
sures on S is, for any µ, ν probability measures of S,
βS(µ, ν) = sup
F ;‖F‖BL≤1
∣∣∣∣∫S F (x)(dµ(x)− dν(x))
∣∣∣∣ , (3)
where F : S → R and
‖F‖BL = sup
x∈S
|F (x)|+ sup
x6=y
|F (x)− F (y)|
d(x, y)
. (4)
Throughout the paper, the following rate is frequently used, for β > 0,
ε∗n,β =
(
log n
n
) β
2β+1
. (5)
3. Prior distributions and glimpse of the results
In order to model both the cumulative hazard Λ (and related survival S) and
its rate λ, we define a prior distribution on λ via a prior Π on the log–hazard
r = log λ.
3.1. Families of priors on the log-hazard
Our results are illustrated with two vast families of prior distributions: dyadic
histogram priors, allowing for possibly dependent heights, and referred to as
(H)-type priors in the sequel; and more general possibly smooth priors, referred
to as (S)-type priors.
In practice, it can be appealing to model the prior distribution directly on
certain time-intervals, with a possible dependence in the choice of amplitudes
across times. We allow this in the following two prior classes, with respectively
independent and dependent heights.
(H1) Regular dyadic histograms with independent coefficients set
r =
2L+1−1∑
k=0
νkZk1lIL+1k
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for L = Ln a sequence of integers (called ‘cut-off’), deterministic νk > 0 and Zk
independent random variables, all to be specified in the sequel.
(H2) Regular dyadic histograms with dependent coefficients. These have a struc-
ture similar to (H1), but each Zk depends on Zk−1, for k ≥ 1. Intuitively this
dependence induces some ‘smoothness’, while the prior itself remains a his-
togram. Histogram priors with a martingale structure have a long history of
success [4, 5, 20, 32, 45, 46]. Specific examples will be studied in Section 4.5.
A more general class of priors on r = log λ we consider sets
r =
Ln∑
l=−1
2l−1∑
k=0
σlZlkψlk, (6)
where (ψlk) is a wavelet basis as above, the variables Zlk are independent, Ln
and σl are positive real numbers to be chosen. This includes
(H3) Dyadic Haar wavelet histograms with (ψlk) the Haar basis.
(S) Smooth wavelet priors with (ψlk) a smooth wavelet basis.
Note that the priors (H1), (H2) can also be written as in (6) with (ψlk) the
Haar basis. Conversely, (H3) is a special case of (H2), see Section 9.2.
3.2. Frequentist analysis of posterior distributions
Given a prior distribution Π on log-hazards r = log λ as above and data X = Xn
from the right censoring model, one can form the posterior distribution Π[· |X]
on r, that is the conditional distribution L(r |X), in the usual way. Taking a
frequentist approach to analyse the posterior, we assume that there exists a
‘true’ r0 = log λ0 so that the data is generated from X ∼ Pλ0 , and we study
Π[· |X] in probability under Pλ0 .
3.3. A glimpse of the results
Consider cut-offs Ln defined as, for γ > 0,
2Ln = 2L
U
n $ n1/2, (7)
or 2Ln = 2Ln(γ) $
(
n
log n
) 1
2γ+1
, (8)
where $ means that one picks a closest integer solution in Ln of the equation.
Let GΛ0 denote the Gaussian process, for W standard Brownian motion,
GΛ0(t) = W (U0(t)), t ∈ [0, 1], (9)
where we have set U0(t) =
∫ t
0
(λ0/M0)(u)du and M0 is as in (1).
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Theorem 1. Suppose the true log–hazard r0 = log λ0 belongs to the Ho¨lder
ball H(β, L) for β, L > 0. Let Π be a histogram prior of type (H3) with stan-
dard Laplace coefficients, and cut–off Ln as in (7) or (8) with γ = 1/2. Then,
regardless of β > 0, for GΛ0 as in (9), and Λˆn Nelson–Aalen’s estimator,
βD
(
L(√n(Λ− Λˆn) |X) , L(GΛ0)
)
= oP0(1),
with D the space of ca`dla`g functions on [0, 1]. Now assuming 0 < β ≤ 1, for Ln
as in (8) with γ = β, for arbitrary Mn →∞, and ε∗n,β as in (5),
Π[‖λ− λ0‖∞ > Mnε∗n,β |X] = oP0(1).
Theorem 1 first provides a functional result for the posterior distribution of Λ for
histogram priors which has several consequences for inference, notably providing
credible bands with optimal coverage for the true cumulative hazard and survival
curve, see Section 4.3. The hazard itself is modelled and its posterior converges
at optimal rate in the supremum norm (when γ = β this is the minimax rate;
otherwise the rate is still optimal for the regularity γ and given by (20) below).
This and more general results, including smooth priors on hazards, handling
any regularity β > 0, and statements for the survival function, are considered
below.
4. Main results
In all what follows, the prior is of the form (6) with cut-off Ln = Ln(γ) given
by, for γ > 0,
2Ln $
(
n
log n
) 1
1+2γ
. (10)
As the prior distribution sits on levels l ≤ Ln, it is helpful to introduce PLn the
orthogonal projection onto VLn = Vect{ψlk, l ≤ Ln, 0 ≤ k < 2l}, and PLcn the
orthogonal projection onto the orthocomplement of VLn .
4.1. Bernstein–von Mises theorems for linear functionals of λ
To begin with, we consider estimation of, for b ∈ L2(Λ),
〈b, λ〉 =
∫ 1
0
b(u)λ(u)du =
∫ 1
0
b(u)dΛ(u).
For PLn the projection onto the first Ln wavelet levels and M0 as in (1), let
ψb = b/M0, ψb,Ln = PLn(b/M0), (11)
all well-defined quantities by (M), which guarantees M0(1) > 0. We assume
that a convergence rate for λ is available: for a sequence εn = o(1),
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(P1) for An = {λ : ‖λ− λ0‖1 ≤ εn}, we have Π[An | X] = 1 + oP0(1),
where we require that log n = o(
√
nεn), which is always the case for nonpara-
metric rates arising in the present setting. As shown in Section 9.5, such a rate
is implied by a Hellinger rate for estimating the data–generating distribution,
which itself can be obtained through the standard posterior convergence rates
theory [23]. Alternatively, for some priors, one could obtain an L1-rate directly
using the method of [19]. The following assumption simplifies the reasoning in
several proofs, so we shall assume it for now.
(P2) For some ζn = o(1), we have Π[‖λ− λ0‖∞ ≤ ζn |X] = 1 + oP0(1).
We explain below how to derive this; we just mention that such supremum norm
consistency follows, for instance, from Theorem 5 below. Also, let
Dn = {λ : ‖λ− λ0‖1 ≤ εn, ‖λ− λ0‖∞ ≤ ζn}. (12)
Under (P1)–(P2), we have Π[Dn |X] = 1 + oP0(1).
For stating a limiting result on the linear functional 〈b, λ〉, one assumes
(B) that b ∈ L∞[0, 1] and, for εn as in (P1) and ψb as in (11),
√
nεn‖ψb − ψb,Ln‖∞ = o(1);
(Q) with r = log λ, r0 = log λ0, r
n
t = r − tψb,Ln/
√
n, for Dn as in (12),∫
Dn
e`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
= 1 + oP0(1).
For a ∈ R and b ∈ L2(Λ), let La be the map
La : r →
√
n(〈er, b〉 − a) = √n(〈λ, b〉 − a),
so Π[· |X] ◦ L−1a denotes the distribution induced on
√
n(λ− a) if r ∼ Π[· |X].
Theorem 2 (BvM for linear functionals). Under conditions (M) on the model,
suppose the prior distribution Π is such that assumptions (P1)–(P2) are sat-
isfied. Let ϕˆb denote any efficient estimator of ϕb = 〈b, λ〉, for b a fixed element
of L2(Λ) that together with Π satisfies (Q).
For such a functional representer b, under (B), as n→∞,
βR
(
Π[· |X] ◦ L−1ϕˆb , N (0, vb)
)
= oP0(1),
where we denote vb = Λ0(b
2/M0) =
∫ 1
0
b2(u)(λ0/M0(u))du and βR is the bounded–
Lipschitz metric on real distributions.
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Condition (Q) can be checked for the priors we consider by change–of–variables
techniques, see Section 9.7. Condition (B) is a ‘no–bias’ type condition; its
form is for simplicity and it can be improved (we note that a simple condition
on projections such as (4.12) in [14] in the simpler density estimation model is
not readily available here though). We refrain from doing so here, as the BvM
theorem in the next Section is more general and allows to cover more functionals.
Application: smooth linear functional. Suppose b and r0 satisfy a Ho¨lder condi-
tion: b ∈ H(µ,D1) and r0 ∈ H(β,D2) for some µ, β,D1, D2 > 0. As an example,
consider the Laplace prior with independent coefficients and σl = 1. Then (Q)–
(B) are satisfied if µ∧ 1 + β ∧ γ > 1/2 + γ. For instance if γ = 1/2, it is enough
that β > 1/2 and µ > 1/2; see Section 9.8 for a proof.
4.2. Nonparametric BvM theorem for the hazard rate
Let (wl) be a sequence such that wl/
√
l ↑ ∞. Call this an admissible sequence.
Define the space M of λ’s identified from their sequence of wavelet coefficients
as
M :=M(w) =
{
λ = {〈λ, ψlk〉}, sup
l
max
k
|〈λ, ψlk〉|
wl
<∞
}
,
equipped with the norm ‖λ‖M = supl maxk |〈λ, ψlk〉/wl and consider the fol-
lowing separable subspace of M
M0 :=M0(w) =
{
λ = {〈λ, ψlk〉}, lim
l→∞
max
k
|〈λ, ψlk〉|
wl
= 0
}
.
Limiting distribution. Recalling M0(·) = Pλ0 [Y ≥ ·], let us define Q0, probability
measure on [0, 1] with density u0 := λ0/M0 with respect to Lebesgue’s measure,
that is dQ0(x) = u0(x)dx, and define the zero-mean Gaussian process ZQ0
(call it Q0–white noise process) indexed by the Hilbert space L
2(Q0) = {f :∫ 1
0
f2dQ0 <∞}, with covariance function
E[ZQ0(g)ZQ0(h)] =
∫ 1
0
ghdQ0. (13)
Centering Tn. Define, for a bounded function g on [0, 1],
Wn(g) = Wn(X; g) =
1√
n
n∑
i=1
[δig(Yi)− Λ0g(Yi)]. (14)
For Ln the cut–off as in (10), let us define a function Tn = Tn(Ln) by the
sequence of its wavelet coefficients, for any k and Wn as in (14),
〈Tn, ψlk〉 =
{
〈λ0, ψlk〉+Wn (ψlk/M0) /
√
n if l ≤ Ln
0 if l > Ln.
(15)
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For z ∈ M0, the map τz : λ 7→
√
n(λ − z) maps M0 → M0, and below we
consider the shifted posterior Π[· |X] ◦ τ−1Tn , with centering Tn.
Let us require, for suitable directions b, and An as in (P1):
(T) with r = log λ, r0 = log λ0, r
n
t = r − t√nψnb,Ln and C1 > 0, suppose
log
∫
An
e`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
≤ C1(1 + t2)
holds for any |t| ≤ log n.
Condition (T) can be seen as a non–asymptotic version of (Q), and with only
a control from above required, and is verified in a similar way. Note that the
quantity on the left hand side of (T) is random, but by changing variables it
can typically be bounded by a non-random quantity uniformly, as will be seen
in the examples.
In the next statement, ΠLn [· |X] denotes the posterior distribution on λ pro-
jected onto the first Ln levels of wavelet coefficients (i.e. setting 〈λ, ψlk〉 = 0 for
l > Ln). In other words, it is the distribution of PLnZ if Z ∼ L(λ |X). Let us
also recall the definition of VL in (2).
Theorem 3. Let X = (X1, . . . , Xn) be a sample of law P0 with hazard rate λ0
under conditions (M). Let M0 =M0(w) for some wl ↑ ∞ with wl ≥ l. Let Tn
be as in (15). Suppose the prior Π is such that (P1)–(P2) are satisfied with
cut–off Ln and rate εn verifying
√
nεn2
−Ln = o
(
min
l≤Ln
{
l−1/42−l/2wl
})
.
Suppose (Q) is satisfied for any b ∈ VL and any fixed L ≥ 0, and that (T) holds
uniformly for b = ψLK with L ≤ Ln, 0 ≤ K < 2L.
(Case 1). If λlk = 〈λ, ψlk〉 = 0 for l > Ln under Π[· |X], then
βM0(Π[· |X] ◦ τ−1Tn ,ZQ0)→P0 0, (16)
where ZQ0 is as in (13) and βM0 is the bounded–Lipshitz metric on M0.
(Case 2). If the posterior distribution does not set all λlk to 0, then (16) con-
tinues to hold for the projected posterior ΠLn [· |X]. It also holds for the orig-
inal posterior Π[· |X] provided w−1Lnζn2−Ln/2 + ‖λ
Lcn
0 ‖M(w) = O(1/
√
n), where
λ
Lcn
0 = λ0 − PLnλ0.
The conditions on rates in Theorem 3 are satisfied for typical prior choices
as seen in Theorem 6 below, which shows that it is enough for the prior to
‘undersmooth’, a condition that can even be further weakened by taking (wl)
increasing significantly faster to infinity than l.
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4.3. Bayesian Donsker theorem for cumulative hazard and survival
The standard Donsker theorem in density estimation provides asymptotic nor-
mality of the cumulative distribution function in the functional sense. Here we
show corresponding analogous Donsker theorems for the cumulative hazard Λ(·)
and survival S(·). Those in turn imply posterior tightness in the supremum norm
for such quantities at rate 1/
√
n as well as uncertainty quantification in terms
of optimal coverage of confidence bands. Other consequences include conver-
gence for suitably regular functionals, in particular the median survival. All
these results nearly immediately follow from the nonparametric BvM result in
multiscale spaces from Section 4.2.
Define, for a given centering Tn ∈ L2, its primitive Tn(t) =
∫ t
0
Tn(u)du.
Theorem 4. Let Π be a prior on hazards as in (6) supported in L2 and suppose
the nonparametric Bernstein–von Mises (16) holds true in M0(w) for some
sequence (wl) such that
∑
l wl2
−l/2 <∞, and centering Tn ∈ L2.
Let L(Λ ∈ · |X) denote the distribution induced on the cumulative hazard Λ
when λ ∼ Π[· |X]. Let GΛ0(t) = W (U0(t)) with W Brownian motion and
U0(t) =
∫ t
0
(λ0/M0)(u)du. Then, with Tn(t) =
∫ t
0
Tn, as n→∞,
βC([0,1])
(L(√n(Λ− Tn) |X) , L(GΛ0))→P0 0. (17)
Theorem 4 on the cumulative hazard is obtained by combining Theorem 3 with
the fact that ‘integration’ is a continuous mapping, which is proved in Section
8.6, where details on the following Corollaries are also given. In order to verify
that the previous statement leads to efficient estimation, one now derives a re-
sult with centering at an efficient estimator, namely Nelson–Aalen estimator Λˆn
([41], [1], see [2] Section IV.1 for an overview). Convergence in distribution for
the latter is considered on the space D = D[0, 1] of ca`dla`g functions on [0, 1],
equipped with the supremum norm (as is usual in this setting, see [2], Section
II.8 for details), space on which the next result is formulated.
Corollary 1. Suppose the prior Π and model satisfy the conditions of Theorem
4 and suppose γ < β + 1/2. Let Λˆn be Nelson-Aalen’s estimator. Then for
GΛ0(t) = W (U0(t)) as before, and Σ0(t) = −S0(t)GΛ0(t),
βD[0,1]
(
L(√n(Λ− Λˆn) |X) , L(GΛ0)
)
→P0 0,
βD[0,1]
(
L(√n(S − Sˆn) |X) , L(Σ0)
)
→P0 0,
where Sˆn is the survival function corresponding to Λˆn.
Corollary 2 (Survival confidence bands). Under the conditions of Corollary 1,
as n→∞,
βR
(
L(√n‖Λ− Λˆn‖∞ |X) , L(‖GΛ0‖∞)
)
→P0 0
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βR
(
L(√n‖S − Sˆn‖∞ |X) , L(‖ΣΛ0‖∞)
)
→P0 0.
In particular, quantile credible bands for Λ (resp. S) at level 1 − α are asymp-
totically confidence bands for Λ (resp. S) at level 1− α.
A quantity particularly useful in medical applications is the median survival
time m = mΛ = S
−1(1/2). Let us consider the Gaussian variable Z∞, with
m0 = mΛ0 and recalling U0(t) =
∫ t
0
(λ0/M0)(u)du,
Z∞ ∼ N
(
0,
U0(m0)
4f20 (m0)
)
. (18)
Corollary 3 (BvM for median survival time). Under the conditions of Corollary
1, let MΛ = S
−1(1/2) denote the median survival time and let Mˆn be an efficient
estimator thereof. Then, for Z∞ as in (18),
βR
(
L(√n(MΛ − Mˆn) |X) , L(Z∞)
)
→P0 0. (19)
This result justifies the asymptotic normality for the posterior median survival
observed in Section 5, Figure 2.
4.4. Supremum–norm convergence rate for λ
Let us set, for β > 0, Ln > 0,
εβ,Lnn =
√
Ln2Ln
n
+ 2−βLn . (20)
In the next statement, as earlier the prior Π is as in (6), with Ln as in (10).
Theorem 5 (‖ · ‖∞–contraction for posterior hazard). Let X = (X1, . . . , Xn)
be a sample of law P0 with hazard rate λ0 under conditions (M). For β, L > 0,
suppose log λ0 ∈ H(β, L).
Suppose Π satisfies (P1) with εn . εβ,Lnn defined in (20), and that (T) holds
uniformly for b = ψLK , for any L ≤ Ln and 0 ≤ K < 2L.
(a) Suppose (ψlk) is the Haar or a CDV wavelet basis with high enough regular-
ity. Then, for ΠLn [· |X] the projected posterior onto VLn , for arbitrary Mn →∞
ΠLn
[‖λ− λ0‖∞ > Mnεβ,Lnn |X] = oP0(1).
Note that for Haar wavelets, ΠLn [· |X] = Π[· |X] is the ordinary posterior.
(b) Suppose (ψlk) is a CDV wavelet basis with high enough regularity. If β∧γ >
1/2, for arbitrary Mn →∞,
Π
[‖λ− λ0‖∞ > Mnεβ,Lnn |X] = oP0(1).
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As a consequence, for both (a)–(b), if Ln = Ln(β), the corresponding posterior
distributions contract at optimal minimax rate ε∗n,β in supremum norm.
The rate in Theorem 5 is sharp. In the supplement Theorem 7 we prove the
matching (in case γ = β) lower bound ε∗n,β as in (5) up to constants for the
minimax risk for the supremum loss for hazard estimation. The condition εn .
εβ,Lnn is typically not hard to check by using the generic tools from [23]; it is
satisfied for all considered priors, see Section 9.6 and the proof of Theorem 6. We
note that supremum–norm posterior convergence results are still relatively few
in the literature, and have mostly been developed in white noise regression and
density estimation, with the exception of some recent contributions on inverse
problems and diffusions [42]–[43], that also follow the multiscale approach [13]
adopted here.
4.5. Applications: histogram classes and wavelet priors
We provide examples of priors meeting the conditions required for our main
results. The priors are of the four classes announced in Section 3. We first give
more details on the priors, and then state the results in Theorem 6.
For classes (H3) and (S), referred to as ‘wavelet priors’, the prior on the log–
hazard r = log λ is given as in (6),
r =
∑
l≤Ln, k
σlZlkψlk,
with cut–off Ln as in (10), σl > 0 and Zlk independent random variables. The
common distribution of Zlk is either a standard Laplace, or Gaussian N (0, 1),
assuming,
σl = 2
−l/2 (0 ≤ l ≤ Ln) or σl = 1 (0 ≤ l ≤ Ln). (21)
The choices of σl above are for simplicity of presentation, and either diverging
or slightly larger or smaller scaling factors could be considered as well. Class
(H3) arises by selecting ψlk to be Haar, while class (S) arises by selecting the
smoother CDV wavelet basis.
In classes (H1) and (H2), the prior is a random histogram, with either de-
pendent or independent heights. These priors may be viewed as versions of
Haar wavelet priors, but are more conveniently expressed in terms of histogram
heights for the hazard itself as
λ =
2Ln+1−1∑
k=0
λk1lILn+1k
, (22)
where λk are random heights whose distribution is specified below.
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We consider three prior distributions for λk’s: a Gamma, log-normal and log-
Laplace prior. For each distribution, we verify our conditions for independent
(leading to class (H1)) and dependent (leading to class (H2)) λk’s. We provide
details for the dependent class (H2) formulations, which follow the autoregres-
sive idea in [4]. The priors are constructed so that the prior mean and variance
on the λ-scale satisfy, for k = 1, . . . , 2Ln+1 − 1:
E[λk | λk−1, . . . , λ0] = λk−1
Var(λk | λk−1, . . . , λ0) = σ2(λk−1)2,
(23)
for some constant σ2 > 0 to be specified. The intuition behind such dependence
is that it allows for borrowing of information across time periods and leads to
more ‘smoothly’ varying prior histograms.
We now list the parameter specifications for each of the dependent versions of
the three priors. In the independent (H1) case, under the prior each λk is i.i.d.
with common distribution the same as that of λ0 as specified below.
1. The dependent Gamma-prior of [4]. With Gamma(α, β) we refer to the
Gamma distribution with shape parameter α and rate parameter β. For
some α0, β0, α > 0 to be chosen freely:
λ0 ∼ Gamma(α0, β0)
λk | λ0, . . . , λk−1 ∼ Gamma(α, α/λk−1), k = 1, . . . , 2Ln+1 − 1.
This leads to the desired structure of (23), with σ2 = 1/α.
2. A dependent log-normal prior. With X ∼ LN(µ, σ2) we refer to the dis-
tribution of X = eY , where Y follows a normal distribution with mean µ
and variance σ2. For some µ0, σ0, σ > 0 to be freely chosen, the structure
(23) is obtained by choosing:
λ0 ∼ LN(µ0, σ20)
λk | λ0, . . . , λk−1 ∼ LN
(
log
(
λk−1√
1+σ2
)
, log(1 + σ2)
)
,
for k = 1, . . . , 2Ln+1 − 1.
3. A dependent log-Laplace prior. With X ∼ LL(µ, θ) we refer to the distri-
bution of X = eY , where Y is Laplace distributed with location µ and rate
θ. For some µ0 > 0, θ0 > 2 and σ > 0 to be freely chosen, the structure
(23) is obtained by choosing:
λ0 ∼ LL(µ0, θ0)
λk | λ0, . . . , λk−1 ∼ LL
(
log
(
λk−1
g(σ)−σ2
g(σ)
)
,
√
g(σ)
σ2
)
,
for k = 1, . . . , 2Ln+1 − 1, where g(σ) = 2σ2 + 1 +√4σ4 + 5σ2 + 1.
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Theorem 6. Let X = (X1, . . . , Xn) be a sample of law P0 with hazard rate λ0
under conditions (M). For β, L > 0, suppose log λ0 ∈ H(β, L).
Suppose the prior Π is of the type (6) with Ln chosen as in (10) with γ = β
and parameters specified as above. Then, for histogram priors (of types (H1),
(H2) or (H3)) and any 0 < β ≤ 1 (except for a few examples listed at the
end of this statement for which we require β > 1/2), the posterior distribution
satisfies the nonparametric BvM theorem (16) inM0(w) with the choices wl = l
or wl = 2
l/2/(l + 2)2 and centering Tn as in (15). Also,
βD[0,1]
(
L(√n(Λ− Λˆn) |X) , L(GΛ0)
)
→P0 0,
for Λˆn Nelson Aalen’s estimator, as well as, for ε
∗
n,β as in (5),
Π
[‖λ− λ0‖∞ > Mnε∗n,β |X] = oP0(1).
For smooth wavelet priors (S), for any given β > 0, the previous results hold for
the projected posterior ΠLn [· |X], provided the wavelet basis is regular enough.
If β > 1/2, the results also hold for the original posterior distribution Π[· |X]
under the same assumptions.
For the following examples of priors we require β > 1/2: Gaussian, Gamma
and independent log–Laplace histograms. For all wavelet priors (except Gaussian
wavelets in case σl = 2
−l/2) as well as for dependent log–Laplace histograms,
the results hold for any β > 0 (with β ≤ 1 in the histogram case).
For simplicity, we have stated Theorem 6 in the case of matched regularity
γ = β. It extends to the case of arbitrary γ as follows, say first in the case of
Haar wavelets: the supremum–norm rate becomes εβ,Lnn as in Theorem 5. The
nonparametric BvM theorem holds in the undersmoothing case γ ≤ β when
wl = l and under the weaker condition γ < β + 1/2 for wl = 2
l/2/(l + 2)2.
Also, the Donsker BvM theorem holds if one sets γ = 1/2, regardless of β > 0
(and more generally as soon as γ < β + 1/2). This is verified along the proof of
Theorem 6 in Section 9.4. The case of CDV wavelets is similar, under the further
condition γ > 1/2 if one works with the un-projected posterior distribution.
Remark 1. The choice of Ln as in (10) is intended for obtaining sharp supremum
norm rates, but many other choices are possible, in particular if the focus is on
the nonparametric BvM or the Donsker BvM. For instance, the Donsker BvM
holds for any β > 0 with histogram priors if Ln = L
U
n as in (7), as stated in
Theorem 1; see the proof of Theorem 6.
Remark 2. The condition β > 1/2 assumed for some examples of priors in
Theorem 6 can be seen to arise from checking the change of variables conditions
(T)–(Q). In many examples, it can be removed if one allows for individual prior
variances (either on histogram heights or wavelet coefficients) that go to infinity
fast enough with n. For dependent Gaussian histogram priors for instance, by
replacing log(1+σ2) by 2Ln log(1+σ2), one can check that the condition β > 1/2
can be removed.
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5. Simulation study
We verify our coverage results empirically, employing both the dependent Gamma
prior of [4] and a regular histogram with independent Gamma heights. In ad-
dition, we draw two comparisons: (i) between the aforementioned dependent
and independent Gamma priors; and (ii) between the credible bands for the
survival function arising from said Gamma priors, and two non-Bayesian confi-
dence bands.
5.1. Computing the credible and confidence bands
For the frequentist confidence bands for the survival function, the Hall-Wellner
band [27] and the log-transformed equal precision band [40] are competitive
options [40, 7].
We compute credible bands for the cumulative hazard and for the survival func-
tion, in eight scenarios described below, expecting to see the good coverage
guaranteed by Corollary 2. To build the credible bands, we find, for each ob-
ject, a minimal radius r such that (1− α)100% of all posterior draws is within
distance r of the posterior mean, with α set to 0.05. As a final step, we bound
the credible bands from below by 0, and in case of the survival function, from
above by 1.
The details of the algorithm used to sample from the posterior distributions
are given in the Supplement, Section 9.12.3. The samplers for the dependent
and independent Gamma priors, as well as the functions used to compute the
credible bands are available in the BayesSurvival R package [48].
5.2. Scenarios and evaluation measures
We consider two hazards, with τ = 1:
1. The smooth hazard, λs(t) = 6((t+ 0.05)
3 − 2(t+ 0.05)2 + t+ 0.05) + 0.7.
2. The piecewise linear hazard, λpl, which is equal to 3 on [0, 0.4], to 1.5 on
[0.6, 1] and the linear interpolation on [0.4, 0.6].
These hazards and their corresponding cumulative hazards and survival func-
tions are depicted in Figure 1. Both hazards meet the conditions of our main
results.
Per hazard, we consider two scenarios at two sample sizes, for a total of eight
scenarios:
1. Independent uniform censoring throughout the interval [0, 1) and admin-
istrative censoring at t = 1 (meaning that everyone still under follow-up
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Figure 1. Illustration of the two hazards used in the simulation study, Section 5.
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at t = 1 is censored), with n = 200 or n = 2000 (55% and 34% censoring
with λs and λpl respectively).
2. Administrative censoring only, with n = 200 or n = 2000 (30% and 11%
with λs and λpl respectively). This scenario does not meet condition (M),
because the censoring density is equal to 0 on [0, 1).
We evaluate the coverage of the bands for the cumulative hazard and survival.
In addition, we compute the areas of the credible bands for the survival function,
and of the Hall-Wellner and log-transformed equal precision bands. To ensure a
fair comparison, we post-process all survival bands to lie between 0 and 1. Fi-
nally, we retain and plot the posterior draws of the median survival to illustrate
the Bernstein-von Mises phenomenon as expected from Corollary 3.
We create N = 1000 synthetic data sets for each setting, and set the confidence
level to 95%. The parameters for the dependent Gamma prior are α = β0 =
1, α0 = 1.5, and for the independent Gamma prior α = 1.5, β = 1.
As in our theoretical results, we work with a number of intervalsK $ (n/ log n) 11+2γ
as in (10). We consider both γ = 1/2, which can be viewed as the recommended
default value (as the Donsker BvM theorem for Λ and S then holds regardless
of the smoothness value β > 0 of the hazard, see below Theorem 6), and γ = 1,
exploiting that in our scenarios, the true hazards are smooth.
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Table 1
Coverage and area of the credible bands for the survival function using the dependent and
independent Gamma priors, and of the Hall-Wellner (H-W) and log-transformed equal
precision (log-EP) bands. The parameter γ is that of (10), so γ = 1/2 corresponds to
K =
⌈
(n/ logn)1/2
⌉
intervals and γ = 1 to K =
⌈
(n/ logn)1/3
⌉
intervals.
γ = 1/2 γ = 1
dep. indep. dep. indep. H-W log-EP
Smooth hazard
n = 200, adm. + unif. 0.95 0.97 0.94 0.96 0.94 0.93
area 0.22 0.21 0.22 0.21 0.26 0.25
n = 2000, adm. + unif. 0.95 0.95 0.96 0.96 0.96 0.96
area 0.08 0.08 0.08 0.08 0.08 0.08
n = 200, adm. 0.95 0.95 0.97 0.96 0.97 0.91
area 0.16 0.15 0.15 0.15 0.18 0.19
n = 2000, adm. 0.94 0.94 0.96 0.96 0.97 0.95
area 0.05 0.05 0.05 0.05 0.06 0.06
Piecewise linear hazard
n = 200, adm. + unif. 0.94 0.95 0.95 0.95 0.95 0.94
area 0.18 0.17 0.16 0.16 0.27 0.22
n = 2000, adm. + unif. 0.94 0.95 0.94 0.95 0.95 0.95
area 0.07 0.06 0.06 0.06 0.10 0.07
n = 200, adm. 0.94 0.93 0.95 0.95 0.96 0.96
area 0.15 0.15 0.14 0.14 0.19 0.18
n = 2000, adm. 0.95 0.94 0.95 0.95 0.96 0.97
area 0.05 0.05 0.05 0.05 0.06 0.06
5.3. Results
The coverage and size results for the survival bands are given in Table 1. Plots of
the posterior draws of the median survival, for both λpl and λs in the scenario
with administrative censoring only, n = 2000, γ = 1/2 and the dependent
Gamma prior are given in Figure 2. The coverage results for the credible bands
for the cumulative hazard are reported in the Supplement, in Section 9.12.1.
Figure 2 shows a normal shape of the posterior distribution of the median sur-
vival, as expected by Corollary 3. For comparison, the Gaussian density centered
at the posterior median of the median survival and with variance as in (18) (ap-
proximated by numerical integration) is shown, as well as the Gaussian centered
at the mean of the draws with variance equal to the empirical variance of the
draws.
5.4. Discussion
Comparing the results for the dependent and independent Gamma priors, the
differences between the two are minor. Both priors achieve (close to) the nominal
level of the band, as expected from Corollary 2. This even holds in the scenarios
with only administrative censoring, despite the partial violation of condition
(M) in this case. Decreasing the number of intervals from K = d(n/ log n)1/2e
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Figure 2. Histograms of the N = 1000 posterior draws of the median survival using the
dependent Gamma prior, in the scenario with administrative censoring only, n = 2000
and K = d(n/ logn)1/2e, with normal distributions centered at the mean of the draws with
variance equal to the empirical variance of the draws (in gray) and the Gaussian expected
from Corollary 3, centered at the posterior median (in black). The histograms illustrate the
Bernstein-von Mises result for the median survival of Corollary 3.
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to K = d(n/ log n)1/3e leads to smaller bands in some cases, and somewhat
higher coverage. The differences are small, and the number of intervals K =
d(n/ log n)1/2e seems like a good choice when nothing is known about smooth-
ness of the true hazard.
Comparing the coverage and areas of the credible bands for the survival to those
of the Hall-Wellner and log-transformed equal precision bands (Table 1), we find
the highest coverage in most scenarios by the Hall-Wellner band, but at the cost
of an area that is up to roughly 70% larger than that of the Bayesian version.
The largest absolute differences in area are observed for the n = 200 sample size.
The log-transformed equal precision band is closer in size to the credible bands,
although still up to 30% larger than the Bayesian credible bands, but comes
with a decrease in coverage. Subtle differences matter, as is shown for example
in the scenario with the piecewise linear hazard, n = 200 and administrative as
well as uniform censoring. The Hall-Wellner band has 95% coverage at an area
of 0.27, the smaller log-transformed equal precision band has coverage 94% at
an area of 0.22, while a further decrease to an area of 0.16 to 0.18 (depending
on the choice of K) for the Bayesian bands still results in 94-95% coverage.
For context, the bands formed by the pointwise confidence intervals typically
calculated around the Kaplan-Meier and Nelson-Aalen estimators offer no guar-
antee of coverage of the survival or cumulative hazard. Indeed, in the scenario
with the smooth hazard, n = 200 observations and both uniform and adminis-
trative censoring, if the pointwise confidence intervals are collated into a band,
we observed coverage of 43% for the survival, and of 43% for the cumulative
hazard.
In conclusion, the Bayesian survival bands are an attractive option, providing
high coverage despite their small size compared to the Hall-Wellner and log-
transformed equal precision bands, and their use seems especially promising for
small and moderate sample sizes.
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6. Data application
We visually illustrate how the Bayesian procedures compare to other existing
popular methods. We do so on the North Central Cancer Treatment Group lung
cancer data set [38], which contains 228 observations of which 63 are censored.
For the prior, we take the dependent Gamma prior, with the same parameter
settings as in Section 5. As we have no knowledge of the true smoothness of the
hazard, we take as number of intervals K = d(n/ log n)1/2e the default choice
corresponding to γ = 1/2 in (10).
We compare the credible band and posterior mean for the survival function to
three frequentist methods to quantify uncertainty: the Kaplan-Meier estimator
with its pointwise intervals, the Hall-Wellner band, and the log-transformed
equal precision band, in Figure 3. We also report on results for the hazard
(posterior mean only) and cumulative hazard in the Supplement, in Section
9.12.2.
We see that the posterior means for all three survival objects are close to their
frequentist counterparts. The credible bands for the survival function reveal
an interesting pattern, matching what was observed in Section 5. The area
of the credible band is noticably smaller than that of the two non-Bayesian
bands. Interestingly, the credible band is quite similar in size to the Kaplan-
Meier pointwise confidence intervals, despite the much stronger guarantees now
available for the credible band. This illustrates the conclusions from Section 5,
that the Bayesian credible band for the survival function is at an attractive
point on the spectrum that trades off size and coverage.
7. Discussion
This work derives inference results for Bayesian procedures in the nonparametric
right-censoring model. Our results in particular provide theoretical back-up of
practically used histogram priors on the hazard. We see that Bayesian methods
are competitive with the standard frequentist options, providing natural un-
certainty quantification, with credible sets reaching exact asymptotic coverage
while having an optimal size in terms of efficiency. Our methods could also be
used to evaluate other classes of priors, not considered here, such as (truncated)
Gaussian processes on log-hazards.
While the Kaplan-Meier estimator with pointwise confidence intervals is a highly
popular method to quantify uncertainty in survival analysis (with non-guaranteed
coverage for the ‘band’ that arises visually by combining the pointwise intervals),
our results show that the Bayesian paradigm offers an attractive alternative op-
tion, with automatic reliable uncertainty quantification. The credible bands are
easily computed and turn out to be quite narrow compared to common frequen-
tist methods for obtaining confidence bands. Any of the priors studied in this
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Figure 3. Real data experiment (n = 228). Posterior mean of the survival (solid) with credi-
ble band (shaded area), compared to (dashed, from top to bottom): Kaplan-Meier with point-
wise confidence intervals; the Hall-Wellner band; the log-transformed equal precision (log-EP)
band. The plots illustrate the differences in sizes between the bands.
0.00
0.25
0.50
0.75
1.00
0 250 500 750 1000
Credible band
With Kaplan−Meier + CI's
0.00
0.25
0.50
0.75
1.00
0 250 500 750 1000
Credible band
With Hall−Wellner band
0.00
0.25
0.50
0.75
1.00
0 250 500 750 1000
Credible band
With log−EP band
Castillo and Van der Pas/Bayesian Survival Analysis 24
paper is guaranteed to yield good results, with the most crucial choice to be
made being the number of intervals. We recommend taking the number (10) as
a guideline, with γ = 1/2 as a default choice in the absence of information on
the smoothness of the underlying hazard.
The results also extend several recently obtained results in the Bayesian non-
parametrics literature, in terms of rates for hazards, but also in terms of re-
quired regularity conditions. The proof techniques also allow refinement of ex-
isting supremum–norm posterior rate results in density estimation. We refer to
Section 9.1 for more details.
The present work only addresses a certain set of questions. There are many
other interesting ones to consider and this work is intended as a platform in
the simplest survival analysis model from which to derive other results. Future
interesting directions include including covariates [21], with possibly nonpropor-
tional hazards [37], and dealing with other classes of priors, including survival
trees [8].
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8. Proofs
Let us write r = log λ and r0 = log λ0 for two hazards λ, λ0, and a =
√
n(r−r0)
for the scaled difference.
Let us recall the notation M0(u) = Eλ01l{u ≤ Y } = (1 − G(u))e−Λ0(u), and,
with PLn the orthogonal projection onto Vect{ψlk, 0 ≤ k < 2l, l ≤ Ln},
ψb,Ln = PLn(b/M0).
The density of the pair (Y, δ) = (T ∧ C, δ) (with respect to Leb[0, τ ] + δ0) is
p
(Y,δ)
λ (y, d) = {g(y)S(y)}1−d︸ ︷︷ ︸
Censored before time τ
{(1−G(y−))λ(y)S(y)}d︸ ︷︷ ︸
Event before time τ
1l{y < τ}
+ {(1−G(τ−))S(τ)}︸ ︷︷ ︸
Censored at time τ
1l{d = 0, y = τ},
where S is the survival function defined by the hazard λ. One notes that the
part regarding the censoring distribution factorises in the likelihood, so needs
not to be modeled with a prior distribution.
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The log–likelihood ratio is given by, with a =
√
n(r − r0),
`n(r)− `n(r0) = 1√
n
n∑
i=1
δia(Yi)− 1√
n
n∑
i=1
√
n [Λ(Yi)− Λ0(Yi)] .
8.1. LAN expansion
The log-likelihood can be rewritten to feature a limiting Gaussian experiment
via a LAN expansion. For the Cox model, the LAN expansion was considered
in [10] and the following can be seen as the special case where the Cox model
parameter is set to 0:
`n(r)− `n(r0) = − 12‖a‖2L +Wn(a) +Rn(r, r0), (24)
where the LAN-norm ‖ · ‖L stems from the inner product
〈a1, a2〉L = Λ0{a1a2M0} =
∫ 1
0
a1(u)a2(u)M0(u)λ0(u)du
that is ‖a‖2L = Λ0{a2M0}, where
Wn(a) =
1√
n
n∑
i=1
[δia(Yi)− Λ0a(Yi)]
and where the remainder term can be decomposed as, Rn(r, r0) = Rn,1(r, r0) +
Rn,2(r, r0), with Gnf = 1√n
∑n
i=1[f(Yi)− P0f ],
Rn,1(r, r0) = Gn((Λ0a)(·)−
√
n(Λ− Λ0)(·)),
Rn,2(r, r0) = nΛ0{M0(1 + r − r0 + 12 (r − r0)2 − er−r0)}(1).
8.2. Proof of Theorem 1
For the cut–off (8), the results are special cases of Theorems 4 and 5 respectively.
For the cut–off Ln = L
U
n as in (7), one proceeds similarly, following similar
arguments as in the proof of Theorem 6 for Ln = Ln(γ).
8.3. Proof of Theorem 2
Let us denote ψb(λ) =
∫ 1
0
b(u)λ(u)du, for b ∈ L2(Λ). First, we wish to relate the
difference ψ(λ)− ψ(λ0) to a LAN–inner product involving r − r0. Let us recall
that ψb = b/M0 and ψb,Ln = PLnψb. Let us write
ψ(λ)− ψ(λ0) =
∫
λ− λ0
λ0
b
M0
M0λ0 =
〈
λ− λ0
λ0
, ψb
〉
L
.
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We define B(λ, λ0) = 〈r − r0 − λ−λ0λ0 , ψb〉L, so that we have
ψ(λ)− ψ(λ0) = 〈r − r0, ψb〉L −B(λ, λ0). (25)
Bernstein-von Mises for λ. We intend to show that, for any real t,
E
[
et
√
n[ψ(λ)−ψ̂] | X,Dn
]
Pλ0→ e t
2
2 ‖ψb‖2L , (26)
for some ψ̂ yet to be defined and where Dn is as in (12). This convergence of the
Laplace transforms implies that the distribution Π[· |X,Dn] ◦ L−1ψˆ converges
in terms of the bounded Lipschitz metric to a N (0, ‖ψb‖2L) distribution (see
Lemmas 1 and 2 in [15] for more details). In turn, this implies the same result
for Π[· |X] ◦L−1
ψˆ
by using Π[Dn |X] = oP0(1) and the definition of the bounded
Lipschitz metric, which is the desired result, provided ψ̂ is an efficient estimator
of ψb(λ). The following uses some elements of the proof of Theorem 4.1 of [14],
but one main difference is that later, we wish to apply the results to many b’s
simultaneously as in [11]–[13] in a (essentially) non–asymptotic fashion. In the
following paragraphs, we make in passing a few useful notes in preparation of
the proof of Proposition 1 below.
We start by expanding the left hand side of (26), with ψ(λ0) instead of ψ̂.
Applying Bayes’ formula together with (25) leads to
E
[
et
√
n[ψ(λ)−ψ(λ0)] | X,Dn
]
=
∫
Dn
et
√
n〈r−r0,ψb〉L−t
√
nB(λ,λ0)+`n(r)−`n(r0)dΠ(r)
Π[Dn |X]
∫
e`n(r)−`n(r0)dΠ(r)
.
The idea is now to merge the terms appearing on the exponential on the nu-
merator of the last display. To do so, it is helpful to introduce a term `(rt),
with rt = r − tn−1/2an for some suitable function an. One natural choice is
an = ψb. However, for later treatment, as ψb in general does not have a finite
expansion onto the basis (ψlk), it is helpful to project it onto the space VLn
spanned by the prior. So one rather sets an = ψb,Ln = PLnψb and one defines
λt(u) = λ(u)e
−tψb,Ln/
√
n for u ∈ [0, 1] (and interpolate to λ(u) for u > 1 to en-
sure
∫∞
0
λt(u)du =∞, so that λt is a proper hazard). Using the LAN expansion
(24), we compute
`n(r)− `n(r0)− [`n(rt)− `n(r0)]
=
t2
2
‖ψb,Ln‖2L − t
√
n〈r − r0, ψb,Ln〉L + tWn(ψb,Ln) +Rn(r, r0)−Rn(rnt , r0).
Plugging this into the last but one display, one obtains
E
[
et
√
n[ψ(λ)−ψ(λ0)] | X,Dn
]
· e− t
2
2 ‖ψb,Ln‖2L−tWn(ψb,Ln ) ·Π[Dn |X]
(27)
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=
∫
Dn
e`n(r
n
t )−`n(r0)+Rn(r,r0)−Rn(rnt ,r0)+t
√
n[〈r−r0,ψb−ψb,Ln 〉L−B(λ,λ0)]dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
.
Let us split the term B(λ, λ0) in two parts as follows
〈r−r0−λ− λ0
λ0
, ψb−ψb,Ln〉L+〈r−r0−
λ− λ0
λ0
, ψb,Ln〉L =: Bcn(λ, λ0)+Bn(λ, λ0).
Rearranging the expression, with Bn(λ, λ0) defined in the last display,
〈r − r0, ψb − ψb,Ln〉L −B(λ, λ0) = −Bn(λ, λ0) + 〈
λ− λ0
λ0
, ψb − ψb,Ln〉L.
The last term induces a semiparametric bias t
√
n〈λ−λ0λ0 , ψb − ψb,Ln〉L in (27),
because of the approximation of ψb. On the set An, this term is bounded by
|〈λ− λ0
λ0
, ψb − ψb,Ln〉L| = |
∫
(λ− λ0)(ψb − ψb,Ln)M0|
≤ ‖λ− λ0‖1‖ψb − ψb,Ln‖∞‖M0‖∞ ≤ Cεn‖ψb − ψb,Ln‖∞.
Using (B), this expression is a o(1/
√
n), which shows that for any fixed t,
t
√
n|〈λ− λ0
λ0
, ψb − ψb,Ln〉L| = o(1).
The LAN remainder terms. We keep in mind that the remainder terms (and/or
their differences) only need to be bounded on the sets Dn as in (12). Going back
to (27), one notes that
Rn(r, r0)−Rn(rnt , r0) + t
√
n [〈r − r0, ψb − ψb,Ln〉L −B(λ, λ0)]
= Rn(r, r0)−Rn(rnt , r0)− t
√
nBn(λ, λ0) + t
√
n〈λ− λ0
λ0
, ψb − ψb,Ln〉L,
and the last bias term has been shown to be under control above.
We first look at Rn,1(r, r0)−Rn,1(rnt , r0). With Λnt (·) =
∫ ·
0
e
r− t√
n
ψb,Ln ,
Rn,1(r, r0)−Rn,1(rnt , r0) =
√
nGn
{
t√
n
Λ0ψb,Ln(·)− (Λ− Λnt )(·)
}
= Gn
{
t(Λ0 − Λ)ψb,Ln(·)−
√
n
(
Λ
[
1− t√
n
ψb,Ln
]
− Λnt
)
(·)
}
= Gn
{
t(Λ0 − Λ)ψb,Ln(·) +
√
n
∫ ·
0
er
(
e
− t√
n
ψb,Ln − 1 + t√
n
ψb,Ln
)}
.
This part, we can control using empirical process tools: we handle each term
in the sum from the last display separately. We write fn = (Λ0 − Λ)ψb,Ln and
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gn =
√
n
∫ ·
0
er
(
e
− t√
n
ψb,Ln − 1 + t√
n
ψb,Ln
)
. In order to apply Lemma 22, one
first checks that ψb,Ln belongs to the set Hn defined in (63). This follows from
Lemma 13, as here b is a fixed element in L∞[0, 1], which implies ‖ψb,Ln‖∞ .
Ln‖b‖∞ . Ln and ‖ψb,Ln‖2 . ‖b‖2 . 1, so that one can set µn = CLn for some
C > 0. Second, one notices that on Dn the hazard λ verifies the conditions
defining the set Ln in (64) once setting vn = ζn. This shows fn ∈ Fn and
gn ∈ Gn, for Fn,Gn as in (65)–(66). By Lemma 22, noting that |t|µn/
√
n is
bounded (even goes to zero here) for fixed t, one gets
sup
fn∈Fn, gn∈Gn
|Gn(tfn + gn)| = OPλ0
(
|t|ζn + t
2
√
n
(1 + ζn)
)
.
The last bound is a oPλ0 (1 + t
2) = oP0(1) using that ζn = o(1) by assumption.
We now turn to Rn,2(r, r0)−Rn,2(rnt , r0)− t
√
nBn(λ, λ0). We write:
Rn,2(r, r0)−Rn,2(rnt , r0)
= nΛ0
{
M0
(
e
r− t√
n
ψb,Ln−r0 − er−r0 − (rnt − r)− 12 [(rnt − r0)2 − (r − r0)2]
)}
= nΛ0
{
M0
(
er−r0
(
e
− t√
n
ψb,Ln − 1
)
+
t√
n
ψb,Ln −
1
2
t2
n
ψ2b,Ln +
t√
n
ψb,Ln(r − r0)
)}
The term t
√
nBn(λ, λ0) may be rewritten in terms of r and r0 as t
√
nBn(λ, λ0) =
nΛ0
{
M0 [r − r0 − (er−r0 − 1)] t√nψb,Ln
}
. This cancels out partly as follows
Rn,2(r, r0)−Rn,2(rnt , r0)− t
√
nBn(λ, λ0)
= nΛ0
{
M0
(
er−r0
(
e
− t√
n
ψb,Ln − 1 + t√
n
ψb,Ln
)
− 1
2
t2
n
ψ2b,Ln
)}
.
By the same argument as above, h = ψb,Ln verifies that |t|‖h‖∞/
√
n is bounded
and one sets µn = CLn, vn = ζn, so that h ∈ Hn, λ ∈ Ln as in (63)–(64). By
Lemma 23, the previous display is O(t2ζn) = o(t
2) = o(1) for fixed t, using the
supremum–norm consistency (P2).
Given that the semiparametric bias is negligible on Dn (as justified above),
Eλ0
[
et
√
n[ψ(λ)−ψ(λ0)] |X,Dn
]
Π[Dn |X]e− t
2
2 ‖ψb,Ln‖2L−tWn(ψb,Ln )
=
∫
Dn
eRn(r,r0)−Rn(r
n
t ,r0)−t
√
nBn(λ,λ0)+o(1)+`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
.
From the previous computations |Rn(r, r0) − Rn(rnt , r0) − t
√
nBn(λ, λ0)| is a
oP0(1) uniformly over Dn. On the other hand, with r
n
t = r − tψb,Ln/
√
n,∫
Dn
e`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
(28)
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goes to 1 in probability as n→∞ by (Q). Also, Lemma 12 implies ‖ψb,Ln‖L →
‖ψb‖L and Wn(ψb,Ln − ψb) = oP0(1). From this one concludes that
Eλ0
[
et
√
n[ψ(λ)−ψ(λ0)−Wn(ψb)/
√
n] |X,Dn
]
→ et2‖ψb‖2L/2
under Pλ0 , which coincides with (26) if one sets ψˆ = ψ(λ0) +Wn(ψb)/
√
n. The
latter expression is the first–order expansion of any efficient estimator of ψ(λ)
(see Section 9.9 for some background on efficiency), which concludes the proof
of Theorem 2.
8.4. A key proposition
Before turning to the proof of Theorem 3, we present a version of (the ‘tight-
ness part’ of) the proof of Theorem 2, which allows the norm ‖b‖∞ to increase
with n and is essential for dealing with many b’s simultaneously, such as wavelet
basis functions with l → ∞. Later we use it for b = ψLK and L ≤ Ln. Recall
condition (T) from Section 4.2.
Proposition 1 (Laplace transform control for linear functionals). Let b ∈ L2(Λ)
be a possibly n–dependent functional representer that together with Π satisfies
(T). Suppose that for some constants c1, c2 > 0,
‖b‖2 ≤ c1, ‖b‖∞ ≤ c22Ln/2.
Then, for εn as in (P1), we have for a constant C > 0, for all |t| ≤ log n,
logE
[
et
√
n〈λ−λ0,b〉 |X,Dn
]
≤ tWn(ψb) + C(1 + t2 + |t|
√
nεn‖ψb − ψb,Ln‖∞) + |t|oP0(1),
where ψb = b/M0, with Dn the event in (12), Wn is defined in (14), and oP0(1)
is uniform with respect to t, b verifying the above conditions.
Proof of Proposition 1. The proof follows in spirit that of Theorem 2, but this
time one keeps track of the dependence in t as well as allows for possibly n–
dependent b.
As before, one controls the Laplace transform E
[
et
√
n〈λ−λ0,b〉 | X,Dn
]
. Using
the bound on semiparametric bias derived in the proof of Theorem 2,
|〈λ− λ0
λ0
, ψb − ψb,Ln〉L| ≤ Cεn‖ψb − ψb,Ln‖∞.
To control remainder terms Rn,1, Rn,2, one now argues in a similar way as in the
proof of Theorem 2 (below we freely refer to functions fn, gn appearing in Rn,1
and defined in that proof), but now with b verifying the growth conditions of the
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Proposition. First, using Lemma 12, we have ‖ψb,Ln‖∞ . Ln‖b‖∞ . Ln2Ln/2
as well as ‖ψb,Ln‖2 . ‖b‖2 . 1, so that one can set µn := CLn2Ln/2 for some
C > 0. Second, λ belongs on Dn to the set Ln in (64) once setting vn = ζn. This
shows fn ∈ Fn and gn ∈ Gn, for Fn,Gn as in (65)–(66). By Lemma 22, noting
that |t|µn/
√
n is bounded if |t| ≤ log n,
sup
fn∈Fn, gn∈Gn
|Gn(tfn + gn)| = OPλ0
(
|t|ζn + t
2
√
n
(1 + ζn)
)
.
The last bound is a oPλ0 (|t|) using that ζn = o(1) and |t| ≤ log n. By applying
Lemma 23 with vn = ζn, the term Rn,2 is bounded by
|Rn,2(r, r0)−Rn,2(rnt , r0)− t
√
nBn(λ, λ0)| = O
(
t2
{
ζn + |t|1 + ζn√
n
})
.
As |t|/√n is bounded, one deduces, uniformly over the set Dn, the bound
|Rn(r, r0)−Rn(rnt , r0)− t
√
nB(λ, λ0)| . t2ζn +OP (|t|{1 + ζn}).
Using the Laplace transform control from the proof of Theorem 2,
Eλ0
[
et
√
n[ψ(λ)−ψ(λ0)] |X,Dn
]
Π[Dn |X]e|t|O(
√
nεn‖ψb−ψb,Ln‖∞)
= e
t2
2 ‖ψb‖2L+tWn(ψb)+|t|·oP0 (1)+t2O(1)+O(|t|)
∫
Dn
e`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
.
Note that (T) provides an upper bound of the ratio in the last display, as by
definition Dn ⊂ An and the integrand is positive. Now combining this with
Π[Dn |X] = 1 + oP0(1) leads to
Eλ0
[
et
√
n[ψ(λ)−ψ(λ0)−Wn(ψb)/
√
n] |X,Dn
]
≤ (1 + oP0(1))eC(1+t
2)+|t|{√nεn‖ψb−ψb,Ln‖∞+oP0 (1)},
as announced, which concludes the proof of Proposition 1.
8.5. Proof of Theorem 3
Let us set w¯l = wl/l
1/4. The sequence (w¯l) verifies wl/w¯l ↑ ∞ and w¯l ≥
√
l.
One first notes that the assumption on (wl) implies
√
nεn2
−Ln . w¯l2−l/2. (29)
We follow the approach of the proof of Theorem 3 in [13]: by Proposition 6
in [13], it is enough to prove tightness in M0(w¯) (with w¯ = (w¯l) such that
wl/w¯l ↑ ∞ and w¯l ≥
√
l, which is the case for our choice of w¯ above) as well
as convergence of finite–dimensional distributions. We first deal with Case 1,
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that is we assume that all λlk = 〈λ, ψlk〉 for l > Ln are zero under the posterior
distribution. Let us note that by definition of Tn in (15),
Tn = λ0,Ln +
1√
n
∑
L≤Ln
∑
0≤K<2L
Wn(ψLK/M0)ψLK . (30)
Let us start with tightness, proceeding similarly as in 5.4 (ii) of [13], taking
Tn as the centering, and denoting by EX , PX expectation and probability under
Π[· | X,Dn], for Dn as in (12). In Case 1, only frequencies for l ≤ Ln are relevant
and for M > 0 and zl := w¯l/
√
l,
√
nEX [‖λ− Tn‖M0(w¯)] ≤M +
∫ ∞
M
PX(
√
n‖λ− Tn‖M0(w¯) > u) du
= M +
∫ ∞
M
PX
(
max
l≤Ln
w¯−1l
√
nmax
k
|〈λ− Tn, ψlk〉2| > u
)
du
≤M +
∑
l≤Ln
∑
k<2l
∫ ∞
M
PX
(
z−1l
√
n|〈λ− Tn, ψlk〉2| >
√
lu
)
du
≤M +
∑
l≤Ln
∑
k<2l
∫ ∞
M
e−
√
l·√luEX
[
e
√
l·z−1l
√
n|〈λ−Tn,ψlk〉2|
]
du,
where the last line follows from Markov’s inequality. We now wish to apply
Proposition 1 with b = ψlk and t =
√
l/zl. By Lemma 13, we have ‖ψb −
ψb,Ln‖∞ . 2l/2−Ln so that, for l ≤ Ln,
|t|√nεn‖ψb − ψb,Ln‖∞ . |t|
√
nεn2
−Ln2l/2.
By using t =
√
l/zl and
√
nεn2
−Ln ≤ w¯l2−l/2 = zl
√
l2−l/2, which follows by
combining (29) and the definition of zl, one obtains that the last display is
bounded by Cl. Note that this bound holds for b = ψlk, uniformly for l ≤ Ln
and 0 ≤ k < 2l. Proposition 1 implies that for c1, c2 independent of l, k, for t as
above,
EX
[
et
√
n〈λ−Tn,ψLK〉
]
≤ c1ec2l(1 + oP0(1)),
where the oP0(1) is uniform in l, k. This results in
√
nEX [‖λ− Tn‖M0(w¯)] .M +
∑
l≤Ln
∑
k<2l
2e2c2l
∫ ∞
M
e−lu du(1 + oP0(1))
.M +
∑
l≤Ln
2l2e2c2l
∫ ∞
M
e−lu du(1 + oP0(1)),
where the sum is bounded by a constant for M large enough. So we conclude:
EX [‖λ− Tn‖M0(w¯)] = OP0(n−1/2).
Now that tightness is established, one now wishes to check that BvM holds
for finite–dimensional projections. By Crame´r–Wold, it is enough to do so for
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〈λ, ψT 〉2 with ψT :=
∑
(l,k)∈T tlkψlk, for any finite set of indices T and tlk
any values in R. It is enough to check that one can apply Theorem 2 for the
functional representer b = ψT , as this guarantees the BvM theorem holds for
the linear functional 〈b, λ〉. By assumption, (P1)–(P2) are satisfied, and also
(Q) for any b = ψT , as ψT ∈ VL for large enough L ≥ 0, so it remains to check
that (B) is verified for b = ψT . This holds by invoking Lemma 13 with L = L
bounded, which gives ‖ψb−ψb,Ln‖∞ . 2−Ln . As
√
nεn2
−Ln = o(1) follows from
the assumption on εn (by bounding the minimum in the condition from above
by the first term l = 1), this concludes the proof in the case λlk = 0 for l > Ln
under the posterior.
We now deal with Case 2. The argument for finite-dimensional distributions is
unchanged. For the tightness argument, one notes
sup
l>Ln
max
0≤k<2l
w−1l |〈λ− Tn, ψlk〉| = sup
l>Ln
max
0≤k<2l
w−1l |〈λ, ψlk〉|
≤ w−1Ln sup
l>Ln
max
0≤k<2l
‖λ− λ0‖∞‖ψlk‖1 + ‖λL
c
n
0 ‖M(w),
which is bounded by w−1Ln2
−Ln/2ζn+‖λL
c
n
0 ‖M(w) on Dn. Noting that theM(w)–
norm is the maximum of the last display and of the corresponding quantity
with l ≤ Ln, for which the arguments for Case 1 apply, concludes the proof of
Theorem 3.
8.6. Proof of Theorem 4
One proceeds as in [13], proof of Theorem 4, by considering the ‘integration’
map
L : {hlk} 7→ Lt({hlk}) :=
∑
l,k
hlk
∫ t
0
ψlk(x)dx, t ∈ [0, 1], (31)
which is shown in [13], p. 1955 to be linear and continuous from M0(w) to
L∞([0, 1]) (and also C[0, 1]). The continuous mapping theorem applied to L and
‖ · ‖∞ ◦ L implies the two claimed convergences in distribution, upon checking
that the limiting distribution under the map L, that is ZP0 ◦L−1, coincides with
GΛ0 , which follows from Lemma 1.
Lemma 1. The Gaussian processes [0, 1] 3 t→ GΛ0(t) = W (U0(t)) and [0, 1] 3
t→ ZP0 ◦ L−1t coincide, where Lt is the integration map (31).
Proof. As both are centered Gaussian processes, the result follows by checking
that their respective RKHS coincide.
We now provide the proofs of Corollaries 1, 2, 3. Recall that the statements
are formulated in the space D = D([0, 1]) of ca`dla`g functions on [0, 1] equipped
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with the supremum norm and the σ–algebra generated by open balls (see e.g.
[2], Section II.8). To see that Corollary 1 follows from Theorem 4: for the state-
ment on Λ, it is enough to check that
√
n‖Tn − Λˆn‖∞ = oP0(1) under the
conditions of Corollary 1. This is verified below. The statement on S follows
by Hadamard–differentiability of the negative exponential map Λ → e−Λ from
D to D. Corollary 2 follows by the continuous mapping theorem, as the map
g → ‖g‖∞ is continuous from D to R+, for D equipped with the supremum
norm. Finally, the result for the median functional in Corollary 3 is obtained
using Hadamard–differentiability of the quantile transformation (on D tangen-
tially to the set of continuous functions at the considered point) as established
in Lemma 21.3 of [49].
It now remains to check that
√
n‖Tn − Λˆn‖∞ = oP0(1). One first notes that
Nelson–Aalen’s estimator Λˆn is an ‘efficient’ estimator of Λ in that it is asymp-
totically linear in the efficient influence function. Namely, one has, see e.g. [2],
p. 626, recalling the definition of Wn on the display below (24),
sup
t∈[0,1]
∣∣∣∣√n(Λˆn − Λ0)(t)−Wn( 1l·≤tM0(·)
)∣∣∣∣ = oP0(1),
where we rewrite the integral with respect to the martingale process in [2], p.
626 in terms of Wn. It is thus enough to check that
√
n‖Tn − Λ∗‖∞ = oP0(1),
where we have set Λ∗(t) = Λ0(t) + n−1/2Wn (1l·≤t/M0(·)). This follows from
Lemma 15, which concludes the verifications for Corollary 1.
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9. Supplementary material
This supplement gathers all remaining proofs and additional simulation results.
9.1. Refinements of previous results
We briefly describe some improvements on previous results that are obtained
along the way in the paper. Those concern regularity conditions needed for
posterior rates and the possibility to cover more general functionals in the setting
of Theorem 2.
The paper [10] derived Hellinger posterior rates, as well as consistency rates
in terms of the LAN norm in the related Cox model (for a slightly different
presentation, see also Chapter 12 of the book [25], where the results of that
paper are also presented). Those were enough for obtaining a BvM for θ in
the Cox model (a somewhat related result in the present paper is Theorem 2).
The required regularity condition was β > 3/2. Here we are able to go down
to at least to β > 1/2 for L1, LAN–norm and supremum norm rates (getting
optimal rates for those, up to logarithmic terms for the first two norms), and to
just β > 0 for histograms or truncated posteriors. For Hellinger and LAN norm
rates, new arguments in Section 9.5 enable this improvement. Note that pushing
down the regularity constraint enables us to deal with histograms priors, which
were ruled out in the treatment of [10, 25] (where a fast enough rate is needed for
preliminary concentration in the LAN norm, and where supremum–norm rates
are not discussed). Also, applying the present arguments in the Cox model would
also enable lowering regularity requirements there. Another important novelty
in the present setting, already only in the setting of Theorem 2, is dealing with
functionals 〈f, ψlk〉 for unbounded l, k, which in particular requires substantially
more general bounds of remainder terms in the LAN expansion compared to [10],
see Lemmas 22–23.
A further improvement concerns Bayesian supremum norm contraction rates in
the classical density estimation model. Using the scheme of proof of Theorem
5, parts (a) and (b), one can extend the corresponding results in [13]–[11] in
density estimation on [0, 1], improving upon minimal required regularities by
at least 1/2 (i.e. the cited works require β > 1/2 for wavelet histogram priors,
this condition is removed here; also, β > 1 was required for smooth wavelet
priors, here the condition becomes just β > 1/2 and is even completely removed
for projected posteriors). Some of these refinements are similar in spirit to the
idea of getting improved rates successively by an iterative argument, as was
used recently by Richard Nickl and co–authors in inverse problems or diffusion
settings in [42], [44], [43] (note that the argument in these papers is not aiming at
decreasing minimal regularity requirements though, which in inverse problems
contexts are typically higher due to the ‘inverse problem’ operator involved) –
a less sharp version of this idea also featured in [11] p. 2083, to get consistency
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rates in the ‖ · ‖∞ norm for β ∈ (1/2, 1] in density estimation, but those rates,
unlike here, were not yet the optimal ones.
9.2. Details on histogram and wavelet bases
9.2.1. Wavelets
The following applies for (ψlk) either the Haar or the CDV wavelet basis. Al-
though some properties of the Haar basis are lost when using CDV (e.g. simple
explicit expression or the fact that for a given l, the supports of ψlk’s are disjoint
for Haar), most convenient localisation properties and characterisation of spaces
are maintained. Recall that the CDV basis is still denoted (ψlk), with indexes
l ≥ 0, 0 ≤ k ≤ 2l−1 (with respect to the original construction in [16], one starts
at a sufficiently large level l ≥ J , with J fixed large enough; for simplicity, up
to renumbering, one can start the indexing at l = 0). Let α > 0 be fixed. Then
the following properties and notation are used for both bases.
(W1) (ψlk) forms an orthonormal basis of L
2[0, 1]
(W2) ψlk have support Slk, with diameter at most a constant (independent of
l, k) times 2−l, and ‖ψlk‖∞ . 2l/2. The ψlk’s are in the Ho¨lder class
H(S,D), for some S ≥ α, D > 0.
(W3) At fixed level l, given a fixed ψlk with support Slk,
 the number of wavelets of the level l′ ≤ l with support intersecting
Slk is bounded by a universal constant (independent of l
′, l, k)
 the number of wavelets of the level l′ > l with support intersecting
Slk is bounded by 2
l′−l times a universal constant.
The following localisation property holds:
∑2l−1
k=0 ‖ψlk‖∞ . 2l/2, where
the inequality is up to a fixed universal constant.
The basis (ψlk) characterises Besov spaces B
s
∞,∞[0, 1], any s ≤ α, in terms of
wavelet coefficients. That is, g ∈ Bs∞,∞[0, 1] if and only if
‖g‖∞,∞,s := sup
l≥0, 0≤k≤2l−1
2l(
1
2+s)|〈g, ψlk〉2| <∞. (32)
Also, recall that Bs∞,∞ coincides with the Ho¨lder space Cs when s is not an
integer, and that when s is an integer the inclusion Cs ⊂ Bs∞,∞ holds. If the
Haar-wavelet is considered, the fact that f0 is in H(s, L), 0 < s ≤ 1, L > 0,
implies that the supremum in (32) with ψlk = ψ
H
lk is finite. Also by definition
the Ho¨lder class H(s, L) introduced below (2) is a subset of Bs∞,∞.
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9.2.2. Histograms
The priors of classes (H1) and (H2) are defined through the step heights of
dyadic histograms, while the priors of class (H3) are defined on the wavelet
coefficients. In the sequel, proofs for classes (H1) and (H2) (e.g. in Section
9.7) can be simplified by relating the step heights of the histograms to the
wavelet coefficients through the Haar transform. Specifically, we may write rW =
WrH , where rW = (r−1, r00, r10, r11, . . . , rL(2L−1))′ is a vector of the wavelet
coefficients for the wavelets up to level L, rH = (r1, . . . , r2L+1)
′ contains the step
heights of the histogram, and the entries of W are given by W−1,j = 2−(L+1)
and
Wlk,j = 2
−(L+1)+l/2
[
1lIL+1j−1 ⊂Il+12k − 1lIL+1j−1 ⊂Il+12k+1
]
,
where Wlk,· is the row corresponding to the wavelet coefficient rlk. We remark
that 2
L+1
2 W is an orthogonal matrix.
9.3. Supremum norm results
9.3.1. Generic ‖ · ‖∞–bound
Let us denote, for Ln the prior’s cut–off, the rate εn as in Condition (P1), and
β > 0,
Λn = 2
Lnεn + 2
−βLn . (33)
Let us define the `∞–metric between bounded functions f, g as
`∞(f, g) :=
∑
l
2l/2 max
0≤k<l
|〈f − g, ψlk〉|. (34)
The following standard bound follows from the localisation property (W3) of
the wavelet basis, for bounded functions f, g,
‖f − g‖∞ .
∑
l
2l/2 max
k
|〈f − g, ψlk〉| = `∞(f, g).
Lemma 2. Suppose λ0 ∈ H(β, L) for some β, L > 0 and that (P1) holds with
rate εn. Then for Λn as in (33),
Π[‖λ− λ0‖∞ > Λn |X] = oP0(1).
The same results also holds for the `∞–metric.
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Proof. Let us recall the notation gLn = PLng, the L
2–projection of a given
function g onto the subspace VLn generated by the first Ln levels of wavelet
coefficients. For any x ∈ [0, 1],
(λ− λ0)(x) =
∑
l≤Ln
2l−1∑
k=0
(λlk − λ0,lk)ψlk(x)−
∑
l>Ln
2l−1∑
k=0
λ0,lkψlk(x)
= (λLn − λ0,Ln)(x) +R(x),
where |R(x)| ≤∑l>Ln 2l/2 maxk |λ0,lk| ≤∑l>Ln 2−lβ . 2−Lnβ using the Ho¨lder
condition on λ0 and with glk = 〈g, ψlk〉 for a given g ∈ L2[0, 1]. Also,
|λLn(x)− λ0,Ln(x)| ≤ C`∞(λLn , λ0,Ln) = C
∑
l≤Ln
max
k
|λlk − λ0,lk|2l/2
. ‖λLn − λ0,Ln‖2
√∑
l≤Ln
2l . ‖λ− λ0‖22Ln/2
. ‖λ− λ0‖1/2∞ ‖λ− λ0‖1/21 2Ln/2.
Reinserting this in the first identity on (λ− λ0)(x) above and taking the supre-
mum in x one gets, invoking the ‖ · ‖1 concentration of the posterior,
‖λ− λ0‖∞ .
√
‖λ− λ0‖∞√εn2Ln/2 + 2−Lnβ .
To bound the first term on the right-hand side, one uses the inequality 2ab ≤
a2/c+ cb2, for any a, b, c > 0, to obtain, for suitably large c,
‖λ− λ0‖∞ . εn2Ln + 2−Lnβ ,
as required.
We note that the previous bounds also hold for the related `∞–norm. Indeed,
one can reproduce the previous bounds starting directly from `∞(λ, λ0) instead
of (λ− λ0)(x), leading to `∞(λ, λ0) . Λn.
9.3.2. Proof of Theorem 5, part (a)
As (P1) holds, one can invoke Lemma 2 to obtain a first supremum norm bound
Λn under the posterior (note that, except for high regularities β, this does not
yet entail posterior consistency, i.e. Λn may go to ∞ with n).
Recall that PLnλ0 = λ0,Ln denotes the L2–projection of λ0 onto VLn , and for
any l, k, let ψlk,n = PLn(ψlk/M0) and define a function λ
∗ = λ∗(Ln) by the
sequence of its wavelet coefficients
〈λ∗, ψlk〉 =
{
〈λ0, ψlk〉+Wn (ψlk,n) /
√
n if l ≤ Ln
0 if l > Ln,
(35)
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for any k and where Wn is defined in (14). We show in Section 9.9, Lemma 14,
that Tn and λ
∗ are very close, so that one can indifferently consider a centering
Tn or λ
∗.
As part (a) is about the projected posterior, it is enough to consider λLn = PLnλ.
More precisely, by definition of ΠLn [· |X], for any given rate rn,
ΠLn [‖λ− λ0‖∞ > rn |X] = ΠLn [‖λLn − λ0‖∞ > rn |X]
= Π[‖λLn − λ0‖∞ > rn |X],
as indeed the distribution of λLn is the same under ΠLn [· |X] and Π[· |X]. Once
this is noted, it is enough to work with the original posterior, but considering
only the first Ln wavelet levels.
We bound:
‖λLn − λ0‖∞ ≤ ‖λ0 − λ0,Ln‖∞︸ ︷︷ ︸
=(i)
+ ‖λ0,Ln − λ∗Ln‖∞︸ ︷︷ ︸
=(ii)
+ ‖λ∗Ln − λLn‖∞︸ ︷︷ ︸
=(iii)
and study the expectation under λ0 of the posterior expectation of each com-
ponent separately. We start by terms (i) and (ii), that do not depend on the
posterior and are shown to go to zero at the required rate.
Part (i). This part is deterministic. Recalling the notation λ0,lk = 〈λ0, ψlk〉2,
‖λ0 − λ0,Ln‖∞ ≤
∞∑
l=Ln+1
max
0≤k<2l−1
|λ0,lk|
∥∥∥∥∥∥
2l−1∑
k=0
|ψlk|
∥∥∥∥∥∥
∞
.
∞∑
l=Ln+1
2−l(1/2+β)2l/2 =
∞∑
l=Ln+1
2−lβ . 2−Lnβ ,
where we have used that λ0 ∈ H(β,D) for some D > 0.
Part (ii). By Lemma 21, the expectation Eλ0‖λ∗Ln −λ0,Ln‖∞ is bounded above
by a constant multiple of (Ln2
Ln/n)1/2. This implies that the sum (i) + (ii) is
a OP0(ε
β,Ln
n ).
Part (iii). For any λ ∈ VLn , one bounds λ− λ∗Ln from above as follows
‖λ− λ∗Ln‖∞ ≤
∣∣∣ Ln∑
l=0
∑
0≤k<2l
〈λ− λ∗, ψlk〉ψlk
∣∣∣
≤
Ln∑
l=0
max
0≤k<2l
|〈λ− λ∗, ψlk〉|
∥∥∥ ∑
0≤k<2l
|ψlk|
∥∥∥
∞
≤ 1√
n
Ln∑
l=0
2l/2
√
n max
0≤k<2l
|〈λ− λ∗, ψlk〉|.
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Let us define the sets En as, with An as in (P1) and Λn as in (33),
En = An ∩ {λ : ‖λ− λ0‖∞ ≤ Λn}. (36)
Let Πn = Π[· |X,En] be a shorthand for the posterior distribution conditioned
on En, and let E
Πn be the expectation under Πn. Bounding the expected maxi-
mum by Laplace transforms following the approach of [11]–[13], we find for any
t > 0:
EΠn max
0≤k<2l
√
n|〈λ− λ∗, ψlk〉|
≤ 1
t
log
2l−1∑
k=0
EΠn
[
et
√
n〈λ−λ∗,ψlk〉 + e−t
√
n〈λ−λ∗,ψlk〉
] .
We now follow the steps of the proof of Theorem 2, but in place of Dn we work
instead on En. Similar to (27), we have, in terms of the sets En, and setting
b = ψLK as a shorthand, recalling ψb = b/M0 and that ψb,Ln is its projection
onto VLn ,
E
[
et
√
n〈λ−λ∗,ψLK〉 |X,En
]
· e− t
2
2 ‖ψb,Ln‖2LΠ[En |X]
=
∫
En
e`n(r
n
t )−`n(r0)+Rn(r,r0)−Rn(rnt ,r0)+t
√
n[〈r−r0,ψb−ψb,Ln 〉L−B(λ,λ0)]dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
.
(37)
Now we rearrange the term in brackets similarly as in the proof of Theorem 2
by introducing the term Bn(λ, λ0) as below (27). On the set An, we have
|〈λ− λ0
λ0
, ψb − ψb,Ln〉L| . εn‖ψb − ψb,Ln‖∞ . εn2L/2−Ln ,
where one uses Lemma 12. This shows that the last term in the last display is
bounded from above by εn2
−Ln/2 uniformly over L ≤ Ln and K. As εn . εβ,Lnn
by assumption, one deduces
t
√
n|〈λ− λ0
λ0
, ψb − ψb,Ln〉L| . t
√
n2−Ln/2εβ,Lnn .
We now focus on bounding |Rn(r, r0)−Rn(rnt , r0)− t
√
nBn(λ, λ0)| from above.
The control of this term is similar in spirit to that in the proof of Proposition
1. We include it for completeness. Note that both bounds on the Rn,1 and Rn,2
parts as obtained there do not use supremum–norm consistency of the posterior,
but only an upper-bound on ‖λ − λ0‖∞, so one may reuse these bounds here
replacing ζn by the generic ‘rate’ (or rather, bound, as it does not go to 0 in
general) Λn obtained in Lemma 2 (or for future use in further iterations by any
such bound on ‖λ− λ0‖∞).
Let us first deal with the terms Rn,1, recalling the notation
Rn,1(r, r0)−Rn,1(rnt , r0)
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= Gn
{
t(Λ0 − Λ)ψb,Ln(·) +
√
n
∫ ·
0
er
(
e
− t√
n
ψb,Ln − 1 + t√
n
ψb,Ln
)}
,
which we write tGnfn + Gngn, setting fn = (Λ0 − Λ)ψb,Ln as well as gn =
√
n
∫ ·
0
er
(
e
− t√
n
ψb,Ln − 1 + t√
n
ψb,Ln
)
.
First, using Lemma 13, we have ‖ψb,Ln‖∞ . Ln‖b‖∞ . Ln2Ln/2 as well as
‖ψb,Ln‖2 . ‖b‖2 . 1, so that one can set µn = CLn2Ln/2 for some C > 0.
Second, the hazard λ belongs to the set Ln in (64) once setting vn = Λn. This
shows fn ∈ Fn and gn ∈ Gn, for Fn,Gn as in (65)–(66). By Lemma 22, noting
that |t|µn/
√
n is bounded if |t| ≤ log n,
sup
fn∈Fn, gn∈Gn
|Gn(tfn + gn)| = OPλ0
(
|t|Λn + t
2
√
n
(1 + Λn)
)
.
One now has to bound Rn,2(r, r0) − Rn,2(rnt , r0) − t
√
nBn(λ, λ0), which using
Lemma 23 is bounded by
|Rn,2(r, r0)−Rn,2(rnt , r0)− t
√
nBn(λ, λ0)| = O
(
t2
{
Λn + |t|1 + Λn√
n
})
.
As by assumption |t|/√n is bounded (in fact goes to 0 fast), one concludes that
|Rn(r, r0) − Rn(rnt , r0) − t
√
nB(λ, λ0)| . t2Λn + OP (|t|{1 + Λn}). Reinserting
these bounds into the Laplace transform expression (37) and using that ‖ψb,Ln‖L
is bounded by Lemma 12 and that Π[En |X] = oP0(1) leads to, with yn =:=√
n2−Ln/2εβ,Lnn ,
E
[
et
√
n〈λ−λ∗,ψLK〉 |X,En
]
= (1 + oP0(1))e
C[(1+Λn)t
2+(
√
Ln+yn)t]+OP0 (t{1+Λn})
∫
En
e`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
. (1 + oP0(1))CeC[(1+Λn)t
2+(
√
Ln+yn)t]+OP0 (t{1+Λn}),
where one uses assumption (T) noting that the numerator in that assumption
bounds from above the numerator in the last display, as En ⊂ An.
Now inserting these bounds on remainders within the Laplace transform argu-
ment one gets, with t = tl =
√
l as before, and Πn = Π[· |X,En] the conditioned
posterior as before,∫
‖λ− λ∗‖∞dΠn(λ)
≤ 1√
n
Ln∑
l=0
2l/2
1
tl
log

2l−1∑
k=0
2(1 + oP0(1))Ce
C[(1+Λn)t
2+(
√
Ln+yn)t]+OP0 (t{1+Λn})

. 1√
n
Ln∑
l=0
2l/2
1
tl
[
OP0(1) + l + (1 + Λn)t
2
l + (
√
Ln + yn)tl +OP0(tl{1 + Λn})
]
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. OP0(1)
Ln∑
l=0
2l/2√
n
(1 + Λn) +
Ln∑
l=0
2l/2√
n
(1 + Λn)tl +
2Ln/2√
n
(
√
Ln + yn)
. OP0(1)
√
2Ln
n
(1 + Λn) +
√
Ln
2Ln
n
(1 + Λn) + ε
β,Ln
n
. OP0(1)
εβ,Lnn√
Ln
(1 + Λn) + ε
β,Ln
n (1 + Λn).
From this one deduces using Markov’s inequality that for Mn →∞ arbitrary,
ΠLn [‖λ− λ∗‖∞ > MnΛ(1)n |X] = oP0(1),
where we have set
Λ(1)n := ε
β,Ln
n (1 + Λn).
Combining this with steps (i)–(ii), and using Markov’s inequality to get P0(‖λ∗−
λ0‖∞ > Mnεβ,Ln ) = o(1), for any Mn → ∞, one obtains that the projected
posterior contracts at rate Λ
(1)
n around λ0, for arbitrary Mn →∞,
ΠLn [‖λ− λ0‖∞ > MnΛ(1)n |X] = oP0(1).
As εβ,Lnn = o(1), one observes that
εβ,Lnn . Λ(1)n = o(Λn),
and the new obtained rate is faster than ζn.
We can now reproduce identically the argument of this subsection, but now
using the improved rate Λ1n := MnΛnε
β,Ln
n for ‖λ − λ∗‖∞ in (36) (with given
arbitrary diverging Mn → ∞), which once we apply the Laplace transform
argument again leads to, for arbitrary Mn →∞,
ΠLn [‖λ− λ0‖∞ > MnΛ(2)n |X] = oP0(1),
where we have set Λ
(2)
n := εβ,Lnn (1 + ε
β,Ln
n Λn). Further iterating the argument,
one obtains the rate, for fixed given p ≥ 1,
Λ(p+1)n := (1 + (ε
β,Ln
n )
pΛn)ε
β,Ln
n .
Noting that Λn from (33) verifies Λn ≤ 2Ln , one sees, as 2Ln is a given power of
n, that for an integer p large enough, we have (εβ,Lnn )
pΛn = O(1), so that the
overall obtained rate at that iteration is εβ,Lnn as requested, which concludes the
proof of Theorem 5, part (a).
9.3.3. Proof of Theorem 5, part (b)
Note that
r − r0 = log(λ/λ0) = log
[
1 +
λ− λ0
λ0
]
.
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Therefore a rate ‖r − r0‖∞ = o(1) automatically translates into the same rate
for ‖λ− λ0‖∞ and vice-versa. Within this proof, we set
ζn := 2
Ln/2εn + 2
−Lnβ .
As εn . εn,β and β ∧ γ > 1/2 by assumption, we have, using the explicit
expressions of εn,β and Ln, that ζn  2Ln/2εn and ζn = o(n−ρ) for some ρ > 0.
Combining this with Lemma 7, we have, on the set An,
‖r − r0‖∞ . ζn
under the posterior distribution and in particular ‖r − r0‖∞ is bounded. Now
define a centering function as, with r0,Ln = PLnr0,
r˜n = r˜Ln := r0,Ln +
1√
n
∑
l≤Ln,k
Wn(ψlk), (38)
and proceeding similarly as in Lemma 21, one checks that
‖r˜n − r0,Ln‖∞ . `∞(r˜n, r0,Ln) = OP0(εβ,Lnn ). (39)
Next one writes, recalling the expression of the LAN–norm ‖ · ‖L in (24),
‖r−r˜n‖∞ ≤ ‖(r − r˜n)M0λ0 1
M0λ0
‖∞ ≤ ‖(r − r˜n)M0λ0‖∞‖ 1
M0λ0
‖∞
.
∑
l≥0
2l/2 max
k
|〈(r − r˜n)M0λ0, ψlk〉2|
.
∑
l≤Ln
2l/2 max
k
|〈r − r˜n, ψlk〉L|+
∑
l>Ln
2l/2 max
k
|〈(r − r˜n)M0λ0, ψlk〉2|
=: (I) + (II).
Combining Lemma 7 with Lemma 3, one obtains, on the set An,
(II) . 2−Lnδ`∞(r, r˜n) . 2−Lnδ(`∞(r, r0) + `∞(r0, r˜n))
. 2−Lnδζn + 2−LnδOP0(εβ,Lnn ),
where δ = 1 ∧ β. This shows that (II) = OP0(εβ,Lnn ), since β ≥ 1/2.
We now control the term (I) corresponding to levels l ≤ Ln. Let us recall that,
setting rt = r − tψlk/
√
n, one can expand the log-likelihood as follows
`n(r)− `n(r0)− [`n(rt)− `n(r0)]
=
t2
2
‖ψlk‖2L − t
√
n〈r − r0, ψlk〉L + tWn(ψlk) +Rn(r, r0)−Rn(rt, r0) (40)
=
t2
2
‖ψlk‖2L − t
√
n〈r − r˜n, ψlk〉L +Rn(r, r0)−Rn(rt, r0).
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We now control uniformly the Laplace transforms, for r˜n given by (38),
E[exp{t√n(〈r − r˜n, ψlk〉L} |X].
This is quite similar as for part (a). There are a few differences. The bracket at
stake is with ψlk in terms of the LAN inner product, instead of the Euclidean
inner product: we do not start with 〈λ−λ0, ψlk〉2, but with 〈r−r0, ψlk〉L, so the
term B(λ, λ0) in particular does not cancel out when studying the remainder
term. On the other hand, the semiparametric bias coming from the approxima-
tion of ψlk/M0 is not present this time.
We have the following analog of (37) (this time analysing r rather than λ), for
l ≤ Ln and any admissible k, for r˜n as in (38),
E
[
et
√
n〈r−r˜n,ψlk〉L | X,An
]
· e− t
2
2 ‖ψlk‖2L ·Π[An |X]
=
∫
An
e`n(rt)−`n(r0)+Rn(r,r0)−Rn(rt,r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
. (41)
Note that here there is no need to further project ψlk for l ≤ Ln, as the latter
already belongs to VLn . We now study the difference Rn(r, r0) − Rn(rt, r0).
Recalling Rn(r, r0) = Rn,1(r, r0) +Rn,2(r, r0), let us start with the term Rn,2
Rn,2(r, r0)−Rn,2(rt, r0)
= t
√
nB(λ, λ0) + nΛ0
{
M0
(
er−r0
(
e
− t√
n
ψlk − 1 + t√
n
ψlk
)
− 1
2
t2
n
ψ2lk
)}
,
where this time the term B(λ, λ0) has to be studied separately
t
√
nB(λ, λ0) = t
√
n
〈
r − r0 − λ− λ0
λ0
, ψlk
〉
L
= t
√
n
〈
r − r0 − (er−r0 − 1), ψlk
〉
L
= nΛ0
{
M0
[
r − r0 − (er−r0 − 1)
] t√
n
ψlk
}
.
Combining the posterior supremum–norm consistency following from Lemma 7
as noted above and the inequality |eu − 1− u| ≤ Cu2 for bounded u,
|t√nB(λ, λ0)| .
√
nt
∫
‖r − r0‖2∞|ψlk| .
√
ntζ2n2
−l/2.
One now deals with Rn,1(rt, r0) − Rn,1(r, r0) and Rn,2(rt, r0) − Rn,2(r, r0) −
t
√
nB(λ, λ0) in a similar way as we did for part (a) (and in the proof of Theorem
2). The difference here is that we work with h = ψlk which satisfies similar
bounds as ψb,Ln , namely ‖ψlk‖∞ . 2l/2 . 2Ln/2 for l ≤ Ln and ‖ψlk‖2 . 1, so
that for t ≥ 0,
|Rn(r, r0)−Rn(rnt , r0)− t
√
nB(λ, λ0)| . t2ζn +OP0(t{1 + ζn}),
which combining with the bound on B(λ, λ0) above leads to, with ζn = o(1),
|Rn(r, r0)−Rn(rnt , r0)| . (
√
n2−l/2ζ2n)t+ t
2ζn +OP0(t).
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Following similar steps as for part (a) above, the Laplace transform method
gives us, using (T), that
E
[
et
√
n〈r−r˜n,ψLK〉L |X,An
]
= eC[(1+ζn)t
2+(
√
n2−l/2ζ2n)t]+OP0 (t)
∫
An
e`n(r
n
t )−`n(r0)dΠ(r)∫
e`n(r)−`n(r0)dΠ(r)
. eC[(1+ζn)t2+(
√
n2−l/2ζ2n)t]+OP0 (t).
Now for Πn[· |X] = Π[· |X,An] the conditioned posterior and t = tl =
√
l,∫
‖r − r˜n‖∞dΠn(r |X)
≤ 1√
n
Ln∑
l=0
2l/2
1
tl
log

2l−1∑
k=0
2eC[(1+ζn)t
2+(
√
n2−l/2ζ2n)tl]+OP0 (t)

. 1√
n
Ln∑
l=0
2l/2
1
tl
[
l + (1 + ζn)t
2
l + (
√
n2−l/2ζ2n)tl +OP0(tl)
]
. OP0(1)
1√
n
Ln∑
l=0
2l/2 +
1√
n
Ln∑
l=0
2l/2
[
(1 + ζn)
√
l +
√
n2−l/2ζ2n
]
. OP0(1)
√
2Ln
n
+
√
Ln
2Ln
n
(1 + ζn) + Lnζ
2
n
. OP0(1)
εβ,Lnn√
Ln
+ εβ,Lnn (1 + ζn) + (Lnζn)ζn.
From this one deduces using Markov’s inequality, proceeding as for part (a)
above, that for Mn →∞ arbitrary,
Π[‖r − r˜n‖∞ > Mnζ(1)n |X] = oP0(1),
where we have set
ζ(1)n := ε
β,Ln
n + (Lnζn)ζn.
Combining this with (39), one obtains that the posterior contracts at rate Λ
(1)
n
around r0. By using the remark at the beginning of the proof, one obtains the
same for the posterior of λ around λ0: for arbitrary Mn →∞,
Π[‖λ− λ0‖∞ > Mnζ(1)n |X] = oP0(1).
Since, as noted earlier, ζn = o(n
−ρ) for some ρ > 0, we have Lnζn = o(1), so
that the new rate improves upon ζn. Let us now set
En = An ∩ {λ : ‖λ− λ0‖∞ ≤Mnζ(1)n },
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where Mn is a given (arbitrary) sequence going to∞. By iterating the argument
using En instead of An (and invoking En ⊂ An just before using (T)), one
obtains the posterior rate, for p ≥ 1,
ζ(p)n := ε
β,Ln
n ∨ (Lnζn)pζn.
As ζn decreases polynomially with n, for an integer p large enough, the first
term dominates in the maximum on the last display, so the overall obtained
rate is εβ,Lnn as requested, which concludes the proof of Theorem 5, part (b).
Lemma 3. Suppose r0 ∈ H(β,D) for some β,D > 0. For r˜n as in (38) and
δ = 1 ∧ β, ∑
l>Ln
2l/2 max
k
|〈(r − r˜n)M0λ0, ψlk〉2| . 2−Lnδ`∞(r, r˜n).
Proof. For any l > Ln and admissible k, by expanding r − r˜n onto the wavelet
basis, and recalling that both rLK = 0 and r˜n,LK = 0 for levels L > Ln by the
definitions of the prior and of r˜n,
〈(r − r˜n)M0λ0,ψlk〉2 =
∑
L≤Ln,K
(rLK − r˜n,LK)〈ψLKM0λ0, ψlk〉2.
Let us denote by M0λ0
lk
the mean value of the function M0λ0 over the support
Slk of ψlk. By Lemma 17, the function M0 is a Lipschitz function, so M0λ0
belongs to H(δ, d) for some large enough d, if one sets δ := 1 ∧ β. One now
bounds the inner products in the last display for l > Ln, L ≤ Ln and admissible
k,K as follows, noting that 〈ψLK , ψlk〉 = 0,
|〈ψLKM0λ0, ψlk〉2| = |〈ψLK{M0λ0 −M0λ0
lk}, ψlk〉2|
. |Slk|δ2L/22−l/2,
where we use ‖ψLK‖∞ . 2L/2 and ‖ψlk‖1 ≤ 2−l/2 and that M0λ0 is δ–Ho¨lder.
Deduce, using that for a given L ≤ Ln the support of ψLK intersects that of
ψlk at most a constant number of times, that the quantity 〈(r− r˜n)M0λ0, ψlk〉2
is bounded in absolute value by a constant times
|Slk|γ2−l/2
∑
L≤Ln
2L/2 max
K
|rLK − r˜n,LK | ≤ 2−(1/2+δ)l`∞(r, r˜n),
which gives the result by inserting this bound in the sum of the statement.
9.4. Proof of Theorem 6
9.4.1. Independent Laplace coefficients
Let us consider the case of independent Laplace priors on coefficients Zlk in
(6), with (ψlk) either the Haar basis (in which case we use β ≤ 1), or the CDV
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wavelet basis.
First, the rate condition (P1) is verified in Section 9.6 with εn . εLnn,β . Also,
the change of variables condition (T) for b = ψLK is verified thanks to the
bounds obtained in Section 9.7.2, where it is shown that it suffices to control,
for 0 ≤ t ≤ log n,
t
∑
l≤Ln, k
|ψn,lk|√
nσl
. t√
n
∑
l≤Ln
1
σl
2−|l−L|/2 . t√
n
(2L/2 + Ln2
L/2),
using the first bound of Lemma 9. The last bound is at most tLn2
Ln/2/
√
n,
which goes to 0 if 0 ≤ t ≤ log n. One can now apply Theorem 5, which yields
the supremum norm contraction rate of ζn = Mnε
β,Ln
n , for arbitrary Mn →∞,
under no further assumptions for the Haar basis, and, for the CDV basis, either
for the projected posterior, or for the full posterior with the additional condition
2(β ∧ γ) > 1, that is if β > 1/2, γ > 1/2. This shows that (P2) holds under
these conditions.
We now verify the nonparametric BvM Theorem 3 with the choices wl = l
and γ ≤ β. First, (P1)–(P2) hold as verified above. Then, since εn . εLnn,β .
(Ln2
Ln/n)1/2 for γ ≤ β (see above), we have √nεn2−Ln/2 ≤
√
Ln = o(wLn).
Now for wl = l, we have
mn := min
l≤Ln
{
wl2
−l/2l−1/4
}
= wLn2
−Ln/2L−1/4n ,
so the condition
√
nεn2
−Ln = o(mn) is satisfied. By the same reasoning, now us-
ing that ζn .Mnεn,β for arbitraryMn →∞ and ‖λL
c
n
0 ‖M(w) . 2−(1/2+β)Ln/wLn ,
one sees that the condition required for controlling the full CDV posterior in
Case 2 is also fulfilled in the case γ ≤ β. Finally, condition (Q) is verified in a
similar way as for (T) above: now b =
∑N
i=1 biψliki , for some li ≤ L, ki ≤ 2li
and N ≥ 1 fixed. So the previous bounds and the triangle inequality imply that
the bound obtained in last display two paragraphs above is bounded from above
by the same quantity up to a different multiplicative constant, from which (Q)
is obtained. This shows that one can apply Theorem 3 when working on the full
posterior (i.e. with Haar or CDV with β > 1/2).
If one chooses instead wl = 2
l/2/l2, one only needs the condition γ < β + 1/2
to be met. Indeed, in this case mn := minl≤Ln wl2
−l/2l−1/4 = L−9/4n , and
√
nεn =
√
Ln2Ln +
√
n2−Lnβ .
√
Ln2
Ln/2 + (log n)δn(1/2+γ−β)/(1+2γ),
for some δ > 0, and this is o(2Ln/L
9/4
n ) as soon as γ < β+1/2. The condition on
ζn in Case 2 leads to the same condition, using that one can take ζn ≤Mnεn,β
for arbitrarily slow Mn →∞.
Let us now check that the Donsker–BvM theorem holds for the posterior on Λ
as soon as γ < β + 1/2. This follows by applying Theorem 4 with the sequence
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wl = 2
l/2/l2, which verifies the required summability condition as well as the
nonparametric BvM in M0(w), as checked above. This gives a limiting result
with centering at Tn, and the Donsker–BvM with centering at Λˆn (respectively
Sˆn for L(S |X)) by Corollary 1.
Finally, we justify the result stated in Remark 1. When the cut-off is LUn , one
first uses Theorem 5 to obtain the rate ε
β,LUn
n . Indeed, Condition (P1) with
εn . εβ,L
U
n
n is obtained as in Section 9.6, using that LUn 2
LUn ≤ εβ,LUnn and 2−Lnβ ≤
ε
β,LUn
n by definition. Verification of (T) is as before, which means that one can
indeed apply Theorem 5. Similarly, one checks that Theorems 3 and Theorem
4 can be applied under the same conditions on β and the same choices of wl as
for the cut-off Ln = Ln(γ) in (10) as above.
9.4.2. Other priors
The proof for the other priors is essentially the same, after verifying Hellinger
concentration and the change of variable conditions. The Hellinger rates for all
priors with independent coefficients are verified in Section 9.6.1, and for the
dependent histogram priors verification takes place in Section 9.6.2.
The change of variable conditions, specifically (T) for b = ψLK and (Q) are ver-
ified in Section 9.7. For the dependent and independent log-Laplace histogram
priors, the conditions are verified in Section 9.7.3. The conditions are verified
for all priors with Gaussian coefficients in 9.7.4 and finally for the dependent
and independent Gamma histogram priors in 9.7.5.
9.5. Intermediate rate results
In this Section, we show how to derive posterior contraction rates for the hazard
rate in terms of ‖·‖1, ‖·‖2 and ‖·‖∞ losses (for ‖·‖∞ the rate is only intermediate,
i.e. non–optimal), starting from a Hellinger contraction rate εn = o(1) for the
densities in the model (in slight abuse of notation we denote this rate by εn,
which is used in the main paper for the L1–rate, but one shows below that the
Hellinger rate on densities gives an L1–rate on the hazard of the same order).
The derivation of the Hellinger rate is done following the general rate theory of
[23], see Section 9.6 below.
Recall that h2(P,Q) =
∫
(
√
p −√q)2dµ =: h2(p, q) is the square–Hellinger dis-
tance between two probability distributions P,Q with densities p, q with respect
to a common dominating measure µ. For two positive integrable functions λ1, λ2,
let us denote
H2(λ1, λ2) =
∫ 1
0
(
√
λ1 −
√
λ2)
2. (42)
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the squared ‘pseudo-Hellinger’ (as we do not assume λ1, λ2 to be densities)
distance between λ1 and λ2. For a given hazard λ, we write λ¯ for λ/
∫ 1
0
λ, the
normalised density defined from λ.
9.5.1. ‖ · ‖1–rates from Hellinger rates
For pλ = pλ,g the density of the observations under the survival model with
hazard λ and censoring density g, and Pλ = Pλ,g the corresponding distribution.
Suppose one knows that
Π[{λ : h2(Pλ, Pλ0) ≤ rn} |X] = 1 + oP0(1). (43)
We now show that this implies a contraction rate εn = Mrn in L
1-distance for
the hazard, up to a large enough multiplicative constant M > 0.
The Hellinger distance h2(pλ, pλ0) = h
2(pλ,g, pλ0,g) can be written as
h2(pλ, pλ0) =
∫ 1
0
[√
gS −
√
gS0
]2
(y)dy︸ ︷︷ ︸
=(i)
+
∫ 1
0
G¯(y)
[√
λS −
√
λ0S0
]2
(y)dy︸ ︷︷ ︸
=(ii)
+ G¯(1)
[√
S −
√
S0
]2
(1)︸ ︷︷ ︸
=(iii)
, (44)
with the notation G¯(y) = 1−G(y−) as noted below (M).
Lemma 4. Under assumptions (M), there exists a universal constant c > 0
such that if h2(pλ, pλ0) . ε2n = o(1), then Λ(1) < c.
Proof. Since G¯(1) is by (M) a constant bounded away from zero, the upper
bound G¯(1)
[√
S −√S0
]2
(1) . ε2n from part (iii) in (44) yields the inequality
|e−Λ(1)/2 − e−Λ0(1)/2| . εn. Since it follows from (M) that Λ0(1) is bounded,
this implies that Λ(1) is bounded as well.
Lemma 5. Under (M), on a set where h2(pλ, pλ0) . ε2n, we have, for H as in
(42), that H2(λ, λ0) . ε2n.
Proof. By Lemma 4, the quantity S(1) is bounded from below, so using the
inequality (a+ b)2 ≤ 2(a2 + b2),
H2(λ, λ0) ≤ 1
S(1)
∫ 1
0
(
√
λS −
√
λ0S)
2 .
∫ 1
0
(
√
λS −
√
λ0S)
2
≤ 2
∫ 1
0
(
√
λS −
√
λ0S0)
2 + 2
∫ 1
0
(
√
λ0S0 −
√
λ0S)
2. (45)
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Since G is a cdf, the term (ii) in (44) is bounded from below by
(ii) ≥ G¯(1)
∫ 1
0
[√
λS −
√
λ0S0
]2
(y)dy.
By assumption (M) on G¯(1), and because (ii) . ε2n by assumption, we obtain
that the first term of (45) is bounded above by a constant multiple of ε2n. By
assumption (M) on g, one gets, again referring to (44):
(i) =
∫ 1
0
[√
gS −
√
gS0
]2
(y)dy ≥ c4
∫ 1
0
[√
S −
√
S0
]2
.
Using that (i) . ε2n by assumption, and noticing that the second term of (45)
is bounded by 2‖λ0‖∞
∫ 1
0
(
√
S −√S0)2 one gets by assumption (M) on ‖λ0‖∞
that the second term of (45) is also less than Cε2n.
Lemma 6. Suppose (M) holds. Then, on a set where h2(pλ, pλ0) . ε2n, we have
that H2(λ¯, λ¯0) . ε2n and ‖λ− λ0‖21 . ε2n.
Proof. By using the inequality (a+ b)2 ≤ 2(a2 + b2),
H2(λ¯, λ¯0) ≤ 2
∫ 1
0
(√
λ
Λ(1)
−
√
λ0
Λ(1)
)2
+ 2
∫ 1
0
(√
λ0
Λ(1)
−
√
λ0
Λ0(1)
)2
= 2Λ(1)−1H2(λ, λ0) + Λ0(1)
(
Λ(1)−1/2 − Λ0(1)−1/2
)2
.
By Lemmas 4 and 5, we have 2Λ(1)−1H2(λ, λ0) . ε2n. Continuing with the
second term of the above display, again using (a + b)2 ≤ 2(a2 + b2) and the
Cauchy-Schwarz inequality,
Λ0(1)
(
Λ(1)−1/2 − Λ0(1)−1/2
)2
= Λ0(1)
(
Λ0(1)− Λ(1)√
Λ0(1) +
√
Λ(1)
)2
≤ (Λ0(1)− Λ(1))2 .
(∫ 1
0
(λ0 − λ)
)2
≤
∫ 1
0
(
√
λ−
√
λ0)
2 ·
∫ 1
0
(
√
λ+
√
λ0)
2 ≤ 2[Λ(1) + Λ0(1)]H2(λ, λ0),
which is also bounded above by a constant multiple of ε2n by Lemmas 4 and 5.
By noting ‖λ − λ0‖21 = (
∫ 1
0
|(√λ − √λ0)(
√
λ +
√
λ0)|)2 and applying Cauchy-
Schwarz as above, we find that ‖λ− λ0‖21 is bounded by a constant multiple of
ε2n as well.
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9.5.2. Log–hazard r: ‖ · ‖2–rate and intermediate ‖ · ‖∞–rate
We now show how to derive results for stronger losses than ‖ · ‖1 for the log–
hazard r. We focus on the ‖·‖2–norm, or equivalently, as λ0M0 is bounded away
from 0 and ∞ by (M), on the LAN ‖ · ‖L–norm defined below (24).
Lemma 7. Suppose r0 = log λ0 ∈ H(β,D) with β > 1/2, D > 0. Assume, for
εn the rate in (P1), that the cut–off Ln verifies 2
Ln/2εn = o(1). Then
‖r − r0‖22 . ‖r − r0‖2L . ε2n,
‖r − r0‖∞ . `∞(r, r0) . 2Ln/2εn + 2−βLn .
Proof. To bound ‖r − r0‖2L from above, it is enough to bound, as M0 ≤ 1, the
quantity
∫ 1
0
(r − r0)2λ0 =
∫ 1
0
λ0 log
2(λ/λ0),∫ 1
0
λ0 log
2(λ/λ0) = Λ0(1)
∫ 1
0
λ¯0 log
2
(
λ¯
λ¯0
Λ(1)
Λ0(1)
)
≤ 2Λ0(1)
∫ 1
0
λ¯0 log
2 λ¯0
λ¯
+ 2Λ0(1) log
2
(
Λ(1)
Λ0(1)
)
.
Further, using the bound on ‖ · ‖1 from Lemma 6,∣∣∣∣ Λ(1)Λ0(1) − 1
∣∣∣∣ ≤ (Λ(1)− Λ0(1))/Λ0(1) . ‖Λ− Λ0‖∞ . ‖λ− λ0‖1 . εn,
so that expanding the logarithm in the last but one display one gets∫ 1
0
λ0 log
2(λ/λ0) .
∫ 1
0
λ¯0 log
2 λ¯0
λ¯
+ ε2n.
Now, under (M), for c1 > 0 a universal constant,
‖r − r0‖22 ≤ c−11
∫ 1
0
λ0 log
2(λ/λ0) .
∫ 1
0
λ¯0 log
2 λ¯0
λ¯
+ ε2n.
From Lemma 8 in [24] applied with the densities p = λ¯0 and q = λ¯,∫ 1
0
λ¯0 log
2 λ¯0
λ¯
. h2(λ¯, λ¯0)
(
1 + log
∥∥∥∥ λ¯0λ¯
∥∥∥∥
∞
)2
.
Proceeding as in the previous bounds,
λ¯0
λ¯
=
Λ(1)
Λ0(1)
er0−r ≤ (1 + Cεn)e‖r−r0‖∞ ,
so that (
1 + log
∥∥∥∥ λ¯0λ¯
∥∥∥∥
∞
)2
. 1 + ‖r − r0‖2∞.
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Deduce, using the bound on H2(λ¯, λ¯0) = h
2(λ¯, λ¯0) from Lemma 6, that
‖r − r0‖22 . ε2n(1 + ‖r − r0‖2∞).
For Mn = 2
mn to be chosen, since r0 ∈ H(β,D), and for any γ ≤ β and
x ∈ [0, 1], recalling that the end of study is at τ = 1,
|(r−r0)(x)| .
∑
l≤mn
∑
k
|rlk − r0,lk||ψlk(x)|+
∑
l>mn
2l/2 max
k
(|r0,lk|+ |rlk|)
. ‖r − r0‖2
[ ∑
l≤mn
∑
k
ψ2lk(x)
]1/2
+M−βn +
∑
l>mn
2−lγ max
k
[
2(1/2+γ)l|rlk|
]
.
√
Mn‖r − r0‖2 +M−βn +
∑
l>mn
2−lγ max
k
[
2(1/2+γ)l|rlk|
]
.
Let us choose Mn = 2
Ln the prior cut-off. Then for any prior truncated at 2Ln ,
the last term in the previous display is zero and one gets the bound
‖r − r0‖∞ ≤ 2Ln/2‖r − r0‖2 + 2−βLn .
Putting this bound back into the former inequalities leads to
‖r − r0‖22 . ε2n2Ln‖r − r0‖22 + ε2n.
Since the cut–off is such that ε2n2
Ln = o(1) by assumption, one deduces
‖r − r0‖22 . ε2n,
as well as, using the previously obtained bounds, the ‖ · ‖∞–consistency
‖r − r0‖∞ . 2Ln/2εn + 2−βLn = o(1),
under the previous assumptions. For the `∞–statement, one notes that
`∞(r, r0) =
∑
l≤Ln
2l/2 max
k
|rlk − r0,lk|+
∑
l>Ln
2l/2 max
k
|r0,lk|
≤
[ ∑
l≤Ln
2l
]1/2[ ∑
l≤Ln
(rlk − r0,lk)2
]1/2
+ 2−βLn
. 2Ln/2‖r − r0‖2 + 2−βLn . 2Ln/2εn + 2−βLn ,
using the previously obtained L2–rate on r.
9.6. Hellinger rates
We obtain Hellinger-rates for all considered priors. We recall that by h2(pλ, pλ0)
we mean h2(pλ,g, pλ0,g), that is, we vary the hazard while we keep the censoring
distribution the same.
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Our goal is to obtain a Hellinger rate εn . εβ,Lnn . In this Section we use εn,β as
a shorthand for εβ,Lnn . That is,
εn,β =
√
Ln2Ln/n+ 2
−βLn .
Following [23], suitable tests exist for the Hellinger distance and it suffices to
verify, as n→∞, the conditions of Theorem 1 in [23],
logN(C1εn,An, h) ≤ C2nε2n, (46)
Π(L2[0, 1]\An) ≤ e−nε2n(C3+4C24 ), (47)
Π(BKL(r0, C4εn)) ≥ e−nε2nC3 , (48)
for An a sequence of measurable sets, where K(p, p0) = −P0 log(p/p0) and
V (p, p0) = P0 log
2(p/p0), and one denotes
BKL(p0, ε) = {r : K(pλ, pλ0) ≤ ε2, V (pλ, pλ0) ≤ ε2}.
Let us set, with rlk = 〈r, ψlk〉 the wavelet coefficients of r,
An = {r : rlk = 0 (∀ l > Ln, k), |rlk| ≤ n (∀ l ≤ Ln, k)}.
By the same arguments as used in the Cox model in [10], one can relate the
Hellinger distance between the data distributions and the supremum norm dis-
tance between log–hazards, as well as the set BKL to a supremum norm ball:
by Lemmas 7 and 8 of [10] (setting the parameter of the Cox model to zero),
we have
h2(pλ1 , pλ2) . ‖r1 − r2‖2∞e‖r1−r2‖∞ (‖r1 − r2‖ < 1/4) (49)
{r : ‖r − r0‖∞ ≤ ε} ⊂ {r : K(pλ0 , pλ) . ε2, V (pλ0 , pλ) . ε2}, (50)
for any ε > 0 small enough.
9.6.1. Independent priors on log–hazard Haar coefficients
We consider either independent Gaussian rlk ∼ N (0, σ2l ) or Laplace L(0, σl)
coefficients. We denote L(0, σl) the Laplace distribution with scale σl, that is
the distribution of σlY where Y ∼ L(0, 1).
Condition (47) follows from a union bound by noticing that the marginal prob-
abilities Π[|rlk| > n] . e−n by using σl ≤ 1 and the Gaussian or Laplace tail
bound, so that the prior probability in (47) is bounded from above by C2Lne−n
which goes much faster to 0 than e−Cnε
2
n,β .
To verify the entropy condition (46), one notes that thanks to the bound (49),
one can replace the Hellinger metric by the supremum norm on r’s. By identify-
ing r ∈ An with the vector of size
∑
l≤Ln 2
l of its wavelet coefficients, we have,
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for any r1, r2 in An,
‖r1 − r2‖∞ . `∞(r1, r2) =
∑
l≤Ln
2l/2 max
k
|r1,lk − r2,lk|
. 2Ln/2 max
l≤Ln,k
|r1,lk − r2,lk| . 2Ln/2‖r1 − r2‖`2 ,
where ‖ · ‖`2 is the Euclidean norm of a vector. From this deduce that
logN(ε,An, h) . logN(c1ε2−Ln/2, B`2(0, c22Ln/2n), ‖ · ‖`2)
. C2Ln log
(
c32
Ln/2n
ε2−Ln/2
)
. 2Ln log(n/ε),
using that the ε–entropy of a Euclidean ball of radius R in dimension C2Ln
is bounded from above by C2Ln log(C ′R/ε). The last display is bounded from
above by a constant times Ln2
Ln . nε2n,β for ε  εn,β .
Finally, the prior mass condition is obtained by first using the inclusion (50) and
then noting that, since ‖r0 − r0,Ln‖∞ . 2−Lnβ . εn,β (recall r0,Ln = PLnr0)
using that r0 is β–Ho¨lder, if one chooses εn  εn,β ,
Π[BKL(r0, Cεn)] & Π[‖r − r0‖∞ . εn] & Π[`∞(r, r0,Ln) . εn]
& Π[|rlk − r0,lk| . 2−l/2εn/Ln, ∀ l ≤ Ln, k]
&
∏
l≤Ln,k
Π[|rlk/σl − r0,lk/σl| . 2−l/2σ−1l εn/Ln]
by using independence of the coordinates rlk in this case. Further, each marginal
prior probability in the last display can be bounded from below using the min-
imum of the density on the corresponding interval. As σl ≥ 2−l/2 by (21), the
term r0,lk/σl is bounded, so the density at stake is bounded from below by a
constant c0 > 0. One deduces that
Π[BKL(r0, Cεn)] &
∏
l≤Ln,k
c0
(
22−Ln/2
εn
Ln
)
& e−C
′2Ln log(22Ln/2 Lnεn ),
which is bounded from below by e−C2
Ln log(Ln) ≥ e−C′nε2n,β as requested.
9.6.2. Priors defined on histogram heights
The priors on histogram heights from Section 4.5 either draw heights indepen-
dently, or in a dependent way specified in (23). Below we give the argument
for dependent heights in detail, the case of independent heights being similar
and easier (independence can be used to bound the prior mass directly, as for
wavelet priors above).
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In the next lines and in the sequel we freely use the following bounds, that follow
from the definition of conditional probabilities: for measurable A,B,
inf
x∈A
Π[rk ∈ B | rk−1 = x]
≤ Π[rk ∈ B | rk−1 ∈ A] ≤ sup
x∈A
Π[rk ∈ B | rk−1 = x]. (51)
We begin by verifying (48), for which we use the inclusion (50). We start with a
computation valid for all three dependent priors. Let r0,k = |ILn+1k |−1
∫
ILn+1k
r0
and r0,Ln =
∑2Ln+1−1
k=0 r0,k1lILn+1k
, the L2-projection of r0 onto the space of
histograms with 2Ln+1 equispaced bins. For n large enough, we have ‖r0 −
r0,Ln‖∞ ≤ εn/2 (as ‖r0 − r0,Ln‖∞ . 2−Lnβ for β ≤ 1 if r0 ∈ H(β,D) and
taking εn  εn,β). First using the triangle inequality,
Π[‖r − r0‖∞ < εn] ≥ Π[‖r − r0,Ln‖∞ < εn/2]
= Π[∀k ∈ {0, . . . , 2Ln+1 − 1} : |rk − r0,k| < εn/2]
= Π[|r0 − r0,0| < εn/2]
2Ln+1∏
k=0
Π[|rk+1 − r0,k+1| < εn/2 | |rk − r0,k| < εn/2],
using the Markov structure of the prior. Since r0 ∈ H(β,D), we further obtain
|r0,k−r0,k+1| ≤ D|ILn+11 |β for all k. Using the so obtained inequalities, we verify
(48) for each of the three dependent histogram priors.
Prior mass: dependent log-normal prior
We study Π[|rk+1−r0,k+1| < εn/2 | |rk−r0,k| < εn/2]. We recall the prior struc-
ture rk+1 | rk ∼ N (rk − s2/2, s2), where for clarity of exposition we abbreviate
s2 = log(1 + σ2) and we use the first inequality in (51).
For a normally distributed random variable, the probability of being realized in
an interval of size εn/2 is smallest farthest out in the tails. The most extreme
interval is achieved if |rk − r0,k| = εn/2 and |r0,k − r0,k+1| = D2−(Ln+1)β .
Thus the probability of interest is at least the probability that Z is in [s2/2 +
D2−(Ln+1)β , s2/2 + εn +D2−(Ln+1)β ], where Z ∼ N (0, s2).
We use:
∫ b
a
1√
2pi
e−x
2/2dx ≥ (b− a)/√2pie−max{|a|,|b|}2/2, and find:
Π[|rk+1 − r0,k+1| < εn/2 | |rk − r0,k| < εn/2]
≥ εn 1√
2pis2
e−
1
2s2
(max{|s2/2+D2−(Ln+1)β |,s2/2+εn+D2−(Ln+1)β})2
As s2 is fixed while Ln → ∞, εn → 0, we find that the bound is of the order
εne
−1/
√
2pis2. Therefore, Π[‖r− r0‖∞ < εn] is, up to constants, bounded below
by e2
Ln+1 log εn ≥ e−C′nε2n,β as required.
Prior mass: dependent log-Laplace prior
Using the same argument as for the log-normal prior, we find we can lower bound
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the probability of interest by the probability of a Laplace(0, θ) random variable
being in either [− log(1− θ−2)− ε−D2−(Ln+1)β ,− log(1− θ−2)−D2−(Ln+1)β ]
or in [− log(1−θ−2)+D2−(Ln+1)β ,− log(1−θ−2)+εn+D2−(Ln+1)β ], whichever
leads to the lowest probability. This leads to the lower bound:
pi[|rk+1 − r0,k+1| < εn/2 | |rk − r0,k| < εn/2]
≥ min
{
εn
θ
2
e−θmax{|−log(1−θ
−2)−εn−D2−(Ln+1)β |,|−log(1−θ−2)−D2−(Ln+1)β |},
εn
θ
2
e−θ(max{|−log(1−θ
−2)+D2−(Ln+1)β |,− log(1−θ−2)+εn+D2−(Ln+1)β})2
}
.
Assuming θ is fixed while Ln →∞, εn → 0, we find that the bound is of order
εnθe
θ log(1−θ−2)/2, after which the argument is finished as for the dependent
log-normal prior.
Prior mass: dependent Gamma prior
The pdf on the r-scale is given by fr(r|rk) = ααe−αrkΓ(α) eα[r−e
r−rk ]. This density is
not symmetric around rk but does attain its maximum at rk. The tail is most
heavy on the side where r > rk. Thus, arguing as for the dependent log-normal
prior, the probability of interest is lower bounded by the probability that rk+1
is in [rk +D2
−(Ln+1)β , rk +D2−(Ln+1)β + εn], which is bounded from below by
εn
αα
Γ(α)e
α[D2−(Ln+1)β+εn−eD2−(Ln+1)β+εn ]. As Ln →∞, εn → 0 as α remains fixed,
this bound is approximately εnα
α/Γ(α)e−α, and again we finish the argument
as for the dependent log-normal prior.
Entropy and prior mass on sieve
Conditions (46) and (47) are similarly checked as for the independent wavelet
priors in Section 9.6.1, albeit with a different sieve. Denoting the histogram
heights of r by rk = log λk, we set:
An = {r : |rk| ≤ n2, ∀k},
whose entropy is bounded in a similar way as in Section 9.6.1. The verification of
(47) requires an extra argument, because of the Markov structure of the priors.
A union bound gives
Π[∃k ∈ {0, 1, 2, . . . , 2Ln+1 − 1} : |rk| > n2] ≤
2Ln+1−1∑
k=0
Π[|rk| > n2],
and we have
Π[|rk| > n2] = Π[|rk| > n2, |rk−1| > n2 − 2Ln ] + Π[|rk| > n2, |rk−1| ≤ n2 − 2Ln ]
≤ Π[|rk−1| > n2 − 2Ln ] + Π[|rk| > n2 | |rk−1| ≤ n2 − 2Ln ].
Denoting δx,y = Π[|rx| > n2 − y2Ln ] and ψv,wx,y = Π[|rx| > n2 − y2Ln | |rv| ≤
n2 − w2Ln ], we just derived the following relationship.
δk,0 ≤ δk−1,1 + ψk−1,1k,0 ,
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By induction, one deduces that
δk,0 ≤ δ0,k + ψ1,k−10,k + . . .+ ψk−1,1k,0 ,
and we can further bound δ0,k ≤ δ0,2Ln+1 = Π[|r0| > n2 − 2Ln+12Ln ]. Since the
priors considered here have exponential tails on the r-scale, this latter term is
exponentially small as long as 22Ln = o(n2), which is the case for any β > 0.
Similarly, the ψ terms are all of order at most exp(−2Ln), using the upper-
bound in (51) and a bound similar to the one for prior masses above. Putting
it all together, since the summation over k induces a multiplicative factor of
at most 2Ln+1 (so that the tail probabilities just considered still dominate) we
again find that (47) is met.
9.7. Change of variables condition
In this Section we proceed to verifying conditions (T)–(Q) for the priors we
consider. To do so, we need some preliminary lemmas on decrease of wavelet
coefficients of ψLK/M0 (respectively, histogram heights).
9.7.1. Wavelet approximation lemma
Lemma 8 (Wavelet approximation ψn). With (ψlk) the considered wavelet ba-
sis (Haar or CDV), let b = ψLK and set ψb,Ln = PLn(b/M0) and ψn,lk =
〈b/M0, ψlk〉. Denoting by Slk the support of ψlk, and supposing L ≤ Ln,
|ψn,lk| . 2−(L−l)/2 if l ≤ L
|ψn,lk| . 2L/2−3l/2 if Slk ∩ SLK 6= ∅, (l, k) 6= (L,K),
|ψn,lk| = 0 if Slk ∩ SLK = ∅.
Proof. Below we use properties (W1)-(W2)-(W3) of the wavelet basis, see sec-
tion 9.2. We denote by Slk the support of ψlk. By taking absolute values and
using ‖ψlk‖∞ . 2l/2 uniformly in l, k,
|〈ψLK/M0, ψlk〉| . 2l/2
∫
SLK
2L/2
M0
. 2(l−L)/2,
which gives the first bound. For the second bound, one notes that if (l, k) 6=
(L,K), then 〈ψlk, ψLK〉 = 0 by orthogonality of the basis, and writing g¯ for the
average of a function g on Slk,
|〈ψLKM−10 , ψlk〉| = |〈ψLK(M−10 −M−10 ), ψlk〉|
. ‖ψLK‖∞‖ψlk‖12−l . 2L/2−3l/2,
where we use that M−10 is Lipschitz by Lemma 17. The third bound is immediate
as supports are assumed to be disjoint.
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Lemma 9. For b ∈ L∞[0, 1], let us recall the notation ψb,Ln = PLn(b/M0), and
let us denote ψn,lk = 〈b/M0, ψlk〉. For l ≤ Ln an integer, we have
1. if b = ψLK , for any L ≤ Ln and K,∑
0≤k<2l
|ψn,lk| . 2−|l−L|/2;
2. if b ∈ H(µ,D) for some µ,D > 0, setting µ′ = 1 ∧ µ,∑
0≤k<2l
|ψn,lk| . 2−(1/2−µ′)l.
Proof. For the first inequality, one considers the two cases l ≤ L and l > L,
and use the properties (W3) of the wavelet basis. In case l ≤ L, one notes that
the support SLK of the wavelet ψLK only intersects at most a constant number
(independent of l) of the supports Slk for 1 ≤ k ≤ l. For any l such that the
support intersect, one uses the first bound of Lemma 8, which gives the desired
bound. In the case l > L, the supports Slk for 0 ≤ k < 2l intersect SLK at most
a number C2l−L of times. By using the second bound of Lemma 8, one obtains∑
0≤k<2l
|ψn,lk| .
∑
0≤k<2l
2L/2−3l/22l−L . 2−(l−L)/2
which gives the first inequality of the lemma. For the second inequality, one
notes that b/M0 is a product of a Ho¨lder-µ with a Lipschitz function (as M
−1
0
is Lipschitz by Lemma 17), so is a Ho¨lder-µ′ function with µ′ = 1 ∧ µ.
Lemma 10. In this Lemma, (ψlk) is the Haar basis. Let ψn = ψb,Ln = PLn(b/M0)
for b = ψLK for some L,K, and set H = W
−1ψn, with W the matrix described
in Section 9.2.2. Then for L ≤ Ln and 1 ≤ j < 2Ln+1,
|Hj | ≤ C2L/2 if ILn+1j ∩ SLK 6= ∅,
Hj = 0 if I
Ln+1
j ∩ SLK = ∅.
Proof. The quantity Hj is the value of the function ψb,Ln on interval I
Ln+1
j ,
that is, ψb,Ln =
∑2Ln+1−1
j=1 Hj1lILn+1j
. By definition, ψb,Ln equals the wavelet
expansion of ψLK/M0 up to level l = Ln. For any j as above, denoting by
kj := b j−12 c (so that ILn+1j ∩ SLnkj 6= ∅) and ψn,lk = 〈b/M0, ψlk〉,
Hj =
∑
l≤Ln
2l/2ψn,lkj .
It now follows from Lemma 8 that ψn,lkj = 0 if Slkj ∩ SLK = ∅ while, if
Slkj ∩ SLK 6= ∅,
ψn,lkj ≤
{
C2−(L−l) if l ≤ L,
2L/22−3l/2 if l > L.
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From this one deduces that if Ij∩SLK = ∅, then Hj = 0, while if ILn+1j ∩SLK 6=
∅, one gets
|Hj | ≤
∑
l≤L
2l/2C2−(L−l) +
Ln∑
l=L+1
2l/22L/2−3l/2 . 2L/2.
Lemma 11. Under the same notation as in Lemma 10, we have
2Ln+1∑
j=1
|Hj −Hj−1| ≤ C2L/2.
Proof. By definition theHi’s are the heights of the histogram ψn = PLn(ψLK/M0).
Let us denote the two halves of the support SLK of ψLK by S
−
LK and S
+
LK re-
spectively. By definition of ψLK and linearity,
ψn = 2
L/2PLn(1lS−LK
M−10 )− 2L/2PLn(1lS+LKM
−1
0 ).
Note that PLn(1lS−LK
M−10 ) = 1lS−LKPLn(M
−1
0 ) and similarly for S
+
LK (indeed,
M−10 = 1lS−LKM
−1
0 + 1l(S−LK)c
M−10 and the PLn–projection of the second part
has support outside S−LK). That is
ψn = 2
L/21lS−LK
(PLnM
−1
0 )− 2L/21lS+LK (PLnM
−1
0 )
(equivalently we have just shown that ψn = ψLKPLn(M
−1
0 ) holds for the Haar
basis). Denoting by ηj the heights of the histogram PLn(M
−1
0 ), one obtains the
following sharper version of the result of Lemma 10
Hj =

2L/2ηj if I
Ln+1
j ⊂ S−LK ,
−2L/2ηj if ILn+1j ⊂ S+LK ,
0 if ILn+1j ∩ SLK = ∅.
First, ηj are bounded by a constant D > 0 (as M
−1
0 is bounded); second, as
M−10 is Lipschitz by Lemma 17, we have |ηj − ηj−1| . 2−Ln . Deduce
2Ln+1∑
j=1
|Hj −Hj−1| ≤ D2L/2 + 2L/2
∑
j: ILn+1j ⊂S−LK
|ηj − ηj−1|
+ 2L/2(2D) + 2L/2
∑
j: ILn+1j ⊂S+LK
|ηj − ηj−1|+D2L/2,
where the far left and right terms on the right hand side of the last dis-
play account for the first and last jumps of the histogram, and the middle
term 2L/2(2D) for the jump at the passing from S−LK to S
+
LK . Finally, the
sums involving |ηj − ηj−1| in the last display are bounded by a constant times
2Ln−L2−Ln . 2−L. Deduce that the last display is bounded by a constant times
2L/2, which concludes the proof.
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9.7.2. Log–Lipschitz wavelet prior
Assuming log-Lipschitz prior densities with rescaling σl, and denoting ψn =
ψb,Ln as a shorthand,
Nn
∆n
:=
∫
An
exp(`n(r
n
t )− `n(r0))dΠ(r)∫
exp(`n(r)− `n(r0))dΠ(r) . (52)
Plugging in rnt = r − tψn/
√
n and writing dΠ(r) =
∏
l≤Ln;k pilk(rlk)drlk and
subsequently taking a prior of the form pilk(·) = σ−1l φ(rlkσ−1l ), we obtain
Nn =
∫
An
exp(`n(r
n
t )− `n(r0))
∏
l≤Ln;k
1
σl
φ
(
rlk
σl
)
drlk,
which we rewrite as
Nn =
∫
An
exp(`n(r
n
t )− `n(r0))
∏
l≤Ln;k
1
σl
φ
rlk − tψn,lk√n + tψn,lk√n
σl
 drlk.
We substitute ρlk = rlk − tψn,lk√n . By invariance of the Lebesgue measure, we
have drlk = dρlk and thus we arrive at:
Nn =
∫
An− tψn√n
exp(`n(ρ)− `n(r0))
∏
l≤Ln;k
1
σl
φ
ρlk + tψn,lk√n
σl
 dρlk.
In comparison, we can write
∆n =
∫
exp(`n(ρ)− `n(r0))
∏
l≤Ln;k
1
σl
φ
(
ρlk
σl
)
dρlk.
If in Nn we didn’t have the extra term
tψn,lk√
n
, the fraction Nn/∆n would be
equal to the posterior of An − tψn,lk√n and this is what we will compare our
current expression to. By the Lipschitz-property of φ, we can bound from above
(and similarly from below, if we want to):
φ
ρlk + tψn,lk√n
σl
 = φ(ρlk
σl
)
· exp
log φ
ρlk + tψn,lk√n
σl
− log φ(ρlk
σl
)
≤ φ
(
ρlk
σl
)
· exp
(
D
t|ψn,lk|
σl
√
n
)
.
Proceeding similarly for the lower bound, one obtains
exp
− ∑
l≤Ln;k
D
t|ψn,lk|
σl
√
n
 ≤ Nn
∆n
Π
(
An − tψn√
n
| X
)−1
≤ exp
 ∑
l≤Ln;k
D
t|ψn,lk|
σl
√
n
 .
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From this one sees that to verify (T), it is enough to consider the upper–bound:
one first bounds the posterior probability in the last display from above by
1, and next uses Lemma 9 to bound the exponential term from above. For σl
bounded from below or decreasing to 0 not too fast with l, the quantity in
the exponential is bounded (in fact goes to 0 for fixed or not too large t’s) by
C|t| ≤ C(1 + t2) as requested.
To verify (Q), one reproduces the previous bounds with Dn in place of An. Also
recall that, when checking (Q), the real t is fixed and the functional b is also
a fixed uniformly bounded function. Then, it is enough to show, first, that the
sum in the exponential goes to 0, which for fixed t follows for any sequence (σl)
that does not go too fast to 0. Second, one wishes to show that
Π
(
Dn − tψn√
n
| X
)
= 1 + oP0(1). (53)
As the posterior probability is at most 1, it is enough to bound the last display
from below by 1 + oP0(1). To do so, one notes that ‖ψn‖∞ . Ln‖b‖∞ . Ln
by Lemma 12, so that t‖ψn‖∞/
√
n . Ln/
√
n. This is a o(εn ∧ ζn), as both
εn and ζn are nonparametric rates (in particular, for all priors and under the
Ho¨lder conditions we consider, they are always strictly slower than log n/
√
n).
This means that D′n ⊂ Dn − tψn√n , where D′n is as Dn but with εn, ζn replaced
by εn/2, ζn/2. Conclude that up to choosing εn, ζn equal to twice their original
values, we have Π(D′n |X) = 1 + oP0(1).
9.7.3. Log–Laplace dependent and independent histogram priors
We again study the ratio (52), first for the dependent log-Laplace histogram
prior. We note that the prior on the {λk} implies a prior on the Haar wavelet
coefficients. We can relate the vector of Haar wavelet coefficients r to the vector
of histogram heights on the log-scale h (i.e. hk = log λk) through the relationship
r = Wh, with W the matrix described in Section 9.2.2. Carrying out this
transformation, then perturbing again by an additive factor − t√
n
ψn, and finally
substituting ρ = r − t√
n
ψn in the numerator, we arrive at the ratio
N ′n
∆′n
:=
∫
An− t√nψn
exp(`n(ρ)− `n(r0))|detW |−1 F (W
−1ρ+z)
F (W−1ρ) F (W
−1ρ)dρ∫
exp(`n(ρ)− `n(r0))|detW |−1F (W−1ρ)dρ , (54)
where z = t√
n
W−1ψn and F (h) = fθ0(h0 | µ0)
∏2Ln+1−1
j=1 fθ(hj | µ(hj−1)), with
fθ(u | µ) = 12θe−θ|u−µ|. As specified in Section 4.5, we have µ(hj−1) = hj−1−cσ,
with cσ > 0 a constant only depending on σ. Since
log
(
F (W−1ρ+ z)
F (W−1ρ)
)
=
2Ln+1−1∑
j=2
[
log fθ((W
−1ρ)j + zj | µ((W−1ρ)j−1 + zj−1))
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− log fθ((W−1ρ)j | µ((W−1ρ)j−1))
]
+ log fθ((W
−1ρ)1 + z1 | µ0)− log fθ((W−1ρ)1 | µ0).
and∣∣log fθ((W−1ρ)j + zj | µ((W−1ρ)j−1 + zj−1))− log fθ((W−1ρ)j | µ((W−1ρ)j−1)∣∣
= θ
∣∣[|(W−1ρ)j − (W−1ρ)j−1 + cσ + zj − zj−1| − |(W−1ρ)j − (W−1ρ)j−1 + cσ|]∣∣
≤ θ|zj − zj−1|,
we find, writing z0 = 0, and arguing similarly for the lower bound:
exp
−θ 2Ln+1−1∑
j=1
|zj − zj−1|
 ≤ F (W−1ρ+ z)
F (W−1ρ)
≤ exp
θ 2Ln+1−1∑
j=1
|zj − zj−1|
 .
(55)
For (T), we bound further from above by exp
(
2θ
∑2Ln+1−1
j=1 |zj |
)
. Recalling the
notation z = t√
n
W−1ψn, with ψn = ψb,Ln the projection of b/M0 on the Haar
system up to level Ln. For Theorem 6, it suffices to consider the case where
b = ψLK for some L,K. By Lemma 11, the quantity in the exponential in (55)
is, in the notation of that Lemma, bounded by
|t|√
n
θ
2Ln+1−1∑
j=1
|Hj −Hj−1| . |t|2
L/2
√
n
.
This bound is a o(1) uniformly in |t| ≤ log n and L ≤ Ln, and is also bounded
uniformly in L ≤ Ln, by C|t| ≤ C(1 + t2) for some C > 0 and thus (T) is
verified for the dependent Laplace prior, for any β > 0.
For the independent log–Laplace prior, the right hand side of (55) is replaced
by exp
(
θ
∑2Ln+1−1
j=1 |zj |
)
. We apply Lemma 10 and obtain, for some C > 0,
∑
j
|zj | ≤
∑
j: ILn+1j ∩SLK 6=∅
C
|t|√
n
2L/2 ≤ |{j : ILn+1j ∩ SLK 6= ∅}|C
|t|√
n
2L/2
≤ 2Ln+1−LC |t|√
n
2L/2 . C |t|√
n
2Ln+1−L/2.
This is bounded uniformly in L ≤ Ln by C2Ln |t|/
√
n = o(|t|) for β > 1/2.
To verify (Q), we can argue similarly as for the log-Lipschitz wavelet prior in
Section 9.7.2: first one notes that for fixed L = L, the exponential terms above
go to 1 as can be seen from the obtained upper bounds and recalling |t| ≤ log n.
Second, verification of (53) is as before, the rates εn, ζn being the same as before.
Castillo and Van der Pas/Bayesian Survival Analysis 62
9.7.4. Gaussian wavelet prior and dependent and independent histogram priors
For this class of priors, we write the main arguments, leaving a few details to the
reader (we refer to [10] and [14], where similar arguments are used for different
Gaussian priors, and for more context on the notion of RKHS). Let H be the
RKHS associated to the Gaussian prior and ‖ · ‖H its associated norm. It can
be checked that for independent Gaussian wavelet priors on r, we have ‖g‖2H =∑
l,k σ
−2
l g
2
lk. For histogram priors, a multivariate normal prior N (µ, V ) on the
histogram heights implies a prior N (µr, Vr) on the Haar wavelet coefficients,
where µr = Wµ, Vr = WVW
T and W is the matrix described in Section
9.2.2. In case of independent heights, we have µ = 0 and V = I. For the
prior with dependent heights, we have Vij = log(1 + σ
2) min{i, j}. In that case
‖v‖2H := vTV −1r v. Also, below we use ζ := tψn/
√
n as a shorthand.
For this class of priors, we need to modify conditions (T) and (Q) slightly,
replacing the sets An and Dn by A
′
n = An ∩Bn and D′n = Dn ∩Bn, where Bn
is given by Bn = {r : |〈ζ, r − ζ〉H| ≤ M
√
nεn‖ζ‖H} for suitably large constant
M > 0. We check below that for the priors considered here,
‖ζ‖2H = O(t2). (56)
Combining this with the fact that 〈r, ζ〉H ∼ N (0, ‖ζ‖2H), one deduces Π[Bcn] ≤
e−Cnε
2
n for some C > 0 that can be made arbitrarily large provided the constant
M above is large enough. This implies Π[Bcn | X] = oP0(1).
In the Gaussian counterpart of (52), one can change variables by setting ρ =
r − ζ, to obtain∫
A′n
e`n(r
n
t )−`n(r0)dpi(r)∫
e`n(r)−`n(r0)dpi(r)
=
∫
Aτn
e`n(ρ)−`n(r0) exp
{−‖ζ‖2H
2 − 〈ζ, ρ〉H
}
dpi(ρ)∫
e`n(r)−`n(r0)dpi(r)
,
where Aτn = τ(A
′
n) with τ the translation map τ : g → g − ζ. By (56) the term
‖ζ‖2H is a O(t2). The introduction of the set Bn allows us to bound |〈ζ, ρ〉H| ≤
M
√
nεn‖ζ‖H . |t|εn‖ψn‖H. This is further bounded in the next paragraphs for
the considered Gaussian priors.
For the Gaussian wavelet prior, using the bounds for ψn,lk = 〈ψLK/M0, ψlk〉 in
Lemma 8 and noting that there are 2l−L indices l such that Slk ⊂ SLK ,
‖ψn‖2H .
∑
l≤L
σ−2l +
Ln∑
l=L+1
σ−2l 2
l−L2L/22−3l/2.
In case σl = 1 for l ≤ Ln, one obtains ‖ψn‖2H . L . Ln, and tεn‖ψn‖H =
O(|t|εnLn) = O(|t|). For the choice σl = 2−l/2, this continues to hold as long as
β > 1/2. Combining the previous bounds, one sees that the term exp{−‖ζ‖2H/2−
〈ζ, ρ〉H} induced by the change of variables goes to 1, so that (T) is verified.
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For the Gaussian priors defined on heights directly (dependent or not), we
consider the eigendecomposition V = P∆PT , where ∆ is a diagonal matrix
with the eigenvalues of V on the diagonal, and P is matrix with the corre-
sponding eigenvectors of V as its columns. Setting RW := 2
Ln+1
2 W and noting
that it is a rotation, we find V −1r = 2
Ln+1RWP∆
−1P−1R−1W . We thus have
‖v‖2H = vTV −1r v = ‖V −1/2r v‖22, where V −1/2r = 2
Ln+1
2 RWP∆
−1/2P−1R−1W , and
we bound:
‖v‖2H = 2Ln+1‖∆−1/2P−1R−1W v‖22 ≤ 2Ln+1 max
1≤i≤2Ln+1
1
|λi(V )| ‖v‖
2
2,
with λi(V ) the eigenvalues of V . We thus need a bound on the minimum eigen-
value of V . In the independent Gaussian case, this is equal to one. For the
dependent prior, we find [3]:
‖v‖2H ≤ 2Ln+1 max
1≤i≤2Ln+1
4 sin2
(
(2i−1)pi
4·2Ln+1+2
)
log(1 + σ2)
‖v‖22 ≤
2Ln+3
log(1 + σ2)
‖v‖22.
From this we deduce the bound, valid for both the dependent and indepen-
dent case: ‖ t√
n
ψn‖2H ≤ 2
Ln+3
log(1+σ2)
t2
n ‖ψn‖22. Thus we arrive at the bound ‖ζ‖2H ≤
2Ln+4
log(1+σ2)
t2
n , valid for both the independent prior (where 2
Ln+4 can be improved
to 2Ln+2) and the dependent prior. This shows (56), and one should also check
that εn‖ψn‖H is bounded, which follows from the previous bound for β > 1/2.
We can now follow the same arguments as for the case where the prior is defined
on the wavelet coefficients, independently.
Finally, one verifies that condition (Q) holds for Gaussian priors. This amounts
to check that the intersecting set Bn still has posterior mass going to one after
applying the translation g → g−ζ: this is verified similarly as for the log-Laplace
prior and details are left to the reader (see e.g. [11] for a similar argument).
9.7.5. Gamma dependent and independent histogram priors
In the dependent case, we can use the same argument as for the dependent
log-Laplace prior in Section 9.7.3, with minor adaptations. The density on the
h-scale is given by f(hi+1 | α, hi) = ααΓ(α)eα[hi+1−hi−e
hi+1−hi ]. We bound a single
term
log{f(zj + (W−1ρ)j | α, zj + (W−1ρ)j−1)}
− log{f((W−1ρ)j | α, zj + (W−1ρ)j−1)}
= α(zj − zj−1) + α(1− ezj−zj−1)e(W−1ρ)j−(W−1ρ)j−1 . (57)
In the log-Laplace case above, we already showed that
∑
j |zj−zj−1| is bounded
by |t|2L/2/√n which is o(1) uniformly over |t| ≤ log n and L ≤ Ln. We now
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have an extra term involving (W−1ρ)j − (W−1ρ)j−1. Using the relationship
ρ = W (h− z), we find (W−1ρ)j − (W−1ρ)j−1 = hj − hj−1 − (zj − zj−1). Now,
for β > 1/2, one can use Lemma 7, which implies supremum–norm consistency
for r on An: in particular, the log–hazard r and the corresponding histogram
heights are bounded by a universal constant. We thus find that |hj − hj−1| is
a O(1). Deduce that (57) is bounded from above by a constant times (using
1− eu ≤ 2u for small u)
|zj − zj−1|+ |zj − zj−1|eO(1).
By summing over j, one sees that the proof proceeds like the log-Laplace case
otherwise for both conditions (T) and (Q).
In the independent case, the density on the h-scale is given by f(hi | α0, β0) =
βα00 e
α0hi−β0ehi /Γ(α0) for all i. The difference corresponding to (57) then be-
comes
α0zj + β0(1− ezj )e(W−1ρ)j ,
and the argument proceeds similarly, using this time that, as proved for the
independent log–Laplace prior, we have
∑
j |zj | . |t|2Ln/
√
n = o(1) uniformly
in |t| ≤ log n for β > 1/2, as well as |W−1ρj | ≤ |hj | + |zj |, for which we can
use the supremum–norm consistency as above to argue that |hj |s are uniformly
bounded. From this one verifies (T)–(Q) as above, which concludes the verifi-
cations for the change of variable condition for all priors.
9.8. Approximations of ψb = b/M0
9.8.1. Approximation Lemmas
Lemma 12. Let (ψlk) be one of the considered wavelet bases (Haar or CDV).
Let Ln be the prior cut–off and let L ≤ Ln and 0 ≤ K < 2L. For b ∈ L∞,
we recall the notation ψb = b/M0 and ψb,Ln = PLn(b/M0). For ‖ · ‖L the LAN
norm, the following holds.
1. There exists a constant C, depending on the wavelet basis and M0 only,
such that for any b ∈ L∞, possibly depending on n,
‖ψb,Ln‖∞ ≤ CLn‖b‖∞, ‖ψb,Ln‖2 ≤ C‖b‖2.
2. For any fixed bounded b, as n→∞ and Ln →∞,
‖ψb,Ln‖L → ‖ψb‖L,
Wn(ψb,Ln − ψb) = oP0(1).
In particular, ‖ψb,Ln‖L and ‖ψb,Ln‖2 are uniformly bounded.
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Proof. For the first point, one bounds from above
‖ψb,Ln‖∞ ≤ C
∑
l≤Ln
2l/2 max
k
|〈 b
M0
, ψlk〉| . Ln‖b‖∞‖M−10 ‖∞,
where we use for a bounded function h that |〈h, ψlk〉| ≤ ‖h‖∞‖ψlk‖1 . ‖h‖∞2−l/2.
Also, ‖ψb,Ln‖22 ≤ ‖ψb‖22 ≤ ‖b‖2‖M−10 ‖∞. This gives the result as 1/M0 is
bounded.
For the second point, one notices that the LAN norm is bounded from above by
a constant times the ‖ · ‖2–norm, as M0λ0 is bounded by assumption, and the
first convergence follows from ‖ψb − ψb,Ln‖2 → 0 by definition (as here b is a
fixed element of L∞ ⊂ L2). Similarly, Wn(ψb,Ln −ψb) is centered with variance
under Pλ0 equal to ‖ψb,Ln − ψb‖2L = o(1), so is a oP0(1).
Lemma 13. Under the same notation as in Lemma 12,
1. For b = ψLK , uniformly over L ≤ Ln and K, for some C > 0,
‖ψb,Ln‖2 ∨ ‖ψb,Ln‖L ≤ C
‖ψb,Ln‖∞ ≤ C2L/2Ln,
‖ψb − ψb,Ln‖∞ ≤ C22L/22−Ln .
2. For b ∈ H(µ,D) for some µ,D > 0, with µ′ = µ ∧ 1,
‖ψb − ψb,Ln‖∞ . 2−µ
′Ln .
Proof. For the first point and first two inequalities, one applies Lemma 12 with
b = ψLK , for which ‖ψLK‖2 ∨ ‖ψLK‖L . C and ‖ψLK‖∞ . 2L/2. For the last
inequality of the first point, one can bound
‖ψb − ψb,Ln‖∞ ≤
∑
l>Ln
2l/2 max
k
∣∣∣∣〈ψLKM0 , ψlk〉
∣∣∣∣ .
One further splits, for h := M−10 , and denoting by h¯ the mean of h on the
support of the wavelet ψlk,
〈ψLK
M0
, ψlk〉 = 〈ψLK(h− h¯), ψlk〉+ h¯〈ψLK , ψlk〉.
As l > Ln ≥ L by definition, the last bracket is zero by orthogonality of the
wavelet basis. We note that h = M−10 is Lipschitz by Lemma 17. So, for all x
in the support Slk of ψlk, there exists c in Slk such that
|h(x)− h¯| = |h(x)− h(c)| ≤ C0|x− c| ≤ C02−l,
using that Slk has diameter at most C2
−l, so that, using ‖ψLK‖∞ . 2L/2 and
‖ψlk‖1 . 2−l/2,
|〈ψLK(h− h¯), ψlk〉| ≤ C2L/22−l2−l/2 = C2L/2−3l/2.
Castillo and Van der Pas/Bayesian Survival Analysis 66
Combining the previous bounds leads to
‖ψb − ψb,Ln‖∞ .
∑
l>Ln
2L/2−l . 2L/2−Ln .
For the second point, for b ∈ H(µ,D),
‖ψb − ψb,Ln‖∞ .
∑
l>Ln
2l/2 max
k
|〈b/M0, ψlk〉|
.
∑
l>Ln
2l/22−l(1/2+µ
′) . 2−Lnµ′ .
using that, since M−10 is Lipschitz by Lemma 17, we have b/M0 ∈ H(µ′, D).
9.8.2. Smooth linear functional example
Let us first check the change of variables condition (Q). By the arguments in
Section 9.7, for (Q) to hold it is enough to bound, with ψn,lk = 〈b/M0, ψlk〉,
t√
n
∑
l≤Ln, k
|ψn,lk|
σl
≤ t√
n
∑
l≤Ln
2l(1/2−µ
′)σl,
using Lemma 9, part 2. For σl = 1, this always goes to 0 as 2
Ln/2 = o(
√
n). For
σl = 2
−l/2, this goes to 0 when 2(1−µ
′)Ln = o(
√
n), which happens if γ+µ′ > 1/2,
that is also if γ + µ > 1/2.
One now checks condition (B). By Lemma 13, we have ‖ψb−ψb,Ln‖∞ . 2−Lnµ
′
,
with µ′ = 1 ∧ µ. So, it is enough to check that √nεn2−Lnµ′ = o(1). Using the
upper-bound εn for the rate obtained in Theorem 6, one obtains the condition
µ′ + β ∧ γ > 1/2 + γ.
9.9. Background on efficiency and centering
For a given function b ∈ L2(Λ0), consider estimating the functional ψ(b) =∫ 1
0
bλ0 = Λ0b. The efficient influence function for estimating ψ(b) can be seen
to be (see [49], Chapter 25)
ψ˜b(Y, δ) = δ
b
M0
(Y )−
[
Λ0
(
b
M0
)]
(Y ).
Note that Wn(b/M0) = Wn(ψb) = ψ˜b(Y, δ), for ψb = b/M0. In particular, an
estimator ψˆb of ψ(b) is asymptotically efficient if, as n→∞,
ψˆb = ψ(b) +
1√
n
Wn(ψb) + oP0(1).
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Comparing Tn and λ
∗
Ln
. By definition (35),
λ∗Ln = λ0,Ln +
1√
n
∑
L≤Ln
∑
0≤K<2L
Wn(ψn,LK)ψLK .
Recall that the quantity Tn is defined similarly, with ψLK in place of ψn,LK , see
(15). We find that in the space M0, one can use either the first or the second
centering.
Lemma 14. Let Tn be defined by (15) and λ
∗
Ln
by (35). Then for any admissible
sequence w = (wl),
nEλ0‖Tn − λ∗Ln‖2M0(w) = o(1).
As a consequence, βM0
(
Π(· |X) ◦ τ−1Tn ,Π(· |X) ◦ τ−1λ∗
)
= oP0(1).
Proof. By definition of both quantities, we have
√
n(Tn − λ∗Ln) =
∑
L≤Ln,K
Wn(ψLK/M0 − ψn,LK)ψLK .
Using the inequality ‖f‖2M(w) ≤
∑
l,k w
−2
l f
2
lk, one sees that
nEλ0‖Tn − λ∗Ln‖2M(w) ≤
∑
L≤Ln,K
w−2L Ef0 [Wn(ψLK/M0 − ψn,LK)2]
=
∑
L≤Ln,K
w−2L ‖ψLK/M0 − ψn,LK‖2L.
Using the L∞–bound from Lemma 13, one gets
‖ψLK/M0 − ψn,LK‖2L . ‖ψLK/M0 − ψn,LK‖2∞ . 2L2−2Ln .
From this one concludes that for any admissible sequence (wl), that is such that
wl/
√
l increases to infinity,
nEλ0‖Tn − λ∗Ln‖2M(w) ≤ 2−Ln
∑
L≤Ln
w−2L 2
L2L−Ln
≤ 2−Ln
∑
L≤Ln
2L/L = O(L−1n ) = o(1).
Using the definition of the bounded Lipschitz metric,∣∣βM0(w) (Π(· |X) ◦ τ−1Tn ,Π(· |X) ◦ τ−1λ∗ )∣∣ ≤ √n‖Tn − λ∗‖M(w), (58)
and the last bound is oP0(1) by the previous computation.
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Lemma 15. Let Tn be as in (15) with cut–off Ln as in (10), for γ > 0. Let
Tn(t) =
∫ t
0
Tn(u)du, t ∈ [0, 1] and set
Λ∗(t) = Λ0(t) +
1√
n
Wn (1l·≤t/M0(·)) , t ∈ [0, 1],
where Wn is as in (24). Then, if γ < β + 1/2, as n→∞,
√
n‖Tn − Λ∗‖∞ = oP0(1).
Proof. By definition of Tn and Tn, and writing PLcnλ = λ−PLnλ the projection
of λ onto the orthocomplement of VLn ,
Tn(t) =
∫ t
0
(PLnλ0)(u)du+
1√
n
∑
L≤Ln, K
Wn(ψLK/M0)
∫ t
0
ψLK(u)du
= Λ0(t)−
∫ t
0
(PLcnλ0)(u)du+
1√
n
Wn
 1
M0(·)
∑
L≤Ln, K
〈1l[0,t], ψLK〉ψLK(·)

= Λ0(t)−
∫ t
0
(PLcnλ0)(u)du+
1√
n
Wn
(
(PLn1l[0,t])
M0
(·)
)
.
From this one deduces, using the definition of Λ∗ above, for any t ∈ [0, 1],
√
n(Tn(t)−Λ∗(t)) = −
√
n
∫ 1
0
(PLcn1l[0,t])(u)(PLcnλ0)(u)du+Wn
(
(PLcn1l[0,t])
M0
(·)
)
,
where one uses
∫ t
0
PLcnλ0 =
∫
1l[0,t]PLcnλ0 =
∫
PLcn1l[0,t]PLcnλ0 since PLn1l[0,t]
and PLcnλ0 are orthogonal in L
2[0, 1]. We deal with each term in the previous
display separately. For the first, one uses the bound
∫
fg ≤ ‖f‖∞‖g‖1. Since λ0
is β–Ho¨lder, we have
‖PLcnλ0‖∞ ≤
∑
l>Ln
2l/2 max
k
|λ0,lk| . 2−Lnβ .
On the other hand, since ‖ψlk‖1 . 2−l/2,
‖PLcn1l[0,t]‖1 ≤
∑
l>Ln, k
|〈1l[0,t], ψlk〉|
∫ 1
0
|ψlk(u)|du
.
∑
l>Ln
2−l/2
[
sup
t∈[0,1]
∑
k
|〈1l[0,t], ψlk〉|
]
.
∑
l>Ln
2−l . 2−Ln ,
where we use that the supremum under brackets in the last display is bounded
from above by a constant time 2−l/2, as shown e.g. in the proof of Lemma 3
in [26]. We now turn to bounding the term involving Wn in the identity for√
n(Tn(t)− Λ∗(t)) above. To do so, one notes
Wn(a) = Gn(Ψ(a;X)), Ψ(a;X) := Ψ(a; (δ, Y )) = δa(Y )− (Λ0a)(Y ).
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We wish to apply Lemma 20 to the empirical process above. To bound the
bracketing entropy, one first notes that for a, b bounded functions,
Eλ0(Ψ(a;X)−Ψ(b;X))2 .
∫ 1
0
(a− b)2, (59)
where one uses 0 ≤ δ ≤ 1 and, since (Λh)(Y ) = ∫ 1
0
1lu≤Y h(u)λ0(u)du for a given
bounded function h, using Cauchy-Schwarz inequality,
E(Λh)(Y )2 ≤
∫ 1
0
h(u)2λ0(u)
2du .
∫ 1
0
h(u)2du.
One wishes to bound ‖Gn‖Fn = supf∈Fn |Gn(f)|, with
Fn = {ft := Ψ(M−10 PLcn1l[0,t]), t ∈ [0, 1]}.
For any f ∈ Fn, we now bound
∫
f2dPλ0 , ‖f‖∞ and J[](δ,Fn, L2(Pλ0)). By
using (59) with b = 0 and that M−10 is bounded, we have for t ∈ [0, 1],∫
f2t dPλ0 .
∫ 1
0
(
M−10 PLcn1l[0,t]
)2 . ‖PLcn1l[0,t]‖22.
Now, using |〈1l[0,t], ψlk〉| ≤ ‖ψlk‖1 . 2−l/2, one can bound
‖PLcn1l[0,t]‖22 =
∑
l>Ln, k
〈1l[0,t], ψlk〉2 ≤
∑
l>Ln
∑
k
2−l/2|〈1l[0,t], ψlk〉|
.
∑
l>Ln
2−l/2 sup
t∈[0,1]
∑
k
|〈1l[0,t], ψlk〉| .
∑
l>Ln
2−l . 2−Ln =: δ¯,
where we use as above that the supremum in the last display is bounded by
C2−l/2. Also, for f = ft ∈ Fn, we have ‖ft‖∞ . ‖PLcn1l[0,t]‖∞. This last quantity
is at most CLn. Indeed, as 1l[0,t] = PLn1l[0,t]+PLcn1l[0,t] almost surely, this follows
from ‖1l[0,t]‖∞ = 1 and
|PLn1l[0,t]| ≤
∑
l≤Ln
2l/2 max
k
|〈1l[0,t], ψlk〉| .
∑
l≤Ln
1 . Ln.
It remains to bound the entropy J[](δ,Fn, L2(Pλ0)). Let fs, ft ∈ Fn, 0 ≤ s ≤
t ≤ 1. Then proceeding similarly as for the bound on ‖PLcn1l[0,t]‖2 above, noting
that |〈1l[s,t], ψlk〉| . |s− t|1/2 by Cauchy-Schwarz inequality, one has
‖ft − fs‖2L2(Pλ0 ) .
√
t− s2−Ln/2,
from which one deduces N[](ε,Fn, L2(Pλ0)) . ε−42Ln and then for small δ > 0,
J[](δ,Fn, L2(Pλ0)) .
√
Lnδ + δ log(1/δ).
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An application of Lemma 20 now gives, with δ¯ = 2−Ln as above,
‖Gn‖Fn . j(δ¯)
(
1 +
j(δ¯)Ln
δ¯2
√
n
)
. Ln2−Ln + L3n/
√
n = o(1).
Putting the previous bounds on the different terms together leads to
‖√n(Tn − Λ∗)‖∞ ≤
√
n2−Ln(1+β) + ‖Gn‖Fn .
The last bound is a o(1) as soon as the first term goes to 0, which happens as
soon as (1 + β)/(1 + 2γ) > 1/2, or equivalently γ < β + 1/2 as announced.
9.10. Lower bound for hazard rate in supremum norm
Huber and McGibbon [30] proved lower bounds for hazard estimation in terms
of Lp–losses, p < ∞, but not p = ∞. The following result gives the L∞–
counterpart, with the rate featuring the expected additional logarithmic term.
Theorem 7. Let β, L > 0. There exists a finite constant M = M(β, L) > 0
such that for large enough n,
RM = inf
T
sup
f∈H(β,L)
Eλ‖T − λ‖∞ ≥M
(
log n
n
) β
2β+1
= Mε∗n,β ,
where the infimum is taken over all possible estimators T = T (X) of the hazard
rate in the survival model and Eλ denotes the expectation with respect to the law
of the observations in the survival model with hazard λ on [0, 1].
Proof. We use the principle of lower bounds ‘based on many hypotheses’ as
developed by Ibragimov and Has’minskii [31] (see also [47], Section 2.6). Suppose
one can find hazards λ0, λ1, . . . , λM with M ≥ 2 such that, for some α ∈ (0, 1/8),
‖λi − λj‖∞ ≥ 2s > 0 0 ≤ i < j ≤M (60)
1
M
M∑
i=1
K(Pλj , Pλ0) ≤ α logM, (61)
where K(P,Q) denotes the Kullback–Leibler divergence. Then by the lower
bound principle based on many hypotheses ([47], Thm. 2.7), the minimax risk
as in the statement is bounded from below by
RM ≥ Cs,
where C = C(α) > 0 is a constant depending only on α. We now construct
the hazards λk. One sets λ0 = 1 a constant hazard and consider perturbations
λk, 1 ≤ k ≤ M as follows. Let ψ be a smooth function verifying the following
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conditions: ψ has compact support [−1/2, 1/2], and ψ ∈ H(β, 1) and ψ(0) = c >
0 a small enough constant (see [47], Section 2.7 for an explicit construction).
Next set
λk = λ0 + Lh
βψ
(
x− xk
h
)
, xk =
k − 1/2
M
, h = 1/M.
By construction λk are hazard functions (for small enough h) and λk ∈ H(β, L).
Further, ‖λk − λj‖∞ = cLhβ . One uses the expression of the Kullback-Leibler
divergence K(Pλ1 , Pλ2) for two given hazard rates λ1, λ2 bounded away from 0
(say; and with the model parameters satisfying our general assumptions) given in
Lemma 16, combined with K(P⊗nλ1 , P
⊗n
λ2
) = nK(Pλ1 , Pλ2). The computation is
similar to that in [30], Lemma 1, up to the fact one works with the survival model
up to time τ only (in the version of [30] we could consult, we note the presence of
a minor sign typo in the expressions of Hellinger distance and KL divergence).
Using Lemma 16, one sees that it is enough to bound
∫
(λk − λ0)2/λ0Sλ0G¯ ≤
C
∫
(λk−λ0)2 (as the survival function for the constant hazard as well as G¯ are
bounded). As ‖λk − λ0‖22 ≤ CL2h2β+1, deduce that
1
M
M∑
i=1
K(Pλj , Pλ0) ≤ CL2nh2β+1.
Hence choosing h = (δ log n/n)1/(2β+1), the last bound can be made smaller
than α logM , provided d is a small enough constant (depending on the chosen
value of α < 1/8), which concludes the proof.
Lemma 16. In the survival model with respective distributions Pλ1 , Pλ2 ,
K(Pλ1 , Pλ2) =
∫ [
log
(
λ1
λ2
)
+ 1− λ2
λ1
]
λ1S1G¯,
assuming hazards are bounded away from 0. If ‖(λ1 − λ2)/λ1‖∞ ≤ 1/2, there
exists C > 0 such that
K(Pλ1 , Pλ2) ≤ C
∫ (
λ2 − λ1
λ1
)2
λ1S1G¯.
Proof. From the expression of the density in the survival model it follows
K(Pλ1 , Pλ2) =
∫ 1
0
log(S1/S2)gS1 +
∫ 1
0
log
(
λ1S1
λ2S2
)
G¯λ1S1
+ log
(
S1(1)
S2(1)
)
G¯(1)S1(1).
One splits the second integral in the last display by writing log{(λ1S1)/(λ2S2)} =
log(λ1/λ2)+log(S1/S2). By integrating by parts the integral
∫ 1
0
log(S1/S2)G¯λ1S1,
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the third term in the previous display cancels (using S1(0) = S2(0) = 1) and by
rearranging the obtained expression for the KL divergence one obtains
K(Pλ1 , Pλ2) =
∫
log
(
λ1
λ2
)
λ1S1G¯−
∫
(λ2 − λ1)S1G¯,
which gives the first part of the lemma. The second part follows by using the
inequality | log(1 + x)− x| ≤ Cx2 for |x| ≤ 1/2.
9.11. Supporting lemmas
9.11.1. Smoothness of M0
Lemma 17. Recall that M0(u) = Eλ0 [1lu≤Y ] for u ∈ [0, 1]. Under assumption
(M), the maps M0(·) and M−10 (·) are Lipschitz on [0, 1].
Proof. By definition Y = T∧C and T,C are independent, soM0(u) = G¯(u)e−Λ0(u)
for u ∈ [0, 1]. Note that G¯(u) = 1− ∫ u
0
g(v)dv. As g is bounded by assumption,
G¯ is Lipschitz on [0, 1]. The same holds for e−Λ0 , which is C1 as λ0 is continuous.
So M0 is Lipschitz, as a product of Lipschitz maps. The same is true for M
−1
0 ,
noting that |M0(x)−1 −M0(y)−1| . |M0(x) −M0(y)| for x, y ∈ [0, 1], as M0 is
bounded away from 0 under (M).
9.11.2. Bounds on empirical processes
Recall the definition of the bracketing integral of a class of functions F with
respect to a norm ‖·‖, as in [50], with N[] denoting the usual bracketing number,
J[ ](δ,F , ‖ · ‖) =
∫ δ
0
√
1 + logN[ ](ε,F , ‖ · ‖)dε. (62)
Lemma 18 (variation on [49], Example 19.11). Let F(MV ) be the set of all
functions f : R → R with f(0) = 0 and total variation bounded by MV ≥ ε.
Then there exists a constant K such that for every distribution P and ε > 0,
logN[ ](ε,F(MV ), L2(P )) ≤ KMV
ε
.
Proof. For a function f ∈ F(MV ) as in the statement, we have f/MV ∈ F(1),
so that
logN[ ](ε,F(MV ), L2(P )) ≤ logN[ ]
(
ε
MV
,F(1), L2(P )
)
and the latter expression is at most KMV /ε by Example 19.11 in [49], which
holds uniformly for bounded ε′ = ε/MV .
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In the next statement, E∗λ0 denotes the outer–expectation under Pλ0 , and one
denotes ‖Gn‖F := supf∈F |Gnf |.
Lemma 19. Let F be a class of functions of bounded variation on [0, 1] verifying
the following for any f ∈ F and some µ > 0,
f(0) = 0, ‖f‖BV =:
∫ 1
0
|f ′(u)|du ≤ µ.
There exists c1 > 0 such that for F , µ as above,
E∗λ0‖Gn‖F ≤ c1µ.
In particular if µ = µn = o(1), we have E
∗
λ0
‖Gn‖F = o(1).
Proof. One first notes that for any f ∈ F , we have ∫ f2dPλ0 ≤ ‖f‖2∞ and in
turn ‖f‖∞ ≤ |f(0)| + ‖f‖BV ≤ µ, so that
∫
f2dPλ0 ≤ µ2. Next one remarks
that it is enough to prove the Lemma when µ = 1, as otherwise one can consider
the set G = {g = f/µ, f ∈ F} and ‖Gn‖F = µ‖Gn‖G . Setting µ = 1 and using
Lemma 20 below applied with δ = M = 1, deduce that
E∗λ0‖Gn‖F ≤ CJ[ ](1,F , L2(Pλ0))
(
1 +
J[ ](1,F , L2(Pλ0))√
n
)
.
For ε ≤ 1, Lemma 18 bounds the bracketing entropy logN[](ε,F , L2(Pλ0)) from
above by K/ε, so that
J[ ](1,F , L2(Pλ0)) ≤
∫ 1
0
√
1 +K/εdε,
which is bounded by a constant. This concludes the proof for µ = 1 and then
for any µ > 0 arguing as above.
Lemma 20 (Lemma 3.4.2 in [50]). Let F be a class of measurable functions
such that for any f ∈ F , ∫
f2dP < δ2, ‖f‖∞ ≤M.
Then for j(δ) := J[ ](δ,F , L2(Pλ0)) as defined in (62),
E∗Pλ0 ‖Gn‖F . j(δ)
(
1 +
j(δ)M
δ2
√
n
)
.
Lemma 21. For any n ≥ 2, cut–off Ln ≥ 1, and λ∗ as in (35), it holds
Eλ0‖λ∗Ln − λ0,Ln‖∞ . Eλ0
[
`∞(λ∗Ln , λ0,Ln)
]
.
√
Ln2Ln
n
,
where `∞(f, g) is defined in (34).
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Proof. Arguing as in Lemma 7 of [11], we find, for any t > 0:
Eλ0‖λ∗Ln − λ0,Ln‖∞ . Eλ0`∞(λ∗Ln , λ0,Ln)
. 1√
n
∑
l≤Ln
2l/2
t
log
2l−1∑
k=0
Eλ0
[
etWn(ψn,lk) + e−tWn(ψn,lk)
]
.
We now study Eλ0e
sWn(ψn,lk) for any real s and some particular l, k. We intro-
duce the notation Hn,lk(Xi) = δiψn,lk(Yi) − Λ0ψn,lk(Yi), where Xi is short for
(δi, Yi), and remark that Wn(ψn,lk) =
1√
n
∑n
i=1Hn,lk(Xi). We also remark that,
by construction, Eλ0Hn,lk(X1) = 0. We rewrite, by independence of the Xi:
Eλ0e
sWn(ψn,lk) = en log E[e
s√
n
Hn,lk(X1)],
and bound, using Eλ0Hn,lk(X1) = 0,
E
[
e
s√
n
Hn,lk(X1)
]
= E
∑
k≥0
(
sHn,lk(X1)√
n
)k
1
k!
 = 1 + E
∑
k≥2
(
sHn,lk(X1)√
n
)k
1
k!

≤ 1 +
∑
k≥2
( |t|‖Hn,lk‖∞√
n
)k−2
s2E[Hn,lk(X1)
2]
nk!
≤ 1 + s
2
2n
E[Hn,lk(X1)
2]e
|s|‖Hn,lk‖∞√
n .
Returning to the first display, we use the just obtained bound with t =
√
l
and s = t or s = −t. Noting that E[Hn,lk(X1)2] = ‖ψn,lk‖2L which is bounded
by a constant by Lemma 12, and bounding ‖Hn,lk‖∞ ≤ (1 + ‖Λ0‖∞)‖ψn,lk‖∞
combined with ‖ψn,lk‖∞ . Ln2Ln/2 as follows from Lemma 12, one obtains
Eλ0‖λ∗Ln − λ0,Ln‖∞ ≤
1√
n
∑
l≤Ln
2l/2
t
log
(
2l2eCt
)
,
which is bounded from above, if one chooses t = tl = l, by a constant times∑
l≤Ln 2
l/2
√
l/
√
n . (Ln2Ln/n)1/2 and the proof is finished.
9.11.3. Bounds on LAN remainders
Let H be the class of (possibly n–dependent) functions defined by, for some
constant D > 0 independent of n and sequences (µn), (vn) of positive real
numbers,
Hn = {h ∈ L∞[0, 1], ‖h‖∞ ≤ µn, ‖h‖2 ≤ D}, (63)
Ln = {λ ∈ L∞[0, 1], λ ≥ 0, ‖λ− λ0‖∞ ≤ vn}. (64)
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Further consider the sets of functions, recalling the notation (Λf)(·) = ∫ ·
0
fdΛ =∫ ·
0
fλ, for t > 0,
Fn = {(Λ0 − Λ)h, h ∈ Hn, λ ∈ Ln}, (65)
Gn =
{√
nΛ
(
e
− t√
n
h − 1 + t√
n
h
)
, h ∈ Hn, λ ∈ Ln
}
. (66)
Lemma 22. Let Fn,Gn be defined as in (65)–(66), where Hn,Ln are as in
(63)–(64), for sequences (µn), (vn) of positive real numbers and t > 0. Suppose
|t|µn/
√
n ≤ d for some d > 0. Then for universal constants C1, C2 > 0,
E∗λ0
[
sup
fn∈Fn
|Gnfn|
]
≤ C1vn,
E∗λ0
[
sup
gn∈Gn
|Gngn|
]
≤ C2 t
2
√
n
(1 + vn).
Proof. First, one observes that any fn ∈ Fn and gn ∈ Gn are functions of
finite total variation: both are differentiable and for fn = (Λ0 − Λ)h (for which
fn(0) = 0) we have
‖fn‖BV =
∫ 1
0
|(λ− λ0)h| ≤ ‖λ− λ0‖∞‖h‖2 ≤ Dvn,
where we use ‖h‖1 ≤ ‖h‖2 (Cauchy–Schwarz). For gn, noting that |t|‖h‖∞/
√
n
is bounded by assumption and using the inequality |ex−1−x| ≤ Cx2 for x ≤ 1,
one obtains that the total variation of gn is bounded by
‖gn‖BV =
∫ 1
0
|g′n| ≤ C
t2√
n
∫ 1
0
λh2 ≤ C t
2
√
n
[∫ 1
0
(λ− λ0)h2 +
∫ 1
0
λ0h
2
]
≤ C t
2
√
n
‖h‖22 [‖λ− λ0‖∞ + 1] ≤
t2√
n
D(1 + vn),
where one uses the definitions of Hn,Ln. The results follow by applying Lemma
19 to both empirical processes at stake.
Lemma 23. Let Hn,Ln be as in (63)–(64), for sequences (µn), (vn) of positive
real numbers and t > 0. Suppose |t|µn/
√
n ≤ d for some d > 0. Then
sup
h∈Hn, λ∈Ln
∣∣∣∣nΛ0{M0(er−r0 (e− t√nh − 1 + t√nh
)
− 1
2
t2
n
h2
)}∣∣∣∣
= O
(
t2
{
vn + |t|1 + vn√
n
})
.
Proof. As |t|‖h‖∞/
√
n is bounded by assumption, one expands e−th/
√
n with
third-order remainder term Rh: we have |Rh| . t3n−3/2et‖h‖∞/
√
n . t3n−3/2.
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Further writing er−r0 = λ/λ0 gives
nΛ0
{
M0
(
er−r0
(
e
− t√
n
h − 1 + t√
n
h
)
− 1
2
t2
n
h2
)}
≤ nΛ0
{
M0
( |λ− λ0|
λ0
t2
2n
h2
)
+ er−r0 |Rh|
}
. t2‖λ− λ0‖∞‖h‖22 + t3
‖Λ‖∞√
n
et‖h‖∞/
√
n
. t2
[
vn + |t|(vn + 1)/
√
n
]
,
where for the last inequality we use that Λ(1) =
∫ 1
0
λ(u)du and the bound
‖Λ‖∞ = Λ(1) ≤ ‖λ− λ0‖∞ + ‖λ0‖∞ . (vn + 1).
9.12. Additional simulation and data application results
9.12.1. Simulation results for the cumulative hazard
Table 2 shows the coverage results for the credible bands for the cumulative haz-
ard Λ. In all scenarios, coverage is as expected from Corollary 2. This illustrates
that the Bayesian credible bands are suitable for uncertainty quantification in
practice.
Table 2
Coverage of the credible bands for the cumulative hazard, using the dependent and
independent Gamma priors. The parameter γ is that of (10), so γ = 1/2 corresponds to
K =
⌈
(n/ logn)1/2
⌉
intervals and γ = 1 to K =
⌈
(n/ logn)1/3
⌉
intervals.
γ = 1/2 γ = 1
dep. indep. dep. indep.
Smooth hazard
n = 200, adm. + uniform 0.96 0.97 0.95 0.98
n = 2000, adm. + uniform 0.96 0.96 0.95 0.97
n = 200, adm. 0.96 0.96 0.96 0.97
n = 2000, adm. 0.95 0.95 0.95 0.95
Piecewise linear hazard
n = 200, adm. + uniform 0.96 0.98 0.95 0.98
n = 2000, adm. + uniform 0.96 0.96 0.94 0.98
n = 200, adm. 0.95 0.95 0.96 0.95
n = 2000, adm. 0.95 0.96 0.95 0.94
9.12.2. Data application: results for the hazard and cumulative hazard
For the hazard, we compare the posterior mean to the kernel-based methods of
Mueller and Wang [39] and Cao and Lopez-de-Ullibarri [9], in Figure 4.
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We compare the posterior mean and credible band for the cumulative hazard
to the Nelson-Aalen estimator with its pointwise confidence intervals, in Figure
4 (although we draw it here for the sake of comparison, let us stress again
that, contrary to the credible band, the corresponding ‘patched’ band obtained
from putting together the confidence intervals typically does not cover with the
desired confidence level).
The posterior mean of the hazard resembles the other two estimates, and pro-
vides an estimate for a longer timeframe than the two kernel-based methods,
compensating for the low number of events in the final two intervals by exploit-
ing the dependence induced through the prior.
In this example the credible band for the cumulative hazard is quite wide, more
or less equal in width to the width of the final pointwise interval of the Nelson-
Aalen estimator. This is not surprising for two reasons: (i) the pointwise intervals
have very different guarantees than the credible band; (ii) the credible band is
constructed to have a fixed radius and needs to cover just as well near the end
of follow-up as in the beginning, leading to a possibly too conservative width at
the start of follow-up. Although beyond the scope of the present contribution,
it would also be interesting to investigate constructions of credible bands with
possibly time-varying radius.
Figure 4. Posterior mean of the hazard (solid piecewise constant function) and the estimators
of Cao and Lopez-de-Ullibarri (dotted) and of Mueller and Wang (dashed).
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Figure 5. Posterior mean of the cumulative hazard (solid) with credible band (shaded area)
and the Nelson-Aalen estimator (dashed) with its pointwise confidence intervals (dashed).
Unlike the credible band, the collated pointwise confidence intervals do not form a confidence
band.
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9.12.3. The sampler, independent and dependent Gamma priors
To sample from the posterior, we derive a Gibbs sampler with Metropolis-
Hastings steps within Gibbs. Let K be the number of intervals and denote the
draw of the hazard from iteration j by (λ
(j)
1 , . . . , λ
(j)
K ). We augment the data
{(yi, δi)}ni=1 as in [29, 37]: yi is represented as (y1i, y2i, . . . , yKi), where yki is the
total time individual i was under follow-up during interval k, and δi is repre-
sented as (δ1i, δ2i, . . . , δKi), where δki is equal to one if individual i experiences
the event in interval k, and equal to zero otherwise.
For the sampler, we require for each interval k the number of events in the
interval, dk =
∑n
i=1 δki and the total exposure in the interval, Tk =
∑n
i=1 yki.
We initalize at λ
(1)
k =
dk
Tk+1
+ ε for some small  > 0. At each iteration j and for
each interval k, we will draw a proposal λpropk , compute the acceptance ratio A,
then draw u ∼ Unif [0, 1] and accept the proposal if u < A, otherwise we reject
the proposal.
For the dependent prior, at iteration j, for the first interval we draw a proposal
λprop1 ∼ Gamma(d1 + α0 − α, β0 + T1) and for the other intervals we draw a
proposal
λpropk ∼ Gamma
(
dk + ε,
α
λ
(j)
k−1
+ Tk
)
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for some small ε > 0. This leads to
A = exp
(
αλ
(j−1)
2
(
1
λ
(j−1)
1
− 1
λprop1
))
for the first intervals, and for k = 2, . . . ,K − 1 to
A = exp
(
−αλ(j−1)k+1
(
1
λ
(j−1)
k
− 1
λpropk
))(
λ
(j−1)
k
λpropk
)ε
.
For the final interval, the marginal conditional posterior distribution is aGamma(dK+
α, αλ
(j)
K−1 + TK), from which we can sample directly.
For the independent prior, we can sample directly from the posterior, drawing
from a Gamma(dk + α, Tk + β) for each interval k.
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