
























for	 an	 ongoing	 series	 of	 workshops	 on	 ethics	 and	 privacy	 in	 learning	 analytics	 (EP4LA),	 which	
have	been	responsible	for	driving	and	transforming	activity	 in	these	areas.	Some	of	this	activity	
has	been	brought	together	with	other	work	in	the	papers	that	make	up	this	special	issue.	These	
papers	 cover	 the	 creation	 and	 development	 of	 ethical	 frameworks,	 as	 well	 as	 tools	 and	
approaches	that	can	be	used	to	address	issues	of	ethics	and	privacy.	This	editorial	suggests	that	it	
is	 worth	 taking	 time	 to	 consider	 the	 often	 interwoven	 issues	 of	 ethics,	 data	 protection,	 and	
privacy	separately.	The	challenges	mentioned	within	the	special	issue	are	summarized	in	a	table	
of	22	challenges	used	to	identify	the	values	that	underpin	work	in	this	area.	Nine	ethical	goals	are	









was	 to	 integrate	 communities,	 inform	 future	 research	 and	 policy	 agendas,	 and	 accelerate	 the	
identification	of	viable	and	effective	solutions	to	real	problems.	One	of	the	problems	we	identified	was	
the	 challenge	 of	 developing	 and	 applying	 a	 clear	 set	 of	 ethical	 and	 privacy	 guidelines	 for	 learning	
analytics	 (Ferguson,	 2012;	 Greller	 &	 Drachsler,	 2012).	 This	 was	 not	 straightforward;	 the	 ethical	 and	
privacy	aspects	of	learning	analytics	are	varied,	and	they	shift	as	the	use	of	data	reveals	information	that	








Since	 then,	 the	 LACE	 project	 has	 organized	 or	 co-organized	 a	 series	 of	 six	 workshops	 on	 ethics	 and	
privacy	 in	 learning	 analytics	 (EP4LA1).	 These	 have	 taken	 place	 in	 Utrecht,	 The	 Netherlands	 (October	
2014);	 Rotterdam,	 The	Netherlands	 (November	 2014);	Washington,	 DC,	 USA	 (November	 2014);	 Paris,	
France	 (February	 2015);	 London,	 UK	 (February	 2015);	 and	 Poughkeepsie,	 NY,	 USA	 (March	 2015).	 The	
next	 workshop	 in	 the	 series	 will	 take	 place	 in	 April	 2016	 at	 the	 Learning	 Analytics	 and	 Knowledge	
conference	(LAK	’16)	in	Edinburgh,	UK.	
	
These	workshops	 have	 been	 responsible	 for	 driving	 and	 transforming	work	 in	 this	 area.	 As	 Hoel	 and	
Chen	note	in	this	 issue	(2016),	 in	2014	privacy	was	only	superficially	recognized	in	a	few	papers	at	the	
major	annual	conference	in	this	area,	LAK	’14.	However,	by	the	time	that	papers	were	submitted	for	LAK	
’15,	which	 included	an	EP4LA	workshop,	 there	were	 signs	of	 a	new	approach	 that	not	only	 identified	
privacy	as	a	concern	but	also	pointed	to	privacy	solutions	at	different	levels.	
	
As	early	as	 the	 first	 EP4LA	workshop	 in	Utrecht	 in	2014,	
the	 LACE	 project	 brought	 together	 a	 heterogeneous	
group	 of	 experts	 including	 representatives	 from	 the	
Dutch	 organization	 SURF	 and	 the	 UK	 organization	 Jisc,	
lawyers	 from	 national	 organizations	 in	 the	 Netherlands,	
and	 consultants	 from	 big	 consulting	 companies.	 After	
that,	 SURF	 and	 LACE	 deeply	 investigated	 European	 laws	
related	 to	 the	 benefits	 and	 limitations	 of	 the	 use	 of	
learning	 analytics	 in	 higher	 education.	 In	 2015	 those	
efforts	resulted	 in	a	national	report	on	 learning	analytics	
and	 its	 relation	 to	 privacy	 law	 in	 the	 Netherlands	
(Engelfriet,	Jeunink,	&	Manderveld,	2015)	as	well	as	in	the	
DELICATE	checklist	that	operationalizes	key	concepts	and	
questions	 for	 ethics	 and	 privacy	 in	 learning	 analytics	
(Drachsler	&	Greller,	2016).	The	DELICATE	checklist	helps	
to	investigate	the	obstacles	that	could	impede	the	rollout	
of	 learning	 analytics	 (see	 figure	 1)	 and	 the	
implementation	 of	 trusted	 learning	 analytics	 for	 higher	
education.	 The	 LACE	project	 recently	published	a	 review	





of	 learning	analytics,	 identified	 tackling	 issues	 relating	 to	privacy	and	ethics	as	a	priority.	The	Code	of	
                                            
1 http://www.laceproject.eu/ethics-privacy-learning-analytics/  








Practice	 for	 Learning	 Analytics	 that	 emerged	 as	 a	 result	 (Sclater	 &	 Bailey,	 2015)	 was	 informed	 and	
shaped	 by	 the	 EP4LA	 workshops	 (Sclater,	 2016).	 That	 development	 process	 continues	 in	 this	 special	
issue,	which	proposes	amendments	to	the	Code	of	Practice	when	applied	in	school	settings	(Rodríguez-



















identifies	 the	 need	 for	 ethical	 guidelines	 as	 one	 of	 four	major	 challenges	 for	 the	 field,	 and	 implies	 it	
relates	 to	 ownership	 and	 stewardship	 of	 data	 and	 to	 informed	 consent.	 Drachsler	 and	Greller	 (2016)	
clearly	differentiate	between	ethics	and	privacy:	
	
Ethics	 is	 the	philosophy	of	morality	 that	 involves	 systematizing,	defending,	 and	 recommending	
concepts	of	right	and	wrong	conduct.	In	that	sense,	ethics	is	rather	different	from	privacy.	In	fact,	
privacy	 is	 a	 living	 concept	 made	 out	 of	 continuous	 personal	 boundary	 negotiations	 with	 the	
surrounding	ethical	environment.	
	
Slade	and	Prinsloo	 (2013)	 consider	 the	area	 in	more	detail	 and	 identify	 three	broad	 classes	of	 ethical	
issues:	 the	 location	and	 interpretation	of	data;	 informed	consent,	privacy,	and	the	de-identification	of	
data;	 and	 the	management,	 classification,	 and	 storage	of	data.	 They	also	 show	 that	 the	ethical	 issues	
differ	 depending	 on	 perspective	 (see	 also	 Kay,	 Kom,	 &	 Oppenheim,	 2012)	 and	 that,	 beyond	 the	




and	 boundaries	 of	 learning	 analytics	 and	 a	 set	 of	 moral	 beliefs	 founded	 on	 the	 respective	
regulatory	 and	 legal,	 cultural,	 geopolitical	 and	 socio-economic	 contexts.	 Any	 set	 of	 guidelines	









out	 the	 assumptions	 that	 underpin	 their	 ethical	 decisions	 and	 prompt	 their	 questions	 about	 ethics.	
Campbell	in	his	doctoral	work	(2007)	and	later	with	colleagues	(Willis,	et	al.,	2013)	provides	a	framework	




• What	 individuals	 are	 responsible	 for	—	 that	 is,	 what	 duties	 should	 they	 recognize	 and	
attempt	to	fulfill?	(Willis,	Pistilli,	&	Campbell,	2013)	
 
In	 relation	 to	 learning	analytics,	 learner	 success	 is	 typically	what	 is	 judged	 to	be	worth	seeking	—	the	
ethical	goal.	How	we	interpret	learner	success	—	and	who	we	believe	to	be	responsible	for	that	success	
—	 are	 therefore	 important.	 Success	 could	 be	 seen	 in	 terms	 of	 an	 individual	 or	 a	 group	 completing	 a	
course,	passing	a	programme	of	study,	meeting	personal	goals,	becoming	more	employable	or	gaining	
the	competencies	to	lead	a	fulfilling	life.	It	could	be	seen	in	terms	of	an	educator	gaining	qualifications	
or	 experience,	 taking	 on	 more	 students	 (or	 perhaps	 fewer	 students),	 or	 guiding	 more	 students	
successfully	towards	specific	goals.	It	could	also	be	seen	in	terms	of	an	institution,	a	nation,	or	a	group	of	
nations.	 The	 “No	 Child	 Left	 Behind”	 policy	 in	 the	 US,	 for	 example,	 had	 ethical	 as	 well	 as	 political	
implications.	
	
Willis	 et	 al.	 (2013)	 suggest	 some	philosophical	 frameworks	 to	help	 determine	what	 ends	or	 goals	 are	
good.	They	reference	Immanuel	Kant’s	categorical	imperative	(“Act	on	the	maxim	that	you	wish	to	have	
become	 a	 universal	 law”),	 John	 Stuart	Mill’s	 principle	 of	 utility	 (“Seek	 the	 greatest	 happiness	 for	 the	
greatest	number”),	and	John	Rawls’	veil	of	 ignorance	(“Justice	emerges	when	negotiations	are	without	
social	 differentiation”).	 In	 practice,	 the	 values	 underpinning	 ethical	 practice	 are	 rarely	 set	 out	 clearly,	
justified,	or	interrogated.	The	implication	is	that	these	values	are	universal	and	can	go	unstated.	As,	the	
EP4LA	workshops	have	shown,	though,	when	comparing	experiences	across	Europe	and	beyond,	values	
are	 not	 consistent	 from	 country	 to	 country,	 from	 institution	 to	 institution	or	 even	 from	 classroom	 to	
classroom.	 It	 is	 worth,	 therefore,	 considering	 the	 values	 that	 are	 implicit	 within	 discussion	 about	





the	 first	 challenge	—	 the	 duty	 to	 act	 (Kay,	 et	 al.,	 2012)	—	may	 come	 as	 a	 surprise.	 If	 what	 is	worth	
seeking	 is	 learner	 success,	 and	 if	 it	 is	 the	 responsibility	 of	 institutions	 and	 educators	 to	 help	 learners	
achieve	success,	then	it	follows	that	data	should	be	used	to	support	that	aim	whenever	possible.	This	in	
turn	places	a	responsibility	on	learners.	Learning	analytics	algorithms	are	less	likely	to	work	effectively	if	
they	are	 fed	 incomplete,	 inaccurate,	or	out-of-date	 information,	 so	 learners	need	 to	ensure	 that	 their	


































Challenge	7:	 Informed	consent	 is	a	practice	 that	originated	relatively	 recently	 in	 the	medical	 sciences,	













Another	 perspective,	 implied	 by	 learner	 comments	 (Slade	&	 Prinsloo,	 2014)	 is	 that	 informed	 consent	







data	 are	 considered	 property	 or	 assets,	 then	 informed	 consent	 has	 to	 do	 with	 the	 assignation	 of	








How	 this	 safeguarding	 is	 carried	 out	 depends	 on	 context,	 but	 it	 should	 include	 some	mechanism	 for	
complaint	and	the	correction	of	errors	(Rodríguez-Triana,	et	al.,	2016).	
	




3 DATA PROTECTION 
 
Challenges	13–19	 relate	 to	data	protection,	 an	area	often	presented	as	 separate	 from	but	allied	with	
ethics.	Broadly	speaking,	the	ethical	 issues	covered	by	Challenges	1–12	require	a	moral	response	from	
individuals	 and	 institutions.	 Those	 covered	 by	 Challenges	 13–19	 require	 a	 legal	 response,	 which	 will	
depend	on	the	relevant	area	of	jurisdiction	and	regional	attitudes	towards	data	security.	
	




rights	 of	 others,	 or	 to	 take	 good	 care	 of	 the	 property	 with	which	we	 are	 entrusted.	 This	 could	 be	 a	
safeguarding	 issue,	 with	 institutions	 working	 to	 protect	 the	 rights	 and	 interests	 of	 their	 staff	 and	






The	 final	 set	 of	 challenges,	Challenges	 20–21,	 are	 associated	with	 another	 area	 usually	 spoken	 of	 as	
allied	with,	but	in	some	way	separate	from	both	ethics	and	data	protection.	As	with	ethics,	there	have	
been	 few	 attempts	 to	 define	 privacy	 in	 the	 learning	 analytics	 literature.	 Pardo	 and	 Siemens	 (2014)	
regard	 it	 as	 “the	 regulation	 of	 how	 personal	 digital	 information	 is	 being	 observed	 by	 the	 self	 or	






make	 it	clear	 in	what	way	these	data	differ	 from	other	data	and	why	they	should	be	accorded	special	
treatment.	 Hoel	 and	 Chen	 (2016)	 note	 the	 need	 to	 unpack	 privacy	 as	 a	 socio-cultural	 concept	 and	
observe	 that	 the	boundaries	 around	personal	 and	private	data	are	 social	 agreements	 that	depend	on	
who	the	owner	is	and	in	what	social	settings	the	data	are	created	and	shared.	
	
Privacy	can	be	understood	as	a	 freedom	 from	unauthorized	 intrusion:	 the	ability	of	an	 individual	or	a	
group	to	seclude	themselves	or	the	information	about	them,	and	thus	to	express	themselves	selectively.	
Technological	 advances	 have	made	 it	 almost	 impossible	 for	 individuals	 or	 groups	 to	 enjoy	 the	 same	
levels	of	privacy	that	were	routine	only	decades	ago	when	privacy	was	not	an	ethical	issue	but	a	default.	
Learning	 analytics	make	 it	 possible	 to	 combine	 data	 sets	 to	 generate	 insights	 that	would	 never	 have	
been	possible	in	the	past,	often	making	use	of	data	that	the	learner	was	not	aware	were	being	collected	
or	analyzed.	Mobile	data	make	it	possible	to	collect	details	about	the	learner’s	environment	—	ambient	












to	 some	 extent	 caring	 for	 and	 protecting	 ourselves,	 particularly	 if	 we	 do	 so	 in	 response	 to	 potential	
threats.	 These	 potential	 threats	 appear	 more	 real	 and	 immediate	 in	 some	 parts	 of	 the	 world.	





which	 individuals	 and	 groups	 can	 live	 free	 from	 threat.	 Another	 goal	 is	 the	 integrity	 of	 the	 self	—	 a	
society	 in	 which	 we	 have	 control	 over	 how	 we	 are	 seen	 and	 in	 which	 we	 are	 able	 to	 maintain	 a	
separation	between	our	private	selves	and	our	public	personas.	
	



















These	goals	 are	our	 interpretation	of	 the	unstated	values	 that	 lie	behind	 the	 challenges	 raised	 in	 this	
paper.	This	may	be	seen	as	an	optimistic	or	a	biased	interpretation.	In	many	cases,	the	motivator	behind	
apparently	ethical	behaviour	 is	not	a	 greater	 good	but	 is	 instead	a	 fear	of	 the	 law,	 a	need	 to	 fit	 in,	 a	
desire	 for	 profit,	 or	 a	 love	 of	 personal	 success.	We	 view	 these	 goals	 from	 the	 affluent	West,	 where	







of	what	 is	 important	about	ethics,	data	protection,	and	privacy	 then	we	can	decide	how	best	 to	work	
towards	them.	
	






code;	 and	 5)	 population	 of	 an	 accompanying	 website	 with	 guidance	 and	 case	 studies.	 Development	
work	included	both	consultation	and	workshop	discussion,	and	the	resulting	Code	of	Practice	produced	




In	 paper	 two,	 Rodríguez-Triana,	 Martínez-Monés,	 and	 Villagrá-Sobrino	 show	 this	 process	 of	
development	and	consideration	in	action.	In	Learning	Analytics	in	Small-Scale	Teacher-Led	Innovations:	
Ethical	 and	Data	Privacy	 Issues,	 they	note	 that	 current	 ethical	 frameworks	 are	 institutionally	oriented	
and	 focus	 on	 higher	 education.	 In	 a	 school	 setting,	 teachers	 are	 likely	 to	 be	 the	 main	 actors	 in	 the	
application	of	learning	analytics	processes.	Because	of	their	work	in	different	contexts,	the	authors	make	
recommendations	 for	 amending	 the	 Jisc	 Code	 of	 Practice	 in	 terms	 of	 consent,	 transparency,	 access,	
responsibility,	privacy,	validity,	stewardship,	and	avoiding	negative	impact.	
	




















While	 frameworks	 and	 codes	 of	 practice	 are	 important	 to	 the	 field,	 we	 also	 require	 tools	 and	
approaches	 that	will	 enable	us	 to	put	 them	 into	practice.	 In	 the	 fifth	paper,	Berg,	Mol,	Kismihók,	and	
Sclater	tackle	The	Role	of	a	Reference	Synthetic	Data	Generator	within	the	Field	of	Learning	Analytics.	
Synthetic	 data	 are	 simulated	 data	 that	 can	 be	 used	 when	 developing	 analytics	 in	 order	 to	 avoid	
accidental	 disclosure	 of	 reconstructed	 information.	 They	 have	 uses	 in	 such	 areas	 as	 security	 testing,	
interoperability	testing,	benchmarking,	and	staff	training.	Synthetic	data	can	be	used	to	protect	privacy	






individual.	 In	 addition,	 educational	 institutions	 need	 to	 know	who	 has	 enrolled	 in	 a	 course,	 who	 has	
passed	an	exam,	et	cetera	—	and	they	may	be	required	to	report	certain	data	to	the	government.	De-
identification	helps	 to	protect	personal,	or	private,	data	while	still	making	them	accessible.	This	paper	





questions	 generated	 by	 the	 LACE	 project	 found	 that	 discussion	 on	 data	 sharing	 and	 big	 data	 for	
education	is	still	at	an	early	stage.	Conceptual	issues	dominate	and	there	is	still	a	long	way	to	go	before	









In	 the	 final	paper	of	 this	 special	 issue,	Prinsloo	and	Slade	move	away	 from	 frameworks	and	 technical	








Work	 in	 the	 area	 of	 ethics,	 data	 protection,	 and	 privacy	 is	 proceeding	 quickly,	 and	 we	 already	 have	
frameworks	 in	place	that	can	guide	future	work.	Developing	ethical	practice	 is	bound	up	with	defining	
our	vision	for	the	future	and	our	aims	for	what	learning	analytics	could	achieve.	It	is	therefore	a	matter	
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