We propose novel metrics based on the Kolmogorov complexity for use in complex system behavior studies and time series analysis. We consider the origins of the Kolmogorov complexity and discuss its physical meaning. To get better insights into the nature of complex systems and time series analysis we introduce three novel measures based on the Kolmogorov complexity: (i) the Kolmogorov complexity spectrum, (ii) the Kolmogorov complexity spectrum highest value and (iii) the overall Kolmogorov complexity. The characteristics of these measures have been tested using a generalized logistic equation. Finally, the proposed measures have been applied to di erent time series originating from: a model output (the biochemical substance exchange in a multi-cell system), four di erent geophysical phenomena (dynamics of: river ow, long term precipitation, indoor Rn concentration and UV radiation dose) and the economy (stock price dynamics). The results obtained o er deeper insights into the complexity of system dynamics and time series analysis with the proposed complexity measures.
Introduction
The issue of complexity has been of signi cant scienti c interest for the last three decades at the epistemological as well as the methodological level. We rst outline the current epistemological level of understanding on the subject. Complexity is one of the aspects of selforganization whose fundamental quality is an emergence. Self-organizing systems are complex systems. As concisely elaborated in [1] the term complexity has three levels of meaning: (1) there is self-organization and emergence in complex systems [2] , (2) complex systems are not organized centrally, but in a distributed manner; i.e. there are many connections between the system's parts [2, 3] , (3) it is di cult to model complex systems and to predict their behavior even if one knows to a large extent the parts of such systems and the connections between the parts [2, 4] . The complexity of a system depends on the number of its elements and connections between the elements (the system´s structure). Many authors have devoted their attention to the phenomenon of system complexity in many disciplines, ranging from philosophy and cognitive science to evolutionary and developmental biology, and particle astrophysics [ [5] [6] [7] [8] [9] and references herein]. Many measures of complexity exist for complex system behavior and time series analysis. Of particular interest is time series analysis since the only available evidence about the nature of a complex system come through a time series. According to Zunino [[10] and references herein], the recorded signals from experimental measurements give us useful information to establish the deterministic or stochastic character of the system under analysis, but the task to discern between regular, chaotic, and stochastic dynamics from complex time series is a critical issue. In the study of complex system behavior and time series analysis, an important part is played by symbolic sequences, since it is believed that most systems whose complexity we intend to estimate can be reduced to them [11] . In searching for an adequate measure for the complexity (for example physical) of sequences, it is di cult to do that consistently. In particular, measures of complexity that are based on the Kolmogorov complexity [12] , useful in signal analysis, are measures of randomness rather than complexity [13] . They are not able to discern between signals with di erent amplitude variations and similar random components. But the Kolmogorov complexity has certain advantages over measures from the theory of nonlinear dynamic systems such as the Lyapunov exponent, the correlation dimension and correlation entropy. The Kolmogorov approach does not involve embedding the time series onto a high dimensional, which is necessary to apply measures from the theory of nonlinear dynamic systems [14] [15] [16] . Namely, it is easier to use this complexity since it is more readily calculated for any type of time series and it does not rely on any assumption of the probability law of the process generating the time series.
The purpose of this paper is to introduce novel complexity measures, based on the Kolmogorov complexity, for use in complex systems behavior and time series analysis, which can o er deeper insights into these issues. In this paper we deal speci cally with the physical complexity. However, the methods proposed are su ciently general to be applied to other kinds of complexity. We do that through the following steps. In Section 2 we consider the extent to which the Kolmogorov complexity conveys physical complexity. The proposed measures based on the Kolmogorov complexity (the Kolmogorov complexity spectrum, the Kolmogorov complexity spectrum highest value and the overall Kolmogorov complexity), are then described in Section 3. In Section 4 we apply the proposed measures to di erent time series originating from: a model output (the biochemical substance exchange in a multi-cell system), four di erent geophysical phenomena dynamics (river ow rate, long term precipitation level, indoor Rn concentration, UV radiation dose) and the economy (stock prices dynamics). Concluding remarks are summarized in Section 5. In what extent Kolmogorov complexity enlightens the physical complexity?
In this section, through several steps, we rst consider the Kolmogorov complexity, and illustrate its value in understanding physical complexity.
. Kolmogorov complexity
The Kolmogorov complexity K(x) of an object x is the length, in bits, of the smallest program that when run on a Universal Turing Machine (U) outputs and then stops with the execution. This complexity is maximized for random strings. Thus, K(x)=|Print(x)|. That is, the shortest program to get a U to produce an output is to just hand the computer a copy of it and say "print this " [17] . This measure was independently developed by Andrey N. Kolmogorov in the late 1960s [18] . A good introduction to the Kolmogorov complexity (in further text KL) can be found in [12] and with a comprehensive description in [19] . On the basis of Kolmogorov's idea, Lempel and Ziv [20] developed an algorithm (LZA), which is often used in assessing the randomness of nite sequences as a measure of their disorder. The Kolmogorov complexity of a time series (x i ), i=1,2,3,4,. . . ,N by the LZA algorithm can be summarized as follows.
Step A: Encode the time series by constructing a sequence consisting of the characters 0 and 1 written as (s i ), i=1,2,3,4,. . . ,N, according to the rule
Here x t is a threshold that should be properly chosen. The mean value of the time series has often been used as the threshold [21] . Depending on the application, other encoding schemes are also available [22] .
Step B: Calculate the complexity counter c(N), which is de ned as the minimum number of distinct patterns contained in a given character sequence [23] ; c(N) is a function of the length of the sequence N. The value of c(N) is approaching an ultimate value b(N) as N approaches in nity, i.e.
Step 3: Calculate the normalized complexity measure C k (N), which is de ned as
The C k (N) is a parameter to represent the quantity of information contained in a time series, and it is 0 for a periodic or regular time series and 1 for a random time series, if N is large enough. For a non-linear time series, C k (N) is between 0 and 1. Note that Hu et al. [24] derived analytic expressions for C k in the Kolmogorov complexity, for regular and random sequences. In addition they showed that for time series of shorter length the larger C k value, and correspondingly the complexity for a random sequence, can be considerably larger than 1.
. Kolmogorov complexity of dynamical systems corrupted with noise
We will make some comments about the KL complexity: (i) for purely periodic time series and, for comparison purely stochastic ones and (ii) for dynamical systems corrupted with noise. Since the KL complexity is a measure of the degree of disorder or irregularity of a time series, its value is low for a regular time series like periodic time series with constant periodicity [24] . Therefore, we consider the question: how does noise present in the system in uence the KL complexity; is it very sensitive to noise and is noise interpreted as an increase in the complexity of the system? The term dynamical noise refers to situations where the output of a dynamical system corrupted with noise is used as an input to the next iteration. The dynamical noise can dramatically change the dynamics of low dimensional chaotic systems. Meaningful analyses of real systems in terms of chaos theory should consider the e ect of dynamical noise on the system's dynamics. In fact as Ruelle [25] put it, real systems can in general be described as deterministic systems with some added noise. This description is su ciently vague that it appears to cover everything. In economics, for example, such a description is familiar and the noise is called "shocks". It should be noted that the separation between noise and the deterministic part of the system evolution is ambiguous, because one can always interpret "noise" as a deterministic time evolution in innite dimension [26] . In addition Serletis et al. [27] argue that dynamical noise (noise that acts as a driving term in the equations of motion) can dramatically change the dynamics of nonlinear dynamical systems. In fact, dynamical noise can make the detection of chaotic dynamics very di cult as it is possible for it to lead to rejection of the null hypothesis of chaos.
In this subsection we will investigate how noise included in a system can a ect the complexity of the system. It is of particular interest to investigate the e ect of noise on either physical processes or events represented by a physical system. We consider the e ect of noise on the complexity of: (i) a deterministically generated time series which is contaminated by additive noise and (ii) a time series of measured values of a physical quantity. In many models, there are cases of interest which occur when oscillator parameters have small random variations due to either internal or external noise. These so-called parametric uctuations can be simulated by modulating the values of the nonlinearity parameters by uniform random numbers in a small interval. In both cases considered here this noise enters by an additive "shock", i.e. by external excitation. The cases we deal with are (i) a logistic map x n+ = rxn( − xn), where r = . and (ii) a time series of the measured indoor radon concentration as described in subsection 4.4. The randomness in uence on the logistic equation was analyzed by adding random noise, i.e., x n+ = rxn( − xn) + ∆ξn. Here ∆ξn = Dδn measures the noise intensity while δn is a random number uniformly distributed in the interval [-1,1] and D is the amplitude of the noise. Similarly, it was done by adding ∆ξn to the values of the radon time series normalized on its highest value. For generating the random numbers we have used the intrinsic subroutine CALL RANDOM NUMBER (arg) from the Microsoft FORTRAN Developer Studio library. In order to explore the dependence of the Kolmogorov complexity on the amplitude of the noise we have calculated the KL, for each D from 0.0001 to 0.05 with step 0.0001. 1500 iterations were applied for an initial state (x =0.2), and the rst 500 steps were ignored. The r was taken to have a value of 3.7. The graph representing the KL of the logistic map as a function of the amplitude D of the noise that is introduced by the added noise is depicted in Figure 1 . From this gure it is seen that the KL complexity is sensitive to the noise introduced to the system in both cases, i.e., when the logistic equation as well as the radon time series are "shocked" by the added noise. However, while the logistic time series, contaminated by the noise, has a trend of an increase of the KL complexity, the in uence of noise on the radon time series is noticeable only after some certain value of amplitude of noise D (around D= 0.03 in Figure 1) .
In order to consider how dynamical noise changes the dynamics and complexity of chaotic systems we performed two additional experiments. In the rst experiment we explored changes to the KL of a time series which is af- 
. Physical complexity
The term complexity in physical systems is an explicit measure of the probability of the state vector of the system. It is a mathematical measure by which two distinct states are never combined into a composite whole and considered equal, as is done for the notion of entropy in statistical mechanics. Therefore, this term should not be equalized with entropy in statistical mechanics. In this paper we distinguish between randomness and complexity: the term randomness refers to dissimilarities between amplitudes in a time series, whose simplest measure is, for example, the Shannon's entropy; whereas the term complexity refers to the apparent sequence disorder of some amplitudes in a time series and is of interest here. According to Adami [29] the physical complexity of a sequence "refers to the amount of information that is stored in that sequence about a particular environment". This should not be confused with mathematical (Kolmogorov) complexity; it is a distinct mathematical complexity, which only deals either with the intrinsic regularity or irregularity of a sequence. Namely, for any two strings x, y ∈ P * (P * is the set of allnite binary strings), the Kolmogorov complexity of given x is K(x|y) = minp{|p| : U(p, y) = x} where U(p, y) is the output of the program p with auxiliary input y when it is run on the machine U. For any time constructible t, the t-time-bounded Kolmogorov complexity of x given y is,
Note that the regularity of such a sequence is a re ection of the fundamental laws of mathematics. This is not re ected in the physical world, where such a sequence may mean something. The Kolmogorov complexity does not measure pattern, structure, correlation or organization. Structure or pattern is maximized for neither high nor low randomness. If we follow Grassberger [30] , it is intuitive to describe complexity as falling between uniformity and total randomness ( Figure 3 ). Note that the structural complexity versus randomness relation shown is just one of many possible behaviors. Di erent systems have di erent structural complexity versus randomness plots [13] . There is no "universal" complexity relationship, which is clearly established in the scienti c literature. Adami and Cerf [11] , proposing a measure of physical complexity, observed that it should closely correspond to our intuition. In addition they stressed that it can consistently be de ned within information theory. It is believed that most complex systems can be reduced to symbolic sequences. Contrary to the notion that the regularity of a string is related to its complexity (as in Kolmogorov theory), it seems that regularity is, in the absence of an environment within which the string is to be interpreted, meaningless. There is no doubt that it is possible to establish a coding system, for example, such that all of Grass'"Tin Drum" [31] is represented in terms of a uniform (and thus "regular") string of vanishing the Kolmogorov complexity. For example, one possible coding system could be invented in the following way: 1 (one) is assigned to an event when it is described explicitly that Oskar Makowski strikes the drum. Otherwise, it is 0 (zero). Although, this event is presented metaphorically, evidently, in such a case the literature complexity of the string is hidden in the coding rules which relate the string to its environment: the ensemble of books (as mentioned in [11] ). Thus, the complexity of a string representing the physical (or any other) complexity can be determined only by analyzing its correlation with a physical or corresponding environment.
Novel measures based on the Kolmogorov complexity
The quanti cation of the complexity of a system is one of the aims of nonlinear time series analysis. Complexity of the system is hidden in the dynamics of the system. However, if there is no recognizable structure in the system, it is considered to be stochastic. Due to noise, spurious experimental results and artifacts in various forms, it is often not easy to get reliable information from a series of measurements. The time series of some physical quantity is only information about its physical state, which can be obtained either by measurement or modeling. The time series is the only source for establishing the level of complexity of the physical system. The exact states of an observed physical system are translated into a sequence of symbols via a measurement channel. This process is described by a parameterized partition Mε, of the state space, consisting of cells of size ε that are sampled every τ time units.
A measurement sequence consists of the successive elements of Mε, visited over time by the system's state. Using the instrument {Mε,τ} we get information as a sequence of states {x i }. Here, we consider a possible way to determine the physical complexity of a system by calculating the complexity of a time series which represents that system passing through di erent states. 
. Kolmogorov complexity spectrum
After we apply the LZA algorithm on each element of the series {S (k) i } we get the KL complexity spectrum {c i }, i = , , , . . . , N. This spectrum allows us to explore the range of amplitudes in a time series representing a process, for which it has highly enhanced stochastic components, i.e. highest complexity. Figure 4 shows the KL complexity spectra for w=1.0, 0.75, 0.50 and 0.25, respectively. From this gure we can see di erent spectra for di erent values of w. All of them are similar to the curve in Figure 3 , which represents just one of many possible behaviors since di erent systems have di erent complexity vs. randomness plots and there is no "universal" complexity-entropy relationship [17] . Example 2. To introduce the complexity measure K C max we consider a time series {x i } i = , , , . . . , , which is generated by a generalized logistic map [32] . Mathematically, that map has the form where r is a logistic parameter, < r < . This map expresses the exchange of biochemical substance between cells that is de ned by a di usion-like process, where the parameter p is the cell a nity, and suitably illustrates the meaning of K ( < p < ) have been calculated. In those computations, for each r from 3.5 to 4.0 and p with step 0.01, 1000 iterations were applied for an initial state, and then the rst 100 steps were ignored. The results are given in Figure 5 . From this gure it can be seen that in both cases K C carries less information about the complexity of the time series than K C max does. Moreover, for p=0.5 the K C is recognized only after r > . since it gives us average information about the complexity of the time series. In contrast, K C max carries the information about the highest complexity among all complexities in the spectrum. Therefore, this measure should be included when developing an understanding of a system's randomness and organization [5] , and also in the complexity analysis of the time series that an instrument provides. In order to explore the dependence on the logistic parameter r and cell a nity p of (a) the KL and (b) the KLM, we have simulated a generalized logistic map given by Eq(5). For each r from 0.0 to 4.0 and with step 0.01, 1000 iterations were applied for an initial state, and then the rst 100 steps were ignored. Figs. 6a-6b depict the KL and KLM complexities, respectively, and show regions with di erent levels of complexity. The KLM (Figure 6b ) values are higher than the KL ones (Figure 6a) , suggesting that the KLM is a better indicator of complexity of the time series than the commonly used KL. This is because the KL carries average information about a time series. In contrast to that the KLM carries the information about the highest complexity among all complexities in the Kolmogorov complexity spectrum.
. The overall Kolmogorov complexity measure
We suggest a new measure based on the Kolmogorov complexity, which can be used for better understanding of physical complexity as well as the complexity of other systems, i.e. their time evolution and predictability. We rst brie y consider the term complexity as the possibility for a growth of structural complexity. Many papers regarding this issue have been o ered during the last two decades. Among them we underline two contributions about complexity: (i) a comprehensive elaboration from di erent aspects (epistemological, mathematical as well as physi- cal), summarized in [1] and (ii) a recent overview given by Crutch eld [5] who emphasize the di culties in perception, which become more problematic when the phenomena of interest arise in systems that spontaneously organize. When a complex system is under observation, only an active subject (a scientist, agent) that creates new communicative parameters of order allows the realization of more complex information about a system that is connected with the idea of constructive chaos and chaos as a space of information. The only available evidence about the nature of a complex physical system is the agent's report written down in the form we call time series. A key question therefore is how we may gather information about complexity expressed through some measure, particularly when the phenomena of interest arise in systems that spontaneously organize. As mentioned above, according to Adami and Cerf [11] , the main aim is to search for a measure of physical complexity that closely corresponds to our intuition but that may also consistently be de ned within information theory. Van der Pol and van der Mark [33] also noted that much of our positive reception depends on the question of whether or not our minds are "ready" to confront with these intricacies. Further to the psychological observation they concluded that "When confronted by a phenomenon for which we are ill-prepared, we often simply fail to see it, although we may be looking directly at it". With this in mind we consider two points. First, for any complex physical system at any moment we can establish its entropy either through a measuring procedure or computation. That can be written down in the agent's report at a xed time (we refer to the "white window"). Second, between two successive agent's registration in the record there exits no information about complexity (except "that it should closely correspond to our intuition" [11] ) -this period is behind the window we refer as the "black window". Note that the complexity tells us how the pathway between two states is complex and which corresponding entropies we can measure or compute: the only thing we can do is to anticipate a measure of complexity which will carry more information. The KL complexity as a measure does not distinguish between time series with di erent amplitude variations and similar random components. This is also true of the suggested KLM measure, although it gives more information about complexity, in a broader context, than the KL one does. Thus, when we convert a time series into a string then its complexity is hidden in the coding rules. For example, in the procedure of establishing a threshold for a criterion for coding, some information about the structure of the time series can be lost. However, from the spectrum of the KL complexity {c i } of time series {x i } obtained by the instrument {Mε, τ} we do not loose any information since we get N xed thresholds, each of them contributing to the dynamic of the system, and N calculated complexities, i.e. corresponding spectrum (Figure 4 ). The shape of this complexity curve depends on the variability of time series amplitudes that cannot be captured by the KL and KLM. From that point of view the spectrum can be considered as a novel method for quantifying amplitude and complexity variations in time series. In introducing the way in which the spectrum of complexity is computed we increase the information "that is stored in a sequence about a particular environment", which is according to Adami [29] a de nition of physical complexity of a sequence. The increase in information gives us opportunity to better understand the system complexity, since the physical or other complexities can be determined only by analyzing its correlation with the corresponding environment. Figure 7 depicts the Kolmogorov based complexities of time series obtained by the instrument {Mε, τ} as in subsection 3.1 in dependence on amplitude factor. From this gure it is seen that the KL (and the KLM) values are very close for all amplitude factors. Apparently, neither the KL nor the KLM complexity is able to discern between time series with di erent Kolmogorov spectra of complexity. From this reason we introduce an overall Kolmogorov complexity measure K C O (KLO in further text) de ned as
where K C s is the spectrum of the Kolmogorov complexity, dx is di erential of the normalized amplitude, while X is a domain of all normalized amplitudes, over which this integral takes values. Since K C s is given as the sequence {c i }, 
The K C O takes value on the interval ( , Ku), where according to Hu et al. [24] Ku can take a value up to 1.2. This measure can provide a distinction between di erent time series having close values of the KL and KLM. This is seen in Figure 7 which shows the descending KLO curve for different values of amplitude factor w. Thus, if information about the KLO is available we can arrive at a more robust conclusion regarding the Kolmogorov complexity of a time series.
In order to see the di erences between the KL and the suggested KLM and KLO measures with respect to the parameter p we have calculated the KL, for each p from 0.01 to 1 with step 0.01, 6000 iterations were applied for an initial state (x =0.2), and then the rst 1000 steps were ignored (N=5000). The r was taken to have a value 3.7. Figure 8 depicts all three Kolmogorov complexities of the logistic map as a function of the parameter p. In the region ( . < p < . ) the KLM and KLO are higher than the KL, which has negligible value. This means that the KLM and KLO are better indicators of complexity of the time series than the commonly used KL one. This is because the KL carries average information about a time series. In contrast to that the KLM carries the information about the highest complexity among all complexities in the Kolmogorov complexity spectrum, while the KLO gives integral information about complexity for the whole spectrum of complexities. 
Application to di erent dynamical systems
The practical performance of the introduced Kolmogorov based complexity measures is illustrated for various modeled and natural records of complex systems, following the approach of Zunino et al. [10] . 
. Intra-cellular concentration dynamics in a multi-cell system
In the rst application we choose to analyze the intracellular concentration dynamics in a multi-cell system represented by a ring of coupled cells ( Figure 9 ). In our approach, a cell moves locally in its environment without making long pathways. As a generalization of the two-cell system, according to Mihailović et al. [32, 34] , the dynamics of biochemical substance exchange in such a multi-cell system of cells can be represented by the discrete nonlinear time-invariant dynamical system [35] :
where
is the concentration of the substance in the kth cell at discrete time step n, k = , , , . . . , K,n = , , , . . . , N and
c N ) is the diagonal matrix of the coupling coe cients for each cell, Simulations of biochemical substance exchange in the system represented by a ring of coupled K = cells, given by Eq. (8), were performed with the values of parameters r = , p = p = p = / . The coupling parameter c was taken to cover a broad range of coupling, ranged from weak to strong (0.02, 0.15, 0.19 and 0.50), while the number of iterations was N = . The results of simulations are depicted in Figure 10 . The curves, describing the Kolmogorov complexity spectrum of time series of concentration, for di erent values of c, show signi cant di erence in the complexities. Those di erence are strongly correlated with the value of c , i.e. the complexity of the concentration dynamics is highest for the weakest coupling (c = . ) and it takes the lowest values for the strongest one (c = . ).
The results of the KL, KLM and KLO calculations are given in Table 1 . The order of the KL complexities (0.957, 0.678, 0.119, 0.109) for c1, c2, c3 and c4 is pursued by the KLM complexities (0.987, 0.807, 0.478, 0.149) as well as by the KLO complexities (0.711, 0.570, 0.230, 0.105). Here, for these time series the hierarchy of all complexities is clearly enhanced. Therefore, in this case the KL measure carries enough information about the complexity of this process. Table 1 : Kolmogorov complexities (Kolmogorov complexity -KL; Kolmogorov complexity spectrum highest value -KLM and the overall Kolmogorov complexity measure -KLO) calculated for time series of di erent origin (the modeled intra-cellular concentration in a multi-cell system for di erent coupling parameters, the river flow rate, the long term precipitation level, the indoor Rn concentration, the UV radiation dose and the stock prices). .
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River flow dynamics
Over the last decade controversial results have been obtained about the hypothetical chaotic nature of river ow dynamics [10, 36, 37] . For example, Zunino et al. [10] analyzed the stream ow data corresponding to the Grand River at Lansing (Michigan) and sought to provide deeper insights regarding this issue, while Hajian and Sadegh Movahed [38] have used detrended cross-correlation analysis in order to investigate the in uence of sun activity represented by sunspot numbers on river ow uctuation as one of the climate indicators. The river ow uctuations also have been analyzed using a formalism of fractal analysis [37] . We have analyzed the river ow time series corresponding to the Miljacka River and the Bosnia River (Bosnia and Herzegovina) for the period 1926-1990 on a monthly basis with N = data points [39] . The results obtained are depicted in Figure 11 . The curves, describing the Kolmogorov complexity spectra for the time series of ow rate for both rivers suggest that their ow dynamics are very similar, with a pronounced presence of stochastic in uence in these typically mountain rivers. The results of the KLM and KLO, given in the corresponding rows of Table 1 , support this conclusion. Namely, the KLM values in both rivers are close (0.985 and 0.973 for Mil and Bos, respectively), while the KLO values are practically the same (0.410 for Mil and 0.406 for Bos). Thus, for these time series the KL (0.936 for both rivers) o ers enough information about their complexity.
. Long term precipitation dynamics
As a second geophysical application, we have analyzed the long term precipitation dynamics for two locations with di erent geographies in Bosnia and Herzegovina. The pluviographic regime of one location is in uenced by the vicinity of the Adriatic Sea (Mostar), while the other is surrounded by mixed mountain and at areas (Bihac). This example is chosen because to our knowledge this is the rst time that KL complexity analysis has been applied to a meteorological time series. The time series were updated for the time interval 1960-1984 having the length of N = [40] . The calculated values of complexities (the KL, KLM and KLO) are depicted in Figure 12 . The curves, describing the Kolmogorov complexity spectrum for time series of both places suggest that their long term participation dynamics di ers. The values of the KL are slightly di erent (1.097 -Bi and 1.152 -Mo) and for the KLM (1.097 -Bi and 1.152 -Mo) as it is presented in Table 1 , while the di erence in the KLO values is more pronounced (0.511 for Bi and 0.558 for Mo). The di erences in the KL are negligible, but the di erences in the KLO are larger. This is additional information about complexity that is not contained in KL and KLM. This allows us to conclude that the Mo time series is more complex than Bi time series, having larger variability of amplitudes as it is seen from the shape of its spectrum in Figure 12 .
. Indoor Rn concentration dynamics
Data for the analysis of indoor Rn concentration dynamics were obtained from the underground low-level laboratory in Belgrade, where there is a laboratory requirement to minimise background radon levels. A radon reduction system is used in this laboratory, consisting of three stages: (i) The active area of the laboratory is completely lined up with aluminum foil of 1 mm thickness, which is hermetically sealed with a silicon sealant to minimize the di usion of radon from surrounding soil and concrete used for construction, (ii) the laboratory is continuously ventilated with fresh air, ltered through one rough lter for dust elimination followed by a battery of coarse and ne charcoal active lters and (iii) the parameters of the ventilation system are adjusted to give an overpressure of about 2 mbar over the atmospheric pressure. A radon monitor is used to investigate temporal variations in the radon concentration. For this type of short-term measurement the SN1029 radon monitor is used (manufactured by Sun Nuclear Corporation). The device consists of two diffused junction photodiodes as a radon detector, and is furnished with sensors for temperature, barometric pressure and relative humidity. The user can set the measurement intervals from 10 min to 24 h. The radon monitoring device records radon and atmospheric parameters readings every 10 min in the underground laboratory [41] . We have analyzed the indoor Rn concentration time series corresponding to the data obtained from the Low-Background Laboratory for Nuclear Physics at the Institute of Physics in Belgrade (Serbia) for the period 1 January -31 December in both 2009 and 2010 with N = data points for each time series. The results of the complexity analysis are given in Table 1 , and the calculated Kolmogorov complexity spectrum are depicted in Figure 13 . The values of the KL are 0.891 (Y09) and 0.832 (Y10). The peaks in spectra show that the KLM values for the data sets Y09 (0.934) and Y10 (0.832) di ers, and they are spaced on the scale of the normalized amplitudes. As outlined above this measure could be considered as a better indicator of complexity in comparison with the KL, in particular for asymmetrical distributions. Therefore, the time series for the Y09 data set is more complex than one for the Y10 data set. This points to the more emphasized presence of the stochastic component in indoor Rn concentration for the Y09 than for the Y10 data set. This can be attributed to the in uence of changing indoor air temperature and relative humidity on Rn concentration [41] . However, in contrast to that the values of the KLO are di erent (Y09 -0.302 and Y10 -0.323). This indicates that the Y10 time series is more complex than Y09 one, having slightly larger variability of amplitudes. Therefore, the KLO could be considered as a suitable overall measure which gives deeper insights in to the system dynamics.
. UV radiation dose dynamics
To explore the UV-B radiation dose dynamics we have created the corresponding time series for Subotica ( .
• N, .
• E, m a.s.l.) and Zrenjanin ( .
• E, m a.s.l.) in the Vojvodina region (Serbia). We combined three sources of data because of the lack of measurement places for the UV radiation in this region. We have included: (i) measured values obtained by the broadband Yankee UVB-1 biometer, (ii) values computed by a parametric numerical model [42, 43] Figure 14 . The curves, describing the Kolmogorov complexity spectrum for time series of both locations suggest that their UV-B dose dynamics are quite similar, without pronounced presence of stochastic components and with much lower values of the KL for both (0.498 for Su and 0.497 for Zr) comparing to other time series (Table 1 ). There exists a slight di erence in the KLM (0.512 for Su and 0.527 for Zr) and KLO (0.374 for Su and 0.382 for Zr). Although the di erence in the KL are practically the same, the di erence in the KLO indicates that the Zr time series is slightly complex than Su one, having more pronounced variability of amplitudes.
. Stock price dynamics
A challenge in econophysics and nancial econometrics is to measure market e ciency in terms of the patterns contained in price changes relative to the patterns in random sequences. The market is e cient when price changes are unpredictable and random walk hypothesis is satised. This means that information is incorporated in prices quickly, eliminating the possibility of market participants pro ting from their information. In addition to the statistical approach to studying market e ciency information theory can also be applied. Gulko [44] rst applied the concept of entropy to the analysis of nancial series. Pincus and Kalman [45] used approximation entropy to study market stability and Alvarez-Ramirez et al. [46] applied a multiscale entropy for measuring a time varying structure of market e ciency. Giglio et al. [47] applied the KL in order to rank stock exchanges and exchange rates. In order to compare the e ciency of stocks from developed and less developed markets we have chosen two time series. The rst time series is the daily closing stock price of company Imlek (IMLK) from the Belgrade Stock Exchange. The company Imlek is a regional leader of dairy industry. The second time series is related to the daily closing stock price of Dean Foods (DF) from the New York Stock Exchange (NYSE), which is the largest processor and distributor of milk and other dairy products in the U.S. The sample period covers N = trading days from January the rd 2011 to December the th 2011.
Both time series are non-stationary, the impact of which is reduced by converting the original series to returns, taking the logarithm of the ratio of consecutive values of the series r i = log(p i /p i− ), where p i are daily closing stock prices. The values of the KLM for both series of returns, given in the corresponding rows of Table 1 , are greater than 1. That indicates their random behavior. As expected, the value of the KLM is lower for the stock from the less developed market. On the other hand, there is a larger di erence between values of KLO i.e. between areas below the curves describing the Kolmogorov complexity spectrum (Figure 15 ). The curves may be compared with empirical density functions of normalized returns r i s = (r i − min(r i ))/(max(r i ) − min(r i )) (Figure 16 ), estimated using a Gaussian kernel [48] . Both density curves are approximately symmetrical and have maximum values if normalized returns are close to medians of corresponding distributions M e = . and M e = . . It should be noted that each complexity curve reaches a maximum value exactly for the median value of normalized amplitude. The distributions of normalized returns (amplitudes) also di er in variability. The calculated values of standard deviations and coe cients of variation are: sd(r S ) = .
, V(r S ) = , % for the IMLK time series and sd(r S ) = .
, V(r S ) = , % for the DF time series. The di erence in variability a ects the shape of the spectrum of the Kolmogorov complexity curves. So it may be concluded that spectrum of complexity gives the additional information about di erences in amplitudes of time series that was not contained in the KL and KLM. The di er- ence in spectrum curves is re ected in values of the KLO. The value of the KLO=0.218 for IMLK normalized returns is greater than the KLO=0.137 for DF.
Concluding remarks
In the present study we have proposed novel measures based on the Kolmogorov complexity for use in complex system behavior and time series analysis. We have reviewed the Kolmogorov complexity, which is seen through its applicability in illuminating the physical as well as other complexities. Since the complexity of the system is hidden in the dynamics of the system we have introduced three novel metrics based on the Kolmogorov complexity: the Kolmogorov complexity spectrum, the Kolmogorov complexity spectrum highest value and the overall Kolmogorov complexity. The proposed metrics have been applied to di erent time series originating from: a model output (the biochemical substance exchange in a multi-cell system), four di erent geophysical phenomena (river ow dynamics, long term precipitation dynamics, indoor Rn concentration dynamics and UV radiation dose dynamics) and the economy (stock price dynamics in the dairy industry). The results obtained show that deeper insights into their complexity are obtained with the introduced measures.
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