Job scheduling is one of the key activities performed in industries for manufacturing planning. In job scheduling, each job that contains various operations is allocated to one of the available machines for processing. Each job has a duration and each machine can handle only one operation at a time. An efficient allocation of jobs is mandatory for decreasing the makespan and idle time of the machines. In Job Shop Scheduling (JSS), the operations of the jobs are ordered. Genetic algorithm (GA) is a popular heuristic algorithm investigated to solve different scheduling problems. This paper presents feasibility preserving solution representation, initialization and operators for solving job shop scheduling problem. Proposed GA obtained best known results with good success rate for Lawrence (1984) datasets. Experiments show fast convergence of GA towards best solution. Hybridization of GA with local search or repair operator is required to obtain best solution with better success rate.
I. INTRODUCTION
Planning and scheduling are the two main activities performed in industries for manufacturing the products. The planning activity estimates the actions that have to be done and the restrictions on how to do it. The scheduling is the process of estimating the time and resources for each activity. Further, the scheduling process estimates the precedence relationship between the activities and the constraints. The complete execution of a plan demands temporal assignment of tasks and activities. Optimal scheduling provides the following advantages,  Improved on-time delivery  Decreased inventory  Cut lead times  Increased bottleneck resource utilization But, as the scheduling problems are combinatorial, it is often difficult to estimate the optimal schedules. Further, the scheduling problem is considered as NP-complete because the schedule of "a" number of jobs in "b" number of machines demands optimal exploitation of resource and time. The traditional Job Shop Scheduling Problem (JSSP) considers the jobs as activities and machines as resources. According to the technique constraint of JSSP an operation of a job can be processed only after processing its precedent operations. The resource constraint of the JSSP states that each job should be processed on each machine only once and only one at a time. Further, the jobs are expected to be scheduled with minimal makespan and without any interruption (Chaudhary et al., 2013) .
To satisfy the constraints of the traditional JSSP, various scheduling techniques are used. Single machine scheduling is defined as the process of assigning the group of tasks to a single machine for processing. The considerations of the single machine scheduling are as follows:
 The machine is always available during the scheduling period.  The machine can process only one job at a time  The processing time of the jobs on a machine is previously known.  The information related to the jobs such as due date of the job, and release date of the job are known before.  In case of the non-preemptive scheduling, the jobs complete their processing without any interruption. Whereas in the pre-emptive scheduling, the jobs are removed from the machine without finishing the operation. In JSS, the routing information and processing time of the jobs are exploited for providing an efficient allocation of jobs to the machines. The assumptions of the job shop scheduling are as follows,
 Each job has a chain of operations. Institute of Science, BHU Varanasi, India  Each machine has the ability to handle only one operation at a time.  Every operation is expected to be processed without interruption.  The main objective of the job shop scheduling is to allocate the operations to the machines that has minimal time interval. In order to achieve an optimal allocation of jobs to the machines in JSS, the Swarm-based Optimization Algorithms (SOAs) such as GA, BCO, ACO, and PSO are used. When compared to the direct search algorithms, the SOA provides a population of solution for every iteration (Yuce et al., 2013) .
The flow shop scheduling is a special case of JSS where only one operation in each job is deployed in every machine. When all the jobs pass between the machines in the same order it results in Flow Shop Scheduling Problem (FSSP). The FSSP can be categorized into two types such as static and dynamic. In the static FSS, the optimal sequence of the jobs on the machines is determined. Whereas, in the dynamic FSS, the jobs arrive continuously over time.
From the survey results, it is clear that the existing optimization techniques do not consider the parameters such as size of the task and delay time for the job completion. Further, the reduction of the makespan is not satisfactory. This paper presents Genetic algorithms for solving job shop scheduling problem. The objective of this paper is to minimize makespan of job shop scheduling problem. This paper is organized as follows, Section II illustrates the background and related work for scheduling and job shop scheduling. Section III describes the job shop scheduling problem. Section IV is about Genetic algorithms, it"s operators and parameters. Section V describes dataset and results. The paper is concluded in section VI.
II. BACKGROUND AND RELATED WORK
Scheduling is the process of allocating the optimal resource for executing a task. Job scheduling can be classified into three types namely single machine scheduling, flow shop scheduling and job shop scheduling.
A. Single machine scheduling
In single machine scheduling, multiple jobs are assigned to a single machine for execution. The machine to which the jobs are allocated can be classified into two types such as,  Dependent  Independent If the set-up time of the jobs is independent, then the problem is named as single machine scheduling problem with independent jobs or it is named as single machine scheduling problem with dependent jobs. The performance of the single machine scheduling problem is measured using the following metrics.
 Mean flow time  Maximum lateness  Total hardiness  Number of tardy jobs If the number of machines is more than one, the single machine scheduling is called as single machine scheduling with parallel machines. The parallel machine scheduling problem is classified into three types such as identical parallel machine scheduling problem, proportional or uniform parallel machines scheduling problem and unrelated parallel machine scheduling problem.
1) Identical parallel machine scheduling problem
In identical parallel machine scheduling problem, the machines that are parallel have identical speed. The jobs that are allocated to the parallel machines consume the same amount of processing time. A branch and bound algorithm is proposed in (Lee & Kim, 2015) for reducing the tardiness of the jobs in identical parallel machine scheduling problem.
Once the specified numbers of jobs are processed, each machine demands a preventive maintenance task.
2) Proportional parallel machine scheduling problem
In this type of single machine scheduling, the parallel machines have different speeds. Among the available machines, the first machine is considered to be the slowest machine and the last machine is considered to be the fastest machine. The issues related to the scheduling of jobs that has similar due date and proportional early and tardy penalties of the identical parallel machines are analyzed (Sun & Wang, 2003) . The analysis results show that the scheduling is a NP-hard problem. Further, the issues in the scheduling are addressed using dynamic programming problem.
3) Unrelated parallel machine scheduling problem
In this type of scheduling there will not be any relationship between the processing times of the jobs on the parallel machines. The difference in the technology can be due to the factors such as different machine and different job features. An iterated greedy algorithm is proposed for addressing the large-scale unrelated parallel machines scheduling problem (Abdelmaguid, 2015) . The suggested algorithm by iterating over the constructive heuristic using destruction and construction phase provides a sequence of solutions. When compared to the traditional metaheuristic approach, the proposed approach provides optimal performance. A multi-objective PSO (MOPSO) optimization is proposed for estimating the optimal approximation of Pareto frontier (Torabi, 2013) . By exploiting the selection regimes the personal and global best Institute of Science, BHU Varanasi, India solutions are obtained. When compared to the Conventional Multi-Objective Particle Swarm Optimization (CMOPSO) algorithm, the suggested MOPSO provides optimal quality, diversity and spacing.
B. Flow shop scheduling
In this type of scheduling, the jobs can be scheduled in various machines. Each job follows a process sequence. The process sequences of all the jobs are same. The performance of the flow shop scheduling is measured using the following metrics,  Mean flow time  Maximum lateness  Total hardiness  Number of tardy jobs  Makespan A Memetic algorithm named Opposition-based Differential Evolution (ODDE) is suggested for addressing the Permutation Flow Shop Problem (PFSSP) (Li & Yin, 2013) . Initially, the ODDE is made suitable for the PFSSP using Largest-Ranked Value (LRV) rule. The LRV rule converts the continuous position of Direct Evolution (DE) into discrete job permutation. The Nawaz-Enscore-Ham (NEH) is combined with the random initialization to the population with certain quality and diversity. By exploiting the global optimization property of DE, the crossover rate is tuned. By deploying the opposition based learning for the initialization and generation jumping for the global optimum solution enhancement, the convergence rate of the DE is enhanced. The individuals with certain probability are enhanced using fast local search. The pairwise based local search is used for enhancing the global optimum solution. Further, it prevents the algorithm from local minimum. An Effective estimation of Distributed Algorithm (EDA) is suggested for addressing the Distributed Permutation Flow-shop Scheduling problem (DPFSP) (Wang, 2013) . The optimal schedules are generated by deploying completion factory rule. The probability distribution of the solution space is illustrated using probability model.
C. Job shop scheduling
Job shop scheduling is an optimization problem that allocates suitable jobs to the machines for execution. In the job shop scheduling, the jobs are scheduled based on two factors such as routing of the jobs and processing time of the jobs. The scheduling issues of the flexible job shops are illustrated in (Sobeyko & Mönch, 2016) . The Shifting Bottleneck Heuristic (SBH) is hybridized using local search approach and Variable Neighborhood Search (VNS) approach. The increase in the processing flexibility decreases the improvement of the advanced techniques.
An agent-based local search GA is used for efficiently handling the job shop scheduling problem. The suggested GA exploits a multi-agent system for deploying the local search genetic algorithm (Asadzadeh, 2015) .
A novel hybrid island model is proposed for handling the job shop scheduling problem. The suggested model exploits a selfadaptation phase strategy for maintaining an optimal balance between diversification and intensification of the search process. The suggested self-adaptation phase strategy selects the optimal individuals based on the local search using tabu search (Kurdi, 2015) .
III. JOB SHOP SCHEDULING PROBLEM
The classical Job shop scheduling problem (JSSP) is one of the important and difficult problems in computer science and operations research and received an enormous amount of attention in the research literature.
The JSP problem is to determine the total completion time of set of operation/tasks on a set of machines. Following is the constraints that must be followed.
1. All jobs are available at time zero. 2. Each machine can process at most one operation at any time. 3. Each operation can be processed only at one machine at a time. 4. Operations of each job must be processed in a given order. 5. Processing time ti,j of each operation Oi,j is defined where ith operation of job j. 6. All the set of operation must be completed on set of machine. The objective of the scheduling task is to optimize a certain criterion. These criterions are used as performance measure of the schedule.
Makespan: The makespan means the time needed to complete all the jobs and can be defined as C max = max 1≤i≤n (C i ), where C i is the completion time of job J i .
IV. GENETIC ALGORITHMS

A. Basic Genetic Algorithms
Genetic algorithm is based on the Darwin"s theory of evolution. According to Darwin"s theory only the fittest individual survives in the next generation. By exploiting the information in solution population, new solutions with better performance are obtained. Institute of Science, BHU Varanasi, India Efficiency  The available information was obtained using crossover operator.  The exploration and exploitation was balanced using local search approaches. Nouiri et al., 2013 The PSO algorithm was proposed for addressing the FJSP.
 The partial FJSP and total FJSP were used as the benchmark data.  Provides optimal balance between intensification and diversification  Integrates the advantages of both the evolutionary algorithm and LS method  Does not provide optimal result for all benchmark instances Godberg (1989) described the steps in the GA. Initially, random number of chromosomes are collected for generating a population, then the fitness value of each chromosome in the population is computed. Among the existing chromosomes two chromosomes that have higher fitness value is selected. The selected chromosomes are then applied the crossover probability for generating new off springs. With the mutation probability new off springs are mutated at each locus then the mutated off springs are placed in the new population. The entire process is repeated till the termination criterion is met. If the end condition is satisfied the optimal solution from the current population is returned. Institute of Science, BHU Varanasi, India B. Genetic Algorithms for JSSP This subsection presents the solution representation, genetic operators used for solving job shop scheduling problem.
Fig. 1. Genetic algorithm flowchart
I.
Solutions Representation A 1D array is used for solution representation as shown in figure 2 . The total number of operations of the JSSP problem defines the size of array. The chromosome is formed in such as way that it covers all the operation and there is no chance of formation of invalid chromosome. The integer values in the array indicate the job number. The repeated values of job number indicates the different operation of same job number. The operations number is measured from left to right direction in increasing order.
Fig. 2. Solutions representation
For example, in figure 2, the T91 number (9) indicates the first operation of Job number 9, and T92 denotes the second operation of job number 9 and so on. The second number is 6 indicates the first operation of job number 6 etc. The sequences of this number define the solutions of the JSSP problem. The solution which is minimum makespan is called an optimal solution.
II.
Solution Initialization Process Initial population is generated randomly considering the total tasks in each job. Randomness in chromosome is maintained using numpy.shuffle method from python. In JSSP, the number of machine generally indicates the number of operation of each job. It is important to ensure that all the operation of all the job are executed. The chromosome size implicitly validates number of operations to be performed. The design of chromosome take care that all the operation are considered and the further process of crossover or mutation does not invalidate the chromosome.
III.
Genetic Operator  Table II presents selection, crossover, mutation operators and experimental setup of genetic algorithms experimented for job shop scheduling problem. 
IV.
Selection Operator The selection strategy of chromosomes for the next generation is equally important to find the solutions of the problem. The tournament selection operator is used to select the chromosome.
V. Crossover Operator GOX (generalized order crossover) (Bierwirth, 1995; Bierwirth et al., 1996) is used to produce the valid permutation while preserving the order of the operation within the parent chromosome. The order of genes and valid genes sequence of the chromosome is important as far as crossover is considered. In GOX, two parent chromosomes are divided in such as way that new offspring formed is valid and some sequences (fixed_list) is maintained in new offspring.
Example: Consider two chromosomes P1 and P2 as shown in figure 3 . P1 and P2 represents the two chromosome used to produce the new offspring. P1 and P2 have 9 task of three jobs. The genes from chromosome represent the task of the Job and same gene number represents the next task of same Job. P1"s first entry "1" indicates the first task of Job No. 1, next entry "2" indicates first task of Job No.2, third entry "2" indicates second task of Job No. 2 and so on. The index is used for references as index of the elements starting from 1. The idea behind this is to use part of one chromosome (P1) as fixed and mix with another chromosome (P2) to form new offspring. The random number of i, j, k is shown in figure 3 as i=6, j=3 and k=3, The portion of chromosome P1 is fixed from location j to j+i elements. If j+i crosses the length of chromosome then remaining task are taken by considering chromosome as circular. i.e. task from starting of P1 are considered. In our example fixed_list of i=6 is formed as shown rectangle in figure 4 as fixed_list. The value of k is used as divider for forming left_list and righ_list as shown in P2 of figure 4. The left_list [3,1] and right_list=[2,3,3,2,1,2,1 ] is formed. The task which are in fixed_list is used as it is in final chromosome, so the task from left_list and right_list are removed which are in fixed_list, which is shown in figure 5 . At last all the task from left_list is used followed by fixed_list and then remaining from the right_list. The new offspring formed is shown in figure 5. 
Operator/Parameter Name/Value
VI.
Mutation Operator The mutation operator probability is maintained in between 0.1 to 0.2 for better exploration of solutions space.
VII.
Objective Function The Job scheduling problem is treated as minimization problem. The objective is minimization of total unit time of the schedule.
V. DATA SET AND EXPERIMENTAL RESULTS
This section gives a detailed explanation about the datasets used and the results obtained. The proposed algorithm is implemented using "Python" programming language and tested on a computer with the following specifications: Windows 7 Professional, Intel core i5 8250U CPU 2.5 @1.60 GHz 1.80 GHz and 8 GB RAM. For every dataset, Genetic algorithm was executed for 10 times.
A. Dataset
Dataset 1: Lawrence (1984) presented 40 problem instances of JSSP starting from la01 to la40 (Lawrence, 1984) . Lawrence problem instances can be divided into 8 types depending on number of job operations and number of machines. The datasets, la01 to la05 datasets are with size 10x5, means 10 jobs and 5 machines. Datasets, la06 to la10 are 15x5, la11 to la15 are 20 x 5, la16 to la20 are 10x10 problem, la21 to la25 are 15x10, la26 to la30 are 20x10, la31 to la35 are 30x10 and la36 to la40 are 15x15.
Dataset 2: Applegate & Cook (1991) presented problem instances from orb01 to orb10. All the problem instances are with 10 jobs and 10 machines.
Dataset 3: Fisher (1963) defined ft06, ft10, and ft20 dataset instances with size 6x6, 10x10 and 20x5 respectively. Dataset 4: Adams et al. (1988) have problem instances from abz6 to abz9 ranging from 10x10 to 20x15.
Below is the example of Lawrence dataset la01. All the JSSP instances are given in standard formats which are combination of numbers. The location of number and its values give us the detail information of the problem. In the above example, the first line of JSSP problem instance have two integer numbers which denotes the number of job and number of machines respectively.
The second line onward gives information about the sequences of operations to be performed on which machine and time unit of the processing on each machine. The second line onward information is as follows.
1. Each line from second line onward indicates operations of single job.
2. The job number starts from 0 to N-1 jobs from second line to N+1 lines. In above example of 10 job X 5 machines, job number 0 on second line, job number 1 on third line, job number 2 on fourth line .. and job number 9 on 11 th line. This sequence of pair defines the sequences of operation of job no 2 on different machines and its time unit. The first number from the pair denotes the machine number (first machine starts with 0). In our example, (3, 39) indicates that job number 2 have first operation to be processed on machine number 3 having processing time unit of 39, second operation (4,98) is on machine number 4 with processing time unit of 98, and so on.
Each line
4. Continue the above 3 step until the last time to read all the Job"s operation sequences.
B. Results
The chromosome sample of Lawrence la01 problem is given as shown in figure 6. Fig. 6 . Chromosome of instance la01 (Lawrence, 1984) The job sequences indicates the Job"s task sequences with triplet (machine_no, starting_time, end_time) for example the first list indicates the first job and entry is (1, 131, 152) indicates that the first task of job no 1 is executed on machine no 2 (as machine no starts with 0) at timing slot from 131 to 152 and so on.
Similarly, the machine sequences gives information of machines in triplet form (job_no, starting_time, end_time) . The whole row indicates all the task the particular machine executes. i.e. The fifth row entry (9,0,77) indicates that the first task of job no 9 is executed on machine no 4 from time slot 0 to 77 time unit and so on.
Job sequence: [[ (1, 131, 152), (0, 164, 217), (4, 249, 344) , (3, 345, 400) , (2, 619, 653) ], [ (0, 0, 21) , (3, 69, 121), (4, 233, 249) , (2, 249, 275) , (1, 331, 402) ], [ (3, 306, 345), (4, 448, 546) , (1, 546, 588) , (2, 588, 619) , (0, 619, 631)], [ (1, 54, 131), (0, 217, 272), (4, 369, 448) , (2, 511, 577) , (3, 577, 654) ], [ (0, 21, 104) , (3, 121, 155) , (2, 155, 219) , (1, 402, 421) , (4, 629, 666)], [ (1, 0, 54), (2, 54, 97), (4, 154, 233), (0, 272, 364) , (3, 400, 462) ], [ (3, 0, 69), (4, 77, 154) , (1, 154, 241) , (2, 318, 405) , (0, 413, 506)], [ (2, 0, 38), (0, 104, 164) , (1, 241, 282) , (3, 282, 306) , (4, 546, 629)], [ (3, 234, 251) , (1, 282, 331), (4, 344, 369), (0, 369, 413) , (2, 413, 511) ], [ (4, 0, 77) , (3, 155, 234) , (2, 275, 318) , (1, 421, 496) Figure 7 represent the schedule of all the task of each job on machines. The horizontal line indicates the time unit of the execution of task whereas the vertical line indicates the machine numbers starting with 0. Each job is shown with difference color and number on the task indicates the Job number and length of the bar indicates the time period of task execution on that machine. Institute of Science, BHU Varanasi, India The result of Lawrence (1984) dataset is shown in Table III . The obtained results, best known results, deviation and success rate is presented. The result shows that for ten datasets, GA obtained optimal values. Table IV represents the results for Applegate & Cook (1991) 8 instances from 0rb1 to orb8. The values in deviation column shows the percentage of deviation is below 10 for all the instances and minimum deviation is 2.59%. Table V shows the result for Fisher (1963) instances where ft06 deviation is 0% and remaining are below 10%. Table VI shows the result for Adams et al., (1988) instances where the result of deviation is below 20% for three instance and below 10% for two instances. Figure 8 , 9 and 10 shows the convergence of proposed GA for datasets from Lawrence (1984) , Fisher (1963) and Adams et al., (1988) . Figure 8 show the chart of result of dataset instance of la01, la04 and la12 JSSP problems. The vertical line (Y-Axis) represents the makespan time unit value that needs to be minimized whereas the horizontal line(X-Axis) represents the number of iteration. Fig. 8 . Performance of GA, makespan verses iteration (Lawrence, 1984) Fig. 9. Performance of GA, makespan verses iteration (Fisher, 1963) Fig. 10 . Performance of GA, makespan verses iteration (Adams et al., 1988) CONCLUSIONS Job shop scheduling problem is NP problem. In literature different heuristic algorithms are investigated to solve different variations of job shop scheduling problem. From the survey on the various JSS optimization techniques it is observed that the existing techniques do not have the ability to handle variations in constraints and objectives. This paper presents genetic algorithms for solving job shop scheduling problem. Proposed one dimensional solution representation and initialization process creates partially feasible solution. Used generalized order crossover and swap mutation maintains the feasibility in the solution. Performance of GA is tested on four benchmark datasets. Proposed GA with feasible representations and operators shows fast convergence towards best solution.
Future work: In many instances genetic algorithms stops close to the best known solution. There is scope to improve the performance with hybridization of local search algorithm.
