One electron system minimally coupled to a quantized radiation field is considered. It is assumed that the quantized radiation field is massless, and no infrared cutoff is imposed. The Hamiltonian, H, of this system is defined as a self-adjoint operator acting on L 2 (R 3 ) ⊗ F, where F is the Boson Fock space over L 2 (R 3 × {1, 2}). It is shown that the ground state, ψ g , of H belongs to
Introduction

The Pauli-Fierz Hamiltonian
In this paper one spinless electron minimally coupled to a massless quantized radiation field is considered. It is the so-called Pauli-Fierz model of the nonrelativistic QED. The Hilbert space of state vectors of the system is given by
where F denotes the Boson Fock space defined by For each {k, j} ∈ R 3 × {1, 2}, the annihilation operator a(k, j) is defined by, for Ψ =
(a(k, j)Ψ) (n) (k 1 , j 1 ..., k n , j n ) = √ n + 1Ψ (n+1) (k, j, k 1 , j 1 , ..., k n , j n ).
The creation operator a * (k, j) is given by a * (k, j) = (a(k, j)⌈ F 0 ) * . They satisfy the canonical commutation relations on F 0
[a(k, j), a
The closed extensions of a(k, j) and a * (k, j) are denoted by the same symbols respectively. The annihilation and creation operators smeared by f ∈ L 2 (R 3 ) are formally written as a ♯ (f, j) = a ♯ (k, j)f (k)dk, a ♯ = a or a * , and act as (a(f, j)Ψ) (n) = √ n + 1 f (k)Ψ (n+1) (k, j, k 1 , j 1 ..., k n , j n )dk, (a * (f, j)Ψ) (n) = 1 √ n j l =j f (k)Ψ (n−1) (k 1 , j 1 , ..., k l , j l , ..., k n , j n ), where j l =j denotes to sum up j l such that j l = j, and X means neglecting X. We work with the unith = 1 = c. The dispersion relation is given by ω(k) = |k|.
Then the free Hamiltonian H f of F is formally written as
ω(k)a * (k, j)a(k, j)dk, and acts as (H f Ψ) (n) (k 1 , j 1 , ..., k n , j n ) = n j=1 ω(k j )Ψ (n) (k 1 , j 1 , ..., k n , j n ), n ≥ 1, (H f Ψ) (0) = 0 with the domain
Since H f is essentially self-adjoint and nonnegative, we denotes the self-adjoint extension of H f by the same symbol H f . Under the identification
the quantized radiation field A with a form factor ϕ is given by the constant fiber direct
where A(x) is the operator acting on F defined by
e(k, j) ω(k) a * (k, j)e −ik·x ϕ(−k) + a(k, j)e ik·x ϕ(k) dk.
Here ϕ denotes the Fourier transform of ϕ and e(k, j), j = 1, 2, are polarization vectors such that (e(k, 1), e(k, 2), k/|k|) forms a right-handed system, i.e., k·e(k, j) = 0, e(k, j)· e(k, j ′ ) = δ jj ′ , and e(k, 1) × e(k, 2) = k/|k| for almost every k ∈ R 3 . We fix polarization vectors through this paper.
The decoupled Hamiltonian is given by
Here H p = 1 2 p 2 + V denotes a particle Hamiltonian, where p = (−i∇ x 1 , −i∇ x 2 , −i∇ x 3 ) and x = (x 1 , x 2 , x 3 ) are the momentum operator and its conjugate position operator in L 2 (R 3 ), respectively, and V : R 3 → R an external potential. We are prepared to define the total Hamiltonian, H, of this system, which is give by the minimal coupling to H 0 . I.e., we replace p ⊗ 1 with p ⊗ 1 − eA,
where e denotes the charge of an electron.
Assumptions on V and fundamental facts
We give assumptions on external potentials. We say V ∈ K 3 (the three dimensional Kato class [22] (2) We say V ∈ V exp if and only if V = Z + W such that inf Z > −∞, Z ∈ L 1 loc (R 3 ),
(1) We say V ∈ V (m), m ≥ 1, if and only if Z(x) ≥ γ|x| 2m for x ∈ O with a certain compact set O and with some γ > 0.
(2) We say V ∈ V (0) if and only if lim inf |x|→∞ W (x) > inf σ(H), where σ(H) denotes the spectrum of H.
We introduce Hypothesis H m . 
Then −eZ/(4π|x|) ∈ V (0) for all e > 0.
Proof: It is known that −1/|x| ∈ K 3 ∩ V exp . Then we shall show infσ(H) < 0. Let V = −eZ/(4π|x|) and f be the ground state of
Thus the proposition follows. 2
The number operator of F is defined by
with the domain
The following proposition is well known. 
with some constants D > 0 and δ > 0.
Proof: See [5, 10] for (i) and (iii), [12] for (ii) and [15] for (iv). 2
Remark 1.6 It is not clear directly from Proposition 1.5 that
is called the infrared cutoff condition. (1.1) is not assumed in Proposition 1.5, which is due to [5] . For suitable external potentials, e 0 = ∞ is available in Proposition 1.5. This is established in [10] . In the case where inf ess (H p ) − inf σ(H p ) = 0, examples for H to have a ground state is investigated in [16, 18] . It is unknown, however, whether such a ground state decays in x exponentially or not. When electron includes spin, H has a twofold degenerate ground state for sufficiently small |e|, which is shown in [17] .
Photon number localization and infrared singularities for a linear coupling model
The Nelson Hamiltonian [21] describes a linear coupling between a nonrelativistic particle and a scalar quantum field with a form factor ϕ.
The Nelson Hamiltonian is defined as a self-adjoint operator acting in the Hilbert space H N , which is given by
where g denotes a coupling constant,
It has been established in [2, 4, 9, 24] that the Nelson Hamiltonian has the unique ground state, ψ N g , under the condition I < ∞. Let us denote the number operator in H N by the same symbol N as that of H. In [6] it has been proven that ψ N g decays superexponentially, i.e.,
for arbitrary β > 0. This kind of results has been obtained in [11, Section 3] and [23] for relativistic polaron models, and [25, Section 8] for spin-boson models. Moreover in [6] we see that lim
Actually in the infrared divergence case, 4) it is shown in [19] that the Nelson Hamiltonian with some confining external potentials has no ground states in H N . Then we have to take a non-Fock representation to investigate a ground state with (1.4) . See [1, 3, 20] for details. That is to say, the number of bosons of ψ N g diverges and the ground state disappears as the infrared cutoff is removed. A method to show (1.2) and (1.3) is based on a path integral representation
Precisely it can be shown that in the case I < ∞ there exists a probability measure µ on C(R; R 3 ) such that for arbitrary β > 0,
where (q t ) −∞<t<∞ ∈ C(R; R 3 ), and
Note that the double integral
is estimated uniformly in path and T as
This uniform bound is a core of the proof of identity (1.5).
The main theorems
In contrast to the Nelson Hamiltonian, for the Pauli-Fierz Hamiltonian, as is seen in Proposition 1.5, it is shown that the ground state, ψ g , exists and
even in the case I = ∞. We may say that the infrared singularity for the 
where
Actually we can not estimate (1.9) uniformly in path such as (1.7). Therefore we are not concerned here with (1.8) . In place of this we will show the following theorems. 
(1.10)
for almost every x ∈ R 3 .
From Theorems 1.7 and 1.8 the following corollary is immediate. 
Outline of proofs of the main theorems
In the following we mostly omit the tensor notation ⊗, e.g., we express as
The strategy of this paper is as follows. We check that in order to prove Theorem 1.7 it is enough to show that ψ g ∈ D(a(k 1 , j 1 )...a(k l , j l )) and that
for all l ≥ 0. It is not easy, however, to show (1.11) because of no infrared cutoff condition. Nevertheless Bach-Fröhlich-Sigal [5] proved that (1.11) is finite for l = 1 even in the case I = ∞. We extend their method for l ≥ 1. To see it we first establish the following inequality:
with some positive constant C. Here b(k, j) is a modified annihilation operator given by
Moreover if ψ g ∈ D(N k/2 ) then we establish the identity
(1.13)
for almost every x ∈ R 3 with some positive constants D k and δ, where
Under these preparation we prove Theorem 1.7 by means of an induction. Let us assume that ψ g ∈ D(N k/2 ) for k = 1, 2, ..., n − 1. Then we see that (1.11) holds for l = 1, 2, ..., n − 1. We will prove two things. First by applying a variant of the pull-through formula we show that
and secondly by means of (1.13),
New ingredients in this paper are to establish (1.12), (1.13) and (1.14). This paper is organized as follows. In Section 3 we establish (1.14) by means of pull-through formula. In Section 4 we give a proof of the main theorems. In Section 5 we show (1.13) by virtue of a functional integral representation.
2 Pull-through formula and exponential decay
Fundamental facts
We set
for all l ≥ 0. Then it follows that for arbitrary l ≥ 0,
where L{...} denotes the set of the finite linear sum of {...}. We define
and
and essentially self-adjoint on C.
Proof:
The self-adjointness is trivial. Since C ∞ 0 (R 3 ) and F ω are the set of analytic vectors of |x| m and (H f +1) n respectively, C ∞ 0 (R 3 ) and F ω are cores of |x| m and (H f +1)
For notational convenience we set k = (k, j) ∈ R 3 × {1, 2} and
.., n, and Ψ ∈ C. Then it is well known and easily proven that
with some constant ǫ(f 1 , ..., f n ) independent of Ψ.
Let A and B be operators. We say f ∈ D(AB) if f ∈ D(B) and Bf ∈ D(A).
with the Lebesgue measure zero such that
Then there exists a subsequence
.2) and (2.3) are valid and
Proof: See Appendix A.
Lemma 2.5
The operator |x| leaves D invariant.
strongly as m → ∞. H n f |x|Ψ m is well defined and it is obtained that
For simplicity we set
where {p 1 ,...,p l }⊂{1,2,...,n} means summing up all the combinations to choose l numbers from {1, 2, ..., n}. Hence by (2.1), 
Moreover assume that {Ψ m } ⊂ C satisfies that Ψ m → Ψ and
with the Lebesgue measure zero such that for
.6) and (2.7) are valid and
Pull-through formula
Lemma 2.8 We have
, and for Ψ ∈ C,
By (2.9) and (2.10) we have
The lemma follows. 2 B denotes the closure of B. We simply set
It follows that for Φ ∈ C,
with some constants c 1 and m 1 , and
The second term of (2.11) is estimated as
with some constants c 2 and m 2 . By (2.5) the first term of (2.11) is estimated as
follows with some constants c 3 , c ′ and
follows with some constants c and m.
Then there exist N D (Ψ) ′ ⊂ R 3n with the Lebesgue measure zero and a subsequence
We get the desired results. 2
The following lemma is a variant of the pull-through formula. Recall that E = infσ(H).
Lemma 2.10 For (k 1 , ..., k n ) ∈ N (ψ g ), the following (1), (2) and (3) hold;
In particular it follows that for (k 1 , ..., k n ) ∈ N (ψ g ) and (k 1 , ..., k n ) = (0, ..., 0),
from Lemma 2.9. Since C is a core of H, we have φ m ∈ D such that φ m → ψ g and Hφ m → Hψ g = Eψ g strongly as m → ∞. Then we have for φ ∈ C
It follows that
and lim
Then b(k 1 )...b(k n )ψ g ∈ D(H) and we have
Note that R 0 ψ g = R 0 ψ g and R 2 ψ g = R 2 ψ g . Then (2.13) follows. 
for almost every x ∈ R 3 . In particular N k/2 ψ g ∈ D(e δ|x| m+1 ).
The proof of Lemma 2.11 is based on a functional integral representation of e −tH .
Essential ingredients of the proof have been obtained in [13] . The proof is, however, long and complicated. Then we move it to Appendix B. 
Lemma 2.12 Suppose that
ψ g ∈ D(N k/2 ). Then |x| l ψ g ∈ D(N k/2 ) for all l ≥ 0.
Proof of Lemma 2.12
In Lemma 2.13 we set
and N k/2 ψ g ∈ D(|x| l ) by Lemma 2.11, the lemma follows. 3 Proof of the main theorems
Proof: We identify H as
We note that
By the definition of a(k) we have
Here on the third line we can interchange and ∞ l=0 by (3.1) and the monotone convergence theorem. Thus the lemma follows.
2
and, that for n = 1, 2, ..., k,
Proof: By Lemma 3.1,
One can inductively see that there exist constants a j , j = 1, ..., k, such that on F 0 ,
Then it follows that
As n → ∞, from (3.3) it follows that the right hand side of (3.4) converges to
Proof: By the closed graph theorem there exists a constant C such that
First we shall prove that R ω (p · k q ) and R ω (A · k q ) are bounded with
we see that
Thus (3.7) follows. Note that
Thus (3.8) follows. We have on C
Then by (3.7) and (3.8) we have for Ψ ∈ C,
Since ϕ < ∞, √ ω ϕ < ∞ and ϕ/ω < ∞, (3.5) follows for Ψ ∈ C. By a limiting argument it can be extended for Ψ ∈ D. (3.6) is rather easier than (3.5). We have for
Thus the lemma follows from a limiting argument and √ ω ϕ < ∞. 2
From Lemma 3.3 the next lemma immediately follows.
Lemma 3.4 For almost every
Proof: Note that for (k 1 , ..., k n ) ∈ N (ψ g ) and (k 1 , ..., k n ) = (0, ..., 0),
Similarly we obtain that
We choose a sequence {Ψ m } ⊂ C such that Ψ m → ψ g and ((H f + 1)
for j = 1, 2, since K is sufficiently large. By Lemma 2.7 there exists a subsequence {m ′ } ⊂ {m} such that for almost every (k 1 , ..., k n ) ∈ R 3n , (3.9) follows and 13) and
Then we have by (3.10) and (3.11)
with some constant C and C ′ . Thus by the Lebesgue dominated convergence theorem and (3.12), (3.13) and (3.14), we have
.., n, are arbitrary, the lemma follows. 2
strongly as m → ∞, since K is sufficiently large. By Lemmas 2.4 and 2.7 there exists a subsequence {m ′ } ⊂ {m} such that for almost every (
Thus the proof is complete. 2
The lemma is proven in the similar way as Lemma 3.5. 2
Proof: We have by Lemma 3.5 and
By the assumption it follows that |x| m+l Ψ ∈ D(N n/2 ). Thus we see that
Hence we conclude (3.16). 2
We set the right hand side of (3.16) by R n,m (Ψ), i.e.,
Proof:
We have by Lemma 3.6,
The term with l = 0 in (3.17) is just
The lemma follows from Lemma 3.7.
Proof of Theorem 1.7
We prove the theorem by means of an induction.
follows for all m ≥ 0 and l ≤ n − 1 by Lemma 2.12. By Lemma 3.8
By (3.18) we see that R n−l,l (Ψ) < ∞. From Lemma 3.4 it follows that 19) where 
Proof: We fix a sequence {Ψ m }. The lemma is proven inductively. Note that
for p ≤ q. By (2.1) we see that it follows that for k 1 ∈ N 1 (Ψ), Ψ ∈ D(a(k 1 )) and
For Ψ m 1 we have by (2.1)
. Then the lemma follows.
Proof of Lemma 2.6
Applying (2.5) instead of (2.1), we can show the lemma in the similar way as Lemmas 4.1, 4.2 and 2.4. 
Appendix B
In this section we prove Lemma 2.11. In [13] we proved that e −tH maps D(N k/2 ) into itself for the case when V = 0. We extend this result for some nonzero potential V . We see that if ψ g ∈ D(N k/2 ) then the identity
is well defined. Using (4.8) we shall prove that N k/2 ψ g (x) F decays exponentially. To see it we prepare some probabilistic notations.
It is known that there exist a probability space (Q, µ) and Gaussian random vari-
It is also known that there
, where λ is the inverse Fourier transform of
The free Hamiltonian in L 2 (Q) corresponding to H f in F is denoted by H f . To have a functional integral representation of e −t H f we go through another probability space
be the isometry defined by
,
Here :X: denotes the Wick power of X inductively defined by
where Q * = Q, Q 0 and φ * = φ, φ 0 . Then J t can be extended to an isometry and
i.e., Ψ(x) ∈ L 2 (Q) for almost every x ∈ R 3 . In [13, Lemma 4.9] we established that
-valued expectation value with respect to the wiener measure P x on C([0, ∞); R 3 ) with P x (X 0 = x) = 1, and
is given by
Let N and N 0 be the number operators in L 2 (Q) and L 2 (Q 0 ), respectively. Note that
on a dense domain. The expectation value with respect to P x is denoted by E x . We show a fundamental inequality.
In particular sup x∈R 3 E x (ξ 2m ) < ∞.
Proof: See [13, Theorem 4.6]. 2
with some polynomial P k (·).
Proof: Note that for each (x, X · ),
. We see that
Then it is obtained that
Thus the proof is complete. Proof: Let Φ, Ψ ∈ D(N k/2 ). We have
V (Xs)ds dx.
Hence we have by Lemma 4.4
The first term (4.11) is estimated as
where E p = inf σ(H p ). The second term (4.12) is estimated as < ∞.
Then we have for almost every x ∈ R 3 . We see that by Lemma 4.4 
Proof of Lemma 2.11
It is enough to prove the lemma for sufficiently large |x| by Lemma 4.7. Set θ = sup x∈R 3 (N + 1) k/2 ψ g (x) L 2 (Q) < ∞. We have by (4.13) and (4.14) for almost every
V (Xs)ds (1 + P k (ξ)) e tE θ ≤ E x (1 + P k (ξ)) By (4.9) we have
where Q k is some polynomial of the same degree as P k . Then we have
Here t is arbitrary. Take t = t(x) = |x| 1−m . Then by [7] we see that there exist positive constants D and δ such that for sufficiently large |x|, e t(x)E E x e −2 t(x) 0 V (Xs)ds ≤ De −δ|x| m+1 .
In the case of m ≥ 1 it is trivial that Q k (t(x)) ≤ θ ′ with some constant θ ′ independent of x. Hence
follows for sufficiently large |x|. Thus the lemma follows for m ≥ 1. In the case of m = 0, we see that N k/2 ψ g (x) L 2 (Q) ≤ θQ k (|x|)De −δ|x| , and hence
follows for δ ′ < δ with some constant D ′ for sufficiently large |x|. The lemma is complete. 2
