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1DISTURBANCE OBSERVER DESIGN FOR NONLINEAR SYSTEMS
REPRESENTED BY INPUT-OUTPUT MODELS
Shihong Ding1, Member, IEEE, Wen-Hua Chen2,†, Fellow, IEEE, Keqi Mei1 and David J. Murray-Smith3
Abstract—A new approach to the design of nonlinear disturbance
observers for a class of nonlinear systems described by input-
output differential equations is presented in this paper. In con-
trast with established forms of nonlinear disturbance observers,
the most important feature of this new type of disturbance
observer is that only measurement of the output variable is
required, rather than the state variables. An inverse simulation
model is first constructed based on knowledge of the structure
and parameters of a conventional model of the system. The
disturbance can then be estimated by comparing the output of
the inverse model and the input of the original nonlinear system.
Mathematical analysis demonstrates the convergence of this new
form of nonlinear disturbance observer. The approach has been
applied to disturbance estimation for a linear system and a new
form of linear disturbance observer has been developed. The
differences between the proposed linear disturbance observer and
the conventional form of frequency-domain disturbance observer
are discussed through a numerical example. Finally, the nonlinear
disturbance observer design method is illustrated through an
application involving a simulation of a jacketed continuous stirred
tank reactor system.
Index Terms—Disturbance observer, nonlinear systems, inverse
simulation model, continuous stirred-tank reactor system.
I. INTRODUCTION
Dealing with discrepancies between properties of the real
plant and its mathematical description has become one of the
main problems of modern control theory, and many nonlinear
control techniques have been developed to reduce the adverse
effects of external disturbances, unmodeled dynamics and
parameter uncertainties. Control design problems caused by
such discrepancies may be approached in at least two ways.
One involves robust control and the uses of feedback principles
to suppress disturbances [1], [2]. However, such methods can
present difficulties in terms of estimation of the disturbances or
may tend to over-estimate their upper bounds [3], [4]. Also,
the resulting gains of the state-feedback controllers tend to
be large in order to provide enough control effort to reduce
the effects of the disturbances [5]. It appears that such robust
methods can lead to a worst-case-based design and the large
values of gain factors can yield unsatisfactory dynamic and
steady-state performance within the closed loop system [6],
[7].
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The second approach is based on composite control prin-
ciples and generally involves two steps [8]. The first step is
to design a baseline feedback controller to satisfy the desired
performance specifications for the nominal system (i.e., the
nonlinear system without considering the disturbances). The
second step is concerned with disturbance attenuation and, in
the approach considered here, a disturbance observer (DOB) is
used to estimate the disturbances. The estimated value is then
taken as a feedforward term for compensation [9]. The baseline
feedback controller plus the feedforward term constitute the
composite controller. It is obvious that the feedforward term
attenuates the adverse effects of the disturbances while the
baseline feedback controller provides the required steady-state
and dynamic performance and also suppresses any remaining
disturbances. Due to the feedforward nature of the compensa-
tion and satisfaction of the prescribed specifications through
use of the baseline feedback controller, the composite control
schemes should provide excellent tracking performance and
smooth control actions without the use of large feedback gains
[10]–[12].
The fundamental idea of the DOB is to bring together
all the internal uncertainties, external disturbances, parameter
uncertainties and unmodeled dynamics as a single lumped
disturbance term and then estimate this term by designing
an observer. As described in [13], the DOB was developed
by Ohnishi and his colleagues [14] in the early 1980s. The
basic DOB block diagram was first proposed in terms of
the frequency-domain. One important element of this block
diagram is a low pass filter which allows the disturbance to
be estimated in a low and medium frequency range but with
high frequency measurement noise filtered out. Methods for
design of this low-pass filter, which is of central importance
in the frequency-domain DOB approach, can be found in
[14], [15]. It should be noted that the conventional frequency-
domain DOBs given in [14] require the linear systems being
considered to have minimum-phase properties. The DOB
design method has been extended recently to non-minimum-
phase systems [16]. However, it should also be noted that the
systems considered in [14], [16] are required to be linear or,
alternatively, their nonlinear parts must be lumped together as
a part of the disturbance variable.
For some inherently nonlinear systems the estimation per-
formance with the linear DOB approach, outlined above, may
not be satisfactory, since the design of the linear DOB is based
on the linearization model of the nonlinear systems. Indeed, for
many practical systems, the nonlinear dynamics are partially
known. If these nonlinear dynamics can be taken into account,
the performance in terms of estimation of the unknown lumped
disturbances may be significantly improved. The first nonlinear
DOB was developed by Chen [17], where a nonlinear DOB
2was constructed to estimate the disturbance torques caused by 
unknown friction in nonlinear robotic manipulators. Lyapunov 
analysis was used to verify the stability of the proposed 
nonlinear DOB system. The nonlinear DOB described in [17] 
was investigated further in [18] in the context of control 
performance improvements in a missile autopilot system. This 
work led on to a proposal for a general framework for 
nonlinear DOB design [19], where the disturbance is generated 
by an exogenous system. Another method, which may also be 
applied to the DOB design problem, involves reduced-order 
multiple observers. The main advantage of the reduced-order 
multiple observer approach relates to the decrease of the num-
ber of system sensors required. The concept of the reduced-
order multiple observer was developed first i n [ 20] w here a 
reduced-order multiple observer was constructed for Takagi-
Sugeno (T-S) systems with unknown inputs. Later, through 
the results in [20], a new reduced-order multiple observer was 
developed in [21] to achieve the finite-time r econstruction of 
the system’s states associated with T-S multiple models. In 
addition, DOB techniques have been applied widely to many 
practical applications, such as the guidance law design for 
a hypersonic gliding vehicle [22], the attitude control of a 
spacecraft [23], and the direct yaw-moment control of an 
electric vehicle [24].
It may be seen that the approaches presented in [17]–[24] 
require system state variables to be available. This implies 
that if some state variables are not measurable these nonlinear 
DOB design methods cannot be applied. It should be pointed 
out that an output feedback design approach for SISO systems 
has been studied in [25], where a nonlinear DOB is constructed 
without measurements of the state variables. The proposed 
nonlinear DOB recovers not only the steady-state performance 
but also the transient performance of the nominal closed-
loop system in the presence of plant uncertainties and input 
disturbances. The results in [25] have also been extended to 
the MIMO case in [26]. However, the systems considered in 
[25], [26] are characterized by some special structures and this 
restricts the application of this DOB design method.
Motivated by these important observations, this paper aims 
to develop a nonlinear DOB design method that uses only 
the output of the nonlinear system. The basic block diagram 
structure for a DOB system of this kind is shown in Fig. 
1 where the plant output variable provides the input to a 
nonlinear inverse model block. In general, inverse dynamic 
models allow time histories of input variables to be found that 
correspond to a given set of output time history requirements. 
Thus, if one can construct the inverse dynamics of a nonlinear 
system, the disturbance can then be directly estimated using 
the type of approach suggested by the block diagram of 
Fig. 1. Inverse models of nonlinear systems have received 
much attention in recent years and several inverse simulation 
methods are available that allow inverse dynamic models to 
be implemented. Some of these were developed for specific 
application areas such as fixed-wing a ircraft a nd helicopter 
handling qualities and agility investigations (see, e.g., [27],
[28]) but have also been used with success for a number of 
other types of problems. The most widely used approaches 
have involved iterative methods and a useful review of these
techniques, as developed for aeronautical applications, has
been provided in [29]. Other approaches have been developed
that are based on continuous system simulation principles and
the most important of these has origins that can be traced back
for more than sixty years to the use of feedback principles for
operations such as division and inverse function generation in
electronic analog computers. In more recent years the method
was developed further and applied to more general problems
of inverse modelling and simulation, as described in [30],
[31] and [32], [33]. This approach has been adopted for the
application considered in this paper, leading to development
of a new form of nonlinear DOB which can be constructed
for a class of nonlinear systems represented by input-output
differential equations.
As described in [30] and [31]–[33], the inverse of the
nonlinear system can be developed in a direct fashion using
the ordinary differential equations which describe the plant
model simply through the addition of high gain feedback.
It has been shown that analysis based on linear minimum-
phase models can be extended to the nonlinear case, not only
for smooth nonlinearities but also for saturation and rate-
limited dynamics [31]–[33]. In the context of DOB design
those results imply that the disturbance may be estimated
by subtracting the control input in the DOB block diagram
(Fig. 1) from the reconstructed input obtained from the inverse
simulation model. This offers the possibility of extending the
inverse simulation approach based on feedback to provide
a new form of nonlinear DOB for system described by
nonlinear input-output ordinary differential equations. There
are two main contributions in the paper. The first one is that a
new DOB design method has been developed using only the
information from the output and the control input, while the
conventional nonlinear DOB requires the information relating
to all the state variables. The second contribution is that the
basic idea of developing the proposed nonlinear DOB is to
construct the inverse of the original system, which is analogous
to the conventional frequency-domain DOB.
II. PROBLEM FORMULATION
In this paper, we consider the following nonlinear single-
input-single-output (SISO) system described by an input-
output differential equation of the following form:
y
(n)
1 = f(Y1) + g0(Y1)v + · · ·+ gm(Y1)v(m),m ≤ n (1)
where y1 ∈ R is the output variable;
Y1 = (y1, y˙1, · · · , y(n−1)1 );
v is the input; f(Y1) and gi(Y1), i = 0, 1, · · · ,m, are smooth
functions.
Remark 1: The input-output model (1) has been widely
used to describe nonlinear systems in the literature, such
as [34], [35], and also for the realization of the state-space
descriptions of nonlinear systems, as described in [35]. Addi-
tionally, equation (1) also represents a large class of nonlinear
systems which may be described as having flatness properties.
Mathematical descriptions of this kind have been used in a
wide range of applications, including the modelling of a DC
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electric motor [14] and virus dynamics [36]. As a matter of 
fact, in many practical systems, gi(Y1), i = 1, · · · , m directly 
equal to zero. When the actuator is considered, we may have 
g0 6= 0, g1 6= 0 and gi(Y1) = 0, i = 2, · · · , m.
Generally speaking, the aim of control design is to ensure 
the stability or convergence of the output and, accordingly, it 
is reasonable to give the following assumption:
Assumption 1: There exists a proper control input u such 
that the output variable y1 of system (1) and its higher-order 
derivatives y˙1, · · · , y(n−1) are bounded.
In addition, system (1) also satisfies the following assump-
tion
Assumption 2: The following dynamic system representa-
tion:
g0(Y1)v + g1(Y1)v˙ + · · ·+ gm(Y1)v(m) = 0 (2)
is globally asymptotically stable.
Remark 2: It should be mentioned that Assumption 1 ap-
plies to almost all the nonlinear control systems that meet the
conditions of smoothness stated already for (1). On the other
hand, by a simple calculation, the zero dynamics of system
(1) can be expressed as
g0(0)v + · · ·+ gm(0)v(m) = 0.
According to Assumption 2, we know that the dynamic system
g0(0)v + · · · + gm(0)v(m) = 0 is globally asymptotically
stable. This means that system (1) is minimum-phase and it
appears that condition (2) can be considered as an extension
of the minimum-phase property of system (1). In other words,
condition (2) implies that the zero dynamics of system (1)
represent a globally asymptotically stable situation. In the
special case where system (1) is a linear system, the model
can be rewritten as
y
(n)
1 + an−1y
(n−1)
1 + · · ·+ a1y˙1 + a0y1
= bmv
(m) + bm−1v(m−1) + · · ·+ b0v
with some constants ai, i = 0, 1, · · · , n − 1 and bj , j =
0, 1, · · · ,m. Condition (2) can then be written as bmv(m) +
bm−1v(m−1) + · · · + b0v = 0, which leads directly to the
minimum-phase property of the given linear system. It can
be observed from the literature that there are many models of
practical systems that satisfy Assumption 2, including the virus
dynamics model [36], continuous stirred tank reactor model
(CSTR) [37], the robotic manipulator system [38], the battery
dynamics models [39], buck converter [40], etc.
The next step is to consider the disturbance estimation
problem in the presence of a matched disturbance. That is,
the disturbance is applied to the nonlinear system (1) in the
same channel as the input. Therefore, the input v consists of
the terms u ∈ R and d(t) ∈ R (i.e., v = u+ d(t)), where u is
the control input and d(t) is the disturbance.
The goal of this paper is to design a DOB to estimate the
disturbance d(t) of the nonlinear system (1) by using only
information from the control input u and the output variable
y1.
III. THE NEW DOB DESIGN FOR NONLINEAR SYSTEMS
In this section, we will show how to construct a new form of
nonlinear DOB based on the input-output model (1). The key
technique involves the use of the inverse of the input-output
model (1), and the methodology which has been applied is
inspired directly by the inverse simulation work in [31]–[33].
To design the DOB for system (1) using the system structure
of the input-output model, we first construct an auxiliary
system as follows
y
(n)
2 = f(Y2) + g0(Y2)h+ · · ·+ gm(Y2)h(m) (3)
where the functions f(Y2) and gi(Y2), i = 0, 1, · · · ,m with
Y2 = (y2, y˙2, · · · , y(n−1)2 )
are defined to be the same as in that of (1), and y2 and h are
the output and input of system (3), respectively. Specifically,
the input h can be defined as
h = K(y1 − y2) (4)
where K > 0 is a sufficient large constant.
On this basis, the disturbance d(t) can be estimated as
dˆ(t) = h− u. (5)
The detailed block diagram of the nonlinear DOB for system
(1) is given by Fig. 1. It can be seen clearly from (3)-(5) that
the proposed new DOB only requires the system output y1,
and that higher-order derivatives of the output variable are not
required in the DOB design.
Now we start to analyse the performance of the proposed
nonlinear DOB (3)-(5). It will be shown that the output of the
nonlinear DOB can gradually recover the unknown disturbance
d(t).
From Eq. (4), it follows that
h = K(y1 − y2)
h˙ = K(y˙1 − y˙2)
· · ·
h(n) = K
(
y
(n)
1 − y(n)2
)
,
(6)
which, in turn, implies that
y2 = y1 − hK
y˙2 = y˙1 − h˙K
...
y
(n−1)
2 = y
(n−1)
1 − h
(n−1)
K
y
(n)
2 = y
(n)
1 − h
(n)
K .
(7)
From the last equation of (7), we have y(n)1 =
h(n)
K + y
(n)
2 .
This, together with (3), implies that
y
(n)
1 =
h(n)
K
+ f (Y2) + g0 (Y2)h+ g1 (Y2) h˙
+ · · ·+ gm (Y2)h(m). (8)
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Fig. 1. Block diagram of the nonlinear DOB (3)-(5)
Applying Eq. (7) again to Eq. (8) yields
y
(n)
1 =
h(n)
K
+ f
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
+ g0
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
h
+ g1
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
h˙
+ · · ·
+gm
(
y1 − h
K
, y˙1− h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
h(m).
(9)
Adding and subtracting the same term f (Y1) + g0 (Y1)h +
g1 (Y1) h˙ + · · · + gm (Y1)h(m) to the right-hand side of Eq.
(9) gives
y
(n)
1
= f (Y1) + g0 (Y1)h+
h(n)
K
+ g1 (Y1) h˙+ · · ·+ gm (Y1)h(m)
+ f
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
− f
(
y1, y˙1, · · · , y(n−1)1
)
+
(
g0
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
−g0
(
y1, y˙1, · · · , y(n−1)1
))
h
+
(
g1
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
−g1
(
y1, y˙1, · · · , y(n−1)1
))
h˙
+ · · ·
+
(
gm
(
y1 − h
K
, y˙1 − h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
−gm
(
y1, y˙1, · · · , y(n−1)1
))
h(m). (10)
Since the functions f(y1, · · · , y(n−1)1 ) and
gj(y1, · · · , y(n−1)1 ), j = 0, · · · ,m are smooth functions,
it can be concluded that the following inequalities hold, at
least locally∥∥∥∥∥f
(
y1− h
K
, y˙1− h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
−f
(
y1, · · · , y(n−1)1
)∥∥∥∥∥
≤ L1
∥∥∥∥∥
(
h
K
,
h˙
K
, · · · , h
(n−1)
K
)∥∥∥∥∥= L1K ∥∥∥(h, h˙, · · · , h(n−1))∥∥∥
(11)
and∥∥∥∥∥gi
(
y1− h
K
, y˙1− h˙
K
, · · · , y(n−1)1 −
h(n−1)
K
)
−gi
(
y1, · · · , y(n−1)1
)∥∥∥∥∥
≤ L2
∥∥∥∥∥
(
h
K
,
h˙
K
, · · · , h
(n−1)
K
)∥∥∥∥∥
=
L2
K
∥∥∥(h, h˙, · · · , h(n−1))∥∥∥ (12)
with L1 and L2 being Lipschitz constants.
Let H1 =
∥∥∥(h, h˙, · · · , h(n−1))∥∥∥. Substituting (11) and (12)
into (10) implies that∣∣∣y(n)1 − f (Y1)− g0 (Y1)h− g1 (Y1) h˙− · · · − gm (Y1)h(m)∣∣∣
≤ |h
(n)|
K
+
L1
K
H1 +
L2
K
H1
(
|h|+ |h˙|+· · ·+|h(m)|
)
.
(13)
It follows from Eq. (13) that∣∣∣y(n)1 −f (Y1)−g0 (Y1)h−· · · − gm (Y1)h(m)∣∣∣
|h(n)|+L1H1+L2
(
H1|h|+ · · ·+H1|h(m)|
) ≤ 1
K
. (14)
When K →∞, one has
y
(n)
1 = f (Y1) + g0 (Y1)h+ g1 (Y1) h˙+ · · ·+ gm (Y1)h(m).
(15)
Combining (15) and (1) gives
g0 (Y1) (h−v)+g1 (Y1) (h˙−v˙)+· · ·+gm (Y1)
(
h(m)−v(m)
)
= 0.
(16)
Letting the error e1 be e1 = h−v, it follows from (16) that
g0 (Y1) e1 + g1 (Y1) e˙1 + · · ·+ gm (Y1) e(m)1 = 0. (17)
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From Assumption 2, we know that system (17) is globally 
asymptotically stable. Therefore, the error between h and v ap-
proaches zero asymptotically, which implies that h converges 
to v. Hence, the estimate dˆ(t) converges asymptotically to the 
disturbance d(t).
Remark 3: It can be seen from (17) that the estimation error 
will asymptotically converge to zero, provided the gain K 
tends to infinity. T hus, t he p roposed D OB a ppears t o b e a 
form of high-gain observer, but this is not the case. More 
specifically, i t c an b e o bserved f rom [ 41], [ 42] t hat high-
gain observers are used to estimate the states of nonlinear 
systems, while the purpose of the proposed DOB is estimation 
of the disturbances. Also, the basic idea of the proposed DOB 
is to reconstruct an inverse model of the original system, 
which is different from the framework of Khalil’s high-gain 
observer. On the other hand, the point may be that both kinds 
of controllers use high gains to suppress the effect of the 
disturbances.
Remark 4: It can be deduced from Assumption 2 that 
system (1) can be rewritten as a Brunovsky form in the state 
space. We should note that the system in Brunovsky form 
represents a variety of practical systems, whose disturbances 
may be estimated by using an extended state observer (ESO)
[43] or Arie Levant’s differentiator [44], [45]. One point we 
should mention is that in order to estimate the disturbances of 
system (1) the proposed DOB only requires the information 
relating to the control input and output variables. However, 
apart from the information relating to the control input and 
output, the ESO [43] and Levant’s differentiator in [44], [45] 
also need information concerning the derivatives of the output 
or state variables.
Remark 5: We should note that the conventional DOB 
design has been widely applied to many kinds of nonlinear 
systems, such as those discussed in [46], [47]. However, it 
can be seen clearly from [46], [47] that accurate information 
relating to the control input and state variables must be 
available. The main difference between the proposed nonlinear 
DOB and the conventional type of DOB lies in the fact that the 
proposed form of observer requires only information relating 
to the control input and output variable. This implies that the 
conventional DOB design methods can not be applied to the 
systems considered in this paper.
IV. PERFORMANCE ANALYSIS
In this section, we will show how the parameter K affects 
the performance of the nonlinear DOB (3)-(5).
By Assumption 1 and the information about the structure 
of the DOB in (3)-(5), it is clear that y1, y˙1, · · · y(n) and
h, h˙, · · ·h(n) are at least locally bounded. Therefore, for a
large enough K, we can obtain from (14) that there exists
a constant λ such that∣∣∣y(n)1 − f (Y1)−g0 (Y1)h− · · · − gm (Y1)h(m)∣∣∣
≤ |h
(n)|+L1H1 + L2(H1|h|+ · · ·+H1|h(m))
K
≤ λ.
This, together with (1), implies that
|g0 (Y1) e1 + g1 (Y1) e˙1 + · · ·+ gm (Y1) e(m)1 | ≤ λ, (18)
which means that the estimation error will converge to a region
around the origin in a finite-time interval.
On the other hand, if there is measurement noise ∆Y1
and lumped disturbances, including system uncertainties and
external disturbances in the input-output model (1), then by a
simple calculation, inequality (18) can be rewritten as
|g0 (Y1 + ∆Y1) e1 + g1 (Y1 + ∆Y1) e˙1 + · · ·
+gm (Y1 + ∆Y1) e
(m)
1 | ≤ λ+ ∆ (19)
with ∆ being the upper bound of the lumped disturbance. It
is clear that the estimation error will still converge to a region
around the origin determined by the parameter λ and the upper
bound of the lumped disturbance ∆.
To build up further understanding of the proposed DOB
design techniques, we want to compare the proposed new
nonlinear DOB with the existing ones. However, it can be seen
that all the existing nonlinear DOBs require the information
relating to the state variables or the output and its higher-order
derivatives. There is clearly no basis for making comparisons
and therefore the special case for linear systems is discussed
and then compared with the existing DOB techniques based
on the input and output model.
Consider the following linear system
y
(n)
1 + an−1y
(n−1)
1 + · · ·+ a1y˙1 + a0y1
= bmv
(m) + bm−1v(m−1) + · · ·+ b0v (20)
where v = u + d(t), the positive integers n ≥ m, ai, i =
0, 1, · · · , n − 1 and bj , j = 0, 1, · · · ,m are known system
parameters. Based on Assumptions 1-2, system (20) satisfies
the following assumption
Assumption 3: Linear system (20) is stable and minimum-
phase.
The new linear DOB for system (20) can be constructed as
dˆ = h− u (21)
where h is defined as
h = K(y1 − y2), (22)
with K > 0 being a sufficiently large constant and y2 being
generated by the following auxiliary system
y
(n)
2 + an−1y
(n−1)
2 + · · ·+ a1y˙2 + a0y2
= bmh
(m) + bm−1h(m−1) + · · ·+ b0h. (23)
The structure of DOB for system (20) is shown in Fig. 2.
In the following, we will show the convergence of the linear
DOB described by Eqs. (21)-(23). From (22), we can also
obtain a relation of the same form as (7) which has the specific
form
y2 = y1 − h
K
, y
(i)
2 = y
(i)
1 −
h(i)
K
, i = 1, · · · , n. (24)
Using the auxiliary system equation (23), we have
h(n) = K(y
(n)
1 − y(n)2 )
= Ky
(n)
1 −K(bmh(m) + bm−1h(m−1) + · · ·+ b0h
− an−1y(n−1)2 − · · · − a1y˙2 − a0y2). (25)
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Fig. 2. Block diagram of the linear DOB (21)-(23).
Substituting (24) into (25) yields
h(n)
= Ky
(n)
1 −K
(
bmh
(m) + bm−1h(m−1) + · · ·+ b0h
)
+K
(
an−1
(
y
(n−1)
1 −
h(n−1)
K
)
+ · · ·
+a1
(
y˙1 − h˙
K
)
+ a0
(
y1 − h
K
))
(26)
and it follows that
h(n) = Ky
(n)
1 −K
(
bmh
(m) + bm−1h(m−1) + · · ·+ b0h
)
+
K
(
an−1y
(n−1)
1 + · · ·+ a1y˙1 + a0y1
− 1
K
(
an−1h(n−1) + · · ·+ a1h˙+ a0h
))
. (27)
System (27) can be rewritten as
h(n) + an−1h(n−1) + · · ·+ a1h˙+ a0h
= K
(
y
(n)
1 + an−1y
(n−1)
1 + · · ·+ a1y˙1 + a0y1
)
−K
(
bmh
(m) + bm−1h(m−1) + · · ·+ b0h
)
. (28)
Both sides of Eq. (28) divided by K(h(n) + an−1h(n−1) +
· · ·+ a1h˙+ a0h) yields
y
(n)
1 + an−1y
(n−1)
1 + · · ·+ a1y˙1 + a0y1
h(n) + an−1h(n−1) + · · ·+ a1h˙+ a0h
− bmh
(m) + bm−1h(m−1) + · · ·+ b0h
h(n) + an−1h(n−1) + · · ·+ a1h˙+ a0h
=
1
K
. (29)
When K →∞, one has
y
(n)
1 + an−1y
(n−1)
1 + · · ·+ a1y˙1 + a0y1
= bmh
(m) + bm−1h(m−1) + · · ·+ b1h˙+ b0h. (30)
From (20) and (30), we also get
bmv
(m) + bm−1v(m−1) + · · ·+ b1v˙ + b0v
= bmh
(m) + bm−1h(m−1) + · · ·+ b1h˙+ b0h. (31)
And if we let e2 = v − h, it follows from (31) that
bme
(m)
2 + bm−1e
(m−1)
2 + · · ·+ b1e˙2 + b0e2 = 0. (32)
From Assumption 3, we know that system (20) is minimum-
phase. This implies that the polynomial bmsm+ bm−1sm−1 +
· · ·+b1s+b0 = 0 is Hurwitz stable. Thus, we have e2 → 0 and
h→ v = u+d. Hence, we may conclude that the disturbance
d(t) can be estimated as h− u.
It should be mentioned that the disturbance in system
(20) can also be estimated well by using the conventional
frequency-domain DOB proposed in [14], [43]. In the case of
the frequency-domain DOB methodology, the key point is how
to choose the parameters for the low-pass filter Q(s) shown in
Fig. 4. This is especially important for higher-order cases and
it is important to note that in the proposed method, as shown
in (21)-(23), there is only one parameter, K, which must
be adjusted. In comparison with the conventional frequency-
domain DOB, the choice in terms of the specific value for the
tuning parameter for this new form of DOB given in (21)-(23)
will thus be significantly more straightforward.
Remark 6: From a theoretical viewpoint, it is clear that
the use of larger values of parameter K implies improved
estimation performance. On the other hand, increasing the
value of K may increase the noise level at the output. This
implies that the gain K has to be chosen to have a moderate
value. A basic rule is to adjust the tuning parameter K from
an initial small value to larger values until the performance
requirements are satisfied.
In the following, we will compare the proposed linear DOB
(21)-(23) with the conventional frequency-domain DOB using
a numerical example, which also shows how the performance
is affected by the parameter K and the noise level at the output.
Example 1: Consider a linear system described by the fol-
lowing transform function
G(s) =
s+ 1
s3 + 9s2 + 26s+ 24
. (33)
Assume that the disturbance d(t) is defined as
d(t) = d0(t) + sin(y1) + 0.5u
where
d0(t) =
{
2 sin
(
t
4
)
0 ≤ t < 16pi
0.7 sin(t) 16pi ≤ t < 100. (34)
Let the input signal be u = sin(t) and the sampling time is
taken as 0.0001s. Fig. 3 shows the performance comparisons
of the proposed linear DOB (21)-(23) for four different values
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Fig. 3. Time response of dˆ(t) and estimation error for the DOB (21)-(23)
for several different values of the adjustable parameter K
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Fig. 4. Diagram of conventional frequency-domain DOB
of the parameter K. From Fig. 3, it can be seen clearly that
larger values of K give increased estimation accuracy.
Comparisons between DOB (21)-(23) and the conventional
frequency-domain DOB are also necessary. According to the
frequency-domain DOB theory given in [43], we design a
conventional linear DOB for system (33) having the form
shown in Fig. 4, where Gn(s) and Q(s) are designed as
Gn(s) =
s+ 1
s3 + 9s2 + 26s+ 24
, Q(s) =
1
as2 + bs+ c
.
with some proper constants a, b and c.
Choosing the parameters (a, b, c) in Q(s) as
(0.001, 0.05, 1), (0.01, 0.5, 1) and (1, 1, 1), respectively
provides three set of results for the frequency-domain DOB,
as shown in Fig. 5. Those results include a comparison with
the performance obtained using the proposed DOB structure
with K = 1500. It can also be observed from Fig. 5 that
when the parameters of the filter Q(s) are properly chosen,
the estimation performance of the two types of DOB is
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frequency-domain DOB and the DOB (21)-(23) with K = 1500
similar. It should be pointed out that the performance of the
conventional frequency-domain DOB depends on the choice
of the parameters for Q(s) which can present difficulties. By
contrast, the choice of K in DOB (21)-(23) is much easier.
The maximum errors for these DOBs are also given in Table
I. It can be seen clearly from Table I that larger values of K
produce smaller values of the estimation error.
TABLE I
MAXIMUM ERROR FOR DIFFERENT CASES
Case Maximum Error
K = 100 0.6448
K = 500 0.1509
K = 1000 0.0771
K = 1500 0.0518
a = 0.001, b = 0.05, c = 1 0.0654
a = 0.01, b = 0.5, c = 1 0.5900
a = 1, b = 1, c = 1 1.8484
One additional point that must be considered concerns
the estimation accuracy in the presence of output noise and
parameter perturbations. For this it is assumed that a small
amount of random noise (2%) and parameter perturbation (8%)
are added to system (33). The corresponding simulation results
are given in Fig. 6, which indicates that the large values of
K may lead to increased noise levels. This suggests that in
selecting the parameter K account must be taken of output
noise levels and K cannot be made arbitrarily large.
V. NONLINEAR DOB DESIGN EXAMPLE
In this section, the nonlinear DOB (3)-(5) will be applied
to a continuous stirred tank reactor (CSTR) system model to
evaluate its performance through simulation.
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with additional random noise (2%) and parameter perturbation (8%)
Consider a jacketed CSTR system involving reactor mass
balance, reactor energy balance and the cooled jacket energy
balance [37]. Specifically, in this model, the reactor mass
balance can be described by:
x˙1 = q(u1 − x1)− 0.072F (x2)x1 + d(t) (35)
while the reactor energy balance is
x˙2 = q(u2 − x2) + 0.576F (x2)x1 − 0.3(x2 − x3) (36)
and the cooled jacket energy balance is
x˙3 = δ1qc(u3 − x3) + 3(x2 − x3) (37)
where F (x2) = e
x2
1+x2/20 is the kinetic constant, x1 is the
concentration of the chemical reactive, u1 is the reactive
input concentration, d(t) is the disturbance including external
temperature variations, chemical feed quality, sulphur parti-
cle levels, parameter perturbations and the effects of cross-
couplings, etc. The variable x2 is the reactor temperature,
u2 is the input reactor temperature, x3 is the cooled jacket
temperature, u3 is the input cooled jacket temperature, q is the
inverse of the residence time, qc is the inverse of the residence
time of the cooled jacket and δ1 is a parameter.
In this model, x2 and x3 are normally regarded as measur-
able, while the variable x1 is considered as unmeasurable as
any measurement may be very expensive or even impossible.
Therefore, the outputs of CSTR model are usually chosen as:
y1 = x2, z1 = x3.
The objective here is to design a DOB based on the output
variables y1 and z1 to estimate the disturbance d(t).
First of all, from (36), one has
x1 =
y˙1 + 0.3(y1 − z1)− q(u2 − y1)
0.576F (y1)
, F (y1) = e
y1
1+y1/20
which implies that
x˙1 =
F (y1)[y¨1 + 0.3(y˙1 − z˙1) + qy˙1]
0.576F 2(y1)
− F˙ (y1)[y˙1 + 0.3(y1 − z1)− q(u2 − y1)]
0.576F 2(y1)
.
It follows from (35) that qu1 + d(t) = x˙1 + qx1 +
0.072F (y1)x1. This implies that
qu1+d(t) =
q + 0.072F (y1)
0.576F (y1)
[y˙1+0.3(y1 − z1)−q(u2 − y1)]
+
F (y1)[y¨1 + 0.3(y˙1 − z˙1) + qy˙1]
0.576F 2(y1)
− F˙ (y1)[y˙1 + 0.3(y1 − z1)− q(u2 − y1)]
0.576F 2(y1)
.
And, by a simple calculation, it may be seen that
y¨1 + (q + 0.3)y˙1 − 0.3z˙1
+[y˙1+0.3(y1 − z1)−q(u2 − y1)]
[
q + 0.072F (y1)− F˙ (y1)
F (y1)
]
= 0.576qF (y1)
[
u1 +
d(t)
q
]
. (38)
Under normal working conditions, the concentration of the
chemical reactive x1, the reactor temperature x2 and the
cooled jacket temperature are always bounded. This implies
that the output y1 and its derivative will be bounded, which
also means that Assumption 1 holds. In addition, by (38), we
can let v = u1 +
d1(t)
q and g0(Y1) = 0.576qF (y1). Since
g0(Y1) > 0, it follows directly that Assumption 2 holds. Then,
from DOB (3)-(5), the disturbance d(t) can be estimated as
dˆ = q(h− u1) (39)
with h = K(y1 − y2) and y2 being generated by
y¨2 + (q + 0.3)y˙2 − 0.3z˙1 + [y˙2 + 0.3(y2 − z1)− q(u2 − y2)]
×
[
q + 0.072F (y2)− F˙ (y2)
F (y2)
]
= 0.576qF (y2)h.
The block diagram of the control system is given as in Fig.
7.
Let the inputs and parameters of the CSTR system be
u1 = 1, u2 = 0, u3 = −1 and K = 69, q = 1, qc =
0.28, δ1 = 10, respectively. The initial states are chosen as
x1(0) = 0.58, x2(0) = 2.67, x3(0) = 0.12. Here we assume
that the the disturbance d(t) is given as
d(t) =

0 0 ≤ t < 2
1 2 ≤ t < 20
− t10 + 3 20 ≤ t < 30
2 sin
(
t−30
4
)
30 ≤ t < 30 + 8pi
0.7 sin(t− 30) 30 + 8pi ≤ t < 30 + 17pi
0 t ≥ 30 + 17pi
(40)
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Fig. 7. Block diagram of CSTR system with nonlinear DOB
The simulation result is shown in Fig. 8 and it can be observed
clearly that the disturbance is estimated well.
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VI. CONCLUSIONS
This paper proposes a new DOB design method for a class
of nonlinear systems based on input-output representations.
It overcomes the restriction that applies currently to all dis-
turbance observer design methods for nonlinear systems that
all the state variables must be measurable. It is shown that by
using only the input and output variables of a nonlinear system,
the estimate yielded by the proposed DOB can asymptotically
converge to the disturbance. This work provides the first
step in the development of a general disturbance observer
design method for nonlinear systems based on an input-
output representation. It is required that the input-output model
satisfies a minimum-phase-like property. The special case of
the proposed DOB design method for linear systems was also
presented and compared with the existing DOB design method
using the input-output description. Our future work will focus
on applying this method to practical cases, with experimental
tests, and extending the proposed results to MIMO systems
and problems involving mismatched disturbances. And we will
also develop new nonlinear disturbance observer techniques
for systems being unstable or with unstable zero dynamics.
REFERENCES
[1] S. Ding and S. Li. Second-order sliding mode controller design subject
to mismatched term. Automatica, 77: 388–392, 2017.
[2] H. Shen, F. Li, S. Xu and V. Sreeram. Slow State Variables Feedback Sta-
bilization for Semi-Markov Jump Systems with Singular Perturbations.
IEEE Transactions on Automatic Control, 63(8), 2709-2714, 2018.
[3] C. Ge, B. Wang, X. Wei and Y. Liu. Exponential synchronization
of a class of neural networks with sampled-data control. Applied
Mathematics and Computation, 315: 150–161, 2017.
[4] H. Du, X. Chen, G. Wen, X. Yu and J. Lv. Discrete-time fast terminal
sliding mode control for permanent magnet linear motor. IEEE Trans-
actions on Industrial Electronics, 65(12), 9916-9927, 2018
[5] J. Cheng, J. H. Park, H. R. Karimi and H. Shen. A flexible terminal
approach to sampled-data exponentially synchronization of Markovian
neural networks with time-varying delayed signals. IEEE Transactions
on Cybernetics, 48(8), 2232-2244, 2018.
[6] H. Shen, F. Li, H. Yan, H.R. Karimi and H.K. Lam. Finite-time event-
triggered H-infty control for T-S fuzzy Markov jump systems, IEEE
Transactions on Fuzzy Systems, 26(5), 3122–3135, 2018.
[7] X, Zhu, Z. Xiang, L. Quan. Multimode optimization design method-
ology for a flux-controllable stator permanent magnet memory motor
considering driving cycles. IEEE Transactions on Industrial Electronics,
65, 5353–5366, 2018.
[8] C. Zhang, Y. Yan, C. Wen, J. Yang and H. Yu. A nonsmooth compos-
ite control design framework for nonlinear systems with mismatched
disturbances: algorithms and experimental tests. IEEE Transactions on
Industrial Electronics, 65(11): 8828–8839, 2018.
[9] J. Su and W. Chen. Further results on “Reduced order disturbance
observer for discrete-time linear systems”. Automatica, 93: 550–553,
2018.
[10] J. Yang, J. Sun, W. Zheng, and S. Li. Periodic event-triggered robust
output feedback control for nonlinear uncertain systems with time-
varying disturbance. Automatica, 94: 324-333, 2018.
[11] W. Zhao, S. Jiao, Q. Chen. Sensorless control of a linear permanent-
magnet motor based on an improved disturbance observer. IEEE Trans-
actions on Industrial Electronics, 65(12), 9291–9300, 2018.
[12] J. Cheng, J. H. Park, J. Cao abd D. Zhang, Quantized H∞ filtering for
switched linear parameter-varying systems with sojourn probabilities and
unreliable communication channels. Information Sciences, 466: 289–
302, 2018.
[13] W. Chen, J. Yang, L. Guo and S. Li. Disturbance observer-based control
and related methods–an overview. IEEE Transactions on Industrial
Electronics, 63(2), 1083–1095, 2016.
[14] K. Ohishi, M. Nakao, K. Ohnishi and K. Miyachi. Microprocessor-
controlled DC motor for load-insensitive position servo system. IEEE
Transactions on Industrial Electronics, 34(1), 44–49, 1987.
[15] J. Yang and W. Zheng. Offset-free nonlinear MPC for mismatched
disturbance attenuation with application to a static var compensator.
IEEE Transactions on Circuits and Systems II-Express Briefs, 61(1),
49–53, 2014.
[16] M. Chen, S. Lin and M. Tseng. Robust state-and-disturbance observer
design for linear non-minimum-phase systems. Asian Journal of Control,
18(3), 1135–1141, 2016.
[17] W. Chen, D. Ballance, P. Gawthrop and J. O¡¯Reilly. A nonlinear
disturbance observer for robotic manipulators. IEEE Transactions on
Industrial Electronics, 47(4), 932–938, 2000.
[18] W. Chen. Nonlinear disturbance observer-enhanced dynamic inversion
control of missiles. Journal of Guidance, Control and Dynamics, 26(1),
161–166, 2003.
[19] W. Chen. Disturbance observer based control for nonlinear systems.
IEEE/ASME Transactions on Mechatronics, 9(4), 706–710, 2004.
[20] M. Lungu and R. Lungu. Reduced-order multiple observer for aircraft
state estimation during landing, Applied Mechanics and Materials, 841,
pp. 253–259, 2016.
[21] M. Lungu. Design of reduced-order multiple observers for uncertain
systems with unknown inputs, Complexity, article number: 5231989,
2018.
10
[22] Y. Liao, H. Li and W. Bao. Three-dimensional diving guidance for hyper-
sonic gliding vehicle via integrated design of FTNDO and AMSTSMC.
IEEE Transactions on Industrial Electronics, 65(3), 2704–2715, 2018.
[23] L. Sun and Z. Zheng. Disturbance observer-based robust saturated con-
trol for spacecraft proximity maneuvers. IEEE Transactions on Control
Systems Technlogy, 26(2), 684–692, 2018.
[24] S. Ding, L. Liu and W. Zheng. Sliding mode direct yaw-moment control
design for in-wheel electric vehicles. IEEE Transactions on Industrial
Electronics, 64(8): 6752–6762, 2017
[25] J. Back and H. Shim. Adding robustness to nominal output-feedback
controllers for uncertain nonlinear systems: a nonlinear version of
disturbance observer, Automatica, 44(10), 2528–2537, 2008.
[26] J. Back and H. Shim. An inner-loop controller guaranteeing robust
transient performance for uncertain MIMO nonlinear systems, IEEE
Transactions on Automatic Control, 54(7), 1601–1607, 2009.
[27] R. Hess, C. Gao and S. Wang. A generalized technique for inverse
simulation applied to aircraft maneuvers. Journal of Guidance, Control
and Dynamics, 14, 920–926, 1991.
[28] D. Thomson and R. Bradley. The principles and practical application
of helicopter inverse simulation. Simulation Practice and Theory, 6(1),
47–70, 1998.
[29] D. Thomson and R. Bradley. Inverse simulation as a tool for flight
dynamics research–principles and applications. Progress in Aerospace
Sciences, 42(3), 174–210, 2006.
[30] J. Buchholz and W. Von-Grunhagen. Inversion Impossible? Technical
Report, University of Applied Sciences Bremen, Germany, 2004.
[31] D. Murray-Smith. Feedback methods for inverse simulation of dynamic
models for engineering systems applications. Mathematical and Com-
puter Modelling of Dynamical Systems, 17(5), 515–541, 2011.
[32] D. Murray-Smith. A review of inverse simulation methods and their
application. International Journal of Modelling and Simulation, 34(3),
120–125, 2014.
[33] D. Murray-Smith. Development of an inverse simulation method for
the analysis of train performance. Proceedings of the Institution of
Mechanical Engineers. Part F: Journal of Rail and Rapid Transit,
DOI:10.1177/0954409717720349, Published Online, 2017.
[34] J. Belikov, U. Kotta and M. Tonso. Comparison of LPV and nonlinear
system theory: a realization problem. Systems & Control Letters, 64(1),
72–78, 2014.
[35] G. Conte, C. Moog and A. Perdon. Algebraic Methods for Nonlinear
Control Systems, Springer-Verlag, London, UK, 2007.
[36] M. Nowak, R. May. Virus Dynamics: Mathematical Principles of Im-
munology and Virology. Oxford University Press, Oxford, 2002.
[37] L Russo and B Bequette. Impact of process design on the multiplicity
behavior of a jacketed exothermic CSTR. Aiche Journal, 1995, 41(1),
135–147.
[38] J. Davila, L. Fridman and A. Levant. Second-order sliding-mode observ-
er for mechanical systems. IEEE Transactions on Automatic Control,
2005, 50(11): 1785–1789.
[39] J. Liu, G. Li and H. Fath. An extended differential flatness approach
for the health-conscious nonlinear model predictive control of Lithium-
Ion batteries. IEEE Transactions on Control Systems Technology, 25(5),
1882–1889, 2017.
[40] S. Ding, W. Zheng, J. Sun and J. Wang. Second-order sliding mode
controller design and its implementation for buck converters. IEEE
Transactions on Industrial Informatics, 2018, 14(5), 1990–2000.
[41] H. K. Khalil. Nonlinear Systems. Third Edition. Prentice Hall, New
Jersey , 2002.
[42] W. Qi, G. Zong and H. Karimi. Observer-based adaptive SMC for non-
linear uncertain singular semi-Markov jump systems with applications
to DC motor. IEEE Transactions on Circuits and Systems I: Regular
Papers, 65(9): 2951-2960, 2018.
[43] S. Li, J. Yang, W. Chen and X. Chen. Disturbance Observer Based
Control: Methods and Applications. CRC Press, Florida, USA, 2014.
[44] J. Na, A. S. Chen, G. Herrmann, R. Burke and C. Brace. Vehicle engine
torque estimation via unknown input observer and adaptive parameter
estimation. IEEE Transactions on Vehicular Technology, 2018, 67(1),
409–422, 2018.
[45] S. Ding, K. Mei and S. Li. A new second-order sliding mode and
its application to nonlinear constrained systems. IEEE Transactions on
Automatic Control, 2018, Doi: 10.1109/TAC.2018.286716.
[46] X. Wei and L. Guo. Composite disturbance-observer-based control and
H-infinity control for complex continuous models. International Journal
of Robust and Nonlinear Control, 20(1), 106–118, 2010.
[47] X. Wei, Z. Wu and H. R. Karimi. Disturbance observer-based distur-
bance attenuation control for a class of stochastic systems. Automatica,
63, 21–25, 2016.
Shihong Ding (M’12) was born in Ma An Shang,
Anhui, China, in 1983. He received the B.E. de-
gree in mathematics from Anhui Normal University,
China, in 2004, the M.S. degree and the Ph.D. in
automatic control from Southeast University, China,
in 2007 and 2010, respectively. During his graduate
studies, he visited University of Texas at San Anto-
nio from August 2008 to August 2009. After grad-
uation, he held a research fellowship at University
of Western Sydney for one year. He currently holds
Professor in the School of Electrical and Information
Engineering, Jiangsu University, China. His research interests include sliding
mode control and vehicle dynamics.
Wen-Hua Chen (M'00-SM'06-F’18) current
Wen-Hua Chen (M’00-SM’06-F’18) currently
holds Professor in Autonomous Vehicles in the
Department of Aeronautical and Automotive Engi-
neeringat Loughborough University, UK.He received
his M.Sc. and Ph.D. degrees from the Department of
Automatic Control at Northeast University,China, in
1989 and 1991, respectively. From 1991 to 1996,he
was a Lecturer in the Department of Automatic
Control at Nanjing University of Aeronautics and
Astronautics, China.He held a research position and
then a Lectureship in control engineering in the
Centre for Systems and Control atUniversity of Glasgow, UK, from 1997
to 2000. He has published three books and 250 papers in journals and
conferences. His research interests include the development of advanced
control strategies and their applications in aerospace engineering, particularly
in unmanned aircraft systems.He is a Fellow of the Institution of Engineering
and Technology, the Institution of Mechanical Engineers, and IEEE.
Keqi Mei was born in Chang Zhou, China, in
1993. He is currently working toward the Ph.D.
degree in control science and engineering in the
School of Electrical and Information Engineering,
Jiangsu University, Zhenjiang, China. His research
interests include fuzzy control and sliding mode
control theory.
David Murray-Smith (M’00) is currently an Hon-
orary Senior Research Fellow and Emeritus Profes-
sor within the School of Engineering at the Uni-
versity of Glasgow, Scotland, UK. He received his
B.Sc.(Eng) and M.Sc. degrees from the University
of Aberdeen and his Ph.D. from the University of
Glasgow in 1970. He was an engineer in the Inertial
Systems Department of Ferranti Ltd (Edinburgh)
from 1964-65 before starting his academic career.
From 1985 to 2005 he held the position of Profes-
sor of Engineering Systems and Control within the
Department of Electronics and Electrical Engineering at the University of
Glasgow. He was also Dean of the Faculty of Engineering for the period 1997-
2001. He has published three books, co-edited several conference proceedings
volumes and over 200 papers in journals, conferences proceedings and as book
chapters. He was awarded the degree of D.Sc. by the University of Glasgow in
2009. His current research interests involve the development and application
of inverse simulation techniques and he also has strong interests in methods
of simulation model testing and validation. He is a Fellow of the Institution
of Engineering and Technology and a Member of the IEEE.
