A nonlinear degenerate Fokker-Planck equation in the whole space is analyzed. The existence of solutions to the corresponding implicit Euler scheme is proved, and it is shown that the semi-discrete solution converges to a solution of the continuous problem. Furthermore, the discrete entropy decays monotonically in time. The nonlinearity is assumed to be of porous-medium type. For the (given) potential, either a less than quadratic growth condition at infinity is supposed or the initial datum is assumed to be compactly supported. The proof is based on regularization and maximum principle arguments. Upper bounds for the tail behavior in space at infinity are also derived in the at-most-quadratic growth case.
Introduction
Fokker-Planck equations play an important role in applications, for instance in semiconductor theory [14, 16] , plasma physics [19] , population dynamics [3] , stellar dynamics [11] , vortex dynamics [8] and several other applications in mathematical physics [12] . We analyze in this paper the nonlinear FokkerPlanck equation
with initial conditions
In most applications, the function n = n(x, t) denotes a density such that it should hold n ≥ 0 in R d . In the absence of the potential V (x), we obtain the nonlinear filtration equations with the widely studied porous medium and fast diffusion equations as particular cases, e.g. [2, 21, 22] . When the potential is coupled to the density n via the Poisson equation, we obtain the nonlinear driftdiffusion model, which has been employed, in particular with f (s) = s 5/3 , in semiconductor theory [10, 13] . The case of linear diffusion f (s) = s arises, for instance, in semiconductor modeling [14] or large-population dynamics [17] . Nonlinear Fokker-Planck models have been proposed for population dynamics in [3] .
In case the nonlinear Fokker-Planck (or drift-diffusion) equation is considered in a bounded domain, appropriate no-flux boundary conditions are imposed in order to conserve the total mass of the density n. The existence and long time behavior of weak solutions for (1)- (2) in bounded domains and in the whole space has been studied in [6] in full generality following procedures introduced in [18] . By approximation procedures starting from non-degenerate diffusions in bounded domains with no-flux boundary conditions [3] , the authors obtain existence of global weak solutions in two different situations for the potential V (x): either its Laplacian is bounded or general growth at infinity of the potential is allowed but with compactly supported initial data. Moreover, the asymptotic behavior of these solutions is proved to be given by stationary solutions of this problem with an exponential relaxation speed under the assumption of uniformly convex potentials. On the other hand, the long-time behavior of whole-space solutions to (1), coupled to a Poisson equation, was analyzed in [4] for smooth solutions. Furthermore, the stability of (1) with linear diffusion in R d was treated in [17] . The goal of this paper is to show that the implicit Euler semi-discretization of (1) in the whole space R d is globally solvable in time under slightly improved assumptions on the initial data and on the potential with respect to [6] . We also show the convergence of this semi-discrete scheme towards global weak solutions of (1) recovering in this way the results in [6] . Furthermore, we show that this approximation keeps the exponential relaxation towards equilibrium under the assumption of uniformly convex potentials. Here, an important ingredient will be the generalized logarithmic Sobolev inequalities shown in [6] and later generalized to other situations in [7] , see also [1, 23] . The formal use of these inequalities to show the exponential convergence towards equilibrium for the implicit Euler discretization was already reported in [5] . More precisely, we deal with
where 0 = t 0 < · · · < t N = T is a partition of [0, T ] with t k = kT /N , τ = T /N , and n 0 = n I . We prove that this scheme is well-defined, convergent, and entropy-decaying, i.e., the semi-discrete solution n k converges to a (weak nonnegative) solution of the continuous problem (1)-(2) and the discrete entropy
is nonincreasing. Here, H(s) is a primitive of
In this way, the convergence result also provides an existence proof for (1)- (2) . In case the potential V (x) is uniformly convex, the relative entropy is shown to satisfy the inequality
where n ∞ is the solution of the equilibrium state ∇f (n ∞ ) + n ∞ ∇V = 0 with the same mass as n I , and λ > 0 measures the convexity of the potential V in the sense of ξ ⊤ Hess(V (x))ξ ≥ λ|ξ| 2 where Hess(V (x)) denotes the Hessian of V (x).
Our first main assumption is that the nonlinearity is degenerate and given by f (s) = s α with α > 1. We can also allow for more general nonlinearities with a similar behavior, see Remark 2.1. The second assumption concerns the potential V . We assume that either the potential grows at most quadratically (in the sense of assumption (A2) below) or the potential is locally an H 1 function with arbitrary growth at infinity but the initial datum is compactly supported (see assumption (A2') below).
The originality of this paper with respect to previous literature consists of the following facts. We first provide a different proof of the existence of solutions to the nonlinear Fokker-Planck equation in the whole space based on the implicit Euler scheme. We are able to give an upper bound for the solution with the same decay at infinity as the initial datum. More precisely, under the assumption (A2) below, if n I (x) ≤ C|x| −γ for all |x| ≥ R 0 (C, γ and R 0 are some positive constants), then n is bounded from above by a function of the type |x| −γ for all |x| ≥ R, where R ≥ R 0 . Finally, the semidiscretization keeps the important entropy decay and its rate characterizing the long-time asymptotics of the solutions.
The paper is organized as follows. In section 2 the assumptions and main results are presented and discussed. Section 3 is concerned with the existence of solutions to the discrete problem (3) and the continuous problem (1)- (2) under assumption (A2). The existence of solutions to both problems under assumption (A2') is proved in section 3.4. Finally, the discrete entropy decay is shown in section 4.
Assumptions and main results
We impose the following assumptions:
(A1) Nonlinearity: We assume the typical degenerate diffusion case f (s) = s α with α > 1.
(A2) Potential and initial datum:
and there exists a constant c 0 > 0 such that
is nonnegative and there exist constants c 1 > 0 and R 0 > 0 such that for all |x| ≥ R 0 ,
(A2') Potential and initial datum:
Remark 2.1 (Generalizations) Assumption (A1) can be relaxed. Our proof also works if
is nondecreasing, and f −1 is Hölder continuous of order θ ∈ (0, 1). Moreover, h, defined in (5), is assumed to be an L 1 loc function on [0, ∞) with the properties h(0) > −∞ and h(∞) = ∞. Finally, we need that x → f (|x| −κ ) 2 and x → H(|x| −κ ) are integrable near infinity for some κ > 2 in the assumption (A2b).
Remark 2.2 (Hypotheses on the potential) Assumption (A2) is satisfied by functions V which grow at most quadratically (in the sense that V (x) = V 0 (|x|) and V 0 satisfies |V ′ 0 (ρ)| ≤ k 1 ρ for all ρ ≥ 0 and for some k 1 > 0). For instance, the confining potential V (x) = |x| 2 is admissible. On the other hand, potentials which grow faster than quadratically, e.g. V (x) = |x| 4 , are allowed in assumption (A2'). Here, we need to restrict the initial data to compactly supported functions. (6) is not needed to prove the existence of a constant upper bound for the solutions, used in the existence proof. However, we will employ it to show that the upper bound decays as |x| −γ at infinity if we assume so for the initial data under assumptions (A2). It is an open problem to generalize such a result in case the potential verifies assumptions (A2').
Remark 2.3 (Hypotheses on the potential) Condition
Our main results are as follows.
Theorem 2.1 (Well-Posedness of the Implicit Euler Scheme) Let the assumptions (A1) and (A2) or (A2') hold and let k ∈ {1, . . . , N }. If (A2) holds then assume that
where
Theorem 2.2 (Convergence of the Semi-discretization) Let the assumptions (A1) and (A2) or (A2') hold and let T > 0. Then there exists a weak
is the space of all C ∞ functions with compact support. Furthermore, under the assumption (A2), n satisfies
where c 2 is defined in Theorem 2.1.
For the following theorem we define the equilibrium function n ∞ which is a solution to ∇f (n ∞ )+n ∞ ∇V = 0 inside its support and
and K ∈ R is uniquely determined by the conservation of mass
Notice that n ∞ is compactly supported since V (x) → ∞ as x → ∞ and h(0) > −∞. We refer to [6, Subsection 3.1] for more details on the equilibrium solution properties.
Theorem 2.3 (Exponential Relaxation of the Entropy)
Let the assumptions (A1) and (A2) or (A2') hold and suppose that V is uniformly convex, i.e., there exists λ > 0 such that for all ξ,
Furthermore, let n k be the recursively defined sequence of solutions to (3) according to Theorem 2.1. Then, for all k = 1, . . . , N ,
As a consequence of the previous theorem by passing to the limit in the discretization, one can recover also the exponential decay of the entropy for the initial value problem (1)-(3) as proven in [6, Theorem 16] . Let us finally remark that all the above results can be also obtained in general smooth bounded domains with no-flux boundary conditions.
Existence of solutions

Some auxiliary results
We first need to show some auxiliary results concerning a comparison principle between weak solutions and weak super-solutions for suitable regularizations of equation (1) . In order to prove Theorem 2.1, we consider the following regularized problem:
for given n 0 = n I ≥ 0, where ε ∈ (0, 1), f ε (s) = s α + εs (s ≥ 0), B m := {|x| ≤ m} and ν is the outward normal unit vector on ∂B m . As the original equation is of degenerate type, the introduction of f ε makes the problem uniformly elliptic.
, let n k ,n k , respectively, be weak solutions to
where k ∈ {1, . . . , N }. Then it holds
where s + = max{0, s}.
Proof.-For the sake of simplicity, we set n = n k andn =n k . We wish to use a regularized version of the test function sign 
where ω > 0. Then, for any s ∈ R, sign
2 ) for all 0 < s < ω and (sign + ω ) ′ (s) = 0 for all s < 0 and s > ω and thus, it holds s(sign
Now, we use ψ = S ω ∈ H 1 (B m ) with S ω = sign
as a test function in the weak formulations of n andn, respectively, and take the difference of both equations:
Since S ′ ω ≥ 0, we have I 2 ≤ 0. In order to treat I 1 , we observe that a computation leads to
where c > 0 is a constant which is independent of ω (and ε). Moreover, (n − n)S ′ ω converges pointwise a.e. to zero as ω → 0. Thus, applying Lebesgue's convergence theorem, we obtain
Passing to the limit ω → 0 in (15) gives
the assertion follows.
Let us obtain some pointwise a-priori estimates for weak solutions of the problem (12) .
and let k ∈ {1, . . . , N }. Furthermore, let R > 0 such that (18) is satisfied (see below) and assume that n k−1 ≤n k−1 . Thenn k , defined in (8) , is a solution to the variational inequality
Proof.-In the following, we writen instead ofn k . We wish to perform an integration by parts in the left-hand side of (16) . Since ∆n is not defined on |x| = R, we have to split the domain of integration. For this, let B R = {|x| < R} for some R > 0 which is specified in (18) and m large enough such that m > R. We denote the left-hand side of (16) by A. Then, for all test functions ψ ≥ 0, sincen is constant on
Integration by parts in both integrals leads to
where ν + = x/|x| is the exterior unit normal vector on ∂B R and ∂B m , ν − = −ν + and ds the surface measure. Since ∂V /∂ν + = −∂V /∂ν − , the contributionsn∂V /∂ν ± cancel. Furthermore, we have on ∂B R ,
and on ∂B m ∂ ∂ν + f ε (n) +n ∂V ∂ν + ≥ 0. Hence, we obtain
Since, by assumption,
)n, the first integral on the right-hand side is nonnegative. In order to estimate the second integral, we compute, on the set {x ∈ R d | R ≤ |x| ≤ m},
Here, we have employed the special form of f (s). However, it is sufficient to assume that s → γsf
we obtain, taking into account assumption (A2),
and finally A ≥ 0, which proves the lemma.
Next, we prove that the discrete solution n k is bounded from above uniformly in τ .
Corollary 3.1 (Uniform Bound from Above) Let (A2) hold and let n k be a weak solution to (12) . Then
wheren is defined in (10).
Proof.-The proof is by induction over k. Let k = 0. Then, by assumption (A2b),
Assume that n k−1 ≤n k−1 in B m . We have to prove that n k ≤n k in B m . By Lemma 3.2, the difference n k −n k solves the variational inequality
We take the test function ψ = sign
, where sign + ω is defined as in Lemma 3.1. After similar computations as in the proof of Lemma 3.1, we arrive at
which implies that n k ≤n k in B m .
Proof of Theorem 2.1 under (A1) and (A2)
In order to solve (7), we consider, for
where f ε (s) = s α +εs (s ≥ 0), s − = min{0, s} (s ∈ R), and ν + is the outward normal unit vector on ∂B m . Here, ε and m are positive parameters. Since the above boundary-value problem is uniformly elliptic, we obtain the existence of a unique solution n = n ε,m,k ∈ H 2 (B m ) [15, Ch. 10, Thm. 2.2]. Employing the test function ψ = n − ∈ H 1 (B m ) in the weak formulation of (19), we conclude immediately that n ≥ 0 in B m (since n + ∇V · ∇n − = 0). Hence, we can write n instead of n + in (19) . Moreover, using the test function ψ = 1 in the weak formulation, it follows that Bm ndx = Bm n k−1 dx = Bm n I dx. Thus, we have an L 1 bound for n uniformly in the parameters ε and m. The following steps are concerned with the limits ε → 0 and m → ∞. Let m ≥ R, where R > 0 is defined in (18).
First step: the limit ε → 0. A straightforward computation shows that n, defined in (10), is a supersolution of the weak formulation of (19)- (20), namely
for appropriate test functions ψ. Taking now the test
where the function F ε is defined as F ′ ε (s) = sf ′ ε (s) with F ε (0) = 0 and we have used that x · ∇V > 0 due to (A2b) on ∂B m . Since F ε (s)/s is a uniformly in ε bounded function on intervals of the form [0, B] with B > 0 and using the uniformly in ε upper bound for n ε given by (8), we conclude that ∇f ε (n ε ) L 2 (Bm) ≤ c, where c > 0 is independent of ε and m. Therefore,
where c > 0 does not depend on ε. Thus, there exists a subsequence of (n ε ) (not relabeled) such that, as ε → 0,
Since strong L 2 convergence gives pointwise convergence a.e. for a subsequence and f ε (s) = f (s) + εs is increasing, we obtain
and we conclude that f −1 (w) = n and w = f (n). Passing to the limit ε → 0 in (21) then gives (24) with n = n m . We claim that there is a constant c > 0 such that for all m, f (n m ) H 1 (Bm) ≤ c. Indeed, using again (22) 
and c > 0 does not depend on m. Thus, we apply a standard Cantor diagonal selection argument to derive the convergence to a solution of the discrete problem bounded byn as desired, finishing the proof of Theorem 2.1.
Proof of Theorem 2.2 under (A1) and (A2)
We define the piecewise constant function in time n (N ) (x, t) = n k (x) if x ∈ B m for all fixed m > 0, t ∈ (t k−1 , t k ], and the shift operator (σ N n (N ) )(·, t) = n k−1 for t ∈ (t k−1 , t k ]. By Theorem 2.1, n (N ) solves the problem
subject to no-flux boundary conditions. In order to derive an estimate for the discrete time derivative, we compute
where c > 0 is independent of m and N due to (A2) since γ > (d + 2)/2 and ∇V grows at most linearly at infinity. Thus, for a subsequence (not relabeled), as N → ∞ or τ → 0,
The proof of Theorem 2.1 provides the following a priori estimates:
where the constant c > 0 does not depend on τ , N or m. Thus, as N → ∞, for a subsequence which is not relabeled,
Since x → x 1/α is Hölder continuous with exponent 1/α, we conclude from the
and the constant c > 0 depends on α but not on m or N . Since the embedding
is compact for all s < 1/α, we can apply Aubin's lemma [20] to obtain the existence of a subsequence (not relabeled) of n (N ) such that, as N → ∞,
and n (N ) → n pointwise a.e. In particular, (n (N ) ) α → n α pointwise a.e. and w = n α . The convergence results (26)-(28) allow to pass to the limit N → ∞ in the weak formulation of (25), leading to
Since the above estimates are uniform in m, we can pass to the limit m → ∞ and obtain a weak solution to (9).
Existence of solutions under (A1) and (A2')
We show Theorems 2.1 and 2.2 by replacing assumption (A2) by (A2'). For given n k−1 ∈ H 1 (B m ), consider the approximated problem (19)- (20) and assume that (A1) and (A2') holds. We set h ε (s) = h(s)+ε log s, s > 0, where h(s) is defined in (5) . Notice that h Employing the test function ψ = h ε (n k ) + V ∈ H 1 (B m ) in (29) gives
Therefore, by [6, Thm. 17] ,
and E ε (n k ) − E ε (n ∞,ε,m ) ≤ (1 + 2λτ ) −1 (E ε (n k−1 ) − E ε (n ∞,ε,m ))
Now, we wish to perform the limits ε → 0 and m → ∞. We write n ε,k instead of n k . The proof is exactly as in the previous section, showing that, as ε → 0, up to a subsequence,
In view of the uniform L ∞ bound for n ε,k and the convergence a.e of n ε,k → n k , Lebesgue's theorem implies E ε (n ε,k ) → E(n k ) as k → ∞.
The limits E ε (n 0 ) → E(n 0 ) and E ε (n ∞,ε,m ) → E(n ∞,m ) as ε → 0 are easy consequences of the convergence in compact sets of H ε (n 0 ) → H(n 0 ) and H ε (n ∞,ε,m ) → H(n ∞,m ). Thus, we can pass to the limit ε → 0 in (30), giving E(n k,m ) − E(n ∞,m ) ≤ (1 + 2λτ ) −k (E(n I ) − E(n ∞,m )).
The proof of E(n k,m ) → E(n k ) as m → ∞ can be performed analogously to the arguments in the previous section by using the control at infinity given byn in the case of (A2) or the compact support of the solutions in the case of (A2') to apply Lebesgue's theorem. The proof concludes by showing E(n ∞,m ) → E(n ∞ ) as m → ∞ by direct inspection since in fact n ∞,m = n ∞ for sufficiently large m due to the compact support of n ∞ .
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