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a b s t r a c t
Tilings of the discrete plane Z2 generated by quasi-linear transformations (QLT) have
been introduced by Nehlig [P. Nehlig, Applications quasi-affines: Pavages par images
réciproques, Theoretical Computer Science 156 (1995) 1–38]. We studied these tilings and
gave some results, such as periodicity and the number of neighbours of each of them
[M.-A. Jacob-Da Col, Applications quasi-affines et pavages du plan discret, Theoretical
Computer Science 259 (2001) 245–269. Also available in English: http://dpt-info.u-
strasbg.fr/~jacob/articles/paving.pdf].
The aim of this paper is to go on with this study in the discrete n-dimensional space
Z2; we give a lower and an upper bound to the number of distinct tiles. We also give
an algorithm to determine the points of a given tile, this algorithm will induce another
algorithm to determine the number of distinct tiles associated to a QLT.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The aim of this paper is to study discrete tilings of Zn which generalize the tilings of the discrete plane Z2 studied in [5,8].
These tilings are generated by quasi-linear transformations which are transformations on Zn defined by the composition of
the integer part function and linear transformations.We first give a precise definition of QLTs (quasi-linear transformations)
and of the tiles associated with them. Then we study these tiles in the general n-dimensional case: we show how to obtain
the points of a tile, we prove that there exists a finite number of distinct tiles and give an upper-bound and a lower-bound
to this number. In Section 4 we go onwith the n-dimensional case, but for particular QLTs: them-determinantal QLTs which
generate tilings with a single tile. Finally, our work is compared with other similar works and directions for future work are
given.
2. Definitions and first properties
Let us first define the notations used:
• Let x be a real number, bxcwill represent the integer part of x, that is the largest integer value less than or equal to x;
• Let X = (x1, x2, . . . , xn) ∈ Rn, we define the ‘‘ integer part’’ of X and denote bXc the point of Zn defined by bXc =
(bx1c, bx2c, . . . , bxnc);
• If x1, x2, . . . , xn are integers, then gcd(x1, x2, . . . , xn) is the greatest common divisor of x1, x2, . . . , xn.
Definition 1. Let A denote a square matrix of n rows and n columns with integer coefficients, and A′ = 1
w
A where w is a
positive integer.
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Let g be the linear transformation ofRn associatedwith thematrix A′. The quasi-linear transformation (QLT) associatedwith
the matrix A′ is the transformation say bgc of Zn defined by:
bgc :
{
Zn → Zn
X 7→ bg(X)c.
Definition 2. We define the tile Pbgc,Y related to the point Y ∈ Zn to be the set of points X of Zn such that bgc(X) = Y .
In other words, a tile of a QLT is the set of antecedents of a point by this QLT.
Definition 3. We define a p-tile (p ∈ N) related to the point Y ∈ Zn and denote Ppbgc,Y the set of points X of Zn such that
bgcp(X) = Y , where bgcp denotes the iterative application of bgc.
Definition 4. Let δ denote the determinant of A. Letm be a positive integer, am-determinantal (resp. determinantal) QLT is
a QLT defined by a matrix A′ = 1
ω
A such that ω = mδ (resp. ω = δ).
It is clear that when a specific QLT is given, each point of Zn belongs to exactly one tile of this QLT, in this way we can say
that the tiles of a QLT forms a tiling of Zn. In the following we will show the periodicity of these tilings, together with other
interesting properties. We will also prove that in the case of m-determinantal QLTs we generate a tiling of Zn with exactly
one tile.
In the followingwewill always consider the QLT bgc defined by A′ = 1
ω
A. To simplify the notations, the tile PY will denote
the tile related to the point Y of the QLT bgc.
Definition 5. • Let X ∈ Zn with coordinates xj for j = 1, 2, . . . , n. We define the remainder modulo bgc of X to be
RX = (R1, R2, . . . , Rn), where Rj = aj,1x1 + aj,2x2 + · · · + aj,nxn modulo ω for j = 1, 2, . . . , n .
We will also note AX = ωY + R (we then have X ∈ PY ).
• Let PY = {X1, X2, . . . , Xm} (with Y ∈ Zn and Xi ∈ Zn for i = 1, 2, . . . ,m) be a non empty tile. We then refer to the
remainder modulo bgc of PY , denoted RY , the set RY = {RX1 , RX2 , . . . , RXm}.
• Two tiles PY and PY ′ are said to be identical modulo bgcwhen their remaindersmodulo bgc are the same.We then denote
PY ≡ PY ′ .
Definition 6. Two tiles PY and PY ′ are geometrically identical when PY ′ is an image of PY by the translation of an integer
vector.
Property 1. • Two non-empty tiles PY and PY ′ are identical modulo bgc if and only if there exist two points X and X ′ respectively
in PY and PY ′ such that:
AX = AX ′ + ω(Y − Y ′). (C)
• Two tiles identical modulo bgc are geometrically identical. The converse is false.
Proof. Let PY and PY ′ be two non-empty tiles identical modulo bgc, then (by definition), there exist (at least) two points
X ∈ PY and X ′ ∈ PY ′ verifying condition (C). We show this is sufficient.
As X and X ′ belong to PY and PY ′ respectively and verify condition C, we have
AX = AX ′ + (Y − Y ′)ω.
Let Z be another point of PY . We have AZ = Yω+ Rwhere R is the remainder of Z modulo bgc. If we define Z ′ = Z − X + X ′,
we have AZ ′ = Yω + R − (Y − Y ′)ω = Y ′ω + R so that Z ′ ∈ PY ′ and Z ′ has the same remainder modulo bgc as Z . We
conclude that for each point Z of PY there exists one point Z ′ ∈ PY ′ having the same remainder such that PY and PY ′ are
identical modulo bgc. Moreover Z ′ − Z = X ′ − X and consequently PY ′ is the image of PY by the translation of the vector−→
XX ′. 
In Fig. 1 we show some tiles of the QLT defined by A′ = 16
(
3 1
−1 3
)
(a point of Z2 is represented by a unit square whose
bottom-left corner corresponds to the represented point). For each point in a tile we provide its corresponding remainder.
Tiles P(2,1) and P(0,0) are identical modulo bgc, therefore they are also geometrically identical. It should also be noted that
tiles P(1,0) and P(1,1) are geometrically identical but they are not identical modulo bgc.
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Fig. 1. Example of tiles and remainders.
3. Points of a tile and the number of distinct tiles in a QLT
3.1. How to determine the points of a given tile
The following properties will allow us to determine a unimodular matrix U such that AU = B = (bi,j)n×n is an upper-
triangular matrix with integer coefficients such that bi,i > 0, for all 1 ≤ i ≤ n. The algorithm which can be deduced is
analogous to the algorithm that computes the Hermite Normal Form of an integer matrix (see [2]).
Lemma 1. Let A = (ai,j)n×n be a matrix with integer coefficients, and, ak,l and ak,l′ , two elements where l < l′ and (ak,l 6= 0 or
ak,l′ 6= 0). There exists a matrix U(k, l, l′) such that AU(k, l, l′) = B = (bi,j)n×n with bk,l = 0, bk,l′ = gcd(ak,l, ak,l′) and bi,j = ai,j
for all 1 ≤ i, j ≤ n with j 6= l, l′.
Proof. By Bezout’s theorem, there exist two integers α and β such that αak,l + βak,l′ = gcd(ak,l, ak,l′). Let us set p =
gcd(ak,l, ak,l′), a′k,l =
ak,l
p
and a′k,l′ =
ak,l′
p
. Let us now define the unimodular matrix U(k, l, l′) = (ui,j)n×n such that ui,i = 1
for i = 1, 2, . . . , n and i 6= l, l′, ul,l = a′k,l′ , ul′,l = −a′k,l, ul,l′ = α, ul′,l′ = β and all other coefficients equal 0. It is sufficient
to apply the matrix product AU(k, l, l′) to see that AU(k, l, l′) = B = (bi,j)n×n with bk,l = 0, bk,l′ = p and bi,j = ai,j for all
1 ≤ i, j ≤ nwith j 6= l, l′. 
In the following U(k, l, l′)will design the matrix defined above.
Property 2. Let A = (ai,j)n×n be a matrix with integer coefficients, there exists a unimodular matrix U such that A′U = B where
B = (bi,j)n×n is an upper-triangular matrix, more precisely bi,j = 0 for all i > j and bi,i ≥ 0 for all 1 ≤ i ≤ n.
Proof. Let U1 = U(n, 1, 2) (defined in Lemma 1) and B1 = AU1. The coefficient with index (n, 1) of B1 is equal to 0. Let, for
i = 2, 3, . . . , n − 1, Ui = U(n, i, i + 1) and Bi = Bi−1Ui. A simple check reveals that at each step of this recurrence Ui is a
unimodular matrix and Bi is a matrix whose coefficient with index (n, i) equals 0 and whose coefficient with index (n, i+1)
is positive or equals 0. Moreover, coefficients with index (n, j) where j < i are equal to the coefficients of Bi−1 and so, by
recurrence, are equal to 0.
Let us denote C1 = AV1 = Bn−1 and V1 = U1U2 . . .Un−1.
Analogously, for each j = 2, 3, . . . , n− 1 we define Cj = Cj−1Vj and Vj = U(n− j+ 1, 1, 2)U(n− j+ 1, 2, 3) . . .U(n−
j+ 1, n− j, n− j+ 1), each matrix Cj is such that the coefficients with index (α, β)with α > n− j equal 0 if β < α and are
positive or equal 0 if β = α.
We then define B = Cn−1 and U = V1V2 . . . Vn−1, U is a unimodular matrix such that B = AU and B = (bi,j)n×n verifies
bi,j = 0 for all i > j and Bi,i ≥ 0 for all i 6= 1. This concludes our proof if b1,1 ≥ 0. If b1,1 < 0, then we replace U by UU ′
where U ′ = (u′i,j)n×n is the unimodular matrix such that u′i,j = 0 for all i 6= j, u′i,i = 1 for all i 6= 1 and u1,1 = −1. Then
B′ = A UU ′ is an upper-triangular matrix, such that b′i,j = 0 for all i > j and b′i,i ≥ 0 for all 1 ≤ i ≤ n. 
Let U be a unimodular matrix such that AU = B. In the following we denote by bgc the QLT defined by 1
ω
A and bg ′c the
QLT defined by
1
ω
B.
We then have bgc(X) = Y if and only if X = UX ′ and bg ′c(X ′) = Y . It follows that the tiles of bg ′c are in bijection with the
tiles of bgc. Wewill provide an algorithmwhich determines the points of a given tile of bg ′c, and which induces a procedure
to compute the points of any tile of bgc.
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Remark 1. Let x, y be two integers where min is the smallest integer greater or equal to
x
y
and max is the greatest integer
smaller than
x
y
. We then havemin = −
⌊−x
y
⌋
andmax = −1−
⌊−x
y
⌋
.
Let X = (x1, x2, . . . , xn) be a point of the tile P ′(i1,i2,...,in) of bg ′c, we have:
i1ω ≤ b1,1x1 + b1,2x2 + · · · + b1,nxn < i1ω + ω
i2ω ≤ b2,2x2 + · · · + b2,nxn < i2ω + ω
...
inω ≤ bn,nxn < inω + ω
The matrix B is such that bn,n is positive, so if X minn is the smallest integer greater or equal to
inω
bn,n
and X maxn, the greatest
integer smaller than
inω + ω
bn,n
, then xn varies from X minn to X maxn.
Let us now assume that we know the values of xn, xn−1, . . . , xk+1 and define
X mink = −
⌊−ikω + bk,k+1xk+1 + · · · + bk,n−1xn−1 + bk,nxn
bk,k
⌋
and
X maxk = −1−
⌊−ikω − ω + bk,k+1xk+1 + · · · + bk,n−1xn−1 + bk,nxn
bk,k
⌋
then xk varies from X mink to X maxk.
We define the following algorithm which determines the points of a tile P ′(i1,i2,...,in) of bg ′c.
Data: the matrix B, a point Y = (i1, i2, . . . , in)
Result: the points X = (x1, x2, . . . , xn) of P ′Y
determine X minn and X maxn
for xn = X minn to X maxn do
determine X minn−1 and X maxn−1
for xn−1 = X minn−1 to X maxn−1 do
...
(x1, x2, . . . , xn) ∈ P ′(i1,i2,...,in)
end
end
The defined algorithm enables us to determine the points of a tile P ′I of bg ′c, in order to determine the points of the
corresponding tile PI of bgc it is then sufficient to multiply each point of P ′I by U . We can infer even more about the number
of distinct tiles.
3.2. Boundary of the number of distinct tiles
Property 3. Let PY and PY1 be two tiles of bgc and assign P ′Y and P ′Y1 to the two corresponding tiles of bg ′c. PY and PY1 are identical
modulo bgc if and only if P ′Y and P ′Y1 are identical modulo bg ′c. More precisely, the tiles of bgc and bg ′c related to the same point
have the same remainder.
Proof. PY and PY1 are identical modulo bgc if and only if there exist two points X ∈ PY and X ′1 ∈ PY1 such that AX = ωY + R
and AX1 = Y1ω + R (R being the remainder of X and X1 modulo bgc). Let X ′ = U−1X and X ′1 = U−1X1, then we have
BX ′ = BU−1X = AX = ωY + R and BX ′1 = BU−1X1 = AX1 = Y1ω + R. It follows that X ′ ∈ P ′Y and X ′1 ∈ P ′Y1 have the same
remainder, which proves the property. 
Property 4. Let us denote δ as the determinant of B. The number of distinct tiles modulo bg ′c is at least equal to
δ
gcd(ω,b1,1) gcd(ω,b2,2)... gcd(ω,bn,n)
and at most equal to δgcd(ω,b1,1) .
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Proof. Let us denote E1, E2, . . . , En as the canonical base of Zn, X a point of P ′Y with the remainder R, w1 = ωgcd(ω,b1,1) and
b′1,1 = b1,1gcd(ω,b1,1) .
Let X1 = X + ω1E1. We have
BX1 = BX + b1,1ω1E1
= ωY + R+ b′1,1ωE1
= ω(Y + b′1,1E1)+ R,
it follows that for all Y ∈ Zn, P ′Y ≡ P ′Y+b′1,1E1 .
Let X2 = X + ωE2 , we have:
BX2 = BX + b1,2ωE1 + b2,2ωE2
= ω(Y + b1,2E1 + b2,2E2)+ R.
Let Y ′ = Y + b1,2E1, it follows that for all Y ′ ∈ Zn, P ′Y ′+b2,2E2 ≡ P ′Y ′+b1,2E1 .
In the same manner, let, for each 2 ≤ k ≤ n, Xk = X + ωEk we have
BX = ω(Y + bk,1E1 + bk,2E2 + · · · + bk,kEk)+ R
thus
P ′Y+b1,kE1+···+bk−1,kEk−1+bk,kEk ≡ P ′Y
and so, if Y ′ = Y + b1,kδkE1 + · · · + bk−1,kδkEk−1, we have
P ′Y ′+bk,kEk ≡ P ′Y ′−b1,kE1−···−bk−1,kEk−1 .
Finally, the set of tiles
S = {P ′α1E1+···+αnEn |α1 ∈ [0, b′1,1[and, for 2 ≤ k ≤ n, αk ∈ [0, bk,k[}
contains all the distinct tiles. Therefore there exist at most b′1,1b2,2b3,3 . . . bn,n = δgcd(w,b1,1) distinct tiles.
Let us denote O = (0, 0, 0 . . . , 0) ∈ Zn, in order to determine the lower bound we first determine the least i1 6= 0 such
that PO ≡ Pi1E1 , then for each k = 2, . . . , n we determine a lower-bound lk for the minimal value of ik such that there exist
α1, α2, . . . , αk−1 ∈ Z such that Pα1E1+α2+E2+···+αk−1Ek−1 ≡ PikEk . The lower bound of the number of distinct tiles is then equal
to i1l2l3 . . . ln.
Let us determine i1. P0 ≡ Pi1E1 implies that there exists X = (x1, x2, . . . , xn) ∈ Zn such that BX = i1ωE1, it follows that
xn = xn−1 = · · · = x2 = 0 and b1,1x1 = i1ω. We conclude that i1 is a multiple of b′1,1 and so the minimal value for i1 is b′1,1.
Let us now determine lk the lower-bound of ik. Pα1E1+α2E2+···αk−1Ek−1 ≡ PikEk implies that P0 ≡ P−α1E1−α2E2−···−αk−1Ek−1+ikEk
which implies that there exists X = (x1, x2, . . . , xn) ∈ Zn such that BX = −α1ωE1 − α1ωE2 − · · · − αk−1ωEk−1 + ikωEk, it
follows that xn = xn−1 = · · · = xk+1 = 0 and bk,kxk = ikω. We conclude that ik is a multiple of b′k,k and so is at least equal
to b′k,k : lk = b′k,k.
Finally, the number of distinct tiles is at least equal to
i1l2l3 . . . ln = δgcd(ω, b1,1) gcd(ω, b2,2) . . . gcd(ω, bn,n) . 
Corollary 1. Let us denote δ as the determinant of A. If gcd(ω, δ) = 1 the number of distinct tiles modulo bgc is equal to δ.
Proof. The Property 3 proves that the number of distinct tiles modulo bgc is equal to the number of distinct tiles modulo
bg ′c. The Property 4 gives an upper-bound and a lower-bound of the number of distinct tiles modulo bg ′c. But B = AU ,
where U is a unimodular matrix, so the determinant of A equals the determinant of B. Moreover as gcd(ω, δ) = 1 we have
gcd(ω, bi,i) = 1 for i = 1, 2, . . . , n so that the number of tiles modulo bgc is at least equal to δ and at most equal to δ. 
3.3. An algorithm to compute the number of distinct tiles
Nowwe are also able to compute the number of distinct tiles. Indeed, the algorithm used to determine the points of a tile
explore each point of this tile in a precise and predictable way. First we find the smallest xn, then use it to locate the smallest
xn−1 and so on until x1 is reached. So the points of two geometrically identical tiles are determined in the same order. Let
X and X ′ be the first points of P ′Y and P
′
Y ′ determined by this algorithm. P
′
Y and P
′
Y ′ are identical modulo bg ′c if and only if X
and X ′ have the same remainder modulo bg ′c (see Property 1). So, to determine the number of distinct tiles, it is sufficient
to determine the remainder of the first point of each tile P ′Y ∈ S (where S is the set of distinct tiles defined in the proof of
Property 4).
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It has to be noted that the algorithm to determine the points of a tile has sometimes to deal with values of X mink greater
than X maxk. To cope with this, we introduce a new variable (found) that detects when the algorithm reaches the first point
of the tile.
Remark 2. If ω ≥ bk,k for k = 1, 2, . . . , n then it is easy to see that X maxk ≥ X mink which implies that
(X min1, X min2, . . . , X minn) is the first point of the tile. We then have the following algorithm to compute the number
of distinct tiles.
The following are someexamples produced thanks to our algorithms. Fig. 2 illustrates aQLT inZ2with15distinct tiles (the
tiles with same color are identical modulo bgc). In this example, for all i, j ∈ N, P(i+5,j) ≡ P(i,j) and P(i+2,j−3) ≡ P(i,j) The set{
P(i,j)|i = 0, 1, 2, 3, 4, j = 0, 1, 2
}
contains, exactly once, all distinct tiles. Fig. 3 shows the 2-tiles of the non-determinantal
QLT defined by matrix 13
(−1 1
−1 −1
)
and Fig. 4 shows the 16 distinct tiles of a QLT of Z3 and their union.
4. A particular case: Them-determinantal QLT
Let us now consider a QLT bgc defined by a m-determinantal matrix A′ = 1
ω
A, that is to say such that ω = mδ, where
δ = det(A) andm is any strictly positive integer.
Property 5. The tiles generated by a m-determinantal QLT bgc are all identical modulo bgc (and therefore also geometrically
identical). More precisely, for all Y ∈ Zn, PY = TmÂTYPO, where Tv represents the translation of vector v, ÂT is the transpose of the
cofactor matrix of A and O = (0, 0, . . . , 0) ∈ Zn.
2132 M.-A. Jacob-Da Col, P. Tellier / Theoretical Computer Science 410 (2009) 2126–2134
Fig. 2. Tiling generated by 15 distinct tiles.
Fig. 3. Non determinantal case with 4 distinct 2-tiles.
Fig. 4. All distinct tiles of a QLT.
Proof. Let ÂT transpose the cofactor matrix of A, we have A−1 = 1
δ
ÂT and A′−1 = mÂT. Letting Y ∈ Zn and X = mÂT Y , we
then have: A′ X = A′mÂT Y = Y . It follows that X is a point of PY , with the remainder RX = (0, 0, . . . , 0). We conclude that
for all Y , Y ′ ∈ Zn, PY ≡ PY ′ and, more precisely, PY ′ = TmÂT(Y ′−Y )PY . 
Property 6. The p-tiles generated by a m-determinantal QLT are all identical and can be generated recursively by translations of
PO where O = (0, 0, . . . , 0) ∈ Zn. More precisely, if Tv designs the translation of the vector v, we have, for all p ≥ 1:
PpY = T(mÂT)pYPpO (1)
and Pp+1O =
⋃
X∈PO
T(mÂT)pXP
p
O. (2)
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Fig. 5. Determinantal case: all the 2-tiles are identical.
Fig. 6. The unique 5-tile (module bgc) of a determinantal QLT.
Proof. If p = 1, the equality (1) has been proved in Property 5.
By definition P2O = {X ∈ Zn|X ∈ PY ′ and Y ′ ∈ PO} so
P2O =
⋃
Y ′∈PO
PY ′ =
⋃
Y ′∈PO
TÂT Y ′P0
which proves the equality (2) for p = 1.
Let us now assume the equalities (1) and (2) to be true with p = k and prove that they are true for p = k+ 1.
Pk+1Y =
⋃
X∈PY
PkX
=
⋃
X ′∈PO
PkX ′+mÂTY
=
⋃
X ′∈PO
T
(mÂT)
k
(X ′+mÂTY )P
k
O (recurrence hypothesis)
= T
(mÂT)
k+1Y
⋃
X ′∈PO
T
(mÂT)
kX ′P
k
O
= T
(mÂT)
k+1YP
k+1
O (recurrence hypothesis).
Moreover:
Pk+1O =
⋃
X∈PO
PkX
=
⋃
X∈PO
T
(mÂT)
kX
PkO (recurrence hypothesis). 
We are now capable of generating successive Zn p-tiles from a single unique tile. Here are examples to illustrate this:
Fig. 5 shows an example of aZ2 tilingwith 2-tiles of a determinantalZ2 QLT. Fig. 6 shows the unique 5-tile of a determinantal
Z3 QLT. Fig. 7 illustrates p-tiles with p = 1, 2, 3, 4 of a determinantal Z3 QLT.
5. Conclusion
We are now able to generate tilings of Zn with one or several tiles. Similar tilings have already been studied in [1,7,
3]. In [1], Arnoux studied substitutions and associated tilings. He defined a way to construct geometric figures associated
with a given substitution. He studied cases for which this construction is possible. A given substitution can give rise to
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Fig. 7. p-tiles (with p = 1, 2, 3, 4) of a determinantal QLT.
several different constructions and so to several different figures (some of these figures are p-tiles). In [6] and [4] we studied
particular determinantal QLTs associated with matrices of the form 1
a2+b2
(
a b
−b a
)
and showed how the border of the
p-tiles of these QLTs can be generated by a substitution. This study has been generalized to every 2D determinantal QLT.
We then have a generalized substitution that generates the border of the p-tiles. These substitutions correspond to the
substitutions studied in [1]. The main difference of these two studies is the starting point. Indeed in the study of Arnoux
the substitution is given, then he defines a way to associate tilings to these substitutions. In our work the starting point
is the QLT which generates p-tiles, each QLT gives rise to a unique substitution defined by the coefficients of the QLT. The
construction of the p-tiles depends on the integer part chosen in the definition of the QLT, if we change the integer part
function we obtain a new substitution.
As a future work we will study these substitutions in the case of determinantal QLTs over Zn.
Moreover self-affine tilings have been studied in [3,7]. In [3] a set ofM ∈ N prototiles T = {Ti, i = 1, 2, . . . ,M} is given
as well as a lattice Λ ⊆ Zn, and the authors gave conditions so that (T ,Λ) forms a self-affine tiling. The conditions found
involve the existence of an integer expanding matrix A such that
ATi =
M⋃
j=1
(Ti + Γi,j) ∀i = 1, 2, . . . ,M
with Γi,j ∈ Γ . In [7] an expanding integer matrix n× n is given as well as a standard digit setD (which is a complete set of
coset representatives forZ/(AZn)), then they associate a set T (A,D) =⋃d∈D(T+d) and prove that for every standard digit
setD the set T (A,D) tiles Rn with a lattice tiling. In our work a matrix 1
ω
A (generally contracting) is given and this matrix
defines the tiling. The defined tilings correspond to the tilings studied in [3] for some set of prototiles, and in [7] for some set
of standard digits. More precisely the tilings of [7] correspond to tilings generated by determinantal QLTs. Again, the tilings
generated by QLTs depend on the integer part function. Indeed, a new integer part function generates a new tiling, but one
which will always correspond to some tilings defined in [3,7].
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