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INTRODUCTION
CHAPITRE I
Nous allons décrire des notions généralisant l’euclidianité pour la norme des corps
de nombres. Pour expliquer notre démarche, nous présentons ici un rappel des défini-
tions de base et de quelques résultats déjà connus. Pour un panorama plus complet,
on peut consulter les articles de Lenstra ([Len79]) ou Lemmermeyer ([Lem95]).
Corps de nombres euclidiens pour la norme
Soit K un corps de nombres, c’est-à-dire une extension finie de Q. On note ZK
l’anneau des entiers de K et NK/Q la norme.
On dit que le corps K (ou que l’anneau ZK ) est euclidien pour la norme si pour tout
couple α , β ∈ ZK × ZK \ 0, il existe γ ∈ ZK tel que RRRRRNK/Q α − βγRRRRR < RRRRRNK/Q βRRRRR.
Avec la multiplicativité de la norme, cette définition équivaut au fait que
pour tout ξ ∈ K, il existe z ∈ ZK tel que RRRRRNK/Q ξ − zRRRRR < 1 . (I.1)
Dans le cas où K = Q, ZK = Z, le fait que (I.1) est vérifié est connu au moins depuis
Euclide ([Euc32, Proposition 1]). Cette propriété était utilisée au départ pour montrer
que Z est principal, donc factoriel, mais aussi pour calculer des pgcd et des identités
de Bézout. Avec (I.1), la même démonstration s’applique et si K est euclidien, alors
ZK est principal, donc factoriel. En fait, dans le cas des anneaux d’entiers de corps de
nombres, les propriétés de principalité et de factorialité sont équivalentes.
Un cas particulièrement simple est celui où K est un corps quadratique imagi-
naire, c’est-à-dire K = Q Ł√−m où m est entier positif sans facteur carré. Dans le
cas m = −1, Gauß a ainsi montré que l’anneau ZQŁ√−1 = Z i appelé de nos jours
anneaux des entiers de Gauß est euclidien pour la norme. Ainsi Z i est factoriel. Les
applications de cette propriété sont nombreuses : on peut citer la recherche de tri-
plets pythagoriciens et le théorème des deux carrés de Fermat. Plus généralement,
on connaît la liste complète des quadratiques imaginaires euclidiens pour la norme.
Il s’agit des corps Q Ł√−m pour m appartenant à la liste suivante :
1 , 2 ,3 ,7 ,11 . (I.2)
C’est pour montrer la principalité que l’on a cherché à prouver que certains an-
neaux d’entiers de corps de nombres sont euclidiens pour la norme. Néanmoins, la
question des corps quadratiques imaginaires principaux est difficile et même si le ré-
sultat avait été conjecturé par Gauß, il a fallu attendre le XXe siècle et le théorème de
Heegner-Baker-Stark pour obtenir leur liste complète : il s’agit des Q Ł√−m pour les
valeurs suivantes de m :
1 , 2 ,3 ,7 ,11 ,19 ,43 ,67 ,163.
1
2 I. INTRODUCTION
À partir du XIXe siècle, on s’est particulièrement intéressé au caractère principal des
corps cyclotomiques K = Qζn où n est une racine primitive ne de l’unité. L’argu-
ment de l’euclidianité pour la norme est naturel pour progresser dans cette étude.
Wantzel a ainsi tenté de combler un trou dans la « preuve » de Lamé du théorème
de Fermat-Wiles en utilisant des propriétés d’euclidianité pour la norme. En suivant
et en corrigeant ses idées, Cauchy et Kummer ont étudié les corps cyclotomiques et
prouvé que certains d’entre eux sont euclidiens pour la norme, mais Kummer a aussi
montré que Qζ23 n’est pas principal.
Si les corps cyclotomiques principaux sont totalement connus, la liste exacte de
ceux qui sont euclidiens pour la norme n’est pas encore totalement déterminée : on
sait que Qζn est euclidien pour la norme pour
n ∈ 1 ,3 ,4 , 5 ,7 ,8 , 9 ,12 ,15 ,16 , 20 , 24 ,
mais Lenstra a prouvé que Qζ32 est principal mais pas euclidien pour la norme (voir
[Akh95] pour les détails de la preuve).
Il s’avère que la recherche de corps de nombres euclidiens pour la norme n’est pas
si facile en pratique. En particulier, peu d’exemples de corps de nombres K de degré
supérieur ou égal à 5 ayant cette propriété étaient connus avant l’article [Len76] de
Lenstra. Son idée, reposant sur l’utilisation de suites particulières d’unités de K , a
permis de prouver que de nombreux corps de nombres de degré n ∈ 5 , . . .10 sont
euclidiens pour la norme.
Minimum euclidien
La détermination des corps de nombres K quadratiques réels et euclidiens pour la
norme est déjà un problème difficile qui n’a été résolu qu’au début des années 1950.
Dans ce cas, il s’agit non seulement de montrer que certains corps sont euclidiens
pour la norme, mais aussi de prouver que les autres ne le sont pas. Des arguments
de congruence, (on peut par exemple citer ceux de Behrbohm et Rédei, [BR36]) ont
permis de traiter de nombreux cas, mais une avancée importante a été effectuée par
Davenport qui a prouvé que l’euclidianité de K impliquait que le discriminant de K
était borné et a donné une borne explicite raisonnable ([Dav51]). C’est ainsi que la
liste complète des corps quadratiques réels euclidiens pour la norme a été trouvée :
K = Q √n, n > 1 sans facteur carré, est euclidien pour la norme si et seulement si
n ∈ 2 ,3 , 5 ,6 ,7 ,11 ,13 ,17 ,19 , 21 , 29 ,33 ,37 ,41 , 57 ,73. (I.3)
De nombreux autres auteurs ont contribué à ce résultat. On peut citer parmi eux
Erdős, Heilbronn, Chatland,Min, Hua, Inkeri (l’article [Ink47] est le premier à donner
la liste complète, au détail près qu’elle contient par erreur n = 97), Davenport, Barnes
et Swinnerton-Dyer ([BSD52a] signale que n = 97 est erronée). Pour une présentation
complète et en un seul papier de la démarche, on peut consulter la thèse d’Ennola
([Enn58]) qui améliore la borne de Davenport.
Notons aussi que le cas quadratique est très particulier : comme dans tous les cas
où le rang r des unités de K vaut 1, il n’existe qu’un nombre fini de corps K qui sont
euclidiens pour la norme. Néanmoins, si r > 1, cela n’est pas prouvé et il n’y a aucune
raison de le conjecturer.
3Pour étudier les corps quadratiques euclidiens, de nouvelles approches ont été dé-
veloppées, et ainsi le minimum euclidien a été défini. L’équation (I.5) donne en ef-
fet une interprétation « géométrique » de la détermination de l’euclidianité pour la
norme : on cherche à approcher les éléments de K par des éléments du réseau ZK par
rapport à la norme NK/Q.
Il est donc naturel d’introduire le minimum euclidien local pour ξ ∈ K ,
mKξ ··= inf
z∈ZK
RRRRRNK/Q ξ − zRRRRR ,
ainsi que le minimum euclidien MK ··= supξ∈K mKξ. Cette quantité a été étudiée
dans les cas des corps quadratiques réels par Davenport, Barnes, Swinnerton-Dyer
dans les années 1950 : plutôt que de s’intéresser directement à K , on plonge K dans
Rn (où n est le degré de K ) et on définit le minimum inhomogène local mKx pour
x ∈ Rn qui étend le minimum euclidien. Il s’agit donc à présent d’étudier le minimum
MK = supx∈Rn mKx et de comprendre ses liens avec le minimum euclidien MK.
En effet, étant donné l’observation basique suivante, la valeur de MK donne des
informations sur l’euclidianité pour la norme :
– si MK < 1, alors K est euclidien pour la norme,
– si MK > 1, alors K n’est pas euclidien pour la norme,
– si MK = 1, alors on ne peut a priori pas conclure.
Barnes et Swinnerton-Dyer ont prouvé que MK = MK dans le cas des corps qua-
dratiques réels. Ce raisonnement a été étendu par van der Linden aux corps cubiques
complexes et aux corps quartiques totalement imaginaires. Toutefois, cette propriété
ne décrit pas totalement le comportement observé de MK et c’est pourquoi Barnes
et Swinnerton-Dyer ont fait la conjecture suivante :
il existe ξ ∈ K tel que MK = mKξ. (I.4)
Cela implique en particulier que MK = MK, mais a aussi des conséquences plus
profondes : par exemple, cela implique que si MK = 1, alors K n’est pas euclidien
pour la norme.
Si la conjecture (I.4) n’est toujours pas prouvée dans le cas quadratique réel, Cerri
l’a démontrée quand le rang des unités de K est strictement supérieur à 1. Ainsi, on
obtient que MK = MK pour tout corps de nombres K . Cela incite à calculer MK
puisque dans ce cas, la connaissance de MK permet de répondre à la question de
l’euclidianité pour la norme de K . Par ailleurs, très concrètement, la valeur de MK
permettra de dire quelle est la meilleure inégalité de la forme de (I.1) qu’on puisse
obtenir.
Pour un corps quadratique imaginaire, le calcul du minimum euclidien s’effectue
par un raisonnement géométrique élémentaire : si K = Q Ł√−m où m > 0 est un
entier sans facteur carré, alors
– MK = MK = m+14 si m ≡ 1 , 2 mod 4,
– MK = MK = m+1216m si m ≡ 3 mod 4.
Dans ces cas élémentaires, on peut exhiber des éléments ξ ∈ K tels que mKξ =
MK = MK.
Pour déterminer des bornes sur MK et le calculer, des arguments géométriques
élémentaires ne suffisent pas. Ainsi, Barnes et Swinnerton-Dyer ont utilisé les unités
Z×K de K et des raisonnements géométriques fins dans Rn pour calculer les minima
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euclidiens de certains corps quadratiques réels. Cette approche peut se généraliser à
un degré quelconque mais les calculs qui en découlent peuvent être très compliqués.
Pour cette raison, on a cherché à obtenir des procédures pratiques pour calculer avec
un ordinateur le minimum euclidien MK.
Cavallar et Lemmermeyer ont ainsi décrit un algorithme qui s’applique notam-
ment aux corps cubiques qui permet de calculer MK ([CL98]). Cerri a, quant à lui,
donné un algorithme utilisant un plongement de K différent et qui s’applique à tous
les corps de nombres totalement réels pour calculerMK ([Cer07]). Les tests de l’algo-
rithme de Cerri étant optimaux, il donne de meilleurs résultats. Sa démarche repose
sur les idées suivantes.
– Étant donné un point ξ de K , on peut calculer le minimum euclidien local mKξ
si on connaît les unités de K .
– Pour calculer MK, on se ramène à un compact de Rn que l’on découpe en pa-
rallélotopes. Seuls certains de ces parallélotopes sont conservés par l’étude et en
faisant agir les unités sur ces parallélotopes, on obtient un graphe. Si ce graphe
est convenable, alors le calcul de MK se ramène à des calculs de minima eu-
clidiens locaux.
L’application de cet algorithme a permis de trouver de nombreux corps quadratiques
réels euclidiens de degré inférieur ou égal à 8.
Néanmoins, il reste encore des problématiques liés au minimum euclidien : d’une
part, dans les cas non totalement réels, un tel algorithme n’existe pas, ce qui fait que
peu de minima euclidiens sont connus. Par exemple, les minima euclidiens des corps
cyclotomiques ne sont pas totalement déterminés, même pour ceux dont on sait qu’ils
sont euclidiens pour la norme. Par ailleurs, la question de l’euclidianité des corps de
nombres dont le rang des unités est 1 et dont le minimum euclidien vaut 1 n’est pas
encore tranchée.
Généralisations
Pour généraliser l’euclidianité, on peut changer (I.1) mais aussi définir l’euclidia-
nité pour des objets plus généraux que les corps de nombres principaux. Ce para-
graphe présente différentes approches.
Euclidianité généralisée
Johnson, Queen et Sevilla ont proposé une généralisation de l’euclidianité aux
corps de nombres non principaux ([JQS85]). Leur définition s’applique à un corps de
nombre K . On dit que K est euclidien au sens généralisé (ou encore G.E.) si pour tout
couple α , β ∈ ZK × ZK \ 0 tel que l’idéal α , β est principal, il existe γ ∈ ZK tel
que RRRRRNK/Q α − βγRRRRR < RRRRRNK/Q βRRRRR .
Dans le cas où K est un corps quadratique imaginaire, K est euclidien pour la norme
si et seulement s’il est G.E. ; cependant, Q Ł√10 et Q Ł√65 sont G.E. mais non eu-
clidiens pour la norme. En fait, si K = Q Ł√d où d est un entier strictement positif
sans facteur carré non congru à 1 modulo 4, alors K est G.E. si et seulement s’il est
euclidien pour la norme ou d = 10. Les autres cas ne sont pas totalement déterminés,
5mais on conjecture que Q Ł√10 et Q Ł√65 sont les seuls corps G.E. non euclidiens
pour la norme.
Une connaissance fine du minimum euclidien permet de déterminer si un corps de
nombres est G.E. : il suffit de prouver que les seuls points pour lesquels mK Ł αβ > 1
sont tels que α , β n’est pas principal. Ainsi, Cerri a trouvé des corps de nombres to-
talement réels G.E. mais non euclidiens pour la norme de degré strictement supérieur
à 2 ([Cer11]).
Euclidianité pour un autre stathme
Notons tout d’abord qu’il n’y a a priori aucune raison de se restreindre au cas par-
ticulier de l’euclidianité pour la norme : étant donné un anneau principal quelconque
R, on cherche à savoir s’il existe une fonction f : R −→ N, appelée stathme, telle que
pour tout α , β ∈ R× R \ 0 , il existe γ ∈ R tel que fα − βγ < fβ. (I.5)
Si R = ZK et f = RRRRRNK/QRRRRR, on retrouve la définition (I.1). Hasse a ainsi demandé s’il
était possible de définir des stathmes euclidiens autres que la norme si l’anneau des
entiers est principal ([Has28]). Motzkin a développé un critère pour étudier l’existence
d’un stathme quelconque dans un anneau ([Mot49]). Il s’est particulièrement intéressé
au cas quadratique imaginaire et ainsi montré que Q Ł√−19 n’est pas euclidien. Par
le même argument, on obtient que les corps quadratiques imaginaires euclidiens sont
tous euclidiens pour la norme et donc que (I.2) est aussi la liste complète des corps qua-
dratiques imaginaires euclidiens. Samuel a repris le critère deMotzkin,mais cette fois
pour prouver que certains anneaux principaux sont euclidiens ([Sam71]). Il a aussi
signalé que l’exemple Q Ł√14 était sans doute un bon candidat pour prouver qu’il
existe des corps de nombres euclidiens pour un certain stathme, mais pas pour la
norme.
S’appuyant sur les résultats de Samuel, Weinberger a montré sous des hypothèses
de Riemann généralisées (GRH) que si le rang des unités de K est supérieur ou égal
à 1, alors K est principal si et seulement s’il est euclidien pour un certain stathme
([Wei73]). Plus récemment, les travaux de Gupta, Kumar Murty, RamMurty, Clark et
Harper ont cherché à se passer des hypothèses de Riemann généralisées pour montrer
des résultat analogues. Ainsi, Harper a prouvé dans sa thèse ([Har04]) que Q Ł√14
est euclidien et même que tous les corps quadratiques réels de discriminant inférieur
à 500 et principaux étaient aussi euclidiens. En utilisant le même raisonnement, il
prouve aussi que les cyclotomiques principaux sont également tous euclidiens.
Euclidianité en plusieurs étapes
Cooke a proposé de s’autoriser à effectuer des chaînes de division ([Coo76a] et
[Coo76b]). En clair, pour un entier m > 1 fixé, on dit que K est euclidien en m étapes
si pour tout α , β ∈ ZK × ZK \ 0, il existe k 6 m, γi16i6k ∈ ZkK et δi16i6k ∈ ZkK
tels que ¢¨¨¨¨¨¨¨
¨¨¨¦¨¨¨¨¨¨
¨¨¨¨¤
α − βγ1 = δ1
β − δ1γ2 = δ2
δ1 − δ2γ3 = δ3
...
δk−2 − δk−1γk = δk
et RRRRRNK/Q δkRRRRR < RRRRRNK/Q βRRRRR . (I.6)
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On peut tout de suite remarquer que si K est euclidien en m étapes, alors il est aussi
euclidien en l étapes pour tout l > m. De plus s’il existe un entier m tel que K est
euclidien en m étapes par rapport à f , alors K est principal. Néanmoins, il existe des
corps de nombres qui sont euclidiens en deux étapes mais pas euclidiens par rapport
à la norme NK/Q (au sens classique, donc en une étape). Par exemple Q√14 est
euclidien en deux étapes.
La notion d’euclidianité en m étapes peut aussi s’exprimer à l’aide des fractions
continues. Si q1 , q2 , . . . , qk sont k éléments de ZK , on note, si cette expression est
bien définie,
 q1 , q2 , . . . , qk = q1 + 1
q2 +
1
q3 +
1
. . .
+
1
qk
=
ak
bk
,
où ak et bk sont des éléments de ZK définis par les formules suivantes :
a1 = 1 , b1 = 1 ,
a2 = q1q2 + 1 , b2 = q2 ,
... ...
ak = qkak−1 + ak−2 , bk = qkbk−1 + bk−2 .
La condition (I.6) s’écrit alors sous la forme suivante : pour tout ξ ∈ K , il existe 1 6
k 6 m et k éléments q1 , q2 , . . . , qk ∈ ZK tels que
RRRRRNK/Q ξ −  q1 , q2 , . . . , qkRRRRR < 1RRRRRNK/Q bkRRRRR .
En utilisant les résultats de P.M. Cohn et Vaseršteı˘n sur GE2 ([Coh66], [Vas72]),
Cooke a ainsi montré que si K admet une infinité d’unités, alors il existe un certain
entier m > 1 tel que K est euclidien en m étapes ([Coo76a]). Sous GRH, Cooke et
Weinberger ont même montré que si K a une infinité d’unités et est principal, alors K
est euclidien en au plus quatre étapes. En supposant en outre que K a un plongement
réel, ils ont obtenu que K est alors euclidien en au plus deux étapes ([CW75]).
En pratique, Cooke a vérifié expérimentalement que les corps quadratiques réels
principaux de petit discriminant étaient euclidiens en deux étapes. Une étude plus
récente a montré que c’était vrai pour tout corps quadratique réel de discriminant
inférieur à 8 000 ([GM11]).
Classes euclidiennes
Lenstra a proposé une généralisation de l’euclidianité pour les corps de nombres
non principaux ([Len78a]). Il s’agit de considérer les idéaux fractionnaires inversibles
à la place des éléments de ZK . Un cas particulier intéressant est celui où on considère
les classes euclidiennes pour la norme : on dit qu’un idéal entier I non nul est euclidien
pour la norme si
pour tout ξ ∈ K, il existe z ∈ I tel que RRRRRNK/Q ξ − zRRRRR < |ZK/I| . (I.7)
7Il s’agit bien sûr d’une modification de (I.1) obtenue en remplaçant ZK par I. La pro-
priété (I.7) ne dépend en fait que de la classe  I de I, c’est pourquoi on parle de classe
euclidienne pour la norme. De plus si  I est une classe euclidienne, alors le groupe
des classes est cyclique, engendré par  I.
Lenstra a présenté les premiers exemples dans son article originel [Len78a] : il
a notamment donné tous les corps quadratiques admettant une classe euclidienne
pour la norme en s’appuyant sur les travaux d’Ennola. Peu après, van der Linden a
prolongé son étude dans sa thèse ([Lin84]) en décrivant le cas où le rang des unités est
1 : comme dans le cas principal, il n’existe qu’un nombre fini de tels corps admettant
une classe euclidienne pour la norme.
Il est aussi possible de définir l’euclidianité d’une classe pour un stathme quel-
conque. En utilisant les résultats de Weinberger, Lenstra a prouvé sous GRH que si
K admet au moins deux places infinies et si le groupe des classes est cyclique, alors
toute classe engendrant le groupe des classes est euclidienne. Graves a entrepris de
généraliser les résultats de Harper dans le cas des classes euclidiennes ([Gra09]), ce
qui lui a permis de montrer que Q√2 ,√35 admet une classe euclidienne ([Gra11]).
Corps de quaternions
Plutôt que de considérer un corps de nombres K , on peut s’intéresser à un corps de
quaternions F , c’est-à-dire une K -algèbre centrale simple de dimension 4 admettant
une K -base 1 , i , j , k telle que i j = − ji = k, i2, j2 ∈ K et
nrdF/K :  F −→ Kx + yi + z j + tk 7−→ x2 − i2y2 − j2z2 − k2t2
ne représente 0 que trivialement.
L’exemple le plus élémentaire est celui des quaternions sur K = Q obtenus en
prenant i2 = j2 = −1. On peut lui associer des ordres Λ1 = Z + Zi + Z j + Zk et
Λ2 = Z+ Zi+ Z j + Z 1+i+ j+k2 , qui sont des anneaux appelés quaternions de Hamilton
et quaternions de Hurwitz. Même si ces anneaux ne sont pas commutatifs, on peut
quand même considérer la propriété d’euclidianité : si on fait la division euclidienne
comme en (I.5), on parlera d’euclidianité à droite. On peut définir de façon analogue
l’euclidianité à gauche. On observe que l’anneau Λ2 est euclidien à droite et à gauche
pour nrdF/K , alors que Λ1 n’est euclidien ni à droite ni à gauche pour nrdF/K . On
peut se servir de l’euclidianité de Λ2 pour montrer le théorème des quatre carrés de
Lagrange.
Pour définir l’euclidianité pour la norme dans le cas général des corps de quater-
nions sur un corps de nombres, on considère un ordre Λ à la place de ZK , la norme
étant remplacée par NK/Q ◦nrdF/K : on dira ainsi que Λ est euclidien à droite pour la
norme si pour tout α , β ∈ Λ × Λ \ 0, il existe γ ∈ Λ tel queRRRRRNK/Q ◦ nrdF/Kα − βγRRRRR < RRRRRNK/Q ◦ nrdF/KβRRRRR .
Eichler a ainsi montré que si K est euclidien pour la norme et si F est totalement
indéfini sur K , alors tout ordre maximal Λ est euclidien à droite pour NK/Q ◦ nrdF/K
([Eic38]).
Dans sa thèse ([Cha06]), Chaubert a étendu la définition et certaines propriétés
du minimum euclidien aux corps de quaternions. Il a aussi noté que la construction
de Motzkin s’appliquait à ce cas non commutatif.
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Plan de la thèse
La thèse se compose de chapitres qui peuvent être lus séparément mais qui par-
tagent certaines idées et techniques.
Dans le chapitre II, nous généralisons l’algorithme de Cerri aux corps de signa-
ture quelconque. Nous y décrivons en détail chaque étape de l’algorithme, en insis-
tant sur les techniques pour rendre certaines étapes plus automatiques, notamment
la recherche de graphes convenables. Nous donnons aussi de nombreux exemples de
résultats obtenus : par exemple, nous donnons de nouvelles valeurs de minima eucli-
diens de corps cyclotomiques, nous exhibons des corps principaux non euclidiens pour
la norme en diverses signatures et nous voyons comment adapter l’algorithme pour
étudier l’euclidianité en plusieurs étapes et l’euclidianité généralisée. Enfin, nous étu-
dions rigoureusement les problèmes liés à la précision des calculs et montrons com-
ment les éviter.
Le chapitre III revient très brièvement sur la construction deMotzkin. Le but n’est
pas de donner un panorama aussi complet que celui dressé par l’article de Samuel
([Sam71]), mais de rappeler les résultats importants, en particulier dans le cas non
commutatif, ce qui nous sera particulièrement utile pour le chapitre V.
Dans le chapitre IV, nous étudions les classes euclidiennes, en particulier pour la
norme. Nous commençons par décrire comment modifier la construction de Motzkin
dans ce cas. Les idées du chapitre III seront donc réutilisées. Ensuite, nous expliquons
comment appliquer l’algorithme du chapitre II pour étudier les classes euclidiennes
pour la norme. Cela nous permettra d’obtenir de nouveaux exemples de classes eucli-
diennes pour la norme. De plus l’algorithme permet de montrer que certains corps de
nombres n’admettent pas de classe euclidienne pour la norme. Ainsi, on trouve que
Q√2 ,√35 n’a pas pas de classe euclidienne pour la norme, alors qu’il admet une
classe euclidienne. Dans cette partie, nous généralisons aussi les résultats de Ciof-
fari ([Cio79]) pour montrer que les seuls corps cubiques purs K = Q  3√m (m > 1)
admettant une classe euclidienne pour la norme sont principaux.
Enfin, nous nous intéressons aux corps de quaternions euclidiens dans le chapitre
V. Après avoir défini l’euclidianité d’un ordre Λ d’un corps de quaternions F , nous
montrons que si Λ est euclidien, alors Λ est maximal, F est principal et tout ordre
maximal de F est euclidien. Nous étudions ensuite les corps de quaternions totale-
ment définis sur Q ou sur un corps quadratique et grâce à la construction de Motzkin,
nous donnons la liste complète de tels corps euclidiens (non nécessairement pour la
norme) et voyons qu’ils sont en fait euclidiens pour la norme. Puis nous nous intéres-
sons au cas totalement indéfini sur un corps quadratique imaginaire. En particulier,
nous montrons que si F est euclidien pour la norme, alors K est euclidien pour la
norme, sauf peut-être dans un cas.
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Ce chapitre reprend l’article [Lez12a], à paraître dans Mathematics of Computa-
tion.
1 Introduction
Dans ce chapitre, on considère un corps de nombres K . On note ZK son anneau
des entiers. Les entiers r1 et 2r2 sont les nombres de places respectivement réelles et
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imaginaires de K . On note n = r1 + 2r2 le degré de K et [ i16i6n les plongements de
K dans C. Quitte à les réordonner, on peut supposer que pour tout 1 6 i 6 r1,
[ i : K −→ R ,
et pour tout r1 + 1 6 i 6 r1 + r2,
[ i = [ i+r2 .
On désigne par NK/Q la norme usuelle, pour tout x ∈ K , on a
NK/Qx = nM
i=1
[ ix.
On note discK le discriminant de K , hK le nombre de classes de K , Z×K le groupe des
unités de K .
Proposition 1.1 (théorème des unités de Dirichlet). Le groupe des unités Z×K est iso-
morphe au produit du groupe (cyclique d’ordre pair) des racines de l’unité de K et d’un
groupe abélien libre de rang r = r1 + r2 − 1.
Démonstration. Voir [Sam71].
Définition 1.2 (euclidianité par rapport à la norme). On dit que ZK est euclidien par
rapport à la norme si et seulement si pour tout a , b ∈ ZK × ZK \ 0, il existe c ∈ ZK
tel que RRRRRNK/Qa− bcRRRRR < RRRRRNK/QbRRRRR .
Si la propriété précédente est vérifiée, on dit aussi que K est euclidien pour la
norme, que RRRRRNK/QRRRRR est un algorithme d’Euclide ou encore un stathme. Il n’y a pas de
raison de choisir la norme à la place d’un autre algorithme d’Euclide, mais la propriété
de multiplicativité de la norme fait que c’est (relativement) plus facile de vérifier queRRRRRNK/QRRRRR est un stathme pour ZK .
En effet, vérifier que ZK est euclidien pour la norme revient à prouver que pour tout
ξ ∈ K , il existe z ∈ ZK tel que RRRRRNK/Qξ − zRRRRR < 1. Par conséquent, la détermination du
caractère euclidien pour la norme de K peut être vu d’un point de vue géométrique.
La notion de minimum euclidien sera introduite pour indiquer la « distance » entre K
et le réseau ZK .
2 Minima euclidien et inhomogène de K
2.1 Minimum euclidien de K
Définition 2.1 (minimum euclidien local). Pour tout ξ ∈ K , on appelle minimum eu-
clidien de K en ξ le nombre réel positif mKξ ··= inf z∈ZK RRRRRNK/Qξ − zRRRRR.
Avec cette définition, on observe immédiatement que le minimum euclidien en ξ
est atteint pour tout ξ ∈ K , c’est-à-dire qu’il existe un certain z ∈ ZK tel que mKξ =RRRRRNK/Qξ − zRRRRR. En particulier, mKξ ∈ Q. Toutefois, une telle propriété ne fournit pas
de technique pour calculer le minimum euclidien en ξ. Pour y parvenir, nous aurons
besoin de connaître les unités Z×K de K . Nous verrons comment procéder dans la partie
3.1.
Signalons aussi un cas trivial, mais qui s’avère souvent très utile.
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Exemple 2.2. Soit x ∈ ZK tel que x 6= 0 et x /∈ Z×K . Alors mK 1x = 1|NK/Qx| .
La définition 2.1 nous permet de reformuler la définition de l’euclidianité pour la
norme : K est euclidien pour la norme si et seulement si pour tout ξ ∈ K , mKξ < 1,
ce qui mène à la définition naturelle suivante.
Définition 2.3 (minimum euclidien). On pose MK ··= supξ∈K mKξ et on l’appelle
minimum euclidien de K .
Nous verrons que MK est fini dans la partie 2.3. Le but principal de ce chapitre
est de calculer ce réel positif, étant donnée l’observation élémentaire suivante.
1. Si MK < 1, alors K est euclidien pour la norme.
2. Si MK > 1, alors K n’est pas euclidien pour la norme.
Nous verrons un résultat plus précis (proposition 2.8) dans le paragraphe 2.3.
2.2 Plongement de K
Rappelons que l’on note [ i16i6n les plongements de K dans C. On pose
Φ :
¢¨¨¨¨¨
¦¨¨¨¨¨¤
K −→ Rn
x 7−→ Ł[1x , . . . , [r1x , Re [r1+1x , . . . ,Re[r1+r2x ,
Im [r1+1x , . . . , Im[r1+r2x
Nous allons déduire des propriétés de K à partir de résultats obtenus sur ΦK. Pour
ce faire, on étend le produit défini sur K à Rn via Φ : pour x = xi16i6n et y =yi16i6n, on pose x · y ··= zi16i6n où
zi =
¢¨¨¨¨¦¨¨¨¨¤
xiyi si 1 6 i 6 r1 ,
xiyi − xi+r2 yi+r2 si r1 < i 6 r1 + r2 ,
xi−r2 yi + xiyi−r2 si r1 + r2 < i 6 n.
Avec cette notation, pour tous ξ, ν ∈ K , Φξν = Φξ · Φν.
Par ailleurs, on introduit H ··= K ⊗QR, que l’on identifie avec Rn muni du produit
défini précédemment et on considère Φ comme une application de K dans H. On étend
la norme à H en posant
N :
¢¨¨¦¨¨¤ H −→ Rx = xi16i6n 7−→ RRRRRRLr1i=1 xiLr1+r2i=r1+1x2i + x2i+r2RRRRRR .
Ainsi, pour tout ξ ∈ K , RRRRRNK/QξRRRRR = NΦξ. Avec cette définition, la fonction N est
multiplicative et continue. Cela nous conduit à définir la notion suivante.
2.3 Minimum inhomogène de K
Définition 2.4 (minimum inhomogène). Pour tout x ∈ H, on définit le minimum in-
ohomogène de K en x par mKx ··= inf z∈ZK Nx − Φz.
Remarquons que pour tout ξ ∈ K , mKξ = mKΦξ. De plus mK est le minimum
inhomogène par rapport au réseau ΦZK pour l’application N. On peut en déduire
les propriétés suivantes de mK .
12 II. CALCUL DU MINIMUM EUCLIDIEN D’UN CORPS DE NOMBRES
Proposition 2.5. L’application mK vérifie les propriétés suivantes.
1. Pour tous ε ∈ Z×K , x ∈ H, Z ∈ ΦZK on a mKΦε · x − Z = mKx.
2. mK induit une application (aussi notée mK ) sur l’espace quotient H/ΦZK.
3. mK est semi-continue supérieurement sur H et H/ΦZK. En particulier, mK est
bornée et atteint ses bornes.
Démonstration. 1. Par définition de mK , en notant Z = Φz avec z ∈ ZK , on a
mKΦε · x − Z = inft∈ZK NΦε · x − Φz− Φt ,
= inf
t∈ZK
NΦε · x − Φε−1 · z + t
= inf
u∈ε−1ZK+z
NΦε · x − Φu.
Or, par multiplicativité de N, NΦε · x − Φu = NΦε · Nx − Φu =
Nx − Φu, car NΦε = RRRRRNK/QεRRRRR = 1. De plus ε−1ZK + z = ZK , on en
déduit
inf
u∈ε−1ZK+z
NΦε · x − Φu = inf
u∈ZK
Nx − Φu ,
d’où l’égalité
mKΦε · x − Z = mKx.
2. C’est une conséquence facile du premier point.
3. Cela résulte de la continuité deN. En effet, soient x ∈ Rn et { > 0. Par définition
de mK , il existe Z ∈ ΦZK tel que
Nx − Z < mKx+ {2 .
Par continuité deN, il existe un voisinage V de x dans H tel que pour tout y ∈ V ,
Ny − Z <Nx − Z+ {2 .
Donc pour tout y ∈ V , on a
mKy6 Ny − Z < mKx+ { .
Cela montre que mK est semi-continue supérieure dans H, donc elle l’est aussi
sur H/ΦZK.
Par ailleurs, H/ΦZK est compact. En effet, H est séparé et l’application natu-
relle H/ΦZK −→ H est continue et injective, donc H/ΦZK est séparé. Comme
l’application   0 ,1n −→ H/ΦZKx = xi16i6n 7−→ Φ Pni=1 xiei + ΦZK est continue, surjec-
tive et  0 ,1n est compact, on obtient que H/ΦZK est effectivement compact.
Dès lors, mK est majorée et atteint sa borne supérieure.
Comme pour le minimum euclidien, on introduit la quantité suivante.
Définition 2.6 (minimum inhomogène de K ). MK ··= supx∈H mKx.
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On voit immédiatement que MK 6 MK. La proposition 2.5 (3) implique que
MK est fini et qu’il existe x ∈ H tel que
mKx = MK ∈ R .
Par conséquent, MK6 MK est aussi fini. Néanmoins, il serait plus intéressant de
savoir s’il existe ξ ∈ K tel que mKΦξ = MK. C’est évidemment vrai dans les cas
triviaux où le rang des unités est r = 0. En effet, si K = Q,MK = MK = 12 ; si K est
un corps quadratique imaginaire, on plonge K dans H = C et on effectue des raison-
nements géométriques pour calculer MK : on trouve ξ ∈ K tel que mKξ = MK,
donc MK = MK (voir [Coh62, chapter VI.8, p. 105]). Par ailleurs, le théorème
suivant fournit une réponse positive dans de nombreux cas.
Théorème 2.7. Rappelons que r désigne le rang des unités.
1. Si r = 1, alors MK = MK.
2. Si r > 1, alors il existe ξ ∈ K tel que MK = mKξ. En particulier, MK =
MK ∈ Q.
L’énoncé (1) a été prouvé par Barnes et Swinnerton-Dyer ([BSD52b]) dans le cas
r1 = 2, r2 = 0. Ce résultat a été étendu par van der Linden ([Lin84]) dans le cas r = 1.
Cerri a prouvé (2) dans [Cer06].
Si r = 1, aucun résultat aussi fort que (2) n’est prouvé. Cependant, aucun contre-
exemple n’est connu et le fait que cette propriété soit vraie a été conjecturé dans le cas
quadratique réel par Barnes et Swinnerton-Dyer ([BSD52b]).
Ainsi, le calcul de MKdétermine si K est euclidien ou non pour la norme si r > 1.
La proposition suivante résume le critère pour décider de l’euclidianité pour la norme
de K si on connaît la valeur de MK.
Proposition 2.8. Soit K un corps de nombres.
1. Si MK < 1, alors K est euclidien pour la norme.
2. Si MK > 1, alors K n’est pas euclidien pour la norme.
3. Si MK = 1 et si le rang de Z×K est strictement supérieur à 1, alors K n’est pas
euclidien pour la norme.
Par conséquent, MK = 1 implique que K n’est pas euclidien pour la norme, sauf
peut-être pour des corps de nombres dont le rang des unités vaut 1. Parmi ces corps de
nombres, on sait qu’il n’en existe qu’un nombre fini vérifiant MK6 1, ce qui permet
en théorie de tous les calculer et de vérifier que la proposition 2.8 (3) est aussi vraie
pour r = 1. Nous allons le faire explicitement dans le cas quadratique réel dans le
paragraphe suivant.
2.4 M(K) = 1 dans le cas quadratique réel
Dans ce paragraphe, on considère K = Q√m où m est un entier sans facteur
carré strictement supérieur à 1. On rappelle que H ' R2.
Nous allons prouver le résultat suivant.
Théorème 2.9. Un corps quadratique réel K vérifie MK = 1 si et seulement si K =
Q Ł√65. En particulier, K est euclidien pour la norme si et seulement si MK < 1.
Ainsi, dans le cas particulier des corps quadratiques réels, les conclusions de la
proposition 2.8 sont encore vraies.
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2.4.1 Borne d’Ennola
Théorème 2.10 ([Enn58, Lemma 11]). Soit fs , t = as2 + bst + ct2 une forme qua-
dratique, où a , b , c ∈ Q vérifient b2 − 4ac > 0. On suppose que f ne représente pas 0
pour s , t 6= 0 ,0. Alors il existe h , k ∈ Q, tels que
|fs + h , t + k| > κ√b2 − 4ac ,
pour tous entiers s , t, où κ = 1
16 + 6
√
6
.
Si m ≡ 2 ,3 mod 4, alors ZK = Z + Z√m. Pour tous x , y ∈ R, on pose fx , y =
x2 −my2. En appliquant le théorème 2.10, on obtient deux rationnels h et k tels que
mKh+ k√m = mKh+ k√m, h− k√m> κ√4m.
Par conséquent, si m > 14κ2 , alors MK > 1. Dès lors, si on s’intéresse aux corps de
nombres quadratiques réels K dont le minimum euclidien est inférieur ou égal à 1, il
suffit de considérer m 6 235, si m ≡ 2 ,3 mod 4.
Si m ≡ 1 mod 4, alors ZK = Z + Z 1+√m2 et on peut appliquer le théorème 2.10
avec fx , y = x + y22−m y24 = x2+ xy+ 1−m4 y2. En ce cas, il suffit donc de considérer
m 6 1
κ2
, ce qui donne m 6 941.
2.4.2 Un lemme classique
À présent, il ne reste plus qu’un nombre fini de cas à traiter. Dans [Enn58], la
borne est utilisée pour déterminer les corps de nombres euclidiens pour la norme,
mais ici, on veut savoir quand MK = 1. Pour y parvenir, comme dans [Enn58], on
utilise un lemme de congruence classique qui remonte au moins à [BR36].
Lemme 2.11 (Casm ≡ 2 , 3 (mod 4)). Supposons que K est euclidien pour la norme.
Si r est un entier vérifiant 0 < r < m et est un carré modulo m, alors il existe X , Y ∈ Z
tels que X 2 −mY 2 ∈ r, r −m.
Démonstration. Soit Z un entier tel que Z2 ≡ r mod m. On effectue la division
euclidienne de Z
√
m par −m : il existe α , β ∈ Z tels queRRRRRRNK/Q ŁZ√m+mα + β√mRRRRRR < m2 .
Ensuite, on divise par m pour obtenirRRRRRmα2 − βm+ Z2RRRRR < m.
On écrit X = βm+ Z et Y = α. Alors X 2 − mY 2 ≡ r mod m. On déduit le résultat
de la borne trouvée précédemment.
On peut obtenir un résultat similaire dans l’autre cas.
Lemme 2.12 (Cas m ≡ 1 (mod 4)). On suppose que K est euclidien pour la norme.
Si r est un entier vérifiant 0 < r < m et est un carré modulo m, alors il existe X , Y ∈ Z
tels que X 2 −mY 2 ∈ 4r,4r −m et X ≡ Y mod 2.
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Démonstration. On effectue la division euclidienne de Z
√
mpar−m : il existe α , β ∈ Z
tels que RRRRRRRRRRRNK/Q Z
√
m+mα + β1 +√m2 RRRRRRRRRRR < m2 .
En multipliant par 4m, on trouveRRRRR2Z + β2 −m2α + β2RRRRR < 4m
On pose X = 2Z + β et Y = 2α + β, alors X ≡ Y ≡ β mod m et X 2 − mY 2 ≡ 4rmod 4m. Comme −4m < X 2 − 4mY 2 < 4m, on en déduit que X 2 −mY 2 ∈ 4r,4r −
m.
Par conséquent, pour montrer que K n’est pas euclidien pour la norme, il suffit
de trouver un r contredisant les conclusions des lemmes 2.11 ou 2.12. De plus, si on
parvient à trouver un tel r, alors MK> min  r+mm , 2m−rm  > 1.
En effet, si m ≡ 2 ,3 mod 4, alors d’après la preuve du lemme 2.11, on a en fait
mK  Z√m−m  > minr+mmm2 , 2m−rmm2 . Par ailleurs, si m ≡ 1 mod 4, d’après la preuve
du lemme 2.12, on a mK  Z√m−m  > min4r+4mm4m2 , 8m−4rm4m2 .
Dans [Enn58], ce raisonnement est utilisé 1 dans tous les cas sauf sept d’entre eux,
si m ≡ 2 ,3 mod 4 et dans tous les cas sauf vingt-deux si m ≡ 1 mod 4.
Pour les valeurs restantes de m, soit elles définissent un corps de nombres eucli-
dien pour la norme K = Q√m, soit des valeurs explicites x ∈ K sont connues 2 pour
lesquelles mKx > 1, sauf pour m = 65. Dans ce dernier cas MK = mK 1+√654  = 1
et K n’est pas euclidien pour la norme.
Par conséquent, dans le cas r1 = 2, r2 = 0, on sait qu’aucun corps euclidien pour
la norme K ne vérifie MK = 1. Cela termine la preuve du théorème 2.9.
Remarque 2.13. Le problème est toujours ouvert pour r1 , r2 ∈ 1 ,1 , 0 , 2. Des
exemples de corps de nombres de telle signature et avec MK = 1 seront donnés au
paragraphe 5.6.
2.5 Décidabilité de l’euclidianité
Dans ce paragraphe, nous démontrons le résultat suivant, dont l’idée générale est
due à Lenstra ([Len80]).
Proposition 2.14. Soit K un corps de nombres de signature différente de 1 ,1 et0 , 2, alors l’euclidianité de K pour la norme est un problème décidable.
Démonstration. L’idée de base est que pour ces corps de nombres, K est euclidien
pour la norme si et seulement si MK = MK < 1. Notons précisément A ··= z ∈
H, Nz < 1. Dès lors, sous les hypothèses de la proposition, K est euclidien pour la
norme si et seulement si ΦZK+A = H.
1. Dans la preuve originale d’Ennola [Enn58], certains corollaires des lemmes 2.11 et 2.12 sont
énoncés, mais on peut aussi construire directement des contre-exemples en utilisant l’algorithme de
Lagrange-Matthews-Mollin ([Mat00], [Mol01]) pour montrer rapidement que certaines équations de Pell
n’admettent pas de solutions de la forme voulue.
2. voir [Enn58, pp. 55–56] où les points critiques et les références sont données.
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En effet, si K est euclidien pour la norme, alors pour tout z ∈ H, mKz6 MK <
1. Donc, par définition de mKz, il existe Z ∈ ΦZK tel que
Nz − Z6 MK+ 12 < 1 .
Donc z ∈ ΦZK+A. L’inclusion réciproque étant claire, on en déduit ΦZK+A = H.
Notons alors F ⊆ H un domaine fondamental de ZK . Comme ZK \ 0 est dé-
nombrable, on peut noter ses éléments sous la forme β1 , β2 , . . . . Pour tout i, on pose
Xi = Φβi. On vérifie alors successivement pour n = 1 , 2 , . . . les conditions sui-
vantes.
In : Il existe α ∈ ZK tel que α 6≡ ρ mod βn pour tout ρ ∈ ZK tel queRRRRRNK/QρRRRRR < RRRRRNK/QβnRRRRR .
IIn : Le domaine fondamental est recouvert par les n+ 1 translatés
A , X1 +A , . . . , Xn +A.
On s’arrête si l’une des deux conditions est vérifiée : si c’est In, alors K n’est pas eu-
clidien pour la norme, si c’est IIn, alors K est euclidien pour la norme. Il reste donc à
voir qu’il existe n tel que In ou IIn est vérifiée.
Dans le contraire, pour tout n, In et IIn sont fausses. D’une part, cela implique que
K est euclidien pour la norme. En effet, pour tout α ∈ ZK et tout βn ∈ ZK \ 0, il
existerait ρ ≡ α mod βn et RRRRRNK/QρRRRRR < RRRRRNK/QβnRRRRR, c’est-à-dire mK Ł αβn < 1.
Mais d’autre part ΦZK+A ( H, ce qui montre que K n’est pas euclidien pour
la norme. Cela fournit une contradiction.
Remarque 2.15. Le fait que l’euclidianité pour la norme soit décidable n’implique pas
qu’on a un algorithme pour le faire. En effet, on ne sait pas pour quel n l’une des
conditions va être vérifiée. Par ailleurs, la condition IIn n’est pas si facile à tester.
2.6 Bornes pour le minimum euclidien
2.6.1 Bornes inférieures
Pour tout idéal entier I de ZK , on note NI le cardinal de ZK/I. On définit alors
l’entier
ΛK = min NI , I idéal entier , 0 ( I ( ZK .
On a ainsi MK > 1ΛK. En fait, si on suppose que K est principal, alors il existe
un certain entier x ∈ ZK \ Z×K ∪ 0 tel que ΛK = Nx = RRRRRNK/QxRRRRR. Dès lors,
mK 1x = 1|NK/Qx| = 1ΛK (voir l’exemple 2.2). Par ailleurs, si K n’est pas principal,
alors K n’est pas euclidien pour la norme et on a MK> 1.
Dans le cas r = 1, on a aussi des bornes spéciales pour MK en fonction du dis-
criminant de K . Elles permettent d’établir les propriétés suivantes.
Théorème 2.16 (Ennola, Cassels, van der Linden). Soit K un corps de nombres eu-
clidien pour la norme et tel que r = 1.
– Si r1 = 2, r2 = 0, alors discK 6 945.
– Si r1 = r2 = 1, alors |discK | 6 170 520.
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– Si r1 = 0, r2 = 2, alors discK 6 230 202 117.
Démonstration. Voir [Enn58], [Cas52] corrigé par [Lin84].
2.6.2 Bornes supérieures
Même si des bornes explicites sont connues dans des cas plus ou moins généraux
(voir par exemple [Dav52] ou [BF06]), elles ne sont pas utiles pour l’exécution de l’al-
gorithme, parce qu’elles ne sont pas assez bonnes pour de petits discriminants.
3 Outils pour l’algorithme
Le but de cette partie est de décrire des procédures pratiques qui vont être utilisées
pour l’algorithme général de calcul du minimum euclidien d’un corps de nombres.
Pour commencer, on traite le calcul du minimum euclidien local.
3.1 Calcul du minimum euclidien local
La technique est celle décrite par Cerri ([Cer07]) dans le cas totalement réel, écrite
ici dans le cas général. Les idées et arguments sont classiques.
On rappelle que r = r1 + r2 − 1 désigne le rang de Z×K . Comme le cas r = 0 est
facile, on va supposer que r > 1, c’est-à-dire que Z×K est infini. Le groupe des unités
Z×K est déterminé par r unités fondamentales, que nous écrirons ε1 , . . . , εr et par
les racines de l’unité de K . On identifie H/ZK avec un domaine fondamental F.
Les unités agissent sur K par multiplication et on peut étendre cette action à H
par  Z×K × H −→ Hε , x 7−→ Φε · x .
La proposition 2.5 (1) montre quemK est constante sur les orbites de cette action. Pour
x ∈ H, on note Orbx les éléments du domaine fondamental F qui sont des translatés
par des vecteurs de ΦZK d’éléments de l’orbite de x sous l’action des unités.
Remarque 3.1. Soit x ∈ H, l’orbite Orbx est finie si et seulement si x ∈ ΦK.
Démonstration. Si Orbx est finie, on considère la famille Φε·x mod ΦZK , ε ∈
Z×K. Comme r > 1, Z×K est infini et il existe deux unités distinctes ε et ν telles que
Φε · x ≡ Φν · x mod ΦZK. Ainsi,
x ∈ Φ  1
ε − νZK ⊆ ΦK.
Réciproquement, si x ∈ ΦK, alors il existe a ∈ ZK et b ∈ ZK \ 0 tels que
x = Φ  ab. Si on note S un système de représentants de ZK/bZK , alors pour tout
ε ∈ Z×K , il existe s ∈ S tel que
Φε · Φ ab = Φ  sb mod ΦZK .
Ainsi, Orbx ⊆ Φ  sb mod ΦZK , s ∈ S. Dès lors l’orbite Orbx a au plus #S =RRRRRNK/QbRRRRR éléments.
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Pour tout 1 6 i 6 n, on pose Γi ··=
r
M
j=1
max RRRRR[ iε jRRRRR , 1RRRRR[ iε jRRRRR¡ , ce qui nous permet
de définir
Γk ··= ¢¨¨¨¨¦¨¨¨¨¤
ŁLn−1i=1 Γi 1n k 1n si K est totalement réel,ŁLr1i=1 ΓiLr1+r2−1i=r1+1 ΓiΓi+r2 1n k 1n sinon.
Lemme 3.2. Pour tout ci16i6r ∈ R∗+r, il existe une unité ε ∈ Z×K telle que pour tout
1 6 i 6 r,
ci 6 |[ iν| 6 ciΓi .
Démonstration. La preuve est la même que dans le cas totalement réel (voir [Cer07]).
On considère le plongement logarithmique de K :
L :  K \ 0 −→ Rr1+r2x 7−→ ln |[ ix|16i6r1+r2 ,
on remarque que R = LZ×K est un réseau de
H =
¢¨¨¨¦¨¨¨¤xi16i6r1+r2 ,
r1
Q
i=1
xi + 2
r1+r2
Q
i=r1+1
xi = 0
£¨¨¨§¨¨¨¥ .
Ainsi, Lεi16i6r est une Z-base de R, donc Lεi16i6r est une base du R-espace
vectorielH.
Définissons alors x = xi16i6r1+r2 par
xi ··= lnci− Q
16l6r|[ lε j|>1
ln RRRRR[ lε jRRRRR ,
si 1 6 i 6 r et
xr1+r2 ··=
¢¨¨¦¨¨¤
−Pri=1 xi si K est totalement réel ,
−12 ŁPr1i=1 xi + 2Pri=r1+1 xi sinon.
Ainsi x ∈H. Donc il existe α j16 j6r ∈ Rr tel que x =Prj=1 α jLε j. On pose
y ··=
r
Q
j=1

α jLε j.
Si on note ν =Lrj=1 ε

α j
j ∈ Z×K , alors y = Lν. Soit alors 1 6 i 6 r. On a
yi − lnci = yi − xi + Q
16l6r|[ lε j|>1
ln RRRRR[ lε jRRRRR = rQ
j=1
βi , j ln RRRRR[ iε jRRRRR ,
où pour 1 6 j 6 r, βi , j =  
α j − α j si RRRRR[ iε jRRRRR < 1 ,
α j − α j + 1 sinon.
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Ainsi, pour tous 1 6 i , j 6 r, βi , j est du signe de ln RRRRR[ iε jRRRRR et |βi , j | 6 1. Par
conséquent,
0 6 yi − lnci6 rQ
j=1
RRRRRln RRRRR[ iε jRRRRRRRRRR .
On obtient donc 1 6 |[ iν|ci 6 Γi et en multipliant par ci, cela donne l’inégalité désirée.
Proposition 3.3. Soit x ∈ ΦK \ ΦZK et k > 0. S’il existe X ∈ ΦZK tel que
0 <Nx − X < k, alors il existe ν ∈ ΦZ×K et Y ∈ ΦZK tels que
Nν·x−Y < k et  |ν · x − Yi| 6 Γk pour 1 6 i 6 r1ν · x − Y2i + ν · x − Y2i+r2 6 Γk2 pour r1 + 1 6 i 6 r1 + r2 .
Démonstration. Notons z = x − X et fixons ti ··=
¢¨¨¦¨¨¤
|zi| si i 6 r1¼
z2i + z
2
i+r2 si i > r1
pour tout
indice i ∈ 1 , . . . , r. Par hypothèse, Nz > 0, donc z 6= 0 et ainsi, pour tout i ∈1 , . . . , r, on a ti 6= 0, ce qui permet de définir
ci ··= ΓkΓiti > 0 .
D’après le lemme 3.2, il existe une unité ε ∈ Z×K telle que pour tout 1 6 i 6 r,¢¨¨¦¨¨¤
Γk
Γi 6 |ν · zi| 6 Γk si i 6 r1 ,
Γk
Γi 6
¼ν · z2i + ν · z2i+r2 6 Γk si i > r1 , (II.1)
en notant ν ··= Φε.
Si K est totalement réel, alors n = r + 1 et donc Nz = |ν · zn| ·Lri=1 |ν · zi|. Or
Nz < k, et donc
|ν · zn| 6 k
L
r
i=1 |ν · zi| 6 k
r
M
i=1
Γi
Γk ,
d’après (II.1). Mais on a kLri=1
Γi
Γk = Γk, donc
|ν · zn| 6 Γk.
Si K n’est pas totalement réel, alors on a
Nz = ν · z2r1+r2 + ν · z2r1+2r2 · r1M
i=1
|ν · zi| · rM
i=r1+1
ν · z2i + ν · z2i+r2 < k .
Par conséquent,
ν · z2r1+r2 + ν · z2r1+2r2 6 kLr1i=1 |ν · zi| ·Lri=r1+1 ν · z2i + ν · z2i+r2
6 k
r1
M
i=1
Γi
Γk rM
i=r1+1
Γ2i
Γk2 d’après (II.1),
6 Γk.
Cela montre l’inégalité recherchée dans tous les cas en prenant Y ··= ν · X .
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Théorème 3.4. Soit x ∈ ΦK et k > 0. Pour tout z ∈ Orbx, on pose
Iz ,k ··= Z ∈ ΦZK , |zi − Zi| 6 Γk pour tout 1 6 i 6 n .
On considère le rationnel positif
Mk ··= min
z∈Orbx minZ∈Iz ,kNz − Z .
SiMk 6 k, alors mKx =Mk.
Démonstration. La preuve est identique à celle dans le cas totalement réel ([Cer07]).
La fonction mK étant constante sur l’orbite de x, on a pour tout z ∈ Orbx et
Z ∈ Iz ,k, mKx = mKz6 Nz − Z. Dès lors,
mKx6Mk .
On raisonne alors par l’absurde et on suppose que mKx <Mk. Par définition, cela
implique qu’il existe X ∈ ΦZK tel que
Nx − X <Mk 6 k .
D’après la proposition 3.3, on peut en déduire qu’il existe ν ∈ Z×K et Y ∈ ΦZK tels
que
Nν · x − Y < k et |ν · x − Yi| 6 Γk pour tout 1 6 i 6 n.
C’est incompatible avec la définition deMk.
Comme la fonction k 7−→ Mk est strictement décroissante, le théorème 3.4 im-
plique que l’algorithme suivant nécessite au plus une exécution de la boucle pour ob-
tenir mKx.
Algorithme 3.1 Calcul du minimum euclidien local
Entrée : un corps de nombres K , un point x ∈ ΦK, l’orbite Orbx de x, k > 0
Sortie : mKx
1: Calculer Γk,Mk
2: tant queMk > k faire
3: k←Mk, calculer Γk,Mk
4: fin tant que
5: renvoyer Mk
Remarques 3.5. 1. L’algorithme ne s’applique qu’aux éléments de ΦK, parce que
l’orbite des autres éléments de H est infinie (voir remarque 3.1).
2. Si x = 1ξ où ξ ∈ ZK \ Z×K ∪ 0, alors mKx = 1|NK/Qξ| , si bien que l’exécution de
l’algorithme 3.1 est inutile en ce cas.
3. L’algorithme 3.1 nécessite de connaître l’orbite Orbx. Nous verrons comment
la calculer au paragraphe 4.3.2.
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3.2 Plongement et test d’absorption de K par ZK
À présent, on s’intéresse au minimum euclidien MK. L’idée générale va être de
prouver que mKξ < k pour un certain réel k, sauf pour un ensemble fini de pointsξi16i6l de K . Si on trouve alors que mKξi > k pour un certain i, alors MK =
max16i6l mKξi.
3.2.1 Présentation et idées générales
On aura besoin de quelques informations sur K . En fait, on suppose que l’on
connaît une Z-base zi16i6n de ZK et de (bonnes) approximations de [ jzi pour tout
1 6 i , j 6 n. Cela nous permet d’identifier Qn et K via l’isomorphisme de Q-espaces
vectoriels
Ψ :  Qn −→ Kqi16i6n 7−→ Pni=1 qizi .
Comme Φ et Ψ sont toutes les deux linéaires, Φ ◦ Ψ : Qn −→ H est linéaire et on
peut l’étendre par continuité en une application linéaire φ : Rn −→ H telle que le
diagramme suivant commute.
Qn Rn
K H
i
Ψ
Φ
∼
φ
Or Φ et Ψ sont injectives, donc φ est injective, ce qui implique que φ est un isomor-
phisme et sa matrice M est inversible. On peut donner une expression explicite de
M = mi , j16i , j6n : pour tout 1 6 j 6 n,
mi , j =
¢¨¨¨¨¦¨¨¨¨¤
[ iz j si 1 6 i 6 r1 ,
Re [ iz j si r1 < i 6 r1 + r2 ,
Im [ i−r2z j si r1 + r2 < i 6 n. (II.2)
De plus Ψ identifie Zn et ZK , donc le réseau MZn de H est utilisé pour décrire les
entiers de K .
Tous les calculs sont effectués dans H/MZn. On identifie le domaine fondamental
de MZn avec F = M 0 ,1 n. On recouvre F et on le découpe en parallélotopes. Les
faces des parallélotopes sont orthogonales aux axes de H. Un découpage différent a
été utilisé dans [CL98] pour étudier les corps de nombres cubiques. Celui qu’on utilise
ici semble donner de meilleurs résultats car il permet d’utiliser un test optimal (voir
remarque 3.8).
En pratique, on applique une réduction LLL (voir [Coh96, paragraphe 2.6]) àM
pour contrôler la taille des coefficients deM etM−1 (voir paragraphe 6.1.1).
On montre des exemples de découpage et de recouvrement dans les cas quadra-
tiques réel et imaginaire dans la figure II.1. On ne conserve bien sûr que les parallélo-
topes qui intersectent le domaine fondamental. L’algorithme 3.2 résume les données
obtenues ainsi que les étapes de cette procédure.
Remarque 3.6. Pour effectuer des calculs dans H, on utilise des nombres réels flottants
et il est nécessaire de connaître une approximation deM.
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Figure II.1 – Exemples de découpage et de recouvrement du domaine fondamental :
K = Q√13 et K = Q√−19.
Algorithme 3.2 Initialisation des données
Entrée : un corps de nombres K de degré n, un n-uplet Ni16i6n d’entiers, l : le
nombre d’unités utilisées ensuite
Sortie : matrice M, l’image par Φ de l unités, une liste de parallélotopes qui re-
couvrent le domaine fondamental F
1: T←K, calcul de la matriceM (II.2)
2: réduction LLL deM
3: calcul des plongements de l unités E = υ1 , · · · , υl
4: dans chaque direction i, découpage de  ai , bi (voir (II.3) pour la définition précise,
F ⊆Lnl=1 al , bl) en Nl segments (de même longueur)  ci , di
5: pour tout P =Lni=1 ci , di faire
6: si P∩ F 6=K (voir lemme 4.3) alors
7: T← T∪ P
8: fin si
9: fin pour
10: renvoyer M, E, T
3.2.2 Condition d’absorption
On choisit k > 0 et on rappelle que le but est de savoir quels points x de H vérifient
mKx < k. Pour ce faire, on utilise le découpage décrit dans le paragraphe 3.2.1. Pour
chaque parallélotope P, on veut savoir s’il existe z ∈ ΦZK tel que pour tout x ∈ P,
Nx − z < k. En ce cas, on dit que P est absorbé par z.
Chaque entier définit un domaine ouvert dans lequel tous les points x ont un mi-
nimum inhomogène strictement plus petit que k. Dans le cas quadratique réel, ces do-
maines sont hyperboliques, dans le cas quadratique imaginaire, ce sont des disques,
voir figure II.2.
Un parallélotope P est déterminé par son centre c = c1 , . . . , cn et son pas h =h1 , . . . , hn ∈ R+n :
P = x1 , . . . , xn ∈ H, pour tout 1 6 i 6 n , |ci − xi| 6 hi .
Dans l’algorithme 3.2, on prend pour pas hi = bi−ai2Ni .
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Proposition 3.7. Soit P un parallélotope de centre c = c1 , . . . , cn et de pas h =h1 , . . . , hn. Alors P est absorbé par z = z1 , . . . , zn ∈ ΦZK si
r1
M
i=1
|ci − zi| + hi · r1+r2M
i=r1+1
Ł|ci − zi| + hi2 + |ci+r2 − zi+r2 | + hi+r22 < k .
Démonstration. Soit x = x1 , . . . , xn un point de P. Pour tout 1 6 i 6 r1, l’inégalité
triangulaire implique |xi − zi| 6 |ci − zi| + hi. D’autre part, pour tout r1 < i 6 r1 + r2,
on a xi − zi2 + xi+r2 − zi+r22 6 |xi − zi| + hi2 + |xi+r2 − zi+r2 | + hi+r22 .
Par conséquent, si la condition de la proposition 3.7 est vraie, alors le point x est
absorbé par z.
Remarque 3.8. La condition de la proposition 3.7 est optimale. En effet, il s’agit exac-
tement du test Nx − z < k où x est un sommet du parallélotope P.
On choisit une liste fixée d’entiers L et on applique le test de la proposition 3.7
pour tous les parallélotopes et tous les éléments de L. Tous les parallélotopes qui ne
sont pas absorbés sont dits problématiques. L’algorithme 3.3 teste si un parallélotope
P peut être absorbé par L.
Algorithme 3.3 Test d’absorption
Entrée : un parallélotopeP de centre c et de pas h, une liste finieL ⊆ Φ ZK, k ∈ R∗+.
Sortie : si P peut être absorbé pour k par un élément de L.
1: pour chaque élément z ∈ L faire
2: m←
r1
M
i=1
|ci − zi| + hi · r1+r2M
i=r1+1
Ł|ci − zi| + hi2 + |ci+r2 − zi+r2 | + hi+r22
3: si m < k alors
4: renvoyer vrai
5: fin si
6: fin pour
7: renvoyer faux
3.2.3 Choix des entiers
Il faut décider quels entiers vont être utilisés pour absorber les parallélotopes.
On choisit un entier naturel B > 0 et on calcule Mx pour tout vecteur x ∈ Zn tel
que ‖x‖∞ 6 B. Idéalement, B doit être choisi tel qu’il ne soit pas trop petit car nous
voulons absorber autant de parallélotopes que possible, mais aussi pas trop grand,
parce que nous testons l’absorption par tous ces éléments pour un parallélotope P qui
ne peut pas être absorbé.
Néanmoins, on peut facilement déterminer à l’avance que certains élémentsMx
sont inutiles pour l’absorption de parallélotopes. Avec la notationM = mi , j16i , j6n,
on pose pour tout i ∈ 1 , . . . , n,
ai =
n
Q
j=1
mi , j60
mi , j et bi =
n
Q
j=1
mi , j>0
mi , j , (II.3)
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(a) Domaines absorbés par des entiers. Dans les deux cas, on utilise les quatre entiers qui cor-
respondent aux sommets deF, mais on peut aussi utiliser d’autres entiers, particulièrement
dans le cas réel.
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(b) Parallélotopes problématiques restants, seul les parallélotopes totalement recouverts
sont éliminés.
Figure II.2 – Absorption de parallélotopes par des entiers, K = Q√13 et K =
Q√−19 pour k = 13 et k = 1 respectivement. Le choix des entiers est crucial, par
exemple, dans le premier cas, on pourrait absorber plus de parallélotopes en utilisant
plus d’entiers.
de sorte que F ⊆  a1 , b1 × · · · ×  an , bn. De plus si pour X = Xi16i6n ∈ ΦZK et
x ∈ F, on a Nx − X < k, alors il existe un entier i ∈ 1 , . . . , r1 + r2 tel que¢¨¨¨¨¨
¦¨¨¨¨¨¤
ou bien 1 6 i 6 r1 et Xi ∈ ai − k 1n , bi + k 1n  ,
ou bien r1 < i 6 r1 + r2 et
¢¨¨¦¨¨¤
Xi ∈ ai − k 1n , bi + k 1n  ,
Xi+r2 ∈ ai+r2 − k 1n , bi+r2 + k 1n  . (II.4)
Ces estimations peuvent sembler très brutales, mais elles se révèlent très utiles en
pratique. On les applique dans l’algorithme 3.4.
3.3 Actions des unités Z×K sur K
3.3.1 Idées générales
On cherche à absorber des parallélotopes a priori problématiques sans utiliser
plus d’entiers. On choisit une unité ε et on écrit ν = νi16i6n = Φε. En pratique,
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Algorithme 3.4 Calcul de la liste d’entiers
Entrée : la matriceM, une borne B
Sortie : une liste d’éléments ΦZK susceptibles d’absorber des parallélotopes
1: L←K
2: pour chaque vecteur Z ∈ Zn tel que −B 6 Zi 6 B faire
3: calculer X =MZn
4: si la condition (II.4) est vérifiée alors
5: L← L∪ X
6: fin si
7: fin pour
8: renvoyer L
on travaille directement avec ν, qui est un des plongements d’unités précalculés dans
E par l’algorithme 3.2. On suppose que l’on a un découpage du domaine fondamental
F en parallélotopes. Certains d’entre eux sont absorbés par des entiers, mais ce n’est
pas le cas pour tous. On considère un parallélotope problématiqueP et son image sous
l’action de ν :
ν ·P = ν · x , x ∈ P .
On note c le centre de P et h son pas.
Lemme 3.9. Soit c′ = ν · c = c′i16i6n, alors ν ·P est contenu dans le domaine suivant
B =
¢¨¨¦¨¨¤xi16i6n ∈ H,  pour 1 6 i 6 r1 , |xi − c
′
i| 6 h′i
pour r1 < i 6 r1 + r2 ,xi − c′i2 + xi+r2 − c′i+r22 6 h′i2
£¨¨§¨¨¥ ,
où le n-uplet h′ = h′i16i6n est défini par
h′i =
¢¨¨¨¨¦¨¨¨¨¤
hi |νi| si 1 6 i 6 r1 ,¼ν2i + ν2i+r2h2i + h2i+r2 si r1 < i 6 r1 + r2 ,
h′i−r2 si r1 + r2 < i 6 n.
Démonstration. Il s’agit d’une vérification facile.
On veut savoir si pour tout x ∈ P, il existe un certain zx ∈ ΦZK tel que mKν ·
x − zx < k. Si on peut trouver de tels éléments zx, alors on peut éliminer P, car pour
tout x ∈ P,
mKx = mKν · x − zx.
Cependant, on ne veut pas calculer à nouveau de nombreuses normes pour une im-
mense liste d’éléments z ∈ ΦZK. À la place, on se ramène au domaine fondamental
en translatant B.
On suppose que Q j , 1 6 k 6 l est un recouvrement de F tel que pour tout
1 6 j 6 l, Qi est un parallélotope de centre cj et de pas hj. On suppose qu’il existe
un entier 1 6 m 6 l tel que tous les parallélotopes Q j pour m < j 6 l sont absorbés
par des entiers.
Définition 3.10. On dit que z ∈ ΦZK est un vecteur de translation de B dans F si on
a B − z∩ F 6=K.
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Figure II.3 – Action de l’unité 3+
√
13
2 sur un parallélotope problématique. Les deux
translatés de l’image dans le domaine fondamental intersectent des parallélotopes
problématiques. On conserve donc ce problème.
Lemme 3.11. Soit zl , 1 6 l 6 k ⊆ ΦZK la liste de tous les vecteurs de translation
possibles de B dans F. Si pour tous 1 6 l 6 k, 1 6 j 6 m, B − zl ∩ Q j = K, alors
P peut être éliminé de la liste des parallélotopes problématiques.
La démonstration de ce lemme est très facile, mais insistons sur le fait qu’il faut
considérer tous les vecteurs de translation. En effet, un translaté de B qui intersecte
le domaine fondamental n’est pas nécessairement inclus dans le domaine fondamen-
tal. La figure II.3 montre un exemple de l’action d’une unité dans le cas quadratique
réel : deux vecteurs de translation sont possibles dans ce cas. Les deux translatés
intersectent le domaine fondamental.
Ainsi, nous sommes amenés à calculer tous les vecteurs de translation de B dans
le domaine fondamental F.
3.3.2 Translations dans le domaine fondamental
Rappelons que l’on note M = mi , j16i , j6n et définissons ai16i6n et bi16i6n
comme dans le paragraphe 3.2.3. Avec ces notations, F ⊆  a1 , b1× · · · ×  an , bn. Par
conséquent, si B − z∩ F 6=K, alors pour tout 1 6 i 6 n,
c′i − h′i , c′i + h′i − zi∩  ai , bi 6=K ,
avec les notations du lemme 3.9. Dès lors, on obtient le critère suivant.
Lemme 3.12. Soit z ∈ H un vecteur de translation de B dans F. Alors
– il existe Z ∈ Zn tel que z =MZ,
– pour tout 1 6 i 6 n, on a c′i − bi − h′i 6 zi 6 c′i − ai + h′i.
Cela fournit une technique pour calculer tous les vecteurs de translation poten-
tiels. À présent, étant donné un tel vecteur z, on a besoin d’un critère pour décider si
B − z intersecte le parallélotope problématique Q j , de centre cj et de pas hj.
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Lemme 3.13. Si B − z∩Q j 6=K, alors pour tout 1 6 i 6 n,
c′i − cji − hji − h′i 6 zi 6 c′i − cji + hji + h′i . (II.5)
Démonstration. C’est une conséquence immédiate du fait que pour tout x ∈ B, pour
tout 1 6 i 6 n, |xi − c′i| 6 h′i.
Notons que le lemme 3.12 peut fournir un ensemble de vecteurs qui contient stric-
tement l’ensemble des vecteurs de translation. Cependant, même si on utilise trop de
vecteurs, on ne peut éliminer que des parallélotopes qui sont non problématiques.
Algorithme 3.5 Action d’une unité pour éliminer des parallélotopes
Entrée : une liste de parallélotopes problématiques T, un plongement d’une unité
ν ∈ E ⊆ ΦZ×K
Sortie : une liste de parallélotopes problématiques T′ ⊆ T
1: T′←K, T0← T
2: tant que #T′ < #T0 faire
3: pour chaque P ∈ T0 faire
4: calculer l’image B de P sous l’action de ν et une liste V de tous les vecteurs
de translation possibles de B dans F
5: pour chaque v ∈V faire
6: si un parallélotope Q j ∈ T0 est tel que pour tout 1 6 i 6 n (II.5) est vraie
alors
7: T′← T′ ∪ P
8: fin si
9: fin pour
10: fin pour
11: si #T′ < #T0 alors
12: T0← T′, T′←K
13: fin si
14: fin tant que
15: renvoyer T′
Proposition 3.14. L’algorithme 3.5 renvoie une liste de parallélotopes T′ telle que
pour tout x ∈ F vérifiant mKx> k, il existe P′ ∈ T′ tel que x ∈ P′.
Démonstration. C’est une conséquence facile du lemme 3.13.
On peut répéter cette procédure pour tout élément de l’ensemble E qui avait été
calculé par l’algorithme 3.2 et appliquer ces tests jusqu’à ce que plus aucun parallélo-
tope problématique ne soit éliminé.
Le test d’absorption et le test des unités nous permettent de prouver avec un or-
dinateur que MK < k pour une certaine valeur de k. Toutefois, on aimerait pouvoir
calculer MK exactement. Pour y parvenir, on va utiliser une valeur de k pour la-
quelle tous les parallélotopes ne sont pas absorbés.
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3.4 Parallélotopes problématiques et minimum euclidien
À cette étape, on suppose que pour un certain k > 0, il reste m parallélotopes
problématiques. On les note Q j pour 1 6 j 6 m. On choisit une unité ε qui n’est pas
une racine de l’unité telle que pour tout 1 6 i 6 n,
|[ iε| 6= 1 .
3.4.1 Action des unités (suite)
L’action de l’unité ε ne permet pas d’éliminer de parallélotope problématique car
pour tout 1 6 i j 6 m, il existe au moins un vecteur de translation z ∈ ΦZK tel queε ·Q j − z∩Ql est possiblement non vide, pour un certain l.
On construit un graphe orienté G, dont les sommets sont les parallélotopes pro-
blématiques Q j16 j6m et dont les arêtes orientées sont
Q j Ql
z
si ε ·Q j − z∩Ql est possiblement non vide pour un certain z ∈ ΦZK.
3.4.2 Graphes convenables
Définition 3.15. Un graphe orienté est dit convenable si tout chemin infini est ultime-
ment périodique ou, de façon équivalente, si ses cycles simples sont disjoints.
On suppose que l’on peut obtenir un graphe convenable de parallélotopes problé-
matiques. On note Cs16s6l les cycles simples de G.
À chaque cycle simple C de G, le théorème suivant va associer un point critique
tC ∈ ΦK qui a la propriété suivante : pour tout élément x dans les parallélotopes qui
correspondent aux sommets de C, mKx6 mKtC et k < mKtC. Par conséquent, on
va pouvoir calculer le minimum euclidien de K pourvu qu’on parvienne à obtenir un
graphe convenable.
Théorème 3.16. Soit C un cycle simple de G. On note Q1 , . . . ,Qm les sommets de C et
m éléments z1 = ΦZ1 , . . . , zm = ΦZm de ΦZK tels que
Q2 ·
C = Q1
...
Qm ·
z1
z2
zm−1
zm
(II.6)
Alors, si on définit ΩC =
m
Q
j=0
ε j zm− j ∈ ZK , ξC = ΩC
εm − 1 et tC = Φ ξC, on a pour tout
x ∈ Q1 tel que mKx > k,
1. k < mKx6 mKtC = mKξC,
2. si x ∈ ΦK, alors x = tC.
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Démonstration. Il s’agit d’une généralisation assez immédiate de [Cer07, Theorem
4.1], mais nous donnons la preuve pour expliquer la démarche.
Notons G ··= x ∈ H, mKx6 k et ν ··= Φε. On montre tout d’abord queνm ·Q1 − ΦΩC ⊆ Q1 . (II.7)
On pose q = νm·q1−ΦΩCpour un certain q1 ∈ Q1. On suppose que q /∈ G, c’est-à-dire
mKq > k. On peut alors définir q2 , q3 , . . . , qm par la formule de récurrence
qj+1 ··= ν · qj − Φz j , pour 1 6 j < m.
Ainsi, qm = q et d’après la proposition 2.5 (1), pour tout j ∈ 1 , . . . , m+ 1,
mKqj = mKq1 > k .
Dès lors, pour tout j ∈ 1 , . . . , m+ 1, qj /∈ G et ainsi, d’après l’hypothèse (II.6), pour
tout j ∈ 1 , . . . , m, qj ∈ Q j et q = qm+1 ∈ Q1, ce qui prouve (II.7).
On définit alors récursivement la suite ypp∈N par y0 ··= x et pour tout p ∈ N,
yp+1 ··= νm · yp − ΦΩC.
On va montrer que
lim
p→+∞ yp = tC . (II.8)
D’après la proposition 2.5 (1), pour tout p ∈ N, mKyp = mKx > k, donc pour tout
p ∈ N, yp /∈ G. On en déduit par récurrence et en appliquant (II.7) que pour tout
p ∈ N,
yp ∈ Q1 .
CommeQ1 est borné, la suite yp−tCp∈N est bornée. Or pour tout p ∈ N, par définition,
on a yp − tC = νmp · x − tC, ce qui implique que pour tous i ∈ 1 , . . . , r1 + r2 et
p ∈ N,¢¨¦¨¤
RRRRRypi − tCiRRRRR = |[ iε|mp · |xi − tCi| . si i 6 r1, et sinon,ypi − tCi2 + ypi+r2 − tCi+r22 = |[ iε|2mp · xi − tCi2 + xi − tCi2 . (II.9)
Rappelons que, par hypothèse, |[ iε| 6= 1 pour tout i ∈ 1 , . . . , r1 + r2. Fixons i ∈1 , . . . , n. Si |[ iε| < 1, alors, d’après (II.9), si i 6 r1, alors
lim
p→+∞ypi = tCi
et si i > r1,
lim
p→+∞ypi = tCi , limp→+∞ypi+r2 = tCi+r2 .
Si |[ iε| > 1, alors comme la suite yp− tCp∈N est bornée, (II.9) implique que xi = tCi
et on a donc pour tout p ∈ N, ypi = tCi .
Cela montre que (II.8) est vraie.
Par semi-continuité supérieure de mK , on en déduit que lim supp→+∞mKyp 6
mKtC. Ainsi, on obtient le premier point, c’est-à-dire :
k < mKx = lim supp→+∞ mKyp6 mKtC.
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Si on suppose en outre que x ∈ ΦK, il existe un indice i ∈ 1 , . . . , r1 tel que
xi = tCi ou i ∈ r1 + 1 , . . . , r1 + r2 tel que xi = tCi et xi+r2 = tCi+r2 . En effet,
commeLr1i=1 |[ iε| ·Lr1+r2i=r1 |[ iε|2 = 1, il existe i ∈ 1 , . . . , r1 + r2 tel que
|[ iε| > 1 .
Par hypothèse sur ε, cela implique qu’on a même |[ iε| > 1. D’après ce qui précède
cela donne  xi = tCi si i 6 r1 ,xi = tCi et xi+r2 = tCi+r2 si r1 < i.
Par conséquent, [ ix = [ itC. Par injectivité de [ i, on en déduit que
x = tC .
Algorithme 3.6 Calcul du minimum associé à un cycle
Entrée : un cycle simple C, une unité ε
Sortie : une orbite de points O ⊆ K , mKx (pour tout x ∈ O)
1: calculer ξC (voir théorème 3.16), O← OrbξC (voir paragraphe 4.3.2)
2: calculer mK ξC avec l’algorithme 3.1
3: renvoyer O , mK ξC
Théorème 3.17. On suppose que le grapheG est convenable. Si t ∈ K vérifiemKt > k,
alors il existe un cycle simple C de G et ν ∈ Z×K tels que t ≡ ν · ξC mod ZK.
Démonstration. Il s’agit d’une extension de [Cer07, Theorem 4.5], écrit dans le cas
plus général des corps de nombres de signature quelconque.
On pose x = Φt ∈ ΦK. Comme mKx > k, il existe une unité µ et un sommet
Q de G tel que Φµ · x appartient à Qmodulo ΦZK. On note x0 = Φµ · x et Q0 = Q.
On peut définir par récurrence deux suites xii∈N et Qei∈N en notant que pour tout
i ∈ N, comme mKε · xi = mKxi = mKx0 > k, il existe un sommet Qe+∞ de G tel
que Φε · xi appartiennent à Qi+1 modulo ΦZK. On prend xi+1 ∈ Qi+1 tel que
xi+1 ≡ Φε · xi mod ΦZK .
Cela fournit un chemin infini dans G passant par les sommets Qii∈N.
Or G est convenable, donc le chemin Qii∈N est ultimement périodique. On consi-
dère donc une période de ce chemin qui est un cycle simple :
Qr −→ Qr+1 −→ . . . −→ Qr+s−1 −→ Qr .
On a donc un cycle simple Qr+l06l<s et un point xr ∈ Qr tel que mKxr > k. On
peut donc appliquer le théorème 3.16, ce théorème définit explicitement un point tC =
ΦξC ∈ ΦK tel que xr = tC. Or, par définition de xr,
xr ≡ Φεr · µ · x mod ΦZK .
Donc, en posant ν = εr · µ−1 ∈ Z×K , on a
x ≡ Φν · tC mod ΦZK .
Par conséquent, t ≡ ν · ξC mod ZK, ce qui achève la preuve.
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Remarques 3.18. – L’hypothèse « ε n’est pas une racine de l’unité » est cruciale,
mais il ne s’agit pas d’une limitation dès que le rang des unités r est strictement
positif (et le cas r = 0 est facile).
– Si l’algorithme parvient à construire un graphe convenable, il va fournir tous
les points ξ ∈ K tels que MK = mKξ (modulo ZK ).
– En fait, si on applique l’algorithme avec la valeur k et si le graphe obtenu est
convenable, le théorème 3.17 nous permet de trouver tous les éléments x ∈ K
(modulo ZK ) tels que mKx > k.
– Dans les exemples considérés, on trouve toujours un découpage initial pour le-
quel le graphe obtenu est convenable.
– Le fait que l’on considère des parallélotopes n’a aucune importance. Par consé-
quent, on peut fusionner des parallélotopes pour obtenir un graphe convenable.
Nous verrons comment procéder en pratique au paragraphe 4.3.
4 Description de l’algorithme
4.1 Algorithme général
On décrit ici une procédure générale pour calculer leminimum euclidien d’un corps
de nombres K . À chaque étape, on considère trois nombres réels k0, k1 et k ayant les
propriétés suivantes :
1. k0 < k < k1,
2. MK < k1,
3. probablement, k0 < MK.
Initialement, on choisit k0 < 1ΛK de sorte que k0 < MK et k1 > MK. Ensuite,
on applique les tests d’absorption et des unités pour un certain k vérifiant k0 < k < k1.
Si ces tests éliminent tous les problèmes, alors MK < k et on peut recommencer avec
k1 = k. Sinon, on ne peut pas être sûr que k < MK. Néanmoins, on cherche à former
un graphe convenable. Si cela échoue, on répète les tests avec k0 = k (ainsi, on sait
que probablement k0 < MK, mais ce n’est pas sûr).
Cette procédure requiert une valeur initialeK pour k. Comme le test d’absorption
(algorithme 3.3) peut avoir une exécution très longue si de nombreux parallélotopes
problématiques subsistent, on choisit une « grande » valeur pour K.
Après cette étape, on fixe une valeur de k entre k0 et k1. En pratique, on choisit
d ∈0 ,1  et on prend k = 1 − dk0 + dk1. De nouveau, on ne veut pas que k décroisse
trop rapidement, donc on choisit d plus proche de 1 (par exemple d = 23 ). Le minimum
euclidien peut être égal à 1ΛK. En ce cas, on doit appliquer la procédure pour k <
1
ΛK
pour le prouver. C’est pourquoi on choisit une valeur initiale k0 < 1ΛK.
Ensuite, on détermine une liste T de parallélotopes problématiques et on itère la
boucle suivante :
– remplacer T par la liste des parallélotopes obtenue en découpant chaque paral-
lélotope T en deux dans chaque direction,
– essayer de réduire T par le test d’absorption,
– essayer de réduire T avec le test des unités.
On décide de stopper l’exécution de cette boucle ainsi : on fixe un entier I et on s’assure
qu’on applique au plus I découpages consécutifs sans améliorer le plus petit nombre
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Algorithme 4.1 Algorithme général de calcul du minimum euclidien
Entrée : un polynôme irréductible p ∈ Z X (définissant le corps de nombres K )
Sortie : MK ou échec
1: initialisation des données → matrice M, liste de parallélotopes T, liste de plongements
d’unités E = υ1 , . . . , υl (algorithme 3.2 )
2: calcul d’une liste d’entiers L (algorithme 3.4)
3: k0← 0.9 · 1ΛK, k← K, k1 ←∞, i← 0,
4: pour chaque unité ν ∈ E faire
5: T← action de l’unité ν sur T (algorithme 3.5)
6: fin pour
7: Tmin ← T
8: répéter
9: T← liste obtenue en découpant chaque P ∈ T en deux dans chaque direction 1 6 i 6 n
10: pour chaque parallélotope P ∈ T faire
11: si P peut être absorbé pour k par L (algorithme 3.3) alors
12: T← T \P (algorithme 3.5)
13: fin si
14: fin pour
15: pour chaque unité ν ∈ E faire
16: T← action de l’unité ν sur T (algorithme 3.5)
17: fin pour
18: si #Tmin < #T alors
19: i← i + 1
20: sinon
21: Tmin ← T
22: fin si
23: jusqu’à T =K ou i > I
24: si T =K alors
25: k1 ← k, k← 1 − d · k0 + d · k, i← 0, Tmin ← T, aller à la ligne 8
26: fin si
27: choisir ν ∈ E et calculer le graphe G associé à l’action de ν sur Tmin
28: si G est convenable alors
29: pour tout cycle simple C de G faire
30: calculer l’orbite OC et le minimum mC (algorithme 3.6)
31: fin pour
32: m← maxCmC
33: si m > k alors
34: renvoyer m et les orbites associées
35: sinon
36: k← m− η, aller à la ligne 8
37: fin si
38: sinon
39: si k1 − k0 < { alors
40: renvoyer échec
41: sinon
42: k0← k, k← min  k+k12 , k + 2, i← 0, aller à la ligne 8
43: fin si
44: fin si
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de parallélotopes problématiques trouvés à la fin de la boucle. En pratique, on prend
I = 5.
Par la suite, on essaie de construire un graphe convenable avec la plus petite liste
de parallélotopes problématiques trouvée. Si on y parvient pour la valeur k, on peut
utiliser la borne supérieure k1 de MK pour calculer le minimum euclidien local des
points associés aux cycles simples. Si la plus grande valeur obtenue est strictement
supérieure à k, alors c’est MK. Dans le cas contraire, on recommence avec k = m−η
pour η petit, fixé à l’avance. De plus, si on obtient k1 < 1 à une étape, alors on peut
conclure que K est euclidien pour la norme.
Théorème 4.1. L’algorithme 4.1 calcule le minimum euclidien de K et les points cri-
tiques quand il ne renvoie pas « échec ».
Remarque 4.2. La procédure peut échouer si on ne parvient pas à construire un graphe
convenable. En ce cas, il existe un seuil k2 tel que
– pour k > k2, tous les problèmes sont absorbés,
– pour k < k2, certains problèmes subsistent mais on ne parvient pas à trouver
un graphe convenable.
En ce cas, k0 et k1 seront proches de k2. Pour faire en sorte que la procédure s’arrête, on
fixe { > 0 tel que, si k1− k0 < {, alors on stoppe la procédure et on dit que l’algorithme
échoue. En pratique, { est égal à la précision du test d’absorption (voir table II.9).
Dans les rares cas où l’algorithme 4.1 renvoie échec, on découpe plus finement
initialement dans chaque direction dans l’algorithme 3.2 et on augmente la taille de
la liste L des entiers dans l’algorithme 3.4. En général, cela permet à une exécution
ultérieure de l’algorithme 4.1 d’obtenir un graphe convenable.
En fait, si le rang des unités est strictement supérieur à 1 et si K n’est pas un
corps CM, alors il existe un découpage tel que l’algorithme 4.1 obtienne un graphe
convenable si on met assez d’entiers dans L. Notons cependant qu’on ne peut pas
connaître à l’avance les paramètres d’exécution nécessaires et que cela ne tient pas
compte de la précision des calculs. Par ailleurs, pour r = 1, même les cas où il y
a une infinité de points x ∈ H \ ΦK vérifiant mKx > 1 peuvent être traités par
l’algorithme 4.1, on peut ainsi voir l’exemple K = Q√13décrit en détail dans [Cer05,
paragraphe 5.10].
4.2 Aspects pratiques
4.2.1 Recouvrement du domaine fondamental et découpages
4.2.1.1 Recouvrement du domaine fondamental Reprenons les notationsM,ai16i6n et bi16i6n du paragraphe 3.2.3. AlorsF ⊆  a1 , b1×· · ·× an , bn. Supposons
que le parallélotope P de centre c = ci16i6n et de pas h = hi16i6n vérifie P ⊆ a1 , b1×· · ·× an , bn. On ne conserveP que siP∩F 6=K. Comme Φ est une bijection,
cela équivaut à Φ−1P∩  0 ,1 n 6=K.
Par définition, pour tout xi16i6n ∈ P, 1 6 i 6 n, ci − hi 6 xi 6 ci + hi. On écrit
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M−1 = Łm′i , j16i , j6n. Alors pour tout xi16i6n ∈ P,
n
Q
j=1
m′i , j<0
m′i , jc j + h j+ nQ
j=1
m′i , j>0
m′i , jc j − h j6 nQ
j=1
m′i , j x j ,
et
n
Q
j=1
m′i , j x j 6
n
Q
j=1
m′i , j<0
m′i , jc j − h j+ nQ
j=1
m′i , j>0
m′i , jc j + h j.
Ainsi, on obtient immédiatement la propriété suivante.
Lemme 4.3. Si aumoins l’une des inégalités
n
Q
j=1
m′i , j<0
m′i , jc j+h j+ nQ
j=1
m′i , j>0
m′i , jc j−h j > 1
ou
n
Q
j=1
m′i , j<0
m′i , jc j − h j+ nQ
j=1
m′i , j>0
m′i , jc j + h j < 0 est vérifiée, alors P∩ F =K.
4.2.1.2 Découpage initial Dans chaque direction 1 6 i 6 n, on choisit un entier
strictement positif Ni et on découpe F en Ni morceaux dans la direction i. Comme
observé dans la figure II.2, le découpage doit être assez fin pour espérer absorber des
parallélotopes. On élimine les parallélotopes qui n’intersectent pas F avec le lemme
4.3. De plus, comme on peut le remarquer dans la figure II.3, l’action des unités varie
selon les coordonnées. Par conséquent, il peut être intéressant de découper davan-
tage dans les directions correspondant aux « grandes » coordonnées du plongement de
l’unité.
4.2.1.3 Découpages suivants On coupe chaque parallélotope en deux dans toutes
les directions, ce qui fait que le nombre de parallélotopes problématiques est au plus
multiplié par 2n. Néanmoins, après absorption par les entiers et action des unités,
on s’attend à ce que le nombre de parallélotopes problématiques n’augmente pas. De
nouveau, on supprime les parallélotopes qui n’intersectent pas F grâce au lemme 4.3.
4.3 Simplification du graphe
Pour la construction décrite au paragraphe 3.4.2, le fait que l’on traite des paral-
lélotopes n’a pas d’importance : on peut fusionner certains d’entre eux et le théorème
3.17 reste vrai. Pour identifier des graphes convenables, on peut opérer certaines sim-
plifications du graphe G.
Tout d’abord, on élimine tout sommet éventuellement inutile. En effet, si un som-
metV n’est atteint par aucune arête, on peut le supprimer de la liste des sommets.
Définition 4.4. SoientV etV′ deux sommets du graphe G.V est dit compatible avec
V′ si pour toute arêteV a−→ X, il existe une arêteV′ a−→ X.
Ainsi, si le sommetV est compatible avecV′, on fusionneV etV′ en un nouveau
sommetW tel que ¢¨¨¦¨¨¤
U
c−→W siU c−→V ouU c−→V′ ,
W
d−→ X siV′ d−→ X.
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A B C D E
F G H I J
h f
gh
a
d bc
b
c e f
g
h
(A) Graphe initial qui n’est
pas convenable, il y a un che-
min infini entre B et F (pas-
sant par G) qui n’est pas ul-
timement périodique.
B′ C′
G H′ I′
b
c
e f
g
h
(B) On peut supprimer le sommet A qui n’est
pas atteint et fusionner B et F , qui sont com-
patibles. D’autres simplifications peuvent être
effectuées sur la partie droite du graphe pour
fusionner les deux 3-cycles. Le nouveau graphe
est convenable.
Figure II.4 – Exemple de simplification d’un graphe pour le rendre convenable.
Ensuite, on considère les sommets qui sont l’origine d’au moins deux arêtes. Soit V
un tel sommet. On note V
ai−→ Wi pour 1 6 i 6 l les arêtes partant de V. Pour
1 6 i 6= j 6 l, on fusionneWi etW j si ai = a j . Ainsi, on obtient un nouveau sommet
Wi , j dont les arêtes sont obtenues en regroupant celles deWi etW j .
Ces simplifications sont illustrées dans la figure II.4.
Enfin, pour vérifier que le graphe simplifié est convenable, on calcule ses compo-
santes fortement connexes (en utilisant par exemple l’algorithme de Tarjan, [Tar72])
et on vérifie que ce sont des cycles. En ce cas, on obtient aussi les cycles simples du
graphe.
4.3.1 Translations du domaine fondamental
Dans certains cas, le minimum euclidien peut être atteint dans des points qui
sont sur le bord du domaine fondamental. Par exemple, pour K = Q√13, on a
MK = mK ±1+√136  = mK ±1+√133  = 13 . Deux des quatre points critiques de K
sont sur le bord du domaine fondamental utilisé à la figure II.2. Par conséquent, un
point problématique et son translaté peuvent être inclus dans le recouvrement du do-
maine fondamental. Si cela se produit, on ne pourra pas obtenir de graphe convenable.
Ainsi, on translate le recouvrement du domaine fondamental pour éviter ce pro-
blème : dans les directions où les parallélotopes problématiques sont près du bord,
on translate de −η où η > 0. Le domaine considéré contiendra toujours un domaine
fondamental, mais ne contiendra pas deux points critiques qui sont translatés l’un de
l’autre par un vecteur dans ΦZK.
4.3.2 Calcul de l’orbite d’un point
Étant donné un point ξ ∈ K , on veut calculer l’ensemble fini OrbΦξ. En pra-
tique, les calculs sont effectués avec les éléments de K , donc on mène les calculs avec
des éléments de K , dont les coordonnées appartiennent à Q ∩  0 ,1  pour l’écriture
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dans la base zi16i6n de ZK . Écrivons cette réduction sous la forme
 K −→ Kx =Pni=1 qizi 7−→ x =Pni=1 qi − 
qi zi .
Ensuite, on cherche à calculer O = ε · ξ , ε ∈ Z×K. On note εi16i6r les unités fonda-
mentales de K et ν un générateur des racines de l’unité de K . On suppose que ν est
d’ordre l. Pour tout 1 6 i 6 r, il existe un entier strictement positif s tel que εsi · ξ = ξ
(remarque 3.1), on note li le plus petit entier ayant cette propriété.
Avec ces notations, on a
O =
¢¨¨¦¨¨¤νm ·
r
M
i=1
εmii · ξ , 0 6 m < l , pour tout 1 6 i 6 n , 0 6 mi < li
£¨¨§¨¨¥ .
Cette description explicite de O est utilisée pour calculer cet ensemble.
4.3.3 Implémentation
L’algorithme général est écrit en C et est disponible en ligne ([Lez12c]). Les cal-
culs exacts font appels à la bibliothèque PARI ([PAR12]). Avec les techniques décrites
au paragraphe 3, l’algorithme 4.1 peut calculer le minimum euclidien d’un corps de
nombres de degré au plus 8 et de discriminant assez petit à partir de la seule donnée
de son polynôme minimal. Pour des degrés plus grands, le manque de précision (voir
6.1) et la durée d’exécution (voir 6.4) rendent l’application de l’algorithme 4.1 plus
difficile.
4.4 Exemple
Dans ce paragraphe, nous présentons un exemple d’exécution étape par étape de
l’algorithme 4.1.
On considère px = x4 − x3 + 2x2 − 6x + 3, α une racine de p et K = Qα. Alors
n = 4, r1 = 2, r2 = 1, discK = −8 787, ΛK = 3, K est principal.
Avec de telles entrées, on obtient une matrice LLL-réduiteM (définie par (II.2)).
On choisit une valeur initiale K = 3. Pour L, on prend tous les entiers utilesMZ,
où Z = Zi16i64 ∈ Z4 et max16i64 |Zi| 6 25. Il y a 1 520 365 tels éléments (' 22%
de 514). La table II.1 présente le nombres de parallélotopes problématiques restants
à chaque étape de l’algorithme selon la valeur de k. Pour k = 0 ,46, on obtient 322
parallélotopes problématiques dans le meilleur cas.
Après simplification, on trouve le graphe convenable suivant à 8 arêtes. Les élé-
ments écrits sous la forme zi16i66 sont explicites.
0 1 4 5
2 3 6 7
z1
z2
z3
z 4
z5
z2
z4
z 6
On associe le point t = 1641α3 +
21
41α
2 + 3741α +
28
41 ∈ K au premier cycle. L’orbite
OrbΦt a huit éléments et contient le point associé à l’autre cycle. Par conséquent,
MK = mKt = 2141 et ce minimum est atteint en huit points de K (modulo ZK ).
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valeur de k 3 2,1 1,5 1,1 0,83 0,66 0,54 0,46
après le découpage initial 0 0 0 0 4 256 2 384 7 908
après la première action
des unités – – – – 0 38 522 5 028
après le deuxième décou-
page – – – – – 0 64 4 092
après la deuxième action
des unités – – – – – – 22 1 076
après le troisième décou-
page – – – – – – 34 1 174
après la troisième action
des unités – – – – – – 0 426
après les cinquièmes décou-
page et action des unités – – – – – – – 322
Table II.1 – Parallélotopes problématiques aux différentes étapes de l’exécution de
l’algorithme 4.1.
Cet exemple a été obtenu sur un processeur Intel®Xeon®CPU X5570 @ 2.93GHz
(avec 4 cœurs). Le minimum euclidien a été calculé en 7 minutes et 13 secondes.
5 Résultats obtenus
L’algorithme 4.1 a été utilisé pour calculer de nombreux minima euclidiens. De
nombreuses valeurs étaient déjà connues et listées dans les tables de [Lem95] et
[Cer05], ce qui nous a permis de tester la correction de l’algorithme.
5.1 Observations générales
Les corps de nombres de degré au plus 8 et de discriminant « assez petit » sont
euclidiens pour la norme et leur minimum vaut 1ΛK. En outre, plus le degré croît,
plus on a d’exemples de corps de nombres ayant cette propriété. Plus précisément, si
on note
br1 , r2 ··= inf |discK | , K corps de signature r1 , r2 tel que MK > 1ΛK  ,
la table II.2 donne les valeurs de br1 , r2pour des corps de nombres de degré inférieur
ou égal à 5.
5.2 Corps quartiques purs
5.2.1 Présentation
Plutôt que de considérer un corps de nombres quelconque, on peut se restreindre
à une famille de corps et par exemple étudier les corps de nombres « purs », c’est-à-
dire de la forme Q l√m où l > 2 et m > 1 sont tels que le polynôme X l − m est
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n r1 , r2 br1 , r2 nombre de corps de signaturer1 , r2 tels que |discK | < br1 , r2
2 2 ,0 21 4
3 3 ,0 169 3
1 ,1 135 11
4 4 ,0 6125 24
2 ,1 1600 34
0 , 2 400 12
5 5 ,0 390625 101
3 ,1 52519 165
1 , 2 9137 61
Table II.2 – Borne sur le discriminant pour toujours avoir MK = 1ΛK.
irréductible. Avec l = 2, on obtient en fait tous les corps quadratiques réels et ceux
qui sont euclidiens pour la norme sont bien connus (I.3). Pour l = 3, il s’agit des corps
cubiques purs dont l’euclidianité pour la norme a été étudiée en détail par Cioffari
([Cio79]). On a ainsi la propriété suivante.
Théorème 5.1 (Cioffari). Soit m un entier qui n’est pas un cube. Alors K = Q 3√m est
euclidien pour la norme si et seulement K est un élément de la liste suivante :
Q 3√2 ,Q 3√3 ,Q 3√10.
L’objet de ce paragraphe va donc être d’étudier les corps quartiques purs, c’est-à-
dire les corps de la forme Q 4√m où m est un entier strictement supérieur à 1 qui
n’est pas une puissance quatrième. On va établir le résultat suivant.
Théorème 5.2. Si L est un corps quartique pur tel que L 6= Q 4√61, alors L est
euclidien pour la norme si et seulement si L = Q 4√m où
m ∈ 2 ,3 , 5 ,12 , 20.
Egami a montré ([Ega79]) qu’il n’y a qu’un nombre fini de corps Q 4√m euclidiens
pour la norme pour m 6= 2p2, avec p ≡ 3 mod 8. Lemmermeyer a indiqué qu’on
pouvait se passer de cette hypothèse et a donné une liste finie explicite de candidats
dans [Lem89].
5.2.2 Démarche et outils généraux
Nous reprenons le raisonnement décrit par Lemmermeyer, en le complétant pour
certains cas. Pour commencer, on limite le nombre de cas possibles grâce à la propriété
suivante.
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Proposition 5.3 ([Par75, Theorem I p. 107]). Soit L un corps quartique pur. Si le
nombre de classes hL est impair, alors L = Q 4√m où m est l’une des valeurs suivantes
(p désigne un nombre premier) :
– 2,
– 2p2, où p ≡ 3 mod 8,
– p, où p ≡ ±3 mod 8,
– 4p, où p ≡ −1 ,±3 mod 8,
– 2p, où p ≡ 3 mod 8,
– 8p, où p ≡ 3 mod 8.
Comme tout corps de nombres euclidien est principal, si on cherche tous les corps
quartiques purs L euclidiens pour la norme, on peut supposer que L = Q 4√m où m
est l’une des valeurs de la proposition 5.3. Pour alléger l’écriture, on va noter
Lm ··= Q 4√m.
5.2.2.1 Propriétés de congruence
Lemme 5.4. 1. Soit L/K une extension galoisienne de corps de nombres. Soit I un
idéal de L tel que pour tout ϕ ∈ GalL/K, ϕI ⊆ I. Alors pour tous α, β ∈ ZL
tels que α − β ∈ I,
NL/Kα ≡ NL/Kβ mod I ∩ ZK .
2. Soit I un idéal de ZLm invariant par ϕ1 : 4
√
m 7−→ − 4√m et ϕ2 : √m 7−→ −√m,
alors pour tous α, β ∈ ZLm tels que α − β ∈ I,
NLm/Qα ≡ NLm/Qβ mod I ∩ Z .
Démonstration. 1. C’est une conséquence immédiate de la définition de la norme :
pour tout x ∈ L, NL/Kx =Lϕ∈GalL/K ϕx.
2. Il suffit d’appliquer le premier point deux fois : d’abord avec Lm/Q√m, puis
avec Q√m/Q. Le résultat s’en déduit par transitivité de la norme.
Lemme 5.5. Soit f un entier naturel produit de nombres premiers totalement ramifiés
dans Lm et deux à deux distincts. S’il existe deux entiers naturels strictement positifs
a et b tels que
1. f = a+ b,
2. il existe x ∈ Z tel que a ≡ x4 mod f,
3. a et −b ne sont pas des normes d’éléments entiers de Lm,
alors Lm n’est pas euclidien pour la norme.
Démonstration. Par l’absurde, supposons que Lm est euclidien pour la norme.
Par hypothèse sur f , il existe un idéal entier f de ZLm tel que fZLm = f4.
40 II. CALCUL DU MINIMUM EUCLIDIEN D’UN CORPS DE NOMBRES
Or Lm est euclidien, donc principal, donc il existe t ∈ ZLm tel que f = tZLm. On fait
la division euclidienne de x par t : il existe y ∈ ZLm tel que x − y ∈ f etRRRRRNLm/QyRRRRR < RRRRRNLm/QtRRRRR = Nf = f.
En appliquant le lemme 5.4 (2) avec I = f, on obtient que NLm/Qx ≡ NLm/Qymod f. Or x ∈ Z, donc NLm/Qx = x4 ≡ a mod f. Ainsi,
−b ≡ a ≡ NLm/Qy mod f .
Comme a, b > 0, cela implique
NLm/Qy ∈ a ,−b ,
ce qui est exclu.
Remarque. Cet énoncé de congruence est très classique, on peut en voir une formu-
lation un peu plus générale (mais inutile ici) dans [Ega84]. Dans ce papier, Egami
attribue les idées de généralisation à Lenstra.
5.2.2.2 Propriétés des entiers D’après le lemme 5.5, pour démontrer que Lm
est non euclidien pour la norme, il suffit d’exhiber une décomposition de nombres
premiers ramifiés en somme de deux entiers ayant certaines propriétés. Le lemme
suivant va permettre de trouver de telles décompositions.
Lemme 5.6. Soit p un nombre premier.
1. Si p ≡ 5 mod 8 tel que p> 101 et p 6= 109, alors il existe r, s, t, u ∈ N tels que
p = rs + tu, r, s = t , u = 1 et rp = sp =  tp = −1.
2. Si p ≡ 3 mod 4 et p > 3, alors il existe deux entiers naturels a et b tels que
2p = a+ b, a ≡ 5 mod 8 et ap = 1.
3. Si p ≡ 3 mod 4 et p > 19, alors il existe deux entiers naturels a et b tels que
p = a+ b, a = 5 − p mod 8 et ap = 1.
Démonstration. 1. Pour p ≡ 5 mod 24, voir [BR36]. Pour p ≡ 13 mod 24, voir
[Bra40]. Pour p = 101, une décomposition possible est 101 = 2 · 7+ 3 · 29.
2. On distingue deux cas selon la congruence de pmodulo 8.
– p ≡ 3 mod 8 : pour p = 11, on peut prendre a = 5, donc on peut supposer
que p> 19. Ainsi, il existe c ∈ N tel que 2p < 16c < 3p. Dès lors,
0 < 8c− p < 16c− p < 2p.
De plus 8c− p ≡ 16c− p ≡ 5 mod 8. Comme 16c− p ≡ 28c− p mod p,
on a 16c− pp  = 2p8c− pp  = −8c− pp .
Ainsi, 8c− pp  = 1 ou 16c− pp  = 1 et on peut choisir a ∈ 8c− p ,16c− p
tel que ap = 1.
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– p ≡ 7 mod 8 : alors p> 23 et on peut donc trouver c ∈ N tel que 5p < 16c <
6p. Ainsi
0 < 16c− 5p ,3p− 8c < 2p.
On a 16c − 5p ≡ 3p − 8c ≡ 5 mod 8 et, comme 16c − 5p ≡ −23p − 8cmod p, 16c− 5pp  = −2p 3p− 8cp  = −3p− 8cp .
Par conséquent, on peut choisir a ∈ 16c− 5p ,3p− 8c tel que ap = 1.
3. On commence par noter que l’on peut supposer que p > 59 en exhibant les va-
leurs de a suivantes pour p plus petit.
p 23 31 39 43 47 51
a 6 14 22 10 6 18
On distingue alors deux cas selon la congruence de pmodulo 8.
– p ≡ 3 mod 8 : on peut alors trouver un entier c ∈ N tel que 2p− 16 < 64c <
3p− 8. Dès lors, on a
0 < 8c+ 2 ,88c+ 2− 2p < p.
De plus 8c + 2 ≡ 88c + 2 − 2p ≡ 2 mod 8 et 88c + 2 − 2p ≡ 88c + 2mod p, donc
88c+ 2− 2pp  = 2p8c+ 2p  = −8c+ 2p .
Par conséquent, on peut choisir a ∈ 88c+ 2− 2p ,8c+ 2 tel que ap = 1.
– p ≡ 7 mod 8 : on peut alors trouver c ∈ N tel que p+ 16 < 64c < 2p+ 16.
Ainsi,
0 < 8c− 2 , 2p− 88c− 2 < p.
De plus 8c−2 ≡ 2p−88c−2 ≡ −2 mod 8. Comme 2p−88c−2 ≡ −88c−2mod p, on a
2p− 88c− 2p  = −2p 8c− 2p  = 8c− 2p .
Dès lors, on peut choisir a ∈ 2p− 88c− 2 ,8c− 2 tel que ap = 1.
D’autre part, il est intéressant de savoir quels entiers ne sont pas des normes. Le
lemme suivant donne un critère.
Lemme 5.7. Soient p un nombre premier tel que p ≡ 1 mod 4, r et s deux entiers
tels que r, s = 1 et rp = sp = −1. On note K = Q√p. Alors rs n’est pas la norme
d’un élément de ZK .
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Démonstration. Comme r, s = 1, on peut supposer que r est impair. On suppose que
α ∈ ZK est tel que NK/Qα = rs, c’est-à-dire qu’il existe deux entiers x et y tels que
x2 − py2 = r · 4s.
Soit q un facteur premier (impair) de valuation impaire de r (s’il existe). Si q divise
y, alors q 6= p, donc q divise x. Ainsi, en divisant par q2 autant de fois que nécessaire,
on se ramène au cas où q ne divise pas y. Alors
p ≡ xy−12 mod q ,
donc qp = pq = 1, car p ≡ 1 mod 4, d’après la loi de réciprocité quadratique. Par
conséquent, en faisant le produit sur tous les q, on trouve rp = 1, ce qui est faux.
Remarque 5.8. Si p ≡ 3 mod 4, la propriété reste vraie si r est produit de nombres
premiers congrus à 3 modulo 4.
5.2.3 Puissances quatrièmes
Pour appliquer le lemme 5.5, il est important de savoir que certains éléments sont
des puissances quatrièmes modulo un certain entier f . En pratique, on aura seule-
ment besoin d’une telle propriété pour f = p ou f = 2p où p est un nombre premier
impair. Selon la congruence de pmodulo 4, on va distinguer les propriétés classiques
utiles pour la suite.
Lemme 5.9. Si p ≡ 3 mod 4, on note
C ··= t ∈ Z/pZ , t 6≡ 0 mod p et t carré modulo p.
Alors C est un groupe abélien pour la multiplication et l’application  C −→ Cx 7−→ x2 est
une bijection. En particulier, pour tout t ∈ Z/pZ, t est un carré modulo p si et seulement
si c’est une puissance quatrième modulo p.
Démonstration. Le fait que C est un groupe abélien est clair. Pour voir que l’appli-
cation d’élévation au carré est une bijection de C, il suffit de prouver que c’est une
injection. Or, si x ∈ C vérifie x2 ≡ 1 mod p, alors x − 1 · x + 1 ≡ 0 mod p,
d’où x ≡ 1 mod p ou x ≡ −1 mod p car Z/pZ est un corps. Mais −1 n’est pas un
carré modulo p car p ≡ 3 mod 4, donc x ≡ 1 mod p, ce qui montre que l’élévation
au carré est injective et achève la preuve.
Si p ≡ 1 mod 4, la situation est un peu plus compliquée. C’est pourquoi on va
introduire le symbole de résidu quartique modulo p, noté  ·p4. Il est défini pour a
premier avec p par ap4 ≡ a p−14 mod p .
Cette définition est possible parce que, par hypothèse, p ≡ 1 mod 4, mais aussi
car a p−12 ≡ 1 mod p et car Z/pZ est un corps. Notons aussi que si a ∈ C, alorsap4 ∈ ±1. Avec cette définition, on a la propriétés suivantes.
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Lemme 5.10. Soient p ≡ 1 mod 4, a et b deux entier premiers avec p.
1. Il existe α ∈ Z tel que a ≡ α4 mod p si et seulement si ap4 = 1.
2. On a ap4bp4 = abp 4.
Démonstration. 1. Si a est une puissance quatrième modulo p, on a clairementap4 = 1. Réciproquement, si ap4 = 1, alors ap = 1, donc a est un carré
modulo p, disons a ≡ c2 mod p, pour un certain entier c. Or cp ≡ c p−12 ≡
a p−14 ≡ 1 mod p. Donc c est lui-même un carré modulo p, ce qui prouve que a
est une puissance quatrième modulo p.
2. C’est une conséquence facile de la définition du résidu quartique modulo p.
Pour plus de détails sur la réciprocité quartique, on peut consulter [Lem00].
Pour traiter le cas f = 2p, seul le lemme facile énoncé ci-dessous sera utile.
Lemme5.11. Soient pun nombre impair et x un entier qui est une puissance quatrième
modulo p. Alors x est une puissance quatrième modulo 2p.
Démonstration. Soit α ∈ Z tel que x ≡ α4 mod p. Alors x ≡ α4 mod 2p ou x ≡
α4 + p mod 2p. Dans le second cas, x ≡ α + p4 mod 2p car p4 − p = 2p · p3−12 .
Cela montre que x est toujours une puissance quatrième modulo 2p.
5.2.4 Ramification totale
Pour appliquer le lemme 5.5, nous aurons besoin de connaître des premiers tota-
lement ramifiés, le lemme suivant va nous fournir de tels premiers.
Lemme5.12. Soient pun premier impair etm ∈ p , 2p ,4p ,8p. Alors p est totalement
ramifié dans Lm. De plus, si m ∈ 2p ,8p, alors 2 est totalement ramifié dans Lm.
Démonstration. Dans tous les cas, notons α ∈ Lm tel que α4 = m.
– Soit qun nombre premier qui divisem tel que q2 ne divise pasm. On l’appliquera
avec q = p dans tous les cas et q = 2 pour m = 2p. Soit q un facteur premier de
qZLm. On écrit qZLm = qer, où e > 1 et r est premier avec q.
Comme q divise mZLm, il divise α4ZLm, donc aussi αZLm. Par conséquent, q4
divise α4ZLm = mZLm. Comme q est premier avec mq et r, cela implique que q4
divise qe, donc e > 4.
Mais q est premier, donc Nq > q. Par conséquent, q4 divise qZLm et Nq4 >
NqZLm. Ainsi, qZLm = q4.
– Il reste à traiter q = 2 dans L8p. On note q un facteur premier de 2ZL8p. Comme
précédemment, on écrit 2ZL8p = qer avec e > 1 et r premier avec q. On va alors
montrer que e > 4. Comme Nq > 2, cela permettra de déduire que 2ZL8p = q4.
Comme q3 divise 8ZL8p, il divise aussi α4ZL8p. Par conséquent, q divise αZL8p,
donc q4 divise 8ZL8p, ce qui prouve que q4 divise q3er3. Ainsi, e > 2. On continue
le raisonnement, en notant qu’alors q8 divise α4ZL8p, donc q8 divise q3e, et ainsi
e > 3. On en déduit que q12 divise α4ZL8p. Dès lors, q12 divise q3e, donc e > 4, ce
qui permet de conclure comme annoncé.
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5.2.5 Propriétés générales de L2p2
Dans le cas de L2p2 , p ≡ 3 mod 8, non traité par Egami, la preuve que nous
présentons nécessite une connaissance fine de ZL2p2 = Z+Z
4
√
2p2+Z
√
2+Z 4
√
2p2
√
2,
et plus particulièrement des unités Z×L2p2 . Les unités des corps quartiques purs ont
été étudiées en détail. On peut par exemple consulter [Ste73] ou [End83] à ce sujet.
Nous allons seulement donner les propriétés utiles dans le cas particulier de L2p2 qui
nous intéresse ici. On pose K = Q Ł√2.
Tout élément x de L2p2 peut être écrit sous la forme
x1 + x2 4
»
2p2 + x3
√
2 + x4 4
»
2p2
√
2 ,
où x1 , x2 , x3 , x4 ∈ Q. Cette écriture fournit un plongement naturel de L2p2 dans R.
Lemme 5.13. Soit U = u ∈ Z×L , NL2p2/Ku = 1. Alors il existe ε0 ∈ U tel que tel que
ε0 > 1 et pour tout u ∈ U tel que u > 1, u > ε0.
Démonstration. Comme le rang des unités de L est 2, on peut considérer un système
d’unités fondamentales ε , ν de L. On note [ : L2p2 −→ L2p2 le morphisme défini
pour x1 , x2 , x3 , x4 ∈ Q par
[ Łx1 + x2 4»2p2 + x3√2 + x4 4»2p2√2 = x1 − x2 4»2p2 + x3√2 − x4 4»2p2√2 .
On pose alors
f :  L2p2× −→ R2x 7−→ ln |x| , ln |[x| .
Avec ces notations,
fZ×L2p2 = k ln |ε| + l ln |ν| , k ln |[ε| + l ln |[ν| ,k , l ∈ Z2 ,
donc fZ×L2p2 est un sous-groupe discret de R2. En particulier, fU est aussi un
sous-groupe discret de R2.
Comme NL2p2/Kε ,NL2p2/Kν ∈ Z×K , il existe deux entiers a et b tels que
NL2p2/Kε = ±1 +√2a et NL2p2/Kν = ±1 +√2b .
Si a = 0, on pose T ··= ε2. Si b = 0, on pose T ··= ν2. Dans les autres cas, on pose
T ··= ε−2bν2a .
Alors NL2p2/KT = 1. Notons que T 6= 1 car ε , ν est un système d’unités fondamen-
tales de L2p2 . Quitte à changer T en −T, on peut supposer que T > 0. Quitte à changer
T en 1T , on peut alors supposer que T > 1.
Ainsi, T ∈ U et T > 1. Considérons alors l’ensemble V = u ∈ U, 1 < u 6 T. Soit
u ∈ V . On a alors u[u = NL2p2/Ku = 1, donc
0 < ln |u| 6 ln |T| et ln |[T| 6 ln |[u| < 0 .
Par conséquent, fV ⊆ fU ∩  0 , ln |T| ×  ln |[T| ,0. Donc fV est inclus dans
l’intersection d’un sous-groupe discret et d’un compact de R2. Ainsi, fV est fini. En
particulier, on peut considérer ε0 ∈ V tel que ε0 > 1 soit minimal. Dès lors, pour tout
u ∈ U tel que u > 1, u > ε0.
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Le lemme 5.13 prouve l’existence d’une plus petite unité ε0 strictement supérieure
à 1 telle que NL2p2/Kε0 = 1. Le résultat suivant, qui s’applique en fait à tout corps
quartique pur, permet de construire un système d’unités fondamentales de L2p2 à
partir de ε0.
Lemme 5.14 (Ljunggren). Soient ε0 la plus petite unité de L2p2 strictement supérieure
à 1 et telle que NL/Kε0 = 1 et ε∗ = √2 − 1. S’il n’existe pas d’unité ε de L2p2 telle que
NL/Kε = ±ε∗, alors ε∗ , ε0 est un système d’unités fondamentales de L2p2 .
Démonstration. Soit u ∈ Z×L. Alors NL/Ku ∈ Z×K . Comme ε∗ est une unité fondamen-
tale de K , il existe m ∈ Z tel que
NL/Ku = ±ε∗m
Il existe donc l ∈ Z tel queNL/Kuε∗ l ∈ ±1 ,±ε∗ selon la parité dem. Par hypothèse,
les cas ±ε∗ sont impossibles. Le cas −1 est aussi exclu car si on écrit x = x1 + x2
√
2+
x3 4
√
2p2 + x4 4
√
2p2
√
2, pour x1 , x2 , x3 , x4 ∈ Z, alors
NL/Kx = x21 + 2x22 − 4px3x4 + 2x1x2 − px23 − 2px24√2 .
Par conséquent, NL/Kx = −1 implique que x1 , x2 , x3 , x4 est solution du système
suivant. ¢¨¨¦¨¨¤
x21 + 2x22 − 4px3x4 = −1
2x1x2 − px23 − 2px24 = 0
(II.10a)
(II.10b)
Mais alors, d’après (II.10b),
2x1x2 = px23 + 2x24
= px23 + x4√22
> 2px3x4
√
2 d’après l’inégalité arithmético-géométrique ,
=
√
2
2 x21 + 2x22 + 1 d’après (II.10a)
>
√
2
2 2x1x2√2 + 1 d’après l’inégalité arithmético-géométrique ,
= 2x1x2 +
√
2
2 ,
ce qui est clairement faux. Dès lors, NL/Kuε∗ l = 1.
On pose v = uε∗ l. Quitte à considérer −v, on peut supposer v > 0. Quitte à rempla-
cer v par v−1, on peut alors supposer que v > 1. Comme NL/Kv = 1, par définition
de ε0, il existe t ∈ Z tel que v = εt0. Ainsi, on a montré qu’il existe a , b ∈ Z tels que
u = ±ε∗aε0b ,
ce qui achève la preuve.
Notons bien sûr que le résultat de Ljunggren est plus général et donne aussi un
système d’unités fondamentales si l’équation NL/Kε = ±ε∗ a au moins une solution,
mais le lemme 5.14 suffit pour établir la propriété suivante.
Proposition 5.15. ε∗ , ε0 est un système d’unités fondamentales de L2p2 .
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Démonstration. Pour appliquer le lemme 5.14, on cherche donc àmontrer qu’il n’existe
pas d’unité ε de L2p2 telle que NL/Kε = ±ε∗. On note
ε = x1 + x2
√
2 + y1 + y2√2 4»2p2 ,
où x1, x2, y1 et y2 sont entiers. Alors
NL/Kε = x21 + 2x22 − 4py1y2 + 2x1x2 − py21 − 2py22√2 .
On cherche donc à résoudre les systèmes suivants, ou plutôt à prouver qu’ils n’ad-
mettent pas de solution entière.
¢¨¨¦¨¨¤
x21 + 2x22 − 4py1y2 = −1
2x1x2 − py21 − 2py22 = 1
(II.11a)
(II.11b)¢¨¨¦¨¨¤
x21 + 2x22 − 4py1y2 = 1
2x1x2 − py21 − 2py22 = −1
(II.12a)
(II.12b)
Pour (II.11), on raisonne par l’absurde, et on suppose que le système admet une
solution x1 , x2 , y1 , y2 ∈ R4. Alors, d’après (II.11b),
2x1x2 = 1 + py21 + 2y22
= 1 + py21 + y2√22
> 1 + 2py1y2
√
2 d’après l’inégalité arithmético-géométrique ,
= 1 +
√
2
2 x21 + 2x22 + 1 d’après (II.11a)
> 1 +
√
2
2 2x1x2√2 + 1 d’après l’inégalité arithmético-géométrique ,
= 2x1x2 + 1 +
√
2
2 ,
ce qui est clairement faux.
Pour (II.12), on raisonne aussi par l’absurde et on suppose que le système admet
une solution x1 , x2 , y1 , y2 ∈ Z4. Alors, d’après (II.12a), x1 est impair, donc x21 ≡ 1mod 8. En évaluant (II.12a) modulo 4, on en déduit que x2 est pair.
Ainsi, en évaluant (II.12a) modulo 8, on trouve que y1y2 est pair. Or (II.12b) im-
plique que y1 est impair, donc y2 est pair.
On utilise l’imparité de y1 et la parité de y2 pour évaluer (II.12b) modulo 4, on
trouve 2x1x2 ≡ 2 mod 4, donc x1x2 ≡ 1 mod 2. C’est incompatible avec le fait
que x2 est pair.
Corollaire 5.16. Toute unité de L2p2 est congrue à 1 modulo
√
2.
Démonstration. D’après la proposition 5.15, toute unité u de L2p2 est de la forme u =
±ε∗mε0n, avec m, n ∈ Z. Or ε∗ =
√
2 − 1 ≡ 1 Łmod √2 et on va prouver que ε0 ≡ 1Łmod √2, cela nous donnera facilement le résultat.
Par définition de ε0, NL/Kε0 = 1. Si on note
ε0 = x1 + x2
√
2 + y1 + y2√2 4»2p2 ,
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où x1, x2, y1 et y4 sont entiers, cela fournit le système d’équations suivant.¢¨¨¦¨¨¤
x21 + 2x22 − 4py1y2 = 1
2x1x2 − py21 − 2py22 = 0
(II.13a)
(II.13b)
Ainsi, (II.13a) montre que x1 est impair et (II.13b) prouve que y1 est pair. Par consé-
quent, ε0 ≡ 1 Łmod √2.
5.2.6 Raisonnements généraux
Dans ce paragraphe, on élimine tous les cas sauf un nombre fini d’entre eux.
Proposition 5.17. Soit p un nombre premier tel que p ≡ 3 mod 8. Alors L2p2 n’est
pas euclidien par rapport à la norme.
Démonstration. Par l’absurde, supposons que L2p2 est euclidien pour la norme. Posons
K = Q√2. Notons γ = √2, I = γZL2p2 et α = 1 + 4√2p2. On peut effectuer la division
euclidienne de α par γ, il existe ainsi β ∈ ZL2p2 tel que
β ≡ α mod I et RRRRRRRNL2p2/Q βRRRRRRR < RRRRRRRNL2p2/Q γRRRRRRR = 4 . (II.14)
Alors d’après le lemme 5.4 (2), NL2p2/Qβ ≡ 1 mod 2. Dès lors, (II.14) nous donne
NL2p2/Qβ ∈ ±1 ,±3. Mais il n’existe pas d’élément de norme ±3 dans K , donc
NL2p2/Qβ ∈ ±1 et ainsi β ∈ Z×L2p2 .
Or, d’après le corollaire 5.16, toute unité de L2p2 est congrue à 1 modulo
√
2, donc
β ≡ 1 mod I .
D’après (II.14), cela implique que α − 1 = 4√2p2 ∈ I, ce qui est faux. Cela fournit une
contradiction et achève la preuve.
Remarque 5.18. En fait, comme ±7 ne peuvent être obtenues comme normes d’élé-
ments de ZK , on peut conclure que ML2p2> mL2p2 Łαγ  > 74 . Cette borne est atteinte
pour p = 3 : grâce à l’algorithme 4.1, on trouve ML18 = 74 .
Proposition 5.19. Soit p un nombre premier, p ≡ 5 mod 8 et p = 101 ou p > 109.
Alors ni Lp ni L4p ne sont euclidiens par rapport à la norme.
Démonstration. On note K = Q √p et L = Lp ou L4p. Le lemme 5.12 montre que p
est totalement ramifié dans L. D’après le lemme 5.6 (1), il existe des entiers naturels
r, s , t et u tels que p = rs + tu, r, s = t , u = 1 et rp = sp =  tp = −1. Cela
implique que −tup  = rsp = 1. Ainsi, on a aussi −up  = −1. Par ailleurs, comme−1p 4 = −1, on a rsp4 = 1 ou tup4 = 1 d’après le lemme 5.10. Quitte à échanger rs
et tu, on peut supposer que rsp4 = 1. Notons alors a = rs et b = tu.
D’après le lemme 5.10, a est une puissance quatrième modulo p, mais ni a, ni −b
ne sont des normes d’éléments de ZL. Pour voir cela, on note que ce ne sont pas des
normes d’éléments de ZK d’après le lemme 5.7.
Ainsi, d’après le lemme 5.5, L n’est pas euclidien par rapport à la norme.
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Proposition 5.20. Soit p un nombre premier, p ≡ 3 mod 8 et p 6= 3. Alors L2p et
L8p ne sont pas euclidiens par rapport à la norme.
Démonstration. On note K = Q √2p et L = L2p ou L8p. Le lemme 5.12 montre que
2 et p sont totalement ramifiés dans L.
D’après le lemme 5.6 (2), il existe deux entiers naturels a et b tels que 2p = a+ b,
a ≡ 5 mod 8 et ap = 1. Ainsi, a est un carré modulo p et c’est aussi une puissance
quatrième modulo p d’après le lemme 5.9. Le lemme 5.11 permet même de conclure
que c’est une puissance quatrième modulo 2p.
Par ailleurs, a n’est pas une norme de ZK car a ≡ 5 mod 8 et −b non plus, car
−b ≡ −1 mod 8.
Donc, d’après le lemme 5.5, L n’est pas euclidien par rapport à la norme.
Proposition 5.21. Soit p un nombre premier, p ≡ 3 mod 8 et p > 19. Alors Lp et
L4p ne sont pas euclidiens par rapport à la norme.
Démonstration. On note K = Q √p et L = Lp ou L4p.
D’après le lemme 5.6 (3), il existe deux entiers naturels a et b tels que p = a + b,
a ≡ 2 mod 8 et ap = 1. Ainsi, a est un carré modulo p, et même une puissance
quatrième (lemme 5.9).
Par ailleurs, ni a, ni−bne peuvent être normes d’éléments de ZK car a ≡ 2 mod 8
et −b ≡ −1 mod 8.
Donc, d’après le lemme 5.5, L n’est pas euclidien par rapport à la norme.
Proposition 5.22. Soit p un nombre premier, p ≡ 7 mod 8 et p > 7. Alors L4p n’est
pas euclidien par rapport à la norme.
Démonstration. On note K = Q √p et L = L4p.
D’après le lemme 5.6 (3), il existe deux entiers naturels a et b tels que p = a + b,
a ≡ −2 mod 8 et ap = 1. D’après le lemme 5.9, a est une puissance quatrième
modulo p.
Ni a, ni −b ne sont des normes d’éléments de ZK car a ≡ −2 mod 8 et −b ≡ −1mod 8.
On conclut avec le lemme 5.5.
En combinant la proposition 5.3 et les propositions précédentes pour éliminer tous
les cas sauf un nombre fini, on obtient le résultat suivant.
Corollaire 5.23. Si L est un corps quartique pur euclidien pour la norme, alors L =
Q 4√m où m est l’une des valeurs suivantes :
– 2,
– p où p ∈ 3 , 5 ,11 ,13 ,19 , 29 ,37 , 53 ,61 ,109,
– 4p où p ∈ 3 , 5 ,7 ,11 ,13 ,19 , 29 ,37 , 53 ,61 ,109,
– 6,
– 24.
L’objet des paragraphes suivants va être de traiter ces valeurs de m.
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5.2.7 Utilisation de l’algorithme
Pour les petites valeurs de m, on peut calculer MLm par l’algorithme 4.1. Dans
la table II.3, nous recensons les valeurs obtenues. Les cas euclidiens pour la norme
sont en gras. Tous les corps considérés sont principaux sauf L7.
m 2 3 5 6 7 11 12 13 18 20 24 28 44
MLm 12 1112 516 2316 2714 12544 12 1 74 1116 97 4716 4922
Table II.3 – Calcul de quelques valeurs de MLm.
5.2.8 Utilisation d’un idéal
L’idée est de choisir un idéal I de norme NI, vérifiant les hypothèses du lemme
5.4 (2) et tel que I ∩ Z = nZ. Si on trouve α ∈ ZLm tel qu’il n’existe aucun β ∈ ZLm
vérifiant
NLm/Qβ ≡ NLm/Qα mod n et RRRRRNL/Q βRRRRR < NI , (II.15)
alors Lm n’est pas euclidien pour la norme. Pour avoir une chance d’exploiter (II.15),
il faut que n soit de l’ordre de NI.
Par exemple, pour m = 19, il existe un unique idéal I de norme 38 dans ZL19 . En
notant x = 4
√
19, c’est I = 38Z + Zx + Zx2 + Zx3. Ainsi I ∩ Z = 38Z, donc n = 38. De
plus si prend α = 3, alors NL19/Qα ≡ 5 mod 38, mais ni 5 ni −33 ne sont normes
d’éléments de ZL19 , donc L19 n’est pas euclidien pour la norme.
La table II.4 montre dans quels autres cas on peut utiliser ce raisonnement.
p m NI n α
19 19 38 38 3
76 38 38 5
29 29 29 29 4
53 53 53 53 8
212 212 106 35
61 244 244 122 28
109 109 109 109 5
436 436 218 82
Table II.4 – Idéaux utilisés pour prouver le caractère non euclidien grâce à (II.15).
Pour chaque valeur de m, I est l’unique idéal de norme donnée.
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5.2.9 Utilisation d’un corps intermédiaire
L’idée générale est similaire, mais on va obtenir des propriétés plus précises grâce
au corps intermédiaire K = Q √m.
Proposition 5.24. L37 et L148 ne sont pas euclidiens pour la norme.
Démonstration. On note L = L37 et K = Q Ł√37. On suppose que L est euclidien
pour la norme. L’idéal 2ZK est totalement ramifié dans L/K . On note B un élément
au-dessus de 2ZK tel que NL/KBZK = 2ZK . Alors on peut faire la division eucli-
dienne de x = 5+
√
37
2 par B : il existe r ≡ x mod BZL tel que RRRRRNL/Q rRRRRR < 4.
Comme 2ZK est totalement ramifié, d’après le lemme 5.4 (1), on a
NL/Kr ≡ NL/Kx mod 2ZK ,
ce qui donne NL/Kr ≡ 5−√372 mod 2ZK. Or une unité fondamentale de K est u =√
37−6, elle vérifie u ≡ 1 mod 2ZK. Par conséquent, toute unité de ZK est congrue
à 1 modulo 2ZK et NL/Kr /∈ Z×K . Dès lors,
NL/Qr = ±3.
Mais on connaît tous les éléments de ZK dont la norme vaut ±3, on peut par exemple
les calculer grâce à PARI ([PAR12]). Ainsi, NL/Kr ∈ 5−√372 Z×K ∪ 5+√372 Z×K . Le second
cas est impossible car NL/Kr ≡ 5−√372 mod 2ZK et tout élément de Z×K est congru
à 1 modulo 2ZK . Dès lors, en tant qu’idéaux de ZL,
NL/Kr = 5 −
√
37
2
 .
Mais l’idéal 5−√372  est premier dans L, ce qui fournit une contradiction et qui montre
que L = L37 n’est pas euclidien pour la norme.
Pour L = L148, on fait le même raisonnement en prenant x = 5−
√
37
2 . Avec les
mêmes notations, on obtient NL/Kr ≡ 5+√372 mod 2ZK. Par conséquent, en tant
qu’idéaux de ZL, NL/Kr = 5 +
√
37
2
 ,
ce qui est faux car 5+√372  est premier dans L. Cela fournit une contradiction et
montre que L = L148 n’est pas euclidien pour la norme.
5.2.10 Donnée d’un point critique
Étant donné un point ξ ∈ Lm, on peut calculer directementmLmξpar l’algorithme
3.1.
Ainsi, pour ξ = θ2+4θ+28 , où θ =
4√52, on trouve mL52 = 1716 , donc L52 n’est pas
euclidien pour la norme.
De même, pour ξ = θ3+θ2−2θ−28 , où θ =
4√116, on trouve mL116ξ = 2916 , ce qui
montre que L116 n’est pas euclidien pour la norme.
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5.2.11 Bilan
Nous avons étudié Lm pour les valeursmdu corollaire 5.23 à l’exception dem = 61.
Nous avons obtenu que Lm est euclidien pour la norme pour m ∈ 2 ,3 , 5 ,12 , 20
et non euclidien pour la norme pour les autres valeurs. Cela achève la preuve du
théorème 5.2.
5.3 Corps cyclotomiques
Avec l’algorithme, on peut calculer quelques valeurs de minimum euclidien de
corps cyclotomiques inconnues jusqu’à présent. Soit n un entier strictement positif
tel que n 6≡ 2 mod 4, on note Kn ··= Qζn où ζn est une racine primitive ne de
l’unité.
n 1 3 4 5 7 8 9 12 15 16 20 24
MKn 12 13 12 15 17 12 13 14 116 12 15 14
Table II.5 – Minima euclidiens de quelques corps cyclotomiques.
La table II.5 liste toutes les valeurs connues de MKn. Elles correspondent aux
cas où le polynôme cyclotomique est de degré au plus 8. Dans tous ces cas, le minimum
euclidien coïncide avec 1ΛK. Les valeurs en gras étaient inconnues jusqu’à présent.
5.4 Minima successifs
Définition 5.25. On peut définir les minima euclidiens et inhomogènes suivants. Si on
pose M1K = M1K = MK = MK, alors on définit par récurrence sur p > 1 les
pe minima euclidien et inhomogène respectivement par
 MpK = sup mKξ , ξ ∈ K, mKξ < Mp−1K ,Mp K = sup mKx , x ∈ H, mKx < Mp−1 K .
Comme pour le premier minimum, ces deux notions sont étroitement liées dans la
plupart des cas (voir [Cer06]).
Théorème 5.26. Si r > 1 et K n’est pas CM, alors, pour tout p > 0,
1. MpK = Mp K ∈ Q,
2. Mp+1K < MpK,
3. en particulier, MK est isolé, c’est-à-dire que M2 K < M K.
4. lim
p→+∞MpK = 0.
Si r = 1, on conjecture que (3) est aussi vérifiée. Avec l’algorithme 4.1, on peut
chercher à calculer MpK pour certaines valeurs p > 0. Pour y parvenir, on choisit k
tel que 0 < k < MpK. Si l’exécution de l’algorithme est fructueuse, on peut trouver
un graphe convenable, duquel on déduit tous les points x ∈ K tels que mKx > k
(grâce au théorème 3.17).
52 II. CALCUL DU MINIMUM EUCLIDIEN D’UN CORPS DE NOMBRES
Exemple 5.27. Considérons le corps cubique complexe K = Qx où x = 3√−7. On
applique l’algorithme 4.1 pour k = 2 ,39. On obtient les trois orbites suivantes de
points critiques.
– O1 =  25 x2 + 15 x − 25 , 35 x2 + 45 x − 35 de minimum 125 ,
– O2 = 1120 x2 + 1320 x − 120 , 920 x2 + 720 x + 120 de minimum 4920 ,
– O3 = 12 x2 + 12 x − 12 de minimum 52 .
Dès lors, MK = M K = 52 , M2K = 4920 , M3K = 125 .
Exemple 5.28. Soit K = Qx où x est une racine de X 3− X 2−4X +12. Alors discK =
−676, r1 = r2 = 1. Avec l’algorithme 4.1, on obtient les orbites de points t ∈ K tels
que mKt> 1.
– O1 = 14 x2 + 12 x − 1 , 14 x2 + x − 1 de minimum 1,
– O2 = 12 x + 12 , 14 x2 + 34 x − 1 de minimum 1,
– O3 = 14 x2 + 34 x − 12 de minimum 74 ,
– O4 = 14 x2 + 14 x − 12 de minimum 74 ,
– O5 = 12 x de minimum 1.
Par conséquent, MK = M K = 74 , M2K = 1. Cet exemple montre qu’on peut avoir
des orbites différentes possédant le même minimum euclidien.
5.5 Corps de nombres principaux non euclidiens pour la norme
Pour les petits degrés, on peut calculer de très nombreuses valeurs de minima
euclidiens de corps de petits discriminants. Cela nous permet de trouver des corps
de nombres principaux qui ne sont pas euclidiens pour la norme. Ici, on établit une
liste de tels corps de nombres dans la table II.6. En fait, si la signature est différente
de 6 ,0, 4 ,1 et 2 , 2, alors la table fournit un tel corps de nombres de plus petit
discriminant (en valeur absolue).
Par conséquent, tous les corps de nombres principaux de telle signature et dont
le discriminant est strictement inférieur au discriminant donné (en valeur absolue)
sont en fait euclidiens pour la norme.
5.6 Corps de nombres dont le rang des unités et le minimum eucli-
dien sont égaux à 1
Si on suppose que la signature de K est r1 , r2 /∈ 1 ,1 ,0 , 2, alors MK = 1
implique que K n’est pas euclidien pour la norme (voir proposition 2.8 et théorème
2.9). Dans les autres cas, on peut trouver certains corps de nombres dont le minimum
euclidien vaut 1. Ils sont tous non euclidiens pour la norme.
Exemple 5.29. Les corps cubiques non totalement réels de discriminant −199, −335,
−351, −367, −743, −755 ont un minimum euclidien égal à 1. Il existe aussi des corps
de nombres de signature 0 , 2 et de minimum euclidien égal à 1, on peut par exemple
citer tous les corps de telle signature et de discriminant
1436 ,1521 ,1805 ,1872 , 2089 , 2213 , 2448 , 2557 , 2624 , 2677 , 2704 , 2873 , 2925 , ...
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n r1 , r2 un polynôme minimal K = Qx discK MK point(s) critique(s)
2 2 ,0 x2 − 53 53 97  2x+37 , 3x+114 
0 ,1 x2 + 19 −19 2519  519 x , 1419 x
3 3 ,0 x3 − x2 − 6x + 1 985 1  2x2+x+25 , 3x2+4x+35 
1 ,1 x3 − x2 + 4x − 1 −199 1  3x2+x+47 , 4x2+6x+37 
4 4 ,0 x4 − 12x2 + 18 18 432 74  x3+x26 
2 ,1 x4 − x3 − 5x + 1 −4 564 1  x2+x+12 
0 , 2 x4 − 4x2 + 5 1 280 54  x3+x2 
5 5 ,0 x5 − 10x3 − 5x2 + 10x − 1 390 625 75
 3x4+3x3+3x2+3x+35 ,
9x4+29x3+19x2+24x+4
35 
3 ,1 x5 − x4 − 4x3 + 6x2 + 3x − 7 −156 848 54  x4+x3+x2+x2 
1 , 2 x5 + 2x3 − x2 + 2x + 1 36 025 1 
2x4+2x3+x2+4x+3
5 ,
3x4+3x3+4x2+x+2
5 
6 6 ,0 x6 − 12x4 − 2x3 + 36x2 + 12x − 20 108 020 304 169  x5+2x3+2x2+13 , x5+2x3+2x2+46 
4 ,1 x6−2x5−9x4+18x3+13x2−48x+17 −10 163 456
5
4  17x5+6x4+12x3+6x2+17x+1618 
2 , 2 x6−2x5−4x4+6x3+6x2+11x−27 1 281 013 1 
59x5+14x4+53x3+4x2+30x+56
69 ,
56x5+9x4+62x3+42x2+7x+13
69 
0 ,3 x6 + x4 − x3 + 2x2 + x + 1 −165 611 1 
3x5+2x4+x3+x2+3
5 ,
2x5+3x4+4x3+4x2+3
5 
Table II.6 – Corps de nombres principaux et non euclidiens pour la norme de petit dis-
criminant pour une signature donnée. Tous les corps de nombres listés ici admettent
une unique orbite critique.
5.7 Euclidianité en deux étapes et euclidianité généralisée
Plusieurs notions ont été introduites pour généraliser l’euclidianité. Dans ce pa-
ragraphe, nous présentons deux d’entre elles et nous montrons comment l’algorithme
4.1 peut nous aider à les appréhender.
5.7.1 Euclidianité en deux étapes
Cette généralisation de l’euclidianité a été introduite par Cooke dans [Coo76a] et
[Coo76b].
Définition 5.30. On dit que ZK est euclidien en deux étapes pour la norme si pour tout
couple α , β ∈ ZK × ZK \ 0, il existe γ1 , γ2 , δ1 , δ2 ∈ Z4K tel que¢¨¨¨¨¦¨¨¨¨¤
α − βγ1 = δ1 ,
β − δ1γ2 = δ2 ,RRRRRNK/Qδ2RRRRR < RRRRRNK/QβRRRRR .
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On remarque que si K est euclidien pour la norme, alors il est euclidien en deux
étapes pour la norme. En effet, si β, γ ∈ ZK sont tels que α − βγ = δ et RRRRRNK/QδRRRRR <RRRRRNK/QβRRRRR, alors on a la division en deux étapes suivante :
 α − βγ + 1 = δ − β ,
β − δ − β · −1 = δ.
Par ailleurs, tout corps de nombre euclidien en deux étapes pour la norme est princi-
pal.
Lemme 5.31. Pour montrer qu’un corps de nombres est euclidien en deux étapes pour
la norme, il suffit de
– calculer tous les points x ∈ K modulo ZK tels que mKx> 1,
– choisir un de ces points x = αβ où α , β ∈ ZK × ZK \ 0 par orbite et trouver une
division euclidienne en deux étapes pour α , β. L’existence d’une telle division
euclidienne est indépendante du choix de x dans une orbite donnée et de α , β.
Démonstration. Soient α , β ∈ ZK × ZK \ 0 et α′ , β′ ∈ ZK × ZK \ 0 tels que
α
β =
α′
β′ . Supposons que α , β admet une division en deux étapes, c’est-à-dire qu’il
existe γ1 , γ2 , δ1 , δ2 ∈ Z4K tel que¢¨¨¨¨¦¨¨¨¨¤
α − βγ1 = δ1 ,
β − δ1γ2 = δ2 ,RRRRRNK/Qδ2RRRRR < RRRRRNK/QβRRRRR .
En multipliant les deux premières lignes par β
′
β et la troisième par
RRRRRRNK/Q Ł β′β RRRRRR, on
obtient ¢¨¨¨¨¨
¦¨¨¨¨¨¤
α′ − β′γ1 = β′β δ1 ,
β′ − β′β δ1γ2 = β
′
β δ2 ,RRRRRRNK/Q Ł β′β δ2RRRRRR < RRRRRNK/Qβ′RRRRR .
Il s’agit d’une division en deux étapes pour α′ , β′ car β′β δ1 = α′ − β′γ1 ∈ ZK , ce qui
implique que β
′
β δ2 = β
′− β′β δ1γ2 ∈ ZK . Ainsi, l’existence d’une division en deux étapes
pour α , β ne dépend que de αβ .
Soient α , β ∈ ZK × ZK \ 0, ε ∈ Z×K et z ∈ ZK . Il suffit de voir que α , β admet
une division en deux étapes si et seulement si ε · α − βz , β admet une division en
deux étapes. Une fois que l’on aura montré cette propriété, on saura que l’existence
d’une division en deux étapes pour α , β dépend seulement de l’orbite de αβ modulo
ZK .
Supposons donc que α , β admet une division en deux étapes, c’est-à-dire qu’il
existe γ1 , γ2 , δ1 , δ2 ∈ Z4K tel que¢¨¨¨¨¦¨¨¨¨¤
α − βγ1 = δ1 ,
β − δ1γ2 = δ2 ,RRRRRNK/Qδ2RRRRR < RRRRRNK/QβRRRRR .
Alors on obtient une division en deux étapes pour ε · α − βz , β sous la forme :¢¨¨¨¨¦¨¨¨¨¤
ε · α − βz − βεγ1 + z = εδ1 ,
β − εδ1ε−1γ2 = δ2 ,RRRRRNK/Qδ2RRRRR < RRRRRNK/QβRRRRR .
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Exemples 5.32. – K = Qs où s est une racine X 3 − X 2 + 3X + 2. Alors discK =
−307 et pour t ∈ K , mKt> 1 si et seulement si t ≡ 12 s2+ 12 mod ZK. On pose
x = s2+12 et on a¢¨¨¨¨¦¨¨¨¨¤
s2 + 1 − 2−s = s + 12 ,
2 − s + 12 · s2 − 5s + 6 = 8s2 − 11s − 8 ,RRRRRNK/Q8s2 − 11s − 8RRRRR = 2 < 8 = RRRRRNK/Q2RRRRR .
Cela prouve que K est euclidien en deux étapes pour la norme.
– K = Qs où s est une racine de X 4−4X 2+5. Alors discK = 1280 et pour t ∈ K ,
mKt> 1 si et seulement si t ≡ 12 s3 − s2 mod ZK.
On prend α = s3− s, β = 2, γ1 = s3+ s2, δ1 = −s3−2s2− s, γ2 = s3−2s2−2s+4
et δ2 = −2s3−3s2+4s+7 pour prouver que K est euclidien en deux étapes pour
la norme car RRRRRNK/Q−2s3 − 3s2 + 4s + 7RRRRR = 4 < 16 = RRRRRNK/Q2RRRRR .
– K = Qs où s est une racine de X 6 − 5X 3 + 4X + 2. Alors discK = −12 781 568,
MK = 118 et pour tout t ∈ K , mKt> 1 si et seulement si t ≡ s5+s22 mod ZK.
On considère α = s5 + s2, β = 2, γ1 = s3, δ1 = s5 − 2s3 + s2, γ2 = −x3 + 4x,
δ2 = s5 − s4 − 4s3 + 2s2 + 4. Comme RRRRRNK/Qδ2RRRRR = 16 < 64 = RRRRRNK/QβRRRRR, on peut
conclure que K est euclidien en deux étapes pour la norme.
En fait, on peut conclure plus vite si on a des propriétés particulières sur les points
critiques.
Proposition 5.33. Si K est principal, MK > 1 et si K admet une seule orbite de
points critiques dont le minimum est supérieur ou égal à 1MK, alors K est euclidien en
deux étapes pour la norme.
Démonstration. Notons O l’orbite de points critiques en question et prenons αβ ∈ O, où
α , β ∈ ZK \0 sont premiers entre eux (cette écriture est possible car K est principal).
Il existe γ , T ∈ ZK × ZK tel que α− βγ = T et RRRRRNK/QTRRRRR = MK · RRRRRNK/QβRRRRR. Dès lors,
ou mK Ł βT  < 1MK = |NK/Qβ||NK/QT| ou mK Ł βT  > 1MK.
Dans le premier cas, il existe γ ∈ ZK tel que RRRRRNK/Qβ − TγRRRRR < RRRRRNK/QβRRRRR, ce qui
fournit une division euclidienne en deux étapes pour α , β.
Dans le second cas, comme il n’existe qu’une orbite de points dont le minimum est
supérieur ou égal à 1MK,
β
T ∈ O et mK Ł βT  = MK. Par conséquent, il existe ε ∈ Z×K
et z ∈ ZK tels que
β
T
= ε · α
β
− z.
Cela implique que β divise Tεα− βz, ainsi β divise Tα et donc T. On peut alors écrire
β
T =
1
κ où κ ∈ ZK \ 0. Comme βT /∈ Z×K , on a MK = mK κ−1 = 1|NK/Qκ| < 1, ce qui
est impossible.
La table II.7 fournit des exemples de corps de nombres euclidiens en deux étapes
pour la norme.
5.7.2 Euclidianité généralisée
Johnson, Queen et Sevilla ([JQS85]) ont proposé de généraliser l’euclidianité dans
une autre direction. Leur définition est équivalente à la suivante.
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n r1 , r2 polynôme minimal, K = Qx discK MK N
3 3 ,0 x3 − x2 − 6x + 1 985 1 1
1 ,1 x3 − x2 + 4x + 1 −335 1 2
4 4 ,0 x4 − 2x3 − 6x2 + 3x + 5 42 341 75 1
2 ,1 x4 − x3 + 6x2 − x − 1 −5 732 1 1
0 , 2 x4 − x3 + 3x2 + 2 1 436 1 1
5 5 ,0 x5 − 2x4 − 6x3 + 7x2 + 6x − 5 1 719 625 1 1
3 ,1 x5 − x3 − 5x2 + 7 −271 292 1 1
1 , 2 x5 − x4 + x3 − 2x − 2 37156 1 1
6 6 ,0 x6 − 3x5 − 11x4 + 27x3 + 43x2 − 57x − 57 115 745 625 2725 1
4 ,1 x6 − 5x3 + 4x + 2 −12 781 568 118 1
2 , 2 x6 − x4 − 3x2 − 2 1 465 472 1 1
0 ,3 x6 − x5 − 2x4 − x3 + 3x2 + 2x + 2 −275 560 1 1
Table II.7 – Exemples de corps de nombres euclidiens pour la norme en 2 étapes. N
désigne le nombre d’orbites de points de minimum euclidien supérieur ou égal à 1.
Définition 5.34. On dit K is euclidien au sens généralisé (on dira G.E. pour aller plus
vite) si pour tout α , β ∈ ZK × ZK \ 0 tel que l’idéal α , β est principal,
mK α
β
 < 1 .
Il est immédiat d’observer qu’un corps de nombres principal K est G.E. si et seule-
ment s’il est euclidien pour la norme. Par ailleurs, pour prouver que K est G.E. quand
ZK n’est pas un anneau principal, il suffit de montrer que pour tout x = αβ ∈ K , oùα , β ∈ ZK × ZK \ 0, vérifiant mKx > 1, l’idéal α , β n’est pas principal. En fait,
la propriété suivante montre qu’il suffit de considérer certains points.
Lemme 5.35. Pour montrer qu’un corps de nombres K est G.E., il suffit de
– calculer tous les points x ∈ K modulo ZK tels que mKx> 1,
– choisir un de ces points x = αβ où α , β ∈ ZK × ZK \ 0 par orbite modulo ZK et
montrer que α , β n’est pas principal. Cette propriété est indépendante du choix
de x dans une orbite donnée et de α , β.
Démonstration. Soient α , β ∈ ZK × ZK \ 0 et α′ , β′ ∈ ZK × ZK \ 0 tels que
α
β =
α′
β′ . Supposons que α , β est principal, c’est-à-dire qu’il existe γ ∈ ZK tel que
αZK + βZK = γZK . En multipliant par β
′
β , on a α′ZK + β′ZK =
β′
β γZK . Comme
β′
β γZK = α′ZK + β′ZK ⊆ ZK , on a β
′
β γ ∈ ZK et α′ , β′ est principal.
Soient α , β ∈ ZK × ZK \ 0, ε ∈ Z×K et z ∈ ZK . Il suffit de voir que α , β est
principal si et seulement si ε · α − βz , β est principal. Supposons donc que α , β
est principal, c’est-à-dire qu’il existe γ ∈ ZK tel que αZK + βZK = γZK . Alors, en
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n r1 , r2 polynôme minimal, K = Qx discK MK N hK
3 3 ,0 x3 − 12x − 1 6 885 6740 6 3
1 ,1 x3 + 4x − 1 −283 32 1 2
4 4 ,0 x4 − 9x2 − 5x + 9 56 025 32 1 2
2 ,1 x4 − 2x3 + 5x2 − 2x − 1 −6 848 43 1 2
0 , 2 x4 − x3 + 4x2 + 3x + 9 1 521 1 1 2
5 5 ,0 x5 − 11x3 − 9x2 + 14x + 9 4 010 276 32 1 2
3 ,1 x5 − 2x4 + 2x3 − 12x2 + 21x − 9 −243219 1 2 2
1 , 2 x5 − x4 − 2x2 + 4x − 1 41 381 43 1 2
6 6 ,0 x6 − 13x4 − 2x3 + 21x2 + 13x + 1 49 744 125 73 1 2
4 ,1 x6 − 3x5 + x4 + 3x3 − 7x2 + 5x + 1 −9 243 375 53 2 2
2 , 2 x6 − 3x5 + 7x4 − 9x3 + 5x2 − x − 1 1 856 465 1 3 2
0 ,3 x6 − 2x5 + 3x4 + 4x2 + 2x + 1 −392 000 1 3 2
Table II.8 – Exemples de corps nombres G.E. non principaux. N désigne le nombre
d’orbites dont le minimum est supérieur ou égal à 1.
multipliant par ε, on trouve ε · αZK + β · εZK = γ · εZK . Comme εZK = ZK , on obtient
ε · αZK + βZK = γZK . Dès lors, ε · α − βzZK + βZK = γZK . Ainsi, ε · α − βz , β est
un idéal principal.
Exemple 5.36. K = Qx où x4 − 2x3 + 3x2 + 8x − 14 = 0, discK = −11 200, r1 = 2,
r2 = 1, hK = 2. Pour tout ξ ∈ K , on a mKξ > 1 si et seulement si ξ ≡ αβ mod ZK
ou ξ ≡ α′β mod ZK où α , α′ , β ∈ ZK sont définis par
α =
1
8 x
3 − 78 x
2 − 14 x +
5
4 , α
′ = 14 x
3 − 34 x
2 − 12 x +
3
2 and β =
1
8 x
3 +
1
8 x
2 − 14 x −
3
4 .
Ni α , β, ni α′ , β ne sont principaux, donc K est G.E..
On peut trouver d’autres exemples de corps de nombres non euclidiens pour la
normemais G.E., certains d’entre eux sont répertoriés dans la table II.8. On va donner
un exemple de corps de nombres non principal qui n’est pas G.E..
Exemple 5.37. Soit K = Qx où x4−3x2−29 = 0. Alors discK = −11 600, hK = 2. On
trouve deux orbites critiques O1 de longueur 3 et de minimum 54 , et O2 de longueur 6
et de minimum 1916 . Par ailleurs,
x2+5x+1
10 ∈ O1 et x3+x10 ∈ O2. Mais x2 + 5x + 1 ,10 =x3 + x ,10 = ZK , qui est clairement un idéal principal. Dès lors, K n’est pas G.E..
6 Complexité et approximations de calcul
Le but de ce paragraphe est double : d’une part, voir que l’on peut travailler avec
des approximations de nombres réels pourvu qu’on prenne assez de précautions, et
58 II. CALCUL DU MINIMUM EUCLIDIEN D’UN CORPS DE NOMBRES
d’autre part, comprendre quelles sont les parties de l’algorithme qui rendent son exé-
cution longue.
Pour toute matrice carrée A = ai , j16i , j6l de taille l, nous écrirons
‖A‖∞ ··= max16i6l
l
Q
j=1
RRRRRai , j RRRRR .
6.1 Approximations de calcul
Les procédures décrites dans ce chapitre utilisent des approximations en nombres
flottants de nombres réels. Nous allons voir comment nous assurer que les résultats
obtenus sont exacts et corrects malgré ces approximations.
6.1.1 Propriétés de la matriceM
Rappelons que M est obtenue par réduction LLL de la matrice (II.2). Des pro-
priétés classiques des réductions LLL vont nous permettre d’énoncer les propriétés
suivantes deM.
Lemme 6.1. ‖M‖∞ 6 n 2 n4√nn−1 √|discK |2r2 et XXXXXM−1XXXXX∞ 6 √n · 2 nn−14 .
Démonstration. Commençons par noter qu’avant d’effectuer une réduction LLL, on a
M = NM2, où
N =
1
2

2Ir1 0 0
0 Ir2 Ir2
0 Ir2 −Ir2
 et M2 = [ i z j16i , j6n ,
en notant Il la matrice identité de taille l. On en déduit que
|detM| = √|discK |2r2 ,
ce déterminant est conservé après réduction LLL.
À présent, on suppose queM est LLL-réduite. Pour tout l et tout vecteur v ∈ R l,
on notera |v| ··=
¼
P
l
i=1 v2i . Pour tout 1 6 j 6 n,M j désigne la je ligne deM. On va
déjà prouver que |M j | > » n2 pour tout 1 6 j 6 n.
Pour un tel j , par définition deM, il existe z j ∈ ZK \ 0 tel que
RRRRRM j RRRRR2 = r1+r2Q
i=1
RRRRR[ iz jRRRRR2 > nQ
i=1
RRRRR[ iz jRRRRR2 .
Cette propriété est encore vérifiée après réduction LLL (même si les z j peuvent être
changés). Par conséquent, par l’inégalité arithmético-géométrique,
RRRRRM j RRRRR2 > n2 
n
M
i=1
RRRRR[ iz jRRRRR
2
n
.
MaisLni=1
RRRRR[ iz jRRRRR2 = RRRRRNK/Qz jRRRRR > 1, dès lorsRRRRRM j RRRRR2 > n2 ,
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ce qui prouve que RRRRRM j RRRRR > » n2 .
Maintenant, comme M est LLL-réduite, Lnj=1
RRRRRM j RRRRR 6 2 nn−14 |detM|, par consé-
quent, pour tout 1 6 j 6 n,
RRRRRM j RRRRR 6 2
n+2
4√
n

n−1
|detM| .
Cela permet de majorer chaque coefficient de M. On peut facilement en déduire la
borne énoncée sur ‖M‖∞.
On cherche à présent à borner XXXXXM−1XXXXX∞. Pour tous 1 6 i , j 6 n, notons Mi , j la
sous-matrice obtenue en supprimant la ie ligne et la je colonne deM. On écrit ni , j ··=−1i+ j detMi , j le cofacteur i , j de M. Alors, comme M−1 = 1detM n j ,i16i , j6n, il
suffit de majorer RRRRRn j ,iRRRRR pour obtenir une borne sur XXXXXM−1XXXXX∞.
Notons Ck16k6n−1 les colonnes de M j ,i. Grâce à l’inégalité de Hadamard, on
trouve RRRRRn j ,iRRRRR = RRRRRdetM j ,iRRRRR 6 n−1M
k=1
|Ck | .
Mais |Ck | 6 |Mr|, où r =  k if k < i
k + 1 if k > i . Par conséquent,
RRRRRn j ,iRRRRR 6 Lnr=1 |Mr||Mi| .
Alors, commeM est LLL-réduite,Lnr=1 |Mr| 6 2 n
n−1
4 |detM| et on a déjà vu que |Mi| >» n
2 , ce qui nous donne RRRRRRRR n j ,idetM RRRRRRRR 6
¾
2
n · 2
nn−1
4 .
La borne sur XXXXXM−1XXXXX∞ recherchée s’en déduit facilement.
Remarque 6.2. Ces majorations sont génériques et beaucoup plus grandes que les
valeurs observées en pratique. Dans les exemples considérés, on a en fait toujoursXXXXXM−1XXXXX∞ < ‖M‖∞ < 20. Ainsi, dans l’exemple décrit au paragraphe 4.4, on a
‖M‖∞ ' 5 ,59 et XXXXXM−1XXXXX∞ ' 1 ,18 .
6.1.2 Calcul exact du minimum euclidien local
Comme on travaille avec des points de K , on peut calculer exactement le minimum
euclidien. Les seules approximations requises sont effectuées pour estimer le nombre
réel Γk. Par conséquent, il suffit d’utiliser un certain Γ′k vérifiant Γ′k > Γk
même avec les erreurs de calcul.
Cependant, la précision n’est pas le véritable problème ici. En fait, si Γk est trop
grand (ce qui arrive dès que la valeur absolue d’un plongement de l’unité ε utilisée est
trop petit ou trop grand), alors le calcul du minimum euclidien local peut nécessiter
trop d’estimations de normes. En pratique, on utilise la bibliothèque PARI ([PAR12])
qui contient une fonction pour calculer la norme d’éléments de corps de nombres.
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6.1.3 Recouvrement et découpage du domaine fondamental
Tous les calculs sont effectués en utilisant la matriceM. Mais on ne connaît qu’une
approximation notée ÈM =  Çmi , j16i , j6n de M = mi , j16i6n. On suppose que pour
tous 1 6 i , j 6 n, on a RRRRR Çmi , j −mi , j RRRRR < {.
6.1.3.1 Erreurs sur (ai)16i6n et (bi)16i6n Pour définir ai16i6n et bi16i6n, on
a besoin de connaître les signes des coefficients de la matrice M. Toutefois, comme
ces coefficients ne sont pas calculés exactement, ce n’est pas nécessairement si facile.
Néanmoins, pour effectuer les calculs des bornes, il suffit de déterminer des n-upletsÇa = Çai16i6n et Çb = Çbi16i6n tels que pour tout 1 6 i 6 n, Çai 6 ai < bi 6 Çbi quelles
que soient les erreurs sur ai et bi. Donc on définit tout simplement pour 1 6 i 6 n,
Çai = nQ
j=1Çmi , j<{
 Çmi , j − { and Çbi = nQ
j=1Çmi , j>−{
 Çmi , j + { .
Ainsi, tous les calculs sont effectués dans ÇF = Ça1 ,Çb1× · · · × Çan ,Çbn qui contient
le domaine fondamental F.
6.1.3.2 Découpage On choisit un n-uplet d’entiers positifs Ni16i6n et on décide
de découper le domaine fondamental en Ni morceaux dans la ie direction. Les centres
et les pas des parallélotopes sont déterminés par ÈM, mais, même s’ils diffèrent des
centres et des pas théoriques (définis parM), il n’y a pas d’erreur à cette étape : ils
constituent un recouvrement de F par des parallélotopes.
6.2 Calculs flottants pour le test d’absorption
À cette étape, on a un parallélotope problématique ÇP de centre Çc = Çci16i6n et
de pas Çh = ŁÇhi16i6n. On veut savoir si l’élément Z = Zi16i6n = Mz (où z ∈ Zn)
absorbe ÇP pour la valeur k > 0, ce qui se produit (d’après le lemme 3.7) quand S < k
où
S ··=
r1
M
i=1
Ł|Çci − Zi| + Çhi · r1+r2M
i=r1+1
Ł|Çci − Zi| + Çhi2 + Ł|Çci+r2 − Zi+r2 | + Çhi+r22 .
Cependant, on ne connaît pas Z exactement, mais plutôt ÇZ =  ÇZi16i6n = ÈM z. À la
place de S, on va donc calculer
ÇS ··= r1M
i=1
ŁRRRRRRÇci − ÇZiRRRRRR + Çhi · r1+r2M
i=r1+1
ŁRRRRRRÇci − ÇZiRRRRRR + Çhi2 + ŁRRRRRRÇci+r2 − ÇZi+r2RRRRRR + Çhi+r22 .
Le but est donc de trouver un nombre réel k′ > 0 aussi petit que possible tel queS′ < k′
implique S < k. On suppose que la liste des entiers utilisés L vérifie L ⊆M −B, Bn.
Avec cette notation, on peut borner l’erreur de calcul.
Lemme 6.3.RRRRRRÇS − SRRRRRR < 2r2 ŁB + 1‖ÈM‖∞ + n{n 1 + nB{B + 1‖ÈM‖∞ + n{
n
− 1	 .
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Pour le prouver, on va utiliser le lemme suivant.
Lemme 6.4. On a les propriétés suivantes
1. Soient a , b , c , d ∈ C, alors 2ab− cd = a− cb+ d+ a+ cb− d.
2. Soient l un entier strictement positif, a = a1 , . . . , al ∈ Cl et b = b1 , . . . , bl ∈
Cl. On suppose qu’il existe un nombre réel ρ > 0 tel que pour tout 1 6 i 6 l,
|bi − ai| < ρ. Soit de plus A un réel strictement positif tel que pour tout 1 6 i 6 l,
|ai| 6 A. Alors RRRRRRRRRRRRR
l
M
i=1
bi −
l
M
i=1
ai
RRRRRRRRRRRRR < A + ρl − Al .
Démonstration. La première propriété est claire. Pour la seconde, on calcule
RRRRRRRRRRRRR
l
M
i=1
bi −
l
M
i=1
ai
RRRRRRRRRRRRR =
RRRRRRRRRRRRRRRRRRRR
l
Q
i=1
¢¨¨¨¨¨¨
¦¨¨¨¨¨¨
¤
Q
16 j1<···< ji6l

i
M
k=1
b jk − a jk

l
M
j=1
j/∈ j1 ,... , ji
a j

£¨¨¨¨¨¨
§¨¨¨¨¨¨
¥
RRRRRRRRRRRRRRRRRRRR
<
l
Q
i=1
liρiAl−i , par l’inégalité triangulaire ,
= A + ρl − Al .
On peut maintenant s’atteler à la preuve du lemme 6.3.
Démonstration du lemme 6.3. Notons D = ‖ÈM‖∞ et I = √−1. On définit le n-uplet
a = ai16i6n par
ai ··=
¢¨¨¨¨¨¨
¦¨¨¨¨¨¨
¤
RRRRRRÇci − ÇZiRRRRRR + Çhi si 1 6 i 6 r1 ,RRRRRRÇci − ÇZiRRRRRR + Çhi + I ŁRRRRRRÇci+r2 − ÇZi+r2RRRRRR + Çhi+r2 si r1 < i 6 r1 + r2 ,RRRRRRÇci−r2 − ÇZi−r2RRRRRR + Çhi−r2 − I ŁRRRRRRÇci − ÇZiRRRRRR + Çhi si r1 + r2 < i 6 n.
(II.16)
De même, on définit b = bi16i6n en remplaçant ÇZ par Z dans (II.16). On écrit ÇS1 ··=
L
r1
i=1 ai, ÇS2 ··=Lni=r1+1 ai, S1 ··=Lr1i=1 bi et S2 ··=Lni=r1+1 bi, de sorte que ÇS − S =ÇS1ÇS2 − S1S2. Avec le lemme 6.4 (1), on voit que
2 RRRRRRÇS − SRRRRRR 6 RRRRRRÇS1 − S1RRRRRR Ł2 RRRRRRÇS2RRRRRR + RRRRRRÇS2 − S2RRRRRR
+ Ł2 RRRRRRÇS1RRRRRR + RRRRRRÇS1 − S1RRRRRR RRRRRRÇS2 − S2RRRRRR .
Remarquons que RRRRRRÇS1RRRRRR 6 DB+ 1+ n{r1 et RRRRRRÇS2RRRRRR 6 2r2DB+ 1+ n{2r2 . Pour aller
plus vite, nous écrirons
µ ··= nB{DB + 1+ n{ .
En utilisant le lemme 6.4 (2) deux fois : avec A = DB+1+n{, ρ = nB{ pour ÇS1−S1
et avec A =
√
2DB + 1+ n{, ρ = nB{√2 pour ÇS2 − S2, on obtientRRRRRRÇS − SRRRRRR <2r2−1DB + 1+ n{n
× 1 + µr1 − 11 + µ2r2 + 1 + 1 + µr1 + 11 + µ2r2 − 1 .
On en déduit facilement le résultat.
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n =  K : Q valeur approximative de B précision du test d’absorption
2 1000 10−7
3 200 10−5
4 30 5 · 10−5
5 12 3 · 10−4
6 6 3 · 10−3
7 2 6 · 10−4
8 2 4 · 10−2
Table II.9 – Précision du test d’absorption selon le degré et la taille des entiers utilisés.
Dans les exemples considérés, ‖ÈM‖∞ < 10. On utilise des nombres flottants avec
double précision. Leminimum est environ 1, donc { ' 10−15 et on choisit B décroissant
avec le degré n. La table II.9 fournit des exemples de la précision requise pour le calcul
de normes étendues dans le pire cas.
En pratique, quand on essaie d’absorber des parallélotopes par des entiers pour
une valeur k > 0, on remplace k par k′ ··= k − η, où η est la précision à laquelle on
calcule les normes étendues (voir lemme 6.3).
6.2.1 Calculs flottants pour l’action des unités
Tous les calculs décrits dans le paragraphe 3.3 sont explicites, mais ils sont ef-
fectués en pratique avec des approximations des plongements des unités, de M et
de M−1. On suppose que l’on connaît leurs coordonnées à { > 0 près. On note ν =ν1 , . . . , νn l’image par Φ de l’unité utilisée, c = c1 , . . . , cn ∈ H le centre du paral-
lélotope P de pas h = h1 , . . . , hn considéré.
6.2.1.1 Erreur sur la taille de l’image On a inclus ν·P dans un domaineB défini
avec le pas h′ = h′1 , . . . , h′n ∈ Rn. L’erreur provient du fait que l’on ne connaît pas ν
exactement, mais seulement une approximation Çν = Çν1 , . . . ,Çνn telle que pour tout
1 6 i 6 n, |Çνi − νi| < {. Avec ce n-uplet Çν, on calcule le n-uplet Çh′ = Ł Çh′i16i6n et on a
les majorations suivantes.¢¨¨¦¨¨¤
RRRRRR Çh′i − h′iRRRRRR < hi · { si 1 6 i 6 r1RRRRRR Çh′i − h′iRRRRRR < {¼h2i + h2i+r2 si r1 < i 6 r1 + r2 . (II.17)
Remarques 6.5. On a les mêmes majorations pour le pas Çh′i+r2 = Çh′i (r1 < i 6 r1+ r2).
En pratique, on peut augmenter Çh′i pour tenir compte de l’erreur de calcul. Notons
également que cette erreur reste petite tant que le pas initial h est assez petit. En
tout cas, l’action des unités ne peut éliminer des problèmes que quand le découpage
est assez fin, c’est-à-dire que les pas sont assez petits.
6.2.1.2 Erreur sur le centre de l’image Le domaine B est centré en c′ = ν · c,
mais on utilise Çν à la place de ν. Par conséquent, on calcule Çc′ ··= Çν · c et, comme dans
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(II.17), l’erreur sur les coordonnées du centre est |ci| · { si 1 6 i 6 r1 et |ci|+ |ci+r2 | · {
si r1 < i 6 r1 + r2. Ces erreurs sont majorées par 2‖ÈM‖∞{, on peut augmenter le pasÇh′i pour s’assurer que le test avec l’unité est correct.
6.2.1.3 Vecteurs de translation On va utiliser le lemme élémentaire suivant.
Lemme 6.6. Soient x = xi16i6n, α = αi16i6n et β = βi16i6n trois n-uplets tels que
pour tout 1 6 i 6 n, on a αi 6 zi 6 βi. Pour toute matrice A = ai , j16i , j6n, si on écrit
y = Ax = yi16i6n, alors pour tout 1 6 i 6 n,
n
Q
j=1
ai , j>−{
ai , j + {α j + nQ
j=1
ai , j<{
ai , j − {β j 6 yi 6 nQ
j=1
ai , j>−{
ai , j + {β j + nQ
j=1
ai , j<{
ai , j − {β j .
Ici, on applique ce lemme avec α = Ça′, β = Çb′ et A = ÈM−1. On obtient des bornes
correctes sur les yi pour tout 1 6 i 6 nmême si l’on commet des erreurs de calcul. On
prend les entiers dans ces intervalles pour obtenir tous les vecteurs de translation.
6.2.1.4 Intersection avec d’autres problèmes On suppose que l’on utilise un
vecteur de translation ÇX qui est une approximation de X . L’erreur sur chaque coor-
donnée de ÇX est au plus nB{. On prend en compte cette erreur pour décider si ν ·P−X
peut intersecter un parallélotope problématique. En augmentant la taille du domaine
contenant ν ·P−X , on peut ne pas éliminer un parallélotope non problématique, mais
on ne supprime jamais un parallélotope problématique.
6.3 Complexité de quelques procédures
On s’intéresse seulement au procédures les plus coûteuses.
6.3.1 Calcul du minimum euclidien local
Proposition 6.7. Soit x ∈ K , l’algorithme 3.1 nécessite au plus
#Orbx · Ł2Γ RRRRRNK/QxRRRRR XXXXXXÈM−1XXXXXX∞ + 1n
calculs de normes d’éléments de K .
Démonstration. Il est immédiat de remarquer que, pour tout k > 0, le calcul deMk
requiert au plus #Orbx · Ł2ΓkXXXXXXÈM−1XXXXXX∞ + 1n calculs de normes.
6.3.2 Test des unités
On considère l’action de ν ∈ ΦZ×K sur un parallélotope problématique quelconque
P de centre c et de pas h.
Proposition 6.8. Il existe au plus ŁXXXXXXÈM−1XXXXXX∞ ŁXXXXXXÈMXXXXXX∞ 1 + 2‖Çν‖∞ + 1n vecteurs de
translation de P dans le domaine fondamental F.
On veut avoir aussi peu de vecteurs de translation que possible. Par conséquent,
il est intéressant de choisir ν ∈ ΦZ×K tel que ‖ν‖∞ est aussi petit que possible. De
plus la majoration utilise l’inégalité très peu optimale |h′i | 6 ‖Çν‖∞ XXXXXXÈMXXXXXX∞, pour tout
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r1 , r2 MK N temps
0 , 2 17 12 10 s
3 ,1 113 24 16min 23s
0 ,3 113 36 23min 10s
6 ,0 113 168 2h 13min 26s
7 ,0 17 6 1h 38min 52s
0 ,4 116 15 55h 54min 38s
(a) Plus petit discriminant.
discK MK N temps
4 897 15 4 3min 58s
8 705 15 4 21 min 5 s
10 229 12 1 1min 15s
52 813 12 1 43min 8s
163 273 75 2 11min 27s
163 300 1 1 22min 19s
(b) Signature 1 , 2.
Table II.10 – Quelques chronométrages d’exécution de l’algorithme 4.1. On note N le
nombre de points critiques.
1 6 i 6 n (avec les notations du paragraphe 3.3). On peut obtenir une meilleure
inégalité (et de meilleurs résultats) en découpant davantage dans les directions i oùÇνi est « grand ».
Avec cette estimation sur le nombre de vecteurs de translation, on peut borner le
nombre d’opérations requises pour le test avec l’unité ν.
Proposition 6.9. L’algorithme 3.5 nécessite au plus
O Łn · #T3 · ŁXXXXXXÈM−1XXXXXX∞ ŁXXXXXXÈMXXXXXX∞ 1 + 2‖Çν‖∞ + 1n
opérations élémentaires avec des flottants.
6.4 Chronométrages
Le temps d’exécution de l’algorithme 4.1 dépend du choix de la valeur initialeK. La
dichotomie décrite au paragraphe 4.1 peut être la partie la plus longue de l’exécution.
Dans la table II.10, on donne le temps CPU et on ne décrit que le temps requis pour
la valeur k = 0 ,97 · MK, pour laquelle on obtient un graphe convenable dans tous
les cas.
Pour expliquer les durées d’exécution observées, remarquons tout d’abord que pour
un corps de nombres de degré n, un découpage dans n directions est requis et si MK
est petit, on devra choisir des Ni assez grands pour tout 1 6 i 6 n pour avoir des tests
d’absorptions efficaces dès le début de l’algorithme.
Ensuite, quand on fixe la signature, les propriétés suivantes de K peuvent rendre
certaines parties de l’algorithme 4.1 coûteuses.
– Si MK est petit, alors un découpage initial précis sera requis.
– Si les unités de K sont grandes, alors de nombreux vecteurs de translation
peuvent être trouvés par l’algorithme 3.5 et le calcul final du minimum eucli-
dien local par l’algorithme 3.1 peut s’avérer long.
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– S’il y a beaucoup de points critiques, alors il y aura plus de parallélotopes pro-
blématiques et une exécution de l’algorithme 3.1 sera requise pour chaque orbite
critique.
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Le but de ce chapitre est de présenter la construction deMotzkin dans le cadre non
nécessairement commutatif pour l’étude des quaternions (voir chapitre V) et pour que
les idées soient bien fixées quand nous étudierons les classes euclidiennes au chapitre
IV. La référence est l’article de Samuel [Sam71], même s’il est restreint – en apparence
– au cas commutatif. Le but n’est pas d’être le plus général possible, mais simplement
d’obtenir les résultats dans les cadres qui nous intéressent.
1 Définitions et premières propriétés
Définition 1.1. Soit R un anneau unitaire. On dit que R est euclidien à droite s’il existe
un ensemble bien ordonné W et une application ϕ : R −→ W telle que
pour tous a , b ∈ R , b 6= 0 , il existe q ∈ R tel que ϕa− bq < ϕb. (III.1)
En ce cas, on dit que R est euclidien à droite pour ϕ ou que ϕ est un stathme à droite
pour R.
On peut bien sûr définir de façon analogue l’euclidianité à gauche, qui possédera
les mêmes propriétés que l’euclidianité à droite. Pour alléger l’écriture, on notera 0 et
1 les premier et deuxième éléments de W pour son bon ordre.
Lemme 1.2 ([Sam71, propositions 1,2 & 3]). Soit R euclidien à droite pour le stathme
ϕ : R −→ W . On a alors les propriétés suivantes.
1. Si b ∈ R \ 0, alors ϕb > ϕ0.
2. Si b ∈ R \ 0 vérifie ϕb = minc∈R\0 ϕc, alors b ∈ R×.
3. R est principal à droite.
Démonstration. 1. On note b0 = b et on définit récursivement la suite bnn>0 de la
façon suivante :
si bn 6= 0 , on écrit la division 0 = bnqn + bn+1 , avec ϕbn+1 < ϕbn.
Ainsi, la suite ϕbnn>0 est une suite strictement décroissante d’éléments de
W , donc elle est finie : il existe n > 0 tel que bn = 0. Alors ϕ0 = ϕbn < ϕb0 =
ϕb.
2. Soit a ∈ R, on fait la division de a par b : il existe q ∈ R tel que ϕa− bq < ϕb.
Par définition de b, cela implique que ϕa−bq = ϕ0, donc d’après (1), a−bq = 0.
Ainsi R = bR et donc b ∈ R×.
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3. Fixons un idéal à droite b non nul de R. Soit alors un élément b ∈ b tel que b 6= 0
et ϕb = minc∈b\0. Pour tout a ∈ b, on peut faire la division de a par b : il existe
q ∈ R tel que ϕa−bq < ϕb. Or a−bq ∈ b. Donc par définition de b, a−bq = 0
et ainsi b = bR.
2 Algorithme minimal et ensembles de Motzkin
Proposition 2.1 ([Sam71, proposition 9]). Si ϕα : R −→ W est une famille non vide de
stathmes à droite, alors ϕ = inf α ϕ est aussi un stathme à droite. Si ϕα est la famille
de tous les stathmes à droite d’image dans W , on appellera ϕ le stathme minimal à
droite pour R et W .
Démonstration. Soient a , b ∈ R, b 6= 0. Comme W est bien ordonné, il existe α tel que
ϕb = ϕαb. On peut écrire la division de a par b pour ϕα : il existe q ∈ R tel que
ϕαa− bq < ϕαb. Mais alors, par définition de ϕ,
ϕa− bq6 ϕαa− bq < ϕαb = ϕb ,
ce qui montre que ϕ est un stathme à droite.
Ce stathme minimal a des propriétés intéressantes que nous allons décrire à pré-
sent. Commençons par remarquer que l’image du stathme «ne peut pas avoir de trou »,
ce qui s’énonce plus précisément comme suit.
Lemme 2.2. Soit ϕ : R −→ W le stathme minimal à droite d’un anneau euclidien à
droite R. Soient α et β ∈ W tels que β est le plus petit élément de W tel que β > α. S’il
existe b ∈ R tel que ϕb = β, alors il existe a ∈ R tel que ϕa = α.
Démonstration. Par l’absurde, supposons qu’il n’existe pas d’élément a ∈ R tel que
ϕa = α. On définit la fonction θ : ¢¨¨¨¨¦¨¨¨¨¤
R −→ W
c 7−→  α si b = c
ϕc sinon . On va montrer que
θ est un stathme à droite. Soient d , e ∈ R tels que e 6= 0. Comme ϕ est un stathme
à droite, il existe f ∈ R tel que ϕd − ef < ϕe. Si d − ef 6= b et e 6= b, alors, par
définition de θ,
θd − ef = ϕd − ef < ϕe = θe.
Il suffit donc de considérer les divisions où b est diviseur (c’est-à-dire b = e) ou reste
(c’est-à-dire b = d − ef ). Si b est diviseur, alors ϕd − bf < ϕb = β. Comme α n’est
pas atteint par ϕ, cela implique que ϕd − bf < α = θb. Ainsi,
θd − bf6 ϕd − bf < θb.
Si b = d − ef , alors ϕe > ϕd − ef = β, donc e 6= b et θe = ϕe. Ainsi,
θb− ef6 ϕb− ef < ϕe = θe.
Dès lors, θ est un stathme à droite, mais c’est incompatible avec le fait que ϕ est
le stathme minimal à droite pour W . Cela fournit une contradiction et montre qu’il
existe a ∈ R tel que
ϕa = α .
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Ensuite, on peut remarquer que la définition du stathme minimal ϕ impose les
valeurs où ϕ s’annule et vaut 1.
Proposition 2.3. Soit R un anneau euclidien à droite, de stathme minimal à droite
ϕ : R −→ W . Soit x ∈ R. Alors
– ϕx = 0 si et seulement si x = 0,
– ϕx = 1 si et seulement si x ∈ R×.
Avant de prouver ce résultat, on va énoncer le lemme technique suivant.
Lemme 2.4. Si φ : R −→ W est un stathme à droite, alors ψ : R −→ W défini par
ψ0 = φ0 et, si b 6= 0, ψb = inf d∈Rb\0 φd est un stathme à droite.
Démonstration. Soient a , b ∈ R, avec b 6= 0. Alors il existe c ∈ R tel que ψb = φcb.
On fait la division euclidienne de ca par cb via φ : il existe q ∈ R tel que
φca− bq = φca− cbq < φbc = ψb.
Par définition de ψ, on a ψa− bq 6 φca− bq, on en déduit que ψ est un stathme
à droite.
Démonstration de la proposition 2.3. – Le premier énoncé est une conséquence fa-
cile du lemme 1.2 (1).
– Pour le second, le lemme 1.2 (2) montre que si ϕx = 1, alors x ∈ R×. Récipro-
quement, si x ∈ R×, alors comme ϕ est le stathme minimal à droite, le stathme
ψ construit par le lemme 2.4 coïncide avec ϕ. Dès lors ϕx = inf d∈Rx\0 ϕd.
Mais x ∈ R×, donc ϕx = inf d∈R\0 ϕd. Par ailleurs, ϕ1 = inf d∈R\0 ϕd.
Ainsi ϕ est constante et égale à ϕ1 sur R×. D’après le lemme 1.2 (1), ϕ1 > 0.
Par l’absurde, si ϕ1 > 1, alors, d’après le lemme 1.2 (2), pour tout b ∈ R \ 0,
ϕb > ϕ1 > 1. Cela montre que 1 n’est pas atteint par ϕ, c’est impossible
d’après le lemme 2.2.
En fait, les valeurs du stathme minimal à droite sont reliés aux quotients de la
forme R/bR par l’énoncé suivant.
Proposition 2.5 ([Sam71, proposition 10]). Soit ϕ : R −→ W le stathme minimal à
droite d’un anneau euclidien à droite R. Pour α ∈ W , on pose Rα = x ∈ R , ϕx 6
α et R′α = x ∈ R , ϕx < α. Alors Rα = 0∪ b ∈ R , R′α −→ R/bR.
Démonstration. Si b ∈ Rα\0 et si a+bR est une classe modulo bR (avec a ∈ R), alors
en écrivant la division de a par b via ϕ, on trouve q ∈ R tel que ϕa− bq < ϕb 6 α,
de sorte que a − bq ∈ R′α ∩ a + bR. Ainsi, l’application canonique R′α −→ R/bR est
surjective.
Réciproquement, soit b 6= 0 tel que R′α −→ R/bR. Supposons que ϕb > α. On
définit θ : R −→ W par θb = α et θx = ϕx pour x 6= b. Alors θ est un stathme à
droite : il suffit en fait de considérer les divisions où b est un diviseur ou un reste.
– Si b est un diviseur dans une division a = bq+ r, par hypothèse, chaque classe
a+ bR a un représentant r ∈ R′α, donc θr = ϕr < α = θb.
– Si b est un reste dans la division a = cq+ b, alors θb = α < ϕb < ϕc = θc.
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Ainsi, θ : R −→ W est un stathme à droite tel que θb < ϕb. Par construction du
stathme minimal à droite ϕ, c’est impossible. Donc ϕb6 α.
Corollaire 2.6 ([Sam71, proposition 15]). Si R est un anneau euclidien à droite tel que
pour tout b ∈ R \ 0, le quotient R/bR est fini, alors le stathme minimal ϕ : R −→ W
est à valeurs dans N.
Démonstration. Notons ω le premier ordinal transfini atteint par ϕ, s’il existe. Si ϕ
n’est pas à valeurs dansN, il existe b ∈ R tel que ϕb = ω. Notons que b 6= 0 car ϕb >
0. D’après la proposition 2.5, toute classe a+ bR (avec a ∈ R) admet un représentant
ra tel que ϕra < ϕb = ω. Par définition de ω, cela implique que ϕra = na ∈ N.
Or R/bR est fini, donc n = 1 + sups∈S nas est fini, si on note as + bRs∈S un système
de représentants fini de R/bR. D’après la proposition 2.5, on obtient ϕb6 n, et donc
b ∈ Rn. Cela fournit une contradiction, ϕ est donc à valeurs dans N.
Comme l’hypothèse selon laquelle le quotient R/bR est fini pour tout b ∈ R sera
toujours vérifiée pour les anneaux qui nous intéressent (c’est par exemple vrai si R
est l’anneau des entiers d’un corps de nombres ou si R est un ordre d’un corps de
quaternions sur un corps de nombres), nous pourrons toujours raisonner avec des
stathmes à valeurs dans N.
En particulier, nous allons nous contenter de la construction des ensembles de
Motzkin pour un stathme minimal à valeurs dans N.
Proposition 2.7. Soit R un anneau unitaire tel que pour tout b ∈ R, le quotient R/bR
est fini. On pose R0 = 0 et on définit récursivement la suite croissante Rnn∈N par
Rn+1 = 0∪ b ∈ R , Rn −→ R/bR  .
R est euclidien à droite si et seulement si R = ∪n∈NRn.
Démonstration. Si R est euclidien à droite pour un stathme minimal à droite ϕ :
R −→ W , alors ϕ est en fait à valeurs dans N (corollaire 2.6) et on peut appliquer les
résultats de la proposition 2.5 pour montrer que R = ∪n∈NRn.
Réciproquement, si R = ∪n∈NRn, on définit θ : R −→ N par θ0 = 0 et pour b 6= 0,
θb = n si et seulement si b ∈ Rn \ Rn−1. Cela définit un stathme à droite pour R (qui
est en fait le stathme minimal).
Pour appliquer cette construction, il est intéressant de noter que la proposition
2.3 implique que les premiers ensembles de Motzkin sont nécessairement R0 = 0 et
R1 = 0∪ R×. Ainsi, on a la propriété suivante.
Corollaire 2.8. Soit R un anneau qui n’est pas un corps (commutatif ou non). Si
R2 = R1 = 0∪ R×, alors R n’est pas euclidien.
Démonstration. Par construction des ensembles Rn, on a pour tout n > 2, Rn = R1 =0 ∪ R×. Par conséquent, ∪n∈NRn = 0 ∪ R×. Si R est euclidien, alors d’après la
proposition 2.7, R = ∪n∈NRn = 0 ∪ R×. Ainsi, R est un corps gauche. On en déduit
le résultat par contraposée.
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3 Remarques sur l’utilisation
L’objectif initial de Motzkin était de montrer que certains anneaux ne sont pas
euclidiens. On peut ainsi appliquer le corollaire 2.8 pourmontrer que tous les anneaux
d’entiers de corps quadratiques imaginaires non euclidiens pour la norme ne sont en
effet euclidiens pour aucun stathme.
Si la construction de Motzkin paraît explicite, elle est en pratique difficile à mettre
en œuvre pour trouver le stathme minimal d’un anneau euclidien. En fait, on ne
connaît explicitement de stathme minimal que dans des cas simples (voir [Len73]).
Néanmoins, la construction deMotzkin s’applique pourmontrer que certains anneaux
sont euclidiens : par exemple sous GRH pour Weinberger ([Wei73]) ou sans condition
pour Z√14 pour Harper ([Har04]).
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1 Définitions et premières propriétés
1.1 Introduction
Tout anneau euclidien étant principal, on peut chercher à étendre cette notion aux
anneaux non principaux. Lenstra ([Len78a]) a ainsi défini la notion d’idéal euclidien
pour la norme.
Définition 1.1. Soient K un corps de nombres et I un idéal fractionnaire de K . On dit
que I est euclidien pour la norme si pour tout x ∈ K , il existe z ∈ I tel queRRRRRNK/Q x − zRRRRR < NI. (IV.1)
Remarquons que K est euclidien pour la norme si et seulement si l’idéal ZK est
euclidien pour la norme. Il existe néanmoins des idéaux euclidiens pour la norme non
principaux.
L’exemple le plus élémentaire a été donné par Lenstra dans [Len78a].
Exemple 1.2. Soit K = Q Ł√−5, alors ZK = Z √−5. Ce corps de nombres n’est pas
principal, son nombre de classes est hK = 2. Le corps K admet un idéal euclidien pour
la norme, il s’agit de l’idéal I = 2 ,1 +√−5 de norme 2.
Démonstration. Pour voir cela, il suffit de prouver la condition (IV.1) dans ce cas par-
ticulier, c’est-à-dire de montrer que pour tout x ∈ K , il existe y ∈ I tel queRRRRRNK/Q x − zRRRRR < 2 .
Comme NK/Q est le carré de la norme euclidienne, la figure IV.1 permet de conclure :
on peut recouvrir le plan complexe par des disques centrés aux points de I de rayon
3
√
5
5 <
√
2.
On peut faire le même raisonnement pour tous les corps quadratiques imaginaires,
nous verrons cette propriété dans la proposition 4.19.
Néanmoins, les exemples de corps de nombres admettant un idéal euclidien pour
la norme sont peu nombreux. En fait, en degré supérieur à 3 les seuls exemples non
principaux précédemment connus sont pour les corps de nombres suivants :
– le corps cubique complexe de discriminant −283 (van der Linden, [Lin84]),
– le corps cubique complexe de discriminant −331 (Lemmermeyer, [Lem95]),
– le corps de signature 0 , 2 et de discriminant 1 521 (Lenstra, [Len78a]).
L’objectif de ce chapitre va donc être de décrire des techniques pour en obtenir
d’autres. Ce chapitre contient les résultats exposés dans l’article [Lez12b], paru à
l’International Journal of Number Theory. Avant de revenir aux idéaux euclidiens
pour la norme au paragraphe 2.3, on va se placer dans un cadre plus général.
1.2 Définition générale
Soit R un anneau de Dedekind, les idéaux fractionnaires de R sont les éléments
de la forme 1b I , b ∈ R \ 0 , I idéal de R. On note E l’ensemble des idéaux fraction-
naires de R contenant R et K = FracR.
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Figure IV.1 – On peut recouvrir le plan complexe par des disques de rayon 3
√
5
5 centrés
aux points de coordonnées dans l’idéal I = Ł2 ,1 +√−5 de norme 2 de ZK .
Définition 1.3. Soient c un idéal fractionnaire non nul, W un ensemble muni d’un bon
ordre et ϕ une fonction de E dans W . On dit que ϕ est un algorithme d’Euclide pour
c si pour tout b ∈ E et tout x ∈ bc \ c, il existe un élément y ∈ c tel que
ϕ x + y−1bc < ϕb. (IV.2)
Si (IV.2) est vérifiée, on dira aussi que c est un idéal euclidien pour ϕ, ou encore
que ϕ est un stathme pour c. La condition (IV.2) généralise la notion classique d’idéal
euclidien pour la norme. En effet, pour un corps de nombres K , si R = ZK , c est
un idéal entier non nul de K et ϕ :  E −→ N
b 7−→ N−1b − 1 , alors la condition (IV.2)
équivaut à la condition (IV.1). En particulier, R est euclidien (au sens classique) si
et seulement s’il existe un algorithme d’Euclide pour R. On peut aussi en déduire la
propriété suivante.
Proposition 1.4. Si l’idéal non nul c entier du corps de nombres K est euclidien pour
la norme, alors pour tout idéal entier I 6= R, il existe un idéal entier J tel que
NJ < NI et  I =  Jc.
Démonstration. Il suffit d’appliquer (IV.2) avec b = I−1 et J = x + yIc−1.
Il est aussi important de noter que le fait que c est un idéal euclidien ne dépend
que de la classe  c de c dans le groupe des classes. Plus précisément, on a la propriété
suivante.
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Proposition 1.5. Soient c un idéal fractionnaire non nul,W un ensemble bien ordonné
et ϕ : E −→ W . Si ϕ est un algorithme d’Euclide pour c, alors c’est aussi un algorithme
d’Euclide pour tout d ∈  c.
Démonstration. Soit d ∈  c. Alors il existe k ∈ K× tel que d = kc. Soient alors b ∈ E
et x ∈ bd \ d. Dès lors k−1x ∈ bc \ c. Or c est euclidien, donc il existe y ∈ c tel que
ϕ k−1x + y−1bc < ϕb.
Cela peut se récrire
ϕ x + ky−1bd < ϕb.
Comme ky ∈ d, cela montre que ϕ est un algorithme d’Euclide pour d.
En particulier, on peut parler de classe euclidienne.
Définition 1.6. Soit C une classe d’idéaux inversible. On dit que C est une classe eu-
clidienne s’il existe c ∈ C tel que c est un idéal euclidien. En ce cas, tout idéal d ∈ C
est en fait un idéal euclidien.
Notons que si C est une classe euclidienne, alors tous les idéaux de C sont eu-
clidiens pour le même algorithme d’Euclide. On peut donc dire que C est une classe
euclidienne pour la norme s’il existe c ∈ C tel que c est un idéal euclidien pour la
norme. En ce cas, tous les idéaux d ∈ C sont des idéaux euclidiens pour la norme.
2 Propriétés des classes euclidiennes
2.1 Algorithme d’Euclide minimal et construction de Motzkin
2.1.1 Définition de l’algorithme d’Euclide minimal
Soit R un anneau de Dedekind qui admet une classe C euclidienne non nulle
d’idéaux fractionnaires. On note K = FracR et E l’ensemble des idéaux fraction-
naires de R qui contiennent R. On considère la famille ϕαα des algorithmes d’Euclide
pour c à valeurs dans W .
Comme dans le cas classique, on a la propriété suivante.
Lemme 2.1. La fonction θ :  E −→ W
b 7−→ inf α ϕαb est un algorithme d’Euclide pour
c et W .
Démonstration. C’est une conséquence facile du fait que W est muni d’un bon ordre.
Ainsi, la fonction θ définie par le lemme 2.1 est appelée algorithme d’Euclide mini-
mal pour c. Notons que c’est aussi l’algorithme d’Euclide minimal pour tous les idéaux
d ∈ C. On dira donc aussi parfois que θ est l’algorithme d’Euclide minimal pour la
classe C. Signalons enfin que l’on utilisera parfois la terminologie « stathme » dans ce
cadre et que l’on dira donc que θ est un stathme minimal pour C.
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2.1.2 Propriétés de l’algorithme d’Euclide minimal
Comme dans le cas classique, l’ensemble des valeurs prises par l’algorithme d’Eu-
clide minimal θ pour C « n’a pas de trou ». Plus précisément, il vérifie la propriété
suivante.
Lemme 2.2. Soient α , β ∈ W tels que α < β et α est le plus grand élément de W ayant
cette propriété. S’il existe b ∈ E tel que θb = β, alors il existe a ∈ E tel que θa = α.
Démonstration. Par l’absurde, s’il n’existe aucun a ∈ E tel que θa = α, on définit
la fonction ϑ :
¢¨¨¨¨¦¨¨¨¨¤
E −→ W
d 7−→  α si d = b
θb sinon . On va montrer que ϑ est un algorithme
d’Euclide pour C. Soient donc c ∈ C, d ∈ E et x ∈ dc \ c. Alors il existe y ∈ c tel que
θ x + y−1dc < θd.
Si b 6= x + y−1dc et b 6= d, on obtient comme désiré
ϑ x + y−1dc < ϑd.
Il reste donc à traiter les deux cas suivants :
– si b = d, alors θ x + y−1dc < β, mais α n’est pas atteint par θ, donc on a en
fait θ x + y−1dc < α. Par conséquent,
ϑ x + y−1dc 6 θ x + y−1dc < α = ϑd.
– si b = x + y−1dc et d 6= b, alors ϑd = θd > β, donc
ϑ x + y−1dc = α < ϑd.
Cela montre que ϑ est un algorithme d’Euclide pour C, ce qui est incompatible
avec le fait que θ est l’algorithme d’Euclide minimal pour C. De cette contradic-
tion, on déduit que la valeur α est aussi atteinte par θ.
Comme pour la construction de Motzkin classique, on définit pour tout i ∈ W ,
Ai ,c ··= b ∈ E, θb6 i et A′i ,c ··= b ∈ E, θb < i.
Remarque 2.3. Soit b ∈ E. Alors θb = 0 si et seulement si b = R. De plus pour i > 1,
θb = i si et seulement si b ∈ Ai ,c \ A′i ,c.
Démonstration. Si θb = 0, alors il ne peut exister aucun x ∈ bc \ c tel que (IV.2) soit
vérifiée. Ainsi, bc = c, donc b = R car c est inversible.
L’autre propriété est claire par définition des ensembles Ai ,c et A′i ,c.
Proposition 2.4. Pour tout i ∈ N, les ensembles Ai ,c et A′i ,c sont liés par la relation
Ai ,c = R b ∈ E, ∀x ∈ bc \ c , ∃y ∈ c , x + y−1bc ∈ A′i ,c .
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Démonstration. Si b ∈ Ai ,c \ R, alors d’après (IV.2), pour tout x ∈ bc \ c, il existe
y ∈ c tel que
θx + y−1bc < θb = i.
Donc x + y−1bc ∈ A′i ,c.
Réciproquement, si b ∈ b ∈ E, ∀x ∈ bc \ c , ∃y ∈ c , x + y−1bc ∈ A′i ,c, on sup-
pose par l’absurde que θb > i. On définit alors la fonction
ϑ :
¢¨¨¨¨¦¨¨¨¨¤
E −→ W
u 7−→  θu si u 6= bi si u = b .
Alors ϑ est un algorithme d’Euclide pour c. En effet, si b 6= u, alors pour tout x ∈ uc\ c,
il existe y ∈ c tel que
ϑx + y−1uc6 θx + y−1uc < θu = ϑu.
Si b = u, alors par hypothèse, pour tout x ∈ bc\c, il existe y ∈ c tel que x+y−1bc ∈ A′i ,c,
c’est-à-dire
θx + y−1bc < i = ϑb.
Ainsi, ϑx + y−1bc 6 θx + y−1bc < ϑb. Mais θ est le stathme minimal, donc ϑ
ne peut pas être un algorithme d’Euclide. Ainsi, θb6 i et b ∈ Ai ,c.
Avant d’utiliser cette propriété pour la construction de Motzkin, signalons la pro-
priété suivante qui s’appliquera dans tous les cas qui nous intéressent.
Corollaire 2.5. Si pour tout idéal I entier non nul de R le quotient R/I est fini, alors
l’algorithme d’Euclide minimal pour C est à valeurs dans N.
Démonstration. Soit b ∈ E, on choisit c ∈ C entier. Notons que bc/c est un R/b−1-
module de type fini. Comme R/b−1 est fini par hypothèse, cela implique que bc/c est
lui aussi fini.
On suppose maintenant que l’algorithmeminimal θ n’est pas à valeurs dansN. On
note ω le premier ordinal transfini atteint par θ. Il existe alors b ∈ E tel que θb = ω.
Soit S un système de représentants de bc/c \ c. Pour tout x ∈ S, il existe yx ∈ c tel
que
θx + yx−1bc < ϑb = ω ,
donc θx + yx−1bc = nx ∈ N. On pose N = supx∈S nx + 1, qui est fini car S est fini.
Alors, d’après la proposition 2.4, θb 6 N, donc b ∈ AN,c, ce qui est faux. On obtient
donc une contradiction, et ainsi θ est à valeurs dans N.
Si R est l’anneau des entiers d’un corps de nombres, alors pour tout idéal I entier
non nul de R, le quotient R/I est fini. On supposera donc dans la suite que cette
hypothèse est vérifiée et ainsi que W = N.
2.1.3 Construction de Motzkin
On ne suppose plus que R admet une classe euclidienne, donc on ne peut plus
définir les ensembles Aic comme au paragraphe précédent via l’algorithme minimal.
Toutefois, on peut encore définir récursivement les sous-ensembles de E suivants :
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– A0 ,c = R,
– pour i ∈ N,
Ai+1 ,c ··= Ai ,c b ∈ E, ∀x ∈ bc \ c , ∃y ∈ c , x + y−1bc ∈ Ai ,c .
Lemme 2.6. Pour i ∈ N, l’ensemble Ai ,c ne dépend que de la classe C, on le notera
donc Ai ,C.
Démonstration. On raisonne par récurrence sur i ∈ N.
– Si i = 0, la définition ne dépend pas de c.
– On suppose que la définition de Ai ,c ne dépend que de la classe de c. On prend
d ∈ C, alors on peut écrire d = kc où k ∈ K .
Soit alors x ∈ bd \ d, alors k−1x ∈ bc \ c, donc il existe y′ ∈ c tel que
k−1x + y′−1bc ∈ Ai ,C ,
mais k−1x + y′−1bc = x + ky′−1bkc = x + y−1bd, où y = ky′ ∈ kc = d. Par
hypothèse de récurrence, cela montre que la définition de Ai+1 ,c ne dépend que
de C, ce qui achève la preuve.
On peut alors définir AC = ﬃ∞i=1 Ai ,C, ce qui permet d’énoncer la propriété sui-
vante, qui relie naturellement l’euclidianité et la construction de Motzkin.
Proposition 2.7. Soient R un anneau de Dedekind et C une classe d’idéaux inversible.
Si AC = E, alors l’application ϑ : E −→ N définie par ϑR = 0 et ϑb = i si
b ∈ Ai ,C\Ai−1 ,C est un algorithme d’Euclide pour C. Réciproquement, si R est euclidien
par rapport à la classe C et N, alors AC = E.
Démonstration. Si AC = E, il suffit de vérifier que ϑ vérifie (IV.2). On choisit c ∈ C.
Soient donc b ∈ E\R et x ∈ bc\c. Comme AC = E, il existe i ∈ N tel que ϑb = i+1.
Par construction, il existe y ∈ c tel que x + y−1bc ∈ Ai ,C, donc
ϑx + y−1bc6 i < i + 1 = ϑb.
Réciproquement, si C est une classe euclidienne, il suffit de remarquer que les en-
sembles Ai ,c du paragraphe précédent coïncident avec les ensembles Ai ,C considérés
ici.
Remarque 2.8. Le stathme défini par la proposition précédente est l’algorithme d’Eu-
clide minimal pour C. On retrouve ainsi le fait que l’algorithme d’Euclide minimal ne
dépend que de la classe C.
2.1.4 Calcul de A1 ,C
Comme dans la construction de Motzkin classique, on cherche à déterminer A1 ,C
en toute généralité grâce à l’algorithme d’Euclide minimal θ pour C.
Le lemme élémentaire suivant va se révéler utile.
Lemme 2.9 ([Len78a, 1.12]). Pour a , b ∈ E, θab> θa+ θb.
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Démonstration. Fixons a ∈ E, comme R ⊆ a, on a θa6 θab, ce qui permet de définir
χa :  E −→ N
b 7−→ θab− θa .Comme R ⊆ a, pour tout x ∈ bc\ c, il existe y ∈ c tel que
χa x + y−1bc + θa = θ x + y−1abc < θab = χab+ θa ,
cela montre que χa est un algorithme d’Euclide pour C à valeurs dans N, donc pour
tout b ∈ E, χab> θb.
Proposition 2.10. Soit b ∈ E. Les propriétés suivantes sont équivalentes.
1. θb = 1,
2. p = b−1 est un idéal (entier) premier non nul de R tel que p ∈ C et l’application
naturelle R× −→ ŁRp × est surjective.
Cette propriété est énoncée dans [Len78a, 1.13], nous allons donner plus de préci-
sions sur la preuve.
Démonstration. – On suppose d’abord que p = b−1 est un idéal (entier) premier
non nul de R tel que p ∈ C et l’application naturelle R× −→ ŁRp × est surjective.
Suivant la remarque 2.3, on cherche à montrer que b ∈ A1 ,C \ A0 ,C.
Pour ce faire, remarquons d’abord que b 6= R vu que p est premier, donc b /∈ A0 ,C.
Comme p ∈ C et bp = R , il s’agit alors de vérifier la propriété suivante :
∀x ∈ R\p , ∃y ∈ p , x + y−1R = R.
Comme R est un anneau de Dedekind, l’idéal p premier non nul est en fait maxi-
mal et on peut identifier ŁRp × et R \ p. Ainsi, par hypothèse, il existe z ∈ R× tel
que z− x ∈ p. On pose alors y = z− x ∈ p. Comme x+ y ∈ R×, on a R = Rx+ y,
ce qui était la propriété recherchée.
Cela montre que θb = 1.
– Comme b 6= 0, on pose p = b−1, c’est a priori un idéal fractionnaire non nul de
R. Mais R ⊆ b, donc p ⊆ R, ce qui montre que p est un idéal entier de R.
On écrit p = p1p2, avec p1 , p2 idéaux fractionnaires de R, qui sont en fait entiers
vu que p l’est. On note b1 = p−11 et b2 = p−12 , comme p1 et p2 sont entiers, b1 et
b1 sont des éléments de E. Par définition, ils vérifient b = b1b2. Par conséquent,
d’après le lemme 2.9, on a
1 = θb> θb1+ θb2.
Quitte à échanger b1 et b2, on suppose que θb1 = 1 et θb2 = 0. Ainsi, b2 = R,
ce qui montre que p2 = R et que p1 = p. Comme R est un anneau de Dedekind,
on en déduit que p est premier (et même maximal).
Soit alors x ∈ bc \ c. Comme b ∈ A1 ,C, il existe y ∈ c tel que x + y−1bc = R.
Donc p = x + y−1c et ainsi on trouve que p ∈ C.
On peut donc raisonner avec p comme élément de référence de C. Comme bp = R
et b ∈ A1 ,C, on a la propriété suivante :
∀x ∈ R \ p , ∃y ∈ p , x + y−1R = R ,
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ce qui équivaut à
∀x ∈ R \ p , ∃z ∈ R , Rz = R , et z − x ∈ p.
La condition Rz = R étant équivalente à z ∈ R× pour z ∈ R, et comme ŁRp × peut
être identifié avec R\p, la propriété précédente est l’expression de la surjectivité
de l’application naturelle
R× −→ R
p
× .
Cela achève la preuve.
Exemple 2.11. On prend R = Z, C =  Z, alors A1 , Z = Zb , 1 6 b 6 3
En effet, si b ∈ A1 , Z \ Z, alors on écrit p = b−1 qui est un idéal premier de Z,
donc p = pZ pour un certain nombre premier p. Un tel p convient si et seulement si
l’application naturelle
Z× −→  ZpZ×
est surjective, ce qui est le cas pour p ∈ 2 ,3 exactement.
2.2 Forme adaptée pour le stathme et idéaux de petit stathme
Dans cette partie, on considère K un corps de nombres, R l’anneau des entiers de
K , E est l’ensemble des idéaux fractionnaires de R qui contiennent R.
Lemme 2.12. Si ψ : E −→ N est un algorithme d’Euclide pour R par rapport à la
classe C, alors, pour b ∈ E, ψb = mina∈E ψa implique que b = R.
Démonstration. On suppose que b 6= R, on note c un élément de C. Alors, comme
c 6= R, il existe x ∈ bc \ c, donc il existe z ∈ x + c tel que
ψbcz−1 < ψb.
Comme bcz−1 ∈ E, cela contredit l’hypothèse selon laquelle b est de stathme minimal.
Le lemme suivant qui relie stathme et classe d’idéaux est crucial.
Lemme 2.13 ([Len78a, 1.2]). On suppose que l’anneau R admet pour algorithme d’Eu-
clide ψ : E −→ N par rapport à la classe C. Alors pour tout b ∈ E, il existe un entier
n ∈ N tel que  b = C−n et n 6 ψb.
De plus, si ψb > 0, alors n > 0.
Démonstration. On raisonne par récurrence sur ψb.
– Si ψb = 0, alors, d’après le lemme 2.12, b = R.
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– Soit b ∈ E, tel que ψb> 1, on suppose que pour tout a ∈ E vérifiant ψa < ψb,
il existe un entier m 6 ψa tel que  a = C−m. Comme ψb > 1, b 6= R, donc en
fixant un élément c ∈ C, on a bc ) c. Ainsi, il existe z ∈ x + c tel que
ψbcz−1 < ψb ,
car ψ est un algorithme d’Euclide par rapport à C. On note a = bcz−1 ∈ E.
Par hypothèse de récurrence, il existe un entier m 6 ψa tel que  a = C−m.
Mais par définition, on a
 b =  a ·  c−1 = C−m+1 .
Comme m+ 1 6 ψb, cela permet de conclure.
Proposition 2.14. On suppose que R est euclidien par rapport à la classe C et on
considère un élément b ∈ E \ R tel que ψb = mina∈E\R ψa, alors b ∈ C−1.
Remarque 2.15. On dira parfois qu’un tel élément b ∈ E \ R est un élément de
stathme minimal.
Démonstration. Il s’agit simplement d’appliquer le lemme 2.13 avec un idéal b ∈ E tel
que ψb = 1. Alors  b = C−1, ce qui exactement la propriété recherchée.
Le lemme 2.13 a quelques conséquences importantes dans le cas principal.
Proposition 2.16. Soit K un corps de nombres dont l’anneau des entiers algébriques
R admet une classe d’idéaux euclidienne C.
– R est principal si et seulement si C est la classe principale  R.
– R est principal si et seulement s’il existe un élément de stathme minimal b ∈
E \ R tel que b−1 est un idéal principal de R.
Démonstration. Pour le premier point, il suffit de voir que les éléments de E sont
exactement les inverses des idéaux entiers de R. Comme C engendre le groupe des
classes d’idéaux, on a le résultat souhaité.
Pour le second point, il suffit de remarquer que C = b−1 d’après la proposition
2.14 et d’appliquer le premier point.
Dans le cas général, le lemme 2.13 est essentiel pour prouver des propriétés très
importantes des classes euclidiennes.
Théorème 2.17. Soit R l’anneau des entiers d’un corps de nombres. Alors R admet au
plus une classe d’idéaux euclidienne pour un stathme donné. De plus, si R admet une
classe euclidienne C, alors le groupe des classes de R est cyclique, engendré par C.
Démonstration. Le fait que la classe euclidienne est unique, si elle existe, est une
conséquence immédiate de la proposition 2.14.
De plus, si R admet une classe euclidienne C, alors pour tout idéal I entier non
nul, on a I−1 ∈ E, donc d’après le lemme 2.13, il existe n ∈ N tel que  I = Cn. Cela
montre que le groupe des classes de R est cyclique, engendré par C.
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2.3 Cas de la norme, propriété des idéaux de petite norme
Dans cette partie, on considère encore le cas où K est un corps de nombres et R son
anneau des entiers. On va énoncer un résultat cité dans [Len78a] qui peut s’avérer
utile.
Proposition 2.18 ([Len78a, 2.2]). On suppose que R admet une classe euclidienne C
par rapport à la norme. Soit c un idéal entier de R non nul, différent de R tel que
Nc = ΛK = min Na , a idéal entier de R non nul, différent de R .
Alors c est élément de la classe euclidienne C.
Ce résultat est la reformulation de la proposition 2.14 dans le cas particulier où
l’algorithme d’Euclide est la norme. On peut de même écrire le lemme 2.13 dans ce
cas.
Lemme 2.19. On suppose que R admet une classe euclidienne C par rapport à la
norme. Alors pour tout idéal entier I non nul, il existe un entier naturel n < NI tel que I = Cn. De plus n est nul si et seulement si I = R.
En fait, les propriétés de la norme permettent d’améliorer légèrement ce résultat.
Lemme 2.20 ([Lin84, Proposition 2.9]). On suppose que R admet une classe eucli-
dienne C par rapport à la norme. On note P l’ensemble des puissances de premiers
strictement supérieures à 1 qui sont des normes d’idéaux entiers de R. Alors pour tout
idéal entier I non nul de R, il existe un entier naturel n 6 # q ∈ P , q 6 NI tel que
 I = Cn .
Démonstration. On raisonne par récurrence sur NI. Si NI = ΛK, alors d’après la
proposition 2.18,  I = C et la propriété est vérifiée.
Si NI > ΛK, on commence par traiter le cas où NI est puissance d’un premier.
On note c un idéal non nul de C. D’après la proposition 1.4, il existe un idéal entier J
tel que NJ < NI et  I =  Jc. Alors par hypothèse de récurrence, il existe n 6 #q ∈
P , q 6 NJ tel que  J = Cn, donc  I = Cn+1 et
n+ 1 6 q ∈ P , q 6 NJ + 1 6 q ∈ P , q 6 NI ,
car NI ∈ P.
On traite à présent le cas où NI n’est pas puissance de premier. Alors I n’est pas
un idéal premier. Donc il existe deux idéaux entiers non triviaux I1 et I2 tels que
I = I1 I2. Par hypothèse de récurrence, il existe deux entiers n1 et n2 tels que pour
tout i ∈ 1 , 2,  Ii = Cni et ni 6 #q ∈ P , q 6 NIi.
Comme on a alors  I = Cn1+n2 , il reste donc à prouver que n1+n2 6 #q ∈ P , q 6 NI.
Pour ce faire, il suffit de remarquer que si on fixe un premier p, alors Na = pa 6 NI1
et Nb = pb 6 NI2 impliquent Nab6 NI.
Ces lemmes donnent une technique pour calculer le groupe des classes d’un corps
de nombres euclidien par rapport à une certaine classe d’idéaux.
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Proposition 2.21. Soient K un corps de nombres et R l’anneau des entiers algébriques
de K . On suppose que K admet une classe euclidienne pour la norme. Alors le groupe
des classes de K est cyclique et engendré par  c où c est un idéal propre entier de R de
norme minimale.
Démonstration. Cela résulte du fait que la classe euclidienne (lorsqu’elle existe) en-
gendre le groupe des classes (théorème 2.17).
Exemple 2.22. Onprend K = Q Ł√−5, alors c = 1+√−5 , 2est de norme 2mais n’est
pas principal, donc ZK n’est pas principal. Néanmoins, R est euclidien par rapport à la
classe  c pour la norme (voir exemple 1.2). Ainsi, son groupe des classes est engendré
par  c et le nombre de classes est 2.
Remarquons que si K admet une classe euclidienne pour la norme, alors c’est la
classe de n’importe quel idéal de norme minimale. Par contraposée, si deux idéaux
de norme minimale ne sont pas dans la même classe, alors K n’admet pas de classe
euclidienne pour la norme.
Exemples 2.23. – Soit K = Q Ł√229, on a hK = 3 et ZK = Z + Z√229−12 . Alors
ΛK = 3 et les deux idéaux suivants sont de norme 3 :
I1 = 3Z + Z
√
229 − 1
2 et I2 = 3Z + Z
√
229 + 1
2 .
Ces idéaux ne sont pas principaux, I1 + I2 = ZK , donc I1 I2 = I1 ∩ I2 = 3ZK ,
donc  I1 6=  I2. Par conséquent, K n’admet pas de classe euclidienne pour la
norme.
– Posons K = Qx, où x4− x3−32x2+23x+229 = 0. Alors hK = 3, discK = 97025
et ΛK = 4. Dans ce cas, ZK admet deux idéaux I1 et I2 de norme 4. On peut
prouver que I1 I2 = 2ZK , alors que I1 et I2 ne sont pas principaux. Donc  I1 6= I2, ce qui prouve que K n’admet pas de classe euclidienne pour la norme.
Les paragraphes précédents donnent une technique pour trouver la classe eucli-
dienne par rapport à la norme (si elle existe) étant donné un corps de nombres.
Algorithme 2.1 Détermination de l’existence d’une classe euclidienne pour la norme
Entrée : un corps de nombres K d’anneaux des entiers R
Sortie : dit si K admet ou non une classe euclidienne pour la norme
1: Calcul d’un idéal entier, propre I de R de norme minimale
2: On détermine si I et R sont principaux.
3: si I est principal alors
4: si R est principal alors
5: R peut être euclidien par rapport à la norme. On le teste de façon « classique »
6: sinon
7: R n’admet pas de classe euclidienne
8: fin si
9: sinon
10: Rpeut être euclidien par rapport à la classe  I. On le teste avec unemodification
du test classique (« en remplaçant R par I »)
11: fin si
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2.4 Nombre de classes
On a vu que si K admet une classe euclidienne, alors le groupe des classes est
cyclique. Une telle propriété a aussi des conséquences sur le nombre de classes.
Proposition 2.24. Soit C une classe euclidienne pour la norme, alors le nombre de
classes de K vérifie
1. hK < min RRRRRNK/Q αRRRRR , α ∈ ZK \ Z×K ∪ 0 ,
2. hK 6 min # q ∈ P , q 6 RRRRRNK/Q αRRRRR , α ∈ ZK \ Z×K ∪ 0,
où P désigne l’ensemble des puissances de premiers strictement supérieures à 1 qui
sont des normes d’idéaux de ZK .
Démonstration. Les deux inégalités sont des conséquences des écritures d’une classe
d’idéaux comme une puissance de C.
1. L’ordre de C dans le groupe des classes est hK , or pour tout α ∈ ZK ,  αZK = ZK. Mais C est une classe euclidienne, donc d’après le lemme 2.19, il existe un
entier 0 < n < RRRRRNK/Q αRRRRR tel que
 αZK = Cn .
Donc, d’après la proposition 2.21, hK divise n et en particulier,
hK < RRRRRNK/Q αRRRRR .
2. On fait le même raisonnement en utilisant le lemme 2.20.
On peut affiner ce résultat dans des cas particuliers. On a par exemple la propriété
suivante.
Proposition 2.25. Si K est un corps cubique qui admet une classe euclidienne pour
la norme, alors hK 6 4.
Démonstration. Étudions la ramification de 2 dans ZK . Si 2ZK = pqr, avec p , q , r
idéaux premiers de ZK , alors, d’après la proposition 2.18, si K admet une classe eucli-
dienne, alors c’est  p,  q et  r, donc  p =  q =  r et  p3 =  ZK, donc la proposition
2.21 implique que hK 6 3.
Si 2ZK = pq, avec p et q premiers, Np = 2, Nq = 4. Alors, d’après le lemme 2.19, il
existe 0 < n < 4 tel que  q =  pn. Ainsi  pn+1 =  ZK et hK 6 n+ 1 6 4.
Enfin, si 2 est inerte, alors, d’après la proposition 2.24, hK 6 4.
3 Minima euclidien et inhomogène
3.1 Minimum euclidien
Soient K un corps de nombres, ZK son anneau des entiers et I un idéal fraction-
naire non nul de K .
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Définition 3.1 (minimum euclidien par rapport à un idéal). Soit x ∈ K , on pose
mK,Ix ··= inf
z∈I
RRRRRNK/Qx − zRRRRR
NI .
On définit aussi le minimum euclidien de I par MK, I ··= supx∈K mK,Ix.
Ainsi, I est euclidien par rapport à la norme si et seulement si pour tout x ∈ K ,
mK,Ix < 1. On a aussi les propriétés élémentaires suivantes.
Lemme 3.2. Avec les notations précédentes,
1. pour tout x ∈ K , il existe z ∈ I tel que mK,Ix = |NK/Qx−z|NI ∈ Q,
2. pour tout x ∈ K , mK,Ix = 0 si et seulement si x ∈ I,
3. si I est entier, pour tout x ∈ K , mK,Ix> mKxNI ,
4. soit k ∈ K×, on note J = kI, alors pour tout x ∈ K , mK,Jx = mK,Ik−1x.
Démonstration. Les trois premières propriétés sont immédiates. Pour la quatrième,
pour x ∈ K , il suffit d’écrire
mK,Jx = inf
z∈J
RRRRRNK/Qx − zRRRRR
NJ
= inf
z∈I
RRRRRNK/Qx − kzRRRRRRRRRRNK/QkRRRRR ·NI par définition de J,
= inf
z∈I
RRRRRNK/Qk−1x − zRRRRR
NI ,
= mK,Ik−1x.
Le lemme 3.2 (4) montre que MK, I ne dépend que de la classe  I. Cela per-
met permet de définir le minimum euclidien d’une classe d’idéaux C inversible par
MK, C ··= MK, I pour I ∈ C.
Exemple 3.3. Reprenons l’exemple K = Q Ł√−5 avec I = Ł2 ,1 +√−5. La figure
IV.1 montre que MK,  I =  3√55 22 = 910 . En effet, on peut recouvrir le plan complexe
avec des disques de rayon 3
√
5
5 centrés en I. Par ailleurs,
mK,I
1 + 2
√−5
5
 = 1NI · minα ,β∈Z RRRRRRRRRRRNK/Q 1 + 2
√−5
5 − 2α − β − β
√−5RRRRRRRRRRR ,
=
1
2 · minα ,β∈Z
RRRRRRRRRRR1 − 2α − β2 + 5 25 − β
2RRRRRRRRRRR
2
,
6 12 ·
9
5 ,
et ce minimum est atteint pour α = β = 0, donc mK,I 1 + 2√−55  = 910 .
On a évidemment la propriété suivante.
Proposition 3.4. Soit C une classe d’idéaux inversible. Si MK, C < 1, alors C est
une classe euclidienne pour la norme. Si MK, C > 1, alors C n’est pas une classe
euclidienne pour la norme.
On va alors introduire le minimum inhomogène pour montrer que MK, C est
fini, le calculer et traiter le cas MK, C = 1.
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3.2 Minimum inhomogène
Rappelons que l’on avait défini au chapitre II le plongement Φ : K −→ H et une
fonction N : H −→ R, où H ' Rn est muni du produit · tel que pour tous x , y ∈ H,
Nx · y = Nx ·Ny ,
et pour tout ξ ∈ K , RRRRRNK/QξRRRRR = NΦξ.
Définition 3.5 (minimum inhomogène local par rapport à I). Soient I un idéal frac-
tionnaire non nul et x ∈ H, on pose
mK ,Ix ··= inf
λ∈ΦI
Nx − λ
NI .
La fonction mK ,I a les propriétés suivantes.
Lemme 3.6. 1. Pour tous x ∈ H, ε ∈ Z×K , z ∈ I,
mK ,IΦε · x − Φz = mK ,Ix.
2. Pour tous k ∈ K×, x ∈ H,
mK ,kIx = mK ,IΦk−1 · x.
3. La fonction mK ,I induit une fonction sur H/ΦI, aussi notée mK ,I, qui est semi-
continue supérieurement.
Cela permet de définir le réel suivant.
Définition 3.7 (minimum inhomogène par rapport à I). On pose
MK , I ··= sup
x∈H
mK ,Ix.
Proposition 3.8. Soit I un idéal fractionnaire non nul de K .
1. Il existe x ∈ H tel que MK , I = mK ,Ix ∈ R∗+.
2. MK , I ne dépend que de la classe  I, on pourra aussi le noter MK ,  I.
Démonstration. Ce sont des conséquences respectives du lemme 3.6 (3) et (2).
Ainsi, on obtient que MK,  I6 MK ,  I est fini. Comme dans le cas principal,
on cherche à comparer ces deux minima et à savoir si MK,  I est atteint.
Théorème 3.9. Soient K un corps de nombres et I un idéal fractionnaire non nul de
K . On note r le rang des unités de K .
1. Si r = 1, alors MK,  I = MK ,  I.
2. Si r 6= 1, alors il existe ξ ∈ K tel que MK,  I = MK ,  I = mK,Iξ ∈ Q.
Démonstration. Si r = 0, c’est évident. Si r = 1, c’est la conséquence des travaux de
Davenport et Cassels, ensuite généralisés par van der Linden ([Lin84]). Le cas r > 1
est l’objet du paragraphe suivant.
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3.3 Comparaison entre M(K, [I]) et M(K , [I])
En suivant le raisonnement de Cerri ([Cer05, chapitre 4]), on utilise les travaux
de Berend pour prouver le théorème 3.9 (2) dans le cas r > 1. La généralisation est
minime, il s’agit simplement de reprendre la démarche de Cerri en remplaçant ZK
par I.
3.3.1 Notations
Au paragraphe 2.2 du chapitre II, on utilisait un plongement de K dans H ' Rn.
On va en décrire un autre ici.
Posons H ··= Rr1 × z = zi16i62r2 ∈ C2r2 , pour tout 1 6 i 6 r2 , zi = zi+r2. On
munit H du produit · défini coordonnée par coordonnée. Rappelons que pour tout in-
dice r1 < i 6 r1 + r2, on a [ i+r2 = [ i. On peut donc définir un plongement
Φ :  K −→ H
ξ 7−→ [ iξ16i6n .
En notant fi16i6n une Z-base de l’idéal I, K peut être identifié à Qn via
Ψ :  Qn −→ Kx 7−→ Pni=1 xifi ,
qui fait aussi correspondre I et Zn.
On peut prolonger continûment Φ ◦ Ψ de Qn à Rn par une application Φ définie
par
pour tout x ∈ Rn , Φx = 
n
Q
i=1
xi[ jfi
16 j6n
.
Pour la suite, on prolonge continûmentΦ à Cn en le C-automorphisme Ξ de Cn défini
par
pour tous u , v ∈ Rn , Ξu+ Iv = Φu+ IΦv.
En notant i1, i2 et i3 les injections canoniques de Qn dans Rn, de Rn dans Cn et
deH dans Cn, on a ainsi le diagramme commutatif suivant.
Qn Rn Cn
K H Cn
i1 i2
i3
Ψ
Φ
∼ ∼
Φ
∼
Ξ
On peut alors étendre continûment NK/Q ◦Ψ de Qn à Rn en posant
pour tout x ∈ Rn , νx = nM
i=1

n
Q
j=1
x j [ if j .
On définit l’extension de mK,I à Rn par
pour tout x ∈ Rn , mIx ··= inf  |νx − X|NI , X ∈ Zn¡ .
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Comme nous avons défini un peu différemment mK ,I, il convient de s’assurer que
c’est un analogue. Pour ce faire, notons simplement que pour tout x ∈ Rn,
mIx = mK ,Ig ◦ Φ−1x ,
où g :  Rn −→ Rnx 7−→ gix16i6n est l’isomorphisme continu de Rn défini par
gix =
¢¨¨¨¨¨
¦¨¨¨¨¨¤
P
n
j=1 x j [ if j si i 6 r1
Re ŁPnj=1 x j [ if j si r1 < i 6 r1 + r2
Im ŁPnj=1 x j [ if j si r1 + r2 < i 6 n
Ainsi, mI et mK ,I prennent les mêmes valeurs. En particulier,
sup
x∈Rn
mIx = MK ,  I.
Proposition 3.10. La fonction mI vérifie les propriétés suivantes.
– mI est définie modulo Zn.
– mI est semi-continue supérieurement sur Rn.
– Pour tout x ∈ Rn et toute unité ε ∈ Z×K ,
mI Φ−1 Φε ·Φx = mIx.
Ainsi, mI définit une application ÈmI sur Rn/Zn et donnée par
pour tout x ∈ Rn , ÈmIx + Zn = mIx.
Cette application est aussi semi-continue supérieurement.
3.3.2 Résultats de Berend
On note Tn = Rn/Zn le tore de dimension n, c’est un groupe additif compact pour
la topologie induite par la métrique deRn. On appellera « endomorphismes de Tn » les
endomorphismes (continus) deRn qui préservent Zn. Ils peuvent être représentés par
des matrices carrées de taille n à coefficients entiers. Ainsi, un tel endomorphisme f
peut se relever en un endomorphisme de Rn (de même matrice). On notera aussi f sa
matrice, son relèvement à Rn et la matrice de ce relèvement.
Soit E un ensemble d’endomorphismes de Tn.
Définitions 3.11. – Un sous-ensemble F de Tn est E-invariant si pour tout f ∈ E,
fF ⊆ F .
– Un fermé non vide E-invariant F est E-minimal s’il ne contient aucun sous-
ensemble strict fermé non vide E-invariant.
En utilisant le lemme de Zorn, on a la propriété suivante.
Lemme 3.12. Tout sous-ensemble fermé non vide E-invariant de Tn contient un sous-
ensemble E-minimal.
Dans le cas particulier où E est un semi-groupe Σ de Tn, on a d’autres propriétés.
L’ensemble des vecteurs propres communs aux éléments de Σ et appartenant à Cn est
noté evecΣ. Si v ∈ evecΣ, alors specvΣ est l’ensemble des valeurs propres correspon-
dant à v et relatives à tous les éléments de Σ.
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Définitions 3.13. – Σ est dit hyperbolique si pour tout v ∈ evecΣ, specvΣ 6⊆ S1, où
S1 est le cercle unité de C.
– Σ est ditmulti-paramétré si pour tout v ∈ evecΣ, specvΣ contient deux éléments
αv et βv rationnellement indépendants, c’est-à-dire tels que
si l , m ∈ Z2 et αlv = βlv , alors l = m = 0 .
Théorème 3.14 (Berend, [Ber84, Theorem 2.1]). Soit Σ un semi-groupe commutatif
d’épimorphismes de Tn. Les propriétés suivantes sont équivalentes.
1. Tout sous-ensemble Σ-minimal de Tn est composé d’éléments de torsion.
2. Σ est hyperbolique et multi-paramétré.
3.3.3 Application
D’après la proposition 3.10, mI est invariante sous l’action de la fonction
uε :
¢¨¨¦¨¨¤
Rn −→ Rn
x 7−→ Φ−1 Φε ·Φx ,
pour tout ε ∈ Z×K . En fait, la fonction uε est le prolongement continu àRn de la fonction
qui à y ∈ Qn associe les coordonnées dans la base fi16i6n de ε ·Pnj=1 y jf j . Donc pour
tout ε ∈ Z×K , uε est un automorphisme de Rn, dont la matrice dans la base canonique
est à coefficients entiers.
Or pour tous ε ∈ Z×K , x ∈ Rn et Z ∈ Zn,
uεx + X ≡ uεx mod Zn .
Donc uε induit un isomorphisme de Tn, noté gε et défini par
pour tout x ∈ Rn , gεx + Zn ··= uεx+ Zn .
Ainsi, pour tout α ∈ Tn, on a ÈmI gεα = ÈmIα. (IV.3)
On pose alors
Σ ··= gε , ε ∈ Z×K .
Ainsi, Σ est un groupe commutatif d’automorphismes de Tn.
On note vi16i6n la base canonique de Rn (ou Cn) dont les vecteurs sont définis
par vij = δi , j (symbole de Kronecker). Pour tout 1 6 i 6 n, on pose alors
wi ··= Ξ−1vi ∈ Cn .
Comme Ξ est un automorphisme de Cn, les wi forment une base de Cn.
Proposition 3.15. Si u ∈ evecΣ, alors il existe i ∈ 1 , . . . , n tel que
specuΣ = [ iε , ε ∈ Z×K .
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Démonstration. On peut étendre uε en un endomorphisme de Cn (encore noté uε) de
sorte que pour tout 1 6 i 6 n,
uεwi = Ξ−1[ iεvi = [ iεwi .
Cela montre que wi ∈ evecΣ et que la valeur propre associée est [ iε pour gε.
Soit alors u ∈ evecΣ. On décompose u = Pni=1 uiwi dans la C-base wi de Cn,
(ui16i6n ∈ Cn). Par définition de evecΣ, pour tout ε ∈ Z×K , il existe une valeur propre
λε ∈ C telle que fεu = λεu, ce qui donne
n
Q
i=1
ui[ iεwi = nQ
i=1
λεuiwi .
Comme u 6= 0 et les vecteurs wisont libres, il existe i0 ∈ 1 , . . . , n tel que λε = [ i0ε,
ce qui nous donne le résultat attendu.
Proposition 3.16. Posons S ··= α ∈ Tn , ÈmIα = MK , I. Si le rang des unités de
K est strictement supérieur à 1, alors S contient un élément de torsion.
Avant de montrer cette proposition, notons qu’elle implique le théorème 3.9 (2).
Démonstration du théorème 3.9 (2). Soit α un élément de torsion de S. Il existe kα ∈
Z\0 tel que kαα = 0 (dans Tn). Donc α se relève en un élément Xkα deQn (où X ∈ Zn).
Mais alors, en posant ξ = Ψ Ł Xkα , on obtient un élément de K tel que mK,Iξ =ÈmIα = MK , I.
Démonstration de la proposition 3.16. Par semi-continuité supérieure de ÈmI, on sait
que l’ensemble S est non vide et fermé, il est Σ-invariant d’après (IV.3). D’après le
théorème 3.14, il suffit donc de montrer que Σ est hyperbolique et multi-paramétré.
Il suffira en effet de prendre alors tout élément d’un sous-ensemble Σ-minimal de S
(qui existe d’après le lemme 3.12).
Le caractère hyperbolique de Σ se déduit de la proposition 3.15. En effet, si Σ n’est
pas hyperbolique, alors il existe 1 6 i 6 n tel que pour tout ε ∈ Z×K , |[ iε| = 1. Si
i > r1 + r2, la propriété est encore vraie pour i− r2 par définition des [ i, donc on peut
supposer 1 6 i 6 r1+r2. Dès lors,LZ×K est inclus dans l’hyperplan d’équation xi = 0.
Mais il est aussi inclus dans l’hyperplan Pr1j=1 x j + 2P
r1+r2
j=r1+1 x j = 0 qui est distinct
du précédent car r = r1 + r2 − 1 > 1. Cela contredit le fait que LZ×K est un réseau
de rang r.
Pour ce qui est du caractère multi-paramétré, considérons deux unités indépen-
dantes ε1 et ε2 (ce qui possible car r > 1). Si pour un certain 1 6 i 6 n, il existe deux
entiers l , m, tels que [ iε1l = [ iε2m, alors, par injectivité de [ i, εl1 = εm2 . Comme ε1
et ε2 sont indépendantes, cela implique que l = m = 0 et cela achève la preuve.
Remarque 3.17. Les autres résultats de Cerri concernant le spectre euclidien peuvent
tout aussi facilement être généralisés.
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3.4 Bornes sur le minimum euclidien
On a la borne évidente suivante.
Lemme 3.18. Pour tout idéal entier J non nul, maxMK ,1NJ 6 MK,  J.
Même si cette inégalité peut sembler très mauvaise, comme on connaît beaucoup
de minima euclidiens de corps de nombres, elle peut servir pour conclure rapidement
que K n’admet pas de classe euclidienne pour la norme.
Exemple 3.19. Le corps cubique réel K de discriminant 2 597 n’admet pas de classe
euclidienne pour la norme car MK = 52 et ΛK = 2.
Par ailleurs, les bornes sur MK en fonction du discriminant établies par Ennola
([Enn58]), Cassels ([Cas52], corrigé par van der Linden [Lin84]) sont prouvées en uti-
lisant des formes quadratiques et cubiques. Comme l’avait remarqué van der Linden
([Lin84]), ces raisonnements s’appliquent encore pour les classes euclidiennes pour la
norme, si bien qu’on a toujours le résultat suivant.
Théorème 3.20 (Ennola, Cassels, van der Linden). Soit K un corps de nombres ad-
mettant une classe euclidienne pour la norme tel que r = 1.
– Si r1 = 2, r2 = 0, alors discK 6 945.
– Si r1 = r2 = 1, alors discK 6 170 520.
– Si r1 = 0, r2 = 2, alors discK 6 230 202 117.
3.5 Cas quadratique réel
Théorème 3.21. Soit K = Q √m, oùm est un entier supérieur à 2 sans facteur carré.
Alors K admet une classe euclidienne non principale pour la norme si et seulement si
m ∈ 10 ,15 ,85 .
Ce résultat est dû à Lenstra ([Len78a]). Pour des détails sur la preuve on peut se
reporter à [Lin84, §5.5]. L’idée est d’utiliser la borne d’Ennola, le fait qu’un tel corps
de nombres doit vérifier hK = 2 et des propriétés des idéaux imposées par l’existence
d’une classe euclidienne pour la norme. Cela permet de se ramener à une liste finie
de corps de nombres, que l’on traite avec un lemme de congruences.
Comme dans le cas principal, en regardant de plus près la preuve, on observe que
la classe  I ne peut pas être euclidienne pour la norme si MK,  I = MK ,  I = 1.
3.6 Décidabilité
Comme au paragraphe 2.5 du chapitre II, on a le résultat suivant.
Proposition 3.22. Soit K un corps de nombres de signature différente de 1 ,1 et0 , 2, alors l’existence d’une classe euclidienne de K pour la norme est un problème
décidable.
Notons néanmoins que ce résultat ne fournit pas un algorithme effectif pour déci-
der s’il existe une classe euclidienne pour la norme.
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4 Corps quadratiques imaginaires
Dans ce paragraphe, nous calculons les minima euclidiens des corps quadratiques
imaginaires par rapport à un idéal I de norme minimale.
4.1 Généralités sur les idéaux des corps quadratiques
Soit K un corps de nombres quadratiques. On note discK le discriminant de K de
sorte que l’anneau des entiers ZK de K vérifie ZK = Z + discK+
√
discK
2 Z. On cherche la
forme des idéaux de ZK .
Soient a , b et d des entiers vérifiant a > 0, d > 0, −a 6 b < a et b2 ≡ discKmod 4a. On pose
Ia ,b ,d ··= d aZ + −b+√discK2 Z .
Lemme 4.1. Ia ,b ,d est un idéal (entier) de ZK .
Démonstration. Ia ,b ,d est un sous-groupe de ZK = Z + discK+
√
discK
2 Z car b2 ≡ discKmod 2, donc b ≡ discK mod 2, d’où b+ discK ≡ 0 mod 2.
Il reste ainsi à vérifier que Ia ,b ,d est stable par multiplication par un élément de
ZK . Soient alors des entiers α , β , λ et µ. On calcule
d aλ+ −b+√discK2 µα + βdiscK +
√
discK
2 
=d aλ+ −b+√discK2 µα + β−b+
√
discK
2 + β
discK − b
2 
=d aλα + βdiscK − b2  + −b+
√
discK
2 aλβ + µα + µβdiscK − b2 
+βµ−b+√discK2 
2=AAAA?
=d aλα + βdiscK − b2  + βµ−b2 + discK4a 
+
−b+√discK
2 aλβ + µα + µβdiscK − 3b2 	 .
La congruence b2 ≡ discK mod 4a formulée en hypothèse assure alors que la quan-
tité calculée est effectivement un élément de I.
Proposition 4.2. Les idéaux de ZK sont exactement les Ia ,b ,d avec a , b , d ∈ Z vérifiant
a > 0 , d > 0 , −a 6 b < a et b2 ≡ discK mod 4a .
Démonstration. Grâce au lemme 4.1, on sait que les Ia ,b ,d sont effectivement des
idéaux. Il suffit donc de vérifier que tout idéal I de ZK peut s’écrire sous cette forme.
Pour le voir, on considère I comme un Z-module de rang 2 dans ZK ⊆ R2. Ainsi,
d’après la théorie de la réduction sous forme normale de Hermite, ce Z-module admet
une base de la forme αe1 , βe1 + γe2 en prenant la base e1 , e2 = 1 , discK+√discK2  et
avec α , β et γ entiers vérifiant
α > 0 , γ > 0 , et −γdiscK2 −
α
2 6 β 6
−γdiscK
2 +
α
2
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On pose d = pgcdα , 2β + γdiscK , γ, a = αd , c = γd et b = − 2β+γdiscKd . Alors I = Ia ,b ,d.
De plus, a > 0, c > 0 et −a 6 b 6 a par construction. Si b = a, on peut remplacer b
par −a car Ia ,a ,d = Ia ,−a ,d. Enfin, pour vérifier que b2 ≡ discK mod 4a, on fait le
même calcul que dans la preuve du lemme 4.1. Le fait que I soit un idéal impose cette
congruence.
Lemme 4.3. Avec les notations précédentes, N Ia ,b ,d = d2a.
Démonstration. Par multiplicativité, N Ia ,b ,d = d2N Ia ,b ,1. Pour démontrer que
N Ia ,b ,1 = a, nous allons vérifier que ZK/Ia ,b ,1 ' 0 ,1 , . . . , a− 1 .
Soient deux entiers α1 et α2, on note α = α1 + α2 discK+
√
discK
2 ∈ ZK . Alors α =
α1 +
b+discK
2 α2 + α2
−b+√discK
2 . Comme b et discK ont même parité, α1 +
b+discK
2 α2 est
un entier, dont on fait la division euclidienne par a : α1 + b−discK2 α2 = aq + l, avec
0 6 l < a. Ainsi, α ≡ l mod Ia ,b ,1.
Par ailleurs, si l1 , l2 ∈ 0 ,1 , . . . , a− 1 sont tels que l1 6= l2, alors l2 − l1 /∈ Ia ,b ,1.
Cela montre que l’on peut bien identifier ZK/Ia ,b ,1 et 0 ,1 , . . . , a− 1.
4.2 Raisonnement géométrique
On se restreint à présent au cas où K est un corps quadratique imaginaire. On
fixe alors des entiers a , b vérifiant
a > 0 , −a 6 b 6 0 et b2 ≡ discK mod 4a . (IV.4)
On cherche à calculer M K , Ia ,b ,1. Pour ce faire, on se place dans le domaine fonda-
mental délimité par 0, −b+
√|discK |
2 , a +
−b+√|discK |
2 et a et on détermine les cellules de
Voronoï, c’est-à-dire les parties les plus proches de chaque sommet.
On suppose en outre que la condition suivante est vérifiée :
− bb+ 2a6 |discK | . (IV.5)
Lemme 4.4. Soient a , b deux entiers vérifiant (IV.4) et (IV.5). Si on note
A ··= a2 + 2ab+ b2 + |discK |4√|discK |  i et B ··= a− b2 +  |discK | − b
2 − 2ab
4
√|discK |
 i ,
alors A et B sont les points les plus éloignés de Ia ,b ,1 situés dans le parallélogramme
fondamental (voir figure IV.2).
Démonstration. Par symétrie par rapport au centre du parallélogramme, on peut rai-
sonner dans le triangle T de sommets 0, a, −b+i|discK |2 . Alors A est le centre du cercle
circonscrit à T. Les hypothèses (IV.4) et (IV.5) assurent que A est à l’intérieur de T
car les angles de T sont aigus.
En effet, les angles en 0 et a sont aigus car 0 6 −b2 6 a. D’après le théorème
d’Al-Kashi, l’angle en −b+i|discK |2 est aigu si et seulement si
a2 > b
2 + |discK |
4 +
2a+ b2 + |discK |
4 ,
ce qui équivaut à |discK | 6 −bb+ 2a, c’est-à-dire à la condition (IV.5).
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0 a
−b+i√|discK |
2
−b+i√|discK |
2 + a
• •
••
A
B
Figure IV.2 – diagramme de Voronoï.
Il suffit alors de calculer la distance de Ia ,b ,1 aux sommets A et B pour en déduire
la proposition suivante.
Proposition 4.5. Les points de R2 sont situés à une distance inférieure à √ma ,b ,discK
de Ia ,b ,1, où
ma ,b ,discK = a22 + b2 + |discK | + 2ab
2
16|discK | .
Ce maximum est atteint en A et B.
On va appliquer ce résultat aux corps quadratiques imaginaires K = Q Ł√−m où
m est un entier strictement positif sans facteur carré.
4.3 m ≡ 1 (mod 4)
En ce cas, ZK = Z + Z
√−m, K a pour discriminant discK = −4m.
On considère I = I2 ,−2 ,1 = 2Z + Z Ł1 +√−m.
Lemme 4.6. I est un idéal de ZK de norme 2.
Démonstration. Il suffit de vérifier que −4m = discK ≡ −22 mod 8, ce qui est le
cas car m ≡ 1 mod 4. Ainsi, I2 ,−2 ,1 est un idéal de ZK , sa norme est donnée par le
lemme 4.3.
Proposition 4.7. Avec les notations précédentes,
M K , I = MK, I = m+ 128m .
Démonstration. La proposition 4.5 permet de calculer M K , I = m2 ,−2 ,−4mNI . Ce mini-
mum étant atteint au point A ∈ K , on a aussi MK, I = M K , I.
Corollaire 4.8. Le seuls corps de cette forme admettant une classe euclidienne pour
la norme sont Q Ł√−1 et Q Ł√−5 (ce dernier corps est non principal).
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La figure IV.1 illustre le recouvrement « optimal » que l’on peut faire du plan par
des disques centrés en les points de I.
Remarque 4.9. Dans ce cas, on connaît aussi la valeur de MK = M K = m+14 . On
a ainsi l’inégalité stricte
MK
NI < MK, I.
Par ailleurs, MK, I et MK ne coïncident jamais. Cela implique notamment qu’il
n’existe pas de tel corps principal.
4.4 m ≡ 2 (mod 4)
En ce cas, ZK = Z + Z
√−m. On considère I = 2Z + Z√−m.
Lemme 4.10. I est un idéal de ZK de norme 2.
Démonstration. Il suffit de remarquer que I = I2 ,0 ,1 (et que discK ≡ 0 mod 8).
Remarque 4.11. Ce cas est en fait encore plus simple, le domaine fondamental et les
cellules de Voronoï sont rectangulaires, les points A et B sont confondus.
Proposition 4.12. Avec les notations précédentes, on a
MK, I = M K , I = m+ 48 .
Démonstration. Il suffit d’appliquer la proposition 4.5 et de voir que l’on a en fait
M K , I = m2 ,−2 ,1NI . Ce minimum étant atteint au point A ∈ K , on a aussi MK, I =
M K , I.
Corollaire 4.13. Le seul corps de nombres de cette forme admettant une classe eucli-
dienne pour la norme est Q Ł√−2 (qui est en fait principal).
Remarque 4.14. On connaît la valeur de MK = M K = m+14 . Les valeurs de MK
et MK, I ne coïncident que pour m = 2 (ils valent alors 34 ). Tous les autres corps de
cette forme ne sont pas principaux.
4.5 m ≡ 3 (mod 4)
La situation est un peu plus compliquée dans ce cas puisqu’il n’existe pas toujours
des idéaux de norme 2.
Proposition 4.15. Soit K = Q Ł√−m où m ≡ 3 mod 4 est un entier positif sans
facteur carré.
1. Si m ≡ 7 mod 8, alors I2 ,−1 ,1 est un idéal de norme 2 de ZK .
2. Si m ≡ 3 ,11 mod 24, alors ZK n’admet pas d’idéal de norme 2 mais au moins
un idéal de norme 3 (par exemple I3 ,−1 ,1).
3. Si m ≡ 19 mod 24, alors ZK n’admet pas d’idéal de norme 2 ou 3, mais au
moins un idéal de norme 4 (par exemple 2ZK ).
Démonstration. – Si m ≡ 7 mod 8, alors I2 ,−1 ,1 est un idéal de ZK car le discri-
minant discK de K vérifie discK = −m ≡ −12 mod 8.
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– Si m ≡ 3 mod 8, on montre qu’il n’existe pas d’idéal de norme 2. On raisonne
par l’absurde et on suppose qu’il existe un idéal Ia ,b ,d de ZK de norme 2. Alors b
est un entier tel que b2 ≡ m mod 8, c’est-à-dire, b2 ≡ 3 mod 8, c’est impos-
sible.
– Si m ≡ 3 mod 24, alors I3 ,−3 ,1 est un idéal de norme 3 de ZK car b2 = 9 ≡ −3mod 12.
– Si m ≡ 11 mod 24, alors I3 ,−1 ,1 est un idéal de norme 3 de ZK car b2 = 1 ≡
−11 mod 12.
– Si m ≡ 19 mod 24, ZK n’admet pas d’idéal de norme 3. En effet, dans le cas
contraire, on pourrait écrire cet idéal sous la forme Ia ,b ,d où b est un entier tel
que b2 ≡ −7 mod 12, mais il n’existe pas d’entier ayant cette propriété.
On connaît désormais un idéal I de norme minimale de K . On peut donc calculer
le minimum M K , I.
Proposition 4.16. Soit K = Q Ł√−m où m ≡ 3 mod 4 est un entier positif sans
facteur carré. On désigne par I l’idéal non trivial de ZK de norme minimale donné par
la proposition 4.15. Alors MK, I = M K , I et
1. si m ≡ 7 mod 8, alors MK, I = m2+10m+932m ,
2. si m = 3, alors MK, I = 13 ,
3. si m ≡ 3 mod 24 et m 6= 3, alors MK, I = m+9248m ,
4. si m ≡ 11 mod 24, alors MK, I = m2+26m+2548m ,
5. si m ≡ 19 mod 24, alors MK, I = MK = m+1216m .
Démonstration. Pour m 6= 3, c’est encore une conséquence de la proposition 4.5. Ce-
pendant, pour m = 3, cette proposition ne s’applique pas, mais on connaît la valeur
de MK, I = MK car K est principal.
Corollaire 4.17. Les seuls corps de nombres de cette forme admettant une classe eucli-
dienne pour la norme sontQ Ł√−3,Q Ł√−7,Q Ł√−11 etQ Ł√−15 (seul ce dernier
corps est non principal).
Remarque 4.18. Si ZK est principal, alors MK = MK, I, donc les seuls corps de
cette forme pouvant être principaux correspondent aux cas m = 7, m = 3, m = 11 et
m ≡ 19 mod 24.
4.5.1 Résumé
Proposition 4.19. Les corps de nombres quadratiques imaginaires admettant une
classe euclidienne pour la norme sont exactement les suivants : Q Ł√−1, Q Ł√−2,
Q Ł√−3,Q Ł√−5 (non principal),Q Ł√−7,Q Ł√−11 etQ Ł√−15 (non principal).
Ce résultat avait déjà été énoncé par Lenstra ([Len78a]). Notons qu’il est encore
vrai si on se restreint pas aux classes euclidiennes pour la norme (voir [GR11], qui
utilise la construction de Motzkin).
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discK hK M K,  I
−283 2 34
− 331 2 34
− 643 2 121144
− 648 3 34
− 676 3 78
Table IV.1 – Corps cubiques complexes K non principaux admettant une classe eucli-
dienne pour la norme tels que discK > −3 299.
5 Algorithme de calcul
5.1 Description
On peut modifier l’algorithme 4.1 du chapitre II, paragraphe 4.1 pour calculer
le minimum MK,  I d’un corps de nombres. L’idée générale est de remplacer ZK
par n’importe quel idéal I de norme minimale. En pratique, on connaît une Z-basezi16i6n de l’idéal I et à la place de M définie par (II.2) p. 21, on utilise la matrice
M′ = Łm′i , j16i , j6n où pour tous 1 6 i , j 6 n,
m′i , j =
¢¨¨¨¨¦¨¨¨¨¤
[ iz j si 1 6 i 6 r1 ,
Re [ iz j si r1 < i 6 r1 + r2 ,
Im [ iz j si r1 + r2 < i 6 n.
Théorème 5.1. Étant donné un corps de nombres K , l’algorithme décrit ci-dessus
renvoie échec ou un idéal I de norme minimale, MK,  I et tous les points x ∈ K
modulo I tels que MK,  I = mK,Ix.
En pratique, quitte à modifier les paramètres, l’exécution de cette procédure est
couronnée de succès. De plus elle peut être accélérée si l’on veut simplement savoir si
MK,  I < 1.
5.2 Exemple d’application aux corps cubiques imaginaires
On considère un idéal I de norme minimale et on calcule M K,  I avec l’algo-
rithme décrit précédemment. Les exemples admettant une classe euclidienne non
principale pour la norme sont présentés dans la table Table IV.1. Ces exemples sont
les seuls tels que |discK | < 3 299.
On sait que si K admet une classe euclidienne pour la norme, alors hK 6 4 d’après
la proposition 2.25. Toutefois, aucun exemple de nombre de classes 4 n’a été trouvé.
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5.3 Exemple de Graves
Dans l’article [Gra11], Graves donne l’exemple d’un corps de nombres admettant
une classe euclidienne non principale, sans pouvoir dire si cette classe est euclidienne
pour la norme. En appliquant l’algorithme, on obtient le résultat suivant.
Théorème 5.2. K = Q Ł√2 ,√35 admet une classe euclidienne (non principale),
mais aucune classe euclidienne pour la norme.
Démonstration. Graves a prouvé dans [Gra11] que K a une classe euclidienne.
Par ailleurs, on peut voir K comme Qx où x4 − 36x2 + 289 = 0. Comme 2 est
totalement ramifié dans K , on peut considérer l’idéal I premier au-dessus de 2. Alors
MK,  I = mK,I  x3 + 17x2 − 19x + 1734  = mK,I  x3 + 17x2 − 19x + 5134  = 74 .
Par conséquent, K n’a pas de classe euclidienne pour la norme.
6 Corps cubiques purs
Soit n un entier strictement supérieur à 1 dont aucun facteur n’est un cube, on
appelle corps cubique pur tout corps de nombres K de la forme K = Q  3√n. Ces
corps ont une signature 1 ,1 et ont été étudiés par Dedekind ([Ded00]).
Théorème 6.1. Soit n un entier strictement supérieur à 1 dont aucun facteur n’est un
cube, le corps Q  3√n admet une classe euclidienne pour la norme si et seulement si
n ∈ 2 ,3 ,10.
En particulier, un corps cubique pur n’admet jamais une classe euclidienne non
principale. Les corps cubiques purs euclidiens pour la norme ont été étudiés par Ciof-
fari (voir [Cio79] et le théorème 5.1 du chapitre II, p. 38).
6.1 Propriétés générales des corps cubiques purs
Comme on suppose que n n’admet aucun facteur qui soit un cube, on peut écrire
n = ab2, où a et b sont deux entiers premiers entre eux sans facteur carré. De plus
Q Ł 3√ab2 = Q Ł 3√a2b, donc on peut supposer que a > b, quitte à échanger a et b.
Dans la suite, on écrit α = 3
√
n.
6.1.1 Anneaux des entiers et idéaux
L’étude de l’anneau des entiers d’un corps cubique pur est classique et a été effec-
tuée par Dedekind ([Ded00]). Pour une présentation plus moderne, on peut consulter
[CT78, II.9.F et II.10.E], ou encore [Coh96, paragraphe 6.4].
Lemme 6.2. Avec les notations précédentes, on peut décrire l’anneau des entiers de K :
– si a2 6≡ b2 mod 9, alors ZK = Z + Zα + Z α2b et discK = −27a2b2,
– si a2 ≡ b2 mod 9, alors ZK = Zα + Z α2b + Z 1+aα+α23 et discK = −3a2b2.
De plus les premiers se ramifient ainsi dans K :
– soit p un facteur premier de n, p 6= 3, alors p est totalement ramifié dans K ,
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– si a2 6≡ b2 mod 9, alors 3 est totalement ramifié dans K ; si a2 ≡ b2 mod 9 et
9|n, alors 3 est totalement ramifié dans K ,
– si 2 ne divise pas n, alors 2 est scindé en deux facteurs distincts.
Par conséquent, il existe toujours un idéal de norme 2 dans K et ΛK = 2.
6.1.2 Nombre de classes
Le fait que K admette une classe euclidienne impose que le nombre de classe de
K vérifie hK 6 4. La théorie du genre donne des précisions sur le nombre de classes
d’un corps cubique pur.
Lemme 6.3 ([BC70], Theorem 4.1). Soit t le nombre de premiers totalement ramifiés
dans le corps cubique pur K . Si t > 2, alors 3t−2 divise hK .
Cette propriété a une conséquence importante sur la forme de n.
Corollaire 6.4. Soit n un entier strictement supérieur à 1 dont aucun facteur n’est un
cube, on suppose que K = Q  3√n admet une classe euclidienne pour la norme, alors
n admet au plus trois facteurs premiers.
Démonstration. D’après le lemme 6.3, l’existence d’une classe euclidienne implique
que n a au plus 4 facteurs premiers. De plus n ne peut avoir 4 facteurs premiers
que si 3 est l’un d’entre eux. Or si 3 divise n = ab2, alors a2 6≡ b2 mod 9 et donc
discK = −27a2b2. Dès lors −discK > 27 · 2 · 3 · 5 · 72 = 1 190 700 > 170 520, ce
qui empêche K d’admettre une classe euclidienne pour la norme d’après le théorème
3.20.
6.2 Liste de candidats
Le but de ce paragraphe est d’établir une liste de candidats (aussi petite que pos-
sible) pouvant admettre une classe euclidienne. Comme Cioffari ([Cio79]) a déjà traité
le cas principal, on peut se restreindre au cas non principal.
Proposition 6.5. Si un corps cubique pur K admet une classe euclidienne non prin-
cipale pour la norme, alors K = Q  3√n où n est l’un des soixante-cinq éléments sui-
vants :
7 ,11 ,13 ,14 ,15 ,19 , 20 , 21 , 22 , 26 , 28 ,30 ,31 ,34 ,35 ,37 ,38 ,42 ,47 , 51 , 52 ,60 ,
62 ,68 ,73 ,74 ,77 ,78 ,84 ,89 , 90 , 92 ,109 ,117 ,118 ,127 ,132 ,134 ,143 ,150 ,154 ,
156 ,161 ,163 ,170 ,172 ,175 ,181 ,190 , 206 , 233 , 244 , 260 , 275 ,325 ,350 ,388 ,
396 ,460 ,476 , 539 , 550 ,1 666 ,1 700 ,1 900 .
Démonstration. D’après la borne de Cassels (théorème 3.20), un tel corps K vérifie
|discK | < 170520. En utilisant l’expression de discK et le corollaire 6.4, on peut établir
la liste finie des candidats.
Ainsi, si n est premier, alors n <
¼
170 520
3 , donc n 6 233. En fait, on a unemeilleure
borne si n2 6≡ 1 mod 9. En ce cas, n <¼170 52027 , donc n 6 79. Avec PARI ([PAR12]),
on recense tous les premiers vérifiant ces conditions et tels que hK 6 4, on obtient les
quinze premiers suivants :
7 ,11 ,13 ,19 ,31 ,37 ,47 ,73 ,89 ,109 ,127 ,163 ,181 , 233.
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Si n admet exactement deux facteurs premiers α < β, alors α < 4
¼
170520
3 , donc
α 6 13.
– Si α = 13, alors β 6 17, donc β = 17. Mais 13 ≡ 4 mod 9 et 17 ≡ −1 mod 9,
donc on ne peut pas avoir a2 ≡ b2 mod 9, donc−discK = 27·132·172 > 170520.
– Si α = 11, alors β 6 19. Comme dans le cas précédent, on peut exclure β ∈17 ,19 par des congruences modulo 9. Donc le seul cas restant est β = 13, les
congruences modulo 9 imposent alors que n = 11 · 13 = 143.
– Si α = 7, alors β 6 31 et on trouve les trois valeurs 77 ,161 et 539.
– Si α = 5, alors β 6 47 et quatre valeurs de n sont possibles : 35 ,175 , 275 et 325.
– Si α = 3, alors a2 6≡ b2 mod 9, donc β <¼17052027·32 et β 6 23. Comme précédem-
ment, on ne garde que les valeurs pour lesquelles hK 6 4 et on trouve les quatre
candidats 15 , 21 , 51 et 117.
– Si α = 2, alors β 6 113 de sorte que dix-huit candidats sont possibles :
20 ,14 , 28 , 22 , 26 , 52 ,34 ,68 ,38 , 92 ,62 ,74 ,172 ,118 , 244 ,134 ,388 et 206 .
Examinons enfin le cas où n a trois facteurs premiers distincts, notons les α < β <
γ. Alors α < 6
¼
170520
3 , donc α 6 5.
– Si α = 5, alors 5 < β < 4
¼
170520
3·52 et aucun premier ne vérifie cette propriété.
– Si α = 3, alors a2 6≡ b2 mod 9 et donc discK = −27a2b2. Cela impose β = 5.
Mais alors 5 < γ <
¼
170520
27·32·52 , ce qui est impossible.
– Si α = 2, alors on trouve de même β 6 7.
– Si β = 7, alors γ 6 17 et on trouve que n vaut 154 ,476 ou 1 666.
– Si β = 5, alors γ 6 23, ce qui donne les huit valeurs suivantes possibles pour
n : 170 ,190 , 260 ,350 ,460 , 550 ,1 700 et 1 900.
– Si β = 3, alors γ 6 13 (en tenant compte du fait que a2 6≡ b2 mod 9), ce qui
donne dix possibilités :
30 ,42 ,60 ,78 ,84 , 90 ,132 ,150 ,156 et 396 .
Cela achève la preuve.
L’objet des paragraphes suivants va être d’étudier ces cas.
6.3 Raisonnements de base
Avant d’utiliser des raisonnements plus techniques, nous signalons ici les valeurs
de n qui peuvent être écartées facilement.
6.3.1 Idéaux principaux de norme 2
Si K n’est pas principal mais admet un idéal principal de norme 2 (doncminimale),
alors K ne peut pas admettre de classe euclidienne d’après la proposition 2.21. Ainsi,
on peut exclure les valeurs suivantes de n :
31 ,34 ,60 ,62 ,68 ,109 ,118 ,127 ,172 .
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n 7 11 13 14 15 19 20
M K,  I 1910 94 479147 14023 13 8574 052 98 3619
n 21 22 26 28 30 35 37
MK,  I 24 7494 976 33566 2419 883332 54 6 8591 215 18175
n 38 42 52 73 84 90 117
MK,  I 770 72986 762 682 07563 512 618 629 127150 124 2 972 191250 051 1 033 977174 968 960 58496 905
n 150 325 350 539
MK,  I 491 15973 620 33 4036 864 301 43166 158 6 669 477970 472
Table IV.2 – Calcul de quelques valeurs de minimum euclidien par rapport à une
classe de corps cubiques purs.
6.3.2 Application de l’algorithme 2.1
On peut chercher à calculer le minimum MK,  I pour un idéal I de plus petite
norme 2. En pratique, cela ne fonctionne que lorsque l’unité fondamentale de K n’est
« pas trop grosse ». Cela permet ainsi d’éliminer quelques cas.
Proposition 6.6. Pour les valeurs de n dans la table IV.2, on a MK,  I > 1, donc
K n’admet pas de classe euclidienne.
6.4 Raisonnements par congruence
6.4.1 Outil crucial
Dans la suite du paragraphe, le résultat suivant va être largement utilisé.
Proposition 6.7. Étant donné un corps de nombres k et a ∈ N, on peut déterminer en
pratique s’il existe z ∈ Zk tel que RRRRRNK/Q zRRRRR = a.
Démonstration. Voir [Coh96], paragraphe 6.4.
On va à présent utiliser le fait que les facteurs de n (éventuellement à l’exception
de 3) sont totalement ramifiés dans K . Même si les raisonnements sont analogues, on
va distinguer les cas où les idéaux au-dessus des produits de premiers utilisés sont
principaux ou non.
6.4.2 Cas principal
Lemme 6.8. Soit f un produit de premiers distincts totalement ramifiés dans K , on
écrit f l’idéal de ZK tel que fZK = f3. Si α , β ∈ ZK vérifient α ≡ β mod f, alors
NK/Qα ≡ NK/Qβ mod f .
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Une propriété tout à fait similaire est énoncée par Egami ([Ega79]), il attribue la
parenté de cet argument à Lenstra.
Démonstration. Soit L la fermeture galoisienne de K/Q, on écrit F = fZL. Alors
fZL = fZKZL = f3ZL = F3.
Par conséquent, si ϕ : K −→ L est un plongement de K , alors fZL = ϕfZL =
ϕF3, donc ϕF = F. Comme α ≡ β mod F, on a aussi la congruence NK/Qα ≡
NK/Qβ mod F. Mais NK/Qα−NK/Qβ ∈ Z et F∩ Z = fZ, donc
NK/Qα ≡ NK/Qβ mod f .
En pratique, on sait que certains entiers sont des normes.
Lemme 6.9. Soit p un premier tel que p 6≡ 1 mod 3, alors pour tout x ∈ Z/pZ, il
existe α ∈ Z/pZ tel que x = α3.
Démonstration. Pour p = 3, on peut prendre α = x. Pour les autres valeurs de p, on
note p = 3k + 2 pour un certain entier k. Alors α = x2k+1 convient.
Lemme 6.10. Soit f =Lli=1 pi où pi 6≡ 1 mod 3 sont des premiers distincts totale-
ment ramifiés dans K . On note fZK = f3, pour un idéal f de ZK . On suppose que f est
principal. Si 0 < e < f est un entier tel que ni e − 2f , ni e − f , ni e, ni e + f ne sont
des normes d’éléments de ZK , alors MK > 2 et par conséquent MK,  I > 1 pour
tout idéal I de norme minimale 2.
Démonstration. D’après le lemme 6.9 et le théorème chinois, il existe un entier α tel
que e ≡ α3 mod f. Par conséquent, e ≡ NK/Qα mod f. On écrit f = γZK pour
γ ∈ ZK \ 0, de sorte qu’il existe δ ∈ ZK tel que
mK α
γ
 = RRRRRRRRRNK/Q αγ − δRRRRRRRRR
=
1
Nf
RRRRRNK/Q α − δγRRRRR .
Or α − δγ ≡ α mod f, donc d’après le lemme 6.8,
NK/Qα − δγ ≡ NK/Qα ≡ e mod f .
Cela implique que mK α
γ
 > min3f − e , e + 2f
f
> 2.
Remarque 6.11. L’hypothèse « pi 6≡ 1 mod 3 » est utilisée pour trouver un élément
α ∈ ZK tel que NK/Qα ≡ e mod f. Cette hypothèse peut donc être omise si on
fournit directement un tel élément α.
Proposition 6.12. Les corps cubiques purs correspondant aux valeurs 47, 51, 74, 89,
154, 170, 175, 190, 206, 233, 460, 476, 550, 1 666, 1 700 n’admettent pas de classe
euclidienne pour la norme.
104 IV. CLASSES EUCLIDIENNES
n f e
47 3 · 47 29
51 17 2
89 89 5
154 2 · 11 4
170 2 · 5 · 17 5
175 3 · 5 4
233 233 5
460 23 2
476 2 · 17 3
550 2 · 11 2
1 666 2 · 17 3
1 700 17 2
(a) Cas principal
n f e
77 3 · 11 7
92 23 5
132 11 5
143 11 2
161 23 2
260 2 · 5 3
275 11 4
350 5 2
396 11 4
1 900 5 2
(b) Autre cas
Table IV.3 – Ces corps n’admettent pas de classe euclidienne pour la norme.
Démonstration. Il suffit d’appliquer le lemme 6.10 avec les valeurs données dans la
table IV.3, (a) pour toutes les valeurs sauf 74, 190 et 206. Pour ces valeurs, on note x
une racine de X 3 − n dans K .
Pour 74, on peut poser f = 74 = 2 ·37. Même si 37 ≡ 1 mod 3, on peut appliquer
la remarque 6.11 avec e = 31 pour prouver que MK,  I > 1 car 179 = NK/Q2x2 −
x − 31 ≡ e mod f.
Pour 190, de même, on prend f = 190 = 2 · 5 · 19 et e = 152 pour conclure
que K n’admet pas de classe euclidienne parce que 532 = NK/Q3 393x2 + 19 506x +
112 138 ≡ e mod f.
Pour 206, on applique le même raisonnement avec f = 206 = 2 · 103 et e = 31 car
443 = NK/Qx2 − 3x − 17 ≡ e mod f.
On a appliqué un résultat qui ne s’appliquait que quand l’idéal au-dessus d’un pro-
duit de premiers totalement ramifié est principal, on peut établir un résultat analogue
quand cet idéal n’est pas principal.
6.4.3 Autre cas
Lemme 6.13. Soit f =Lli=1 pi où pi 6≡ 1 mod 3 sont des premiers distincts totale-
ment ramifiés dans K . On écrit f3 = fZK , où f est un idéal entier de K . On suppose
que  f =  I, où I est un idéal de norme minimale 2. Si 0 < e < f est un entier tel que
ni e − f , ni e ne sont des normes d’éléments de ZK , alors MK,  I > 1.
Démonstration. On applique à nouveau le 6.9 et le théorème chinois pour trouver un
entier α tel que e ≡ NK/Qα mod f. Il existe alors γ ∈ f tel que
mK,fα = 1Nf RRRRRNK/Q α − γRRRRR .
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Or α − γ ≡ α mod f, donc d’après le lemme 6.8,
NK/Qα − γ ≡ NK/Qα ≡ e mod f .
Dès lors, mK,f α > min2f−e ,e+ff > 1. On en déduit MK,  I = MK,  f > 1 et K
n’admet pas de classe euclidienne pour la norme.
Proposition 6.14. Les corps cubiques purs correspondant aux valeurs 77, 92, 132,
143, 161, 260, 275, 350, 396, 1 900 n’ont pas de classe euclidenne pour la norme.
Démonstration. Il suffit d’appliquer le lemme 6.13 avec les valeurs données dans la
table IV.3, (b). Pour chaque valeur de n dans la table, hK = 3. Comme les valeurs de f
ne sont pas des normes d’éléments de ZK , on a  f =  I ou  f =  I2. Dans ce dernier
cas, fI est un idéal principal, donc 2f est une norme d’un élément de ZK . On vérifie
rapidement que ce n’est pas le cas, de sorte que  f =  I et MK,  f = MK,  I.
6.5 Fin de la preuve
Une lecture attentive fait remarquer que quelques valeurs restent à traiter. Pour
ce faire, même si les lemmes 6.10 et 6.13 ne s’appliquent pas exactement, l’idée reste
similaire : on exhibe un point t = ab ∈ K (où a et b sont des éléments non nuls de ZK )
et en calculant
NK/Qa− bu
pour tout élément u de l’idéal I de norme 2 (dans les cas restants, cet idéal est unique,
on en connaît une Z-base), on remarque qu’il existe l ∈ N et e ∈ 0 ,1 , . . . , l − 1 tels
que
NK/Qa− bu ≡ e mod l .
Dès lors, NK/Qa− bu ∈ e+ lZ. On exclut certaines possibilités parce qu’elles ne sont
pas des normes d’éléments de ZK et on note N le plus petit entier possible (en valeur
absolue). Alors
mK,It> |N |RRRRRNK/Q bRRRRR ·NI = |N |2 RRRRRNK/Q bRRRRR .
Si |N | > 2 RRRRRNK/Q bRRRRR, cela prouve que K n’admet pas de classe euclidienne pour la
norme.
Par exemple, pour n = 78, on écrit x = 3
√
n, de sorte que I = 2Z + Zx + Zx2 est
l’idéal de norme 2 de ZK . On considère alors a = x, b = 3 et on calcule pour tous α, β,
γ ∈ ZK
NK/Qa+ 32α + βx + γx2
= 54 · 4α3 − 234αβγ − 78αγ + 39β3 + 39β2 + 13β + 3042γ3 + 1 + 24 ,
ce qui montre que pour tout u ∈ I,
NK/Qa− bu ≡ 24 mod 54 .
Avec les notations précédentes, on obtient l = 54 et e = 24. Or ni 24, ni −30 ne sont
des normes d’éléments de ZK , donc N = 78 > 54 = 2 RRRRRNK/Q bRRRRR. Ainsi, K n’admet pas
de classe euclidienne pour la norme.
Pour les autres valeurs de n, on liste les éléments a, b, l, e et N dans la table IV.4.
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n a b l e N
78 x 3 54 24 78
134 67 x 134 67 1139
156 x 3 54 50 104
163 32 x 326 168 484
181 60 x 382 248 476
244 x 2 8 4 20
388 97 x 194 97 873
Table IV.4 – Cas restants, x = 3
√
n.
7 Autres exemples
7.1 Corps quartiques totalement imaginaires
Avec l’algorithme, on peut trouver 26 exemples de corps de nombres non princi-
paux admettant une classe euclidienne pour la norme. Ils sont recensés dans la table
IV.5. Le premier, de discriminant 1 521, avait déjà donné par Lenstra ([Len78a]). La
meilleure borne connue pour de tels corps de nombres est hK 6 6, mais tous les
exemples trouvés vérifient hK = 2.
7.2 Autres signatures
On peut trouver de nombreux autres exemples de corps de nombres non principaux
admettant une classe euclidienne en degré supérieur. En particulier, on a trouvé des
exemples vérifiant les propriétés suivantes.
Théorème 7.1. Il existe des corps de nombres de degré jusqu’à 6 admettant une classe
euclidienne pour la norme non principale.
Dans la table IV.6, on donne un exemple pour chaque degré et diverses signatures.
Notons que l’on obtient des exemples dont le nombre de classes vaut 3 ou 4.
De plus, pour une signature donnée, le corps de nombres non principal de plus
petit discriminant n’admettant pas toujours de classe euclidienne pour la norme. Par
exemple, le corps de nombres de discriminant 1 957 et de signature 3 ,0 n’admet pas
de classe euclidienne pour la norme. En effet, on a M K,  I = 1, où I est l’idéal de
norme 2 de ZK .
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discK hK M K,  I
1 521 2 49
1 872 2 49
2 304 2 34
2 457a 2 713
2 457b 2 47
2 889 2 56
2 925 2 79
3 024 2 1928
3 025 2 1116
discK hK M K,  I
3 528 2 1118
3 600c 2 34
3 600d 2 79
3 625 2 1925
3700 2 34
4 329e 2 1928
4 329f 2 301481
4 352 2 3334
4 400 2 1925
discK hK M K,  I
4 725 2 79
4 752 2 89
5 076 2 78
5 225 2 1925
5 328 2 109148
5 616 2 4952
6 669g 2 < 0 .924
6 669h 2 < 0 .787
Table IV.5 – Exemples de corps de nombres quartiques totalement imaginaires non
principaux admettant une classe euclidienne pour la norme. I désigne un idéal de
norme minimale. En cas d’ambiguïté, un polynôme minimal est donné ci-dessous. La
table est très certainement incomplète.
a x4 − x3 + 9x2 − 4x + 16
b x4 − x3 − 6x2 − x + 19
c x4 + x2 + 4
d x4 − 5x2 + 25
e x4 − x3 + 11x2 − 2x + 28
f x4 − x3 − 10x2 + 7x + 31
g x4 − 2x3 − 12x2 + 13x + 43
h x4 − x3 − 12x2 + 2x + 49
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n r1 , r2 hK un polynôme minimal tel queK = Qx discK M K,  I
3 3 ,0 2 x3 − x2 − 14x + 23 2 777 59
3 x3 − x2 − 30x + 64 8 281 2728
4 4 ,0 2 x4 − 17x2 + 36 21 025 516
2 ,1 2 x4 − 2x3 + 5x2 − 2x − 1 −6 848 49
3 x4 − x3 − 3x2 + 12x − 8 −27620 78
4 x4 − x3 − 2x2 + 4x − 24 −54 764 78
5 5 ,0 2 x5 − 11x3 − 9x2 + 14x + 9 4 010 276 34
3 ,1 2 x5−2x4+2x3−12x2+21x−9 −243 219 49
1 , 2 2 x5 − x4 − 2x2 + 4x − 1 41 381 49
3 x5 − 2x4 + 4x3 − 6x2 + 3x + 1 130 925 34
6 2 , 2 2 x6−2x5−x4+7x3−6x2+3x−1 1 387029 < 1
0 ,3 2 x6−3x5+3x4−x3+3x2−3x+1 −273 375 < 1
Table IV.6 – Quelques nouveaux exemples de corps de nombres K non principaux
admettant une classe euclidienne pour la norme. I est un idéal de norme minimale
de K .
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Ce chapitre contient l’article [CCL12] à paraître à l’International Journal of Num-
ber Theory.
1 Définitions et premières propriétés
1.1 Introduction
Le but de ce chapitre est d’étudier l’euclidianité des corps de quaternions. Comme
pour les corps de nombres, on peut obtenir des résultats pour le seul stathme norme
ou en toute généralité.
Dans tout ce chapitre, on considère un corps de quaternions F sur un corps de
nombres K , c’est un exemple particulier d’algèbre à division centrale de dimension 4
sur un corps de nombres K , de base 1 , i , j , k vérifiant i2 = a, j2 = b et k = i j = − ji
pour a , b éléments non nuls de K . On notera cette algèbre sous la forme F =  a ,bK .
C’est une algèbre à division si et seulement si la forme quadratique (appelée norme
réduite) définie pour x , y , z , t ∈ K par
nrdF/Kx + yi + z j + tk ··= x2 − ay2 − bz2 + abt2
109
110 V. EUCLIDIANITÉ DES CORPS DE QUATERNIONS
ne représente 0 que trivialement.
Pour x , y , z , t ∈ K , on appelle conjugué de x + yi + z j + tk l’élément de F
x + yi + z j + tk ··= x − yi− z j − tk .
Avec cette définition, on a nrdF/Kx+ yi+ z j + tk = x+ yi+ z j + tk · x + yi + z j + tk.
On définit aussi la trace réduite de x + yi + z j + tk par
trdF/Kx + yi + z j + tk ··= x + yi + z j + tk + x + yi + z j + tk = 2x ∈ K.
Les propriétés de base des corps de quaternions sont classiques et peuvent être
trouvées dans [Deu35], [Rei75] ou [Vig80]. Toutefois, la terminologie employée par ces
ouvrages n’est pas toujours identique. Nous indiquerons le cas échéant les différences.
Comme pour les corps des nombres, même si on va être amené à parler de l’eucli-
dianité de F , l’anneau sur lequel la propriété d’euclidianité va porter ne sera pas F
mais un autre défini à partir de F .
1.2 Ordres et idéaux
Nous rappelons les définitions et propriétés de base des ordres et des idéaux.
1.2.1 Définitions de bases
Définition 1.1. Un idéal I de F est un ZK -réseau complet de F , c’est-à-dire qu’il vérifie
KI = F .
Remarque 1.2. Il existe toujours au moins un idéal, on peut par exemple considérer
I = ZK + ZK i + ZK j + ZKk.
Définition 1.3. Un ordre de F est un idéal qui est aussi un sous-anneau de F .
Tout idéal I définit naturellement deux ordres appelés ordre à droite et ordre à
gauche de I et définis par
OrI = x ∈ F, Ix ⊆ I et OrI = x ∈ F, xI ⊆ I.
D’après la remarque 1.2, cela montre que tout corps de quaternions F contient au
moins un ordre.
Lemme 1.4. Tout élément x de F entier sur ZK appartient à un ordre de F .
Démonstration. On note Γ = ZK  x, c’est un sous-anneau de F contenant ZK . Soit
I un idéal (qui existe d’après la remarque 1.2), alors IΓ est un idéal car Γ est un
ZK -module de type fini. Comme Γ est un anneau, Γ ⊆ OrIΓ, donc x ∈ OrIΓ.
En fait, cela donne une caractérisation des ordres comme suit.
Proposition 1.5. Soit Γ un sous-anneau de F contenant ZK , tel que K · Γ = F et tel
que tout élément de Γ est entier sur ZK . Alors Γ est un ordre de F .
Réciproquement, tout ordre de F a ces propriétés.
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Démonstration. Notons F = ⊕4i=1Kui, avec ui ∈ Γ. Comme F est séparable sur K ,
α = dettrdF/Kuiu j16i , j64 est un élément de ZK non nul.
Soit x ∈ Γ, alors x =P4i=1 riui, où ri ∈ K . Dès lors
trdF/Kxu j = 4Q
i=1
ritrdF/Kuiu j.
Or trdF/Kxu j ∈ ZK car xu j ∈ Γ. Cela donne un système d’équations de déterminant
α 6= 0, on peut donc appliquer les règles de Cramer pour trouver que pour tout 1 6
i 6 4,
ri =
élément de ZK
α
.
Par conséquent, Γ ⊆ α−1 ·P4i=1 ZKui, ce qui montre que Γ est un ordre.
La réciproque est une conséquence facile du lemme 1.4.
Les ordres sont donc des objets naturels pour généraliser l’anneau des entiers de
K comme les entiers de F ne forment en général pas un anneau.
Exemple 1.6. Dans F = M2Q, les matrices A = 12 −31
4
1
2
 et B = 0 155 0 sont en-
tières, mais ni A + B ni AB ne le sont.
En effet, x2−x+1 et x2−1 annulent respectivement A et B, alors que les polynômes
minimaux respectifs de A + B et AB sont x2 − x + 29920 et x2 + 22920 x − 1.
Exemples 1.7. Dans Ł−1 ,−1Q , Λ1 = Z ⊕ Zi ⊕ Z j ⊕ Zk et Λ2 = Z ⊕ Zi ⊕ Z j ⊕ Z 1+i+ j+k2
sont des ordres.
Remarque 1.8. Soit Λ un ordre, alors Λ = Λ.
Démonstration. Soit λ ∈ Λ. Par définition, Λ est un ZK -module, donc trdF/Kλ ∈
ZK ⊆ Λ. Dès lors, λ = trdF/Kλ− λ ∈ Λ. Cela montre que Λ ⊆ Λ. Comme Λ est aussi
un ordre, on a l’inclusion réciproque par symétrie. Par conséquent,
Λ = Λ .
Définition 1.9. Un ordre Λ est maximal s’il n’est proprement inclus dans aucun autre
ordre.
Dans l’exemple 1.7, Λ1 ( Λ2, de sorte que Λ1 n’est pas maximal. Plus générale-
ment, le lemme de Zorn permet d’affirmer qu’un corps de quaternions admet toujours
au moins un ordre maximal (vu qu’il admet au moins un ordre).
Proposition 1.10. Tout ordre Λ est contenu dans un ordre maximal de F .
Démonstration. Notons C la collection des ordres de F contenant Λ, alors Λ ∈ C, donc
C 6= K. Soit alors Λα une suite croissante d’éléments de C. Posons Λ′ ··= Pα Λα =
∪αΛα. Alors
– Λ′ est un sous-anneau de F ,
– Λ′ ⊇ ZK ,
– K · Λ′ = F ,
– soit x ∈ Λ′, alors il existe α tel que x ∈ Λα, donc x est entier sur ZK .
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D’après la proposition 1.5, cela montre que Λ′ est un ordre. Comme Λ ⊆ Λ′, on en
déduit que Λ′ ∈ C.
Comme toute suite croissante de C admet une borne supérieure dans C, on peut
appliquer le lemme de Zorn pour en déduire que C a un élément maximal, qui est
l’ordre maximal recherché.
1.2.2 Nombres de classes et de types
Soit Λ un ordre. Deux idéaux I et J d’ordre à gauche Λ sont équivalents s’il existe
x ∈ F \ 0 tel que I = Jx. Les classes d’équivalence sont alors appelées les classes à
gauche de Λ. On peut définir de même les classes à droite de Λ. Si on suppose que Λ
est un ordre maximal, alors les nombres de classes à gauche et à droite sont finis et
égaux. De plus ce nombre ne dépend pas de Λ. Ainsi, on l’appelle nombre de classes
de F et on le note hF .
Deux ordres Λ et Λ′ sont du même type (ou encore conjugués) s’il existe x ∈ F \0
tels que Λ′ = x−1Λx. Cela définit une relation d’équivalence sur l’ensemble des ordres
maximaux de F . Le nombre de classes pour cette relation est appelé le nombre de
types, on le note tF et il vérifie tF 6 hF .
1.2.3 Caractère bilatère, intégrité, primalité des idéaux
Dans tout ce paragraphe, I désigne un idéal de F . Le but est d’énoncer un analogue
de la décomposition des idéaux fractionnaires dans les corps de nombres dans le cas
des corps de quaternions et de voir le comportement de la norme réduite avec cette
décomposition.
Définition 1.11. On appelle norme réduite de I l’idéal fractionnaire de ZK engendré
par les nrdF/Kx où x ∈ I. On le notera nrdF/KI.
Étant donné deux idéaux I et J de F quelconques, le produit IJ est défini comme
dans le cas commutatif :
IJ ··=
¢¨¨¨¦¨¨¨¤Qi , finie αiβi , αi ∈ I , βi ∈ J
£¨¨¨§¨¨¨¥ .
Comme les idéaux nrdF/KIJ et nrdF/KInrdF/KJ ne coïncident pas forcément, on
va restreindre le cadre d’étude pour voir dans quels cas on peut assurer la validité de
cette propriété.
Définition 1.12. I est bilatère si OlI = OrI ; il est dit normal si OrI et OrI sont
des ordres maximaux, entier s’il est normal et si I ⊆ OlI (ce qui équivaut à I ⊆ OrI
en ce cas).
Exemple 1.13. Soient Λ un ordre maximal et x ∈ Λ. Alors I = xΛ est un idéal entier.
En effet, son ordre à droite est Λ, tandis que son ordre à gauche est xΛx−1. Ce sont
des ordres maximaux. De plus comme x ∈ Λ, I ⊆ Λ (et I ⊆ xΛx−1).
Si I est un idéal entier d’ordre à droite Λ, alors
|Λ/I| = NK/QnrdF/KI2 .
Remarque 1.14. Par conséquent, si I et J sont deux idéaux entiers d’ordre à droite Λ
vérifiant I ⊆ J et nrdF/KI = nrdF/KJ, alors I = J.
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Définition 1.15. Un idéal premier P de Λ est un idéal bilatère, propre et entier d’ordre
à droite (et à gauche) Λ tel que pour tout couple d’idéaux entiers S, Td’ordre à droite
(et à gauche) Λ vérifiant ST ⊆ P, on a S ⊆ P ou T ⊆ P.
Remarque 1.16. Soit P est un idéal premier, alors P = P.
Démonstration. Pour tout idéal premier P d’ordre à droite et à gauche Λ, P est un
idéal premier d’ordre à droite et à gauche Λ et vérifiant P ∩ ZK = P ∩ ZK , donc,
d’après la proposition 1.17, P = P.
Proposition 1.17. Pour tout ordre maximal Λ et tout idéal premier p de ZK , il existe
un unique idéal premier P d’ordre à droite et à gauche Λ et qui contient p. On dira que
P est au-dessus de p, ce qu’on notera P|pΛ. On a ainsi le dictionnaire suivant :¢¨¨¨¨¦¨¨¨¨¤
idéaux premiers de ZK ←→ idéaux premiers de Λ
p 7−→ P | pΛ
P∩ ZK ←−[ P .
Démonstration. Voir [Rei75, Theorem 22.4 p. 191].
Proposition 1.18. Soit Λ un ordre maximal. Tout idéal bilatère I d’ordre à droite (et
à gauche) Λ se décompose en un produit
I = P1 · · ·Pl ,
où les Pi sont des idéaux premiers d’ordre à droite (et à gauche) Λ.
Démonstration. Voir [Rei75, Theorem 22.10 p. 193].
1.2.4 Idéaux maximaux
Étant donné un ordremaximal Λ, les idéaux premiers d’ordre à droite (et à gauche)
Λ sont maximaux pour l’inclusion parmi les idéaux bilatères d’ordre à droite et à
gauche Λ. Dans ce paragraphe, on ne se restreint plus aux idéaux bilatères.
Définition 1.19. Un idéal maximal M est un idéal entier propre qui est maximal en
tant qu’idéal à droite de son ordre à droite OrM. En ce cas, il est aussi maximal dans
son ordre à gauche OlM.
Remarque 1.20. Vignéras ([Vig80]) parle d’idéaux irréductibles.
Proposition 1.21. Pour tout idéal maximalM d’ordre (maximal) à droite Λ, il existe
un unique idéal premier P tel que P ⊆M : c’est l’annulateur deM défini par P = x ∈
Λ , Λx ⊆M.
On a de plus M∩ ZK = P∩ ZK = p et nrdF/KM = p.
Démonstration. voir Reiner ([Rei75, Theorem 22.14 p. 195 et Theorem 24.13 p. 215]).
Définition 1.22. Soient I1 , . . . , Il des idéaux de F . On dit que I1 · · · Il est un produit
cohérent si pour tout 1 6 i 6 l − 1, OrIi = OlIi+1.
Remarque 1.23. Reiner ([Rei75]) parle de « proper product ».
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Théorème 1.24. Tout idéal I entier propre de F admet une décomposition en produit
cohérent d’idéaux maximaux de la forme I =M1 · · ·Ml, avec OlI = OlM1 et OrI =
OrMl. On a alors
nrdF/KI = nrdF/KM1 · · ·nrdF/KMl.
Démonstration. L’existence d’une décomposition de I en produit cohérent est une pro-
priété classique (cf. [Rei75, Theorem 22.18 p. 196]). La conséquence sur les normes
réduites est aussi bien connue, mais faute de référence précise dès que l > 2, nous
allons la démontrer par récurrence sur l.
Pour l = 2, c’est [Rei75, Theorem 24.11].
Soit l > 2, on considère le produit cohérent I = M1 · · ·Ml de l idéaux maximaux.
Alors OrM1 · · ·Ml−1 ⊇ OrMl−1 qui est un ordre maximal, donc OrM1 · · ·Ml−1 =
OrMl−1. Or I est un produit cohérent, donc OlMl = OrM1 · · ·Ml−1. Ainsi, I est
le produit cohérent des deux idéaux M1 · · ·Ml−1 et Ml. Comme la propriété est vraie
pour l = 2, cela implique que nrdF/KI = nrdF/KM1 · · ·Ml−1nrdF/KMl et par hy-
pothèse de récurrence appliquée à M1 · · ·Ml−1, on en déduit que
nrdF/KI = nrdF/KM1 · · ·nrdF/KMl.
1.3 Ramification
1.3.1 Définitions générales
Soient ν une place de K et Kν la complétion de K en ν.
Définition 1.25. On dit que ν est ramifiée dans F si Fν = F⊗K Kν est un corps gauche.
Signalons au passage qu’il existe un outil pour calculer la ramification.
Proposition 1.26. Si F =  a ,bK , alors ν est ramifiée dans F si et seulement si le
symbole de Hilbert a , bKν vaut −1.
On peut se rapporter à [Vig80] pour plus de détails.
Le théorème suivant résume les propriétés les plus importantes de la ramification
dans les corps de quaternions.
Théorème 1.27. Une place infinie ramifiée dans F est nécessairement réelle. De plus
l’ensemble des places (finies et infinies) ramifiées dans F est fini, non vide et de cardinal
pair. Il caractérise F à isomorphisme de K -algèbres près.
Démonstration. Le fait que toute place infinie ramifiée est réelle est une conséquence
du théorème de Frobenius (voir [Per97] par exemple). Pour la parité du nombre de
places ramifiées, on peut se rapporter à [Vig80, Propriété II p. 75]. Pour les caracté-
risations par la ramification, voir [Rei75, paragraphe 32].
Définition 1.28. On dit que le corps de quaternions F est défini s’il admet une place
infinie ramifiée, totalement défini si toutes les places infinies sont ramifiées, indéfini
s’il admet une place infinie non ramifiée, totalement indéfini si aucune place infinie
n’est ramifiée dans F .
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Remarque 1.29. Si F est un corps de quaternions totalement défini sur K , alors K est
nécessairement totalement réel et le nombre de places finies ramifiées a même parité
que le degré de K .
Définition 1.30. On appelle discriminant réduit de F le produit des places finies ra-
mifiées de F .
Ainsi, si F est totalement défini ou indéfini, le discriminant réduit de F caractérise
totalement la ramification de F , donc F à isomorphisme de K -algèbres près.
1.3.2 Ramification et idéaux
Proposition 1.31. Si p est une place finie ramifiée dans F , alors l’idéal premier P
au-dessus de p est maximal et pΛ = P2.
Démonstration. Voir [Rei75, Theorem 22.14 pp. 194–195].
Proposition 1.32. Si p est ramifié et Λ est un ordremaximal de F , alors l’idéal premier
P d’ordre à droite Λ et contenant p est maximal. De plus c’est l’unique idéal maximal
d’ordre à droite Λ contenant p.
Démonstration. Comme p est ramifié, pΛ = P2. Par conséquent, nrdF/KP = p =
nrdF/KM si on note M un idéal maximal (d’ordre à droite Λ) contenant P. D’après
la remarque 1.14, M = P et P est en fait maximal.
Par ailleurs, P est l’unique idéal maximal d’ordre à droite Λ contenant p car p dé-
termine un unique idéal premier P d’ordre à droite Λ. Tout idéal maximal M conte-
nant p contient donc P et on vient de voir qu’on peut en déduire que M = P.
1.4 Unités dans le cas totalement défini
On suppose que F est totalement défini de nombre de classes hF = 1. On considère
un ordre maximal Λ de F .
Définition 1.33. On note Λ× le groupe des unités de Λ et Λ1 le groupe des unités de
norme réduite 1 de Λ.
Lemme 1.34. Le groupe Λ1 est fini, l’indice  Λ× : Λ1Z×K vaut 1, 2 ou 4.
Démonstration. Voir [Vig80, pp. 139–140].
On en déduit facilement que l’indice  Λ× : Z×K est fini. On va maintenant donner
une formule pour calculer cet indice.
Définition 1.35. On note ζK la fonction ζ de Dedekind K , elle est définie pour Res > 1
par
ζKs = Q
0 6=I⊆ZK
1NIs .
Théorème 1.36 (Ecke). La fonction ζK admet un prolongement analytique au plan
complexe en une fonction méromorphe qui admet un unique pôle simple en s = 1.
En fait, on va seulement s’intéresser aux valeurs de ζK en −1 et 2 pour décrire des
propriétés de Λ×. Ces valeurs sont liées par la relation suivante.
116 V. EUCLIDIANITÉ DES CORPS DE QUATERNIONS
Lemme 1.37. Si K est totalement réel, alors
ζK−1 = |discK | 32 −2]2− K :QζK2.
Démonstration. Il s’agit simplement d’utiliser l’équation fonctionnelle de la fonction
ζK (voir par exemple [Nar74, Theorem 7.1, p. 296]).
Proposition 1.38 (formule de masse d’Eichler). Soient F un corps de quaternions
totalement défini sur un corps de nombres K de discriminant réduit D et de nombre
de classes hF = 1 et Λ un ordre maximal de F , alors
1 Λ× : Z×K = 21− K :Q |ζK−1|Mp|D Np − 1.
Démonstration. La preuve originelle peut être lue dans un article d’Eichler [Eic37],
mais une version plus générale est énoncée dans [Vig80, corollaire 2.3, p. 142].
1.5 Le cas du nombre de classes 1
Dans ce paragraphe, on suppose que hF = 1. On considère un ordre maximal Λ.
1.5.1 Éléments irréductibles et idéaux maximaux
Le fait que le nombre de classes soit égal à 1 permet de raisonner avec les élé-
ments plutôt qu’avec les idéaux. Nous reprenons ici la terminologie et les résultats de
Deuring ([Deu35]).
Définition 1.39. Soit p ∈ Λ. On dit que p est irréductible si p = qr, avec q , r ∈ Λ
implique que q ∈ Λ× ou r ∈ Λ×.
Proposition 1.40. Soit p ∈ Λ, alors p est irréductible si et seulement si Λp est un
idéal maximal, si et seulement si pΛ est un idéal maximal.
Démonstration. Voir [Deu35, p. 92].
On peut alors reformuler la décomposition des idéaux entiers en produit d’idéaux
maximaux avec ce vocabulaire.
Corollaire 1.41. Tout élément a de Λ est produit d’éléments irréductibles pi de Λ.
Les pi ne sont pas uniques, mais les idéaux premiers pi de ZK en dessous des idéaux
maximaux Λpi sont uniques à l’ordre près.
1.5.2 Idéaux normaux
Nous allons à présent décrire une autre propriété agréable du cas principal : pour
vérifier qu’un idéal est normal, il suffit de considérer son ordre à droite ou son ordre
à gauche.
Proposition 1.42. Si hF = 1, alors un idéal I est normal si et seulement si OlI ou
OrI est maximal,
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Démonstration. Notons Λ = OlI. Comme hF = 1, il existe h ∈ F× tel que I = Λh.
Ainsi, OrI = h−1Λh est conjugué à Λ. Donc OrI est maximal si et seulement si
Λ = OlI l’est.
Corollaire 1.43. Soient F un corps de quaternions tel que hF = 1 et Λ un ordre
maximal de F . Pour tout idéal entier I d’ordre à droite Λ et tout b ∈ Λ, I + bΛ est un
idéal entier d’ordre à droite Λ.
Démonstration. L’ordre à droite de I + bΛ contient Λ, qui est maximal, donc c’est Λ.
Ainsi, d’après la proposition 1.42, I+ bΛ est normal ; comme I+ bΛ ⊆ Λ, on en déduit
qu’il est entier.
Proposition 1.44. Soient F un corps de quaternions tel que hF = 1, Λ un ordre
maximal,M un idéal maximal d’ordre à droite OrM = Λ et d’ordre à gauche OlM =
Λ′ , x ∈ Λ′ et y ∈ Λ tels que xy ∈M. Alors x ∈M ou y ∈M.
Démonstration. Si y /∈M, alorsM+ yΛ est un idéal entier d’ordre à droite Λ (d’après
le corollaire 1.43) et contenant strictement M. Comme M est maximal, cela implique
M + yΛ = Λ. Par conséquent, il existe m ∈M et λ ∈ Λ tels que
1 = m+ yλ .
Ainsi, x = xm+ xyλ. Or xm ∈ Λ′M =M et xyλ ∈MΛ =M. Cela montre que x ∈M,
comme désiré.
Corollaire 1.45. Soient F un corps de quaternions tel que hF = 1 et Λ un ordre
maximal de F . Si p est un premier ramifié et x ∈ Λ vérifie nrdF/Kx ∈ p, alors x ∈ P,
oùP est l’unique idéal premier et maximal d’ordre à droite Λ qui contient p. Si de plus
nrdF/KxZK = p, alors xΛ = P.
Démonstration. Par hypothèse, xx ∈ P, qui est un idéal maximal d’après la proposi-
tion 1.32. Donc d’après la proposition 1.44, x ∈ P ou x ∈ P. Dans le second cas, x ∈ P.
Or P est bilatère, donc d’après la remarque 1.16, P = P. Par conséquent, x ∈ P dans
tous les cas.
Enfin, si nrdF/KxZK = p, alors d’après ce qui précède xΛ ⊆ P. Donc, d’après la
remarque 1.14, on a même l’égalité xΛ = P.
1.5.3 Finitude
Proposition 1.46. Étant donné un corps de nombres K , il ne peut exister qu’un nombre
fini de corps de quaternions F totalement définis sur K de nombre de classes hF = 1.
Démonstration. C’est une conséquence de la formule de masse d’Eichler. Soit en ef-
fet un tel corps de quaternions F , on note q le premier (fini) ramifié de F de norme
maximale. D’après la proposition 1.38,
Nq − 1 6 M
p|discF
Np − 1 = 2 K :Q−1 Λ× : Z×K|ζK−1| 6 2
 K :Q−1
|ζK−1| .
Le corps K étant fixé, cela ne laisse qu’un nombre fini de possibilités pour Nq, donc
pour q et donc pour la ramification de F , qui caractérise F (d’après le théorème 1.27).
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2 Euclidianité des corps de quaternions
Soit F un corps de quaternions sur un corps K , soit Λ un ordre de F . On s’intéresse
à l’euclidianité à droite ou à gauche de l’anneau Λ.
2.1 Pour un stathme quelconque
Définition 2.1. On dit que Λ est euclidien à droite (par rapport au stathme à droite
ϕ : Λ −→ N) si pour tous éléments a , b de Λ, avec b 6= 0, il existe c ∈ Λ tel que
ϕa− bc < ϕb. (V.1)
En remplaçant bc par cb dans (V.1), on obtient la définition de l’euclidianité à
gauche (et d’un stathme à gauche). Le fait que l’on considère des stathmes à valeurs
dans N et pas dans un ensemble bien ordonné quelconque n’est pas une restriction
d’après le corollaire 2.6 du chapitre III (p. 70). En effet, pour tout b ∈ Λ \ 0, Λ/bΛ
est fini, de cardinal RRRRRNK/Q nrdF/KbRRRRR2.
Proposition 2.2. Soit Λ un ordre, alors Λ est euclidien à droite si et seulement s’il est
euclidien à gauche.
Démonstration. Soit ϕ : Λ −→ N un stathme à droite. D’après la remarque 1.8, Λ =
Λ, on peut donc définir ψ :  Λ −→ Nx 7−→ ϕx . Alors pour tous a , b ∈ Λ, avec b 6= 0, il
existe c ∈ Λ tel que ϕa−bc < ϕb. Or ϕa−bc = ϕa− cb = ψa−cb et ϕb = ψb.
Cela montre que ψ est un stathme à gauche, donc que Λ est euclidien à gauche.
On peut donc à présent parler d’ordre euclidien sans préciser à droite ou à gauche.
Proposition 2.3. Si Λ est un ordre euclidien, alors Λ est un ordre maximal.
Démonstration. S’il est euclidien, alors il est euclidien à droite et on peut considérer
un stathme à droite ϕ : Λ −→ N. On considère un ordre Λ′ qui contient Λ. Alors Λ
et Λ′ sont des Z-modules de type fini, donc d’après le théorème de la base adaptée, il
existe d ∈ Z \ 0 tel que dΛ′ ⊆ Λ. On choisit b ∈ Λ \ 0 tel que
ϕb = min ϕd , d ∈ Λ \ 0 , dΛ′ ⊆ Λ .
Soit alors a ∈ Λ′, comme ba ∈ Λ, b ∈ Λ \ 0, on peut faire la division euclidienne (à
droite) de ba par b : il existe c ∈ Λ tel que
ϕba− bc < ϕb.
Or ba − bc ∈ Λ et ba − bcΛ′ = ba − cΛ′ ⊆ bΛ′ ⊆ Λ. Donc par définition de b,
ba− bc = 0, d’où a = c. Cela montre que a = c ∈ Λ. Ainsi, Λ′ = Λ.
Proposition 2.4. Si Λ est un ordre euclidien, alors le nombre de classes hF de F est
1.
Démonstration. La preuve est la même que dans le cas commutatif. Notons ϕ : Λ −→
N un stathme euclidien à droite. Il suffit alors de prouver que tout idéal I d’ordre à
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droite Λ est principal. Quitte à remplacer I par yI pour un certain y ∈ F \ 0, on
peut supposer que I ⊆ Λ. Soit alors b ∈ I \ 0 tel que
ϕb = minϕx , x ∈ I.
Soit alors a ∈ I, on fait la division euclidienne de a par b via ϕ : il existe q ∈ Λ tel que
ϕa− bq < ϕb.
Or bΛ ⊆ I, donc a − bq ∈ I. Par définition de b, cela implique que a = bq. Ainsi,
I = bΛ.
Proposition 2.5. Si Λ est un ordre maximal euclidien, alors tout ordre maximal est
euclidien.
Démonstration. Comme F a nombre de classes hF = 1 (d’après la proposition 2.4),
son nombre de types est aussi tF = 1. Soit Λ′ un ordre maximal. Alors Λ′ et Λ sont
conjugués, c’est-à-dire qu’il existe x ∈ F \ 0 tel que Λ′ = x−1Λx. Cela permet de
définir l’application
ϕ′ :  Λ′ −→ Nu 7−→ ϕuxu−1 .
Soient alors a′, b′ ∈ Λ, b′ 6= 0. On peut faire la division euclidienne de ua′u−1 par
ub′u−1 via ϕ : il existe q ∈ Λ tel que
ϕua′u−1 − ub′u−1q < ϕub′u−1. (V.2)
Or ua′u−1 − ub′u−1q = ua′ − b′u−1quu−1, de sorte que (V.2) se récrit
ϕ′a′ − b′q′ < ϕ′b′ ,
en notant q′ = u−1qu ∈ Λ′. Cela montre que ϕ′ est un stathme euclidien à droite pour
Λ′.
Cela permet de donner la définition suivante.
Définition 2.6. Soit F un corps de quaternions. On dit que F est euclidien s’il admet
un ordre euclidien.
Ainsi, F est euclidien si et seulement s’il admet un ordre maximal euclidien, ce qui
équivaut au fait que tout ordre maximal est euclidien. Par conséquent, pour prouver
la propriété d’euclidianité ou de non euclidianité de F , il suffit de considérer un ordre
maximal Λ de F et de prouver que Λ est euclidien ou non.
2.2 Pour la norme
Définition 2.7. On dit que Λ est euclidien pour la norme à droite si l’application N =RRRRRNK/Q ◦ nrdF/K RRRRR est un stathme euclidien à droite.
Rappelons qu’un ordre qui est euclidien pour la norme est nécessairement maxi-
mal d’après la proposition 2.3. Par ailleurs, comme pour l’euclidianité en général, il
n’y a pas vraiment lieu de parler d’euclidianité à droite ou à gauche pour la norme.
En effet, un ordre est euclidien à droite pour la norme si et seulement s’il est eucli-
dien à gauche pour la norme. Pour s’en convaincre, on pourra relire la preuve de la
proposition 2.2 en remarquant que ψ = ϕ = N comme la norme est inchangée par
conjugaison.
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Exemple 2.8. Dans Ł−1 ,−1Q , l’ordre maximal Λ = Z+Zi+Z j +Z 1+i+ j+k2 est euclidien
pour la norme.
Comme dans le cas général, on a la propriété suivante.
Proposition 2.9. Si Λ est un ordre maximal euclidien pour la norme, alors tout ordre
maximal est euclidien pour la norme.
Démonstration. Rappelons que comme Λ est euclidien, son nombre de types est tF =
1. Pour tout x ∈ F \ 0, la norme réduite nrdF/K est invariante par la conjugaison F −→ Fa 7−→ x−1ax . Par conséquent, dans la preuve de la proposition 2.5, en notant
ϕ = RRRRRNK/Q ◦ nrdF/K RRRRR, on a ϕ′ = RRRRRNK/Q ◦ nrdF/K RRRRR, de sorte que tout ordre maximal est
euclidien pour la norme.
En conséquence, on définit l’euclidianité pour la norme d’un corps de quaternions
comme suit.
Définition 2.10. Soit F un corps de quaternions. On dit que F est euclidien pour la
norme s’il admet un ordre euclidien pour la norme. S’il existe, un tel ordre est néces-
sairement maximal.
Pour vérifier que F est euclidien (ou non) pour la norme, il suffit donc de considérer
un ordre maximal quelconque Λ et de voir si Λ est euclidien à droite (ou à gauche, si
c’est plus pratique).
2.3 Minimum euclidien
Il s’agit encore d’étudier l’euclidianité des corps de quaternions pour la norme. Il
est naturel d’étendre la définition du minimum euclidien aux corps des quaternions.
Définition 2.11. Soient Λ un ordre de F et ξ ∈ F , on appelle minimum euclidien de ξ
par rapport à Λ le nombre réel
mΛξ ··= inf
γ∈Λ
RRRRRNK/Q ◦ nrdF/Kξ − γRRRRR.
Proposition 2.12. 1. Pour tous u , v ∈ Λ×, ξ ∈ F et γ ∈ Λ, on amΛuξv−γ = mΛξ.
2. Pour tout ξ ∈ F , il existe γ ∈ Λ tel que mΛξ = RRRRRNK/Q ◦ nrdF/Kξ − γRRRRR. En parti-
culier, mΛξ ∈ Q et mΛξ = 0 si et seulement si ξ ∈ Λ.
Démonstration. C’est immédiat. Remarquons quemême si on sait qu’il existe un γ ∈ Λ
tel que mΛξ = RRRRRNK/Q ◦ nrdF/Kξ − γRRRRR, cela ne suffit pas pour calculer mΛξ.
Proposition 2.13. L’ordre Λ est euclidien pour la norme si et seulement si pour tout
ξ ∈ F , mΛξ < 1.
Démonstration. C’est une conséquence facile de la multiplicativité de NK/Q et de la
norme réduite nrdF/K . Notons que cette propriété permet aussi de montrer que les
notions d’euclidianité à droite et à gauche pour la norme coïncident.
Par ailleurs, on peut plonger F dans R4 K :Q, définir un minimum inhomogène
MΛ et appliquer la technique du paragraphe 3.3 du chapitre IV (page 88) pour prou-
ver le résultat suivant.
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Théorème 2.14. Soit F un corps de quaternions sur un corps K . Si le rang des unités
de K est strictement supérieur à 1, alors il existe ξ ∈ F tel que
MΛ = mΛξ.
En particulier MΛ est rationnel et Λ est euclidien pour la norme si et seulement si
MΛ < 1.
Pour prouver cette propriété, il suffit d’utiliser les unités de ZK . En se servant des
unités de Λ, on peut montrer que le théorème 2.14 reste vrai en supposant que K est
un corps quadratique réel et que F est totalement indéfini sur K (voir [BCC09] ou
[Cha06, Corollaire 2.3.6]).
Définition 2.15. On appelle minimum euclidien de l’ordre Λ le nombre réel
MΛ ··= sup
ξ∈F
mΛξ.
En effet, MΛ est fini car MΛ 6 MΛ. Le théorème 2.14 assure même qu’on a
l’égalité MΛ = MΛ si le rang des unités de K est strictement supérieur à 1.
Proposition 2.16. Si le nombre de types de F est tF = 1 (ce qui est vrai en particulier
si F est euclidien), alors pour tous ordres maximaux Λ et Λ′, on a MΛ = MΛ′.
Démonstration. Soient Λ et Λ′ deux ordres maximaux. Comme le nombre de types est
égal à 1, Λ et Λ′ sont conjugués, c’est-à-dire qu’il existe x ∈ F\0 tel que Λ′ = x−1Λx.
Alors pour tout ξ ∈ F , on a clairement
mΛ′ξ = inf
λ′∈Λ′
RRRRRNK/Q ◦ nrdF/Kξ − λ′RRRRR
= inf
λ∈Λ
RRRRRNK/Q ◦ nrdF/Kξ − x−1λxRRRRR
= mΛxξx−1.
Le fait que  F −→ F
ξ 7−→ xξx−1 est une bijection permet de conclure.
Remarques. – En particulier, si Λ est euclidien pour la norme, alors pour tout
ordre maximal MΛ′ = MΛ. Ainsi, si MΛ > 1, alors aucun ordre maximal
n’est euclidien pour la norme.
– Cela permet aussi de définir le minimum euclidien MF d’un corps de qua-
ternions de nombre de types 1 comme le minimum euclidien de n’importe quel
ordre maximal.
– La condition sur le nombre de types est nécessaire. En effet, pour F = Ł−1 ,−11Q ,
on peut considérer les deux ordres maximaux suivants :
 Λ = Z ⊕ iZ ⊕ i+ j2 Z ⊕ 1+k2 Z
Λ′ = Z ⊕ 1+2i+ j2 Z ⊕ 2iZ ⊕ 2−i−k4 Z
,
qui vérifient MΛ = 1811 et MΛ′ = 1611 (voir [Cha06]).
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3 Euclidianité des corps de quaternions totalement défi-
nis sur un corps de nombres
On suppose à présent que F est un corps de quaternions totalement défini sur un
corps de nombres K . D’après la remarque 1.29, cela implique que K est totalement
réel.
3.1 Finitude
Proposition 3.1. Il n’existe qu’un nombre fini de corps de quaternions totalement dé-
finis sur un corps de nombres qui sont principaux. En particulier, il n’existe qu’un
nombre fini de corps de quaternions totalement définis sur un corps de nombres qui
sont euclidiens.
Démonstration. D’après la proposition 2.4, le nombre de classes de F est hF = 1. Le
lemme 1.37 permet de « récrire » 1 la formule de masse d’Eichler (proposition 1.38)
dans le cas hF = 1 sous la forme
2|ζK2| · |discK | 322]2 K :Q =  Λ× : Z×K Mp|discFNp − 1

−1
. (V.3)
Le membre de droite de (V.3) est inférieur à 1 et ζK2 > 1, donc |discK | 32 < 2]2 K :Q2 ,
on en déduit que
|discK | 1 K :Q < ]√243 < 7 ,31 .
D’après [Voi08], cette borne implique que le nombre de K possibles est fini. Plus pré-
cisément, d’après [Voi08, Table 3], cela montre que  K : Q 6 5.
Or, d’après la proposition 1.46, à K fixé, il n’y a qu’un nombre fini de corps de
quaternions principaux sur K , cela achève la preuve.
Remarque 3.2. Ce raisonnement est un cas particulier de l’étude des ordres d’Eichler
faite par Kirschmer et Voight, voir [KV10]. Dans la paragraphe suivant, nous allons
donner leur résultat plus précis sans démonstration qui donne exactement les corps
de quaternions totalement définis sur un corps de nombres de nombres de classes
hF = 1.
3.2 Une liste plus précise de candidats
Théorème 3.3 (Kirschmer & Voight, [KV10]). Soit F un corps de quaternions totale-
ment défini sur un corps de nombres K de nombre de classes hF = 1, alors F est un
des éléments de la table V.1.
Pour être plus compact et comme les informations détaillées ne vont pas être utiles,
nous notons parfois seulement NK/QdiscF et pas discF . Même si dans la plupart des
cas, pour une de ces normes D donnée, tous les entiers d tels que NK/Qd = D sont
des valeurs possibles de discF tels que hF = 1, il existe des exceptions détaillées dans
les tables en ligne associées à l’article [KV10].
1. cette forme avec ζK2 correspond en fait davantage à l’écriture d’Eichler dans [Eic37]
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degré 2
K discF
Q√2 ZK
p2p3 = √23
p2p5 = √25
p2p7 = √21 + 2√2
p2p7 = √21 − 2√2
Q√5 ZK
p2p5 = 2√5
p2p11 = 27+√52 
p2p11 = 27−√52 
Q√13 ZK
p2p3 = 21+√132 
p2p3 = 21−√132 
Q√17 ZK
degré 3
discK NK/QdiscF
49 7
8
13
29
43
81 3
19
37
148 2
5
169 5
13
316 2
321 3
degré 1
discF
2Z
3Z
5Z
7Z
13Z
degré 4
discK discF
725 ZK
1957 ZK
2777 ZK
degré 5
discK discF
24217 p5
Table V.1 – Tous les corps de quaternions totalement définis sur un corps de nombres
de nombre de classes hF = 1 sont dans ces tables, on note pi pour un idéal premier de
norme i, avec des précisions éventuelles s’il y a ambiguïté.
3.3 Techniques et critères généraux
Pour b ∈ Λ, on note ϕb : Λ −→ Λ/bΛ la surjection canonique.
Lemme 3.4. Soit b ∈ Λ \ 0. La fonction ϕb a les propriétés suivantes.
1. Si λ ∈ Λ, alors RRRRRϕbλZ×KRRRRR 6 RRRRRϕbZ×KRRRRR.
2. Pour tout sous-ensemble T de Λ, si a , c ∈ Λ vérifient a− c ∈ bΛ, alors ϕbaT =
ϕbcT.
Démonstration. 1. Notons r = RRRRRϕbZ×KRRRRR et ui , 1 6 i 6 r un système de représen-
tants de Z×K modulo bΛ : pour tout x ∈ Z×K , il existe un unique i ∈ 1 , . . . , r
tel que x − ui ∈ bΛ. On va prouver que pour tout y ∈ λZ×K , il existe un in-
dice i ∈ 1 , . . . , r tel que y − λui ∈ bΛ, ce qui va montrer que λui , 1 6 i 6 r
contient un système de représentants de λZ×K modulo bΛ et donc l’inégalité dési-
rée. Soit y = λu, avec u ∈ Z×K . Il existe un indice i ∈ 1 , . . . , r tel que u−ui ∈ bΛ
et cela implique
uλ− uiλ = u− uiλ ∈ bΛ (V.4)
Mais u et ui sont des éléments de Z×K , donc ils commutent avec tout élément de
Λ, de sorte que (V.4) implique y − λui ∈ bΛ.
2. Un élément de ϕaT est une classe ax + bΛ, avec x ∈ T . Comme a− cx ∈ bΛ,
on a ax+bΛ = cx+bΛ ∈ ϕcT. Par conséquent ϕbaT ⊆ ϕbcT. Par symétrie,
on en déduit l’égalité.
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Soit b ∈ Λ tel que b /∈ Λ×∪ 0. L’idéal entier propre bΛ admet une décomposition
en un produit cohérent
bΛ =M1 · · ·Ml ,
où lesMi sont des idéaux entiers maximaux d’après le théorème 1.24. AlorsMi ∩ ZK
est un idéal premier pi de ZK . On note pi le premier en dessous de pi et fi le degré
résiduel de pi (de sorte que Npi = pfii ).
Proposition 3.5. Avec ces notations, soient s > 1 et v1 , . . . , vs des éléments de Λ tels
que pour tout i, vi /∈ bΛ. Si
ϕb
0∪ si=1 viΛ× = Λ/bΛ ,
alors
l
M
i=1
pfii + 1 6 s Λ× : Z×K. (V.5)
Démonstration. Posons m =  Λ× : Z×K et soit t j , 1 6 j 6 m un système de repré-
sentants de Λ× modulo Z×K , de sorte que Λ× = ∪mj=1 t jZ×K . Pour tout i ∈ 1 , . . . , s, on
a RRRRRϕbviΛ×RRRRR = RRRRRRRRRRRRR
m

j=1
ϕbvit jZ×KRRRRRRRRRRRRR .
D’après le lemme 3.4 (1), on en déduitRRRRRϕbviΛ×RRRRR 6 m RRRRRϕbZ×KRRRRR . (V.6)
Posons maintenant r = RRRRRϕbZ×KRRRRR et, comme précédemment, soit ui ∈ Z×K , 1 6 i 6
r un système de représentants de Z×K modulo bΛ. Les ensembles ui + p1 · · · pl sont
disjoints : sinon, il existerait i 6= j tels que
ui − u j ∈ p1 · · · pl ⊆M1 · · ·Ml = bΛ ,
ce qui est impossible par construction des ui. De plus pour tout i, ui /∈ p1 · · · pl car
ui ∈ Z×K . Ainsi, les ui + p1 · · · pl peuvent être considérés comme des éléments distincts
de ZK/p1 · · · pl. Comme ils sont différents de p1 · · · pl, on obtient
r 6  ZK : p1 · · · pl − 1 = lM
j=1
pf jj − 1 . (V.7)
On déduit des équations (V.6) et (V.7) que pour tout i ∈ 1 , . . . , s,
RRRRRϕbviΛ×RRRRR 6 m
l
M
j=1
pf jj − 1
 .
Par conséquent, RRRRRRRRRRRRϕb
 si=1 viΛ×
RRRRRRRRRRRR 6 sm

l
M
j=1
pf jj − 1
 . (V.8)
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Mais pour tout idéal entier I d’ordre à droite Λ, |Λ/I| = NK/QnrdF/KI2, en particu-
lier
|Λ/bΛ| = NK/QnrdF/KM1 · · ·Ml2 .
Or, d’après le théorème 1.24,
nrdF/KM1 · · ·Ml = nrdF/KM1 · · ·nrdF/KMl ,
et donc
|Λ/bΛ| = NK/QnrdF/KM12 · · ·NK/QnrdF/KMl2 .
Comme nrdF/KMi = pi et Npi = pfii , on obtient au final
|Λ/bΛ| =
l
M
i=1
p2fii . (V.9)
Or, par hypothèse, ϕb 0∪ﬃsi=1 viΛ× = Λ/bΛ, ce qui impliqueRRRRRRRRRRRRϕb
 si=1 viΛ×
RRRRRRRRRRRR = |Λ/bΛ| − 1 ,
car pour tout i, vi /∈ bΛ et donc ﬃsi=1 viΛ× ∩ bΛ =K. Ainsi, (V.9) impliqueRRRRRRRRRRRRϕb
 si=1 viΛ×
RRRRRRRRRRRR =
l
M
i=1
p2fii − 1 . (V.10)
Enfin, (V.8) et (V.10) donnent
l
M
i=1
p2fii − 1 6 sm

l
M
j=1
pf jj − 1
 ,
qui conduit au résultat.
3.4 Sur le corps des rationnels
Théorème 3.6. Soit F un corps de quaternions (totalement) défini sur Q. Alors F est
euclidien si et seulement si
F ∈ −1 ,−1Q  , −1 ,−3Q  , −2 ,−5Q   .
Dans tous ces cas, il est en fait euclidien pour la norme.
Démonstration. Soit F un corps de quaternions (totalement) défini sur Q. S’il est eu-
clidien, d’après la proposition 2.4, hF = 1. Ainsi, F appartient à la liste donnée dans
l’énoncé ou F ∈ F1 , F2 où F1 = Ł−1 ,−7Q  et F2 = Ł−2 ,−13Q . Il s’agit donc dans un
premier temps de prouver que F1 et F2 ne sont pas euclidiens.
1. Soit Λ un ordre maximal de F = F1 ou F2. On va montrer que Λ n’est pas
euclidien à droite en utilisant la construction de Motzkin : on a Λ0 = 0, Λ1 =0∪ Λ×, on va prouver que Λ2 = Λ1. Comme Λ n’est pas un corps gauche, cela
prouvera qu’il n’est pas euclidien à droite d’après le corollaire 2.8 du chapitre III
(p. 70). Par l’absurde, supposons donc que Λ est euclidien. Soit b ∈ Λ2 \ Λ1. On
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applique alors la proposition 3.5 avec s = 1 et v1 = 1 : avec les notations de la
proposition,
l
M
i=1
pi + 1 6  Λ× : Z×K. (V.11)
Pour F1 et F2, la formule de masse d’Eichler (proposition 1.38) permet de calcu-
ler  Λ× : Z×K = 2 et 1 respectivement. Par conséquent, (V.11) est impossible et
Λ2 = Λ1.
2. Il reste à prouver que les corps de quaternions donnés par l’énoncé sont eucli-
diens pour la norme. C’est une propriété très classique. On peut par exemple
l’obtenir en exhibant des ordres maximaux et en calculant leur minimum eucli-
dien (on peut se reporter à [Cha06] pour voir le détail des calculs de MΛ.
– Si F = Ł−1 ,−1Q , alors un ordre maximal est Λ = Z + Zi+ Z j + Z 1+i+ j+k2 et on
a MF = MΛ = 12 .
– Si F = Ł−1 ,−3Q , alors un ordre maximal est Λ = Z + Zi+ Z 1+ j2 + Z i+k2 et on a
MF = MΛ = 23 .
– Si F = Ł−2 ,−5Q , alors un ordremaximal est Λ = Z+Z−1+i+ j2 +Z 2−i+k4 +Z 2+3i+k4
et on a MF = MΛ = 45 .
3.5 Le cas quadratique
Théorème 3.7. Soit F un corps de quaternions totalement défini sur un corps qua-
dratique (réel) K . Alors F est euclidien si et seulement si
F ∈ Ł−1 ,−1Q√2 , Ł−1 ,−1Q√5 , Ł −1 ,−1Q√13 , Ł −1 ,−3Q√17 .
De plus tous ces corps de quaternions sont euclidiens pour la norme.
Remarque 3.8. Comme dans le cas totalement défini sur les rationnels, la situation
est analogue à celle des corps de nombres quadratiques imaginaires : les seuls cas
euclidiens sont en fait euclidiens pour la norme et on a des exemples de corps de
quaternions de nombre de classes 1 qui ne sont pas euclidiens (voir proposition 3.15).
La démarche de la preuve est la même que celle du théorème 3.6 : on utilise le fait
que le nombre de classes est 1 pour se ramener à une liste finie, puis on prouve que
les exemples donnés sont euclidiens pour la norme, enfin, pour les autres, on applique
la construction de Motzkin. Néanmoins, dans ces cas, cette étape peut s’avérer plus
technique : il sera parfois nécessaire d’aller « une étape plus loin » et de considérer Λ3.
Proposition 3.9. Les corps de quaternions F totalement définis sur un corps quadra-
tique (réel) de nombre de classes 1 sont donnés par la table V.2.
Démonstration. Voir [Vig80] ou [KV10].
Dans la suite, on va prouver que F1, F6, F10 et F13 sont euclidiens pour la norme,
puis on va montrer que les autres ne sont pas euclidiens.
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F K discF a , b
F1 Q√2 ZK −1 ,−1
F2 Q√2 p2p3 = √23 −3 ,√2 − 2
F3 Q√2 p2p5 = √25 √2 − 2 ,−5
F4 Q√2 p2p7 = √21 + 2√2 −√2 − 4 ,−1
F5 Q√2 p2p7 = √21 − 2√2 √2 − 4 ,−1
F6 Q√5 ZK −1 ,−1
F7 Q√5 p2p5 = 2√5 √5−52 ,−2
F8 Q√5 p2p11 = 27+√52  −1 , 2√5 − 8
F9 Q√5 p2p11 = 27−√52  −1 ,−2√5 − 8
F10 Q√13 ZK −1 ,−1
F11 Q√13 p2p3 = 21+√132  −1 ,−2√13− 8
F12 Q√13 p2p3 = 21−√132  −1 , 2√13− 8
F13 Q√17 ZK −1 ,−3
Table V.2 – Corps de quaternions F totalement définis sur un corps quadratique de
nombre de classes hF = 1.
Théorème 3.10 (Bayer, Cerri & Chaubert). Si F est un corps de quaternions totale-
ment défini dont aucune place finie n’est ramifiée sur un corps quadratique (réel) K
dont l’unité fondamentale est de norme −1, alors pour tout ordre maximal Λ,
discK
7552 + 3072
√
6
6 MΛ6 discK16 .
Démonstration. La preuve utilise les propriétés du réseau E8, voir [BCC09].
Corollaire 3.11. Les corps de quaternions F1, F6 et F10 sont euclidiens pour la norme.
Démonstration. C’est une conséquence immédiate du théorème 3.10. En fait, ce résul-
tat avait déjà été prouvé par Lenstra ([Len78b]).
Il manque un corps : F13 = Ł −1 ,−3Q√17. Pour l’étudier, nous allons utiliser une dé-
marche algorithmique analogue à celle du chapitre II.
On va raisonner dans un cas un peu plus général que requis : soient d > 1 un entier
sans facteur carré, a , b ∈ Q tels que a , b < 0. On considère un corps de quaternions
F =  a ,bK  totalement défini sur K = Q√d. Soit Λ un ordre maximal de F . On
suppose qu’on a une description de Λ de la forme
Λ =
4⊕
l=1
al ,1 + al ,2i + al ,3 j + al ,4kZK ,
où al ,m ∈ K pour tous 1 6 l , m 6 4. Alors F peut être écrit
F =
4⊕
l=1
al ,1 + al ,2i + al ,3 j + al ,4kK,
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ce qui donne F = Λ ⊕ ∆ pour
∆ =
4⊕
l=1
al ,1 + al ,2i + al ,3 j + al ,4kD ,
où D est un domaine fondamental de K . On peut par exemple prendre D = a +
bθ , a , b ∈  0 ,1 ∩Q, où θ = 1+√d2 si d ≡ 1 mod 4 et θ = √d sinon. Ainsi, par
Λ-périodicité de mΛ, pour prouver que F est euclidien pour la norme, il suffit d’établir
que pour tout ξ ∈ ∆, il existe un certain λ ∈ Λ tel que RRRRRNK/Q ◦ nrdF/Kξ − λRRRRR < 1. Les
ensembles Λ et ∆ peuvent être récrits sous la forme suivante :
Λ =
¢¨¨¦¨¨¤
4
Q
l=1
al ,1 zl + i
4
Q
l=1
al ,2zl + j
4
Q
l=1
al ,3zl + k
4
Q
l=1
al ,4zl ; xl , yl ∈ Z
£¨¨§¨¨¥ ,
∆ =
¢¨¨¦¨¨¤
4
Q
l=1
al ,1 zl + i
4
Q
l=1
al ,2zl + j
4
Q
l=1
al ,3zl + k
4
Q
l=1
al ,4zl ; xl , yl ∈ Q ∩  0 , 1 £¨¨§¨¨¥ ,
où zl = xl + ylθ. Clairement, Λ et ∆ sont isomorphes à Z8 et  0 ,1 ∩Q8 respecti-
vement. On va plonger ces deux ensembles dans R8. Pour ce faire, notons [ le Q-
isomorphisme non trivial de K (défini par [√d = −√d). On considère la matrice
M ∈M8R définie par
M =

a1 ,1 a1 ,1θ a2 ,1 a2 ,1θ a3 ,1 a3 ,1θ a4 ,1 a4 ,1θ
[a1 ,1 [a1 ,1θ [a2 ,1 [a2 ,1θ [a3 ,1 [a3 ,1θ [a4 ,1 [a4 ,1θ
a1 ,2 a1 ,2θ a2 ,2 a2 ,2θ a3 ,2 a3 ,2θ a4 ,2 a4 ,2θ
[a1 ,2 [a1 ,2θ [a2 ,2 [a2 ,2θ [a3 ,2 [a3 ,2θ [a4 ,2 [a4 ,2θ
a1 ,3 a1 ,3θ a2 ,3 a2 ,3θ a3 ,3 a3 ,3θ a4 ,3 a4 ,3θ
[a1 ,3 [a1 ,3θ [a2 ,3 [a2 ,3θ [a3 ,3 [a3 ,3θ [a4 ,3 [a4 ,3θ
a1 ,4 a1 ,4θ a2 ,4 a2 ,4θ a3 ,4 a3 ,4θ a4 ,4 a4 ,4θ
[a1 ,4 [a1 ,4θ [a2 ,4 [a2 ,4θ [a3 ,4 [a3 ,4θ [a4 ,4 [a4 ,4θ

,
ce qui permet d’identifier Λ à M · Z8 et ∆ à M · Q ∩  0 ,1 8. Comme pour les corps
de nombres, on considère un découpage-recouvrement de ∆ = M ·  0 ,18 par des
parallélotopes dont les faces sont orthogonales aux axes canoniques de R8 : un tel
parallélotope est défini par
P = ul16l68 ∈ R8 , |ul − Cl| ≤ hl ,
où C = cl16l68 est le centre du parallélotope et 0 < hl pour tout 1 6 l 6 8. Pour prou-
ver que F est euclidien pour la norme, il suffit de montrer que pour tout parallélotope
P du découpage-recouvrement, il existe λ ∈ Λ tel que
pour tout u ∈ P , RRRRRNK/QnrdF/Ku− λRRRRR < 1 . (V.12)
Dans ce cas, on dit queP est absorbé par λ. Mais grâce à notre identification, la normeRRRRRNK/Q ◦ nrdF/K RRRRR peut être écrite sous la forme
Nt = t21 − at23 − bt25 + abt27t22 − at24 − bt26 + abt28.
Donc pour s’assurer que la condition (V.12) est vérifiée, il suffit d’établir que
AP , λ · BP , λ < 1 , (V.13)
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où
AP , λ = |C1 − λ1 |+ h12− a|C3− λ3|+ h32− b|C5− λ5|+ h52+ ab|C7− λ7|+ h72
et
BP , λ = |C2− λ2|+ h22− a|C4− λ4|+ h42−b|C6− λ6|+ h62+ ab|C8− λ8|+ h82 .
Notons au passage que la condition (V.13) est optimale : comme a , b < 0, pour tout
u ∈ P, on a
Nu− λ ≤ AP , λ · BP , λ
et il existe un sommet V de P tel que
NV − λ = AP , λ · BP , λ.
Il suffit ainsi de trouver pour chaque P du découpage-recouvrement un élément
λ appartenant à une liste précalculée S d’éléments de Λ. En pratique, si certains
parallélotopes ne sont pas absorbés, on peut découper chacun d’entre eux en 28 pa-
rallélotopes plus petits et appliquer à nouveau le test d’absorption. L’algorithme 3.1
décrit plus précisément cette procédure.
Algorithme 3.1 Test d’absorption pour F
Entrée : une borne B, un réel k
Sortie : si vrai, alors MΛ < k
1: Calculer la liste S = M · X , Xi ∈ Z∩ − B, B pour tout i.
2: Définir un découpage-recouvrement de ∆ par des parallélotopes. On note T l’en-
semble de ces parallélotopes.
3: Pour tout P ∈ T , chercher λ ∈ S qui absorbe P pour k (remplacer 1 par k dans
(V.13)). Si un tel λ existe, supprimer P de T .
4: Si T =K, renvoyer vrai.
5: Sinon, couper chaque P de T en 28 parallélotopes et remplacer T par la liste de
ces parallélotopes plus petits. Aller à l’étape 3.
Remarque 3.12. Il ne s’agit pas à proprement parler d’un algorithme vu que la ter-
minaison n’est pas garantie (en particulier l’algorithme 3.1 ne peut pas terminer dès
que MΛ> k et même si MΛ < k, on ne peut assurer sa terminaison), néanmoins,
nous allons pouvoir l’exploiter pour montrer que MΛ < k.
Proposition 3.13. Le corps de quaternions F = Ł −1 ,−3Q√17 est euclidien pour la norme.
Démonstration. On applique l’algorithme 3.1 avec B = 5 et k = 0 ,91 et en découpant
en 60 dans chaque direction. Après deux passages à l’étape 3, tous les parallélotopes
sont absorbés. Par conséquent, MΛ < 1 et F est euclidien pour la norme.
Il s’agit à présent de montrer que les autres candidats de la table V.2 ne sont pas
euclidiens.
Lemme 3.14. Pour F corps de quaternions de la table V.2, l’indice  Λ× : Z×K prend
les valeurs suivantes :
–  Λ× : Z×K = 1 pour F = F3,
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–  Λ× : Z×K = 2 pour F = F8, F9, F11 et F12,
–  Λ× : Z×K = 3 pour F = F2,
–  Λ× : Z×K = 4 pour F = F4 et F5,
–  Λ× : Z×K = 5 pour F7.
Démonstration. C’est une application de la formule de masse d’Eichler (proposition
1.38).
Proposition 3.15. Les corps de quaternions Fi de la table V.2 ne sont pas euclidiens
pour i ∈ 2 ,3 ,4 , 5 ,7 ,8 , 9 ,11 ,12.
Démonstration. Soit Λ un ordre maximal de Fi. On suppose que Λ est euclidien. Cela
implique que Λ1 = 0 ∪ Λ× ( Λ2 et si Λ2 6= Λ, alors Λ2 ( Λ3. On distingue quatre
cas.
Cas 1 : i ∈ 3 ,8 , 9 ,11 ,12. Comme Λ n’est pas un corps, Λ1 ( Λ2, soit donc
b /∈ 0∪ Λ× tel que
ϕb0∪ Λ× = Λ/bΛ .
Comme b /∈ Λ× et 1 /∈ bΛ, on peut appliquer la proposition 3.5 avec s = 1 et v1 = 1, ce
qui donne
l
M
i=1
pfii + 1 6  Λ× : Z×K ,
avec les notations de la proposition 3.5. Mais Lli=1 p
fi
i + 1 > 3 >  Λ× : Z×K, ce qui
donne une contradiction. Ainsi, Λ n’est pas euclidien.
Cas 2 : i ∈ 4 , 5. Comme dans le cas 1, il existe b /∈ 0∪ Λ× tel que
ϕb0∪ Λ× = Λ/bΛ .
Dans ce cas,  Λ× : Z×K = 4 et la proposition 3.5 implique que l = 1, de sorte que
bΛ = M est un idéal entier maximal. Si on note p = M ∩ ZK et p le premier en
dessous de p, alors la proposition 3.5 se récrit
pf 6 3 ,
où f est le degré résiduel de p. Comme 3 est inerte dans K = Q√2, la seule possibilité
est p = 2 et p =
√
2ZK .
Si F = F4, alors un ordre maximal de F est
Λ = ZK ⊕ iZK ⊕ 1 +
√
2 +
√
2i + j
2 ZK ⊕
√2 + 1i + k
2 ZK ,
où i2 = −√2−4 et j2 = −1. On peut calculer Λ×/Z×K et trouver que ses quatre éléments
sont les classes suivantes :
Z×K , jZ×K , −
√
2
2 1 + jZ×K et
√
2
2 1 − jZ×K .
Or
j − 1 = √2√21 +
√
2 +
√
2i + j
2 − i− 1 −
√
2
 ∈ √2Λ ⊆M = bΛ
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et √
2
2 1 + j+
√
2
2 1 − j = √2 ∈ √2Λ ⊆M = bΛ .
D’après le lemme 3.4 (2), ces relations impliquent que
ϕbΛ× ⊆ ϕbZ×K ϕb 
√
2
2 1 − jZ×K ,
et le lemme 3.4 (1) nous permet alors d’écrireRRRRRϕbΛ×RRRRR 6 2 RRRRRϕbZ×KRRRRR .
Mais (V.7) montre que RRRRRϕbZ×KRRRRR 6 21 − 1 = 1, ce qui donne RRRRRϕbZ×KRRRRR 6 2. D’une part,
cela implique RRRRRϕb0∪ Λ×RRRRR 6 3 ,
mais d’autre part, (V.9) donne en ce cas
|Λ/bΛ| = p2f = 4 ,
ce qui contredit ϕb0∪ Λ× = Λ/bΛ et montre que Λ n’est pas euclidien.
La preuve est analogue pour F = F5.
Cas 3 : i = 2. Dans ce cas,  Λ× : Z×K = 3. Comme précédemment, il existe b /∈0∪ Λ× tel que
ϕb0∪ Λ× = Λ/bΛ .
En appliquant la proposition 3.5, on trouve l = 1, bΛ =M est un idéal entier maximal
et p =M∩ZK est l’idéal premier
√
2ZK au-dessus de 2. De plus d’après la proposition
1.32,M est l’unique idéal maximal contenant
√
2ZK . Remarquons que si c /∈ 0∪Λ×
vérifie ϕc0 ∪ Λ× = Λ/cΛ, alors cΛ = M = bΛ et c ∈ bΛ×. Réciproquement, si
c ∈ bΛ×, alors cΛ = bΛ, ϕc = ϕb et ϕc0∪ Λ× = Λ/cΛ. Cela implique que
Λ2 = 0∪ Λ× ∪ bΛ× .
Comme 2 Λ2 6= Λ, on a Λ2 ( Λ3 et il existe un certain d ∈ Λ tel que
d /∈ 0∪ Λ× ∪ bΛ× (V.14)
et
ϕd0∪ Λ× ∪ bΛ× = Λ/dΛ .
Clairement, (V.14) implique que 1 /∈ dΛ. Supposons que b ∈ dΛ. Alors bΛ ⊆ dΛ, et
par maximalité de bΛ =M, on a soit dΛ = Λ, soit dΛ = bΛ. Cela implique d ∈ Λ× ou
d ∈ bΛ×, ce qui est faux. Par conséquent, b /∈ dΛ, et on peut appliquer la proposition
3.5 avec s = 2, v1 = 1, v2 = b. Avec les notations de la proposition, on obtient
l
M
i=1
pfii + 1 6 6 .
Mais 3 et 5 sont inertes dans K = Q√2 et la seule possibilité est encore l = 1, p1 = 2.
Par unicité de M, cela implique dΛ =M = bΛ, donc d ∈ bΛ×, ce qui est absurde.
2. Dans le cas contraire, NK/QnrdF/KΛ serait fini, mais il contient N2K/QZK
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Cas 4 : i = 7. Pour traiter ce cas, on a besoin de spécifier Λ. Nous prenons l’ordre
maximal suivant de F7 :
Λ = ZK ⊕
√
5+1
2 + i
2 ZK ⊕ jZK ⊕
√
5+1
2 j + k
2 ZK ,
avec i2 =
√
5−5
2 et j2 = −2. En ce cas,  Λ× : Z×K = 5, mais nous allons aussi avoir
besoin d’une description plus précise de Λ×/Z×K : ses cinq éléments sont les classes
αiZ×K , où les αi (1 6 i 6 5) sont respectivement
1 , −
√
5 + 1 − √5 + 1i
4 ,
√
5 − 1 − √5 + 1i
4 ,
−√5 − 1 + 2i
4 ,
√
5 + 1 + 2i
4 ,
de sorte que
Λ× =
5

i=1
αiZ×K et jΛ× =
5

i=1
jαiZ×K .
Comme précédemment, il doit exister b /∈ 0 ∪ Λ× tel que ϕb0 ∪ Λ× = Λ/bΛ.
En appliquant la proposition 3.5 et en remarquant que 3 est inerte dans ZK , on ob-
tient (avec les notations de la proposition) l = 1, bΛ = M, où M est l’unique idéal
entier maximal contenant l’idéal premier 2ZK (voir proposition 1.32). Avec le même
raisonnement que dans le cas précédent, cela donne une description explicite de Λ2 :
Λ2 = 0∪ Λ× ∪ jΛ× .
À nouveau, Λ2 ( Λ et il existe un certain d ∈ Λ tel que
d /∈ 0∪ Λ× ∪ jΛ× (V.15)
et
ϕd0∪ Λ× ∪ jΛ× = Λ/dΛ .
Comme dans le cas 3, on voit que 1, j /∈ dΛ et on peut appliquer la proposition 3.5
avec s1 = 2, v1 = 1 et v2 = j . Avec les notations de la proposition, on obtient
l
M
i=1
pfii + 1 6 10 ,
et les seules possibilités sont l = 1 et p1 = 2 (avec f1 = 2), l = 1 et p1 = 3 (avec f1 = 2)
ou l = 1 et p1 = 5 (avec f1 = 1). Analysons ces trois sous-cas, en notant p = p1.
Sous-cas 1 : p = 2. Par unicité de M = jΛ, ce cas mène à une contradiction.
Sous-cas 2 : p = 3. On a alors dΛ = N, où N est un idéal entier maximal 3 tel que
N ∩ ZK = 3ZK . Comme cela sera utile pour la suite, remarquons qu’on peut
déduire des valeurs des αi ou de l’égalité jΛ = Λ j la propriété
jΛ× = Λ× j. (V.16)
Comme ϕdΛ2 = Λ/dΛ, il existe λ2 ∈ Λ2 tel que j + 1 + dΛ = λ2 + dΛ. Alors
λ2 = j + 1 − dλ pour un certain λ ∈ Λ. Mais λ2 ∈ Λ2, de sorte que λ2 = 0 ou
λ2 ∈ Λ× ou λ2 ∈ jΛ×. Nous allons prouver que dans chacun de ces trois cas, il
existe ε ∈ Λ× tel que
j − ε ∈ dΛ . (V.17)
3. Un tel idéal maximal n’est pas nécessairement unique car 3 n’est pas ramifié.
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– Dans le premier cas, λ2 = 0 implique j + 1 = dλ et on peut prendre ε = −1.
– Analysons le deuxième cas où λ2 ∈ Λ×. On a λ2j − 1 = −3 − dλj − 1 et,
comme 3 ∈ N = dΛ et j − 1 ∈ Λ,
λ2j − 1 ∈ dΛ . (V.18)
Mais λ2j − 1 = λ2 j − λ2 = jα − λ2 pour un certain α ∈ Λ× d’après (V.16).
Cela implique λ2j − 1α−1 = j − λ2α−1 et on déduit de (V.18) que
j − λ2α−1 ∈ dΛ .
On peut donc prendre ε = λ2α−1 ∈ Λ×.
– En ce cas, λ2 ∈ jΛ×, donc, d’après (V.16), il existe α, β ∈ Λ× tels que λ2 =
jα = β j . Comme précédemment, λ2j − 1 = −3 − dλj − 1 ∈ dΛ. Mais
λ2j − 1 = β jj − 1 = −2β − β j = −3β + β − jα, ce qui implique que
jα − β ∈ dΛ. Par conséquent,
j − βα−1 ∈ dΛ ,
et on peut prendre ε = βα−1.
Cela prouve (V.17), on en déduit en utilisant le lemme 3.4 (2) que ϕdjΛ× =
ϕdεΛ× = ϕdΛ×. Au final,
Λ/dΛ = ϕdΛ2 = ϕdΛ1 ,
ce qui implique que d ∈ Λ2. C’est absurde.
Sous-cas 2 : p = 5. Comme l’idéal premier
√
5ZK est ramifié dans F , on a dΛ =
N où N est l’unique idéal entier maximal (premier, donc bilatère) tel que N ∩
ZK =
√
5ZK . Un calcul facile montre que nrdF/Kα3 − α1 = √5√5−12 ∈ √5ZK et
nrdF/Kα4−α1 = nrdF/Kα5−α2 = √5√5+12 ∈ √5ZK . D’après le corollaire 1.45,
cela implique que α3 − α1, α4 − α1, α5 − α2 ∈ N = dΛ, et, comme N est bilatère
que jα3 − jα1, jα4 − α1, jα5 − jα2 ∈ N = dΛ. Ainsi, d’après le lemme 3.4 (2),
ϕd0∪ Λ× ∪ jΛ× = ϕd0∪ 2
i=1
ϕdαiZ×K∪ 2
i=1
ϕdjαiZ×K.
En utilisant le lemme 3.4 (1) et (V.7), on trouveRRRRRϕd0∪ Λ× ∪ jΛ×RRRRR 6 1 + 4 · 51 − 1 = 17.
Mais on doit aussi avoir |ϕd0∪ Λ× ∪ jΛ×| = |Λ/dΛ| et ce dernier cardinal
est
|Λ/N| = NK/QnrdF/KN2 = NK/Q√5ZK2 = 25 .
Cela fournit une contradiction.
Démonstration du théorème 3.7. Si F est euclidien, alors le nombre de classes de F est
hF = 1. Or, d’après la proposition 3.9, seuls treize corps de quaternions totalement dé-
finis sur un corps quadratique (réel) vérifient cette propriété. Parmi ces corps, quatre
sont euclidiens pour la norme (corollaire 3.11 et proposition 3.13), les autres ne sont
pas euclidiens (proposition 3.15).
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discK NK/QdiscF
49 7
49 8
81 3
148 2
169 5
316 2
Table V.3 – Candidats pour les corps de quaternions F euclidiens totalement définis
sur un corps cubique K .
3.6 En degré supérieur
En degré  K : Q > 3, la proposition 3.5 s’applique encore pour prouver que cer-
tains corps de quaternions ne sont pas euclidiens.
Théorème 3.16. Soit F un corps de quaternions euclidien pour la norme et totalement
définis sur un corps de nombres cubique K , alors F est un élément de la table V.3.
Démonstration. Rappelons que si F est euclidien, alors hF = 1 et donc F est un élé-
ment de la « liste 4 » suivante, d’après le théorème 3.3.
identifiant discK NK/QdiscF  Λ× : Z×K
C1 49 7 14
C2 49 8 12
C3 49 13 7
C4 49 29 3
C5 49 43 2
C6 81 3 12
C7 81 19 2
C8 81 37 1
C9 148 2 12
C10 148 5 3
C11 169 5 3
C12 169 13 1
C13 316 2 3
C14 321 3 2
Il s’agit donc de montrer que dans certains cas Ci, si F appartient à Ci, alors F n’est
pas euclidien. D’après la proposition 3.5, si  Λ× : Z×K 6 2, alors Λ2 = Λ1 et F n’est
pas euclidien. On arrive aux mêmes conclusions si  Λ× : Z×K = 3 et si 2 n’est pas
une norme d’un élément de ZK , ce qui permet aussi d’exclure C4 et C10. Comme ni 3,
ni 5 ne sont des normes dans le corps cubique réel de discriminant 49, on peut aussi
écarter C3.
4. Il ne s’agit pas vraiment d’une liste mais plutôt d’un union de listes finies. Chaque Ci peut contenir
plusieurs corps de quaternions
4. EUCLIDIANITÉ : CAS TOTALEMENT INDÉFINI 135
Remarque 3.17. Soit F un corps de quaternions totalement défini sur un corps de
nombres quartique K , alors F est un corps de discriminant réduit discF = ZK sur Ki,
1 6 i 6 3, où
discK1 = 725 , discK2 = 1 957 , discK3 = 2 777.
Démonstration. Si F est euclidien, alors hF = 1, donc F appartient à la liste donnée.
L’application de la proposition 3.5 ne permet pas d’écarter de candidat.
Théorème 3.18. Il n’existe pas de corps de quaternions F euclidien et totalement défini
sur un corps K de degré  K : Q > 5.
Démonstration. D’après la proposition 2.4, si F est euclidien, alors il a un nombre de
classes hF = 1. Or, d’après le théorème 3.3, cela implique que  K : Q 6 5 et le degré
5 n’est possible que pour K = Qx où x5 − 5x3 − x2 + 3x + 1 = 0, de discriminant
discK = 24217 et discF = p5, où p5 est l’idéal de norme 5 de ZK . D’après la formule
de masse d’Eichler (proposition 1.38),  Λ× : Z×K = 3. En supposant que F admette un
ordre maximal Λ qui est euclidien, il existe b ∈ Λ \ 0∪ Λ× tel que
ϕb0∪ Λ× = Λ/bΛ .
D’après la proposition 3.5, cela implique queLli=1 p
fi
i + 1 6 3 (avec les notations de
la proposition). Mais 2 est inerte dans K , donc c’est impossible. Ainsi, F n’est pas
euclidien.
4 Euclidianité des corps de quaternions totalement in-
définis sur un corps de nombres
Dans ce paragraphe, on s’intéresse à l’euclidianité des corps de quaternions to-
talement indéfinis sur un corps de nombres K . Après avoir présenté quelques outils
techniques, nous donnons des propriétés générales de l’euclidianité des corps de qua-
ternions totalement indéfinis, puis nous étudions l’euclidianité pour la norme dans le
cas particulier où le corps de base K est un corps quadratique imaginaire.
4.1 Outils techniques
4.1.1 Théorèmes de la progression arithmétique et des normes
Le but de ce paragraphe n’est pas d’énoncer la version la plus générale possible du
théorème des normes, dont les premiers énoncés ont été prouvés par Hasse, Schilling,
Maaß et Eichler, mais seulement d’en donner une variante utile à l’étude des corps de
quaternions euclidiens dans le cas totalement indéfini. Pour cette raison, nous allons
seulement énoncer le théorème de la progression arithmétique d’Eichler (qui avait
déjà remarqué son application au cadre euclidien).
Théorème 4.1 (théorème de la progression arithmétique d’Eichler, [Eic38, Satz 5]).
Soient F un corps de quaternions totalement indéfini sur un corps de nombres K , Λ un
ordre maximal de F , x ∈ Λ et I un idéal bilatère entier d’ordre à droite (et à gauche) Λ
tels que nrdF/Kx et nrdF/KI sont premiers entre eux.
Alors pour tout z ∈ nrdF/Kx+ I∩ ZK , il existe λ ∈ I tel que
z = nrdF/Kx + λ.
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Notons que réciproquement (et en supposant simplement que I est bilatère entier),
si λ ∈ I, alors nrdF/Kx + λ ∈ nrdF/Kx + I ∩ ZK , si bien qu’on peut en déduire le
résultat suivant.
Corollaire 4.2 (théorème des normes). Soient F un corps de quaternions totalement
indéfini sur un corps de nombres K et Λ un ordre maximal de F , alors on a l’égalité
nrdF/KΛ = ZK . En particulier, nrdF/K : F −→ K est surjective.
Signalons aussi un corollaire important du théorème des normes.
Proposition 4.3. Soit F un corps de quaternions totalement indéfini sur un corps de
nombres K . Le nombre de classes de F est fini et vérifie hF = hK .
Démonstration. Voir [Vig80, corollaire 5.7 bis p. 89]
4.1.2 Écriture des éléments d’un corps de quaternions
Dans un corps de nombres K , on peut écrire tout élément x ∈ K \0 sous la forme
x = b−1a où a , b ∈ ZK \0. Dans un corps de quaternions, la situation n’est pas aussi
simple, mais on a tout de même le résultat suivant.
Proposition 4.4. Soient F un corps de quaternions de nombre de classes hF = 1 et Λ
un ordre maximal de F .
– Soient a , b ∈ Λ tels que aΛ + bΛ = Λ. Alors il existe c ∈ Λ tel que
nrdF/Ka+ bc et nrdF/Kb sont premiers entre eux.
– Pour tout x ∈ F \ 0, il existe a , b , c ∈ Λ tels que
x = b−1a− c ,
et tels que nrdF/Ka et nrdF/Kb sont premiers entre eux.
Avant de prouver ce résultat, on va établir le lemme technique suivant.
Lemme 4.5. Soient K un corps de nombres et F un corps de quaternions sur K tels que
hF = hK = 1. Soient a ∈ Λ\0 et p un idéal premier (entier) de K tel que nrdF/Ka ∈ p,
alors il existe un idéal maximal M d’ordre à droite Λ tel que M ∩ ZK = p et a ∈ M.
Démonstration. Écrivons p = pZK pour p ∈ ZK . Alors aΛ + pΛ est un idéal entier de
F d’ordre à droite Λ (d’après le corollaire 1.43). Si aΛ + pΛ ( Λ, il existe alors un
idéal maximal M d’ordre à droite Λ tel que aΛ + pΛ ⊆ M d’après le lemme de Zorn.
Alors p ∈ M, donc nrdF/KM divise p2, donc M ∩ ZK = p.
Il reste donc à prouver que aΛ + pΛ ( Λ. Par l’absurde, si aΛ + pΛ = Λ, alors
il existe λ , µ ∈ Λ tels que aλ + pµ = 1. Or nrdF/Kaλ + pµ = nrdF/KanrdF/Kλ+
p2nrdF/Kµ+ trdF/Kaλµp ∈ p, d’où 1 ∈ p, ce qui est impossible.
Démonstration de la proposition 4.4. Commençons par montrer que la seconde pro-
priété se déduit facilement de la première. Comme KΛ = F , il est toujours possible
de trouver a , b ∈ Λ, b 6= 0, tels que x = b−1a. On considère l’idéal aΛ + bΛ d’ordre à
droite Λ. Comme hF = 1, il est de la forme dΛ où d ∈ Λ \ 0. Quitte à remplacer a
par d−1a et b par d−1b, on peut donc supposer que aΛ + bΛ = Λ. Dès lors, d’après la
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première propriété, il existe c ∈ Λ tel que nrdF/Ka + bc et nrdF/Kb sont premiers
entre eux. En remplaçant a par a+ bc, cela donne x = b−1a− c.
À présent, nous démontrons donc la première propriété. Nous supposons ainsi que
aΛ + bΛ = Λ. Il existe donc λ , µ ∈ Λ tels que
aλ+ bµ = 1 .
On va commencer par montrer que pour tout p divisant nrdF/Kb, il existe Tp ∈ Λ
tel que trdF/Ka+ bTp /∈ p ou nrdF/Ka+ bTp /∈ p.
Si nrdF/Ka /∈ p, alors Tp = 0 convient. Sinon, d’après le lemme 4.5 (on a hK =
hF = 1 d’après la proposition 4.3), il existe M maximal d’ordre à droite Λ tel que
a ∈ M. Or b /∈ M (sinon, Λ = aΛ + bΛ ⊆ M, ce qui est faux). Donc, comme M est
maximal, M + bΛ = Λ. Ainsi, il existe m ∈ M et λ ∈ Λ tels que
m+ bλ = 1 .
Ainsi, 1 − bλ ∈ M. Or 1 − bλ = 1 − trdF/Kbλ+ λ · b. Si trdF/Kbλ ∈ p ⊆ M, alors
1 + λ · b ∈ M. En multipliant à droite par b ∈ Λ = OrM, on obtient que b ∈ M,
ce qui est absurde. Donc trdF/Kbλ /∈ p. Si trdF/Ka /∈ p, alors Tp = 0 convient. Si
trdF/Ka ∈ p, alors Tp = λ convient.
On prouve à présent qu’il existe T ∈ Λ tel que pour tout idéal p premier divisant
nrdF/Kb, nrdF/Ka + bT /∈ p ou trdF/Ka + bT /∈ p. Pour ce faire, écrivons la décom-
position nrdF/KbZK = Lli=1 ptii avec pour tout i ∈ 1 , . . . , l, ti > 0 et pi = piZK où
pi ∈ ZK . On peut alors écrire pour tout i ∈ 1 , . . . , l des relations de Bézout de la
forme
αipi + βiM
j=1
j 6=i
p j = 1 ,
où les αi , βi ∈ ZK . On pose ei = βiL j=1
j 6=i
p j et T = Pli=1 eiTpi ∈ Λ de sorte que pour
tout i ∈ 1 , . . . , l,
T − Tpi ∈ piΛ .
Soit i ∈ 1 , . . . , l. On écrit T − Tpi = piλ i pour λ i ∈ Λ. Alors
nrdF/Ka+ bT = nrdF/Ka+ bTpi + bpiλ i
= nrdF/Ka+ bTpi+ nrdF/Kbλ ip2i + trdF/Ka+ bTpibλ ipi
≡ nrdF/Ka+ bTpi mod pi .
Par ailleurs,
trdF/Ka+ bT = trdF/Ka+ bTpi + bpiλ i
= trdF/Ka+ bTpi+ pitrdF/Kbλ i
≡ trdF/Ka+ bTpi mod pi ,
ce qui montre que a+ bT vérifie les propriétés désirées.
On écrit alors
P ··= M
p|nrdF/K a+bT
p|nrdF/K b
p et Q ··= M
p-nrdF/K a+bT
p|nrdF/K b
p ,
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on considère P, Q ∈ ZK tels que P = PZK , Q = QZK et une relation de Bézout
eP + dQ = 1, avec e , d ∈ ZK . Comme a+ bTΛ + bΛ = Λ, il existe ν , µ ∈ Λ tels quea+ bTν+ bµ = 1 .
On s’intéresse à présent à a+ bT + bµdQ. Sa norme réduite est
nrdF/Ka+ bT + bµdQ = nrdF/Ka+ bT+ nrdF/Kbµd2Q2 + trdF/Ka+ bTbµdQ.
Soit p un diviseur premier de nrdF/Kb. Si p divise Q, alors
nrdF/Ka+ bT + bµdQ ≡ nrdF/Ka+ bT mod p
6≡ 0 mod p ,
car p - nrdF/Ka+ bT. Si p divise P, alors
nrdF/Ka+ bT + bµdQ ≡ trdF/Ka+ bTbµ mod p
≡ trdF/Ka+ bT1 − a+ bTν mod p
≡ trdF/Ka+ bT− trdF/Ka+ bTνa+ bT mod p
≡ trdF/Ka+ bT mod p ,
car un calcul immédiat montre que
trdF/Ka+ bTνa+ bT = nrdF/Ka+ bTtrdF/Kν ∈ p.
Comme nrdF/Ka + bT ∈ p, par construction de T, trdF/Ka + bT /∈ p, ce qui montre
que nrdF/Ka+ bT + bµdQ /∈ p.
En tout cas, on obtient donc que nrdF/Ka+bT+ µdQ et nrdF/Kb sont premiers
entre eux. Alors
x = b−1a = b−1a+ bT + µdQ− T + µdQ ,
ce qui donne une décomposition de x de la forme recherchée.
4.2 Propriétés générales
Théorème 4.6. Soit F un corps de quaternions totalement indéfini sur un corps de
nombres K . Si K est euclidien, alors F est euclidien.
Démonstration. On note ϕ : ZK −→ N un stathme euclidien pour ZK , Λ un ordre
maximal de F . On va montrer que φ = ϕ ◦ nrdF/K est un stathme à droite pour Λ.
Notons que comme φ est invariant par conjugaison, cela prouvera aussi que φ est un
stathme euclidien à gauche.
Soient donc α , β ∈ Λ avec β 6= 0. Alors αΛ+ βΛ est un idéal d’ordre à droite Λ, on
peut l’écrire sous la forme γΛ où γ ∈ Λ. D’après la proposition 4.4, il existe c ∈ Λ tel
que si on note a ··= γ−1α + γ−1βc et b ··= γ−1β, alors
nrdF/Ka et nrdF/Kb sont premiers entre eux.
On fait la division euclidienne de nrdF/Kα+βc par nrdF/Kβ (dans ZK ) : il existe
alors z ∈ ZK tel que
ϕnrdF/Kα + βc− nrdF/Kβz < ϕnrdF/Kβ = φβ. (V.19)
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Or nrdF/Kα + βc− nrdF/Kβz = nrdF/Kγ · nrdF/Ka− nrdF/Kbz. Par ailleurs,
d’après le théorème 4.1, avec I = nrdF/KbΛ, il existe λ ∈ Λ tel que
nrdF/Ka− nrdF/Kbz = nrdF/Ka− nrdF/Kbλ.
Par conséquent,
nrdF/Kα + βc− nrdF/Kβz = nrdF/Kγa− γbbλ
= nrdF/Kα + βc− βbλ
= nrdF/Kα − βbλ− c ,
de sorte que (V.19) se reformule en
φα − βbλ− c < φβ. (V.20)
Comme bλ− c ∈ Λ, cela montre que φ est un stathme à droite pour Λ.
Avant d’en donner une légère généralisation, signalons tout de suite le corollaire
immédiat suivant, déjà énoncé par Eichler ([Eic38, Satz 6]).
Corollaire 4.7. Soit F un corps de quaternions totalement indéfini sur un corps eu-
clidien pour la norme K , alors F est euclidien pour la norme.
Démonstration. Dans la preuve du théorème 4.6, si on prend ϕ = RRRRRNK/QRRRRR comme
stathme sur ZK , alors φ = RRRRRNK/Q ◦ nrdF/K RRRRR est un stathme à droite pour Λ.
En fait, on peut énoncer un résultat faisant apparaître le minimum euclidien.
Théorème 4.8. Soit F un corps de quaternions sur un corps de nombres K tel que
hF = hK = 1. Pour tout ordre maximal Λ de F , on a
MΛ6 MK.
Démonstration. Là encore, il s’agit en fait d’une petite modification de la démonstra-
tion du théorème 4.6. En ce cas, ϕ = RRRRRNK/QRRRRR et la « division » donnée en (V.19) s’écritRRRRRNK/QnrdF/Kα − βc− nrdF/KβzRRRRR 6 MK · RRRRRNK/QnrdF/KβRRRRR .
Avec le même raisonnement, (V.20) s’écrit alors
RRRRRRNK/Q ◦ nrdF/Kα − βbλ− cRRRRRR 6 MK · RRRRRNK/Q ◦ nrdF/KβRRRRR ,
ce qui montre que mΛ Ł αβ 6 MK, donc
MΛ6 MK.
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4.3 Méthode pour prouver la caractère non euclidien pour la norme
Dans le paragraphe précédent, on a majoré le minimum euclidien d’un ordre maxi-
mal d’un corps de quaternions F sur un corps de nombres K en fonction du minimum
euclidien de K . Ici, on cherche à minorer le minimum euclidien d’un ordre maximal de
F en certains points par un minimum euclidien local de K . Ainsi, on pourra prouver
dans certains cas que F n’est pas euclidien pour la norme.
Proposition 4.9. Soient K un corps de nombres, F un corps de quaternions totalement
indéfini sur K de nombre de classes hF = 1 et t ∈ ZK un produit de premiers ramifiés
distincts dans F . Alors pour tout ordre maximal Λ de F et pour tout a ∈ ZK premier
avec t, il existe ξ ∈ Λ tel que
mΛξ> mK at  .
Démonstration. Soit Λ un ordre maximal de F et a ∈ ZK premier avec t. On écrit
t =Lli=1 ti où les ti16i6l ∈ ZlK sont des premiers ramifiés distincts de F . Alors pour
tout 1 6 i 6 l, il existe un idéal premierPi d’ordre à droite Λ tel que tiΛ = P2i . Comme
hF = 1, pour tout 1 6 i 6 l, il existe Ti ∈ Λ tel que Pi = TiΛ. Notons T = Lli=1 Ti, de
sorte que, par construction nrdF/KTZK = tZK .
Par ailleurs, d’après le théorème des normes (corollaire 4.2), il existe α ∈ Λ tels
que
nrdF/Kα = a.
Posons ξ = T−1α et soit alors λ ∈ Λ tel que
mΛξ = RRRRRNK/QnrdF/Kξ − λRRRRR ,
=
RRRRRNK/QnrdF/Kα − TλRRRRRRRRRRNK/QnrdF/KTRRRRR .
L’idéal I = TΛ = Lli=1 Pi est bilatère et nrdF/Kα = a est premier avec nrdF/K I =
TZK , donc d’après le théorème 4.1, nrdF/Kα − Tλ ∈ nrdF/Kα+ I ∩ ZK .
Or pour tout 1 6 i 6 l, I∩ZK ⊆ Pi∩ZK = tiZK , donc I∩ZK ⊆ tZK car les ti16i6l
sont deux à deux distincts. On peut donc écrire nrdF/Kα−Tλ = nrdF/Kα+tz = a+tz
pour un certain z ∈ ZK . Ainsi
mΛξ = RRRRRNK/Qa+ tzRRRRRRRRRRNK/QtRRRRR > mK at  .
4.4 Cas des corps quadratiques imaginaires
En utilisant les méthodes des paragraphes précédents, nous allons étudier les
corps de quaternions euclidiens pour la norme et totalement indéfinis sur un corps
quadratique imaginaire.
Théorème 4.10. Soit F un corps de quaternions totalement indéfini sur un corps qua-
dratique imaginaire K . Supposons que F 6= Ł −2 ,−5Q√−19. Alors F est euclidien pour la
norme si et seulement si K est euclidien pour la norme.
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Le reste de ce paragraphe va être consacré à la preuve de ce résultat. Rappelons
que si K est euclidien pour la norme, alors F est euclidien pour la norme d’après le
corollaire 4.7. Il va donc s’agir de prouver l’implication réciproque : supposons ainsi
que F est euclidien pour la norme. Nous commençons par restreindre les cas possibles
pour K .
Proposition 4.11. Soient K = Q√−d, où d est entier strictement positif sans facteur
carré, et F un corps de quaternions sur K . Si F est euclidien pour la norme, alors
d ∈ 1 , 2 ,3 ,7 ,11 ,19.
Pour prouver cette proposition, on va utiliser le lemme suivant.
Lemme 4.12. Soient F un corps de quaternions totalement indéfini K = Q√−d de
nombre de classes hF = 1 et Λ un ordre maximal de F . Si m ∈ R+ est tel que m < d16
et t est un produit de premiers ramifiés dans F tel que
– ou t est réel et |t| >
√
d√
d−4√m,
– ou t n’est pas réel et |t| > 2√
d−4√m,
alors il existe ξ ∈ F tel que mΛξ> m.
Démonstration. Pour tout x ∈ K tel que √m 6 Imx 6 √d2 − √m, on a mKx > m
(si un tel x existe). Par conséquent, on va essayer de construire un tel x de la forme
x = αt , où α ∈ ZK .
Pour ce faire, écrivons t = t1 + t2 1+I
√
d
2 où t1, t2 ∈ Z (rappelons qu’on note I ∈ C
tel que I2 = −1).
– Si t2 = 0 (c’est-à-dire si t est réel), considérons α = ±α′ 1+I
√
d
2 , où α′ ∈ Z et ± est
le signe de t. On veut obtenir
√
m 6 Im αt  = α′
√
d
2|t| 6
√
d − 2√m
2 .
On peut trouver un tel entier α′ si la différence des membres de droite et de
gauche est supérieure à 1, ce qui équivaut à |t| >
√
d√
d−4√m.
– Si t2 6= 0, considérons α = ±α′, où α′ ∈ Z et ± est le signe de t2. Alors Im αt  =
α′|t2|
√
d
2|t|2 et on veut trouver un entier α
′ tel que
½m
d ·
|t|2
|t2|
2
6 α′ 6 |t|2|t2|
2
· 1 − 2
»m
d
2 ,
ce qui est possible si
|t|2
|t2|
2
> 2
1 − 4»md .
Comme |t|2|t2 |
2
> |t|√d, on obtient la propriété voulue si
|t| > 2√
d − 4√m.
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Sous les conditions du lemme, il existe donc α ∈ ZK tel que mK αt  > m. Quitte
à simplifier la fraction αt , on peut supposer que les entiers α et t sont premiers entre
eux. Ainsi, en appliquant la proposition 4.9, on trouve ξ ∈ Λ tel quemΛξ> mK αt  >
m.
Démonstration de la proposition 4.11. Si F est euclidien, alors hF = 1 d’après la pro-
position 2.4. Dès lors, hK = hF = 1 (d’après la proposition 4.3). Les corps quadra-
tiques imaginaires Q Ł√−d qui sont principaux sont bien connus (c’est le théorème
de Heegner-Baker-Stark, voir par exemple [Cox97, Theorem 7.30 et Theorem 12.34]),
ils correspondent aux valeurs de d suivantes :
d ∈ 1 , 2 ,3 ,7 ,11 ,19 ,43 ,67 ,163.
Il s’agit donc de prouver que les valeurs 43, 67 et 163 sont impossibles. Pour ce faire,
on va bien sûr appliquer le lemme 4.12. On note Λ un ordre maximal de F .
Cas d = 43. On rappelle que F est totalement indéfini, donc que F admet aumoins
deux premiers ramifiés. On distingue deux sous-cas.
– S’il existe un premier p ramifié dans F de la forme p = tZK , où t /∈ R. Alors
|t| = √Np > 1. Or 2√
d−4 < 1, donc d’après le lemme 4.12 avec m = 1, il existe
ξ ∈ F tel que mΛξ> 1, ainsi F n’est pas euclidien pour la norme.
– Sinon, pour tous premiers p1 , p2 ramifiés dans F , il existe t ∈ R tel que p1p2 =
tZK . Alors |t| > 2 · 3 = 6. Or
√
d√
d−4 < 6. Donc il existe ξ ∈ Λ tel que mΛξ> 1,
en particulier, F n’est pas euclidien pour la norme.
Cas d = 67, 163. Ils sont tout à fait analogues, il suffit de calculer les bornes du
lemme 4.12. Pour fixer les idées, on donne des approximations ci-dessous.
d
√
d√
d−4
2√
d−4
67 < 1 ,96 < 0 ,48
163 < 1 ,46 < 0 ,23
Lemme 4.13. Soit F un corps de quaternions totalement indéfini sur K = Q√−19.
Si F 6= −2 ,−5K , alors F n’est pas euclidien pour la norme.
Démonstration. Tout d’abord, on peut appliquer le lemme 4.12 si t est un produit de
premiers ramifiés et si
– t est réel et |t| >
√
19√
19−4 , donc en particulier si |t| > 12 ,2,
– ou t n’est pas réel et |t| > 2√
19−4 , donc en particulier si |t|2 > 31 ,1,
alors F n’est pas euclidien pour la norme. On suppose à présent que F est euclidien
pour la norme. Par conséquent, soit p un premier de ZK , on considère le premier p tel
que p∩ Z = pZ.
– Si p est inerte, alors p = tZK pour t ∈ Z. Donc |t| 6 11.
– Si p est décomposé ou totalement ramifié, alors p = tZK pour t ∈ C \ R, donc
Np = |t|2 6 31.
Dès lors, si p est ramifié dans F , alors
p ∈ 2ZK ,3ZK∪ pi , pi , i ∈ 5 ,7 ,11 ,17 , 23∪ p19 ,
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où pi désigne un idéal premier au-dessus de l’entier i (et pi son conjugué). Comme K
est principal, pour tout i ∈ 7 ,11 ,17 ,19 , 23, il existe ti ∈ ZK tel que
pi = tiZK .
Alors, d’après la proposition 4.9, 2 ne peut être ramifié dans F carmK  √−19+122  = 54 . De
même, ni pi, ni pi ne peuvent être ramifiés dans F si i ∈ 7 ,11 ,17 ,19 , 23 car pour
tout i, il existe ai ∈ ZK tel que mK Ł aiti  = mK Ł aiti  > 1, donné par la table suivante.
i ai mK Ł aiti  = mK Ł aiti 
7 3 1
11 5 1
17 7 1
19 5 2519
23 5 2523
Par conséquent, les seuls premiers ramifiés peuvent être 3ZK , p5 et p5. Comme le
nombre de places ramifiées est pair et comme aucune place à l’infini n’est ramifiée,
exactement deux de ces trois premiers sont ramifiés.
Si 3 est ramifié, alors p5 ou p5 est ramifié, donc t = 3t5 ou t = 3t5 est un produit
non réel de premiers ramifiés. Mais |3t5|2 = |3t5|2 = 45 > 31, donc en ce cas, d’après
le lemme 4.12, F n’est pas euclidien pour la norme.
Par conséquent, la seule ramification possible pour F est p5 , p5, ce qui arrive
exactement pour F = −2 ,−5K  (à isomorphisme près).
En combinant la proposition 4.11 et le lemme 4.13, on obtient alors une démons-
tration du théorème 4.10.
Remarque 4.14. Pour F = Ł −2 ,−5Q√−19 (ramifiée en p5 et p5), les techniques décrites
précédemment montrent qu’il existe ξ ∈ F tel que
mΛξ> mK 
√−19 + 2
5
 = 2325 .
Mais cela ne suffit pas pour savoir si F est euclidien pour la norme ou non.

CONCLUSION ET
PERSPECTIVES
CHAPITRE VI
Corps de nombres
Nous avons vu que l’algorithme décrit par Cerri dans le cas totalement réel se gé-
néralisait au cas quelconque, ce qui a permis d’obtenir de nombreux exemples. Néan-
moins, la question de l’euclidianité pour la norme des corps cubiques complexes reste
ouverte. Pour pouvoir y répondre, il faudrait certainement établir unemeilleure borne
sur le discriminant (de l’ordre de grandeur de celle d’Ennola [Enn58]), mais aussi pou-
voir déterminer plus efficacement des points critiques de ces corps de nombres. Un tel
travail s’appliquerait aussi aux classes euclidiennes non principales de corps cubiques
complexes.
Par ailleurs, Shapira et Wang ont récemment étendu le résultat de Cerri sur le
spectre euclidien au cas CM pour un degré strictement supérieur à 7 ([SW12]). Dans
le même article, ils ont aussi établi une borne sur le dénominateur des points critiques
d’un corps de nombres. Il serait donc intéressant de voir si cette borne a des applica-
tions algorithmiques pour leur détermination ou le calcul du minimum euclidien.
Corps de quaternions
Pour ce qui est de l’euclidianité des corps de quaternions, de nombreuses problé-
matiques persistent. Tout d’abord, on ne sait toujours pas répondre à la question d’Ei-
chler : existe-t-il des corps de quaternions euclidiens pour la norme et totalement indé-
finis sur un corps de nombres non euclidien pour la norme ? Dans le cas quadratique
imaginaire, notre étude a montré que cela ne pouvait se produire que dans un cas,
mais nous ne sommes pas encore capables de le traiter.
Dans le cas totalement défini, il n’existe qu’un nombre fini de cas euclidiens. Les
exemples euclidiens connus le sont tous pour la norme, il serait donc intéressant d’en
trouver un euclidien pour un autre stathme, mais pas pour la norme, au moins dans
le cas défini.
Dans cette optique et plus généralement, pour traiter plus d’exemples, on peut
chercher à étendre la démarche algorithmique appliquée aux corps de nombres dans
le cas des corps de quaternions. En premier lieu, il s’agit de pouvoir calculer le mini-
mum euclidien local. La généralisation de l’algorithme appliqué aux corps de nombres
qui utilise la multiplicativité de la norme ne paraît pas aisée. Néanmoins, les autres
parties de l’algorithme de calcul du minimum euclidien devraient pouvoir s’étendre
sans trop de changements.
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Résumé
Nous étudions l’euclidianité des corps de nombres pour la norme et quelques unes de
ses généralisations. Nous donnons en particulier un algorithme qui calcule le minimum
euclidien d’un corps de nombres de signature quelconque. Cela nous permet de prouver
que de nombreux corps sont euclidiens ou non pour la norme. Ensuite, nous appliquons
cet algorithme à l’étude des classes euclidiennes pour la norme, ce qui permet d’obtenir
de nouveaux exemples de corps de nombres avec une classe euclidienne non principale.
Par ailleurs, nous déterminons tous les corps cubiques purs avec une classe euclidienne
pour la norme. Enfin, nous nous intéressons aux corps de quaternions euclidiens. Après
avoir énoncé les propriétés de base, nous étudions quelques cas particuliers. Nous don-
nons notamment la liste complète des corps de quaternions euclidiens et totalement
définis sur un corps de nombres de degré au plus deux.
Mots-clés : corps de nombres, minimum euclidien, minimum inhomogène, classes
euclidiennes, corps de quaternions, théorie algorithmique des nombres.
???
Abstract
We study norm-Euclideanity of number fields and some of its generalizations. In par-
ticular, we provide an algorithm to compute the Euclidean minimum of a number field
of any signature. This allows us to study the norm-Euclideanity of many number fields.
Then, we extend this algorithm to deal with norm-Euclidean classes and we obtain new
examples of number fields with a non-principal norm-Euclidean class. Besides, we des-
cribe the complete list of pure cubic number fields admitting a norm-Euclidean class.
Finally, we study the Euclidean property in quaternion fields. First, we establish its ba-
sic properties, then we study some examples. We provide the complete list of Euclidean
quaternion fields, which are totally definite over a number field with degree at most two.
Keywords : number fields, Euclidean minimum, inhomogeneous minimum, Euclidean
classes, quaternion field, algorithmic number theory.
