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Resumen: En este trabajo presentamos unos resultados preliminares obtenidos mediante la
aplicacio´n de una nueva te´cnica de construccio´n de grafos sema´nticos a la tarea de desambi-
guacio´n del sentido de las palabras en un entorno multilingu¨e. Gracias al uso de esta te´cnica
no supervisada, inducimos los sentidos asociados a las traducciones de la palabra ambigua
considerada en la lengua destino. Utilizamos las traducciones de las palabras del contexto
de la palabra ambigua en la lengua origen para seleccionar el sentido ma´s probable de la
traduccio´n. El sistema ha sido evaluado sobre la coleccio´n de datos de una tarea de desambi-
guacio´n multilingu¨e que se propuso en la competicio´n SemEval-2010, consiguiendo superar
los resultados de todos los sistemas no supervisados que participaron en aquella tarea.
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Abstract: In this paper we present preliminary results obtained by the application of a new
technique for building semantic graphs to the task of cross-lingual word sense disambigua-
tion. Through the use of this unsupervised technique, we induce the senses associated with
the translations of the ambiguous word in the target language. For this purpose, we use the
translation of the words in the context of the ambiguous word in the source language to se-
lect the most likely sense. The system has been evaluated on a dataset from a cross-lingual
word sense disambiguation task proposed in the SemEval-2010 competition, outperforming
all unsupervised systems participating in that task.
Keywords: Cross-lingual, word-sense disambiguation, graph-based approaches
1. Introduccio´n
Una gran parte de las palabras de un idioma son
polisemas, es decir, tienen ma´s de un significa-
do y se interpretan de distintas formas segu´n el
uso que se hace de ellas. La Desambiguacio´n del
Sentido de las Palabras o Word Sense Disambi-
guation (WSD) se ha convertido por ello en uno
de los problemas del Procesamiento del Lengua-
je Natural (PLN) que ha atraı´do ma´s atencio´n,
ya que tambie´n es un paso necesario para nu-
merosos procesos de PLN (Ide y Veronis, 1998):
traduccio´n automa´tica, recuperacio´n de informa-
cio´n, clasificacio´n de textos, etc.
El problema de la desambiguacio´n del senti-
do de las palabras se ha tratado frecuentemen-
te como un problema de aprendizaje supervisa-
do (Ma`rquez et al., 2006; Mihalcea, 2006). Sin
embargo, este tipo de me´todos requiere disponer
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de textos etiquetados sema´nticamente. Estos re-
cursos son muy costosos y de hecho muy esca-
sos. Por ello ha surgido un intere´s creciente en
abordar el problema de forma no supervisada.
Estos trabajos, que no requieren textos anotados
sema´nticamente, se centran en la denominada In-
duccio´n del sentido de las palabras (ISP). El ob-
jetivo es distinguir los distintos usos o sentidos de
una palabra determinada en un texto dado, pero
sin clasificar dichos sentidos en base a un inven-
tario de sentidos preexistente. La distincio´n se
hace en base a grupos de palabras que presentan
alguna relacio´n acentuada con un sentido particu-
lar. Generalmente esta relacio´n es la coaparicio´n
con la palabra considerada en los contextos ob-
servados en los textos. Esta es una caracterı´stica
muy interesante, como apunta Pedersen (2006),
ya que por una parte no existe un inventario de
sentidos para todas las palabras, y por otra parte,
incluso cuando existe este inventario, la natura-
leza y el grado de distincio´n de los sentidos que
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nos interesa varı´a con las aplicaciones.
De forma muy gene´rica los me´todos aplica-
dos en ISP se pueden clasificar en dos categorı´as
principales, los basados en vectores y los basados
en grafos. Estos u´ltimos (Veronis, 2004; Agirre et
al., 2006; Agirre y Soroa, 2007; Klapaftis y Ma-
nandhar, 2008) son los ma´s directamente relacio-
nados con el trabajo que presentamos. General-
mente estos enfoques representan como un ve´rti-
ce a cada palabra que coaparece con la palabra
objetivo (palabra ambigua que se quiere traducir)
dentro de una ventana predefinida. Dos ve´rtices
esta´n conectados por una arista si coaparecen en
uno o ma´s contextos de la palabra objetivo. Una
vez que se ha construido el grafo para la palabra
objetivo se aplican distintos algoritmos de detec-
cio´n de comunidades para inducir los sentidos.
Cada comunidad de palabras se toma como uno
de los sentidos inducidos.
Otro enfoque que tambie´n se ha investigado
para tratar la desambiguacio´n es la utilizacio´n
de textos paralelos. Como ha sen˜alado Resnik
(2004), no so´lo para este problema, sino en gene-
ral para el procesamiento del lenguaje, el signifi-
cado oculto que comparten las traducciones para-
lelas permite inferir conocimiento de una lengua
a partir de otra en la que se disponga de ma´s re-
cursos.
En este trabajo proponemos inducir los senti-
dos de las palabras ambiguas en distintos idiomas
mediante un nuevo algoritmo de construccio´n de
grafos y aplicarlos a la desambiguacio´n sema´nti-
ca de textos.
La hipo´tesis de partida del algoritmo de cons-
truccio´n de grafos que utilizamos (Martinez-
Romo et al., 2011) es que un documento tiene
un contenido coherente, por lo que tiene sentido
hacer el supuesto ba´sico de que todas las palabras
que aparecen en el mismo documento tienden a
compartir un sentido comu´n. El objetivo es enla-
zar cada par de palabras que compartan un sen-
tido comu´n, condicio´n que aproximamos por la
coaparicio´n de ambas palabras en un mismo do-
cumento. Sin embargo, esto no es siempre cierto.
Algunas palabras pueden aparecer en un docu-
mento sin tener realmente relacio´n con el sentido
general de dicho documento. Por lo tanto, se con-
sidera que dos palabras realmente comparten un
sentido comu´n si coaparecen frecuentemente en
los mismos documentos.
Concretamente, generaremos un grafo en el
idioma de destino (espan˜ol) del que extraemos
comunidades de palabras que representara´n los
sentidos inducidos. Un diccionario de traduccio-
nes entre lenguas nos permite identificar las co-
munidades asociadas a las traducciones que esta´n
ma´s relacionadas en las lenguas consideradas. En
concreto hemos utilizado un diccionario (Lo´pez-
Ostenero, 2002) bilingu¨e espan˜ol-ingle´s creado
en el Grupo de Procesamiento de Lenguaje Natu-
ral de la UNED (http://nlp.uned.es). Consideran-
do textos alineados, esta identificacio´n nos per-
mitira´ seleccionar el sentido ma´s acertado de las
palabras ambiguas de los textos buscando un sen-
tido comu´n entre las traducciones de los idiomas
considerados.
El resto del artı´culo se organiza de la siguiente
forma: en la seccio´n 2 se citan los principales tra-
bajos dentro del a´rea de la desambiguacio´n mul-
tilingu¨e del sentido de las palabras. En la seccio´n
3 se describira´n cada una de las etapas que com-
ponen la metodologı´a seguida por el algoritmo
propuesto. En la seccio´n 4 se muestran los prin-
cipales resultados. Finalmente, en la seccio´n 5 se
extraen una serie de conclusiones y se expone la
lı´nea de trabajo futuro.
2. Estado del Arte
Ha habido algunas propuestas de explotar los
corpora paralelos para tratar la desambiguacio´n
del sentido de las palabras. Resnik y Yarowsky
(1999) presentaron uno de los primeros ana´lisis
de la potencialidad de los recursos multilingu¨es
para la desambiguacio´n, proponiendo un marco
de evaluacio´n y una medida de distancia multi-
lingue entre sentidos. Diab y Resnik (2002) pro-
pusieron un me´todo para anotar automa´ticamente
el sentido de las palabras en grandes corpora pa-
ralelos. Este me´todo requiere disponer de un in-
ventario de sentidos para una de las lenguas y se
apoya en el alineamiento a nivel de palabra para
identificar las traducciones de palabras entre las
lenguas consideradas. Ng, Wang, y Chan (2003)
propusieron un me´todo para adquirir datos de en-
trenamiento de desambiguacio´n de sentidos ba-
sado en la seleccio´n manual de traducciones en-
tre corpora paralelos que se utilizaban para en-
trenar un clasificador. Banea y Mihalcea (2011)
tambie´n proponen un me´todo supervisado, que
en este caso utiliza rasgos multilingu¨es para en-
trenar un clasificador. Los rasgos se obtienen tra-
duciendo el contexto de las palabras ambiguas a
varias lenguas. Fernandez-Ordonez, Mihalcea, y
Hassan (2012) hacen una propuesta no supervisa-
da suponiendo que la u´nica informacio´n disponi-
ble es un diccionario con las definiciones de los
distintos significados de las palabras ambiguas.
En esta propuesta se utiliza una variante del algo-
ritmo Lesk, que dada una secuencia de palabras
intenta identificar las combinaciones de sentidos
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que maximizan el solapamiento entre las defini-
ciones correspondientes.
En relacio´n a la evaluacio´n, en la edicio´n de
2010 de la campan˜a de SemEval en la que se pro-
ponen competiciones de sistemas sobre tareas re-
lacionadas con la desambiguacio´n del sentido de
las palabras (WSD), se incluyo´ una dedicada a la
desambiguacio´n en un contexto multilingu¨e (Le-
fever y Hoste, 2010). En dicha tarea los partici-
pantes debı´an determinar automa´ticamente la tra-
duccio´n apropiada para el contexto de un nombre
ingle´s dados cinco idiomas: Holande´s, Alema´n,
Italiano, Espan˜ol y France´s. Para la compilacio´n
de la coleccio´n, fueron empleados dos tipos de
datos: un corpus paralelo extraı´do de Europarl
(http://www.statmt.org/europarl/) sobre el que se
construyo´ el “gold standard” y una coleccio´n de
frases en ingle´s que contienen las palabras de la
muestra le´xica anotadas con sus correspondien-
tes traducciones en cinco idiomas. En el idioma
espan˜ol, que es en el que nos centraremos en este
trabajo, participaron cuatro sistemas. En cuanto
a los sistemas supervisados, los sistemas UvT-
WSD (van Gompel, 2010) y FCC (Vilarin˜o et
al., 2010) emplearon un clasificador basado en
el algoritmo K-Nearest y Naive Bayes respecti-
vamente. Los sistemas no supervisados utiliza-
ron algoritmos basados en grafos con ciertas di-
ferencias respecto al algoritmo presentado en es-
te trabajo. El sistema T3-COLEUR (Guo y Diab,
2010) hizo uso de tablas de probabilidad de tra-
duccio´n bilingu¨es que se derivan a partir del cor-
pus Europarl. Por su parte el sistema UHD (Sil-
berer y Ponzetto, 2010) construye para cada pa-
labra objetivo un grafo de coapariciones multi-
lingu¨e basado en los contextos alineados de la
palabra objetivo, disponibles en los corpora pa-
ralelos. Los te´rminos con una traduccio´n cruzada
por cada idioma se unen por un enlace especı´fi-
co de “traduccio´n” entre los diferentes grafos co-
rrespondientes a cada idioma. Finalmente el gra-
fo se transforma en un a´rbol de expansio´n mı´ni-
mo y es utilizado para seleccionar las palabras
ma´s relevantes en el contexto y desambiguar ca-
da instancia de evaluacio´n.
En este trabajo tambie´n utilizaremos estos da-
tos para su evaluacio´n y aplicaremos una nueva
te´cnica de construccio´n de grafos sema´nticos que
se describe a continuacio´n.
3. Descripcio´n del Algoritmo
En esta seccio´n se describira´n cada una de las
etapas que componen la metodologı´a seguida pa-
ra la aplicacio´n del algoritmo basado en grafos
de coaparicio´n a una tarea de desambiguacio´n
sema´ntica multilingu¨e.
3.1. Preprocesado del Corpus
El algoritmo basado en grafos de coaparicio´n que
se expone en el presente artı´culo es un algorit-
mo no supervisado, que utiliza el conocimiento
extraı´do de los documentos completos que con-
tienen alguna instancia de la palabra a desam-
biguar. En este caso, se ha utilizado el corpus
paralelo multilingu¨e Europarl (Koehn, 2005), el
cua´l se extrae de las actas del Parlamento Eu-
ropeo correspondientes a los an˜os comprendidos
entre 1996 y 2011, y se encuentra alineado a ni-
vel de frase. Los idiomas utilizados para realizar
la desambiguacio´n han sido el ingle´s como idio-
ma origen, y el espan˜ol como idioma destino.
El corpus inicial esta´ separado en documentos
que representan las actas del Parlamento. Cada
uno de los documentos contiene diferentes eti-
quetas que indican las distintas partes del mis-
mo. Tras analizar los documentos que aparecen
en el corpus utilizado, se decidio´ separar los do-
cumentos mediante la etiqueta “<SPEAKER>”
que separan cada una de las intervenciones acon-
tecidas a lo largo de la sesio´n. De esta forma, ca-
da uno de los documentos que el algoritmo tiene
en cuenta para construir un grafo de coaparicio´n,
representa la intervencio´n de un u´nico miembro
del Parlamento Europeo en una sesio´n concreta y
por lo tanto respeta nuestra hipo´tesis de que todas
las palabras que aparecen en el mismo documen-
to tienden a compartir un sentido comu´n.
Una vez que se ha realizado la separacio´n de
los documentos, es necesario realizar un etique-
tado de los mismos para clasificar las palabras
que en ellos aparecen, en funcio´n de su cate-
gorı´a gramatical. Esta tarea se realizo´ de forma
automa´tica mediante la herramienta TreeTagger
(Schmid, 1994), para los dos idiomas utilizados.
Una vez realizado este etiquetado, disponemos
de un conjunto de documentos etiquetados gra-
maticalmente, alineados a nivel de frase, en los
dos idiomas que se van a utilizar para esta tarea.
3.2. Construccio´n del grafo sema´ntico
El siguiente paso consiste en la construccio´n del
grafo de coaparicio´n de palabras en la lengua
destino (espan˜ol), a partir de los documentos eti-
quetados. Para ello se han utilizado grafos dedi-
cados, es decir, para construir el grafo de palabras
en espan˜ol, so´lo se han tenido en cuenta aquellos
documentos que contienen al menos una de las
posibles traducciones de la palabra ambigua. Es-
tas posibles traducciones se obtienen del diccio-
nario de referencia (Lo´pez-Ostenero, 2002).
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Para comprobar si la coaparicio´n de dos pa-
labras en un documento es significativa, se defi-
ne un modelo nulo en el que las palabras se dis-
tribuyen aleatoria e independientemente entre un
conjunto de documentos de un corpus. Concreta-
mente, se calcula la probabilidad de que dos pala-
bras coincidan por puro azar. Este valor nos per-
mite determinar un p-valor p para la coaparicio´n
de dos palabras. Si p  1 se puede considerar
que la aparicio´n de las dos palabras en el mis-
mo documento es significativa, y por lo tanto, es
probable que su significado este´ relacionado.
Concretamente, si dos palabras que se en-
cuentran respectivamente en dos documentos n1
y n2 de entre losN que componen el corpus, para
contar cuantos casos existen en los que dos pa-
labras coincidan en exactamente k documentos,
debemos tener en cuenta que hay cuatro tipos de
documentos: k documentos que contienen ambas
palabras, n1   k documentos que contienen so´lo
la primera palabra, n2   k documentos que con-
tiene so´lo la segunda palabra, yN  n1 n2+ k
documentos que no contienen ninguna de las dos
palabras. Por lo tanto, el nu´mero de disposicio-
nes que buscamos viene dado por el coeficiente
multinomial:
N
k

N   k
n1   k

N   n1
n2   k

(1)
Ası´, la probabilidad de que dos palabras que
aparecen en los documentos n1 y n2 respectiva-
mente y que esta´n distribuidas de forma aleatoria
e independiente entre N documentos, coincidan
en exactamente k de ellos viene dada por:
p(k) =
 
N
k
 
N k
n1 k
 
N n1
n2 k
 
N
n1
 
N
n2
 (2)
si maxf0; n1 + n2  Ng  k  mnfn1; n2g y
cero en otro caso.
Podemos escribir la ecuacio´n (2) de una for-
ma ma´s fa´cil de tratar computacionalmente. Pa-
ra ello introducimos la notacio´n (a)b  a(a  
1)    (a   b + 1), para cualquier a  b, y sin
pe´rdida de generalidad suponemos que la prime-
ra palabra es la ma´s frecuente, es decir n1 
n2  k. Entonces:
p(k) =
(n1)k(n2)k(N   n1)n2 k
(N)n2(k)k
=
(n1)k(n2)k(N   n1)n2 k
(N)n2 k(N   n2 + k)k(k)k
;
(3)
donde en la segunda forma se ha usado la identi-
dad (a)b = (a)c(a c)b c valida para a  b  c.
La ecuacio´n (3) se puede reescribir como
p(k) =
n2 k 1Y
j=0

1  n1
N   j


k 1Y
j=0
(n1   j)(n2   j)
(N   n2 + k   j)(k   j) :
(4)
Esto nos permite determinar un p-valor para
la coaparicio´n de dos palabras como
p =
X
kr
p(k); (5)
donde r es el nu´mero de documentos en el corpus
en el que se han encontrado realmente las dos pa-
labras juntas. Si p  1 podemos considerar que
la aparicio´n de las dos palabras en el mismo do-
cumento es significativa, y por lo tanto es proba-
ble que su significado este´ relacionado. Podemos
cuantificar au´n ma´s esta significancia tomando la
mediana (correspondiente a p = 1=2) como una
referencia y calculando el peso de un enlace co-
mo ` =   log(2p), es decir una medida de cuanto
se desvı´a de la mediana el valor real de r.
Con esto podemos construir un grafo que tie-
ne las palabras como nodos, y conectar con un
enlace los pares de palabras que coinciden en al
menos un documento y con un peso de coapa-
ricio´n por debajo de un valor umbral. El peso `
asignado a los enlaces mide la desviacio´n de la
coaparicio´n de las dos palabras con respecto al
caso nulo. Al grafo resultante le denominamos
grafo de coaparicio´n.
3.3. Deteccio´n de comunidades
Una vez que se ha definido el grafo de coapa-
ricio´n se puede pasar a agrupar los nodos, por
ejemplo, aplicando una descomposicio´n en co-
munidades. Las comunidades son subgrafos cu-
yos nodos presentan algu´n tipo de afinidad es-
tructural o dina´mica, y por lo tanto es plausible
suponer que cada comunidad comparte un sen-
tido comu´n, diferente del de las restantes comu-
nidades. Existen diversas propuestas de algorit-
mos de extraccio´n de comunidades. En los expe-
rimentos realizados se ha utilizadoWalktrap, pre-
sentado por Pons y Latapy (Pons y Latapy, 2005).
Este algoritmo es de los que se apoyan en la idea
de que un camino aleatorio o random walk que-
da atrapado ma´s fa´cilmente en las partes del gra-
fo densamente conectadas, que corresponden a
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las comunidades. Tambie´n utiliza heurı´sticas pa-
ra fusionar las comunidades iterativamente, hasta
conseguir un conjunto o´ptimo de comunidades.
Dado que la optimizacio´n de este algoritmo de
comunidades se escapa de los objetivos princi-
pales de nuestro trabajo, hemos decidido adop-
tar los valores por defecto de su implementacio´n
(http://www-rp.lip6.fr/ latapy/PP/walktrap.html)
para obtener la descomposicio´n o´ptima.
3.3.1. Grafo de Comunidades
Las comunidades que se han obtenido son poste-
riormente representadas en un nuevo grafo para
poder calcular las distancias entre ellas. Para la
construccio´n de este nuevo grafo GC, se reco-
rrera´ el grafo de coaparicio´n de palabras GP , y
se generara´ un enlace entre dos comunidades C1
y C2 siempre que una palabra x 2 C1 este´ en-
lazada en el grafo de coaparicio´n GP con una
palabra y 2 C2.
3.4. Desambiguacio´n de la Palabra
Objetivo
A trave´s de la construccio´n de los grafos de
coaparicio´n y la deteccio´n de comunidades, se
consigue una estructura de representacio´n del co-
nocimiento que nos permitira´ realizar la tarea de
desambiguacio´n de las palabras objetivo.
3.4.1. Extraccio´n del contexto
La competicio´n del SemEval-2010 que estamos
utilizando para evaluar nuestro sistema, propor-
ciona tan solo una frase (en la que aparecı´a la pa-
labra ambigua) co´mo u´nica informacio´n de con-
texto. Dicho contexto es el que se va a utilizar
para buscar la traduccio´n ma´s probable como co-
nocimiento auxiliar y seleccionar las posibles tra-
ducciones de la palabra ambigua. En la Figura 1
se muestra un esquema del funcionamiento de la
desambiguacio´n de la palabra objetivo.
En primer lugar, se realiza un ana´lisis de la
frase en la que aparece la palabra objetivo, y se
extraen las palabras ma´s representativas. En los
experimentos realizados hemos tenido en cuen-
ta los nombres, adjetivos y verbos, aunque el uso
de verbos ha sido descartado debido a la reduc-
cio´n significativa del rendimiento del algoritmo.
Una vez hecho esto, utilizando el diccionario, se
obtienen todas las posibles traducciones de ca-
da una de las palabras del contexto. Dado que
los grafos con los que trabajamos esta´n formados
u´nicamente por nombres o nombres y adjetivos,
se seleccionan las traducciones de las palabras
del contexto que corresponden a estas categorı´as
gramaticales.
Posteriormente se identifican aquellas comu-
nidades que contienen al menos una traduccio´n
ya sea de las palabras del contexto o de la palabra
objetivo. Como resultado, tenemos un conjunto
de comunidades en las que aparece al menos una
traduccio´n de la palabra objetivoMT , y otro con-
junto de comunidades en las que aparece al me-
nos una traduccio´n de las palabras del contexto
MC . Utilizando el grafo de comunidades, se cal-
culan las distancias entre cada comunidad dentro
de MT y cada comunidad de MC . Teniendo en
cuenta que una traduccio´n de la palabra objeti-
vo puede pertenecer a la misma comunidad que
otras traducciones de las palabras del contexto, la
distancia en este caso serı´a 1, y por tanto se nor-
malizan el resto de las distancias sumando 1 a su
valor original.
Nuestra hipo´tesis en este punto, se basa en
que aquella traduccio´n de la palabra objetivo que
se encuentre ma´s cerca de las traducciones de las
palabras del contexto, tiene una mayor probabili-
dad de ser la traduccio´n correcta. De esta forma
hemos establecido una ponderacio´n de cada una
de las traducciones de la palabra objetivo en ba-
se a dos factores. El primero de ellos es la dis-
tancia entre las comunidades que contienen las
traducciones de la palabra objetivo y las comuni-
dades que contienen las traducciones de las pala-
bras del contexto. El segundo se basa en la canti-
dad de traducciones de las palabras del contexto
que contiene la comunidad considerada. El peso
asignado a cada traduccio´n, wtj , viene dado por
la fo´rmula
wt = max
M iC2MC
AiC
(dM iCM
t
T
+ 1)
(6)
donde AiC es el nu´mero de traducciones del
contexto que contieneM iC , y dM iCMtT es el nu´me-
ro de pasos (distancia) existente entre la comuni-
dadM iC y la comunidadM
t
T , es decir, aquella en
la que se encuentra la traduccio´n analizada.
Esta ponderacio´n obtenida por cada traduc-
cio´n de la palabra ambigua, se utiliza posterior-
mente para ordenar dichas traducciones.
4. Experimentacio´n y resultados
En este apartado se expondra´ el me´todo que se
ha seguido para realizar la evaluacio´n del sistema
propuesto, ası´ como los resultados obtenidos y su
comparacio´n con otros sistemas.
4.1. Me´todo de evaluacio´n
La metodologı´a seguida para realizar la evalua-
cio´n del sistema es la misma utilizada en la ta-
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Figura 1: Diagrama del funcionamiento del algoritmo de desambiguacio´n multilingu¨e de palabras.
rea 3 de la competicio´n SemEval 2010, deno-
minada Cross-Lingual Word Sense Disambigua-
tion (Lefever y Hoste, 2010). Los conjuntos de
datos proporcionados para la tarea consisten en
un subconjunto Trial, compuesto por cinco pa-
labras y veinte frases etiquetadas con la palabra
a desambiguar para cada una de ellas, y un sub-
conjunto Test, compuesto por veinte palabras, y
cincuenta frases etiquetadas con la palabra ambi-
gua. En (Lefever y Hoste, 2010) se puede encon-
trar una descripcio´n ma´s detallada del proceso de
construccio´n de estos conjuntos de datos.
La evaluacio´n se realiza sobre las palabras de
test, a partir de un Gold-Standard que ofrece las
traducciones ma´s probables, ordenadas segu´n su
peso, para cada una de las palabras en cada uno
de los contextos proporcionados. En la compe-
ticio´n SemEval 2010 se realizaron dos tipos de
evaluaciones. La primera denominada Best, per-
mitı´a al sistema evaluado proponer tantas traduc-
ciones como decidiese que eran adecuadas, pero
la puntuacio´n se dividı´a por el nu´mero de pala-
bras propuestas. En la segunda evaluacio´n, deno-
minada Out-Of-Five, se permitı´a al sistema pro-
poner hasta un ma´ximo de cinco traducciones pa-
ra cada palabra, y la puntuacio´n se obtiene u´ni-
camente en funcio´n de si las palabras propuestas
se encuentran en el Gold-Standard y en que´ po-
sicio´n. El sistema propuesto en el presente traba-
jo esta´ enfocado hacia la evaluacio´nOut-Of-Five,
por lo que se proponen las cinco traducciones que
el sistema considera ma´s probables.
La puntuacio´n de los sistemas se ofrece en
te´rminos de precisio´n y cobertura (precision y re-
call), y el ranking de los sistemas se obtiene a
partir de la Medida-F (F-Measure).
4.2. Resultados
Como ya hemos indicado, en este trabajo nos
centramos u´nicamente en la traduccio´n del ingle´s
al espan˜ol. El sistema ha sido evaluado utili-
zando, por una parte, u´nicamente nombres pa-
ra construir el grafo de coaparicio´n de palabras,
y por otra parte, utilizando nombres y adjetivos.
Tambie´n se ha variado el umbral a partir del cua´l
se considera que una coaparicio´n de palabras es
estadı´sticamente significativa, es decir, el valor
ma´ximo que puede tomar el p-valor explicado en
la seccio´n 3.2 para generar un enlace entre dos
palabras en el grafo.
La Figura 2 nos muestra gra´ficamente los va-
lores que toma la Medida-F para cada una de las
configuraciones de para´metros. Los nombres se
representan como “NN”, mientras que los adjeti-
vos se representan como “JJ”. Como se puede ob-
servar, los mejores resultados, tanto para el grafo
que utiliza so´lo los nombres, como para el gra-
fo que utiliza nombres y adjetivos, se consiguen
con los umbrales de 10( 13) y 10( 11) respecti-
vamente. La evolucio´n de estos valores confirma
la utilidad del algoritmo empleado, ya que el au-
mento del umbral repercute en la permanencia de
unas relaciones cada vez ma´s significativas. De
esta forma, se prueba el hecho de que el grafo
establece unos vı´nculos entre te´rminos tan repre-
sentativos que el hecho de eliminar enlaces su-
perfluos se traduce en una mejora de los resulta-
dos. Esta mejora se mantiene hasta que el grafo
comienza a perder enlaces realmente relevantes
como se puede apreciar en la figura. Tambie´n se
muestra que los mejores resultados se obtienen
cuando se utilizan nombres y adjetivos, que en-
riquecen la representacio´n frente a la utilizacio´n
u´nicamente de nombres.
En el Cuadro 1 se puede observar la compara-
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Figura 2: Evolucio´n de la Medida-F segu´n el um-
bral utilizado para los me´todos basados en el uso
de nombres (NN), y nombres y adjetivos (NN &
JJ)
cio´n entre los resultados obtenidos por el sistema
propuesto, y los obtenidos por los diversos siste-
mas no supervisados que compitieron en la tarea
3 del SemEval-2010. El sistema propuesto, en su
configuracio´n o´ptima (utilizando nombres y ad-
jetivos para construir el grafo y con un umbral
de 10 11) supera a todos los sistemas no super-
visados que presentaron resultados para el idio-
ma espan˜ol en dicha competicio´n. Como se pue-
de observar, nuestro algoritmo presenta el mejor
valor de cobertura, en detrimento de algo de pre-
cisio´n. Esto es debido a que el me´todo de eva-
luacio´n elegido para desarrollar el sistema fue el
Out-Of-Five, en donde se valora la proposicio´n
de un nu´mero de hasta cinco traducciones por en-
cima de la seleccio´n de una u´nica traduccio´n.
Sistema Medida-F P C
Propuesto 37.04 37.04 37.04
T3-COLEUR 35.67 35.84 35.46
UHD-1 34.95 38.78 31.81
UHD-2 34.22 37.74 31.30
Cuadro 1: Resultados en funcio´n de la Medida-
F, Precisio´n (P) y Cobertura (C) obtenidos por
nuestro algoritmo, en comparacio´n con los siste-
mas no supervisados participantes en la tarea 3
del SemEval-2010.
5. Conclusiones y Trabajo Futuro
En este trabajo hemos abordado la tarea de la
desambiguacio´n del sentido de las palabras en
un contexto multilingu¨e y con un enfoque no su-
pervisado. La idea subyacente ha sido inducir los
sentidos de las palabras en el idioma destino, en
este caso el espan˜ol, mediante una nueva te´cnica
de construccio´n de grafos. Despue´s hemos uti-
lizado las traducciones de las palabras del con-
texto de la palabra origen para identificar la co-
rrespondencia ma´s probable con las traduccio-
nes de la palabra considerada. Esta metodologı´a,
aplicada a los datos de la tarea 3 de la competi-
cio´n Semeval-2010, ha conseguido superar a to-
dos los sistemas no supervisados que participa-
ron en la tarea. Sin embargo, hay muchos aspec-
tos de la propuesta cuya investigacio´n nos propo-
nemos abordar. Uno de ellos es refinar la medida
de distancia entre comunidades utilizando los pe-
sos de los enlaces del grafo de coaparicio´n. Otro
aspecto a estudiar, consiste en analizar distintas
alternativas para tratar los casos de empates que
se puedan producir al seleccionar la mejor tra-
duccio´n. Tambie´n queremos investigar otros al-
goritmos de deteccio´n de comunidades ası´ como
aplicar nuestro algoritmo a otras lenguas.
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