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Abstract
In this survey paper we give an elementary introduction to the theory of Leonard pairs. A Leonard pair is
de.ned as follows. Let K denote a .eld and let V denote a vector space over K with .nite positive dimension.
By a Leonard pair on V we mean an ordered pair of linear transformations A : V → V and B : V → V that
satisfy conditions (i), (ii) below.
(i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal and
the matrix representing B is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A is diagonal and the matrix
representing B is irreducible tridiagonal.
We give several examples of Leonard pairs. Using these we illustrate how Leonard pairs arise in representation
theory, combinatorics, and the theory of orthogonal polynomials.
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1. Leonard pairs
In this survey paper we give an elementary introduction to the theory of Leonard pairs [24,36–39].
We de.ne a Leonard pair and give some examples. Using these examples we illustrate how Leonard
pairs arise in representation theory, combinatorics, and the theory of orthogonal polynomials.
We de.ne the notion of a Leonard pair. To do this, we .rst recall what it means for a square
matrix to be tridiagonal.
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The following matrices are tridiagonal:


2 3 0 0
1 4 2 0
0 5 3 3
0 0 3 0

 ;


2 3 0 0
0 4 2 0
0 2 1 0
0 0 1 5

 :
Tridiagonal means each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiag-
onal.
The tridiagonal matrix on the left is irreducible. This means each entry on the subdiagonal is
nonzero and each entry on the superdiagonal is nonzero.
We now de.ne a Leonard pair. For the rest of this paper K will denote a .eld.
Denition 1.1. Let V denote a vector space over K with .nite positive dimension. By a Leonard
pair on V we mean an ordered pair of linear transformations A :V → V and B :V → V that satisfy
conditions (i), (ii) below.
(i) There exists a basis for V with respect to which the matrix representing A is irreducible
tridiagonal and the matrix representing B is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A is diagonal and the
matrix representing B is irreducible tridiagonal.
Our use of the name “Leonard pair” is motivated by a connection to a theorem of Leonard [3,
p. 260;32] involving the q-Racah and related polynomials of the Askey Scheme. See [38, Appendix
A; 37] for more information on this.
Here is an example of a Leonard pair. Set V =K4 (column vectors), set
A=


0 3 0 0
1 0 2 0
0 2 0 1
0 0 3 0

 ; B=


3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3


and view A and B as linear transformations on V . We assume the characteristic of K is not 2 or
3 to ensure A is irreducible. Then the pair A; B is a Leonard pair on V . Indeed condition (i) in
De.nition 1.1 is satis.ed by the basis for V consisting of the columns of the 4× 4 identity matrix.
To verify condition (ii), we display an invertible matrix P such that P−1AP is diagonal and P−1BP
is irreducible tridiagonal. Set
P =


1 3 3 1
1 1 −1 −1
1 −1 −1 1
1 −3 3 −1

 :
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By matrix multiplication P2 = 8I , where I denotes the identity, so P−1 exists. Also by matrix
multiplication,
AP = PB: (1)
Apparently P−1AP is equal to B and is therefore diagonal. By (1) and since P−1 is a scalar multiple
of P, we .nd P−1BP is equal to A and is therefore irreducible tridiagonal. Now condition (ii) of
De.nition 1.1 is satis.ed by the basis for V consisting of the columns of P.
The above example is a member of the following in.nite family of Leonard pairs. For any
nonnegative integer d, the pair
A=


0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0


; B= diag(d; d− 2; d− 4; : : : ;−d) (2)
is a Leonard pair on the vector space Kd+1, provided the characteristic of K is zero or an odd
prime greater than d. This can be proved by modifying the proof for d=3 given above. One shows
P2 = 2dI and AP = PB, where P denotes the matrix with ij entry
Pij =
(
d
j
) d∑
n=0
(−i)n(−j)n2n
(−d)nn! (06 i; j6d); (3)
where
(a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1) n= 0; 1; 2 : : : :
The details of the above calculation can be found in [37, Section 16].
In line (3) the sum on the right is the hypergeometric series
2F1
(−i;−j
2−d
)
:
For nonnegative integers r; s there exist analogs of the above 2F1 hypergeometric series called rFs
hypergeometric series [2]. Moreover, there exist q-analogs of these called rs basic hypergeometric
series [2,11]. As we will see, there exist Leonard pairs similar to the one above in which the series
of type 2F1 is replaced by a series of one of the following types: 2F1; 3F2; 4F3; 21; 32; 43.
2. Leonard pairs and orthogonal polynomials
There is a natural correspondence between Leonard pairs and a family of orthogonal polynomials
consisting of the q-Racah polynomials and related polynomials in the Askey scheme [38, Appendix A].
Applying this correspondence to the Leonard pairs in Section 1 we get a class of Krawtchouk
polynomials. The details are as follows.
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To keep things simple, we assume throughout this section that our .eld K has characteristic zero.
We .x a nonnegative integer d and consider the subset of K consisting of
d; d− 2; d− 4; : : : ; 2− d; −d:
We call this subset . Let V denote the vector space over K consisting of all functions from  to
K. The cardinality of  is d+1 so the dimension of V is d+1. We de.ne two linear transformations
A :V → V and B :V → V .
We begin with A. For all f∈V , let Af denote the element in V satisfying
(Af)() = f() (∀∈):
We observe A is a linear transformation on V .
We now de.ne B. For all f∈V , let Bf denote the element in V satisfying
(Bf)() =
d+ 
2
f(− 2) + d− 
2
f(+ 2) (∀∈):
We observe B is a linear transformation on V . One might call B a “linear diKerence operator”.
We claim the pair A; B is a Leonard pair on V . To show this, we .rst display a basis for V with
respect to which the matrix representing A is irreducible tridiagonal and the matrix representing B
is diagonal. We use the following notation.
i = d− 2i (06 i6d):
For 06 j6d let Kj denote the element in V satisfying
Kj(i) =
(
d
j
)
2F1
(−i;−j
2−d
)
(06 i6d):
We observe Kj() is a polynomial of degree j in . For instance
K0() = 1; K1() = ; K2() =
 2 − d
2
(∀∈):
The polynomials K0; K1; : : : ; Kd are Krawtchouk polynomials but not the most general ones [2, p.
347; 26]. The sequence K0; K1; : : : ; Kd forms a basis for V . With respect to this basis the matrices
representing A and B are
A:


0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0


; B : diag(d; d− 2; d− 4; : : : ;−d):
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Apparently A; B form a Leonard pair on V which is the example from Section 1 in disguise. Since
the pair A; B is a Leonard pair on V , there exists a basis for V with respect to which the matrix
representing A is diagonal and the matrix representing B is irreducible tridiagonal. We now display
this basis. For 06 j6d let K∗j denote the element in V which satis.es
K∗j (i) = ij (06 i6d);
where ij denotes the Kronecker delta. The sequence K∗0 ; K∗1 ; : : : ; K∗d forms a basis for V . With
respect to this basis the matrices representing A and B are
A : diag(d; d− 2; d− 4; : : : ;−d); B :


0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0


:
We have now shown how the above Krawtchouk polynomials correspond to the Leonard pairs in
Section 1. The polynomials in the following table are related to Leonard pairs in a similar fashion.
Type Polynomial
4F3 Racah
3F2 Hahn, dual Hahn
2F1 Krawtchouk
43 q-Racah
32 q-Hahn, dual q-Hahn
21 q-Krawtchouk (classical, aMne, quantum, dual)
De.nitions of the above polynomials can be found in [26].
We have a classi.cation of Leonard pairs [38, Theorem. 1.9]. By that classi.cation the above
examples exhaust essentially all Leonard pairs in the following sense. Associated with any Leonard
pair is a certain scalar q [37, Corollary 12.8]. The above examples exhaust all Leonard pairs for
which q = −1. For a discussion of the polynomials corresponding to Leonard pairs with q=−1 see
[3, p. 260].
3. Leonard pairs and the Lie algebra sl2
Leonard pairs appear naturally in representation theory. To illustrate this we show how the Leonard
pairs from Section 1 correspond to irreducible .nite dimensional modules for the Lie algebra sl2.
In this section we assume the .eld K is algebraically closed with characteristic zero.
We recall the Lie algebra sl2 = sl2(K). This algebra has a basis e; f; h satisfying
[h; e] = 2e; [h; f] =−2f; [e; f] = h;
where [; ] denotes the Lie bracket.
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We recall the irreducible .nite dimensional modules for sl2.
Lemma 3.1 (Kassel [25, p. 102]). There exists a family
Vd; d= 0; 1; 2 : : : (4)
of irreducible 7nite dimensional sl2-modules with the following properties. The module Vd has a
basis v0; v1; : : : ; vd satisfying hvi = (d − 2i)vi for 06 i6d, fvi = (i + 1)vi+1 for 06 i6d − 1,
fvd=0, evi=(d− i+1)vi−1 for 16 i6d, ev0 =0. Every irreducible 7nite dimensional sl2-module
is isomorphic to exactly one of the modules in line (4).
Example 3.2. Let A and B denote the following elements of sl2.
A= e + f; B= h:
Let d denote a nonnegative integer and consider the action of A, B on the module Vd. With respect
to the basis v0; v1; : : : ; vd from Lemma 3.1, the matrices representing A and B are
A :


0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0


; B : diag(d; d− 2; d− 4; : : : ;−d):
The pair A; B acts on Vd as a Leonard pair. Once again, the resulting Leonard pair is the one from
Section 1 in disguise.
The Leonard pairs in Example 3.2 are not the only ones associated with sl2. To get more Leonard
pairs we replace A and B by more general elements in sl2. Our result is the following.
Example 3.3 (Ito et al. [24, Example 1.5]). Let A and B denote semi-simple elements in sl2 and
assume sl2 is generated by these elements. Let V denote an irreducible .nite dimensional module
for sl2. Then the pair A; B acts on V as a Leonard pair.
We remark the Leonard pairs in Example 3.3 correspond to the general Krawtchouk polynomials
[26].
A bit later in this paper we will obtain Leonard pairs from each irreducible .nite dimensional
module for the quantum algebra Uq(sl2). To prepare for this we recall the split representation of a
Leonard pair.
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4. The split representation
Given a Leonard pair A; B it is natural to represent one of A, B by an irreducible tridiagonal
matrix and the other by a diagonal matrix. There is another representation of interest; we call this
the split representation. In order to distinguish the two representations we make a de.nition.
Denition 4.1. Let V denote a vector space over K with .nite positive dimension and let A; B denote
a Leonard pair on V . By a standard basis for this pair we mean a basis for V with respect to which
the matrix representing A is irreducible tridiagonal and the matrix representing B is diagonal. (We
remark that if v0; v1; : : : ; vd is a standard basis for the pair A; B then so is vd; vd−1; : : : ; v0.)
Before proceeding we recall what it means for a square matrix to be lower bidiagonal or upper
bidiagonal.
The following matrices are lower bidiagonal:

2 0 0 0
3 4 0 0
0 5 0 0
0 0 1 5

 ;


2 0 0 0
1 4 0 0
0 0 3 0
0 0 2 6

 :
Lower bidiagonal means every nonzero entry lies on either the diagonal or the subdiagonal. The
lower bidiagonal matrix on the left is irreducible. This means each entry on the subdiagonal is
nonzero.
A matrix is upper bidiagonal (resp. irreducible upper bidiagonal) whenever its transpose is lower
bidiagonal (resp. irreducible lower bidiagonal).
Denition 4.2. Let V denote a vector space over K with .nite positive dimension. Let A; B denote
a Leonard pair on V . By a split basis for this pair we mean a basis for V with respect to which
the matrix representing A is irreducible lower bidiagonal and the matrix representing B is irreducible
upper bidiagonal. (We remark that if u0; u1; : : : ; ud is a split basis for the pair A; B then ud; ud−1; : : : ; u0
is a split basis for the Leonard pair B; A.)
Each Leonard pair has many split bases and these are obtained as follows. Let V denote a vector
space over K with .nite positive dimension and let A; B denote a Leonard pair on V . Let v0; v1; : : : ; vd
denote a standard basis for A; B as in De.nition 4.1. Let v∗0 ; v∗1 ; : : : ; v∗d denote a standard basis for
the Leonard pair B; A. For 06 i6d the space
Span(v0; v1; : : : ; vi) ∩ Span(v∗i ; v∗i+1; : : : ; v∗d)
has dimension 1 [38, Lemma 3.8]; let ui denote a nonzero vector in this space. Then the sequence
u0; u1; : : : ; ud is a split basis for A; B [38, Lemma 3.8]. Every split basis for A; B is obtained in this
fashion. This follows from [38, Theorem 3.2, Lemma 4.10].
We illustrate with the Leonard pairs from Section 1. Let A; B denote the Leonard pair given in
(2). With respect to an appropriate split basis for this pair the matrices representing A and B are
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as follows.
A :


d 0
−1 d− 2
−2 ·
· ·
· ·
0 −d −d


; B :


d 2d 0
d− 2 2d− 2
· ·
· ·
· 2
0 −d


:
There is some information on split bases in [24,38]. For a more detailed study see [37].
5. Recognizing a Leonard pair
The following theorem provides a way to recognize a Leonard pair.
Theorem 5.1 (Terwilliger [38, Corollary 14.2]). Let V denote a vector space over K with 7nite
positive dimension. Let A :V → V and B :V → V denote linear transformations. Let us assume
there exists a basis for V with respect to which the matrices representing A and B have the
following form.
A :


0 0
1 1
1 2
· ·
· ·
0 1 d


; B :


∗0 ’1 0
∗1 ’2
 ∗2 ·
· ·
· ’d
0 ∗d


: (5)
Then the pair A; B is a Leonard pair on V if and only if there exist scalars i (16 i6d) in K
such that conditions (i)–(v) hold below.
(i) ’i = 0; i = 0 (16 i6d).
(ii) i = j; ∗i = ∗j if i = j; (06 i; j6d).
(iii) ’i = 1
∑i−1
h=0
h−d−h
0−d + (
∗
i − ∗0)(i−1 − d) (16 i6d).
(iv) i = ’1
∑i−1
h=0
h−d−h
0−d + (
∗
i − ∗0)(d−i+1 − 0) (16 i6d).
(v) The expressions
i−2 − i+1
i−1 − i ;
 ∗i−2 −  ∗i+1
 ∗i−1 − ∗i
(6)
are equal and independent of i for 26 i6d− 1.
We will demonstrate the utility of the above theorem in the next section.
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6. Leonard pairs and Uq(sl2)
Given a Leonard pair it is often more natural to work with a split basis rather than a standard
basis. We illustrate this with an example based on the quantum algebra Uq(sl2).
In this section we assume K is algebraically closed. We .x a nonzero scalar q∈K which is not
a root of unity.
Denition 6.1 (Kassel [25, p. 122]). Let Uq(sl2) denote the associative K-algebra with 1 generated
by symbols e; f; k; k−1 subject to the relations
kk−1 = k−1k = 1;
ke = q2ek; kf = q−2fk;
ef − fe = k − k
−1
q− q−1 :
We recall the irreducible .nite dimensional modules for Uq(sl2). We use the following notation:
[n]q =
qn − q−n
q− q−1 ; n∈Z:
Lemma 6.2 (Kassel [25, p. 128]). With reference to De7nition 6.1, there exists a family
V;d; ∈{1;−1}; d= 0; 1; 2 : : : (7)
of irreducible 7nite dimensional Uq(sl2)-modules with the following properties. The module V;d has
a basis u0; u1; : : : ; ud satisfying kui=qd−2iui for 06 i6d, fui=[i+1]qui+1 for 06 i6d−1, fud=0,
eui = [d− i + 1]qui−1 for 16 i6d, eu0 = 0. Every irreducible 7nite dimensional Uq(sl2)-module
is isomorphic to exactly one of the modules V;d. (Referring to line (7), if K has characteristic 2
we interpret the set {1;−1} as having a single element.)
We use the above Uq(sl2)-modules to get Leonard pairs. The following result was proved by the
present author in [36] and is implicit in the results of Koelink and Van der Jeugt [29,30]. For related
results see [27,28,31,33,39].
Example 6.3 (Koelink and Van der Jeugt [29,30], Terwilliger [36]). Referring to De.nition 6.1 and
Lemma 6.2, let  ; ! denote nonzero scalars in K and de.ne A, B as follows.
A=  f +
k
q− q−1 ; B= !e +
k−1
q− q−1 : (8)
Let d denote a nonnegative integer and choose ∈{1;−1}. Then the pair A; B acts on V;d as
a Leonard pair provided  ! is not among qd−1; qd−3; : : : ; q1−d. For this Leonard pair the basis
u0; u1; : : : ; ud from Lemma 6.2 is a split basis.
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Proof. We apply Theorem 5.1. We begin by displaying a basis for V;d with respect to which the
matrices representing A; B have the form (5). We obtain this basis by modifying the basis u0; u1; : : : ; ud
given in Lemma 6.2. For 06 i6d we de.ne u′i =  i[1]q[2]q · · · [i]qui. We observe u′0; u′1; : : : ; u′d is a
basis for V;d. The elements k; f; e act on this basis as follows. We have ku′i=qd−2iu′i for 06 i6d,
fu′i =  −1u′i+1 for 06 i6d− 1, fu′d = 0, eu′i =  [i]q[d− i+ 1]qu′i−1 for 16 i6d, eu′0 = 0. Using
these comments and (8) we .nd that with respect to the basis u′0; u′1; : : : ; u′d the matrices representing
A; B are given in (5), where
i =
qd−2i
q− q−1 ; 
∗
i =
q2i−d
q− q−1 (06 i6d);
’i =  ![i]q[d− i + 1]q (16 i6d):
De.ne
i = [i]q[d− i + 1]q( ! − q2i−d−1) (16 i6d):
Let us assume  ! is not among qd−1; qd−3; : : : ; q1−d. Then the above scalars i; ∗i ; ’i; i satisfy
conditions (i)–(v) of Theorem 5.1. The veri.cation is routine and left to the reader. To aid in this
veri.cation we mention the above scalars i satisfy
i−1∑
h=0
h − d−h
0 − d =
[i]q[d− i + 1]q
[d]q
(16 i6d):
Applying Theorem 5.1 we .nd the pair A; B acts on V;d as a Leonard pair. With respect to the basis
u0; u1; : : : ; ud the matrix representing A (resp. B) is irreducible lower bidiagonal (resp. irreducible
upper bidiagonal). Therefore this basis is a split basis for A; B in view of De.nition 4.2.
We remark the Leonard pairs in Example 6.3 are related to the quantum q-Krawtchouk polynomials
[26,28].
7. Leonard pairs in combinatorics
Leonard pairs arise in many branches of combinatorics. For instance, they arise in the theory of
partially ordered sets (posets). We illustrate this with a poset called the subspace lattice Ln(q).
In this section we assume our .eld K is the .eld C of complex numbers.
To de.ne the subspace lattice we introduce a second .eld. Let GF(q) denote a .nite .eld of order
q. Let n denote a positive integer and let W denote an n-dimensional vector space over GF(q). Let
P denote the set consisting of all subspaces of W . The set P, together with the containment relation,
is a poset called Ln(q).
Using Ln(q) we obtain a family of Leonard pairs as follows. Let CP denote the vector space over
C consisting of all formal C-linear combinations of elements of P. We observe P is a basis for CP
so the dimension of CP is equal to the cardinality of P.
We de.ne three linear transformations on CP. We call these K , R (for “raising”), L (for “lower-
ing”).
We begin with K . For all x∈P,
Kx = qn=2−dim xx:
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Apparently each element of P is an eigenvector for K .
To de.ne R and L we use the following notation. For x; y∈P we say y covers x whenever (i)
x ⊆ y and (ii) dim y = 1 + dim x.
The maps R and L are de.ned as follows. For all x∈P,
Rx =
∑
y covers x
y:
Similarly,
Lx = q(1−n)=2
∑
x covers y
y:
(The scalar q(1−n)=2 is included for aesthetic reasons.)
We consider the properties of K; R; L. From the construction we .nd K−1 exists. By combinatorial
counting we verify
KL= qLK; KR= q−1RK;
LR− RL= K − K
−1
q1=2 − q−1=2 :
We recognize these equations. They are the de.ning relations for Uq1=2(sl2). Apparently K , R, L turn
CP into a module for Uq1=2(sl2).
We now see how to get Leonard pairs from Ln(q). Let  ; ! denote nonzero complex scalars and
de.ne A, B as follows.
A=  R+
K
q1=2 − q−1=2 ; B= !L+
K−1
q1=2 − q−1=2 :
To avoid degenerate situations we assume  ! is not among q(n−1)=2; q(n−3)=2; : : : ; q(1−n)=2.
The Uq1=2(sl2)-module CP is completely reducible [25, p. 144]. In other words, CP is a direct
sum of irreducible Uq1=2(sl2)-modules. On each irreducible module in this sum the pair A; B acts as
a Leonard pair. This follows from Example 6.3.
We just saw how the subspace lattice gives Leonard pairs. It is implicit in [34] that the following
posets give Leonard pairs in a similar fashion: the subset lattice, the Hamming semi-lattice, the
attenuated spaces, and the classical polar spaces. De.nitions of these posets can be found in [34].
8. Further reading
We mention some additional topics which are related to Leonard pairs.
Earlier in this paper we obtained Leonard pairs from the irreducible .nite dimensional modules for
the Lie algebra sl2 and the quantum algebra Uq(sl2). We cite some other algebras whose modules are
related to Leonard pairs. These are the Askey–Wilson algebra [12–16,40–42], the Onsager algebra
[1,8–10], and the Tridiagonal algebra [24,38,39].
We discussed how certain classical posets give Leonard pairs. Another combinatorial object which
gives Leonard pairs is a P- and Q-polynomial association scheme [3,4,35]. Leonard pairs have been
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used to describe certain irreducible modules for the subconstituent algebra of these schemes [5–
7,24,35].
The topic of Leonard pairs is closely related to the work of GrPunbaum and Haine on the “bispectral
problem” [18,20]. See [17,19,21–23] for related work.
Acknowledgements
The author would like to thank John Caughman, Eric Egge, Jack Koolen, Michael Lang, and Mark
MacLean for giving this manuscript a close reading and oKering many valuable suggestions.
References
[1] C. Ahn, K. Shigemoto, Onsager algebra and integrable lattice models, Modern Phys. Lett. A 6 (38) (1991) 3509–
3515.
[2] G. Andrews, R. Askey, R. Roy, Special Functions, Cambridge University Press, Cambridge, 1999.
[3] E. Bannai, T. Ito, Algebraic Combinatorics I: Association Schemes, Benjamin/Cummings, London, 1984.
[4] A.E. Brouwer, A.M. Cohen, A. Neumaier, Distance-Regular Graphs, Springer, Berlin, 1989.
[5] J.S. Caughman IV, The Terwilliger algebras of bipartite P- and Q-polynomial schemes, Discrete Math. 196 (1999)
65–95.
[6] B. Curtin, Distance-regular graphs which support a spin model are thin, in: Proceedings of the 16th British
Combinatorial Conference, London, 1997, Discrete Math. 197/198 (1999) 205–216.
[7] B. Curtin, K. Nomura, Distance-regular graphs related to the quantum enveloping algebra of sl(2), J. Algebraic
Combin. 12 (2000) 25–36.
[8] E. Date, S.S. Roan, The structure of quotients of the Onsager algebra by closed ideals, J. Phys. A 33 (2000) 3275
–3296.
[9] B. Davies, Onsager’s algebra and the Dolan–Grady condition in the non-self-dual case, J. Math. Phys. 32 (1991)
2945–2950.
[10] L. Dolan, M. Grady, Conserved charges from self-duality, Phys. Rev. D (3) 25 (1982) 1587–1604.
[11] G. Gasper, M. Rahman, Basic hypergeometric series, Encyclopedia of Mathematics and its Applications, Vol. 35,
Cambridge University Press, Cambridge, 1990.
[12] Ya.I. GranovskiST, I.M. Lutzenko, A.S. Zhedanov, Mutual integrability, quadratic algebras, and dynamical symmetry,
Ann. Phys. 217 (1992) 1–20.
[13] Ya.A. GranovskiST, A.S. Zhedanov, Nature of the symmetry group of the 6j-symbol, Zh. VEksper. Teoret. Fiz. 94
(1988) 49–54.
[14] Ya.I. GranovskiST, A.S. Zhedanov, Twisted Clebsch–Gordan coeMcients for suq(2), J. Phys. A 25 (1992) L1029–
L1032.
[15] Ya.I. GranovskiST, A.S. Zhedanov, Linear covariance algebra for slq(2), J. Phys. A 26 (1993) L357–L359.
[16] Ya.I. GranovskiST, A.S. Zhedanov, Spherical q-functions, J. Phys. A 26 (1993) 4331–4338.
[17] F.A. GrPunbaum, Some bispectral musings, in: The Bispectral Problem, Montreal, PQ, 1997, American Mathematical
Society Providence, RI, 1998, pp. 31–45.
[18] F.A. GrPunbaum, L. Haine, The q-version of a theorem of Bochner, J. Comput. Appl. Math. 68 (1996) 103–114.
[19] F.A. GrPunbaum, L. Haine, Bispectral Darboux transformations: an extension of the Krall polynomials, Internat. Math.
Res. Notices 8 (1997) 359–392.
[20] F.A. GrPunbaum, L. Haine, Some functions that generalize the Askey–Wilson polynomials, Comm. Math. Phys. 184
(1997) 173–202.
[21] F.A. GrPunbaum, L. Haine, On a q-analogue of the string equation and a generalization of the classical orthogonal
polynomials, in: Algebraic Methods and q-Special Functions, MontrXeal, QC, 1996, American Mathematical Society,
Providence, RI, 1999, pp. 171–181.
P. Terwilliger / Journal of Computational and Applied Mathematics 153 (2003) 463–475 475
[22] F.A. GrPunbaum, L. Haine, The Wilson bispectral involution: some elementary examples, in: Symmetries and
Integrability of DiKerence Equations, Canterbury, 1996, Cambridge University Press, Cambridge, 1999, pp. 353–
369.
[23] F.A. GrPunbaum, L. Haine, E. Horozov, Some functions that generalize the Krall–Laguerre polynomials, J. Comp.
Appl. Math. 106 (1999) 271–297.
[24] T. Ito, K. Tanabe, P. Terwilliger, Some algebra related to P- and Q-polynomial association schemes, in: Codes and
Association Schemes, Piscataway, NJ, 1999, American Mathematical Society, Providence, RI, 2001, pp. 167–192.
[25] C. Kassel, Quantum Groups, Springer, New York, 1995.
[26] R. Koekoek, R.F. Swarttouw, The Askey scheme of hypergeometric orthogonal polyomials and
its q-analog, Report 98-17, Delft University of Technology, The Netherlands, 1998, Available at
http://aw.twi.tudelft.nl/∼koekoek/research.html.
[27] H.T. Koelink, Askey–Wilson polynomials and the quantum su(2) group: survey and applications, Acta Appl. Math.
44 (1996) 295–352.
[28] H.T. Koelink, q-Krawtchouk polynomials as spherical functions on the Hecke algebra of type B, Trans. Amer. Math.
Soc. 352 (2000) 4789–4813.
[29] H.T. Koelink, J. Van der Jeugt, Convolutions for orthogonal polynomials from Lie and quantum algebra
representations, SIAM J. Math. Anal. 29 (1998) 794–822.
[30] H.T. Koelink, J. Van der Jeugt, Bilinear generating functions for orthogonal polynomials, Constr. Approx. 15 (1999)
481–497.
[31] T.H. Koornwinder, Askey–Wilson polynomials as zonal spherical functions on the su(2) quantum group, SIAM J.
Math. Anal. 24 (1993) 795–813.
[32] D. Leonard, Orthogonal polynomials, duality, and association schemes, SIAM J. Math. Anal. 13 (1982) 656–663.
[33] H. Rosengren, Multivariable Orthogonal Polynomials as Coupling CoeMcients for Lie and Quantum Algebra
Representations, Centre for Mathematical Sciences, Lund University, Sweden, 1999.
[34] P. Terwilliger, The incidence algebra of a uniform poset, Math. Appl. 20 (1990) 193–212.
[35] P. Terwilliger, The subconstituent algebra of an association scheme, J. Algebraic Combin. 1 (1992) 363–388.
[36] P. Terwilliger, Introduction to Leonard pairs and Leonard systems, SYurikaisekikenkyYusho KYokyYuroku 1109 (1999)
67–79 (Algebraic combinatorics, Kyoto, 1999.).
[37] P. Terwilliger, Leonard pairs from 24 points of view, in: Proceedings of the Special Functions 2000, Tempe AZ,
2000, accepted for publication.
[38] P. Terwilliger, Two linear transformations each tridiagonal with respect to an eigenbasis of the other, Linear Algebra
Appl. 330 (2001) 149–203.
[39] P. Terwilliger, Two relations that generalize the q-Serre relations and the Dolan–Grady relations, in: Physics and
Combinatorics 1999, Nagoya, World Scienti.c, River Edge, NJ, 2001, pp. 377–398.
[40] A.S. Zhedanov, Hidden symmetry of Askey–Wilson polynomials, Teoret. Mat. Fiz. 89 (1991) 190–204.
[41] A.S. Zhedanov, Quantum suq(2) algebra: Cartesian version and overlaps, Modern Phys. Lett. A 7 (1992) 1589–
1593.
[42] A.S. Zhedanov, Hidden symmetry algebra and overlap coeMcients for two ring-shaped potentials, J. Phys. A 26
(1993) 4633–4641.
