A comparative analysis of the performance of some well-known classification techniques (Discriminant Analysis, Quinlan's See5, and Neural Networks) and certain machine learning systems of recent development (ARNI, FAN and SVM) is conducted. The chosen classification task is the forecasting of the level of efficiency of Spanish commercial and industrial companies. Assignment of the firms is made upon the basis of a set of financial ratios, which make a high dimension feature space with low separability degree. In the present research the effects on the accuracy of variations of each technique in the estimation sample size are measured. The main results suggest that ARNI and See5 yield the best results, even with small sample sizes.
INTRODUCTION
Machine Learning Systems (MLS) are proven alternatives to traditional statistical methods for classification purposes. They have been used for the study of important issues in accounting research, such as insolvency forecasting or the choice of accounting methods. Among their advantages, we can highlight the following (Bonsón et al., 1997a): 132 1. Unlike Discriminant Analysis or Logistic Regression, MLS are nonparametric models which do not require that the feature space meet any property. This is important because, as several authors point out (e. g., Deakin, 1976; Watson, 1990) , the distributional properties of financial ratios often lead to violations of the hypotheses of the most popular parametric techniques, and these violations may induce serious biases in the conclusions of the research.
2. Unlike other nonparametric models such as Neural Networks (NN), which are 'black box' devices, they are easy to interpret.
The outcome of these systems is a set of rules or a classification tree, which can be understood even by people with no specific Artificial Intelligence (AI) knowledge. So, they are useful tools for the economic analysis, and not only classificatory devices.
In recent years, a wide panoply of rules and trees induction systems has been developed and is now at the researcher's disposal. The main goals of the present research are to test the accuracy of three well known techniques (LDA, See5 and NN) in comparison with that of three newer MLS (ARNI, FAN and SVM) and to measure their sensitivity to variations in sample size. Even though many previous papers have focused on the comparison of classification techniques, our research has several distinctive characteristics, which offer substantial differences to the prior research on this issue. The most important are the following:
1. The three MLS tested (ARNI, FAN and SVM) have never been used for classification tasks in the fields of Accounting and Economics.
2. We focus on business efficiency analysis. This is a task that has not received much attention in the previous literature, as the majority of the papers have dealt with the issue of insolvency forecasting.
3. Our classification problem has a low separability degree. We deliberately do not consider those variables that, at first look, The International Journal of Digital Accounting Research Vol. 2, No. 4 may seem good predictors for the class indicator, but on closer analysis are redefinitions of the variable to forecast. The inclusion of these ratios may inflate the predictive ability of models by this 'tautological' effect.
4. Unlike other comparative studies, the sensitivity of the accuracy of each technique to variations in the size of the estimation sample is tested. This is important because in accounting research we often have to deal with small data bases or, in case of having a large one, we might be interested in splitting it into smaller subsets (of sector or of company size) in order to increase the validity of the economic analysis.
For the achievement of the aforementioned goals, the remainder of the paper is structured as follows: in section 2, prior research is reviewed, so that the need for the research we propose is shown to be evident. Section 3 comprises the methodology of the study, including the sample selection procedure, the variables and the class indicator, and each of the classification models and the procedure for the measurement of the sensitivity to variations in sample size is briefly described. The main results are shown in section 4, and section 5 is devoted to the summary and conclusions of our research work. Bonsón et al., 1997b; 134 McKee, 1998; Varetto, 1998) . The results show, in general, that induction systems are a valid approach to economic classification tasks, even taking into account that sometimes statistical models outperform induction systems in terms of classification accuracy (see, e. g., Marais et al., 1984; Elliott and Kennedy, 1988; McKee, 1995a; McKee, 1995b; Varetto, 1998) . The overfitting problems, which are quite common in nonparametric estimation, are in most of the cases the causes of these situations.
PRIOR RESEARCH
However, the bulk of prior research has focused on the comparison of a certain model with the traditional parametric techniques. Only in certain papers two or more of the induction systems that are at the researcher's disposal are compared with each other. Among these exceptions, we can highlight the works of Jeng et al. (1997) , which consists of the comparison of a fuzzy learning algorithm with Quinlan's ID3; Cronan et al. (1991) , which compares ID3 and RPA; Didzarevich et al. (1997) , which tests RPA and CN2, and McKee and Lensberg (2002) , which compares rough sets with rough sets in conjunction with genetic algorithms.
Moreover, the majority of the research works has focused on the prediction of insolvency and bankruptcy. Other tasks have received much less attention. The works of Braun and Chandler (1987) for the prediction of the stock market behavior; Liang et al. (1992) for the analysis of the FIFO/LIFO decision; Deal and Edgett (1997) , on product development decisions; Markham et al. (2000) , for the setting of the number of kanban cards in a just-in-time production system, and Mak and Munakata (2002) , on the product entry decision, are examples.
In addition, the sensitivity of AI techniques to changes in data structure has seldom been analysed by researchers in the field of Economics. We can only highlight the works of Kattan and Cooper (2000) , Pavur (2002), and Pendharkar (2002) , which conclude that factors like data distribution, class proportions, and the position of outliers have a certain degree of influence upon the accuracy of AI systems. These researchers, however, used data generated by simulations instead of the actual figures from company financial statements. we test the effect of sample size variations on the accuracy of each system. This is especially important, because if we were able to develop a model that performs well with small samples, the significance of economic analysis could be enhanced (e. g., by splitting a big sample into branch of activity or/and company size, and analyzing separately each partition).
METHODOLOGY
As indicated above, in the present research we focus on an analysis of the performance of several MLS (ARNI, FAN and SVM) in comparison with some well known techniques that we use as benchmarks. In addition, the sensitivity of the accuracy of the systems when sample size varies is tested.
In the following paragraphs we discuss the sample selection process and the variables. A brief description of the techniques is also provided, and the procedure for the measurement of the sensitivity of the accuracy of each system to variations in the size of the estimation sample is expounded.
De Andrés, Lorca & Combarro Sensitivity of MLS to variations...
The Data Base
For the purpose of this article we start from a data base elaborated from the financial statements of the commercial and industrial firms located in Spain 2 . In accordance with Spanish legislation, limited liability companies are required to deposit their annual accounts in the Registro Mercantil (Commercial Register), whose files are publicly available for every user of financial information. The analysed accounts correspond to the year 1999.
We only considered companies with more than 100 employees available in SABE data base 3
. A set of filters were applied to guarantee not only the quality of financial information but also that the selected sample really shows the economic activity of each sector. Companies were eliminated if they did not carry out any activity during 1999, if 1999 was the first year of business, or if they did not offer enough information to compute the selected ratios. Thus, after those eliminations, the remainder of the data base was made up of the accounts of 5671 companies.
For these firms we have considered the consolidated statements, when available.
The Class Inductor
In the present study we focus on the identification of the financial variables which are more related to high levels of efficiency. The level of efficiency is represented using a dichotomous variable, which is equal to one if the company is included in the most efficient group and is equal to zero if it belongs to the least efficient group. Therefore, our classification task is a dichotomous one.
For the measurement of efficiency, and taking into account the limitations of the available information (only annual accounts), we have chosen the financial profitability ratio. This ratio is the quotient between the net profit and equity capital. Many authors (e. g., Kelly and Tippet, 1991; Brief and Lawson, 1992) 2 Appendix A shows the sectors which have been considered in the study according to the NACE (rev. 1).
3 Sistema de Análisis de Balances Españoles (System for the Analysis of Spanish Balance Sheets) is a financial data base elaborated by Bureau van Dijk with includes the majority of the Spanish commercial and industrial firms. Vol. 2, No. 4 claim that this is a suitable measure of efficient management, in spite of its limitations.
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Once that financial profitability has been computed for each firm, in order to avoid distortions caused by the sector effect, we have divided the ratio by the median of the profitability for each branch of activity.
For the definition of both efficient and inefficient groups, the final specification is made by discarding the eighty intermediate percentiles of the financial profitability ratio. In this way, the group which has the most efficient companies will comprise 10% of the firms with the highest financial profitability and the group which has the least efficient companies will comprise 10% of the firms with the lowest value for this ratio. Appendix A indicates the number of companies included in each group and each sector.
We must state that an alternate version of the present research was carried out considering the 25% most profitable firms and the 25% less profitable companies.
The results are not included here because they are close to those obtained with the '10%' criterion. This suggests that other definitions of the class indicator would have not changed the qualitative conclusions of this paper, only showing small differences in the performance of the tested MLS. Since we pursued the 'stylised facts' rather than a very precise estimation of error rates, we have considered our expedient sufficient.
The Financial Variables
With the aim of describing the financial situation of the firms, we take as reference the set of ratios proposed by López (2000) for the analysis of the financial statements drawn up according to Spanish GAAP. We have excluded from the analysis the variables that, at first sight, may be highly related to the class indicator, but which on closer analysis simply result in redefinitions of the variable to forecast, and thus may inflate the models' predictive ability simply by a 'tautological' effect.
De Andrés, Lorca & Combarro Sensitivity of MLS to variations... Therefore, ratios which are intrinsically connected with financial profitability are excluded. In this way, our task is a 'low separability' problem, for which a high percentage of correct classifications is not expected. The final considered indicators are the set of nine variables that can be seen in appendix B. We must state that in order to guarantee the absence of the aforementioned 'tautological' effect, we ran a correlation analysis between each predictor and the financial profitability, with the result of no significant correlations.
For all these variables, as was done for the financial profitability ratio, the distortions caused by the sector effect were corrected by dividing the ratio by the median for each branch of activity.
The descriptive statistical information on each variable, displayed on appendix C, shows a marked positive skewness and a high level of kurtosis that characterizes the distribution of most of the variables. The Lilliefors test was carried out resulting in the rejection of the normality assumption for every indicator. In addition, we must state that all the variables make up a relatively high dimensional feature space, with almost uncorrelated components, which makes dimension reduction strategies based on some kind of principal components analysis unfeasible.
The Tested Techniques
As stated above, in the present research we test the accuracy of several rules and trees induction systems. Three of them (LDA, See5 and NN) are world-class standards, which we use as benchmarks. The other three (ARNI, FAN and SVM) are newer models that have not been previously employed for economic classification tasks. In the following lines a brief description of each of the tested systems is provided.
LDA
LDA classifies using a function which takes the form Z=v 0 +v 1 x 1 + ... +v n x n , where x 1 ...x n are the formally independent variables and v 0 ...v n the discriminant coefficients, computed through a differential calculus procedure (see Jobson, 1992) .
The 2, No. 4 Individuals are assigned to either one or the other group depending on their estimated Z values. LDA procedure assumes that formally independent variables are multivariate normally distributed and that the group dispersion matrices are equal across all groups. This can lead to non-optimum results, as violation of these assumptions is the rule rather than the exception, at least in economics and finance (see Eisenbeis, 1977) .
Quinlan's See5
This algorithm is the latest version of the induction systems developed by Quinlan (1979 Quinlan ( , 1983 Quinlan ( , 1986 Quinlan ( , 1988 Quinlan ( , 1993 Quinlan ( and 2000 . These systems use the entropy criterion, which means that the classification tree grows, if we choose, at each step, the variable which has the highest entropy or amount of information. Entropy is calculated through the following expression:
where N is the total number of observations, k the number of classes and n j is the number of observations belonging to each class. See5 algorithm uses a more sophisticated version of this criterion, and includes additional functions, the most important being the possibility of changing the obtained tree into a simpler set of classification rules.
Quinlan's programs are recognized worldwide as a standard in classification. In this paper, we have followed two steps in the application of See5. First, a classification tree was inferred from the original data and, second, the tree was simplified into a set of simpler rules which have the following structure:
If <condition> then assign the case to class <x> where the conditions are logical expressions which involve the input variables of the model.
For the generation of the rule set See5 considers all the possible rules that can be constructed with the nodes and the variables of the tree. These rules are then ordered according to a measure of their classification performance and the best ones are selected. The algorithm selects also a classification by default to assign to the cases which do not satisfy the conditions of any rules. This class by default will be calculated so that classification mistakes are minimum. The software used to develop these models is SEE5 by RULEQUEST, Inc. ARNI (Ranilla et al., 1999 ) is a MLS which constructs decision trees following the procedure used by ID3 and C4.5 (Quinlan, 1993) but using a measure of the quality of the rules which is called the Impurity Level (IL) as heuristic instead of entropy. The process of pruning is also replaced by the one used in FAN.
ARNI
The resulting algorithm usually shows, when applied to benchmark tasks, an accuracy level slightly better than C4.5, but produces a number of rules that is considerably smaller.
There exists also a version of the algorithm that produces classification rules and that is called ARNI-rules. This system operates in a way that is analog to See5-rules. The results of this procedure when applied to our data base are also discussed in section 4.
FAN
FAN is the acronym of Finding Accurate Inductions, a machine learning system which combines the advantages of both instance-based algorithms and rule inducers. It has been developed by Ranilla and Bahamonde (2000) and it has The International Journal of Digital Accounting Research Vol. 2, No. 4 been shown to produce, in exemplary data bases, fewer rules than C4.5 with no less accuracy than other algorithms of the same type, like RISE (Domingos, 1996) .
When presented with a collection of already classified examples, FAN produces successive sets of rules which then enter a process of pruning. The main tool used in this process is the IL. This is a heurisitic estimation of the classification performance of the induced rules and is applied to select the reduced set of rules which better generalize the given examples.
To classify an unseen case, the distance of the new example to all the induced rules is computed, and the closest one is then applied to conclude the predicted category.
SVM

Support Vector Machines (SVM) are universal learners based on the Structural
Risk Minimization principle from computational learning theory (Vapnik, 1995).
They are able to find out linear or non-linear threshold functions to separate the examples of a certain category from the rest by means of support vectors.
One of the most important properties of SVM is that they can deal with very large feature spaces, independently of their dimensionality. The neurons of the NN are organized into layers. The structure and number of these layers define the different models of NN. One of the most common (and the one we use in this study) is the Multilayer Perceptron trained with the backpropagation algorithm. This system has an input layer that receives the external data, one or more hidden layers and one output layer which gives the result of the processing. In the present reseach we have used only one hidden layer, as previous papers (i.e. Altman et al., 1994) suggest that additional layers do not increase the explanatory power of the models.
Perceptron NN
The Measurement of the Sensitivity of Each Technique to Changes in Sample Size
We have evaluated the variations of each model's performance as the size of the estimation sample increases. For each sample size, and for each technique, not only one sample is used. A number of them are randomly selected from the data base, and therefore a number of models are estimated, so average error rates can be computed.
Due to data availability restrictions, we have chosen 9 different sizes for the estimation sample (n=100, 200, 300, 400, 500, 600, 700, 800, 900). For each sample size n, the following two-steps procedure is repeated 50 times: first, from the data base are randomly selected a training set of size n. And, second, once the model is estimated from the training set, its performance is evaluated at an independent test set. Once the 50 iterations have been completed, average error rates on the test sample are computed.
Regarding the independent test set, its size is 134, as the original data base contains 1134 examples and 1000 of them are used for the selection of the training sets. We decided to use as estimation set, along all the evaluation process, a fixed separate partition of the original sample in order to guarantee that all the training sets are strictly independent from the test set used. The whole process is designed with the purposes of (1) neutralizing as far as possible the potential effects of excessive data mining on one single test set, and (2) averaging the performances of many models, with a view to neutralizing the effect of random variability as well as local minima in training processes. Analysis of average results for a reasonably high number of replications seems to us more adequate for a comparative analysis than the study of one single estimation task, or only a best or worse case analysis. Tables 1 and 2 show the percentage error rates in the test samples for the selected estimation sample sizes. We call 'type I error' the one which consists of assigning a high efficiency company to the low efficiency group. Therefore, 'type II error' is classifying a low efficiency firm in the high efficiency group. 41,83 30,33 31,37 30,75 30,78 42,21 56,75 39,20 42,72 30,21 30,63 28,12 29,46 43,25 42,3 38,38 200 40,86 26,09 26,42 24,84 25,67 38,09 49,1 32,88 42,17 26,78 27,28 28,21 27,61 44,9 48,93 33,35 300 40,42 26,12 24,81 25,4 25,7 39,43 49,85 30,12 41,75 23,79 26,69 25,4 24,69 42,39 48,81 31,34 400 38,71 24,48 23,43 24,33 25,31 41,34 57,04 28,61 41,33 24,51 25,16 23,67 23,1 42,69 41,28 28,44 500 37,98 24,09 23,85 22,93 23,91 42,51 60,57 27,51 41,24 22,36 23,7 23,19 22,69 41,37 36,72 28,44 600 37,78 24,99 24,18 21,01 21,4 43,34 50,09 26,77 41,10 22,87 23,16 21,31 21,64 41,61 47,52 28,32 700 36,49 22,9 21,64 20,99 20,6 40,06 46,96 26,85 40,25 23,58 23,94 22,03 21,55 44,9 49,73 28,41 800 37,22 22,2 20,69 20,15 19,19 40,84 47,49 25,02 40,55 22,87 23,67 21,31 21,4 44,93 47,64 25,97 900 35,74 22,42 23,01 20,21 20,66 37,1 44,72 24,97 39,67 22,66 22,75 21,52 20,57 48,84 49,16 26,45 Firstly, we can appreciate the relatively high error rates, which confirm that this is a low separability problem. This is the result of the variables selection process. It must be remembered that we have excluded from the analysis the variables that, at first sight, may be highly related to the class indicator.
RESULTS
Another interesting conclusion for all techniques is the reduction of total errors when the sample size grows (this reduction is bigger in See5 rules). This implies that, if possible, it is better to work with big sample sizes but, any case, it is necessary to carry out a cost benefit analysis on the use of large databases.
It is clearly shown that SVM, FAN and LDA have higher total percentages of error in the test sample for all selected sample sizes than ARNI, See5 and NN.
The advantage of See5 and See5-rules over ARNI and ARNI-rules when the sample size increases is also prominent. These results can be seen more clearly in In addition, it must be highlighted that these results were tested using the With the aim of examining the interpretability of the results of each system, it is interesting to comment on the number of nodes, rules or vectors that are generated (see Table 3 ) 6 . For all the techniques, this number increases with sample size, except for FAN, because in this model the rules do not cover the whole space, since they are applied using a minimum distance criterion. According to table 3, FAN is the easiest to interpret algorithm, although it has a high percentage of total errors.
In addition, although according to the theoretical specifications ARNI-rules should produce less rules than See5-rules, in our case the results are the opposite for all the sample sizes. The reasons for this are surely the specific features of accounting ratios (positive skewness, high levels of kurtosis, unequality of dispersion matrices), as in other environments rulesets inferred with ARNI are smaller than those generated using See5 (see Ranilla et al., 1999) .On the other hand, and regarding to the classification trees, ARNI employs less nodes than See5 for the majority of the sample sizes.
Size Arni Table 3 . Average number of nodes, rules or vectors.
RESEARCH LIMITATIONS
As defined above, this research has certain limitations that are either impossible or not cost-effective to overcome. These limitations must be stated in order to allow the reader to achieve a clearer understanding of the results. First of all, the decision of including medium-sized companies in the sample implies assuming the risk that a certain number of firms could be in the highest quartile due to 'cooking the books', as according to Spanish legislation small and medium-sized businesses do not have the obligation to submit their annual accounts to the auditor's judgment. However, it could be argued that both efficient and inefficient companies have incentives to carry out creative accounting practices.
Another drawback is that in nonparametric contexts the set of possible probabilistic behaviour is by nature much wider. The most habitual strategy is to focus on the analysis of more or less exemplary cases. Because of this, the validity of our analysis is, strictly speaking, limited to our case. For a different population other conclusions might be obtained. However, there are some reasons that suggest that the kind of analysis we perform here may be more illuminating than a priori expected: (1) Available literature (e. g. De Andrés, 2000) suggests that the Spanish case may be representative of most European countries, and may be used as a In addition, the estimation could be rather an arbitrary and unreliable process, having into account that these costs are sector-specific, and our methodology considers all branches of activity as a whole. Nevertheless, as previous research clearly demonstrates (De Andrés, 2001) , in the analysis of business efficiency through MLS, misclassification costs are very similar for each type of error.
SUMMARY AND CONCLUSIONS
Rules and trees induction systems play an increasing role in economic research.
So, it is worth determining which of them achieves better results. In this paper we have compared the performance of three well known models (LDA, Quinlan's See5 and NN) with three newer inference engines (ARNI, FAN and SVM). In addition, we have tried to measure the sensitivity of each system to changes in sample size.
Although there are other comparisons in the literature, the classification task we have chosen, that is, the analysis of the most/least efficient companies, the rule induction system we have tested, and the measure of the sensitivity to changes in sample size we have carried out, are significant features that distinguish this work from previous research papers. decrease when sample size increases. Therefore, the reduction in total error is due to the decrease of the type I error.
The number of generated nodes, rules and vectors, as indicator of the ease of interpretation of the results, shows an increase as we increase the sample size.
That is to say, as we increase the sample size we manage to decrease the total error, but the interpretation becomes more difficult. It is necessary to carry out a cost-benefit analysis on the use of large databases.
One final consideration is that the results that we have obtained are only for this database and we cannot be sure that they will be seen to be the same if we use other databases. So, this indicates the area of future research. 
