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RÉSUMÉ
Les transferts de chaleur par convection jouent un rôle important dans divers secteurs
industriels tels que la climatisation, le transport, la production chimique, la microélectro-
nique et la production d’électricité. Les fluides caloporteurs conventionnels tels que l’eau,
l’éthylène glycol et l’huile sont caractérisés par des propriétés thermiques relativement
limitées, ce qui réduit l’efficacité des systémes thermiques mis en jeu. L’avancée récente
dans le domaine des nanotechnologies a donné naissance à un nouveau type de particules
métalliques, et non métalliques, de tailles nanométriques, caractérisées par une conduc-
tivité thermique trés élevée. Ces particules, appelées nanoparticules, sont généralement
dispersées dans un fluide de base et le mélange résultant constitue une nouvelle classe de
fluides caloporteurs nommés nanofluides.
Le domaine des nanofluides est un champ de recherche très vivant et leur application dans
les processus industriels devient de plus en plus répandue pour leurs remarquables pro-
priétés optiques, magnétiques, diélectriques ou électromagnétiques. Dans le présent projet,
seules les performances thermiques des nanofluides seront abordées.
Les nanofluides ont montré leur capacité à modifier les propriétés de transport et de trans-
fert de chaleur du fluide de base, ce qui constitue un grand potentiel d’amélioration pour
les processus de transfert de chaleur. Cependant, bien que l’ajout de nanoparticules so-
lides aux fluides de base augmente leur conductivité thermique, cela s’accompagne d’une
diminution de leur capacité calorifique et d’une augmentation de leur viscosité. Ceci en-
traine une augmentation de la puissance de pompage requise. Les coûts de production des
nanoparticules et la difficulté à préparer des nanofluides stables dans le temps rendent,
pour l’instant, l’application des nanofluides dans l’industrie encore limitée.
Dans ce contexte, l’objectif principal de ce projet de recherche est d’évaluer en détail les
caractéristiques d’écoulements de nanofluides et les paramètres clés affectant leur perfor-
mance dans le processus de transfert de chaleur. Pour ce faire, des modèles numériques ont
été développés puis validés soigneusement avec des données issues de la littérature pour
des écoulements convectifs en régimes laminaire et turbulent. Bien que les configurations
choisies soient relativement canoniques, elles permettent d’évaluer les possibles avantages
des nanofluides dans des systèmes thermiques industriels et d’étudier l’influence des prin-
cipaux paramètres de contrôle, comme le débit d’entrée et la fraction en nanoparticules
entre autres.
Mots-clés : Nanofluides, Écoulements en conduite et canal, CFD, Transfert Thermique,
Turbulence, Indices de performance.

ABSTRACT
Convective heat transfer plays an important role in various industrial sectors such as air-
conditioning, transportation, chemical production, microelectronics or power generation.
Conventional heat transfer fluids such as water, ethylene glycol or oil exhibit relatively lim-
ited heat transfer properties, which hinders the efficiency of thermal systems. The recent
advances in the field of nanotechnology gave rise to a new class of nanometeric metallic
and non-metallic particles characterized by their substantially higher thermal conductiv-
ities. These particles, referred as nanoparticles, are dispersed into a conventional fluid,
creating a new class of heat transfer fluids named nanofluids.
The study of nanofluids is a viable research field and their application in various industrial
processes becomes more widespread due to their thermal, optical, magnetic, and electro-
magnetic properties. In the present study, only the thermal efficiency of nanofluids will
be investigated.
Nanofluids have shown their ability to enhance the heat transfer performances of the host
fluid, which constitutes a great potential to increase the energetic efficiency of thermal
systems. However, adding solid nanoparticles to a base fluid would not only increase its
thermal conductivity but, it is also accompanied with a decrease of its heat capacity and
an increase of its dynamic viscosity, which may lead to an increased required pumping
power. The two main drawbacks of nanofluids, which limit their use in industrial systems
remain the prohibitive cost to produce nanoparticles and the difficulty to prepare and
stabilize nanofluids over a wide life cycle.
In this context the main objective of this research project is to study in detail the nanofluid
flow characteristics and the key parameters affecting their performance in heat transfer
process. To this end, Computational Fluid Dynamics techniques are used to propose a
numerical model able to simulate nanofluid flows taking into account several phenomena
due to the presence of the nanoparticles into a base fluid and then evaluate the benefits
from their using in industrial applications.
Keywords: Nanofluids, Pipe and channel flows, CFD, Heat Transfer, Turbulence, Per-
formance criteria.

“Loving others is how we access true reality
and affect every atom of the Universe. That
is nanotechnology. This is the blueprint to
immortality. And its time is now”
-Rav Berg
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CHAPTER 1
INTRODUCTION
1.1 Background and motivation
Heat transfer is one of the most important processes in many industrial applications, such
as microelectronics, transportation, manufacturing, metrology, defense, and energy supply
industries due to the increase in energy demand and prices. However, the inherent low
thermal conductivity of conventional fluids, such as water, oils, and ethylene glycol, is a
primary limitation for the development of efficient and compact engineering equipment
and especially heat transfer systems [96].
The Maxwell’s theory [148] showed that an enhancement of the thermal conductivity may
be achieved by dispersing millimeter or micrometer-sized solid particles into a base fluid.
However one major drawback associated with the use of such large size particles is their
rapid settling, which may result into a complete separation of the two phases along with
the clogging of heat exchangers due to the sedimentation of the solid aggregates formed by
the large size particles. This type of solid-fluid suspensions requires also the addition of a
large number of particles resulting in significantly greater pressure drop, hence increased
pumping power, corrosion of the walls and a noticeable increase in the wall shear stress.
Recent advances in nanotechnology have led to the manufacturing of nanometer-sized par-
ticles referred to as nanoparticles. The latter has an equivalent diameter lower than 100
nm. In 1995, a new class of heat transfer fluids named nanofluids has been then suggested
by dispersing nanoparticles in traditional host fluids [47]. As opposed to milli- or micro-
sized suspensions, more stable suspensions may be achieved by introducing nanoparticles.
Moreover, the former benefit from over hundred times larger surface/volume ratio than
that of microparticles and exhibit much higher thermal conductivity than that of base
fluids [102].
Nanofluids have attracted the attention of many researchers as well as engineers all over
the word because of their capability to improve the thermal conductivity of the working
fluids which can lead to a higher energy efficiency and a better performance of the system.
Therefore, several experimental and numerical studies have been conducted to explore the
mechanisms involved in the convective heat transfer processes of nanofluids.
The first step in this direction is to better understand the mixture flow characteristics
and the forces acting between solid and liquid phases. To this purpose, Computational
1
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Fluid Dynamics (CFD) techniques have proven to be an excellent tool, providing much
more details than what can be attained by experimental methods, even if their reliability
is dependant on the quality of the assumptions required to achieve a computationally fea-
sible model. This is particularly true for heat transfer with nanofluid where the internal
flow complexity has prevented a definite consensus on a reliable benchmarked numerical
approach for their study owing to different reasons. Firstly, the determination of appropri-
ate correlations for the nanofluid thermophysical properties becomes a major issue for the
simulation process because of their diversity in the literature. Moreover, there is still not
a clear consensus on the appropriate numerical approach (single versus two-phase model,
choice of the turbulence closure . . . ) to model nanofluids. To date, most models account
for the main nanoparticle properties such as their shape, size, material and volume con-
centration but it is important to take into account also other phenomena such as the
Brownian motion, the thermophoresis, the stability of the solution, the viscous drag force
and friction, among other parameters.
Therefore, the present thesis is an attempt to overcome some of these issues: firstly select
the suitable numerical approach to model nanofluid flows, secondly use the appropriate
nanofluid thermophysical properties, and then, investigate the effect of different parame-
ters on the hydrodynamic and thermal fields, namely the nanoparticle type and size and
the Reynolds number. To this end, two different canonical configurations for which reli-
able experimental or analytical results are available in the literature are considered: an
uniformly heated cylindrical pipe (purely forced convection) and a heated wall-mounted
obstacle in a rectangular channel (conjugated conduction/convection).
1.2 Objectives and originality
The utmost purpose of this project is first to develop an efficient numerical model dedicated
to convective nanofluid flows then to evaluate in detail the main nanofluid flow character-
istics and their effect on the heat transfer performance. To this end, the following points
are introduced and discussed:
 Carry out laminar forced convection computations of nanofluid flows using direct
numerical simulation and quantify the influence of the nanoparticles diameter and
type on the hydrodynamic and thermal fields with an emphasis on the sedimentation
process.
 Develop useful empirical correlations for the friction coefficient and the average Nus-
selt number and extend them to a wide range of Reynolds numbers and volume
fractions of nanoparticles.
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 Perform a numerical benchmark combining different choices of multiphase and tur-
bulence models for the modelling of convective heat transfer and nanofluid flows,
determining the best compromise between accuracy and computational costs.
 Investigate the heat transfer performance and the entropy generation of nanofluids
flowing within a 2D channel with a heated wall mounted obstacle (conjugated heat
transfer).
 Discuss the benefit of using nanofluid for heat transfer enhancement regarding dif-
ferent merit criteria.
1.3 Thesis Outline
The thesis is organized in six chapters, as will be outlined further. Chapter 2 contains
a review of the most relevant studies on the nanofluid properties, performance mecha-
nisms and numerical approaches. Afterwards, the results on laminar forced convection
of nanofluid flows in a uniformly heated pipe using direct numerical simulations will be
discussed in Chapter 3, followed by the study on convective turbulent heat transfer of
water-based Al2O3 nanofluids in an uniformly heated pipe in Chapter 4. The governing
equations of different turbulence models, RANS, used in the previous chapter will be de-
veloped in Appendix A. In Chapter 5, a study of conjugated heat transfer and entropy
generation of Al2O3–water nanofluid flows over a heated wall-mounted obstacle will be
carried out. Finally, some concluding remarks and future perspectives will be presented
in Chapter 6.
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CHAPTER 2
State of the Art
In the recent years, nanofluids have attracted the attention of researchers and engineers
due to their interesting thermophysical properties which make them an excellent candidate
that can replace the classical thermal fluids such as water, oil and ethylene glycol. Despite
their numerous advantages, the effectiveness of nanofluids at the industrial scale is still
a subject of debate as inherent phenomena associated with nanofluid flows are yet to be
investigated. Thereupon, this chapter will comprehensively review and critically discuss
the most relevant studies existing in the literature on the nanofluid properties, as well as
their applications, thermal performances and numerical modellings.
2.1 Nanofluid properties
Well dispersed nanoparticles even at low-volume fractions in a host fluid may enhance the
mixture thermal conductivity, knf , over the base fluid values. For examples, Xian et al.
[222] reported an enhancement up to 13% and 15 % of water thermal conductivity when
adding 0.4% volume fraction of Al2O3 and Cu, respectively. An enhancement of about
34% of thermal conductivity was found by Liu et al. [135] by adding 3% volume fraction
of alumina nanoparticles into water with mean diameter equal to 33 nm. Biercuk et al.
[30] observed a 125% increase in thermal conductivity at 1% nanotube loading at room
temperature. Though leading to a significant increase in thermal conductivity, adding
nanoparticles to a base fluid can also lead to a decrease in the heat capacity [115, 185] and
an increase in the dynamic viscosity of the mixture [115]. A compromise must then be
found between the increase in thermal conductivity and the loss of heat storage capacity
without consuming excessive pumping power.
The suspension of ultrafine particles into a base fluid can strongly alter the transport
properties and the heat transfer performance of a given nanofluid. However, traditional
models failed to provide satisfactory insights on the thermal properties of nanofluids, in
particular the thermal conductivity and the dynamic viscosity. Recently, a large number of
theoretical, experimental and numerical investigations have been undertaken to determine
the appropriate correlations that can better describe the thermophysical properties of
nanofluids.
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2.1.1 Density
The enhancement in the nanofluid density can be represented by the mixture rule, firstly
suggested for microscopic dispersions. The experimental results showed that the mixture
rule can also be used for the mixtures containing nanosized particles. The nanofluid
density can be expressed as:
nf = np'+ (1  ')bf (2.1)
Pak and Cho [172] and Ho et al. [94] examined the validity of equation (2.1). They
experimentally evaluated the density of Al2O3-water nanofluid at room temperature. They
found an excellent agreement between the experimental data and the predicted values from
Eq.(2.1) as illustrated in Figure 2.1.
Figure 2.1 Effect of the volume fraction on the density of Al2O3-water nanofluid
[115].
Khanafer and Vafai [115] developed a new correlation for the nanofluid density which
was a function of the temperature and the nanoparticle volume fraction based on the
experimental data of Ho et al. [94]. Their correlation can be expressed as:
nf = 1001:064 + 2738:6191'  0:2095T (2.2)
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where 0  '  0:04 and 5  T (C)  40.
The maximum relative error was around 0.22%, and they found that the decreasing rate
of the density of Al2O3-water nanofluid with increased temperature was insignificant.
2.1.2 Specific heat
To determine the nanofluid specific heat, there are two major correlations suggested by
Pak and Cho (Eq.2.3) [172] and Xuan and Roetzel (Eq.2.4) [234]:
Cpnf = Cpnp'+ (1  ')Cpbf (2.3)
Cpnf =
'(Cp)np + (1  ')(Cp)bf
nf
(2.4)
The first correlation (Eq.2.3) is based on the mixture rule, which assumes that the equiv-
alent specific heat is obtained by a simple volumetric combination of the specific heat
of the components. Only few researchers have opted for this correlation in their studies
[129, 160, 172]. The second correlation (Eq.2.4) is based on the assumption that there is
a thermal equilibrium that exists between the nanoparticles and the base fluid. Thus, the
nanofluid’s specific heat can be defined from a thermal balance including the mixture rule.
This equation has been widely used by [21], [4] or [192] among other references. Mansour
et al. [146] evaluated the behavior of the two above-mentioned correlations to describe the
specific heat of nanofluids. They found that both correlations provided significantly differ-
ent results. However, they affirmed that the two expressions can be considered equivalent
in the calculation of the nanofluid specific heat. On the other hand, O’Hanley et al. [168]
and Khanafer and Vafai [115] claimed that the Xuan and Roetzel’s correlation [234] can
provide a better estimate of the nanofluid specific heat, as opposed to the Pak and Cho’s
correlation [172], which was found to overestimate the values of this property.
As opposed to the density and the specific heat, there are far more theoretical, exper-
imental and numerical models existing in the literature for the evaluation of the dynamic
viscosity and thermal conductivity of nanofluids as defined in the following sections.
2.1.3 Thermal conductivity
Thermal conductivity is an important parameter for the enhancement of the heat transfer
performance of nanofluids. A wide range of experimental and theoretical studies were
conducted in the literature to model the thermal conductivity of nanofluids. The classi-
cal models, originated from continuum formulation which typically involves the particle
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size/shape and volume fraction and assumes diffusive heat transfer in both fluid and solid
phases, have been used to predict the thermal conductivity of nanofluids. Since the model
reported by Maxwell [148], other classical models have been suggested by Bruggeman [39],
Hamilton and Crosser [86], Jeffery [103], Wasp [226], Davis [56], and Lu and Lin [138].
The Maxwell model was developed to determine the effective thermal conductivity of
liquid-solid suspensions for low volumetric concentrations of spherical particles. This
model is applicable to statistically homogeneous low volume fraction liquid-solid suspen-
sions with randomly dispersed and uniform spherical particles in size and expressed as:
knf
kbf
=
knp + 2kbf + 2'(knp   kbf )
knp + 2kbf   '(knp   kbf ) (2.5)
Bruggeman [39] suggested a model to study the interactions between random distributions
of spherical particles and can be applicable for large volume fractions. The Bruggeman
model can be written as follows:
knf
kbf
=
(3'  1)knp
kbf
+ [3(1  ')  1] +p
4
(2.6)
where  =
h
(3'  1)knp
kbf
+ 3(1  ')  1
i2
+ 8knp
kbf
:
For low particle volume fraction, the model of Bruggeman results in approximately the
same results as of the Maxwell’s model [148].
For non-spherical particles, Hamilton and Crosser [86] developed a model for the effective
thermal conductivity of two-component mixtures. Their model was a function of the
thermal conductivities of both base fluid and particle, particle volume fraction, particle
type and particle shape. They considered also the nanoparticle aggregation. The Hamilton
and Crosser model [86] can be expressed as follows:
knf
kbf
=
knp + (n  1)kbf + (n  1)'(knp   kbf )
knp + (n  1)kbf   '(knp   kbf ) (2.7)
where n is an empirical shape factor given by n = 3= , and  is the particle sphericity,
defined by the ratio of the surface area of a sphere with volume equal to that of the particle,
to the surface area of the particle. It is noteworthy that, when the particle sphericity is
equal to unity (n=3), the Hamilton and Crosser’s equation reduces to the Maxwell’s model
[148].
The Maxwell equation and derivatives have been used quite extensively, especially for early
attempts on nanofluid flows. However, the most hindering drawbacks of these models are
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their inability to take into account the important physical parameters such as temperature,
particle size and Brownian motion. For instance, Dian [63] experimentally evaluated the
ability of the classical models to predict the thermal conductivity of Al2O3- water nanofluid
measured in a temperature range between 15 and 55. They found a close agreement
between the measured thermal conductivity and the Hamilton and Crosser [86] and the
Bruggeman [39] models only at the low temperature (15). However, the values predicted
by the experiment departed from models with increased temperature, as illustrated in
Figure 2.2. They concluded that the classical models cannot predict the observed enhanced
thermal conductivity of nanofluids.
Figure 2.2 Thermal condutivity vs volume fraction of Al2O3 nanoparticles dis-
persed in water for different temperatures. [63].
The thermal conductivity of nanofluids is dependent on parameters associated with the
characteristics of the base fluid and the nanoparticles (such as geometry, dimensions, and
physical properties) and to the existing interactions between the nanoparticles and the
base fluid (interfacial effects). The adequate description of these parameters allows the
adequate characterization of the nanofluid. Therefore, a number of mechanisms have been
studied to interpret the enhancement of the thermal conductivity including the volume
fraction of nanoparticles, size, shape, Brownian motion, and liquid molecular layering.
Despite of the numerous pertinent theoretical and empirical models for nanofluid thermal
conductivity, the models are still limited to specific cases as shown in Table 2.1. Many
researchers assessed the uncertainties in estimations of the nanofluid thermal conductivity
and they noticed that the results depend on the used correlation. They also mentioned the
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existence of a lot of uncertainties in determining thermal conductivity [155, 158]. For the
same nanofluid type, Al2O3-water, they referred this discrepancy to the different initial
condition and nanoparticles fabrication method .
Until today, there are no universal theoretical or empirical model available in the literature
for predicting the nanofluid thermal conductivity. Therefore, there is a debate in the
scientific community on the mechanisms involved in the heat transfer enhancement of
nanofluids, which will be discussed in detail in the next section2.2.
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Table 2.1 Summary of existing models for the thermal conductivity of nanoflu-
ids.
Model Correlation Relevant information
Lu and Lin [138] knf
kbf
= 1 + (knp=kbf )'+ 2:27'
2 -Spherical and non-spherical particles
Jeffery [103] knf
kbf
= 1 + 3'+ '2(32 + 3
2
4
+ 9
3
16
k+2
2k+3
+ :::) -High-order terms represent pair interactions
of randomly dispersed spherical particles
Jang and Choi [101] knf=kbf (1  ') +knp' +3C dbfdnp kbfRe2d Pr ' -Based on kinetics, Kapitza resistance and convection
-Takes into account: the Brownian motion, temperature variation,
nanoparticle size and volume fraction.
Chon et al. [48] knf
kbf
= 1 + 64:7'0:74
dbf
dnp
0:369 knp
kbf
0:747  Pr0:9955Re1:2321 -Based on the Brownian motion
Re= bfkBT
32bf lbf
Bhattacharya et al. [24] knf
kbf
= Knp
kbf
'+ (1  ') -Based on the Brownian motion
Koo and Kleinstreuer [120, 121] knf = kstatic + kBrownian -CuO/ethylene-glycol, CuO/water
=
knp+2kbf+2'(knp kbf )
knp+2kbf '(knp kbf ) kbf -Considers surrounding liquid travelling with
randomly moving nanoparticles
+5104'npcp
q
KbT
npD
f(T; ') -Based on Brownian motion
Xue [235] knf
kbf
=
1 '+2' knp
knp kbf
ln
knp+kbf
2kbf
1 '+2' kbf
knp kbf
ln
knp+kbf
2kbf
-Nanospheres with interfacial shell
Prasher [178] knf
kbf
= (1+ARemPr0:333')knp+2kbf+2'(knp kbf )
knp+2kbf '(knp kbf ) -Accounts for convection caused
A=40000 and m=2.5 by Brownian motion from particles
Murshed et al. [161] knf =
(knp klr)'klr[21 2+1]+(knp+klr)21 ['2(klr kbf )+kbf ]
21(knp klr) (knp+klr)'[21+2 1] -Considers the effect of particle size,
 = 1 + t
rnp
1 = 1 +
t
dnp
concentration and interfacial layer
Xuan et al. [233] knf
kbf
= knp+2kbf+2'(knp kbf )
knp+2kbf '(knp kbf ) +
np'Cp
2kbf
q
kBT
3rc
-Includes the effects of random motion,
particle size, concentration and temperature
Li and Peterson [131] knf kbf
kbf
= 0:764'+ 0:0187(T   273:15)  0:462 -Al2O3/water nanofluid
knf kbf
kbf
= 3:761'+ 0:0179(T   273:15)  0:307 -CuO/water nanofluid
Buongiorno [41] knf
kbf
= 1 + 2:92'  11:99' -TiO2/water nanofluid
Maiga et al. [143] knf
kbf
= 1 + 2.72 ' + 4.97 '2 -Al2O3/water nanofluid
Knf
kbf
= 1 + 2.8273 ' + 28.905 '2 -Al2O3/ethylene-glycol
Patel et al. [175] Knf
kbf
= 1 + 0:135(knp
kfb
)0:273'0:467( T
20
)0:547( 100
dnp
)0:234 -Oxide and metallic nanofluids
Timofeeva et al. [214] knf = (1 + 3')kbf -Al2O3/water nanofluid
Duangthongsuk and Wongwises [64] knf
kbf
= a + b' -TiO2/water nanofluid
a=1.0225, b=0.0272 for T=15C
a=1.0204, b=0.0249 for T=25C
a=1.0139, b=0.0250 for T=35C
Corcione [52] knf
kbf
= 1 + 4:4Re0:4Pr0:66( T
Tfr
)10(knp
kbf
)0:234'0:66 -Al2O3/water nanofluid
Tfr is the freezing point of the base liquid
Godson et al. [82] knf
kbf
= 0.9508 + 0.9692' -Ag/water nanofluid
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2.1.4 Dynamic viscosity
The dynamic viscosity is one of the key properties of nanofluids. It is believed that the
viscosity is as critical as the thermal conductivity in engineering system because it is ex-
pected that nanofluids increase the thermal conductivity of base fluids without increasing
the pressure drop that may affect the process of the convective heat transfer. The predic-
tion of the nanofluid viscosity has always been a challenging task that needed a special
attention from researchers. There are several theoretical and empirical models to predict
nanofluid viscosity that have been suggested in the literature.
Over the last few decades, only few theoretical models have been elaborated for the esti-
mate of the particle suspension viscosities. It is very interesting to mention that almost
all of the existing formulas were derived from Einstein’s pioneering work [67] which was
mainly based on the the assumption of a linear viscous behaviour of the fluid containing
the dilute and suspended spherical particles. Einstein [67] calculated the energy dissipated
by the fluid flow around a single particle, and associated with the work required to move
this particle relatively to the surrounding fluid. His work led to the following formula:
nf = (1 + 2:5')bf (2.8)
Einstein’s correlation was found to be valid for relatively low particle volume fraction (less
than 2%), however at higher concentrations, it underestimates the effective viscosity of
the mixture.
Later, a substantial effort has been devoted to the "correction" of the Einstein’s model.
Brinkman [37] modified Einstein’s formula to the following so that it can be used for
moderate particle concentrations (up to 4 %):
nf =
1
(1  ')2:5bf (2.9)
Lundgren [139] proposed an equation under the form of a Taylor series of particle concen-
tration:
nf = (1 + 2:5'+ 6:25'
2 +O('3))bf (2.10)
If the terms O('2) and higher are to be neglected, the above correlation reduces to that
of Einstein.
Batchelor [17] considered the effect of the Brownian motion of particles on the bulk stress
of an approximately isotropic suspension of rigid and spherical particles. His work yielded
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to the following expression:
nf = (1 + 2:5'+ 6:5'
2)bf (2.11)
Alternatively, Frankel and Acrivos [76] suggested the following expression:
nf =
9
8

('='m)
1=3
1  ('='m)1=3

bf (2.12)
where 'm is the maximum particle volume fraction that guarantees the good dispersion
of particles into the base fluids and it can be determined experimentally. Graham [83]
generalized the work of Frankel and Acrivos [76] for low particle concentrations:
nf = (1 + 2:5')bf +
"
4:5
( h
rnp
):(2 + h
rnp
):(1 + h
rnp
)2
#
bf (2.13)
where rnp and h are the particle radius and the inter-particle spacing, respectively.
According to these correlations, the viscosity of nanofluid solely depends on the viscos-
ity of the base fluid and the concentration of the particles, whereas experimental studies
showed that many factors can affect the dynamic viscosity of nanofluids including the
temperature, the particle size and shape, the shear rate, etc.
In general, all the previous analytical models can be used for the determination of the
viscosity of the nanoparticle suspension. However, their validity for some applications re-
mains highly questionable. In fact, Nguyen et al. [164] reported that Einstein, Brinkman,
Lundgren and Batchelor models have all underestimated the nanofluid’s viscosity even
for a relatively low particle concentration. Compared to the experimental studies on the
thermal conductivity of nanofluids, there are limited rheological investigations reported
in the literature [5, 143, 157, 159, 225]. Among the few studies on the dynamic viscosity
behavior, the issued addressed by researchers were mainly related to the factors influenc-
ing the nanofluid viscosity such as the bulk temperature, the Brownian motion, the size
and shape of nanoparticles, etc. It is noteworthy that most of the experimental studies
revealed an increase in the viscosity of mixtures with the addition of nanoparticles and
this increase was found to be proportional to the particle volume fraction and inversely
proportional to the bulk temperature [1, 5, 164, 173].
The formulation of unified theory that can reasonably predict the nanofluid viscosity be-
havior remains interesting challenge for researchers and the existing models of nanofluid’s
viscosity based on the experimental results are still limited to certain nanofluids under
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specific conditions. A summary of the experimental models used for the estimate of the
dynamic viscosity of nanofluids are listed in Table 2.2.
A good understanding of the rheological properties of nanofluids and their effect on the
heat transfer processes is crucial for the design of more efficient and highly reliable heat
exchangers.
Table 2.2 Summary of the experimental models for the determination of the
dynamic viscosity of nanofluids.
Model Correlation Relevant information
Khanafer and Vafai [115] nf = -0.4491+28:837T +0.574'np -0.1634'
2
np+23.053
'2np
T 2
-Al2O3-water 1%  '  9%
+ 0.0132 '3np-2354.735
'np
T 3
+23.498'
2
np
d2np
-3.0185'
3
np
d2np
20  T   70, 13nm dnp 131nm
nf = (1 + 3:544'+ 169:46'2) bf -TiO2-water, dnp = 27nm, 0  '  0.1
Nguyen et al. [164] nf = 0.904 e0:483' bf -Al2O3-water, dnp = 47nm
nf = (1 + 0:025'+ 0:015'2) bf -Al2O3-water, dnp = 36nm
nf = (1:475  0:319'+ 0:051'2 + 0:009'3) bf -CuO-water, dnp = 29nm
Buongiorno. [41] nf = (1 + 39'+ 533:9'2) bf -Al2O3-water, dnp = 13nm
nf = (1 + 5:45'+ 108:2'2) bf -TiO2-water, dnp = 27nm
Maiga et al. [143] nf = (1 + 7:3'+ 123'2) bf -Al2O3-water, dnp = 28nm
nf = (1  0:19'+ 306'2) bf -Al2O3-Ethylene-glycol, dnp = 28nm
Moldoveanu et al. [157] nf = (4135'2   91:72'+ 2:06) bf -Al2O3-water
nf = ( 769'2 + 42'+ 1:1) bf -SiO2-water
nf = (5 10 6T 2   3 10 3T + 0:5) bf - 0.5% Al2O3 + 0.5% SiO2-water
Palm et al. [173] nf = 0.034 - 210 4T + 2.910 7T 2 -Al2O3-water, ' = 1%
nf = 0.039 - 2.310 4T + 3.410 7T 2 -Al2O3-water, ' = 4%
Nguyen et al. [165] nf = (1.125 -0.0007T)bf -' = 1% for Al2O3, TiO2 and CuO-water
nf = (2.1275 -0.0215T + 0.0002 T 2)bf -' = 4% for Al2O3, TiO2 and CuO-water
Wang et al. [225] nf = (1 + 7.3' + 123'2) bf -Al2O3-water and Al2O3-EG
Tseng and Lin [217] nf = 13.47exp(35.98')bf -TiO2-water, 0.05  '  0.12
Drew and Passman [62] nf = (1 + 2.5')bf -'  5%, Cu/water, Au, CNT, graphene
Song et al. [204] nf = (1 + 56.5')bf -SiO2-water
Chen et al. [44] nf = (1 + 10.6' + '2)bf -TiO2-ethylene-glycol
Abu-Nada et al. [1] nf = -0.155 - 19:582T + 0:794'+
2094:47
T 2
  0:192'2 -Al2O3-water
 8:11'
T
  27463:863
T 3
+ 0:127'3 + 1:6044'
2
T
+ 2:1754 '
T 2
Circione [52] nf = 11 34:84(dp=df ) 0:3' 1:03 bf -SiO2-ethanol
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2.2 Parameters influencing the heat transfer enhance-
ment
In nanoparticle-fluid mixtures, several mechanisms/parameters can strongly affect the heat
transfer process such as the microscopic motion of the particles (Brownian motion), the
particle structure and their surface properties.
2.2.1 Brownian motion
The random motion of nanoparticles within the base fluid is also called Brownian motion,
and it results from continuous collisions between the nanoparticles and the molecules of
the base fluid [68] as illustrated in Figure 2.3.
Figure 2.3 Brownian motion in non-equilibrium system [38].
The concept of Brownian motion suggests that the molecular collisions between particles
are random and take place at the molecular time-scale, M . During time periods of the
order of the momentum timescale of the particle, the effects of the Brownian motion may
be expressed as the action of a random force, ~FBr , which acts on the particle continuously.
This force is opposed to the fluid drag. The equation of motion for the particle is defined
as follows:
ms
~dv
dt
= 6fKn(~u  ~v) + ~FBr: (2.14)
where fKn is the drag force which is a function of the Knudsen number of the particles,
Kn =
KBTp
2d2pL
, ms is the mass of particles and  is the radius of the particle.
When the fluid velocity does not change with time (steady motion), equation (2.14) be-
comes:
d
dt
(
d~x
dt
) =  9fKn
22s
d~x
dt
+
3
43s
~FBr: (2.15)
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where s is the density of the particles.
In order to quantify the effects of the Brownian motion, one must quantify the random
force, ~FBr, on the velocity and position of the nanoparticles. The motion of the particles
in the fluid does not have a preferred direction and the ensemble-average displacement of
the particles is:
d
dt
h~x:d~x
dt
i = 9kBT
83s
  9fKn
22s
h~x:d~x
dt
i (2.16)
where KB is the Boltzmann constant.
The initial conditions of equation (2.16) are that the particle position and velocity are
equal to zero. Therefore, the last expression may be integrated twice to yield the following
expression for the ensemble-averaged dispersion of the particle:
h~x:~xi = 2kBT
6fKn
(2.17)
It is noteworthy that the particle dispersion, due to the Brownian motion, is independent
of the density and the other characteristics of the particle and only depends on the size
of the particle and the form of the hydrodynamic drag. The dispersion coefficient, D0, is
defined as half the derivative of the Brownian dispersion. The dispersion of an isolated
spherical particle can be written as follows:
D0 =
d
2dt
h~x:~xi = kBT
6fKn
(2.18)
Therefore, in order to simulate appropriately the Brownian motion, a User Defined Func-
tion (UDF) should be added into the specific simulation code and it is desirable to perform
a Lagrangian simulation for the motion of an ensemble of particles. A computational time
interval t is chosen a priori for the numerical integration of the particle motion. t is
typically much higher than the characteristic time of molecular collisions. To incorporate
simply and practically the effects of the Brownian motion on the Lagrangian trajectories
of the particles, the time-averaged dispersion of the particles should be equal to the value
predicted by equation (2.18). Consequently, the random force is equal to:
~FBr =
4
3
3s ~R
s
2kBT
6fKn
(2.19)
where ~R is a random vector, whose components are Gaussian random numbers with zero
mean and unit variance.
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Jang et al. [101] were the first to describe the Brownian motion of nanoparticles as a
key mechanism governing the thermal behavior of nanofluids. Buongiorno [41] developed
an alternative model to explain the abnormal convective heat transfer enhancement in
nanofluids, while considered seven slip mechanisms: the inertia, Brownian diffusion, ther-
mophoresis, diffusiophoresis, Magnus effect, fluid drainage, and gravity. He also claimed
that, over these seven mechanisms, only the Brownian diffusion and thermophoresis are the
important slip mechanisms in nanofluids [41]. In order to evaluate the Brownian motion
effect on the heat transfer performance, Tarybakhsh et al. [210] investigated numerically
the laminar forced convective flow of Al2O3-water nanofluid in a tube under constant wall
temperature condition. The results showed that the Brownian motion of nanoparticles
significantly affected the macroconvection heat transfer capability of the nanofluid by in-
ducing microconvection/mixing and by varying the viscosity of nanofluids. They found
that the hydrodynamic interaction between the nanoparticles strongly enhanced the ther-
mal transport capability and assumed that the Brownian motion is one of the key factors
responsible for the high effective thermal convection of nanofluids. Haris et al. [90] eval-
uated a laminar fully developed convective heat transfer of Al2O3-water nanofluid inside
a circular tube. They claimed that the random motion of nanoparticles can alter the
structure of the flow field and led to heat transfer enhancement.
The Brownian motion was found to be the key factor in the heat transfer performance by
several research groups. However, other investigators claimed that the random motion has
little effects on the heat transfer performance. In this context, Keblinski et al. [112] eval-
uated four possible explanations for the anomalous increase in heat transfer which were:
Brownian motion of the particles, molecular-level layering of liquid/particle interface, the
nature of heat transport in the nanoparticles, and the effects of nanoparticle clustering.
They affirmed that Brownian motion is not a significant mechanism in the enhancement of
heat conduction. Wang and Xu [225] assessed experimentally different possible microscopic
energy transport mechanisms in nanofluids and concluded that the Brownian motion does
not contribute to the energy transport in nanoparticle-fluid mixtures as they found that
at 10 % alumina volume fraction, the thermal conductivity increased by roughly 0.5 %
when taking into account Brownian motion.
2.2.2 Thermophoretic force
The thermophoretic force on nanoparticles arises from the presence of a temperature
gradient in the fluid causing the concentration of nanoparticles to change around the
heating and cooling sides relative to the mean value as shown in Figure 2.4.
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Figure 2.4 Thermophoretic motion of small spherical particles [153].
Figure 2.4 illustrates that when there is a temperature gradient in the particulate system,
small particles tend to disperse faster in hotter region and slower in colder region, which
causes an accumulation of particles in the colder region.
The effect of thermophoresis on small particles is often expressed in terms of a ther-
mophoretic velocity, tp, or of a thermophoretic force, Ftp [153]. The two act in the
direction opposite to the temperature gradient and are defined as follows:
tp =  ktpfkn
f
rT
T1
(2.20)
and
Ftp =  62ftpKtp rT
fT1
(2.21)
The function Ktp depends on the Knudsen number, Kn, and the properties of the fluid
and of the solid particles. In nanofluid flow, both base fluid and particles can be treated
as a continuum where the motion of the particles affects the fluid velocity field. According
to this model, the discontinuities (slip) in both velocity and temperature fields are likely
to manifest in the interface region between particles and fluid. In this region, the type
of particle motion as well as the discontinuity can greatly affect the function Ktp. The
latter can be expressed in terms of the Knudsen number, Kn, as well as both velocity and
temperature slips as follows:
Ktp =
2Cs(kf + 2ksKn)
(1 + 6CmKn)(2kf + ks + 4ksCtKn)
(2.22)
The parameters Cn, Cm and Ct are determined empirically from the flow field around the
particles and the discontinuities on the fluid-particle interface. WhenKn  0:1, Cn = 1:17,
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Cm = 1:14 and Ct = 2:18 [153]. A group of researchers paid attention to the effect of this
force on the heat transfer enhancement of nanofluid, since the nanoparticles redistribution
can affect the heat transfer coefficient [228]. Aminfar and Motallebzadeh [9] numerically
investigated the influence of Brownian motion, gravity and thermophoretic forces on the
Al2O3 nanoparticle concentration distribution and velocity field. They noted that the dis-
tribution of the nanoparticle concentration was inhomogenous throughout the pipe. They
affirmed that the factors leading to the non homogeneity of the concentration were the
Brownian motion and, to a lesser degree, the thermophoretic force. It has been found that
the thermophoretic force affected the nanoparticle velocity close to the wall region more
than in the centerline region and this is due to the difference in the temperature gradient
between the upper and the lower sides of the tube. The effect of the nanoparticle diffusion
in a fully developed laminar forced convection of alumina-water nanofluid in a microchan-
nel has been studied theoretically by Hedayati et al. [88]. They found that the Brownian
and the thermophoretic forces possess important and opposite role. In that, whenever
the nanoparticle concentration gradient is developed by the thermophoretic force, the
Brownian motion tends to counter balance the former effect which helps maintaining the
dispersion of the nanoparticles into the base fluid over a longer time period. Koo and
Kleinstreuer [121] investigated the effects of the Brownian and the thermophoretic forces
on the effective thermal conductivity. They noted that the effect of the Brownian force
was significantly more important than that of the thermophoretic one.
A large number of studies found that the thermophoretic force has a little effect on the
thermal transport behavior compared to the Brownian motion, but it is still important
enough to be taken into account so that its effect on the heat transfer mechanisms will be
closely evaluated.
2.2.3 Nanoparticle aggregation
The different forces acting on the nanofluids may cause an agglomeration phenomenon
and may produce clusters of different sizes which affect the heat transfer in different
ways. In fact, nanofluids contain at least four scales [221]: the molecular, the micro, the
meso, and the macroscale. It was shown that the spatial distribution of particles and the
formation of aggregates can strongly affect the thermal transport properties of nanofluids
[77, 153, 178, 214, 232]. Figure 2.5 clearly illustrates the aggregation of suspensions in the
form of chains which create several highly conducting paths (or bridges) that can conduct
heat more effectively [153].
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Figure 2.5 Schematic of aggregation model and thermal percolation paths
[130].
The aggregation is a complex process and the size distribution of the aggregates play
a significant role in the transport of energy within nanofluids. In order to model the
aggregation process one may combine the forces acting on pairs of particles in a single
potential energy function, , which represents the net potential resulting from all the
attractive and repulsive forces [153] as illustrated in Figure 2.6. This figure plots the
potential function in dimensionless form versus the interparticle distance, , and it is
illustrated that the potential function exhibits a high-energy minimum followed by a lower-
energy local maximum and a low-energy secondary minimum.
Figure 2.6 Inter-particle potential for the particle-particle interactions [153].
The inter-particle distances corresponding to the two minima, c and f , define two stable
configurations of the aggregate system of particles [153]. Simple energetic considerations
prove that when the inter-particle distance corresponds to the primary minimum, c, the
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bonds formed between the particles are very strong. This binding process is called co-
agulation, and the bonds of the coagulants that are formed are very strong. The bonds
corresponding to the secondary minimum, f , are weaker bonds, the aggregation process
at this point is known as flocculation and the clusters formed as flocs. The binding forces
of flocs are weak.
Therefore, clustering in nanofluids is unavoidable and must be considered since the for-
mation of aggregates of particles influences significantly the internal structure of the sus-
pension and this has an effect on the transport properties of nanofluids. He et al. [87]
evaluated the effect of the nanoparticle aggregation. They found that the aggregation of
small nanoparticles tends to greatly increase the heat transfer rate, particularly at lower
Reynolds numbers. Liu et al. [135] assessed different mechanisms that can affect the
nanofluid thermal conductivity. They found that the aggregate nanoparticle size has a
positive effect on the enhancement of the thermal conductivity and then in the heat trans-
fer performance. They attributed this behavior to the fact that the increase in aggregate
size can offer a fast heat transfer path for adjacent particles. Philip et al. [177] suggested
that nanofluids containing well dispersed nanoparticles, without aggregates, did not ex-
hibit a significant enhancement of the heat transfer rate, while the maximum enhancement
was observed when chain-like aggregates were uniformly dispersed without clumping.
On other hand, some researchers disagreed with the positive effect of nanoparticle aggre-
gation. For example, Xuan et al. [233] showed that the nanoparticle aggregation and the
formation of aggregates reduced the efficiency of the energy transport enhancement of the
suspended nanoparticles. Karthikeyan et al. [110] experimentally evaluated the formation
of clusters. They dispersed 5% volume fraction of CuO with a mean diameter of 36 nm,
and they observed just after few minutes that the nanoparticles were agglomerated and
formed clusters as large as few micrometers. They reported that the increase of the cluster
size was accompanied by an increase in the sedimentation rate, and consequently the heat
transfer rate was reduced. The effect of the nanoparticle aggregation on the enhancement
of the heat transfer with nanofluids is still under debate and is not conclusive.
2.2.4 Type of nanofluid
The type of nanoparticles can strongly affect the nanofluid properties such as viscosity,
thermal conductivity and heat capacity, which can greatly influence the heat transfer per-
formance. Heris et al. [91] numerically investigated the convective heat transfer of three
water-based nanofluids flowing through a square duct in the laminar regime with constant
boundary conditions. They noted that the type of the nanoparticles substantially affected
the thermal transport rate of nanofluids. Their results showed that the Nusselt number
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increased by up to 77%, 68% and 59% for Cu, CuO and Al2O3 nanofluids, respectively,
compared to pure water. The turbulent convection heat transfer of three different nanoflu-
ids namely CuO, Al2O3 and SiO2, dispersed in ethylene-glycol/water mixture and flowing
through a uniformly heated circular tube, have been investigated by Namburu et al. [162].
They claimed that the heat transfer enhancement strongly depends on the nature of the
nanofluids. At a fixed volume fraction of 6%, they found that the heat transfer coefficient
was higher for the CuO nanofluid, and lower for the SiO2 nanofluids. They attributed
their findings to the higher Prandtl number and the thermal conductivity of CuO-water
nanofluid compared to the remaining ones. Hussein et al. [98] measured the heat trans-
fer enhancement of a forced convection of TiO2 and SiO2 nanofluids suspended in water
inside a flat copper tube. They found a significant heat transfer enhancement. At 4%
nanoparticle concentration, the Nusselt number increased by 11% and 22.5% for TiO2
and SiO2, respectively, compared to pure water. The reader can refer to the monograph
of Bianco et al. [29] for a detailed review.
2.2.5 Nanoparticle size
It is worthy to note that nanoparticles are often characterized with large distributions.
Overall, the enhancement is mainly related to the standard deviation of the particles size
distribution. Therefore, the role of the nanoparticle size on the thermal transport behavior
of nanofluids can not be overlooked as discussed in [8] or in [101]. These authors found that
the size of the particles may affect the mechanisms involved in the heat transfer such as the
Brownian and the thermophoresis forces. Jang and Choi [102] showed that the nanofluid
thermal conductivity depends on the nanoparticle size and directly affects the Brownian
motion of nanoparticles. They affirmed that as the size of nanoparticles decreased, the
Brownian motion of nanoparticles becomes greater, which enhances the heat transfer rate
since from equation (2.18) it is clear that the Brownian diffusion coefficient is inversely
proportional to the nanoparticle diameter. This implies that the reduction of particle size
can increase the probability of collisions between molecules of host fluid and nanoparticles
and creates a quasi-convection state at certain small zone between molecules of base fluid
and nanoparticles and thus leads to better heat transfer rate [211]. Heris et al. [91] also
investigated the effect of Al2O3 diameter on the heat transfer process. They observed that
the Nusselt number decreased from 6.35 to 5.6 when the alumina’s diameter increased from
10 to 50 nm at a volume fraction of 0.5%. In their experimental study Putra et al. [180]
reported that the thermal conductivity was enhanced by decreasing the particle diameter.
Their results indicated that the increase in the thermal conductivity of nanofluids is related
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to the size, the shape of nanoparticles, surface area and the thermal conductivity of the
base fluid.
2.3 Numerical Simulations
The enhanced heat transfer potential of base fluids can offer the possibility to develop
highly compact and effective heat transfer equipment for many industrial applications in-
cluding electronics, transportation and biomedicine. In that, several experimental studies
have been conducted to explore the mechanisms involved in the convective heat trans-
fer processes of nanofluids. Despite its promising results, experimental work remains a
challenging and costly process, which require complex arrangements and specific instru-
mentations. In essence, Computational Fluid Dynamics (CFD) has been proven to be an
important numerical tool to study fluid flow characteristics especially in nanofluid fields.
The numerical models may be divided into two categories: the single-phase (SP) and the
two-phase models.
2.3.1 Single-phase model
The single-phase model treats the nanofluid as a homogenous fluid, since the nanoparticles
suspended in the base fluid are very small (10  dnp  100 nm) and largely affected by the
Brownian motion [90, 210]. For this reason, the nanoparticles can be easily fluidized and it
is assumed that the base fluid and the solid nanoparticles are in thermal equilibrium and
the relative velocity between the phases is zero. The conservation equations of this model
are similar to the homogenous fluid with effective thermophysical properties which are
predicted by using theoretical models and/or empirical correlations assuming Newtonian
fluids, incompressible. The governing equations are as below:
 Conservation of mass
r  (eff ~V ) = 0 (2.23)
 Conservation of momentum
eff ~V  r~V =  rP +r  (effr~V ) + effrg (2.24)
 Conservation of energy
effr  (~V H) =  r  q    : r~V (2.25)
where eff referred to effective.
The single-phase model showed its ability to predict the experimental data as found by [4],
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[14] and [26]. This approach has been attracted the attention of many researchers due to
its simplicity and also it requires less time of calculation than other approaches. The main
challenge in the single-phase model is the calculation of the nanofluid properties, since in
the literature there are many theoretical, experimental and numerical models available.
In fact, some numerical studies showed that different properties models provide different
results [4, 26, 125, 162]. In addition, the single-phase model has also some limitation,
such as the assumption that the nanoparticles are easily fluidized and that the different
forces acting on nanofluids such as the friction between the fluid and the solid particles,
sedimentation, thermophoresis, etc, are neglected. For these reasons, many researchers
have used two-phase approach to achieve a better prediction of nanofluid flows and to
better understand the heat transfer mechanisms in nanofluids.
A review on the researches (numerical studies) performed using single-phase model is
detailed in Chapters 3 and 4.
2.3.2 Two-phase models
In order to gain a better understanding of the heat transfer processes in nanofluids, a large
number of researchers used two phase models where the slip velocity between the particles
and the base fluid may not be zero as a result of the Brownian forces, the Brownian
diffusion, the sedimentation and the dispersion of nanoparticles.
The two-phase model can be described by two approaches, namely; the Eulerian-Eulerian
and the Eulerian-Lagrangian.
A) Eulerian-Eulerian method.
In CFD, there are there different Eulerian-Eulerian methods including volume of fluid
(VOF), Eulerian and mixture.
– VOF:
The VOF model solves a single set of momentum equations for all phases and tracks their
volume fraction throughout the domain of study by solving the continuity equation for
the secondary phases. The total summation of the volume fractions for all the phases is
equal to unity. Therefore, the magnitude of the primary phase volume fraction can be
easily evaluated. Using this method, all the thermophysical properties are calculated by
taking a weighted average of the different phases based on their volume fraction within
each control volume. The single set of momentum equations is solved to evaluate the ve-
locity components which are common for all the phases. In the same manner, a common
temperature is calculated from a single energy equation [4].
The conservation of mass can be expressed as follows:
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r:('qqVq) = 0 (2.26)
where
Pn
q=1 'q = 1 and all properties are calculated like N =
Pn
q=1 'qNq.
The momentum and energy equations are identical to equations (2.24) and (2.25).
A very limited number of researches applied the VOF method for nanofluid flows. Morajevi
and Ardehali [160] performed a three-dimensional numerical simulation of a laminar forced
convection of Al2O3-water nanofluid inside a mini-channel heat sink. Their findings showed
that the VOFmodel was in a better agreement with the experimntal results than the single-
phase model. Akbari et al. [3] studied a laminar flow of Al2O3-water nanofluid under a
constant wall heat flux boundary condition. They conducted a comparative study between
the single and the two-phase approaches using VOF, mixture and Eulerian models. They
found that the two-phase models provided closer prediction of the convective heat transfer
coefficients to the experimental data than the single-phase model. The results showed that
the two-phase approaches were all essentially the same, however, the authors recommended
the VOF model since it was the less computationally expensive model. Davarnejad and
Jamshidzadeh [55] numerically investigated a turbulent convective heat transfer flow of
a MgO-water nanofluid comparing the predictions of three CFD models including SP,
VOF and mixture approaches. Their results showed that the two phase models provided
more accurate results than the SP approach, particularly at higher nanoparticle volume
fractions, where the average deviation from the experimental data was about 2% and 11%,
respectively. Further studies are still needed in order to determine the capability of the
VOF model in predicting nanofluid flows.
– Mixture model:
The mixture model is assuming that the coupling between phases is strong, and particles
follow the flow. The two phases are considered to be interpenetrating, meaning that each
phase has its own velocity, vector field, and within any control volume. There is a volume
fraction of primary phase and also a volume fraction of the secondary phase wherein
the sum of volume fractions of different phases is equal to one. In the mixture model,
the primary phase influences the secondary phase via drag and turbulence, while the
secondary phase in turn influences the primary phase via reduction in mean momentum
and turbulence. The mixture model considers that only one setoff velocity component
is solved from the differential equations for mixture momentum conservation and the
velocities of dispersed phases are inferred from the algebraic balance equations.
The mixture model is based on the following assumptions [160]:
 A single pressure is shared by all phases.
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 The secondary dispersed phases are assumed to consist in spherical particles of uni-
form particle size being specified during calculations.
 The interactions between different dispersed phases are neglected.
 The concentrations of the secondary dispersed phases are solved from scalar equa-
tions taking into account the correction due to phase slip.
The governing equations describing the mixture approach and a detailed review on the
use of this model are presented in Chapters 3 and 4.
– Eulerian method:
In the Eulerian model there are different kinds of coupling between phases. The pressure
is shared by all the phases, while separate continuity, momentum, and energy equations
are employed for different phases including primary and secondary phases. The volume of
each phase is calculated by integrating its volume fraction throughout the domain, while
the summation of all the volume fractions is equal to unity [4]. The relevant equations
are:
 Conservation of mass
r  ('qq~Vq) = 0 (2.27)
where ~Vq=
R
a
'q dV, and
Pn
q=1 'q=1
 Conservation of momentum (qth phase)
r  ('qq~V ~V ) = 'qrP + 'qr  (qr~V ) + 'qq~g +
nX
p=1
~Rpq + ~Flift;q (2.28)
where,
Pn
p=1
~Rpq =
Pn
p=1 Spq(
~Vp   ~Vq) represent the interaction forces between the
phases, Spq=('q'pqf)/p where p = (pd2p)/(18 q) and f denotes the drag friction.
f is calculated according to Shiller and Naumann [190] as:
f =
CpRe
24
(2.29)
where
CD =
8<:
24(1+0:16Re0:687)
Re
Rep  1000
0:44 Rep > 1000
(2.30)
and
Re =
q j ~Vp   ~Vq j dp
q
(2.31)
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The lift force can be calculated from the Drew and Lahey equation [61]:
~Flift;q =  0:5p'q( ~Vp   ~Vq) (r ~Vq) (2.32)
 Conservation of energy
r  ('qq ~VqHq) =  r  (Kqr  Tq)  q : r ~Vq +
nX
p=1
~Qpq (2.33)
where ~Qpq= h ( ~Vp - ~Vq) and the heat exchange coefficient is h = (6Kq'q'pNup)/d2p.
Nup is determined from the Ranz and Marshal [181] model:
Nup = 2 + 0:6Re
0:5Pr0:333q (2.34)
where Prq=(Cpqq)=kq.
In the literature, there are few numerical studies based on the Eulerian method. Lotfi et al
[137] were the first who implemented the two phase Eulerian approach to study nanofluid
flows. They investigated the turbulent forced convection of Al2O3-water nanofluid in a hor-
izontal tube by using single-phase, mixture and Eulerian approaches. The results showed
that the mixture model predicted more accurately the experimental data more than the
two others models, and that the single-phase and the Eulerian models underestimated
the Nusselt number. The Eulerian two-phase model has been considered to simulate a
laminar forced convection of copper-water nanofluid inside a microchannel by Kalteh et al
[109]. They observed that the relative velocity and temperature difference between phases
were negligible and the nanoparticle volume concentration distribution was uniform. They
claimed that the Eulerian model gave higher heat transfer enhancement in comparison to
the single-phase approach. They noted that the most important advantage of the Eu-
lerian two-phase model in comparison to homogenous model is that it does not need to
select appropriate nanofluid thermophysical property correlations. In their other study of
laminar convection of alumina-water nanofluid flow inside a heat skin, Kalteh et al. [108],
found the same behavior of the Eulerian model which was in better agreement with exper-
imental results than the single-phase model, the maximum deviation from experimental
values were 12.61% and 7.42% for homogenous and two-phase methods, respectively. They
concluded that the Eulerian model is more appropriate than the homogenous model to
simulate nanofluids.
B) Eulerian-Lagrangian method.
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In the Eulerian-Lagrangian approach, the fluid is considered as a continuous phase with
disperse particles inside it, where the particles are tracked in a Lagrangian frame, while the
fluid is evaluated in the Eulerian frame. To ensure that the fluid phase can be considered
as continuous, a Knudsen number should be calculated as follow: Kn = =dp , where 
indicates molecular mean free path. The interaction between the fluid and the particles is
introduced as source term in momentum and energy equations. The governing equations
are:
 Conservation of mass
r  (qVf ) = 0 (2.35)
 Conservation of momentum
r  (fVfVf ) =  rP +r  (frVf ) + Sp;m (2.36)
 Conservation of energy
r  (fCpfVfT ) = r  (kfrTf ) + Sp;e (2.37)
where S(p;m) is the source term which represents the momentum transfer between the fluid
and the particles and can be evaluated by calculating momentum variation of particles as
they move through the fluid phase. S(p;e) is the source term which represents the energy
transfer between the fluid and the particles and can calculated from the energy variation
of particles as they move through the fluid phase. S(p;m) and S(p;e) are defined as below
[108]:
Sp;m =
X
np
mp
V
F (2.38)
Sp;e =
X
np
mp
V
Cp
dTp
dt
(2.39)
where F and mp are the total force per unit mass of the particle acting on it and the mass
of the particle, respectively, and np is the number of solid particles within a cell volume.
F is the total forces which can affect the flow such as gravity, drag force, magnetic force,
Brownian force, thermophoretic force, Saffman’s lift force and virtual mass force.
The energy equation for the particles is defined as follows:
mpCp;p
dTp
dt
= Nupdpkf (Tf   Tp) (2.40)
where Nup can be evaluated using the equation (2.34) proposed by Ranz and Marshall
[181].
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The Eulerian-Lagrangian approach ( called Euler-Discrete Phase Model (DPM)) has been
used by few researchers in the nanofluid fields. A comparison between Eulerian-Lagrangian
and single-phase approaches was carried out by He et al. [87] to investigate the effects
of Reynolds number, nanoparticle concentration and various nanoparticle aggregate sizes
on laminar flow of TiO2-water nanofluid inside a tube. The heat transfer coefficient
calculated by Euler-Discrete Phase Model (DPM) was higher than that calculated with the
single-phase approach. They referred this difference to the consideration of nanoparticle
movement and their interaction with the base fluid using the Euler-DPM approach. In
order to compare the predictions between single-phase and Eulerian-Lagrangian models,
Bianco et al. [27] noted that the results obtained by the Eulerian-Lagrangian approach
were slightly more accurate than those gave by the single-phase approach with a maximum
difference in the average heat transfer coefficient between the two approaches was about
11%. Mahdavi et al. [140] studied numerically the heat transfer of three types of nanofluids
consisting of Alumina, Zirconia and Silica nanoparticles dispersed in water flowing in a
vertical tube. Both the mixture model and the discrete phase model were used to estimate
the thermal and hydrodynamic behaviors of nanofluids. They highly recommended the
DPM to simulate heat transfer in a vertical tube with laminar nanofluid flows. They
compared the predictions of mixture and DPM models and they cited many benefit as
following:
 Mixture model results highly depend on transport properties coming from experi-
mentation however, there is no need to employ the mixture properties for DPM and
it only needs appropriate interaction or diffusion forces, empirical or analytical.
 Mixture considers nanofluid as two phases, but DPM considers the nanofluid as fluid
and solid, as it is in the reality.
 Effects of slip mechanism like Thermophoresis and Brownian forces can be seen as
diffusion terms in mixture equations and need to be implemented in program. On
the other hand, in DPM, the velocity is calculated for fluid and solid separately and
eventually the relative velocity between them has the key role.
Nevertheless, even if DPM models correctly the nanofluid flow, it is still weak to simulate
higher nanoparticles loading due to inclusion of other phenomena such as aggregation and
clustering.
An excellent review on different numerical approaches for nanofluid simulation can be
found in references [15] and [107].
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CHAPTER 3
Further Investigation on Laminar Forced Con-
vection of Nanofluid Flows in a Uniformly Heated
Pipe using Direct Numerical Simulations
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Titre en français:
Simulations numériques directes de la convection forcée pour des écoulements de nanoflu-
ides en régime laminaire dans un tube uniformément chauffé.
Contribution au document: Cet article contribue à la thèse en mettant en évidence
l’effet du choix des modèles numériques (monophasique ou diphasique) sur la prédiction
des transferts de chaleur dans un tube uniformément chauffé pour des écoulements de
nanofluides en régime laminaire. Les résultats permettent en outre de quantifier l’influence
du diamètre et du type de nanoparticules sur les champs hydrodynamiques et thermiques,
en mettant l’accent sur le phénomène de sédimentation.
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Résumé en français: Dans le présent article, les écoulements laminaires de nanofluides
ont été étudiés dans un tube horizontal uniformément chauffé en régime de convection
forcée par simulations numériques directes. Deux modèles, monophasique et diphasique,
avec des propriétés thermophysiques constantes ou dépendantes de la température ont été
utilisés. Dans tous les cas étudiés, des comparaisons avec les données expérimentales ont
montré que le modèle de mélange fonctionne mieux que le modèle monophasique. Les
propriétés du fluide dépendantes de la température ont également montré une meilleure
prédiction du champ thermique. Une attention particulière a été accordée à l’indépendance
du maillage. Par la suite, le modèle diphasique a été utilisé pour étudier l’influence de la
taille des nanoparticules sur le flux de chaleur et l’écoulement du fluide, en mettant l’accent
sur le processus de sédimentation. Quatre diamètres de nanoparticules ont été considérés:
10, 42, 100 et 200 nm pour des nanofluides cuivre-eau et alumine-eau. Pour le plus grand
diamètre dnp = 200 nm, les nanoparticules de Cu étaient plus sédimentées d’environ 80%,
tandis que les nanoparticules d’Al2O3 ne sédimentaient que de 2:5%. En outre, il a été
constaté que l’augmentation du nombre de Reynolds améliore le taux de transfert ther-
mique, tandis qu’il diminue le coefficient de frottement permettant aux nanoparticules
de rester plus dispersées dans le fluide de base. L’effet du type de nanoparticules sur le
coefficient de transfert thermique a également été étudié pour six différents nanofluides à
base d’eau. Les résultats ont montré que le nanofluide Cu-eau possède le coefficient de
transfert thermique le plus élevé, suivi par C, Al2O3, CuO, TiO2 et SiO2, respectivement.
Tous les résultats ont été présentés et discutés pour quatre valeurs différentes de la con-
centration en nanoparticules, ' = 0, 0:6%, 1% et 1:6%. Des corrélations empiriques pour
le coefficient de frottement et le nombre de Nusselt moyen ont également été fournies et
synthétisent tous les résultats présentés.
Mots clés: Nanofluide, simulation numérique, transfert de chaleur, sédimentation.
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Abstract:
In the present paper, laminar forced convection nanofluid flows in a uniformly heated
horizontal tube were revisited by direct numerical simulations. Single and two-phase
models were employed with constant and temperature-dependent properties. Comparisons
with experimental data showed that the mixture model performs better than the single-
phase model in the all cases studied. Temperature-dependent fluid properties also resulted
in a better prediction of the thermal field. A particular attention was paid to the grid
arrangement. The two-phase model was used then confidently to investigate the influence
of the nanoparticle size on the heat and fluid flow with a particular emphasis on the
sedimentation process. Four nanoparticle diameters were considered: 10, 42, 100 and 200
nm for both copper-water and alumina/water nanofluids. For the largest diameter dnp =
200 nm, the Cu nanoparticles were more sedimented by around 80 %, while the Al2O3
nanoparticles sedimented only by 2:5 %. Besides, it was found that increasing the Reynolds
number improved the heat transfer rate, while it decreased the friction factor allowing the
nanoparticles to stay more dispersed in the base fluid. The effect of nanoparticle type on
the heat transfer coefficient was also investigated for six different water-based nanofluids.
Results showed that the Cu-water nanofluid achieved the highest heat transfer coefficient,
followed by C, Al2O3, CuO, TiO2, and SiO2, respectively. All results were presented and
discussed for four different values of the concentration in nanoparticles, namely ' = 0,
0:6, 1 and 1:6%. Empirical correlations for the friction coefficient and the average Nusselt
number were also provided summarizing all the presented results.
Keywords: Nanofluid, numerical simulation, heat transfer, sedimentation.
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3.2 Introduction
Heat transfer is one of the most important processes in many industrial and heating-cooling
applications, such as microelectronics, transportation, manufacturing, metrology, defense,
and energy supply industries [96, 231]. However, the inherent low thermal conductivity
of conventional fluids, such as water, oils, and ethylene glycol, is a primary limitation in
developing efficient heat transfer systems. The Maxwell’s theory [148] showed that an
enhancement of the thermal conductivity may be achieved by dispersing millimeter or
micrometer-sized solid particles into a base fluid. However one major drawback associated
with the use of such large size particles is their rapid settling, which may result into a
complete separation of the two phases along with the clogging of heat exchangers due to
the sedimentation of the solid aggregates formed by the large size particles. This type of
solid-fluid suspensions requires also the addition of a large number of particles resulting in
significantly greater pressure drop, hence increased pumping power, corrosion of the walls
and a noticeable increase in the wall shear stress. Thus, Choi and Eastman [47] suggested
a novel approach to enhance heat transfer processes in industrial applications by exploiting
the properties of nanoparticles and their dispersion in a host fluid. These metallic or non-
metallic nanoparticles have an equivalent diameter dnp lower than 100 nm. As opposed to
milli- or microsized suspensions, very stable suspensions may be achieved by introducing
nanoparticles. Moreover, nanoparticles benefit from a 103 times larger surface/volume
ratio than that of microparticles and exhibit much higher thermal conductivity than that
of base fluids. For examples, the thermal conductivities of copper or alumina at room
temperature are about 670 and 70 times greater than that of water, respectively [102]. On
the contrary, it leads most of the time to a decrease in the heat capacity [115, 185] and
an increase in the dynamic viscosity of the mixture [115]. A compromise must be then
found between the increase in thermal conductivity without loosing too much heat stor-
age capacity and consuming too much power for pumping. If well stabilized, nanofluids
represent nowadays a major technological and economical challenge and should offer very
interesting perspectives for any heat transfer process.
The exponential increase in the number of publications about nanofluids [29] prevents from
making an exhaustive state-of-the-art review on the topic. Many authors concentrated on
measuring the thermophysical properties of various nanofluids showing that their proper-
ties depend on a large number of parameters such as the type of nanoparticle, their size,
their mass or volume fraction, the type and the concentration of the surfactant, the pH
of the mixture, the Brownian motion and the thickness of the interfacial nanolayer among
other parameters (see in [29, 54, 107, 115, 185]). Others developed experimental set-ups
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to measure the convective heat transfer and temperature profiles in pipes [93, 227], coax-
ial [85] or plate [147] heat exchangers among other geometries. Most authors focused on
measuring global thermal quantities due to the difficulty to measure velocity and temper-
ature profiles in such insulated systems. It has relatively slowed down the development of
accurate models dedicated to nanofluid flows, especially regarding the agglomeration and
sedimentation processes.
Only few in-house solvers have been developed to investigate convective nanofluid flows.
Most of them assume the flow as being a single-phase flow with constant or variable
nanofluid properties in canonical configurations. For example, Mehrez et al: [150] nu-
merically investigated the entropy generation and the mixed convection heat transfer of
copper/water-based nanofluids in an inclined open cavity with uniform heat flux at the
wall. During the last decade, many other authors compared the performance of the dif-
ferent single and two-phase models with constant or temperature-dependent properties
in the context of nanofluid flows [3, 14, 20, 26, 125, 137]. A detailed state-of-the-art re-
view has been besides recently proposed by Kakaç and Pramuanjaroenkij [107]. Bianco
etal: [26] compared the predictions of single and two-phase models (discrete phase model)
with constant or temperature-dependent properties for a laminar forced convection flow of
Al2O3/water-based nanofluids. They concluded that models with temperature-dependent
properties lead to higher values of the heat transfer coefficient and Nusselt number, while
decreasing the wall shear stress. With variable properties and for a volume fraction of
Al2O3 nanoparticles equal to 4%, similar results have been found using single- and two-
phase models with a maximum difference of 11%. On the contrary, Lotfi et al: [137]
showed that the mixture model performs better than the single-phase model and the Eu-
lerian one. Akbari et al: [3] compared three different two-phase models and a single-phase
model to the experiments of Wen and Ding [227] for Al2O3/water-based nanofluids. The
mixture, Volume of Fluid (VOF) and Eulerian models provided very similar results for
the thermal field, while the single-phase model strongly underestimated the heat transfer
coefficient. No clear consensus arises then from these former studies on the choice of the
appropriate single- or two-phase flow models. Some attempts have also been achieved to
investigate the influence of constant or variable thermophysical properties on the perfor-
mances of single-phase flow models. In that, Labonté et al: [125] showed that the model
with constant properties tends to underestimate the wall shear stress and overestimate
the heat transfer coefficient. Azari et al: [14] found that the single-phase model with con-
stant physical properties provides an acceptable agreement with the experimental data and
the temperature-dependent model improves the predictions of the discrete two-phase flow
model for low volume fractions in nanoparticles, typically ' = 0:03%. On the contrary,
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at higher particle concentrations ' = 3:5%, the two-phase flow performs best. Numer-
ical modeling of laminar convective nanofluid flows even in relatively simple geometries
remains very challenging, since the choice of the single- or two-phase flow models appears
to be very case dependent.
Analytical models have also been developed to investigate the entropy generation in sim-
ilar configurations. For example, one could cite the recent work of Bianco et al: [28], who
investigated the entropy generation of Al2O3-water nanofluid turbulent forced convection
in a pipe with constant wall temperature by means of a second law analysis. They showed
in particular that the type of inlet conditions greatly influences the mechanisms responsi-
ble for entropy generation. Such analysis could be then very helpful to optimize nanofluid
flows from an exergetic point of view.
The present paper focuses on the convective heat transfer in a cylindrical pipe for lami-
nar flows of Al2O3/water-based nanofluids. This choice is justified by the large number
of former works using this nanofluid in a similar flow configuration (laminar or develop-
ing flows in a pipe with constant heat flux) [11, 99]. Moreover, such nanofluid is of a
particular interest due to its non-corrosive properties and its good thermal conductivity
enhancement using very low volume fractions in nanoparticles. For examples, Wang and
Li [222] obtained an enhancement of 13% using only a volume fraction equal to 0:4% and
Liu et al: [135] measured an increase of 34% for a nanoparticle diameter equal to 33 nm
and a volume fraction of 3%. The reader can refer to the reviews by Kakaç and Pramuan-
jaroenkij [106, 107] for more details about the thermal enhancement using nanofluids.
The objective of the present paper is four-fold: (1) to properly revisit the laminar forced
convection flows of Al2O3/water-based nanofluids using direct numerical simulations; (2)
to extend the results to a wider range of Reynolds numbers as proposed by [3]; (3) to
quantify the influence of the nanoparticle diameter and the type of nanoparticle on the
hydrodynamic and thermal fields with an emphasis on the sedimentation process; (4) to
provide useful empirical correlations for the friction coefficient and average Nusselt num-
ber. The experimental set-up developed by Wen and Ding [227] and the former numerical
simulations of Akbari et al: [3] using the same model have been chosen for comparisons
in the case of Al2O3/water-based nanofluids with the present simulations. The paper is
then organized as follows: the numerical modeling and its validation are presented in Sec-
tions 3.3 and 3.4 respectively. The influence of the Reynolds number, the concentration
in nanoparticles, their diameter and the type of nanoparticles on the heat transfer pro-
cess and the hydrodynamic field are then discussed in details in Section 3.5, before some
concluding remarks in Section 5.5.
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3.3 Numerical approach
Three-dimensional calculations are carried out in the case of forced convection nanofluid
flows in a heated pipe. Single- and two-phase flow models are both considered with
constant or temperature-dependent properties using a finite-volume solver.
3.3.1 Geometrical modeling
The problem under consideration involves nanoparticles of diameter dnp perfectly monodis-
persed in pure liquid water. The geometry corresponds to the experimental set-up devel-
oped byWen and Ding [227]. It consists of a horizontal cylindrical pipe of a length L = 0:97
m and a diameter D = 2R = 0:0045 m, heated with a uniform heat flux qw = 21898 W:m 2
along the wall (Figure 3.1).
Figure 3.1 Schematic view of the computational domain with the boundary
conditions.
3.3.2 Numerical method
The governing equations for the conservation of mass, momentum and energy are solved
using a finite volume solver in a Cartesian frame. These equations are discretized in space
by a second-order upwind scheme. The pressure-velocity coupling is achieved using the
SIMPLEC algorithm. All calculations are performed in steady-state. It has been carefully
checked that unsteady calculations led to similar results.
Fluid properties and two-phase modeling
Water properties
The physical properties of water are considered to be temperature-dependent while those
of the solid nanoparticles are kept constant (see Table 3.1). The following equations are
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used to evaluate the properties of pure liquid water (henceforth subscripted by bf for base
fluid) as a function of temperature T :
– Density [220]:
bf = 2446 20:674T+0:11576T 2 3:1289510 4T 3+4:050510 7T 4 2:054610 10T 5
(3.1)
– Viscosity [48]:
bf = A 10( BT c) (3.2)
where, A = 2:414 10 5, B = 247:8 and C = 140.
– Specific heat [21]:
Cpbf = exp

8:29041  0:012557T
1  1:52373 10 3T

(3.3)
– Conductivity [57]:
kbf =  0:76761 + 7:535211 10 3T   0:98249 10 5T 2 (3.4)
Note that the above equations are similar to those used in the former numerical simulations
of Akbari et al: [3] to ensure direct comparisons.
Table 3.1 Thermophysical properties of different types of nanoparticles.
 (kg:m 3) Cp (J:kg 1:K 1) k (W:m 2:K 1)
C 220 710 129
Cu 8933 385 401
CuO 6510 540 18
Al2O3 3880 729 42:3
TiO2 4175 692 8:4
SiO2 2220 745 1:4
Single-phase model
The single-phase model assumes that the phases are in thermal equilibrium and the relative
velocity between the base fluid and the nanoparticles is null. It treats then the nanofluid
as a homogeneous fluid with effective thermophysical properties evaluated by theoretical
models or empirical correlations.
All the nanofluid properties are function of the base fluid (bf) and nanoparticles (np)
properties as well as the volume fraction ' of the nanoparticles. It is recalled that all
3.3. NUMERICAL APPROACH 39
properties of the base fluid are temperature-dependent and evaluated using Equations
(3.1)-(3.4). Plenty of correlations are available in the literature [29, 107] and it appears
crucial to use the most appropriate ones for the effective nanofluid properties to produce
accurate results with the single-phase model. The present correlations are chosen to enable
direct comparisons with Akbari et al: [3]. Two correlations for the thermal conductivity
knf and for the dynamic viscosity nf are considered here. The equations used to evaluate
the nanofluid properties (density [227], heat capacity [116, 234], viscosity [142, 184]) are
as follows:
nf = (1  ')bf + 'np (3.5)
Cpnf =
(1  ')(Cp)bf + '(Cp)np
nf
(3.6)
nf = (1 + 0:025'+ 0:015'
2)bf (3.7)
nf = (1 + 7:3'+ 123'
2)bf (3.8)
Note that the relations for the dynamic viscosity do not take into account the hysteresis
cycle observed by Hachey et al: [84] for commercial and highly concentrated solutions
of Al2O3/water-based nanofluids. The thermal conductivity knf is evaluated using two
different correlations suggested by [163] and [102] respectively:
knf =

knp(1 + 2) + 2kbf   2'(kbf   knp(1  ))
knp(1 + 2) + 2kbf + '(kbf   knp(1  ))

kbf (3.9)
knf = kbf (1  ') + knp'+ Cd dbf
dnp
kbfRenp
2Pr' (3.10)
where  = 2Rbkbf=dnp is the particle Biot number, Rb = 0:77  10 8 K:m2=W is the
interfacial thermal resistance,  = 0:01 is a constant taking into account the Kapitza
resistance per unit area, Cd = 18  10 6 and Renp the particle Reynolds number defined
as:
Renp =
 CRMdnp
bf

(3.11)
In the present case, the random motion velocity CRM is fixed to 0:1 m=s as recommended
by [102].
The general forms of the governing differential equations (conservation of mass, momentum
and energy) for the single-phase model are:
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r  (~V ) = 0 (3.12)
~V  r~V =  rP +r  (r~V ) + ~g (3.13)
r  (~V H) =  r  q    : r~V (3.14)
Mixture model
Several approaches exist to model two-phase flows, such as the volume of fluid (VOF)
method, the mixture model, the Eulerian model or the discrete phase model (DPM) among
other models. Akbari et al: [3] already demonstrated the superiority of two-phase models
over the single-phase one. The Eulerian, VOF and mixture models giving very similar
results in their case, only the mixture model will be considered here due to its simplicity,
stability and lowest computational costs required.
The mixture model treats the nanofluid as a single fluid consisting of two strongly coupled
phases. It defines the concept of phase volume fractions, which are continuous functions
and their sum equals one. Each phase has its own velocity. The governing equations of
the two-phase model are:
– Conservation of mass:
r  (m~Vm) = 0 (3.15)
– Conservation of momentum:
m~Vm  r~Vm =  rPm +r  (mr~Vm) + mg +r  (
nX
k=1
'kk~Vdr;k~Vdr;k) (3.16)
where the mixture velocity, density and viscosity are respectively:
~Vm =
Pn
k=1 'kk
~Vk
m
(3.17)
m =
nX
k=1
'kk (3.18)
m =
nX
k=1
'kk (3.19)
– The drift velocity of the kth phase writes:
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~Vdr;k = ~Vk   ~Vm (3.20)
– Conservation of energy:
r  (
nX
k=1
'kk~VkHk) =  r  qm   m : r~Vm (3.21)
– Conservation of the volume fraction in nanoparticles:
r  ('npnp~Vm) =  r  ('npnp~Vdr;np) (3.22)
– The slip velocity is defined as the velocity of a second phase (np: nanoparticles)
relative to the primary phase (bf: base fluid):
~Vpf = ~Vnp   ~Vbf (3.23)
– The drift velocity is related to the relative velocity by:
~Vdr;np = ~Vpf  
nX
k=1
'kk
eff
~Vfk (3.24)
– The relative velocity is evaluated through the following equation proposed by Man-
ninen et al: [145]:
~Vpf =
np
fdrag
(np   eff )
np
~a (3.25)
where fdrag is the drag function calculated from Schiller and Naumann [190]:
fdrag =
8<:1 + 0:15Re0:687np Renp  10000:0183Renp Renp > 1000 (3.26)
with Renp = (Vmdnp)/ eff and ~a = ~g   (~vm  r)~vm.
Boundary conditions and grid resolution
The governing equations for the two models are solved with the following boundary con-
ditions:
– At the inlet (z = 0):
w = win; u = v = 0; T = Tin = 293K (3.27)
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– On the pipe wall (r = R = D=2):
u = v = w = 0; keff @T
@r
jr=R = qw (3.28)
– At the pipe outlet, the gauge pressure is set equal to zero and all the normal diffusion
fluxes and the mass balance correction are applied.
Several different grid distributions were tested to ensure the independence of the numerical
results to the grid size. A structured mesh is used throughout the domain, with 140 nodes
in the circumferential direction, 220 in the radial direction and 800 in the axial direction.
A grid refinement close to the wall and in the pipe entrance is deemed necessary, where
the highest velocity and temperature gradients occur (see Figure 3.2). This mesh grid
provides grid-independent solutions for all cases studied.
(a) (b)
Figure 3.2 Schematic view of the mesh grid: (a) in a given cross-section and
(b) along the axial direction.
The calculations are performed in parallel using Mammouth Parallel 2 of the Calcul Québec
cluster with 2 nodes having each 8 processors. The convergence is typically reached after
4000 iterations corresponding to a CPU time of about 6 hours.
3.4 Validation of the numerical model
In this section, the results are discussed in terms of the inlet Reynolds number Re =
winD=nf . The maximum value of the Richardson number reached here is Rimax =
Gr=Re2 = 0:0115, which ensures that a forced convection regime is achieved (Gr the
Grashof number based on D, the nanofluid properties and the temperature difference
Tr=R;max   Tin) for all the cases studied.
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3.4.1 Performances of the mixture model
In order to first validate the selected numerical model, the local heat transfer coef-
ficient h(z) is evaluated along the pipe length. The mixture model is used together
with temperature-dependent properties for water and Equations (3.7) and (3.10) for the
nanoparticle properties. Due to the lack of precise information on the temperature mea-
surement procedure in the experiments of Wen and Ding [227], four different averaging
methods are used to evaluate the wall temperature of the simulated cases. Comparisons
with the measurements of Wen and Ding [227] and the numerical simulations of Akbari
et al: [3], for Re = 1600 and ' = 0:6 %, are performed using the mixture model. Fig-
ure 3.3a illustrates that using an average over an upper arc of  45 leads to closer results
to the experiments with an average error between 0:37 and 13:84% along the pipe. The
temperature was probably measured experimentally near the top of the tube where the
fluid is warmer due to buoyancy forces. This averaging method will be used adopted for
the remainder of the study.
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Figure 3.3 Axial variations of the local heat transfer coefficient h(z) predicted
by the mixture model for Al2O3 water-based nanofluids: (a) different methods
for the evaluation of the wall temperature Tw for ' = 0:006; (b) three nanopar-
ticle concentrations (' = 0:006, 0:01 and 0:016). Comparisons for Re = 1600
and dnp = 42 nm with the experimental data of Wen and Ding [227] and the
numerical simulations of Akbari et al: [3].
Figure 3.3b compares the values of the convective heat transfer coefficient h(z) of the
present simulations with the numerical results of Akbari etal: [3] and the experimental data
of Wen and Ding [227] for Re = 1600 and three volume fractions of Al2O3 nanoparticles
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' = 0:6, 1 and 1:6%, respectively. The present numerical results agree fairly well with the
experiments [227] with an exponential decrease of the heat transfer coefficient along the
tube as expected from energy balance equation. The main discrepancy is observed close
to the inlet due to the choice of the boundary conditions in the present calculations. It is
noteworthy that the present simulations improve the predictions of Akbari et al: [3] using
exactly the same solver and methods. It points out in particular the necessity to use an
appropriate mesh grid in the near-wall regions and globally a more dense grid. Compared
to [3], the number of mesh points is multiplied by a factor 86. The mesh grid sensitivity
studies are generally performed using small increments of values such that no noticeable
effect is observed.
Figure 3.4 provides further comparisons in terms of the average heat transfer coefficient hav
for the same three cases. The present results obtained using the mixture model show an
acceptable agreement with the experimental ones. The numerical data exhibit an average
enhancement of about 36% with increasing ' from 0:6% to 1:6%, which is to be compared
to the value 24:3% in the experiments. Once again, the present simulations improve
the previous ones of Akbari et al: [3] pointing out the influence of the mesh grid. This
improvement may be attributed to the increase of the thermal conductivity and some
authors [90, 93, 227] proposed that it is also associated to the decrease of the thermal
boundary layer thickness.
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Figure 3.4 Influence of the concentration of Al2O3 nanoparticles ' on the aver-
age heat transfer coefficient for Re = 1600 and dnp = 42 nm. Comparisons with
the experimental data of Wen and Ding [227] and the numerical simulations of
Akbari et al: [3].
3.4.2 Comparative analysis of single-phase and mixture models
Many authors [3, 21, 27, 137] have already shown that the mixture model performs better
than single-phase or other two-phase models like the Eulerian or volume of fluid models.
Nevertheless, it is crucial to use appropriate correlations for the effective nanofluid prop-
erties to obtain accurate results with single-phase models.
First, the single-phase (using Equations 3.7) and (3.10 for nf and knf respectively) and
the mixture models with temperature-dependent are compared in Figure 3.5 for Re = 1600
and four concentrations of nanoparticles. The single-phase model fails to predict the right
axial distributions of the local heat transfer coefficient h(z). An exponential decrease of
h(z) with the axial distance z is observed however with a noticeable underestimation for
all cases with ' 6= 0. As expected, for ' = 0, both models predict the same profile.
Though the nanofluid properties take into account the volume fraction of nanoparticles
', the single-phase model appears insensitive to ' as the same heat transfer coefficient
distribution is obtained whatever the value of '  0:016. This confirms the previous
results of Akbari et al: [3] and Bianco et al: [26]. On the other hand, the heat transfer
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coefficient predicted by the mixture model clearly increases with increased nanoparticle
concentration in agreement with previous observations [3, 21, 27, 137].
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Figure 3.5 Local heat transfer coefficient obtained for Re = 1600, dnp = 42
nm and Al2O3-water based nanofluids: comparison between the single-phase
and mixture models with temperature-dependent properties.
The superiority of the mixture model may be easily explained. In fact, the latter ensures
a more accurate treatment of the two-phase mixture, compared to the single-phase model,
which does not take into account neither the spatial variations of the distribution in
nanoparticles in the base fluid, nor the relative velocity of each phase. The mixture model
seems a better model to describe the nanofluid flow. In fact, the slip velocity between the
fluid and the nanoparticles is not zero due to several factors such as the Brownian motion
or gravity, which induces for example the sedimentation of the solid particles.
One could argue that the single-phase model does not perform well due to inappropri-
ate correlations for the thermal conductivity and the dynamic viscosity of the nanofluid.
Thus, several correlations have been tested and the results are summarized in Table 3.2
for Re = 1600, dnp = 42 nm and Al2O3-water based nanofluids. Two volume fractions
' = 0:006 and 0:016 have been considered. Simulation 1 combines Eqs (3.7) and (3.10),
whereas simulation 2 uses Eqs (3.8) and (3.9). It is clear that the two sets of correla-
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tions provide rather the same results in terms of the average value of the heat transfer
coefficient with differences of about 17% and 33% for ' = 0:006 and 0:016, respectively,
compared to the experiments. It shows in particular that for these sets of parameters,
the correlations do not considerably influence the accuracy of the single-phase model. As
shown previously, the results are not influenced by the particle volume fraction. Though
the effect of Brownian motion is accounted for in Equation (3.10), it has no noticeable
influence in laminar flows. This confirms the previous work of Keblinski et al: [112], who
suggested that the motion of nanoparticles due to the Brownian motion is too slow to
transport a significant amount of heat through a nanofluid. They ignored the effect of
Brownian motion in the enhancement of thermal conductivity of nanofluids.
Table 3.2 Influence of the different correlations on the average heat transfer
coefficient hav (W:m 2:K 1) for Re = 1600, dnp = 42 nm and Al2O3-water
based nanofluids. The relative error is given in brackets. Simulation 1 combines
Eqs (3.7) and (3.10), whereas simulation 2 uses Eqs (3.8) and (3.9). Results
obtained using the single-phase model.
' Experiments [227] Simulation 1 Simulation 2
0:006 1313:54 1089:66 1086:37
(17:04%) (17:29%)
0:016 1626:12 1085:69 1075:72
(33:23%) (33:85%)
For the sake of simplicity when developing new numerical models, it may be interesting
to consider the mixture model with constant properties if satisfactory results may be ob-
tained. Figure 3.6 displays the axial distributions of the local heat transfer coefficient
for Re = 1600, dnp = 42 nm and Al2O3-water based nanofluids with four concentra-
tions of nanoparticles. The results are obtained using Eqs (3.7) and (3.10) either with
constant (CP) or variable (VP) properties for the base fluid. In all cases, the local heat
transfer coefficient h decreases exponentially with the axial distance z. Using temperature-
dependent properties (VP) leads to very satisfactory results as already shown in Figure
3.3a. On the contrary, using constant properties (CP) leads to a strong overestimation
of the heat transfer coefficient, with more pronounced differences towards the thermally
fully developed flow region. In fact, the thermal conductivity of the nanofluid increases
drastically with decreasing values of both temperature and density. Using VP, the cir-
cumferential wall temperature appears to be non-uniformly distributed in the tangential
direction, whereas the CP model exhibits a more uniform and axisymmetric behavior. The
VP model takes then into account buoyancy effects, which result in a noticeable increase of
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the fluid temperature in the upper half of the pipe. This confirms previous results such as
those suggested by [26] except from the previous work of Labonte et al: [125], who showed
that CP lead to an underestimation of the heat transfer coefficient. This difference may
be attributed to the different multiphase models used.
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Figure 3.6 Local heat transfer coefficient obtained for Re = 1600, dnp = 42 nm
and Al2O3-water based nanofluids: Influence of temperature-dependent proper-
ties on the performances of the mixture model.
It is important to note that taking into account temperature-dependent properties does
not increase the computational cost. Using the same mesh grid, both calculations take
about 4 hours using 8 processors on Mammouth Parallel 2. Calculations using VP lead to
a rather faster convergence as compared to the CP case.
3.5 Results and Discussion
All the results presented in the following have been obtained using the mixture model
with temperature-dependent properties and Eqs (3.7) and (3.10) to model the nanofluid
properties. The influence of the Reynolds number Re, the volume fraction ', the diameter
dnp of the nanoparticles and the type of nanoparticles on the hydrodynamic and the
thermal fields are successively discussed in details in the following sections.
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3.5.1 Influence of the volume fraction of nanoparticles and Reynolds
number for Al2O3/water-based nanofluids
The combined effects of the Reynolds number and the volume fraction of nanoparticles on
the average heat transfer coefficient are plotted in Figure 3.7. It can be clearly observed
that an average enhancement of the convective average heat transfer coefficient of about
40% is achieved when the Reynolds number increases from Re = 600 to 1600 for all
nanoparticle concentrations '. A linear dependency of hav is obtained against to ' for the
three Re numbers.
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Figure 3.7 Effects of the Al2O3 nanoparticle concentration ' and Reynolds
number Re on the average heat transfer coefficient hav for dnp = 42 nm.
Figure 3.8 shows the axial distribution of the heat transfer coefficient ratio hnf=hbf along
the pipe for dnp = 42 nm, Re = 1600 and three volume fractions of Al2O3 nanoparticles.
It clearly indicates an average thermal enhancement of 28%, 48% and 75:6% for ' = 0:006,
0:01 and 0:016, respectively. This ratio hnf=hbf is rather constant in the axial direction
z=D with a local maximum around z=D ' 85 whatever ' and a second local maximum
at z=D ' 175 for ' = 0:01.
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Figure 3.8 Axial variations of the heat transfer coefficient ratio hnf=hbf for
dnp = 42 nm, Re = 1600 and three volume fractions in Al2O3 nanoparticles:
' = 0:006, 0:01 and 0:016.
Figure 3.9 illustrates the temperature contours at four axial positions z = 0:2 m (z=D =
44:4), 0:4 m (z=D = 88:9), 0:6 m (z=D = 133:3) and 0:8 m (z=D = 177:8) for dnp = 42
nm, Re = 1600 and four concentrations '. The temperature contours change from a
circular form at z = 0:2 m, to an elliptical one at z = 0:4 m then to a kidney shape from
z = 0:6 m to the tube outlet for all concentrations of nanoparticles. The circumferential
wall temperature appears to be non-uniformly distributed in the tangential direction,
especially at z = 0:8 m, with maximum values at the top of the tube. It can be simply
explained by density variations, since the warm nanofluid has a lowest density and can rise
due to the buoyancy force to the upper half of the tube inducing a stratification of the fluid
temperature. This suggests the necessity to consider temperature-dependent properties
for the nanofluid in order to predict this effect. The hot temperature region located at the
top of tube for ' = 0 shown in Figure 3.9d progressively disappears when increasing the
nanoparticle volume fraction. For example, the wall temperature Tw decreases noticeably
when ' increases: at z = 0:8 m, the maximum wall temperature decreases from 332
K to 293 K for ' = 0 (Figure 3.9d) and ' = 0:016 (Figure 3.9p), respectively. The
maximum temperature difference is inversely proportional to the nanoparticle volume
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fraction. It is reduced almost by a factor 2 between ' = 0:016 and ' = 0. More generally,
the introduction of even higher volume fractions (for this range of parameters) tends to
homogeneize the temperature distribution at a given cross-section. It may be explained
by considering nano-convection effect, which is linearly related to ' [101]. This effect is
induced by the Brownian motion of the nanoparticles. Brownian motion caused by the
thermal interaction between the nanoparticles and the base fluid is stronger within regions
of higher fluid temperature that is why the upper half of the tube is more affected. The
influence of Brownian force on the thermal conductivity enhancement is strongly debated
in the scientific community, some authors assume that it plays a key role [101, 120], while
others ignore its effect [112].
Note that the same phenomena are observed for the two other values of the Reynolds
number.
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Figure 3.9 Maps of temperature T at four axial positions: z = 0:2 m (a,e,i,m),
z = 0:4 m (b,f,j,n), z = 0:6 m (c,g,k,o) and z = 0:8 m (d,h,l,p). Results obtained
for dnp = 42 nm, Re = 1600 and four volume fractions of Al2O3 nanoparticles:
' = 0 (a  d), 0:006 (e  h), 0:01 (i  l) and 0:016 (m  p).
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Figure 3.10 displays the corresponding streamlines colored by the axial velocity component
w at four cross-sections along the pipe. Due to the increased temperature at the wall, a
secondary flow is observed. It consists of a pair of symmetrical counter-rotating vortices
with respect to the tube axis. These vortices are induced by buoyancy forces: an upward
flow restricted in a thin layer along the wall rises up a warm fluid and a downward flow
along the tube axis drops a cool fluid [78, 169]. For pure water (' = 0), Figure 3.10a
shows clearly that the buoyancy force already appears at z = 0:2 m and induces the
secondary flow. The contours of the axial velocity component are axisymmetric at this
axial position for all nanoparticle concentrations and the recirculation cells are symmetric.
This indicates that the velocity is not yet affected by the buoyancy force, which is due to
the fact that, at this location, the circumferential temperature gradients are very small.
When the fluid moves further downstream, the recirculations are slightly shifted and moves
across the median plane, above the plane at z = 0:4 m and just below the plane at z = 0:8
m, for all values of '. The maximum value of w is also slightly shifted downward below
the horizontal tube axis when moving to the pipe outlet. This shift results from the
important increase in the intensity of the secondary flow. This loss of axisymmetry is
due to both the boundary layer development and the increasing influence of the buoyancy
force, which becomes more pronounced along the tube, increasing then the strength of
the secondary flow. At z = 0:8 m, the axial velocity contours exhibit an ellipsoid-shaped
form for ' = 0. At the same time, the circular streamlines in the lower half of the tube
indicate a weaker secondary flow, while the curved ones in the upper half indicate that
a hot fluid is confined and accompanied by a more intense secondary flow. At z = 0:8
m, the form of the axial velocity contours change from an ellipsoid-shaped pattern for
' = 0 to a rather more circular form for ' = 0:016 as illustrated in Figures 3.10d and
3.10p, respectively. For ' = 0:016, the shape of the velocity contours remains practically
unchanged indicating a fully developed region from z=0.4 m. This result agrees well
with the previous observations confirming that the nanoparticles suppress the buoyancy
force induced secondary flow, stabilizes the flow with a strong homogeneity of the fluid
temperature within the tube.
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Figure 3.10 Streamline patterns colored by the axial velocity component w at
four axial positions: z = 0:2 m (a,e,i,m), z = 0:4 m (b,f,j,n), z = 0:6 m (c,g,k,o)
and z = 0:8 m (d,h,l,p). Results obtained for dnp = 42 nm, Re = 1600 and four
concentrations of Al2O3 nanoparticles: ' = 0 (a  d), 0:006 (e  h), 0:01 (i  l)
and 0:016 (m  p).
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The same behavior is observed for all volume fractions of nanoparticles indicating that the
latter has no remarkable influence on the hydrodynamic field. Nevertheless, the intensity of
the secondary flow decreases when increasing ' for all axial positions especially at z = 0:8
m as shown in Figure 3.11. This is consistent with previous observations [51, 65, 117]. The
wall layer vorticity also decreases with increased values of '. The weak influence of the
nanoparticle concentration on the velocity and temperature fields results from the ability
of nanoparticles to homogenize the fluid temperature and therefore impeding buoyancy
forces. Only few studies considered the influence of the nanoparticles on the development of
the secondary flow and the homogenization of the temperature field. When ' is increased,
the molecular diffusion increases accompanied with an increase in the thermal conductivity
and a reduction in the specific heat capacity, as proposed by [65]. Colla et al: [51] invoke
the role of the Brownian diffusion.
(a) (b) (c) (d)
Figure 3.11 Contours of the streamwise vorticity at z = 0:8 m: (a) ' = 0, (b)
' = 0:006, (c) ' = 0:01 and (d) ' = 0:016. Results obtained for dnp = 42 nm,
Re = 1600 and Al2O3 nanoparticles.
3.5.2 Influence of the nanoparticle diameter for Al2O3 and Cu/water-
based nanofluids
In real thermal engineering applications, increasing the nanoparticle diameter leads to
higher agglomeration effects resulting in the sedimentation of the agglomerates. Such
particle-particle interactions are not taken into account in the present model. Only the
Brownian motion and the ratio between gravity and buoyancy forces are modeled here.
The nanoparticle diameter dnp has then no remarkable effect on the heat transfer coeffi-
cients as it will be shown in the following. More interestingly however, the influence of
dnp on the axial distributions of the nanoparticle concentration ' is quite remarkable.
Figure 3.12 displays the axial profiles of ' at three radial locations r=R = 0:98 (top wall),
r=R = 0 (axis) and r=R =  0:98 (bottom wall) for two types of nanofluid (copper and
alumina water-based), three nanoparticle diameters dnp = 42, 100 and 200 nm and for
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Re = 1600 and ' = 1:6%. Firstly, the concentration is rather constant along the center
line of the tube (r=R = 0) for the two nanofluids and all the nanoparticle diameters,
remaining between 1:6% and 1:596%. For dnp = 42 nm, along the top wall of the tube,
the nanoparticle concentration decreases by 1:5% and 3% for Al2O3 and Cu nanoparticles,
respectively (Figure 3.12a). As the nanoparticle diameter grows, the concentration de-
creases along the top wall due to gravity effects. For example, ' is reduced by 22:5% and
43:75% for Al2O3 and Cu nanoparticles, respectively, for dnp = 200 nm. By conservation
of the average value of ' at a given cross-section, the concentration of nanoparticles along
the bottom wall increases. Because of their higher density, this effect is more noticeable
for copper/water-based nanofluids as illustrated in Figures 3.12c, 3.12f and 3.12i. The
latter shows that ' increases by 0:75%, 17:5% and 87:5% for dnp = 42, 100 and 200 nm,
respectively. The concentration of Al2O3 appears quite constant, with an increase of only
2:5% for dnp = 200 nm. This behavior can be easily explained since the density of copper
is twice the alumina one.
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Figure 3.12 Axial variations of the volume fraction ' at three radial locations:
r=R = 0:98 (a,d,g), r=R = 0 (b,e,h) and r=R =  0:98 (c,f,i). Results obtained
for Cu and Al2O3 nanoparticles of three different diameters dnp = 42 nm (a,b,c),
100 nm (d,e,f) and 200 nm (g,h,i) with ' = 0:016 and Re = 1600.
The influence of the mean diameter of the Al2O3 nanoparticles on the heat transfer is
not shown here, but it can be noticed that increasing dnp does not affect the average
heat transfer coefficient. For ' = 0:016 and Re = 1600, hav = 1796:7 W=m2K and
1795:5 W=m2K for dnp = 10 and 200 nm, respectively. However, the average heat transfer
coefficient may be strongly modified by the size of the nanoparticles for copper-water
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nanofluids, which sediment more with only 12% of the particles still in suspension in the
base fluid as shown previously for dnp = 200 nm (Figures 3.12g and 3.12i).
Figure 3.13 illustrates the effect of the global Reynolds number Re on the distributions
of the concentration in copper nanoparticles along the tube for dnp = 200 nm, ' = 0:016
and two Reynolds numbers Re = 600 and 1600 at three radial locations r=R = 0:98 (near
the top wall), r=R = 0 (pipe axis) and r=R =  0:98 (near the bottom wall). Even for this
large nanoparticles, the concentration of nanoparticles along the tube axis remains almost
constant. Throughout the pipe length, the variation of ' is 0:13% for Re = 1600 and
0:75% for Re = 1600. At r=R = 0:98, ' decreases by a factor 2 then 4 for Re = 1600 and
Re = 600, respectively. It results in a huge increase in nanoparticle concentration at the
bottom of the pipe (Figure 3.13c): ' increases by 87:5% and 137:5% for Re = 1600 and
600, respectively. Almost all the copper nanoparticles are sedimented and there are only
few copper nanoparticles suspended in pure water at the top of the tube for Re = 600.
The Reynolds number plays an important role to keep the nanoparticles well dispersed
in the base fluid and reduce the sedimentation process, inducing a better stability of the
nanofluid and higher resulting heat transfer.
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Figure 3.13 Axial variations of the volume fraction ' in Cu nanoparticles at
three radial locations: (a) r=R = 0:98, (b) r=R = 0 and (c) r=R =  0:98.
Results obtained for Cu nanoparticles of diameter dnp = 200 nm with ' = 0:016
and two Reynolds numbers Re = 600 and 1600.
3.5.3 Influence of the type of nanoparticles for water-based nanoflu-
ids
The axial variations of the heat transfer coefficient of six types of nanoparticles for
' = 1:6%, dnp = 42 nm and Re = 1600 are shown in Figure 3.14. This later figure
illustrates that the local heat transfer coefficients for all water-based nanofluids exhibit
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the same behavior, with an exponential decrease with increased distance along the pipe.
The nanofluid with copper nanoparticles achieves the highest heat transfer coefficient, fol-
lowed by C, Al2O3, CuO, TiO2, and SiO2, respectively. This behavior was expected since
the copper has the highest thermal conductivity amongst the other nanofluids as shown
in Table 3.1.
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Figure 3.14 Axial variations of the local heat transfer coefficient h for six types
of nanoparticles with dnp = 42 nm, ' = 0:016 and Re = 1600.
In the other hand, a major hindrance associated with the use of copper nanoparticles is
the sedimentation phenomenon, as illustrated earlier for ' = 1:6% and dnp = 200 nm.
They sediment 34 times higher than the Al2O3 nanoparticles under the same operating
conditions. For this reason, the choice of the appropriate nanofluid does not depend
only on its thermal conductivity, but should also take into account their stability and the
suspension of the nanoparticles in the base fluid for a long term use.
3.5.4 Summary
For engineering applications, empirical correlations are of primary importance to predict
the average heat transfer coefficient as a function of the flow and geometrical parameters
for an effective design of thermal systems such as heat exchangers. This is particularly
challenging for convective nanofluid flows as opposed to single-phase flows, because of the
influence of various parameters due to the presence of the solid nanoparticles. An attempt
has been done in the following. First, the well-known correlation proposed by Shah [197]
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for laminar flows under a constant heat flux boundary condition and used by Wen And
Ding [227] is considered:
NuShah = 1:953

RePr
D
x
1=3
33:3  RePrD
x
(3.29)
A second correlation was proposed by [197] for RePrD
x
 33:3 but it was carefully checked
here that it led to very similar results. For simplicity, only Equation (3.29) will be used
in the following.
All the results obtained in this paper using direct numerical simulations may be expressed
in terms of Nusselt number using the following correlation:
NuDNS = NuShah
 
1 + 1:7

Re
Pr4
1=3
'
!
6:6  RePrD
x
 46:5 Pr  1 (3.30)
It is noteworthy that the validity range of Equation (3.30) has been extended to 6:6 
RePrD
x
 46:5 compared to Equation (3.29). The present correlation is valid for all values
tested in the present work except for the simulations involving copper nanoparticles for
which Pr  1. Both geometrical (through x and D) and flow (Re and Pr) parameters
are considered in Equation (3.30). The influence of the solid nanoparticles is taken into
account through ' but also through their thermophysical properties used to define Re and
Pr. Figure 3.15 confirms that Equation 3.30 fits particularly well with all simulations for
Pr  1.
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Figure 3.15 Verification of Equation (3.30).
The second term 1:7 (Re=Pr4)1=3 ' in Equation (3.30) is small compared to 1 in all cases.
The results are then well fitted with Equation (3.29) and so with the correlation provided
by Rea et al: [184] for Al2O3/water-based nanofluids, 431  Re  2000 and '  0:06. It
corresponds to Equation (3.29) with a prefactor equal to 2:0398 instead of 1:953.
The second interesting quantity for engineering applications is the variations of the average
friction factor fav as a function of the Reynolds numberRe. The friction factor is calculated
as proposed by Choi and Cho [46]:
f =
8w
u2m
(3.31)
where um is the mean fluid velocity and w is the wall shear stress. It may be convenient to
find correlations under the form: f = ARe. Figure 3.16 summarizes the results obtained
for Al2O3/water-based nanofluids with alumina nanoparticles of diameter dnp = 42 nm
and for four volume fractions '. As for pure water flows, the average friction factor fav
decreases for increased values of Re. Complementary calculations have been performed
for turbulent flows up to Re = 15000. In the laminar regime, fav varies according to
the relation fav = 11:381Re 0:756, whereas, in the turbulent regime, fav follows: fav =
1:05Re 0:358. A discontinuity is also observed in the transitional regime. The presence of
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nanoparticles in the base fluid affects the variations of the average friction factor compared
to pure water flows. However, the friction factor fav appears to be insensitive to the
nanoparticle concentration '. The results are to be compared to the classical Darcy
relations for single-phase flows in pipes, where: A = 64 and  =  1 for laminar flows and
A = 0:3164 and  =  0:25 for turbulent flows in smooth pipes.
Figure 3.16 Influence of the Reynolds number Re on the average friction coef-
ficient fav. Results obtained for all values of ', dnp and all types of nanofluids.
In the laminar regime, the results agree particularly well with the correlation of Suresh
et al: [208] obtained for Al2O3-Cu/water-based nanofluid with Re < 2300 and '  0:1%:
A = 26:4f(') and  =  0:8737.
3.6 Conclusions
Laminar forced convection flows of water-based nanofluids through a uniformly heated
tube were revisited here using direct numerical simulations. The single-phase and mixture
models with constant and temperature-dependent properties were compared to the exper-
imental data of Wen and Ding [227] and to the numerical simulations of Akbari et al: [3].
The mixture model with temperature-dependent properties was shown to perform best
with a close agreement to the experimental data. The former simulations of Akbari et al:
[3] using the same model were significantly improved with the use of an appropriate mesh
grid.
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The numerical model was then used confidently and extensively to investigate the influ-
ences of the Reynolds number (600  Re  1600), the concentration in nanoparticles
(  1:6%) and their diameter (42  dnp  200 nm) on the hydrodynamic and thermal
fields. Al2O3/water based nanofluids have been considered first before evaluating the ther-
mal performances of other nanoparticles such as: Cu, C, CuO, TiO2, and SiO2.
For Al2O3/water based nanofluids, the average heat transfer coefficient increased linearly
with the nanoparticle concentration for all Reynolds numbers. At Re = 1600, the local
heat transfer coefficient increased in average by 29%, 46% and 74% for ' = 0:006, 0:01 and
0:016, respectively. Increasing the nanoparticle concentration led to a more homogenous
temperature field, impeding the hot temperature region observed at the top of the pipe
wall for pure water flows. The flow field revealed two recirculation regions for all (r; )
planes, only weakly influenced by '. The maximum value of the axial velocity component
observed at (r=R '  0:2,  =  90) was also weakly affected by '. The volume fraction in
nanoparticles affected significantly the streamwise vorticity of the two recirculation cells.
The flow and temperature fields exhibited a more homogeneous behavior. A particular
attention was also paid to the sedimentation of the nanoparticles, which, as expected,
increased for large size or high density nanoparticles. Finally, empirical correlations to
predict both the Nusselt number and the average friction coefficient have been provided,
summarizing all simulations presented here (in the range of Pr  1 for Nu).
Further calculations are now required to extend the present simulations to the turbu-
lent flow regime using large-eddy simulations. Further developments are also planned
to improve the numerical model to take into account more complex phenomena like the
thermophoresis effect and particle-particle interactions.
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3.6.2 Nomenclature
Cp Specific heat, J:K 1:kg 1
D Tube diameter, m
dnp Nanoparticle diameter, m
f Friction factor,  
h Heat transfer coefficient, W:m 1:K 1
k Thermal conductivity, W:m 2:K 1
L Tube length, m
q Heat flux, W:m 2
R Tube radius, m
r Radial location, m
Re Global Reynolds number,  
T Temperature, K
w Axial velocity component, m:s 1
z Axial position, m
' Volume fraction,  
 Dynamic viscosity, Pa:s
 Density, kg:m 3
 Wall shear stress, Pa
av Average
bf Base fluid
eff Effective
in Inlet
m;mix Mixture
nf Nanofluid
np Nanoparticles
w Wall
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Contribution au document:
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Résumé en français: Les transferts thermiques convectifs d’un écoulement de nanofluide
de type Al2O3-eau dans un tube circulaire uniformément chauffé sont étudiés numérique-
ment en utilisant différents modèles de turbulence. Quatre concentrations volumiques
de nanoparticules ('  2%) sont considérées pour des nombres de Reynolds entre 3000
et 20000. Les effets de la concentration volumique en nanoparticules et du nombre de
Reynolds sur le nombre de Nusselt et le coefficient de frottement sont quantifiés. Deux
approches numériques différentes, comprenant un modèle monophasique et un modèle de
mélange, avec des propriétés thermophysiques variables, sont favorablement comparées
aux résultats expérimentaux obtenus dans la littérature pour de faibles concentrations en
nanoparticules ('  0:5%). Les résultats avec la concentration la plus élevée ' = 2%
montrent la nécessité d’utiliser le modèle de mélange. Huit modèles de turbulence dans
leur formulation à faible nombre de Reynolds sont ensuite comparés pour évaluer leur ca-
pacité à prédire l’effet de la turbulence sur les transferts de chaleur convectifs. Le modèle
SST k-! s’avère être le meilleur avec des erreurs en termes de nombre de Nusselt moyen et
de coefficient de frottement de 0:44% et de 1:82% respectivement. Au contraire, le modèle
de contraintes de Reynolds avec la corrélation linéaire pression-déformation n’a pas réussi
à fournir les bonnes valeurs avec des écarts de 41:91% et 133:54%, respectivement. Enfin,
les avantages de l’utilisation de ce nanofluide sont discutés en fonction de quatre critères
de mérite.
Mots clés: Transfert de chaleur par convection, nanofluide, modèle monophasique, mod-
èle de mélange, modélisation de la turbulence.
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Abstract:
Turbulent convective heat transfers of Al2O3-water nanofluid flowing in a circular tube
subjected to an uniform wall heat flux are numerically investigated using different tur-
bulence models. Four nanoparticle volume concentrations ' up to 2% are considered for
bulk Reynolds numbers within the range 3000  Re  20000. The effects of the nanopar-
ticle concentration and the Reynolds number on the Nusselt number and friction factor
are reported. Two different numerical approaches including the single-phase and the mix-
ture two-phase models with variable thermophysical properties are favorably compared
to experimental results obtained from the literature for low nanoparticle concentrations
('  0:5%). The results at a higher volume fraction ' = 2% show the necessity to use
a mixture model. Eight turbulence models in their low-Reynolds number formulation are
also compared to assess their ability to predict the effect of turbulence on the convective
heat transfer. The SST k-! model was found to perform the best with errors in terms
of the average Nusselt number and friction coefficient of 0:44% and 1:82% respectively.
On the contrary, the linear pressure-strain Reynolds Stress Model completely failed to
provide the good values with discrepancies of 41:91% and 133:54%, respectively. Finally,
the benefit of using this nanofluid is discussed regarding four merit criteria.
Keywords: Convective heat transfer, nanofluid, single-phase model, mixture model, tur-
bulence modeling.
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4.2 Introduction
Convective heat transfer plays an important role in various industrial sectors such as air-
conditioning, transportation, chemical production, microelectronics and power generation.
The conventional heat transfer fluids such as water, ethylene glycol or oil exhibit relatively
limited heat transfer properties, which hinders the efficiency of the thermal systems. The
recent advance in the field of nanotechnology gave rise to a new type of nanometeric
metallic or non-metallic particles characterized by their substantially higher thermal con-
ductivities. These particles, referred as nanoparticles, are dispersed into a conventional
fluid, creating a new class of heat transfer fluids named nanofluids. Since the pioneering
work of Choi and Eastman [47], the particularly increased thermal efficiency of nanofluids,
compared to conventional fluids, has attracted the attention of researchers and engineers.
Alive researches are still done to model appropriately natural convection in enclosures
using ionic nanofluids [154] or including a porous medium [216]. The literature being too
abundant, one will focus in the following on the turbulent convective heat transfer in pipes.
One of the most common canonical experiments used to study the convective heat transfer
performance of nanofluids, is the turbulent flow through a straight uniformly heated pipe
as considered for example by Sundar and Sharma [206]. Both the average heat transfer
coefficient and the friction factor of an Al2O3-water based nanofluid were measured in a
straight pipe (with and without inserts) subjected to a constant heat flux at the wall for
different axial Reynolds numbers Re = W0D=nf (W0 being inlet axial velocity, D the
pipe diameter and nf the kinematic viscosity of the nanofluid) and nanoparticle volume
fractions '. They observed that, for '=0.5 %, the heat transfer coefficient increased by
15:62% and 54:54% for Reynolds numbers equal to 3000 and 18000, respectively, compared
to pure water. Their results will serve, in the following, as the experimental database to
validate the present simulations. Li and Xuan [133] measured the heat transfer coefficient
and friction factor for Cu/water nanofluid flowing inside a tube in both laminar and tur-
bulent flow regimes. They noted an enhancement up to 60% for ' = 2% compared to pure
water at the same Reynolds number. Turbulent convective heat transfers and pressure
drop of -Al2O3-water nanofluid inside a circular tube were investigated experimentally
by Fotukian and Nasr Esfahany [75]. They affirmed that the addition of small quantity
of alumina nanoparticles to pure water increased heat transfer remarkably. For example,
for Re = 104 and ' = 0:045%, the heat transfer coefficient was increased by 48%. Heyhat
et al. [92] experimentally studied the turbulent heat transfer behavior of alumina/water
nanofluid in a circular pipe under constant wall temperature condition. Their results
showed that the heat transfer coefficient of Al2O3-water nanofluid was increased by 23%
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for ' = 2% compared to pure water at Re around 12000. Noghrehabadi and Pourrajab
[167] investigated experimentally the convective heat transfer of -Al2O3-water nanofluid
in a circular tube with constant heat flux at the wall. Their results showed that the average
heat transfer coefficient was increased by 16:8% for ' = 0:9% compared to distilled water
at Re = 2070. They observed that the enhancement was particularly significant in the
entrance region and decreased with the axial distance. The thermal enhancement by the
use of nanofluids has been then widely demonstrated experimentally mainly by global tem-
perature measurements as shown in the detailed review of Kakaç and Pramuanjaroenkij
[106]. Numerical simulations appear then as a powerful tool to get a better insight into
the flow dynamics and heat transfer processes associated with nanofluids and explain in
detail the main mechanisms responsible for this enhancement.
Due to their excessive computational cost, only limited attention has been paid to use
direct numerical simulations (DNS) [242],[105] or even large eddy simulations (LES) to
investigate nanofluid turbulent flows in pipes or channels. Hu et al. [95] investigated by
a LES-Lagraneg method the flow characteristics of nanofluids (water-based Cu or SiO2)
through a straight circular tube at Re = 25000 and ' = 1%. Their mesh grid is com-
posed of 1:3 millions of cells and their results sampled over 5 mean flow residence times
but nothing is said about the computional resources required. Turbulence intensities are
enhanced by the presence of nanoparticles, which may be responsible for the heat transfer
enhancement. For any nanofluid, there was no evidence of coherent vortical structures
within the flow requiring the use of advanced unsteady 3D calculations. Peng et al. [176]
performed LES of turbulent nanofluid flows inside a cylindrical pipe and compared the
predictions of Eulerian-Eulerian, Euler-Lagrangian, and Lagrangian multiphase models,
in an attempt to better explain the flow field behavior and the mechanisms responsible for
the heat transfer enhancement. The Lagrangian model was found to perform better than
the two other models due to its capability to provide a more detailed information about
the development and the interaction of the turbulent eddies with the nanoparticles.
The use of advanced DNS or LES models in the context of turbulent nanofluid flows in re-
alistic geometries remains then marginal and most authors focused on Reynolds-Averaged
Navier-Stokes (RANS) turbulence closures. Though being more simple and requiring less
computational resources, they might be able to provide accurate data when coupled to the
appropriate single or two-phase model and to the appropriate correlations for the nanofluid
properties. The standard k-" model has been successively used in the past to investigate
turbulent nanofluid flows and heat transfers inside a cylindrical pipe [19, 21, 27, 55, 189].
For water-based Cu nanofluids, Behzadmehr et al. [21] reported discrepancies of around
7% in terms of averaged Nusselt number at Re = 15000 and ' = 1% when using the
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standard k-" model coupled to the mixture model. Akbari et al. [4] used also the Real-
izable k-" model to evaluate the turbulent forced convection in a horizontal heated tube
filled with water-based Al2O3 or Cu nanofluids. A relatively good agreement was found
compared to the experimental data of Sundar and Sharma [207] using a single-phase ap-
proach. However the rate of increase of the Nusselt number with the Reynolds number was
underestimated by the two k-" models at low nanoparticle concentrations ' < 1%. Roy
et al. [186] considered turbulent convective flows of three water-based nanofluids flowing
inside a radial cooling system using a single-phase model. They compared the predictions
of four turbulence models using air as the working fluid and claimed that the shear stress
transport SST k-! model was the appropriate level of closure, compared to the RNG k-",
k-! and #2-f models, exhibiting a good agreement in terms of local Nusselt number and
wall pressure distribution with published experimental data at Re = 23000. Saha and
Paul [188] considered numerically the heat transport behavior of single-phase water-based
alumina and titanium nanofluids in a circular pipe under turbulent flow condition. For
pure water at Re = 21800, they compared the predictions of three k- models and con-
cluded that the realizable k-" model was the most appropriate turbulence closure. It has
then been extensively used for Re up to 106 and ' = 6% with a close agreement in terms of
the averaged Nusselt number compared to the Pak and Cho’s correlation [172]. Recently,
Boertz et al. [33] modeled the flows of SiO2 ethylene-glycol or water-based nanofluids in
a tube with constant heat flux at the wall. Their results obtained for 6000  Re  12000
and '  10% using a single-phase model showed that the SST k-! better predicted the
Nusselt number compared to the standard k-" or k-! models with a mean deviation of 5%
compared to published experimental data. It better predicted also the friction factor but
with much larger deviations with the experiments. As a conclusion, there is not a clear
consensus about the best turbulence model for investigating turbulent nanofluid flows in a
cylindrical pipe and the confidence level depends also strongly on the choice of the single-
or two-phase approach and of the modeling of the nanofluid thermophysical properties.
An excellent review on different numerical approaches for the simulation of nanofluid flows
can be found in the references [15] and [107]. One can notice that the standard k-" cou-
pled to a single-phase modeling is still widely considered today to model turbulent forced
convective heat transfer of Cu [79] or TiO2 [97] water-based nanofluids in a single pipe.
To the best of our knowledge, there is no detailed study evaluating in detail the perfor-
mance of eight RANS turbulence models on the turbulent flow and forced convective heat
transfer of nanofluids in a pipe. This work is then an attempt to fill this gap. A carefull at-
tention should be paid also to the choice of the appropriate single- or two-phase approach.
The solver will be validated first against the experimental data of Sundar and Sharma
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[206] for low volume fractions '  0:5%. Eight turbulence models in their low-Reynolds
formulation will be then compared for Re = 13380 and ' = 0:1%. A deep insight into
the turbulence modeling enables to explain why the Reynolds Stress Model fails to predict
such a flow compared to the SST k ! model, which performs the best. The performances
of water-based Al2O3 nanofluids in the forced convective turbulent regime will be finally
discussed using four merit criteria. The rigourous built-in of the flow solver, the detailed
comparisons of the turbulence models and the evaluation of the nanofluid performances
certainly constitute the main novelties of the present paper compared to existing literature.
4.3 Numerical approach
4.3.1 Geometrical configuration
The present work investigates the turbulent flows and the corresponding convective heat
transfers of water-based / Al2O3 nanofluids under steady-state conditions. The average
diameter dnp of the alumina nanoparticles is fixed to 47 nm. The nanofluid flows inside a
straight cylindrical pipe of length L = 1:5 m and diameterD = 2R = 0:019 m (L=D ' 79).
The nanofluid enters with a constant temperature and uniform velocity. A constant heat
flux Q is imposed at the tube wall (Figure 4.1). The numerical set-up is based on the
experiments performed by Sundar and Sharma [206].
Figure 4.1 Schematic view of the geometrical model with relevant notations
and boundary conditions.
4.3.2 Nanofluid properties
The thermophysical properties of water are considered to be temperature dependent while
those of the alumina nanoparticles are constant. The following equations hold for the den-
sity and the specific heat [220], the thermal conductivity [57] and the dynamic viscosity
[48] of pure water and they are used in all simulations.
bf = 2446 20:674T +0:11576T 2 3:1289510 4T 3 +4:050510 7T 4 2:054610 10T 5
(4.1)
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Cpbf = exp

8:29041  0:012557T
1  1:52373 10 3T

(4.2)
kbf =  0:76761 + 7:535211 10 3T   0:98249 10 5T 2 (4.3)
bf = A 10( BT C ) (4.4)
where A = 2:414 10 5, B = 247:8 and C = 140.
One of the main challenges for the modeling of single-phase nanofluid flows remains the
accurate determination of the nanofluid properties using the appropriate correlations. The
following expressions were used to evaluate the density [116] and the specific heat [116]:
nf = np'+ (1  ')bf (4.5)
Cpnf =
'(Cp)np + (1  ')(Cp)bf
nf
(4.6)
For the dynamic viscosity of the nanofluid, the correlations respectively proposed by Pak
and Cho [172], Corcione [53] and Graham [83] have been considered:
nf
bf
= 1 + 39:11'+ 533:9'2 = 1 + C' (4.7)
nf
bf
=
1
1  24:3745d 0:264np '1:028
(4.8)
nf
bf
= 1 + 2:5'+ 4:5
264 1
h
dnp

2 + h
dnp

1 + h
dnp
2
375 (4.9)
where h is the inter-particle spacing.
For the thermal conductivity of the nanofluid, the correlations of Nan et al. [163] and
Jang and Choi [102] have been considered:
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knf
kbf
=

knp(1 + 2) + 2kbf   2'(kbf   knp(1  ))
knp(1 + 2) + 2kbf + '(kbf   knp(1  ))

= 1 + Ck' (4.10)
knf = kbf (1  ') + knp'+ Cd dbf
dnp
kbfRenp
2Pr' (4.11)
where  = 2Rbknp=dnp is the particle Biot number and Rb = 0:77 10 8 m2:K:W 1 is the
interface thermal resistance. The indexes np and nf refer to the nanoparticles and to the
nanofluid, respectively. In Equation 4.11,  = 0:01 is a constant taking into account the
Kapitza resistance per unit area, Cd = 18 10 6 and Renp the particle Reynolds number
defined as: Renp =

CRMdnp
bf

. The random motion velocity CRM is fixed to 0:1 m=s as
recommended by [102].
The properties of the alumina nanoparticles are set to: np = 3782 kg:m 3, Cpnp = 729
J:kg 1:K 1, and knp = 42 W:m 1:K 1 at 20C. The reader can refer to [29, 223] for
a complete view of the different correlations used to model the dynamic viscosity and
thermal conductivity of nanofluids.
4.3.3 Numerical method
The governing equations for the conservation of mass, momentum and energy are solved
using a finite volume solver in a Cartesian frame. A pressure-based solver has been used
as the fluid is assumed to be incompressible. The pressure-velocity coupling is overcome
using the SIMPLEC algorithm. It corresponds to a modified version of the SIMPLE
algorithm, which converges about up to 30% faster due to the absence of under relax-
ation coefficients. All equations are discretized in space by a second-order upwind scheme
achieving a higher-order accuracy at the cell faces through a Taylor series expansion of the
cell centered solution about the cell centroid. All gradients are evaluated using the least
squares cell based method without skewness correction. The calculations are performed in
steady-state though it has been carefully checked that unsteady calculations led to similar
results.
The single-phase and the mixture models were implemented to compare their ability to pre-
dict the flow dynamics. They are fully described in Sekrani and Poncet [192]. The Volume
of Fluid (VOF) method has not been considered here since Davarnejad and Jamshidzadeh
[55] demonstrated that it provides undistinguishable results compared to the mixture
model for MgO-water turbulent flow in a straight tube for ' up to 1%. The mixture
model takes here into account a relative velocity for the dispersed phase (nanoparticles),
gravity and drag effects.
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A comparison between eight different turbulence models was performed. These models
include:
– The standard k-" (S k-") model of Jones and Launder [104],
– The realizable k-" (R k-") model [199], which includes a different formulation of
the eddy viscosity compared to the previous model. The transport equation for the
dissipation rate differs also and is derived from an exact equation for the transport
of the mean-square vorticity fluctuation.
– The renormalization-group k-" (RNG k-") model [236]. It results in a modified form
of the " equation which attempts to account for the different scales of motion through
changes to the production term.
– The standard k-! Wilcox model [229]. It is known to be more accurate and stable in
the viscous sublayer for boundary layer flows with variable pressure gradients than
the k-" model. However it is more sensitive to the free stream conditions for shear
flows.
– The Shear Stress Transport k-! (SST k-!) model developed by Menter [152]. It
combines the robust and accurate formulation of the k-! in the near wall region
and the free stream independence of the k-" out of the boundary layer. Blending
functions are introduced in the transport equation of k and !.
– The standard Shear Stress Transport (SST) model [152].
– The linear pressure-strain Reynolds-Stress Model of Gibson and Launder [80] using
the enhanced wall treatment. It solves the equation of the dissipation rate of the
turbulence kinetic energy " as the seventh equation (RSM-").
– The low-Reynolds stress ! model (RSM-!) based on the Launder-Reece-Rodi’s
model [126] and coupled to a transport equation for !. Shear flow corrections are
applied to this model.
The eight models are used in their low-Reynolds number formulation and include viscous
dissipation terms in the energy equation. When available, a production limiter is applied
to avoid any possible overproduction of the turbulence kinetic energy in low velocity
regions. Moreover pressure gradient and thermal effects are included in the resolution of
the effective velocity distribution close to the wall. The turbulent Prandtl number has
been fixed to Prt = 0:9 in all models. These well-established models are fully described
in the monograph of Wilcox [230].
4.3.4 Computational domain and boundary conditions
Several different grid arrangements were tested to ensure that the computed results were
grid independent. The selected computational domain was a structured mesh which con-
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sists of 6:048 millions of nodes in total (Figure 4.2). At any cross-section or (r,) plane,
the grid is decomposed into two regions for a total of 4032 nodes. Around the pipe axis,
the grid consists of a square of 16  16 mesh points. In the outer region, 68 nodes are
used to discretize the tangential direction together with 2 60 nodes in the radial direc-
tion. Finally, the axial direction is discretized by 1500 regularly spaced nodes. A mesh
refinement close to the pipe wall was deemed necessary to capture the development of
viscous sublayer and ensure a wall coordinate always lower than r+ < 1 for all models.
The maximum value of r+ remains around 0:57 for all turbulence closures expect for the
RSM, for which it reaches 0:85. In the other directions, the maximum values of the wall
coordinates remain in the ranges: 15  z+  40 and 50  (R)+  150 for all models.
For comparison, the mesh grid is 147 times thinner than the one used by Akbari et al. [4]
to solve the same flow configuration with the same operating conditions. It is also 5 times
thinner in the radial and axial directions than the thinnest one considered by Davarnejad
and Jamshidzadeh [55] for a similar problem.
Figure 4.2 View of the mesh grid.
Following the experimental conditions considered by Sundar and Sharma [206], a uniform
axial velocity W0, which corresponds to an axial Reynolds number Re = WoD=nf , (nf is
the nanofluid kinematic viscosity), and a constant temperature T0 = 303 K, were imposed
at the pipe inlet as shown in Figure 4.1. A turbulence intensity I0 = 5% was also imposed
at the inlet. Imposing higher turbulent intensities at the pipe inlet led to similar results.
At the pipe outlet, the gauge pressure was set equal to zero and no re-entry of fluid at
the outlet was observed. At the fluid-solid interface, a uniform heat flux of Q = 1000
W (corresponding to 11:169 kW=m2) was imposed with a no-slip boundary condition
for the velocity field (U = V = W = 0). The convergence criterion required that the
maximum sum of the error for each of the conserved variables be smaller than 10 6. The
computations were performed in parallel using the cluster “Mammouth Serial” of Calcul
Québec with 80 processors resulting into a CPU time per iteration of 10 ms.
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4.4 Validation of the numerical solver
The solver is first validated against the experimental data of Sundar and Sharma [206] for
low nanoparticle concentrations. The correlations for the dynamic viscosity and thermal
conductivity as well as the use of the single-phase or mixture models are evaluated in
terms of the averaged Nusselt number and friction factor. All results presented in this
Section were obtained using the SST k-! model.
4.4.1 Evaluation of the correlations used to predict the thermo-
physical properties of nanofluids
Table 4.1 displays the values of the averaged Nusselt number Nu = hD=knf (h the heat
transfer coefficient) and friction factor f for Re = 13380 and ' = 0:1%. The results have
been obtained using the single-phase mode and the SST k-! closure. Four combinations
of correlations for the dynamic viscosity and thermal conductivity have been compared to
the experiments of [206] (Nu = 108:78 and f = 0:0321). The combination offering the
best overall agreement is composed of Equation 4.7 [172] and Equation 4.10 [163] for the
predictions of the dynamic viscosity and thermal conductivity, respectively. They will be
used in the following sections when associated with the single-phase approach.
Table 4.1 Averaged Nusselt number and friction factor for Re = 13380 and
' = 0:1%. Results obtained using the single-phase model, the SST k-! and
different correlations for the dynamic viscosity and thermal conductivity. The
percentages indicate the deviations with the experimental data of Sundar and
Sharma [206].
Dynamic viscosity Thermal conductivity Results
Eq.4.7 [172] Eq.4.8 [53] Eq.4.9 [83] Eq.4.10 [163] Eq.4.11 [102] Nu [ ] f [ ]
X X 108:15 0:0315
(0:58%) (1:87%)
X X 108:12 0:0307
(0:61%) (4:27%)
X X 94:38 0:0336
(13:24%) (4:67%)
X X 109:98 0:0303
(1:1%) (5:61%)
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4.4.2 Comparison between the single-phase and mixture models
Three nanoparticle concentrations, namely ' = 0:02, 0:1 and 0:5%, and Reynolds num-
bers between Re = 3000 and 20000 have been first considered. In order to validate the
numerical models, the variations of the averaged Nusselt number Nu with the Reynolds
number Re are reported in Figure 4.3. In this figure, the present results obtained using
the single-phase and mixture models are compared to the experimental data of Sundar
and Sharma [206]. The present predicted values are in quite good agreement with the
experimental ones except at higher Reynolds numbers and nanoparticle concentrations.
For all Reynolds numbers and different alumina volume fractions, the mixture and single-
phase models provide the same profiles, in accordance with the findings of [19, 21] at low
nanoparticle volume fractions. One can note that Nu increases with increasing values of
Re and/or '. For example, for Re = 19500, the Nusselt number increases by 7:6% when
the dispersed quantity of alumina in pure water increased from 0:02% to 0:5%, with both
single-phase and mixture models. However, it is noticeable that the numerical results vary
weakly with the nanoparticle concentration when compared to the experiments.
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(a) (b)
(c) (d)
Figure 4.3 Variations of the average Nusselt number Nu as a function of the
Reynolds number Re for: (a) ' = 0:02%, (b) ' = 0:1%, (c) ' = 0:5% and (d)
' = 2%. Comparison between the present simulations using the SST k-! model
and the experimental data of Sundar and Sharma [206]
Figure 4.3d shows the Nusselt number distribution for ' = 2%. For this nanoparticle
concentration, some differences are reported between the single-phase and mixture models.
The nanofluid can not be longer assumed to be a single-phase fluid with appropriate
properties. Note that, at any given Reynolds number, the Nusselt number decreases when
increasing ' from 0:5% to 2%. The heat transfer coefficient h increases when more slowly
than the thermal conductivity knf .
For '  0:5%, the single-phase and the mixture models exhibit the same behavior in
terms of the Nusselt number distribution for all Reynolds numbers. This means that, the
nanofluids can be treated as a pure single-phase fluid. Therefore, all the heat transfer and
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friction factor correlations found in the literature for single-phase flows can be extended to
nanofluids. The following expressions were used to evaluate the average Nusselt number:
  The correlation of Gnielinski [81] valid in the range 2300  Re  5  106 and
0:5  Pr  2000:
Nu =
(f
2
)(Re  1000)Pr
1 + 12:7(f
2
)0:5(Pr2=3   1) (4.12)
f =
1
(1:58lnRe  3:82)2 (4.13)
  The correlation of Dittus-Boelter [60] valid for Re  104 and 0:6  Pr  20:
Nu = 0:023Re0:8Pr0:4 (4.14)
  The correlation of Pak and Cho [172] valid for 0  '  3%, 104  Re  105 and
6:54  Pr  12:33:
Nu = 0:021Re0:8Pr0:5 (4.15)
In Figure 4.4, the predicted values for the average Nusselt number are compared to those
obtained from the correlations of Gnielinski [81], Dittus-Boelter [60] and Pak and Cho
[172], as illustrated in Figure 3 for ' = 0:1%. For example, Gnielinski (SP) refers to
Equation in which the nanofluid properties are evaluated from the simulations based on the
single-phase (SP) model. A good agreement is found between the results of the SP model
and both the Gnielinski’s and the Pak and Cho’s correlations. On the contrary, a large
discrepancy is observed with the Dittus-Boelter’s equation, especially at high Reynolds
numbers. Although the results of both SP and mixture models exhibit a similar behavior
compared to the experimental data of Sundar and Sharma [206], a larger discrepancy is
obtained between the mixture model and the empirical correlations (Equations 4.12, 4.14
and 4.15). It is noteworthy that a similar analysis was performed for nanoparticle volume
fractions of 0:02 and 0:5% leading to similar conclusions. For brevity, the results of this
analysis are not shown in this paper.
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Figure 4.4 Comparison between the evolution of the predicted average Nusselt
number using the single phase model and the mixture model together with the
empirical correlations of Gnielinski [81], Dittus-Boelter [60] and Pak and Cho
[172] as a function of the Reynolds number Re for ' = 0:1%.
The variation of the average friction factor for the alumina-water nanofluid is assessed by
comparing the predictions of both single phase and mixture models with the Blasius [32]
equation. The average friction factor was calculated using:
f =
8m
u2m
(4.16)
where m is the wall shear stress and um is the mean velocity. For comparison, the typical
Blasius equation giving the friction coefficient for a single-phase fluid flow in a tube writes:
f = 0:316Re 0:25 (4.17)
The distributions of the averaged friction factor for both SP and mixture models, as a
function of the Reynolds number are shown in Figure 4.5a-c for ' = 0:02, 0:1 and 0:5%,
respectively. A reasonable agreement between the experimental and the numerical results
computed either with the SP or the mixture models is clearly observed, particularly at high
Reynolds numbers (Re > 10000). Similarly, the numerical results for the friction factor are
found to be in conformity with the theoretical values evaluated using the Blasius equation.
Nevertheless, a slight discrepancy is obtained at relatively lower Re for all volume fractions.
The averaged friction coefficient decreases with increasing Re. However, the addition of
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alumina nanoparticles to water has not noticeable effect on it for these low nanoparticle
concentrations.
(a) (b)
(c) (d)
Figure 4.5 Comparison between the predicted averaged friction factor f using
both single-phase and mixture models, the experimental results of Sundar and
Sharma [206] and the theoretical equation of Blasius [32] for: (a) ' = 0:02%,
(b) ' = 0:1%, (c) ' = 0:5% and (d) ' = 2%. Variation of f as a function of the
Reynolds number Re.
For the highest nanoparticle concentration ' = 2%, all models predict a decrease of the
friction factor with the Reynolds number with the good slope compared to the Blasius
equation. However, the single-phase model predicts much higher values of the friction fac-
tor compared to the Blasius law and to the results of the mixture model as shown in Figure
4.5d. This large deviation compared to the mixture model indicates that the assumption
of a single-phase fluid at ' = 2% is no more valid. For this particular value of ', the mix-
ture model will be used in the following section. These results confirm the distributions of
the friction factor obtained by Hussein et al. [97] for TiO2-water nanofluids (1  '  4%)
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using a single-phase model coupled to the standard k-". These last authors showed how-
ever that the simulated friction factor gets much closer to the Blasius equation for high
Reynolds numbers (around Re = 80000). Behzadmehr et al. [21] also demonstrated that
the mixture model needs to be used for nanoparticle concentration higher than 1% in the
case of turbulent Cu-water nanofluid flows in a heated straight pipe.
Akbari et al. [4] performed a detailed analysis of the different single-phase and two-phase
approaches including the mixture, the VOF and the Eulerian methods. Surprisingly, while
the single-phase model provided very satisfactory results compared to the experimental
data of Xuan and Li [232], the two-phase models strongly overestimated the Nusselt num-
ber for Reynolds numbers up to Re = 23000. It points out the importance to use a very
thin mesh grid and not to limit the grid independence study to very coarse meshes.
4.5 Numerical benchmark of the different RANS tur-
bulence models
Since the single-phase and the mixture models provide similar results at low nanoparticle
concentrations, the comparative study between the different RANS turbulence models,
namely the S k-", R k-", RNG k-", k-!, SST k-!, SST and RSM (RSM based on " or !),
is only based on the single-phase approach due to its simpler implementation as well as
its less prohibitive computational cost. In the following section, the comparison between
the different RANS models is performed for Re = 13380 and ' = 0:1%.
4.5.1 Nusselt number and friction factor
The averaged Nusselt number Nu and friction factor f predicted by the different turbu-
lence models are summarized in Table 4.2. The numerical results clearly showed that the
SST k-! model provides the closer predictions for both Nu and f compared to the exper-
imental data of Sundar and Sharma [206], with averaged errors of about 0.43% and 1.8%,
respectively. The superiority of the SST k-! model over the k-" or k-! models was also ob-
served by Boertz et al. [33]. The R k-", S k-", SST and k-! models show also a reasonable
agreement with the experimental values [206]. Interestingly, the RNG k-" model fails to
predict the good value for the Nusselt number (error of 21:97%), whereas it predicts quite
well the friction factor. More surprisingly, the RSM model solving a transport equation
for " (7-equation model) strongly overestimates both quantities. The RSM based on !
better predicts the friction factor but underestimates the Nusselt number. Note that all
models are used in their original version without any tuning of the modeling constants.
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Table 4.2 Comparison in terms of the averaged Nusselt number and the fric-
tion factor between the different turbulence models. Results obtained using the
single-phase model for Re = 13380 and ' = 0:1%.
Relative errors are given in (%) Nu f
Experiment [206] 107.682 (-) 0.0321 (-)
S k-" 108.779 (1.02) 0.0304 (5.22)
R k-" 108.743 (0.99) 0.0305 (5.06)
RNG k-" 131.344 (21.97) 0.0305 (4.9)
k-! 103.145 (4.21) 0.0298 (7.27)
SST 106.223 (1.35) 0.0309 (3.83)
SST k-! 108.152 (0.44) 0.0315 (1.82)
RSM-" 152.808 (41.91) 0.0751 (133.54)
RSM-! 73.024 (32.19) 0.028 (12.77)
Some comparisons between different turbulence closures are available in the literature for
single-phase fluids without nanoparticles. The failure of the RSM-" model to predict even
the base flow has been highlighted for examples by Escue and Cui [70] for swirling pipe
flows or Tunstall et al. [218] for curved pipe flows. After Escue and Cui [70], the RNG
k-" performs better than the RSM-" to predict the distributions of the mean axial and
tangential velocity components at loss Rossby numbers. Tunstall et al. [218] showed
that the standard k-" showed better overall performance compared the RSM-" model and
especially when predicting the mean vertical velocity profiles. Thakre and Joshi [212]
compared twelve versions of the k-" models with a RSM based on " for turbulent flows in
a heated pipe. They recommended the use of the k-" model over the RSM for heat transfer
application. For an impinging air jet in an interdisk cavity (without nanoparticle), Roy et
al. [186] demonstrated that the SST k-! model better predicts the radial distribution of
the local Nussel number and the wall pressure compared to the standard k-", k-! and #2-f
models. In the following subsections, the eight present turbulence closures are compared
into more details and their pros or cons are discussed.
4.5.2 Mean velocity and thermal fields
As a preliminary remark, turbulent pipe flows are considered as multi-scale shear flows
with inhomogeneous turbulence characteristics, according to the classification found in
[43]. This is also the case for turbulent flows in a plane channel or within a wall boundary
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layer, such that some analogies and comparisons could be done, in the following section,
with results obtained in these configurations.
In order to closely inspect the hydrodynamic behavior obtained by these turbulence mod-
els, the axial development of the centerline axial velocity is illustrated in Figure 4.6a. The
centerline mean axial velocities exhibit a significant increase due to the axial development
of the flow field and especially of the boundary layers. Then they reach peak values at
locations ranging from z=L = 0:15 to 0:35 depending on the turbulence closures. Then,
the centerline velocities slightly decrease towards an asymptotic value characteristic of the
hydrodynamic fully-developed flow region. The rapid growth of the boundary layer in the
entrance region tends to push the fluid towards the axis region resulting in an increased
axial velocity to conserve mass.
(a) (b)
Figure 4.6 (a) Axial evolution of the centerline mean axial velocity and (b)
radial profiles of the mean axial velocity at z=L = 0:733. Results obtained for
Re = 13380 and ' = 0:1%.
Bhatti and Shah [25] provided a correlation to determine the length of the entrance region
for a turbulent pipe flow: Lentry = 1:359DRe1=4, which corresponds in the present case
to: z = 0:278 m or z=L = 0:185. Figure 4.6a clearly shows that the S k-", R k-" and RNG
k-" models are the first to achieve the hydrodynamic fully developed state at a streamwise
distance of about z=L = 0:15, close to value proposed by Bhatti and Shah [25]. It is
noticeable also that their profiles do not exhibit any clear local maximum there. The k-!,
SST and SST k-! models predict a fully developed flow further downstrean at z=L ' 0:6.
Moreover the asymptotic values of W=W0 predicted by these models are much higher than
the ones predicted by the family of k-" models. The profile obtained by the RSM-! falls
within the profiles obtained by SST and k-! models. The RSM-" model exhibits the
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highest centerline mean axial velocity W=W0 = 1:3 in the fully developed region, which
is 6% higher than that of the SST k-! model. This overprediction is characteristic of a
weakly turbulent flow.
The previous results are corroborated by the radial distributions of the mean axial velocity
at an axial position z=L = 0:733 located within the fully developed region shown in
Figure 4.6b. The classical analytical profile for turbulent fully-developed pipe flows in a
smooth tube is also plotted for comparison (see in [43]):
W
W (r = 0)
=

1  r
R
1=n
(4.18)
where n depends on the bulk Reynolds number. According to Nikuradse [166], n = 6 for
Re = 4 103 and n = 7 for Re = 105.
All k-" models provide a similar boundary layer growth very close to the wall, which
remains thinner than the ones predicted by the family of k-! or SST models. The RSM-"
model exhibits the highest velocity gradient in the boundary layer region and highest mean
axial velocity along the axis, which may be interpreted by a sign of flow relaminarization.
(a) (b)
Figure 4.7 (a) Dynamic and (b) thermal boundary layers at z=L = 0:733 for
Re = 13380 and ' = 0:1%.
Figure 4.7a shows the radial variations of the normalized effective velocity U+ = jU j=U
in wall coordinates y+(= r+) = rU=nf obtained by the RANS models, where r is the
distance to the wall, U the friction velocity, jU j the magnitude of the velocity vector. All
the models except from the RSM-" provide the same profiles. The linear region U+ = y+
of the velocity profile, called the viscous sublayer, expands to approximately y+ ' 7  8.
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A buffer region extends then between y+ ' 7   8 and y+ ' 30   70 (around 30 for the
k-" family and 70 for the SST or SST k-! models). The logarithmic region (or inertial
sublayer) is recovered for higher y+ and the velocity profiles follow the logarithmic law
of the wall : U+ = a  ln(y+) + b. The constants a = 1= = 2:44 ( = 0:41 the Von
Kármán constant) and b = 5:5 are in perfect agreement with the expected values for for
turbulent fully-developed boundary layer flows along a smooth wall (see in [43]) and close
to the values a = 2:5 and b = 5:5 obtained by Eggels et al. [66] for fully turbulent pipe
single-phase flows or Chung et al. [49] for turbulent flows in an annular pipe at Re = 8900.
A deficit law starts from y+ between 317 and 388 depending on the models. The RSM-"
fails to predict the right profile with an overestimation of the effective velocity within the
sublayer and a loss profile in the buffer and logarithmic regions.
In the same way, Figure 4.7b displays the radial variations of the normalized effective tem-
perature T+ = (Tw T )=T , where Tw is the wall temperature and T = Q=(nfCpnfU ) the
friction temperature. Once again, all turbulence closures exhibit the same profiles except
from the RSM-". The temperature profiles follow exactly the expected law T+ = Pry+
within the thermal sublayer up to y+ ' 7   8. A buffer region extends then between
y+ ' 7   8 and y+ ' 30   70 depending on the models. The thermal inertial sublayer is
recovered after that and the temperature profiles follow the logarithmic law of the wall :
T+ = aln(y+)+b. The constants a and b differ from one model to another. The standard
k-", realizable k-" and SST k-! follow relatively well the usual law with a = 1=0:47 = 2:13
and b = 13:7Pr2=3   7:5 encountered for turbulent fully-developed boundary layer flows
along a smooth wall with a constant heat flux (see in [33]). The law of the wall with
a = 2:075 and b = 7:55Pr   3:95 validated by Juan-Cheng et al. [105] using DNS in the
case of viscoelastic-fluid-based nanofluid turbulent channel flow with heat transfer leads
to a similar profile and so is not shown here for sake of clarity. A deficit law is obtained
for the RNG k-" at y+ ' 590. For comparison, Kasagi et al. [111] obtained a = 2:78
and b = 2:09 for turbulent channel flows at Re = 4580 with a constant heat flux at the
walls. Both RSM models exhibit a peculiar behavior: the RSM-" still overestimates the
effective temperature in the viscous sublayer, which explains the overestimation of the
Nusselt number previously observed. The RSM-! behaves quite well very close to the wall
but exhibits particularly high values of T+ in the logarithmic region.
4.5.3 Turbulent field
The axial evolutions of the centerline turbulence kinetic energy k normalized by W 20 are
displayed in Figure 4.8. The turbulence kinetic energy slightly decreases right after the
pipe inlet and then strongly increases in the mixing region. In the latter, the significant
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increase of the turbulent production is mainly attributed to the increased turbulent mixing
caused by the interaction between the developing boundary layers. As soon as the fully
fledged regime is attained, the flow starts to exhibit a rather more organized behavior and
the velocity gradients caused by the shearing and stretching across the pipe are gradually
smeared. Therefore, the turbulence kinetic energy starts to gradually slightly decrease as
there is no production mechanism to maintain a constant turbulence kinetic energy along
the pipe. It is especially true for the RSM-!, SST and SST k-! models. This decrease of k
in the fully developed region has been reported by Akbari et al. [4], whereas Behzadmehr
et al. [21] reported that the turbulence kinetic energy at the tube centerline exhibits an
asymptotic behavior in the fully developed region.
The three k-models show similar profiles for k since these models share the same transport
equation for the turbulence kinetic energy. The k-! model predicts the lowest k values
among the other turbulence models, which may be attributed to its strong sensitivity to
the dissipation rate imposed at the pipe inlet. The highest values of k are obtained by the
RSM-" model. The streamwise development of the turbulence kinetic energy is roughly
identical for the k-!, SST k-! and SST models with relatively higher values for the SST
k-! model. The SST k-! model combines indeed the advantageous behavior of the k-!
and k-" models, by using the free stream independence of the k- model in the outer part
of the boundary layer and the accurate formulation of the k-! model in the near wall
region [152]. The RSM-! model reproduces sensibly the profile obtained from the k-!
model with higher turbulence kinetic energy levels around mid-pipe z=L ' 0:5.
Figure 4.8 Axial evolutions of the centerline turbulence kinetic energy for Re =
13380 and ' = 0:1%.
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The radial profiles of the eddy viscosity t are reported in Figure 4.9 at a streamwise
distance z=L = 0:733. As expected, the eddy viscosity is low in low-Reynolds number
regions and so especially in the viscous sublayer. For 0:68  r=R  1, the three k-"
models provide the same profiles. When approaching the pipe axis, the turbulent viscosity
calculated by the RNG k-" model decreases until reaching a constant value around 0:04
Pa.s. The turbulent viscosity obtained by the S k-" model is slightly higher close to the
axis where t reaches 0:05 Pa:s. The R k-" model is much more dissipative in the inner
region of the pipe as the turbulent viscosity t increases suddenly having a peak value of
0:103 Pa:s at the tube centerline. The same formulation is used by the S k-" and RNG k-"
models to evaluate the turbulent viscosity [236]. The main difference lies in the constant
C2" introduced in the transport equation of the dissipation rate " of the turbulence kinetic
energy for the RNG k-"model [236]. The values of " predicted by the S k-" are thus smaller
than the ones predicted by the RNG k-" model. Contrariwise to the former models, the
R k-" model possesses another transport equation for the dissipation rate derived from
an exact equation for the transport of the mean square vorticity fluctuation. It includes
also a different formulation for the turbulent viscosity, where the C parameter takes
into account the changes in both mean and fluctuating velocity fields [199]. This may
explain the over-prediction of the turbulent viscosity by the R k-" model. The SST and
SST k-! models share the same profiles with an eddy viscosity almost twice larger than
those predicted by the k-! and RSM-! models at the pipe axis. This difference might
be attributed to the strong sensitivity of the k-! model to the freestream conditions. In
average, the largest values of the turbulent viscosity are predicted by the RSM-" model.
However, the latter shows the highest gradient of t in the viscous region among the other
models. Both RSM models are not based on the hypothesis of an isotropic eddy-viscosity
[126] and should have led to comparable results in terms of dissipation. However, it seems
that the specific dissipation ! is a better candidate than the dissipation rate " of the
turbulence kinetic energy to evaluate the eddy viscosity for turbulent pipe flows.
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Figure 4.9 Radial profiles of the eddy viscosity at z=L = 0:733 for Re = 13380
and ' = 0:1%.
Note that, at any axial location, the fields k and t are axisymmetric within a cross-section.
4.5.4 Budgets for the turbulence kinetic energy equation
To better explain the discrepancies between the turbulence closures, budgets for the tur-
bulence kinetic energy transport equation are here performed. In the steady-state regime,
the general equation for the turbulence kinetic energy k may be written as:
Ak = Pk +D

k +D
T
k   "k (4.19)
where Ak = Uj @k@xj represents the advection term, Pk the production term, D

k = 
@2k
@xi@xj
the viscous diffusion, DTk =
@
@xj

T
k
@k
@xj

the turbulent diffusion and  "k the dissipation
term. Note that the production term is solved by the RSM, while it is modeled for the two-
equations closure using: Pk = T

@Ui
@xj
+
@Uj
@xi

@Ui
@xj
. T is the turbulent kinematic viscosity
and k is a constant. Note that the pressure-strain correlation terms present in the RSM
models do not contribute to that budget.
Budgets for the turbulence kinetic energy k are presented in Figure 4.10 at z=L = 0:733.
y+ = 0 corresponds to the top of the pipe. The mean advection term vanishes from y+ ' 20
for all models and only presents large variations close to the wall. For all models except
from the RSM-" model, all terms exhibit profiles similar to those encountered in fully-
developed wall flows (see in [43]). In the viscous sublayer, the main contributions come
from the viscous dissipation and the dissipation, which compensate almost each other.
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For y+ < 8, the pressure and velocity contributions to the turbulent diffusion DTk act as
sources in the budget. For y+ > 8, both diffusion terms are sinks. The production term
exhibits a maximum value around y+ = 12 in agreement with the typical value observed
for turbulent plane channel, annular pipe [49] or pure pipe flows [66, 69]. Around this
location, only one part of the produced kinetic energy is dissipated locally. The rest is
reinjected by the diffusion terms closer to the walls to feed the viscous sublayer. Further
from the wall, in the logarithmic region, the production term compensates the dissipation.
These two terms are also dominant over the other terms in the external region. The
turbulent diffusion plays a significant role again, at the edge of the boundary layer. The
shapes of these profiles agree particularly well with the DNS results of El Khouri et al.
[69] for turbulent pipe flows at 3464  Re  23406.
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Figure 4.10 Turbulence kinetic energy budgets at z=L = 0:733 for Re = 13380
and ' = 0:1%. Contributions of the advection, production, dissipation, tur-
bulent diffusion and viscous diffusion respectively. Results obtained using the
single-phase approach.
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The RSM models exhibit peculiar and different behaviors. These second-order models
solve seven equations accounting for the anisotropy of the turbulent flow field. The RSM-
! exhibit the same trends as the k-" family with lower peak values for the production
and dissipation terms but these peaks are located at the expected locations. The RSM-"
provides more intriguing results. The production term, which is solved and not modeled,
reaches a local maximum at y+ ' 5, which explains the overestimation of the effective
velocity shown in Figure 4.7a. Its absolute maximum is located in the buffer region. The
dissipation term acts more significantly than for the other models, which leads to lower
turbulence intensities and confirms the previous results regarding the velocity profiles (Fig.
4.6 and 4.7a). Replacing the seventh transport equation of " by the one for the specific
dissipation ! leads to lower values of the dissipation term. Then, all the results regarding
the Nusselt number, the friction velocity or the law of the wall obtained by the RSM-!
are quite comparable to those of the SST k-!.
One explanation may come from the boundary conditions imposed for the Reynolds stress
tensor components in the RSM-". Explicit wall boundary conditions for the Reynolds
stresses are imposed by using the log-law and the assumption of equilibrium, disregarding
advection and diffusion in the transport equations for the stresses. This is not the case
for the RSM-!. In his monograph, Chassaing [43] listed the improvements to be made
to a RANS model depending on its failure regarding the budget of the turbulence kinetic
energy equation. For the RSM-"model, which predicts a maximum value of the production
term at y+ ' 4, it is recommended to modify the modeling of the diffusion terms. In the
present case, the second drawback of this model lies in the maximum value reached by the
production term itself, which is relatively too low compared to other models and published
data in similar configurations. For that, the author recommended to modify the closure
for the equation of the dissipation rate " and more especially the closure of the source/sink
terms. It falls out of the scope of the present paper since the main objective was to perform
a benchmark of usual RANS models in their original formulation (without any tuning of
the constants or modification of the different terms) using the same numerical parameters
(mesh grid). All in all, the specific dissipation ! seems to be a better candidate than the
dissipation rate of the turbulence kinetic energy " to determine the turbulent properties
of the flow and especially the scale of the turbulence for this particular application. Note
that the same behavior for the RSM-" model has been reported by Bordet et al. [35] for
turbulent ice slurry flows in a straight pipe.
Further calculations are now required to investigate in detail the coherent structures,
which may appear in the turbulent regime and affect the heat transfer distribution within
the pipe. For this purpose, LES calculations using the WALE model associated with the
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mixture model are still in progress. Population Balance Models are also an interesting way
to improve the predictions of numerical models and account for a more realistic distribution
of the nanoparticles within the base fluid.
4.6 Discussion on the performance of water-based Al2O3
nanofluids in the forced convective turbulent regime
The overall performance of water-based Al2O3 nanofluids in the forced convective turbulent
regime is discussed in terms of four merit criteria. The two first ones are a priori criteria
used to compare different heat transfer fluids, while the two others can be used to evaluate
nanofluid overall energetic performance under operating conditions in a real system. They
are:
– The ratio C=Ck (Eqs.4.7 and 4.10) introduced by Prasher et al. [179];
– The Mouromtseff number Mo has been suggested for comparing two heat transfer
fluids in fully developed turbulent flow regime through a given geometry. Based on
the Dittus-Boelter equation, Timofeeva et al. [213] proposed the following definition:
Mo =
0:8nf k
0:67
nf Cp
0:33
nf
0:47nf
(4.20)
– The heat transfer improvement and the pressure drop penalty can be gathered to
form a kind of overall energetic efficiency  defined by:
 =
Nu
p
p0
Nu0
(4.21)
where the index 0 represents quantities evaluated for the case ' = 0% (pure liquid
water).
– The Performance Evaluation Criterion (or PEC) has been introduced by Ferrouillat
et al. [73] and represents another way to plot the previous parameter. It is based on
the ratio of heat transferred to the requiring pumping power. PEC is given by:
PEC =
_mCpnfT
_Vp
(4.22)
where _m and _V are the mass and volumetric flow rates respectively. T and p
represent the temperature and pressure differences between the outlet and inlet pipe
sections.
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Figure 4.11 displays the four merit criteria as a function of the nanoparticle concentration
' for Re = 13380. The results are obtained using the SST k-! model with the single-phase
(' < 0:8 %) or mixture model (0:8  '  2 %). In the present case, the ratio C=Ck
and the Mouromtseff number Mo are evaluated as a function of the mean temperature
deduced from the simulations and '. As it can be clearly seen, the ratio C=Ck increases
with increasing nanoparticle concentrations and remains always larger than the limiting
value C=Ck = 4 recommended by Prasher et al. [179] to keep the advantage of the
nanofluid. These authors stated that C=Ck > 4 can be tolerated if Nu > Nu0, which
is not the case here. Regarding the Mouromtseff number Mo, the graph shows that it
reaches a maximum value around ' = 0:8%, which would the recommended concentration
for this particular application.
Figure 4.11 Four merit criteria, namely the ratio C=Ck, the Mouromtseff num-
ber Mo, the overall efficiency  and the PEC number, as a function of the
nanoparticle concentration ' for Re = 13380. Results obtained using the SST
k-! model.
The overall efficiency  and the PEC number are non monotonous function of the nanopar-
ticle concentration '. Though adding nanoparticles to the base fluid leads in general to a
decrease of the heat transfer fluid performance, the PEC number exhibits a local maximum
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at ' = 0:8%, corresponding to the optimum of the Mouromtseff number. The optimum of
the overall efficiency is more tricky to define but remains within the range 0:5  '  1:5
%. The Mouromtseff number seems then to be a good a priori estimate of the performance
of nanofluids under realistic operating conditions. On the contrary, the ratio C=Ck is not.
Using Equations 4.8 or 4.9 to evaluate the nanofluid dynamic viscosity would indeed lead
to similar results for  and PEC, while providing ratios C=Ck lower than the critical value
4. The ratio C=Ck, which does not take into account the density and heat capacity of
the nanofluid, cannot then be used as the only a priori merit criterion to recommend or
not a given nanofluid.
Ferrouillat et al. [73] measured the PEC number as a function of the Reynolds number
for three concentrations of SiO2 nanoparticles in water (5, 16 and 34%w) in the case of a
straight pipe with imposed wall temperature. Roy et al. [186] investigated the influence of
the type of nanofluid (water-based Al2O3, CuO or TiO), nanoparticle concentration (2, 4
and 6%) and Reynolds number on the PEC for laminar and turbulent nanofluid flows in a
radial interdisk cavity. Whatever the operating conditions and the type of nanofluid, pure
water has a higher PEC, the PEC being a decreasing function of the Reynolds number
(in a logarithmic way) and of the particle loading. These two series of authors considered
only three very distinct and large values of ', such that they could not capture the local
maximum of the PEC at low '. But more generally, the present results confirm the find-
ings of [73] and [186] concerning the influence of ' on the PEC number.
All in all, the expected overall benefit of using nanofluids to enhance the thermal perfor-
mance of real systems is not demonstrated here, confirming the former results of Pantzali
et al. [174] (plate heat exchanger), Ferrouillat et al. [73] (straight pipe) or Roy et al. [186]
(radial interdisk cavity) for other configurations and under different operating conditions.
4.7 Conclusions
In this paper, a numerical investigation of the hydrodynamic and thermal behaviors of
alumina-water nanofluid flowing inside a uniformly heated tube was carried out. Both
single-phase and mixture approaches were evaluated and showed a good agreement with
the experimental data of Sundar and Sharma [206] for ' up to 0:5%. Both models per-
formed well leading to the same distributions of the average Nusselt number and friction
factor over a wide range of Reynolds numbers (3000  Re  20000). This can be ex-
plained by both the use of the appropriate correlations for the nanofluid properties using
the single-phase approach and by the relatively low nanoparticle concentrations considered
here. Results obtained at higher nanoparticle concentrations ' = 2% demonstrated the
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need for using the mixture model.
A comparative study between eight RANS models (six two-equation models and two
Reynolds Stress Models) in their original formulation was also conducted using the single-
phase approach for Re = 13380 and ' = 0:1%. The SST k-! was found to be the more
appropriate turbulence model, in the present case, with average errors between the pre-
dicted values and the experimental data of Sundar and Sharma [206], of about 0.43% and
1.8%, for the averaged Nusselt number and friction factor, respectively. On the contrary,
the RSM model based on " showed its inadequacy to predict both the thermal and hy-
drodynamic fields, with a predicted friction coefficient twice higher than the experimental
one and a discrepancy of 42% in terms of the average Nusselt number. An insight into the
law of the wall revealed that this model overestimates the effective velocity in the viscous
sublayer, while underpredicting it in the logarithmic region. Budgets of the turbulence
kinetic energy have been then displayed to better understand this peculiar behavior. The
RSM-" fails to predict both the location of the maximum production and its value. More
intriguing, a secondary local maximum of production appears in the logarithmic region.
All in all, ! appears to be a better candidate than " to determine the scale of the turbu-
lence for this particular application.
To sum up, for future numerical simulations in the turbulent regime, it is recommanded
to use the SST k-! model in its low Reynolds number formulation to well account for the
heat transfer in the near wall region. It could be coupled to a single-phase model with
appropriate correlations for the thermophysical properties of the nanofluid at low nanopar-
ticle concentrations (' up to 0:8%) and to the mixture model for higher concentrations.
Finally, the benefit of using Al2O3 water-based nanofluids for heat transfer enhancement
has been discussed for the first time in terms of four merit criteria. Pure water is shown
to have better performances than these nanofluids at any concentration up to 2%. The
overall efficiency and PEC are non monotonous functions of the nanoparticle concentra-
tion and exhibit both a local maximum, which agrees relatively well with the optimum
Mouromtseff number at ' ' 0:8%.
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4.7.2 Nomenclature
Symbols
Cp heat capacity, J:kg 1:K 1
Ck, C constants,  
D pipe diameter, m
dnp nanoparticle diameter, m
f friction coefficient,  
h heat transfer coefficient, W:m 2:K 1
h interparticle spacing,  
I turbulence intensity,  
k thermal conductivity, W:m 1:K 1
k turbulence kinetic energy, m2:s 2
L pipe length, m
Mo Mouromtseff number,  
Nu Nusselt number,  
p pressure, Pa
Pr Prandtl number,  
Q heat flux, W
R pipe radius, m
(r; ; z) radial, tangential and axial coordinates
r+, (R)+, z+ radial, tangential and axial wall coordinates,  
Re Reynolds number,  
T temperature, K
U; V;W components of the mean velocity vector, m:s 1
y+ radial wall coordinate (= r+),  
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Greek symbols
 particle Biot number,  
 difference
 overall energetic efficiency,  
" dissipation rate of turbulence kinetic energy, m2:s 3
' particle volume fraction, m 3:m 3
 dynamic viscosity, Pa:s
T turbulent dynamic viscosity, Pa:s
 kinematic viscosity, m2:s 1
T turbulent kinematic viscosity, m2:s 1
 density, kg:m 3
 shear stress, Pa
! specific turbulence dissipation rate, s 1
Abbreviations
DNS Direct Numerical Simulation
LES Large Eddy Simulation
PEC Performance Evaluation Criterion,  
RANS Reynolds-Averaged Navier-Stokes
RNG ReNormalization Group
RSM Reynolds Stress Model
SST Shear Stress Transport
VOF Volume Of Fluid
Indexes - exponents
0 quantity evaluated at the inlet
0 quantity for ' = 0% (section 5)
bf refers to base fluid
m mean quantity
nf refers to nanofluid
nf refers to nanoparticle
out quantity evaluated at the outlet
w quantity evaluated at the wall
 friction quantity
+ normalized wall quantity
CHAPTER 5
Conjugated heat transfer and entropy gener-
ation of Al2O3-water nanofluid flows over a
heated wall-mounted obstacle
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Contribution au document:
Cet article contribue à la thèse en quantifiant l’effet de la présence d’un obstacle chauffé
dans un canal sur les distributions de transfert de chaleur, la génération d’entropie et les
performances du nanofluide alumine-eau.
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Résumé en français: Dans cette étude, on présente des simulations numériques d’ écoule-
ments laminaires de nanofluides alumine-eau dans un canal rectangulaire avec un obstacle
chauffé. Les transferts de chaleur conjugués incluant la convection forcée dans le flu-
ide et la conduction à l’intérieur de l’obstacle sont résolus numériquement en utilisant
le modèle de mélange avec des propriétés dépendantes de la température. Le modèle a
d’abord été soigneusement validé par rapport à des données disponibles dans la littéra-
ture. Ensuite, l’écoulement et les transferts de chaleur ont été étudiés pour six fractions
volumiques de nanoparticules ' jusqu’à 1:8% et des nombres de Reynolds dans la gamme
100  Re  1600. Les résultats montrent que seul le nombre de Reynolds a une influ-
ence sur le champ hydrodynamique, notamment sur la longueur de réattachement derrière
l’obstacle. Le taux de transfert de chaleur augmente avec l’augmentation des concen-
trations de nanoparticules et/ou du nombre de Reynolds. Les irréversibilités dues aux
transfert de chaleur et aux frottements visqueux sont ensuite étudiées. La génération
d’entropie moyenne augmente linéairement avec le nombre de Reynolds. L’augmentation
de la fraction volumique des nanoparticules réduit la génération d’entropie thermique tan-
dis que celle par frottement augmente. Enfin, l’avantage de l’utilisation de ce nanofluide
est discuté en ce qui concerne cinq critères de mérite.
Mots clés: Nanofluide, transfert de chaleur conjugué, écoulement en canal laminaire,
obstacle chauffé, génération d’entropie, simulation numérique.
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Abstract: The present study reports numerical simulations of water-basedAl2O3 nanofluid
flowing in a 2D channel with a heated wall mounted obstacle. The conjugated heat transfer
problem including forced convection within the fluid and conduction inside the obstacle
is numerically solved using the mixture model with temperature-dependent properties.
The model has been first carefully validated against published data. Then the fluid flow
and heat transfer have been investigated for six nanoparticle volume fractions ' up to
1:8% and bulk Reynolds numbers within the range 100  Re  1600. The results show
that only the Reynolds number has an influence on the hydrodynamic field, especially
on the reattachment length behind the obstacle. The heat transfer rate increases with
increasing nanoparticle concentrations and/or Reynolds number. The second law analysis
is employed to study the heat transfer and fluid friction irreversibilities. The average en-
tropy generation increases linearly with the Reynolds number. Increasing the nanoparticle
volume fraction reduces the thermal entropy generation while the frictional one increases.
Finally, the benefit of using this nanofluid is discussed regarding five merit criteria.
Keywords: Nanofluid, conjugated heat transfer, laminar channel flow, heated obstacle,
entropy generation, numerical simulation.
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5.2 Introduction
Industrial applications involving cooling/heating processes such as in heat exchangers,
thermal storage systems, electronic equipments or solar collectors are widespread and in-
herently exhibit critical issues. The two main ones are the need to improve their energetic
efficiency to face the energy demand and the development of effective cooling methods to
prevent from hot spots. To achieve that objectives, different passive techniques have been
considered in the literature such as employing rough walls [10], installing tabulators or
swirl flow devices [10, 182] or inserting solid blocks or fins [219, 240].
Comprehensive investigations on the fluid flow and heat transfer in a two-dimensional
channel, containing individual or array of heated obstacles mounted on the bottom wall,
have been performed experimentally and numerically by Young and Vafai [238–240]. They
conducted a parametric study for a wide range of operating parameters, namely the height
and width of the obstacle, the inter-obstacle spacing, their number, the solid-fluid thermal
conductivity ratio, the flow rate and the heating method. They showed that a proper
placement of geometrically dissimilar obstacles, such as taller obstacles, might passively
enhance the heat transfer in their vicinity, which would require a synchronization of the
flow rate with the channel and obstacle geometries to control the reattachment region
and its subsequent convective enhancement. Additionally, they found that the flow rates
significantly increase the temperature of the obstacle due to reduced convective coeffi-
cient. They developed also empirical correlations for the obstacle mean Nusselt number
as a function of these parameters. Wang and Vafai [225] carried out an experimental
investigation on the convective heat transfer in a rectangular channel with protruding
and flush-mounted discrete heat sources. They found that the latter distort the flow in
the channel causing an increase in the heat transfer rate, accompanied with a pressure
drop penalty. They also noted that the pressure loss coefficient increases with decreas-
ing Reynolds number and/or increasing protruding height-width ratio. Korichi and Oufer
[122] performed a numerical study on the laminar forced convective flow in a rectangular
channel containing two obstacles alternatively attached to the upper and bottom walls
of the channel and heated with a uniform heat flux. Their results suggest that, as the
Reynolds number increases, the heat removed from the obstacles increases notably with
a maximum heat removal around the obstacle corners. They also reported that the heat
transfer along the obstacle surfaces may be enhanced by the vortex shedding generated
by the obstacle attached to the upper channel wall. The effects of the flow conditions
and the block geometry on the flow separation-reattachment regions and the heat transfer
enhancement have been experimentally and numerically investigated by Umur et al: [219].
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They demonstrated that the heat transfer is strongly dependent on the block thickness and
the Reynolds number. Noticeably higher turbulence and heat transfer rates were obtained
under the laminar regime compared to transitional or turbulent flows.
Though the above-mentioned techniques may improve the heat transfer performance, they
possess a major limitation, which is the inherent low thermal conductivity of conventional
heat transfer fluids, such as water, oil or ethylene glycol. The recent advances in nanotech-
nology led to the manufacturing of nanometer metallic and non-metallic particles referred
as nanoparticles. These particles are characterized by their higher thermal conductivities
compared to the base fluids. For example, the thermal conductivities of alumina or cop-
per at room temperature are about 70 and 670 times greater than that of pure water,
respectively [102]. The dispersion of nanoparticles into conventional host fluids gave rise
to a new class of heat transfer fluids named nanofluids [47]. Since the pioneering study of
Choi and Eastman [47], nanofluids have attracted the attention of many researchers be-
cause of their capability to improve the thermal conductivity of the working fluids, which
can result in a higher energy efficiency and a better performance of the system. Alumina
Al2O3 nanoparticles have been widely considered in the literature [135, 222] because they
are cheap to produce and they do not oxidize compared to copper nanoparticles. As an
example, Bouguerra et al: [36] reported recently that the thermal conductivity of water
can be enhanced by 23% when adding a 2% volume fraction of Al2O3 nanoparticles.
The thermal performance of nanofluids, considered as the new generation of heat transfer
fluid, has been the subject of many experimental, theoretical and numerical investigations
on laminar and turbulent convective flows [2, 93, 140, 192, 194, 208]. They may be also
combined to other passive techniques to enhance the performances of thermal systems.
Heidary and Kermani [89] performed a parametric analysis to quantify the influence of '
and the addition of partial blocks along the bottom wall of a duct on the thermal per-
formances of the system. As the Reynolds number increases, the size of the separated
region behind the blocks grows leading to a pressure drop penalty. This may be due also
to the large nanoparticle volume fractions considered in their work (' = 10%). As ex-
pected, such a high nanoparticle concentration improves significantly the heat transfer,
by around 20%. Sidik et al: [201] numerically examined the effects of forced convective
nanofluid flows across a channel with five mounted objects on the heat transfer perfor-
mance using the lattice Boltzmann method. Their results showed that, as the alumina
volume fraction increases, the heat transfer rate increases and this is accentuated at high
Reynolds numbers. The heat transfer process was affected by the formation of vortices
both at the fronts of the obstacles but also in their wakes. Esfe et al: [71] investigated
a laminar mixed convection flow of Al2O3-water nanofluid in an adiabatic channel with
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two heated obstacles. They found that the Nusselt number decreases by increasing the
obstacle dimensions, and that using nanofluids improves the heat transfer rate. When '
increases from 0% to 5%, the Nusselt number averaged over the obstacles increases by
10%. Khoshvaght-Aliabadi and Hormozi [119] studied experimentally the combination of
pin channel and copper-water nanofluids. The heat transfer coefficient increases by 30:4%
and the pressure drop by 55:6% for the pin channel compared to the plain one. Adding
copper nanoparticles to the base fluid inside the pin channel results in an improvement of
the thermal-hydraulic performance of plate-fin heat exchangers. The laminar steady-state
forced convective flow of copper-water nanofluids in a 2D rectangular channel containing
curve and triangular blocks mounted on its bottom wall has been numerically carried out
by Foroutani and Rahbari [74]. The heat transfer rate was found to strongly depend on
the block shape. The curve obstacle exhibit higher local and average Nusselt numbers
compared to the triangular one. They revealed that as the copper nanoparticle volume
fraction increases, Nu increases for both block geometries. A laminar nanofluid flow over a
heated backward-facing step with and without obstacle has been numerically investigated
by Togun [215]. He considered four configurations of backward-facing step for Re between
75 and 225 and CuO nanoparticle volume fraction from 0 to 4%. The best overall thermal
performance was found for Re = 225, ' = 4% and an obstacle of 4:5 mm height. The
pressure drop increases with Re, ' and the height of the obstacle.
The major challenge when designing thermal systems is to find a compromise between
the flow conditions and the appropriate configuration to ensure an effective heat transfer
while avoiding energy losses. The optimal design and operating conditions can be deter-
mined by performing the entropy generation analysis first proposed by Bejan [22, 23] and
successfully applied by different authors [7, 151]. The entropy generation may result from
heat transfer irreversibility or fluid friction irreversibility. These irreversibilities destroy
the useful energy within the system especially when dealing with mounted bluff bodies.
Based on the second law of thermodynamics, irreversibilities cannot be avoided completely
but they can be at least minimized. Excellent reviews about the entropy generation anal-
ysis can be found in [141, 171, 191]. Boghrati et al: [34] performed 2D simulations of
laminar channel flows with a block. Their results showed that the total entropy genera-
tion is not modified by adding Al2O3 nanoparticles at different concentrations or a small
fraction (0:08%) of carbon nanotubes in liquid water. Only few researchers investigated
the entropy generation due to convective nanofluid flows in a channel with a mounted
obstacle. Sheremet et al: [198] studied numerically the entropy generation and natural
convection of Cu-water nanofluid flow inside a differentially heated cavity with a centered
hot square block and corner cooler. They observed that the average Nusselt number, Bejan
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number and total entropy generation are increasing functions of the nanoparticle volume
fraction. They noticed that at high nanoparticle concentrations, the convective flow is
reduced, which leads to a weaker cooling effect in the bottom part of the cavity. The heat
transfer enhancement and entropy generation due to Al2O3-water nanofluid laminar flows
in a microchannel with flow control devices have been numerically investigated by Li et
al: [132]. Four control devices geometries were used: cylinder, rectangle, protrusion and
v-groove. The nanofluids concentration varied from 0% to 3%, and the bulk Reynolds
number ranged from 50 to 300. They found that the microchannels with cylinder and
v-groove ribs exhibit the better heat transfer performance, especially at larger Reynolds
numbers, while the microchannel with protrusion ribs was better from the perspective of
entropy generation minimization. They noted that as the nanoparticles volume fraction
increases, the finning friction factor increases. Rashidi et al: [182] evaluated the combined
effects of nanofluid and transverse twisted-baﬄes on the thermo-hydrodynamics and en-
tropy generation of a laminar flow inside a square duct. They found that the viscous
entropy generation ratio increases by increasing the volume fraction of nanoparticles or
employing the baﬄes inside the duct. At the same time, the thermal entropy generation
decreases but remains the dominant contribution to irreversibilities. The reader can refer
to the recent review of Rashidi et al: [183], which provides an exhaustive summary of the
main contributions combining nanofluids and inserts to enhance the performance of heat
transfer devices.
To the best of our knowledge, the present work is the first to investigate the thermal
performances of Al2O3 water-based nanofluids flowing in a channel with a heated wall-
mounted obstacle by considering the mixture phase approach. This model has already
proven to provide very accurate results for the same nanofluids in laminar and turbulent
pipe flows [192, 194] and so can be used here confidently to quantify the heat transfer
distributions, the entropy generation and the performances of these nanofluids for a wide
range of operating conditions (0  '  1:8%, 100  Re  1600). This flow configuration
is particularly relevant for the cooling of photovoltaic (PV) cells where nanofluids and
inserts under different forms are combined to improve the amount of heat removed from
the PV cells. While most authors tend to complexify the geometry (by inserting ribs with
an unusual form) to improve the heat transfer, it is more relevant to consider a more
canonical though relevant configuration to first fully validate the numerical model and
second provide reference data before going any further. The flow around a wall-attached
object is indeed an important classical benchmark for simulations and experiments of bluff
bodies.
The paper is organized as follows: the numerical model is first described in Section 5.3
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with all the details concerning the geometrical model, the thermophysical properties of
the nanoparticles and base fluid, the mixture model and the numerical parameters. The
results are then presented and discussed in Section 5.4 for different nanoparticle concen-
trations and Reynolds numbers. The hydrodynamic and thermal fields are first described
before a deep analysis of the entropy generation and a discussion about the benefits from
using nanofluids regarding five published merit criteria. The main conclusions and future
views are summarized in Section 5.5.
5.3 Numerical approach
5.3.1 Geometrical modeling and operating conditions
One considers the forced convective laminar flows of Al2O3 water-based nanofluids in a
2D channel with a heated wall-mounted obstacle. The geometry under investigation is
shown in Figure 5.1. An incompressible and Newtonian fluid enters the channel with an
uniform temperature and a parabolic streamwise velocity distribution u(y). The height
of the channel is denoted H and the lengthes of the channel upstream and downstream
the solid obstacle are denoted Le and Lo, respectively. The height and width of the
obstacle are denoted by h and w, respectively. The obstacle is heated from below by an
uniform heat flux q (W=m2), while the lower and upper channel walls are insulated. All
the geometrical and operating parameters are summed up in Table 5.1. In cases I and
II, which will serve for validation purpose, the operating conditions are similar to those
considered by [238–240]. Note that the bulk Reynolds number is based on the channel
height: Re = UmH=f , where Um is the average streamwise velocity imposed at the inlet
and f is the fluid kinematic viscosity (those of the nanofluid in case III).
Le Lo
w
h
H
Tin = 293 K
u = u(y)
v = 0
q
Tout
Pout
Figure 5.1 Schematic view of the computational domain with relevant nota-
tions.
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Table 5.1 Operating conditions for the three test cases.
Case Le [m] Lo [m] H [m] w [m] h [m]
I [42, 118, 238] 2 8 2 0:25 0:25
II [240] 0:25  1:7 0:7714 0:088946 0:0286 0:025454
III 0:25 0:7714 0:088946 0:0286 0:025454
Case fluid q Re ' ks=kf
[W=m2] [-] [m3:m 3] [-]
I [42, 118, 238] air 1 500 0 10
(Pr = 0:72)
II [240] air 930 770 0 7051:3
(Pr = 0:72)
III Al2O3 water nanofluid 930 100  1600 0  1:8% ks = 165 W=(m:K)
(variable Pr) variable knf
5.3.2 Fluid properties and two-phase modeling
The choice of a suitable numerical approach, being either a single-phase (SP) or two-phase
(volume of fluid (VOF), mixture, Eulerian, Discrete Phase Model (DPM)) model, remains
the subject of an intense debate. For the sake of brevity, the reader can refer to the
review papers proposed by [15] and [107]. The present mixture model with temperature-
dependent properties exhibited better performances compared to the SP model for laminar
[192] and turbulent [194] forced convective Al2O3 water-based nanofluid flows in a straight
pipe subject to an uniform heat flux. It will be then considered in the following.
Thermophysical properties
For case III, the thermophysical properties of the alumina nanoparticles (np: nanopar-
ticles) are considered as constant. Their density np, heat capacity Cpnp and thermal
conductivity knp are equal to: np = 3880 kg:m 3, Cp;np = 729 J:kg 1:K 1 and knp = 42:3
W:m 2:K 1 (see in [192]). The nanoparticle diameter is fixed to dnp = 47 nm.
The nanoparticle dynamic viscosity np is calculated based on the Syamlal et al:’s [209]
correlation:
np =
'dnpnp
p
Tnp
6(3  ess)

1 +
2
5
(1 + ess)(3ess   1)'g0;ss

(5.1)
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where ess = 0:9 is the coefficient of restitution for nanoparticle collisions, g0;ss = 0:63 is
the distribution function and Tnp is the nanoparticle temperature.
The thermophysical properties of water (bf: base fluid) are considered to be temperature
dependent. The following equations hold for the density bf and the specific heat Cpbf
[220], the thermal conductivity kbf [57] and the dynamic viscosity bf [48] of pure water:
bf = 2446  20:674T + 0:11576T 2   3:12895 10 4T 3
+4:0505 10 7T 4   2:0546 10 10T 5
(5.2)
Cpbf = exp

8:29041  0:012557T
1  1:52373 10 3T

(5.3)
kbf =  0:76761 + 7:535211 10 3T   0:98249 10 5T 2 (5.4)
bf = A 10( BT C ) (5.5)
where A = 2:414 10 5, B = 247:8 and C = 140.
Mixture model
The mixture model treats the nanofluid as a single fluid (m: mixture) consisting of two
strongly coupled phases. It defines the concept of phase volume fractions ', which are
continuous functions and their sum equals one. Each phase k has its own velocity. The
governing equations of the two-phase model are:
– Conservation of mass:
r  (m~Vm) = 0 (5.6)
– Conservation of momentum:
m~Vm  r~Vm =  rPm +r  (mr~Vm) +r  (
nX
k=1
'kk~Vdr;k~Vdr;k) (5.7)
where P is pressure. The mixture velocity, density and dynamic viscosity are re-
spectively:
~Vm =
Pn
k=1 'kk
~Vk
m
(5.8)
5.3. NUMERICAL APPROACH 109
m =
nX
k=1
'kk (5.9)
m =
nX
k=1
'kk (5.10)
The drift velocity of the kth phase writes:
~Vdr;k = ~Vk   ~Vm (5.11)
– Conservation of energy:
r  (
nX
k=1
'kk~VkHk) =  r  qm   m : r~Vm (5.12)
Note that the thermal conductivity of the mixture km contained in the term qm =
 kmrT is evaluated through a mixing-type law: km =
Pn
j=1 'jkj.
– Conservation of the volume fraction in nanoparticles:
r  ('npnp~Vm) =  r  ('npnp~Vdr;np) (5.13)
The slip velocity is defined as the velocity of a second phase (np: nanoparticles)
relative to the primary phase (bf: base fluid):
~Vpf = ~Vnp   ~Vbf (5.14)
The drift velocity is related to the relative velocity by:
~Vdr;np = ~Vpf  
nX
k=1
'kk
m
~Vfk (5.15)
The relative velocity is evaluated through the following equation proposed by Man-
ninen et al: [145]:
~Vpf =
np
fdrag
(np   m)
np
~a (5.16)
where np is the particle relaxation time defined as: np = npd2np=(18bf ) and fdrag
is the drag function proposed by Schiller and Naumann [190]:
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fdrag =
8<:1 + 0:15Re0:687np Renp  10000:0183Renp Renp > 1000 (5.17)
with Renp the nanoparticle Reynolds number defined as Renp = Vmdnp/ m and
~a =  (~vm  r)~vm. Renp increases with the bulk Reynolds number Re (or Vm) and
slightly varies with the nanoparticle concentration '. It ranges between 3:5  10 5
and 6 10 4 in the present simulations.
Note that the present model accounts for the drag force while the thermophoretic force
and Brownian motion are ignored. The thermophoretic force can be indeed neglected since
the temperature gradient along the computational domain remains small (maximum 3 K)
in all cases. Regarding the Brownian motion, Wang and Xu [224] showed that for a 10%
alumina volume fraction, the nanofluid thermal conductivity increased only by roughly
0:5% when accounting for the Brownian motion. In the same way, the added mass force
can be also neglected here since the nanoparticle (alumina) density is about 4 times larger
than the base fluid (water) density.
5.3.3 Numerical method and parameters
The governing equations for the conservation of mass, momentum and energy are solved
using ANSYS Fluent 16.0 based on the finite volume method in a Cartesian frame. These
equations are discretized in space by a second-order upwind scheme achieving a higher-
order accuracy at the cell faces through a Taylor series expansion of the cell centered
solution about the cell centroid. The pressure-velocity coupling is achieved using the
SIMPLE algorithm. All gradients are evaluated using the least squares cell based method
without skewness correction. The calculations are performed in steady-state though it has
been carefully checked that unsteady calculations led to similar results.
Following to the numerical and experimental conditions considered by Young and Vafai
[238, 240], for all studied cases, the fluid enters the channel at the ambient temperature
with a fully developed parabolic velocity profile (Fig.5.1):
u(y) = 4vmax

y(H   y)
H2

; v = 0 and Tin = 293K (5.18)
Both the upper and lower channel walls are insulated (q = 0). An uniform heat flux q
is imposed at the obstacle lower wall. On all solid surfaces, no-slip boundary conditions
are employed for the velocity field (u = v = 0). On the fluid-obstacle interfaces, a C1
continuity condition is imposed:
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u = v = 0; Tf = Ts; kf
@Tf
@n
= ks
@Ts
@n
(5.19)
where f and s refer to the fluid and solid respectively and n is the normal direction to the
surface.
Finally, at the channel outlet, the gauge pressure is set to zero and all the normal diffusion
flux and the mass balance correction are applied.
(a) (b)
Figure 5.2 Schematic view of the mesh grid in the (a) whole computational
domain and (b) near the obstacle. The obstacle is in red.
A Cartesian structured mesh grid was used throughout the fluid and solid domains with
a mesh refinement close to the obstacle (Figure 5.2). The refinement rate is fixed to
1:1. Cases II and III sharing the same geometrical parameters, the grid sensitivity has
been performed in case II for which reference data have been obtained experimentally by
Young and Vafai [240]. The geometrical dimensions and operating conditions are given in
Table 5.1. The entrance length Le is fixed to 1:7 m. Four mesh arrangements have been
considered and the results compared in terms of the Nusselt number Nuav averaged along
the obstacle walls. The results of the grid sensitivity analysis are summarized in Table 5.2
where the relative error of the present calculations (for a given mesh) is compared to the
experimental value Nuav = 34 of Young and Vafai [240]. An acceptable relative error is
obtained for mesh 2 and the results get grid independent for a total number of nodes equal
to 260865 (relative error of 0:79%).
Table 5.2 Grid independence study for test case II.
Total number of grid nodes Nuav relative error %
95702 21:509 36:74
192335 33:503 1:46
260865 34:268 0:79
330615 34:267 0:79
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5.3.4 Validation of the flow solver
The present model has been already validated for forced convective Al2O3 water-based
nanofluid flows inside a heated straight pipe subject to an uniform heat flux. In the
laminar regime [192], the present mixture model has been favorably compared to the
experimental data of Wen and Ding [227] in terms of the local and average heat transfer
coefficients for ' up to 1:6%, Re = 1600 and dnp = 42 nm. It besides improved the
predictions of the single-phase model. It has been later extended to the turbulent regime
[194] for the same geometry and nanofluid for dnp = 47 nm, ' up to 2% and Re up to
20000. Once again it showed its superiority compared to the single-phase model when
compared to the experimental data of Sundar and Sharma [206]. To further validate the
model and especially the conjugated heat transfer problem, two other cases, namely test
cases I and II (Table 5.1) are considered here.
Case I corresponds to the configuration investigated numerically by Young and Vafai [238]
and Kheirandish et al: [118]. The total number of mesh nodes is equal to 78262, whose
12000 nodes in the solid domain. The streamwise distribution of the local Nusselt number
is displayed in Figure 5.3 and the results compared also to the analytical solution provided
by Cess and Shaffer [42]. The location x = 0 corresponds to the left bottom corner of the
obstacle. The present results are found to be in excellent agreement with the analytical
and numerical results of [42] and [238], respectively. Only small discrepancies remain at
the top of the obstacle. The present results clearly improve the former numerical results
of Kheirandish et al: [118].
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Figure 5.3 Comparison of the local Nusselt number distribution along the ob-
stacle walls with the results of [42, 118, 238] for test case I (Table 5.1).
As already mentioned, test case II corresponds to the experiments of Young and Vafai
[240] (see Table 5.1) and a mesh with 260865 nodes provides an average Nusselt number
along the heated obstable with a discrepancy of 0:79%. The entrance length is equal to
Le = 1:7 m in the experiments of [240], which seems to be very long compared to the
total channel length, L = 2:5 m. Therefore, to reduce the computational cost without
affecting the accuracy of the simulations, four different entrance lengthes within the range
[0:25   1:7] have been considered. In all cases, the reattachment length Lr in the wake
of the obstacle is found to be equal to Lr=h = 1:05406. Note that Lr is defined as the
position at which the friction coefficient is equal to 0 along the bottom channel wall. No
distinguishable differences are found also for the whole thermal and hydrodynamic fields.
Then, in the rest of this work, the value Le = 0:25 m will be used since it led to the same
results as for Le = 1:7 m but with a mesh being about 1:46 times smaller. It comprises
637 nodes in the streamwise direction and 280 nodes in the vertical direction, with a total
number of cells equal to 71214 in the solid domain. The 2D nature of the flow has been
also carefully checked. Thus 3D simulations have also been performed for case II using a
mesh grid 20 times higher compared to the 2D case. The channel width in the z direction
is equal to 0:305 m as in the experiments of [240]. Figure 5.4 displays 3D views of the
temperature and streamwise velocity fields. Apart very close to the side walls, there is no
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evidence of 3D effects for these operating conditions. The average Nusselt number along
the obstacle walls is besides not improved with a discrepancy of 0:82% compared to the
experimental value Nuav = 34 in the 3D case. The 2D simulation provides the correct
Nuav value with a difference of 0:72%. In the following, all calculations for case III will
be then performed in 2D.
(a)
(b)
Figure 5.4 3D views of the (a) temperature and (b) streamwise velocity fields.
Results displayed in a (x; z) plane located at y=H = 0:11 and in different (y; z)
planes located at x=h = 11:8, 23:6, 31:4 and 39:3. The origin of the x axis is
located at the channel inlet.
5.4 Results and discussion
In this section, the laminar forced convective Al2O3 water-based nanofluid flows over a
heated obstacle are investigated in 2D for an entrance length of Le = 0:25 m. The influ-
ences of the Al2O3 volume fraction ' and bulk Reynolds number Re on the hydrodynamic
and thermal fields then on the entropy generation are discussed in detail. All the geo-
metrical and operating parameters correspond to case III and are displayed in Table 5.1.
The section ends with the potential benefit of using such nanofluids regarding five merit
criteria.
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5.4.1 Hydrodynamic field
Figure 5.5 shows the streamlines for the nanofluid flows over the mounted obstacle as a
function of the Reynolds number for ' = 1%. The streamlines are deflected toward the
upper wall of the duct as the flow approaches the obstacle and two clockwise vortexes are
generated before and after the heated obstacle, named respectively, the stagnant zone and
the recirculation zone. The length and the relative strength of the downstream recircula-
tion zone in the wake of the obstacle increases as Re increases. The forming of the bypass
region at the top of the obstacle leads to an increase of the axial fluid momentum there,
which inhibits the expansion of the recirculation zone into the full channel downstream of
the obstacle [238]. The weak vortex ahead the obstacle also increases in size and strength
with increasing Re. The height reached by the first recirculation bubble observed before
the obstacle increases from 0:275h for Re = 100 to 0:432h for Re = 1600. Similarly, its
length increases too from 0:29h for Re = 100 to 1:1h for Re = 1600. These results are in
close agreement with the findings of Young and Vafai [238, 239]. Contrariwise, the weak
vortexes in the stagnant region were not found in [18, 89, 122], which can be attributed to
mesh coarseness in their case. This recirculation has besides been reported by Diaz-Daniel
et al: [59] using sixth-order 3D numerical simulations at Re = 500.
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Re = 100
Re = 200
Re = 400
Re = 600
Re = 1000
Re = 1600
Figure 5.5 Streamline contours as a function of the Reynolds number Re for
' = 1%.
The size and the intensity of the two clockwise vortexes are mainly dominated by the
Reynolds number. On the contrary, the nanoparticle concentration has no noticeable
effect, which explains why the streamline contours for different nanofluid volume fractions
are not shown here. However Table 5.3 summarizes the value of the the reattachment
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length Lr as a function of both the Reynolds number and nanoparticle volume fraction.
It confirms the former observations regarding the streamline patterns: Lr increases with
increasing Re values and is not strongly affected by '. Lr slightly increases with ' for
all Reynolds numbers. Without nanoparticles, the present results agree well with the
numerical results of Eslami et al: [72] for a two wall-mounted cube configuration. These
last authors reported indeed that the reattachment length Lr=h varies between 2 and 4
for Re between 100 and 500.
An interesting quantity for engineering applications is the variations of the average skin
friction factor Cfav = w1
2
nfU2m
as a function of the bulk Reynolds number Re, where w is
the wall shear stress. The variations of Cfav as a function of Re are displayed along the left,
top and right sides of the obstacle, the top and bottom channel walls on Figure 5.6 for six
nanoparticle volume fractions. For all considered locations, Cfav decreases with increasing
Re because of the thinning of the boundary layer, which consequently reduces the frictional
effect. The addition of alumina nanoparticles to pure water has not noticeable effect on
the friction factor, even at high Re, which confirms the former results on the streamline
patterns and reattachment length. This outcome is in good agreement with the former
results of Sekrani et al: [192, 194] for laminar then turbulent nanofluid pipe flows and of
Benhampour et al: [18] for nanofluid flows in microchannels with ribs. Aghaei et al: [2]
reported that the skin friction factor is sensitive to both Re and ' for turbulent nanofluid
pipe flows, which can be partly inferred to the use of the single-phase model in their study.
Figure 5.6 illustrates that at the lowest Reynolds number, Re = 100, the highest Cfav is
observed along the top wall of the obstacle, while its right side wall exhibits the smallest
value of the friction coefficient. At a constant inlet mean velocity Um, it can be simply
explained by the fact that the local streamwise velocity at the top of the obstacle increases
to conserve mass, which increases significantly the wall shear stress compared to the other
walls. For Re within the range [600; 1600], Cfav on the obstacle left side wall becomes
Table 5.3 Dimensionless reattachment length, Lr=h, for different Reynolds
numbers and nanoparticle volume fractions.
HHHHHH'
Re 100 400 600 1000 1600
0 1.96582 4.78223 6.03174 9.16245 10.37888
0.002 1.96582 4.88457 6.03174 9.35503 10.59648
0.006 2.01021 4.88457 6.1813 9.35503 10.59648
0.01 2.01021 4.88457 6.15985 9.35503 10.81853
0.014 2.05555 4.98907 6.15985 9.55154 10.81853
0.018 2.05555 4.98907 6.29056 9.55154 10.81853
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higher than along the other walls. The recirculation bubble in the stagnation zone gets
indeed larger with higher intensities when Re increases. Finally, both the obstacle right
side wall and the channel bottom wall provide the lowest and similar values of Cfav . Due to
the presence of the mounted obstacle, the distributions of Cfav cannot be easily compared
to the classical Blasius or Shah correlations.
Figure 5.6 Friction factor as a function of the bulk Reynolds number for differ-
ent alumina volume fractions along the top, left and right sides of the obstacle
and along the top and bottom channel walls.
5.4.2 Thermal field
The effects of Reynolds number and nanoparticle volume fraction on the temperature
distributions along the computational domain are presented in Figure 5.7. The contours
of temperature are plotted at Re = 1000 for different nanofluid volume fractions ranging
from 0 to 1:8% (Figure 5.7a). The temperature levels within the obstacle indicate that
the metallic block absorbed heat transfer from its bottom surface by direct conduction.
As the nanoparticle volume fraction increases, the obstacle temperature decreases and
becomes more homogeneous, which results in a decrease of the temperature gradient T
between the solid and the fluid. For example, at ' = 1:8%, T decreases from 2 K
to 0:8 K compared to the base fluid case. This improvement may be attributed to the
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increase of the thermal conductivity, as mentioned previously, and it can associated also
to the decrease of the thermal boundary layer thickness [90, 93]. Moreover, at higher
nanoparticle volume fractions, more nanoparticles take part in the heat transfer medium,
such that the exchange surface area between the particles and the base fluid is larger,
which enhances the heat transfer process. Figure 5.7b shows the temperature contours as a
function of the Reynolds number for ' = 1%. For low Reynolds numbers, the temperature
of the solid is higher and a relatively hot fluid region remains in the wake of the obstacle.
When the Reynolds number increases, the isotherms shrink wrap around the obstacle with
a notable decrease in the temperature distributions within the channel, precisely in the
neighborhood of the solid block. Only weak temperature gradients are observed in the
shear layer formed at the top of the obstacle. Buoyancy effects are found to be negligible
in the present case such that the forced convective heat transfers are dominant.
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' = 0:006 Re = 400
' = 0:01 Re = 600
' = 0:014 Re = 1000
' = 0:018 Re = 1600
(a) (b)
Figure 5.7 Temperature contours (in K) for (a) different Al2O3 volume frac-
tions at Re = 1000 and for (b) different Reynolds numbers at ' = 1%.
The distributions of the local Nusselt number Nux along the obstacle walls are displayed
in Figure 5.8a for different nanoparticle volume fractions at Re = 1000. The variations
of Nux are very similar to case I (Fig.5.3) for air and do not depend so much on the
nanoparticle concentration '. Along the left wall of the obstacle, the Nusselt number is
minimum at x = 0 before rising up. The incoming flow impinges on the front surface
of the obstacle and creates a vortex on the left lower corner causing a decrease in the
heat transfer rate. Above the stagnation zone, the increasing streamwise velocity causes
a rapidly increase in the heat transfer towards the left upper corner reaching a maximum
local Nusselt number. Along the top surface, there is a decreasing trend for the convection
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coefficient which is due to the growth of the thermal boundary layer. Near the upper right
corner, the heat transfer increases slightly before an abrupt drop takes place at the rear
of the obstacle due to the separated domain and the recirculation zone which acts as
an insulation layer. Similar profiles for the local Nusselt number have been obtained for
all other Reynolds numbers but for brevity, the profiles are not shown here. For more
clarity, the distributions of Nux along the left, top and right obstacle sides are displayed
in Figures 5.8b to 5.8d. As the Al2O3 volume fraction increases, the local Nusselt number
decreases. However, the global heat transfer is enhanced, which means that conductive
heat transfer is more important than the convective one. For instance, at Re = 1000, the
heat transfer coefficient and the thermal conduction increase by about 1:8 and 2:25 times
when ' increases from 0 to 1:8%. It confirms the former results of Sekrani et al: [192, 194]
for laminar and turbulent Al2O3 water-based nanofluid flows in pipes. However, Mehrez
et al: [151] reported that Nux increases when ' increases, which may be explained by
the single-phase model they used, in which the nanofluid properties are not temperature-
dependent.
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(a) (b)
(c) (d)
Figure 5.8 Variations of the Nusselt number along the (a) obstacle walls, with
a zoom on the (b) left, (c) top and (d) right sides for different Al2O3 volume
fractions at Re = 1000.
Figure 5.9 displays the variations of the average Nusselt number Nuav and average heat
transfer coefficient hav as a function of alumina volume fraction for five Reynolds numbers.
One recalls that the average is performed along the obstacle walls. The dashed lines with
circular symbols represent the variations of hav and the same color refers to the same
Reynolds number. This figure illustrates that both Nuav and hav increase sharply when
increasing Re whatever the nanoparticle volume fractions tested here. For example, at
' = 1:8%, increasing Re from 100 to 1600 leads to an increase of both Nuav and hav
by about 140:36% and 135:41%, respectively. The reason for that is a better mixing of
the cooling fluid at higher Reynolds numbers [18, 192, 194]. For all studied Reynolds
numbers, the average heat transfer coefficient rises with increasing nanoparticle volume
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fraction, whereas the average Nusselt number shows an opposite trend. For instance, at
Re = 1000, adding 1:8% of alumina nanoparticles increases hav by 71:2%. At the same
time, Nuav decreases by 23:63% compared to pure water, which is due to the abrupt
enhancement of the thermal conductivity, which increases by 124%. Note that similar
trends are obtained by considering the mass flowrate instead of the bulk Reynolds number
and are then not shown here for sake of clarity. The present results indicate that adding
nanoparticles remarkably improves also the rate of heat transfer by conduction [2, 201]. It
is worthy to note that the heat transfer enhancement is not only attributed to the increase
of thermal conductivity but also to many other phenomena such as the mixing in the near
wall regions and the reduction of the boundary layer thickness. Other authors attributed
it partly to the Brownian motion [102, 135], which is not accounted for in the present
model.
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Figure 5.9 Variations of the average Nusselt number (solid lines) and the aver-
age heat transfer coefficient (dashed lines) as a function of the alumina volume
fraction for different Reynolds numbers.
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5.4.3 Exergy analysis and entropy generation
The exergy analysis allows to compare the energy performance of any system in terms of
the energy quality rather than the energy amount. Through the open channel, there is no
heat or work transfers to the surroundings. The exergy analysis enables to understand the
occurring losses. Exergy represents the maximum amount of work theoretically available
between any specific state and a reference dead state, typically environmental conditions.
The total exergy variation E between the inlet (index in) and the outlet (index out) of
the channel writes [13, 123] :
_mE = _m [hout   hin   T0 (sout   sin)] (5.20)
where _m is the mass flow rate (kg=s), h is the specific enthalpy (kJ=kg) and s is the
specific entropy (kJ=(kg:K)). The subscript 0 refers to dead state conditions (T0 = 288:25
K, P = 101325 Pa).
Figure 5.10 displays the distribution of the exergy variation E as a function of the
alumina volume fraction ' for five Reynolds numbers. The heat flux imposed at the
bottom of the mounted cube represents a source of exergy for the nanofluid flow. On the
contrary, the main source of exergy losses is the friction along the channel and cube walls.
Positive values of E mean thus that the exergy gain due to the heat flux is higher than
the exergy losses due to friction. Whatever the Reynolds number, E is positive for pure
liquid water. Then it decreases for increasing values of '. For all Re values, E ' 0 for
' ' 0:6%. At higher nanoparticle concentration, exergy losses due to friction get higher
than the exergy gain due to the imposed heat flux. At ' ' 1:8%, for example, the exergy
losses due to friction are higher at low Reynolds numbers as already shown through the
friction coefficient distribution in Figure 5.6.
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Figure 5.10 Influence of the alumina volume fraction ' on the exergy variation
E at five Reynolds numbers.
The entropy generation analysis is an important tool to identify the causes of inefficiency
of thermal systems and so lead to the design of optimized systems. It gets very popular
since it can be applied to any type of energy conversion system (see the review of [191]).
According to the local thermodynamic equilibrium with linear transport theory, the rate
of local entropy generation in a two-dimensional flow field can be quantified as follows
[22, 23]:
_Sgen = _Sgen;h + _Sgen;f
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(5.21)
Note that the first term _Sgen;h on the right-hand side of the above equation represents the
local entropy generation rate due to heat transfer irreversibility, while the second term
_Sgen;f represents the local entropy generation rate due to fluid friction irreversibility. To
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assess the contribution rates of each irreversibility type on the total entropy generation
rate _Sgen, one generally considers the Bejan number Be = _Sgen;h= _Sgen. The values of Be
usually range from 0 to 1.
Figure 5.11 Normalized average entropy generation rate versus the alumina
volume fraction for different Reynolds numbers.
Figure 5.11 displays the influence of Re and ' on the average entropy generation rate
_Sgen;av (averaged along the obstacle walls). For each Reynolds number, _Sgen;av is normal-
ized by the value obtained for the base fluid (' = 0). The ratio _Sgen;av= _Sgen;av(' = 0)
slightly decreases with Re. This second behavior is due to the normalization used here.
The term _Sgen;av increases indeed systematically with increased Re, particularly at low
alumina concentrations. This may be attributed to the fact that as the Reynolds number
increases, the frictional entropy generation rate increases more rapidly than the thermal
one. For instance, at ' = 1:8%, when Re increases from 1000 to 1600, the average thermal
and frictional entropy generation rates increase by about 6:7% and 76:54%, respectively.
Figure 5.11 reveals that _Sgen;av decreases as the nanoparticle volume fraction increases.
The reported behavior can be explained in the following way: both thermal conductivity
and dynamic viscosity increase when increasing ' but the increase of  is less important,
therefore, the frictional entropy generation rate contributes less to the total entropy gener-
ation rate within the channel the system. Moreover lower temperature gradients obtained
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close to the obstacle walls (Figure 5.7) reduce the thermal entropy generation rate. For ex-
ample, at Re = 1600, suspending 1:8% of alumina nanoparticles into pure water decreases
the thermal entropy generation by about 58% but increases the fluid friction irreversibil-
ity by 3%. The present results are in agreement with the works of Bianco et al: [28] and
Rashidi et al: [182] but not with the study of Selimafendigil et al: [195], in which they
affirmed that both thermal and frictional entropy generation rates are linear increasing
functions of the nanoparticle concentration. This difference can be also attirbuted to the
use of a single-phase model with different thermophysical correlations and especially to
the application of an external electromagnetic field.
It is noteworthy that regardless of Re and ', the Bejan number Be is very close to 1
and so is not shown here for sake of clarity. It suggests that heat transfer irreversibili-
ties dominate over the fluid friction irreversibilities [23]. The present results confirm the
former simulations of Mehrez et al: [149] for four nanofluids in an open cavity. They ob-
tained Bejan numbers ranging between 0:9 and 0:99 for mixed convective flows and showed
that when the Richardson number decreases, Be increases. Similarly, Bianco et al: [28]
obtained 0:98  Be < 1 for turbulent forced convective nanofluid flows in a circular tube.
5.4.4 Thermo-hydraulic performances of water-based Al2O3 nanoflu-
ids
The potential benefit from using water-based Al2O3 nanofluids in laminar channel flows
with a heated wall-mounted obstacle is evaluated in terms of five merit criteria for six
nanoparticle volume fractions and five Reynolds numbers. Amongst these merit criteria,
four have been reported in the literature and previously considered by Sekrani et al: [194]
for the same nanofluids in turbulent pipe flows are as follows:
– The ratio C=Ck introduced by Prasher et al. [179], where Ck and C are defined
as:
knf
kbf
= 1 + Ck' (5.22)
nf
bf
= 1 + C' (5.23)
– The Mouromtseff number Mo has been suggested for comparing two heat trans-
fer fluids in fully developed laminar flows through a given geometry. Simons [202]
proposed the following definitions for fully developed laminar flows:
Mo =
0:3nf k
0:736
nf Cp
0:264
nf
0:036nf
(5.24)
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which is valid for 0:0005  L=(H:Re:Pr) < 0:013, where L is the total length of the
channel.
– The heat transfer improvement and the pressure drop penalty can be gathered to
form a kind of overall energetic efficiency  defined by:
 =
Nunf
Pnf
Pbf
Nubf
(5.25)
– The Performance Evaluation Criterion (or PEC) has been introduced by Ferrouillat
et al: [73]. It is based on the ratio of heat transferred to the requiring pumping
power. PEC is given by:
PEC =
_mCpnfT
_VP
(5.26)
where _m and _V are the mass and volumetric flow rates respectively. T and P
represent the temperature and pressure differences between the outlet and inlet
channel sections.
Figure 5.12 displays the four merit criteria as a function of the nanoparticle volume fraction
' for three different Reynolds number Re. The ratio C=Ck decreases with increasing
both Re and '. At a given nanofluid concentration, as the Reynolds number increases,
the viscosity decreases while the thermal conductivity increases. Adding nanoparticles to
pure water increases both dynamic viscosity and thermal conductivity, but the increase of
the latter is more important, as shown previously. For all cases, the ratio C=Ck remains
always lower than the limiting value C=Ck = 4 recommended by Prasher et al: [179].
One recalls first that the ratio C=Ck is deduced from the a priori correlations used for
the simulations. Second, it does not highlight any optimum set of parameters (', Re).
Thus no definitive conclusion can be drawn from this merit criterion.
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Figure 5.12 Four merit criteria, namely (a) the ratio C=Ck, (b) the Mouromt-
seff number Mo, (c) the overall efficiency  and (d) the PEC number as a
function of the nanoparticle concentration ' for three Reynolds numbers Re.
The influence of Re and ' on the Mouromtseff number Mo is shown in Figure 5.12b. Mo
increases when increasing the nanoparticle concentration but seems to be no sensitive to
the Reynolds number. From the Mouromtseff number distribution, the highest volume
fraction ' = 1:8% could be then recommended whatever the Reynolds number.
The overall efficiency  decreases with increasing the alumina volume fraction for Re = 600
and 1600 as shown in Figure 5.12c. However  exhibits a local maximum for Re = 1000
and ' = 0:6%, which would be the recommended operating conditions for this particular
flow configuration. For the two other Reynolds numbers, the results agree with the former
ones of Derakhshan et al: [58] for multi-wall carbon nanotubes–oil nanofluid flows in a
vertical plain tubes, for which  remains always lower than 1 in the forced convection
regime.
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At any given nanoparticle concentration ', the PEC number decreases considerably as
Re increases from Re = 600 to 1000 (Figure 5.12d). On the contrary, ' has only a weak
influence on the PEC number, which slightly decreases when ' increases. For example
at Re = 1600, the PEC number decreases by about 21% when ' increases from 0:2% to
1:8%. For the ranges of ' and Re considered here, suspending nanoparticles into the base
fluid does not lead to large pressure drop penalties, while the temperature gradients and
specific heat decrease at the same time. At Re = 1000 and ' = 1:8%, Cpnf and T
decrease by 5:36% and 23%, respectively, compared to the base fluid. The distribution
of the PEC number as a function of Re and ' confirms the former results of Ferrouillat
et al: [73] and Roy et al: [186] in different flow configurations. Contrary to the turbulent
pipe flows of Al2O3 water-based nanofluids [194], no local minimum of the PEC number
is observed here.
The efficiency of nanofluids based on the first and the second laws of thermodynamics
can be tackled by considering the performance parameter PE proposed by Siavashi and
Jamali [200]:
PE =
Nunf
Ns;nf
Ns;bf
Nubf
(5.27)
where Ns = STb=q is the dimensionless entropy generation with S, Tb and q are the total
entropy generation of the whole domain, the bulk temperature and the heat flux imposed
on the obstacle, respectively.
As shown in Figure 5.13, the performance parameter PE increases almost linearly with
the particle volume fraction. On the contrary, the bulk Reynolds number has only a weak
influence on PE, especially at low nanoparticle concentrations. It confirms the former
numerical results of Siavashi and Jamali [200] for turbulent nanofluid flows in annuli.
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Figure 5.13 Performance evaluation criterion PE of the Al2O3-water nanofluid
as a function of the nanoparticle volume fraction at different Reynolds numbers.
All in all, the overall efficiency  exhibits a local maximum for Re = 1000 and ' = 0:6%,
which could be the recommended set of operating conditions for the this flow configuration.
The present results demonstrate also that there is a clear need to define an unified and
more reliable merit criterion to evaluate the performance of nanofluids.
5.5 Conclusions
The present paper investigated the heat transfer performance and entropy generation of
water-based Al2O3 nanofluids flowing within a 2D channel with a heated wall mounted
obstacle. The conjugated heat transfer problem has been solved in the laminar regime for
Reynolds numbers up to 1600 and nanoparticle volume fractions up to ' = 1:8%.
The model was formerly validated for both laminar [192] and turbulent [194] water-based
Al2O3 nanofluid flows in a straight pipe. It has been also favorably compared here to
the numerical results of Young and Vafai [238] and the analytical law of Cess and Shaffer
[42] for a forced convective air flow over a mounted obstacle in a 2D channel then to the
experimental data of Young and Vafai [240] for a similar configuration.
Three-dimensional simulations revealed that the flow may be considered as 2D. For all
132
CHAPTER 5. CONJUGATED HEAT TRANSFER AND ENTROPY GENERATION
OF NANOFLUID FLOWS
studied cases, two clockwise recirculation zones form before and after the heated obstacle.
Only the Reynolds number has a noticeable influence on the hydrodynamic field. The
reattachment length of the recirculation in the wake of the obstacle increases by increas-
ing the Reynolds number.
The heat transfer rate increases linearly with the nanoparticle concentration and/or Reynolds
number. For Re = 1000, the average heat transfer coefficient increased by 71:2% for
' = 1:8%, compared to pure water. Loading alumina nanoparticles into the base fluid
and/or increasing the Reynolds number leads to a more homogeneous temperature field
with a reduce of the temperature gradients around the heated obstacle. It is worth to
note that the heat transfer by conduction is enhanced more than the convective one, when
increasing the nanofuid concentration. For instance, at ' = 1:8% and Re = 1000, the
average heat transfer coefficient and the thermal conductivity are multiplied by 1:8 and
2:25 compared to pure water, respectively.
The influences of the Reynolds number and nanoparticle concentration on the exergy vari-
ation and the average entropy generation have been also evaluated. Exergy losses due to
friction are predominant compared to exergy gains by the imposed heat flux at higher
nanoparticle concentrations and low Reynolds numbers. Increasing Re leads to an in-
crease of both the thermal and frictional entropy generations but with a higher increase
on the latter especially at higher Re. For example, at ' = 1:8%, the average thermal
and frictional entropy generations are increased by 16% and 76:55%, respectively, when
Re increases from 1000 to 1600. When the nanoparticle volume fraction increases, the
viscous (resp. thermal) entropy generation increases (resp. decreases). The Bejan number
remains close to unity whatever the values of the operating parameters considered here.
Finally, the benefit of using water-based Al2O3 nanofluid for heat transfer enhancement
has been discussed for the first time in this configuration regarding five merit criteria. An
optimum in terms of the overall efficiency is obtained for Re = 600 and ' = 0:6%.
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Malgré les études approfondies sur l’amélioration des transferts de chaleur par l’utilisation
de nanofluides au cours des dernières décennies, les chercheurs ont encore du mal à for-
muler un modèle définitif qui peut raisonnablement prédire les propriétés des nanofluides
et les paramètres agissant sur leur performance thermique. Par conséquent, le présent
projet de recherche a pour principal objectif de développer une approche numérique à
la fois performante et ayant un coût de calcul abordable. Elle doit intégrer des corréla-
tions appropriées pour les propriétés des nanofluides et prendre en compte les mécanismes
physiques pertinents pour la prédiction du comportement des nanofluides.
6.1 Principaux résultats
Comme première étape de cette thèse, une comparaison entre la capacité des modèles
monophasiques et multiphasiques sur la prédiction du comportement des nanofluides a
été étudiée pour des écoulements laminaires à travers un tube uniformément chauffé.
L’influence du nombre de Reynolds, du type et de la taille des nanoparticules sur les
champs hydrodynamiques et thermiques a été considérée en mettant l’accent sur le pro-
cessus de sédimentation. Les contributions originales de ces études ont été publiées dans
un article de revue [192] et sont résumées ci-dessous:
– Le modèle de mélange avec des propriétés dépendantes de la température a montré
une meilleure performance que l’approche monophasique avec un accord proche des
données expérimentales [227].
– L’ajout de nanoparticules au fluide de base améliore le taux de transfert de chaleur.
Par exemple, à Re = 1600, l’ajout de 1:6% de nanoparticules d’alumine à l’eau pure
a augmenté le coefficient de transfert thermique d’environ 74%.
– On a aussi trouvé que le type et la taille des nanoparticules affectent fortement le
phénomène de sédimentation. Quatre diamètres de nanoparticules ont été considérés,
10, 42, 100 et 200 nm à la fois pour les nanofluides cuivre-eau et alumine-eau. Pour le
plus grand dimètre, dnp = 200 nm, les nanoparticules de Cu étaient plus sédimentées
d’environ 80%, tandis que les nanoparticules d’Al2O3 étaient seulement sédimentées
de 2:5%.
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– L’effet de six nanofluides différents à base d’eau sur le coefficient de transfert ther-
mique a été étudié. Les résultats ont montré que le nanofluide Cu-eau atteignait le
coefficient de transfert de chaleur le plus élevé, suivi par C, Al2O3, CuO, TiO2 et
SiO2, respectivement.
– Des corrélations empiriques pour le coefficient de frottement et le nombre de Nusselt
moyen ont également été fournies.
Dans un second temps, les performances des différents modèles multiphasiques et de tur-
bulence ont été soigneusement comparées dans le cadre d’un benchmark numérique. Les
principaux résultats concernant les performances des modèles sont publiés dans une re-
vue à comité de lecture [194]. L’approche monophasique et le modèle de mélange ont été
évalués et un bon accord avec les données expérimentales de Sundar et Sharma [206] a
été trouvé pour les concentrations en nanoparticules d’alumine jusqu’à 0:5%. Cependant,
pour des concentrations plus élevées en nanoparticules, ' = 2%, les résultats ont montré
la nécessité d’utiliser le modèle de mélange. Une étude comparative entre huit modèles
RANS (six modèles à deux équations et deux modéles aux contraintes de Reynolds) a
montré que le SST k-! était le modèle de turbulence le plus approprié avec des erreurs
moyennes entre les valeurs prédites et les données expérimentales [206], d’environ 0:43%
et 1:8%, pour le nombre de Nusselt moyen et le coefficient de frottement, respectivement.
Au contraire, le modèle RSM basé sur " a montré son incapacité à prédire les champs
thermiques et hydrodynamiques, avec un coefficient de frottement prédit deux fois plus
élevé que le coefficient expérimental et un écart de 42% par rapport au nombre de Nusselt
moyen issu des expériences.
La présente étude a également été étendue pour étudier les transferts de chaleur et la
génération d’entropie du nanofluide Al2O3-eau circulant dans un canal rectangulaire avec
un obstacle chauffé. Bien que l’écoulement soit laminaire, le problème est plus complexe
puisque les transferts thermiques se font à la fois par convection forcée dans le canal et par
conduction au sein de l’obstacle. Les résultats originaux et pertinents de ces analyses ont
été récemment publiés dans un article de revue [193] et sont présentés dans ce qui suit:
– Le taux de transfert de chaleur augmente linéairement avec la concentration en
nanoparticules et/ou le nombre de Reynolds. Pour Re = 1000, le coefficient moyen
de transfert de chaleur a augmenté de 71:2% pour ' = 1:8% par rapport à l’eau
pure.
– On a montré que le transfert de chaleur par conduction était plus favorisé que celui
par convection forcée, en augmentant la concentration de nanofluides. Par exemple, à
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' = 1:8% et Re = 1000, le coefficient de transfert thermique moyen et la conductivité
thermique ont été multipliés respectivement par 1:8 et 2:25 par rapport à l’eau pure.
– Les pertes d’exergie dues aux frottements visqueux ont été jugées prédominantes par
rapport aux gains d’exergie par le flux de chaleur imposé pour la concentration la
plus élevée en alumine et le plus faible nombre de Reynolds.
– L’augmentation de Re a conduit à une augmentation des générations d’entropie
thermique et de frottement, mais avec une augmentation plus importante sur cette
dernière, en particulier à Re plus élevé. Par exemple, à ' = 1:8%, lorsque Re
augmente de 1000 à 1600, les générations d’entropie thermique et de frottement
moyennes augmentent respectivement de 16% et 76:55%.
– Pour la première fois dans cette configuration, l’avantage d’utiliser le nanofluide
alumine-eau pour améliorer le transfert de chaleur a été discuté selon cinq critères
de mérite et un optimum en termes d’efficacité globale est obtenu pour Re = 600 et
' = 0:6%.
Cette thèse a montré la faisabilité de l’utilisation de nanofluides dans l’amélioration
des transferts de chaleur dans différentes géométries typiques de la plupart des appli-
cations industrielles. Il a également prouvé que la CFD est un outil numérique important
pour étudier les caractéristiques hydrodynamiques et les comportements thermiques des
nanofluides.
6.2 Perspectives
6.2.1 Modèle de bilan de population (PBM)
Outre l’amélioration des propriétés thermiques du fluide de base, l’ajout de nanoparticules
induit d’autres phénomènes tels que la sédimentation ou l’agrégation des nanoparticules.
Plusieurs chercheurs ont évalué expérimentalement l’effet de la distribution de la taille
des nanoparticules sur le comportement des nanofluides [36, 100, 237], mais très peu l’ont
évalué numériquement [40, 124]. Pour modéliser ce concept, une équation d’équilibre est
nécessaire pour décrire la distribution des nanoparticules en plus des équations de conser-
vation de la masse, de quantité de mouvement et d’énergie. Cette méthode est capable
de fournir des informations détaillées importantes sur le processus d’agglomération des
nanoparticules, ou sur les interactions particule-particule. Pour cette raison, la stabilité des
nanofluides et les distributions de taille des nanoparticules, PSD, seront étudiées en util-
isant le modèle de bilan de population. De plus, les paramètres affectant l’agglomération et
les effets de l’agglomération sur les caractéristiques rhéologiques et de transfert de chaleur
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des nanofluides seront étudiés en détail.
Des résultats préliminaires de la distribution de la taille de nanoparticules sont présentés
dans l’annexe B.
6.2.2 Simulation des grandes échelles (LES) d’écoulements de
nanofluides
Indépendamment du fait que les modèles RANS et spécialement le SST k-! ont montré
leur capacité à prédire l’effet de la turbulence sur les nanofluides et le transfert de chaleur
par convection forcée, ils restent toujours incapables de fournir des informations détail-
lées sur les caractéristiques de l’écoulement à des échelles plus petites où des structures
cohérentes peuvent apparaître et influencer grandement les transferts de chaleur. Par
conséquent, la simulation des grandes échelles est jugée nécessaire car elle est capable de
révéler plus de détails sur l’écoulement et le représenter d’une façon plus réaliste.
Les modèles LES sont basés sur le comportement différentiel des petites et grandes struc-
tures, où on suppose que les plus petites structures sont généralement isotropes et ne sont
pas influencées par la géométrie de l’écoulement, alors que les grandes structures qui in-
teragissent avec l’écoulement moyen et en extraient de l’énergie doivent être simulées et
dépendent de la géométrie. La LES résout les grandes structures dépendantes du temps et
de la géométrie et modélise les petites structures. Les équations gouvernantes employées
pour la LES sont obtenues en filtrant les équations de Navier-Stokes en espace à l’échelle
de la maille de calcul.
A cette fin, les paramètres du solveur seront d’abord validés en comparant les résultats
numériques d’un écoulement dans un tube isotherme avec les résultats issus d’une sim-
ulation numérique directe (DNS) d’El Khoury et al. [69]. Des simulations LES d’un
écoulement de nanofluides dans un tube uniformément chauffé seront ensuite réalisées sur
la base des travaux expérimentaux de Sundar et Sharma [206]. Enfin, une étude com-
parative des différents modèles RANS et LES sera accomplie pour évaluer leur capacité à
prédire le champ turbulent et les transferts de chaleur par convection d’un écoulement de
nanofluides.
La LES d’un écoulement dans une conduite isotherme est actuellement en cours. Le mod-
èle de viscosité turbulente locale adaptative (WALE) a été adopté et la méthode de vortex
(VM) a été utilisée à l’entrée pour générer de la turbulence. La distribution des struc-
tures turbulentes instantanées, identifiées par le critère Q et colorées par la vitesse totale,
est illustrée sur la Figure 7.1. Le modèle WALE s’avère plus performant que le modèle
de Smagorinsky car il est moins dissipatif et moins cher en coût de calcul que le mod-
èle de Smagorinsky dynamique, car il ne nécessite aucune procédure de moyennage de la
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pseudo-constante. La Figure 7.1 montre des “streaks”, structures cohérentes alignées avec
la direction principale de l’écoulement et caractéristiques des écoulements turbulents en
conduite. Ces structures peuvent avoir une influence non négligeable sur les transferts de
chaleur en proche paroi.
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CHAPTER 7
GENERAL CONCLUSION
Despite the extensive studies about the effects of nanofluids on the heat transfer enhance-
ment during the last decades, investigators are still struggling to formulate a definitive
model that can reasonably predict the nanofluid properties and the parameters acting
on their thermal performance. Therefore, in the present research project, an attempt to
highlight the importance of using a suitable numerical approach, appropriate nanofluid
properties and take into account the pertinent physical mechanisms on the prediction of
nanofluid behaviours has been carried out under different conditions and configurations.
7.1 Summary of the main results
As a first step in this thesis, a comparison between the capacity of the single phase and
the mixture models on the prediction of the nanofluid behavior has been investigated for
laminar forced convective flows through an uniformly heated pipe. The influence of the
Reynolds number, nanoparticle type and size on the hydrodynamic and thermal fields with
an emphasis on the sedimentation process was considered. The original contributions of
this study have been published in a peer-reviewed article [192] and can be summarized as
follows:
– The mixture model with temperature dependent properties performs better than the
single phase approach with a close agreement with the experimental data [227].
– Adding nanoparticles to a base fluid enhances significantly the heat transfer rate. For
example, at Re = 1600, adding 1:6% alumina nanoparticle to pure water increases
the heat transfer coefficient by about 74%.
– It was also found that the nanoparticle type and size affect strongly the sedimentation
phenomenon. Four nanoparticle diameters have been considered: 10, 42, 100 and 200
nm for both copper-water and alumina-water nanofluids. For the largest diameter,
dnp = 200 nm, the Cu nanoparticles were more sedimented by around 80%, while
the Al2O3 nanoparticles were only sedimented by 2:5%.
– The effect of six different water-based nanofluids on the heat transfer coefficient was
investigated. The results showed that the Cu-water nanofluid achieved the highest
heat transfer coefficient, followed by C, Al2O3 , CuO, TiO2 and SiO2, respectively.
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– Empirical correlations for the friction coefficient and the average Nusselt number
were also provided.
In the second step, the performance of the different multiphase and turbulence models
have been carefully compared in the framework of a numerical benchmark. The key results
regarding the model performances have been published in a peer reviewed journal [194].
Both single phase and mixture approaches were evaluated and a good agreement with
the experimental data of Sundar and Sharma [206] was found for alumina nanoparticle
concentrations up to 0:5%. However, at high nanoparticle concentrations, ' = 2%, the
results showed the need for using the mixture model. A comparative study between eight
RANS models (six two-equation models and two Reynolds Stress Models) has been then
performed. The SST k-! was the most appropriate turbulence model with average errors
between the predicted values and the experimental data [206], of about 0:43% and 1:8%,
for the average Nusselt number and friction factor, respectively. On the contrary, the RSM
model based on " showed its inadequacy to predict both the thermal and hydrodynamic
fields, with a predicted friction coefficient twice higher than the experimental one and a
discrepancy of 42% in terms of the average Nusselt number.
The present study was also extended to investigate the heat transfer performance and the
entropy generation of water-based Al2O3 nanofluid flowing within a rectangular channel
with a heated wall mounted obstacle. Conjugated heat transfer is considered with forced
convection within the channel and conduction through the obstacle. The original and
relevant results have been recently published in a peer-reviewed article [193] and they are
outlined in the following:
– The heat transfer rate increases linearly with the nanoparticle concentration and/or
Reynolds number. For Re = 1000, the average heat transfer coefficient increases by
71:2% for ' = 1:8%, compared to pure water.
– It was shown that the heat transfer by conduction was enhanced more than the con-
vective one, when increasing the nanofluid concentration. For instance, at ' = 1:8%
and Re = 1000, the average heat transfer coefficient and the thermal conductivity
are multiplied by 1:8 and 2:25 compared to pure water, respectively.
– Exergy losses due to friction were found to be predominant compared to exergy gains
by the imposed heat flux at higher nanoparticle concentrations and low Reynolds
numbers.
– Increasing Re led to an increase of both the thermal and frictional entropy genera-
tions but with a higher increase on the latter especially at higher Re. For example, at
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' = 1:8%, when Re increases from 1000 to 1600, the average thermal and frictional
entropy generations increase by 16% and 76:55%, respectively.
– For the first time in this configuration, the benefit of using water-based Al2O3
nanofluid for heat transfer enhancement has been discussed regarding five merit
criteria and an optimum in terms of the overall efficiency is obtained for Re = 600
and ' = 0:6%.
This thesis showed the feasibility of using nanofluids to enhance the heat transfer process
in different industrial applications. It also proved that the CFD is an important numerical
tool to study the flow characteristics and thermal behaviour of nanofluids, giving more
information which is usually not accessible by experimental methods.
7.2 Future perspectives
7.2.1 Population Balance Model (PBM)
Beside the improvement in thermal properties of the base fluid, adding nanoparticles into
the former induces other phenomena such as sedimentation, breakage and aggregation.
Several investigators have evaluated the effect of nanoparticle size and nanoparticle distri-
bution on the nanofluid behavior experimentally [36, 100, 237], but only few ones assessed
it numerically [40, 124]. To model this concept, a balance equation is required to describe
the nanoparticle population in addition to mass, momentum and energy balances. This
method is capable of providing important detailed information about the nanoparticle ag-
gregation process, collision mechanism and particle-particle interactions. For this reason,
the nanofluid stability and nanoparticle size distributions, PSD, will be investigated based
on the population balance model. In addition, the parameters affecting agglomeration
and the effects of the agglomeration on the fluid flow and heat transfer characteristics of
nanofluids will be studied in detail.
Preliminary results on the distribution of the nanoparticle size are shown in Appendix B.
7.2.2 Large Eddy Simulation (LES) of nanofluid flows
Regardless that the RANS models and specially the SST k-! showed their ability to predict
the effect of turbulence on the convective heat transfer and nanofluid flow, they are still
unable to exhibit detailed flow informations, such as the vortical structures and Reynolds
stresses, which are key parameters of the turbulent flow characteristics. Therefore, Large
Eddy Simulations are deemed necessary since they provide greater details at smaller scales.
The LES models are based on the different behaviors of small and large eddies, where the
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former are generally assumed isotropic and are not influenced by the geometry of the
flow, whereas the large eddies which interact with the mean flow and extract or provide
energy to it are very problem and geometry dependent. Consequently, LES resolves the
time and geometry-dependent large eddies and uses models only for the nearly-isotropic
small eddies. The governing equations employed for LES are obtained by filtering the
time-dependent Navier-Stokes equations in space, usually at the mesh cell scale. Further
simulations will be then conducted using LES for the uniformly heated pipe case. To this
end, the solver settings will be first validated by comparing the numerical results of an
isothermal fully developed pipe flow with the results of the direct numerical simulation
(DNS) study of El Khoury et al. [69]. LES of a nanofluid flow in a uniformly heated
pipe will be then carried out based on the experimental work of Sundar and Sharma [206].
Finally, a comparative study of the different RANS models and the LES formulation will
be performed to assess their ability to predict the turbulent flow field and the convective
heat transfer of a nanofluid flow.
Numerical simulations of an isothermal pipe flow using LES formulation are currently
in progress. The wall-adaptive local-eddy viscosity model (WALE) was adopted and the
vortex method (VM) was used at the inlet to generate turbulence. The WALE subgrid
scale model has proven to perform better than the Smagorinsky model, which is too
dissipative, while saving computational efforts compared to the dynamic Smagorinsky
model, since it does not require any averaging procedure of the pseudo-constant. The
distribution of the instantaneous turbulent structures, identified by the Q criterion and
colored by the velocity magnitude, is illustrated in Figure 7.1. Streaks aligned in the
streamwise direction are clearly visible and are characteristic of turbulent pipe flows. They
may have a large impact on the wall heat transfer.
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Figure 7.1 Iso-value Q = 1 of the Q criterion, colored by the magnitude of the
velocity vector.
Iso-valeur Q = 1 du critère Q coloré par la norme du vecteur vitesse.
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simulations, more details can be found in Appendix B.
APPENDIX A
Reynolds Averaged Navier-Stokes modelling
The use of advanced direct numerical simulation (DNS) or large eddy simulation (LES)
models in the context of turbulent nanofluid flows in realistic geometries remains marginal
and most authors focus on Reynolds Averaged Navier Stokes turbulence closures (RANS).
The latter do not distinguish between the various sizes of eddies, contrary to DNS and
LES techniques. With this method all turbulence scales are modeled. RANS models are
based on the statistical averaging of the the Navier-Stockes (NS) equations. In Reynolds
averaging, the solution variables in the instantaneous NS equations are decomposed into
mean (ensemble- or time-averaged) and fluctuating components. All scalars can be written
as:
 = + 0 (A.1)
where  denotes a scalar such as pressure, energy, or species concentration,  and 0 are
the mean and fluctuating scalar components.
For example, the velocity components: ui = ui + u0i, where ui and u0i are the mean and
fluctuating velocity components (i = 1, 2, 3).
Substituting expressions of this form for the flow variables into the governing equations,
a new additional term appears in the momentum equation to represent the effects of
turbulence:
(
@ui
@t
+ uk
@ui
@xk
) =   @p
@xi
+
@
@xj
(
@ui
@xj
) +
@ Rij
@xj
(A.2)
where Rij is the Reynolds stress tensor.
The number of new unknown quantities arose during the statistical averaging process
are more than the number pf equations and closure assumptions are needed to close the
system equations. The RANS models can be close the governing equations using one of
the following two ways:
 Eddy viscosity models
These methods employ the Boussinesq hypothesis to relate the Reynolds stresses to the
mean velocity gradients using an eddy (or turbulent) viscosity, T ,:
Rij =  u0iu0j = T (
@ui
@xj
+
@uj
@xi
)  2
3
T
@uk
@xk
ij   2
3
kij (A.3)
 Reynolds-Stress model (RSM)
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The RSM closes the Reynolds-averaged Navier-Stokes equations by solving directly trans-
port equations for the Reynolds stresses, avoiding the isotropic eddy-viscosity hypothesis.
There are several mainstream turbulence models and usually there are classified by the
number of additional differential equations needed to close the original set of conservation
equations. Some of turbulence models used to close the RANS are presented in Table A.1:
Table A.1 The most common eddy-viscosity models
One-Equation Model Spalart-Allmaras [205]
Two-Equation Model
 k-" variants Standard k-" (S k-")[128]
Realizable k-" (R k-") [199]
Re-Normalisation Group k-" (RNG k-") [170]
 k-! variants Standard k-! (k-!) [230]
SST k-! [152]
Four-Equation Model Shear Stress Transport (SST) [152]
Seven-Equation Model Reynolds-Stress Model [80, 126, 127]
where k is the turbulence kinetic energy k = 1
2
u0iu
0
j
" is the turbulence dissipation rate " =  @u
0
i
@xj
(
@u0i
@xj
+
u0j
@xi
)
! is the specific dissipation rate ! = "
k
Though the RSM needs more CPU time and memory than two-equation models, it still
offers huge computational savings when compared to DNS and LES. Therefore, RANS
models are the most computationally practical method when dealing with turbulent flows
and they are able to provide accurate data for nanofluids if the appropriate single or two-
phase model and the appropriate correlations for the nanofluid properties are used.
APPENDIX B
Nanoround European Benchmark
The nanoround project proposes an European round robin test case comparing and eval-
uating different numerical models for the simulation of the flow and heat transfer with
nanofluids. An experimentally investigated and well documented test case is chosen for
which the initial and boundary conditions are described [50]. Research groups are invited
to simulate the chosen test case using their nanofluid models and numerical tools.
At the end of this project, a joint scientific paper will be prepared which will review and
compare all results.
B.1 Numerical method
At Université de Sherbrooke, the choice has been done to model the nanofluid flow using
the mixture model together with a population balance model to account for the polydis-
persed nature of the nanoparticles within the base fluid. The thermophysical properties of
the base fluid are assumed to be temperature-dependent only and those of the nanofluid
are directly computed from the mixture model, such that no correlations are required.
B.1.1 Test case set-up
We performed numerical simulations for four flow rate/heating combinations for three
fluids: pure water, 1 % TiO2-water suspension and 2.5 % TiO2-water suspension based on
the experimental study of Colla et al. [50]. Studied cases with their names are outlined
in Table B.1:
Table B.1 Nanoround numerical cases.
100 W, 6 g/s 100 W, 8 g/s 200 W, 5 g/s 100 W, 6 g/s
Water W-100-6 W-100-8 W-200-5 W-200-6
1% TiO2-water 1-100-6 1-100-8 1-200-5 1-200-6
2.5% TiO2-water 2.5-100-6 2.5-100-8 2.5-200-5 2.5-200-6
The measurement section is a horizontal straight pipe with 8 mm inner diameter and 2 m
length. The pipe is divided into 8 subsections, where every 250 mm, 4 thermocouples are
placed circumferentially, as shown in Figure B.1.
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Figure B.1 Schematic sketch of the Nanoround test rig [50].
B.1.2 Boundary conditions
Laminar water flow inside a pipe is numerically investigated in the present work. The flow
is considered to be incompressible and under steady-state conditions. A constant heat flux
is imposed along the pipe wall. A fully developed flow with constant temperature enters
the test section. The effect of the consideration the shell conduction at the tube wall on
the prediction of experimental data has been tested and discussed. One fluid domain is
considered in the numerical simulation. Results of the simulation are the bulk and wall
temperatures at 8 locations along the wall, which have also been measured experimentally.
The measured wall temperature is given by the average of 4 sensors placed around the
circumference of the pipe (one on the top, one the left, one the right and one at the
bottom). The bulk temperature is determined by the area weighted average temperature
at each section.
– Momentum conservation in the fluid domain:
At the inlet: a developed velocity profile; prior simulation profile was used.
At the wall: no-slip boundary condition (flow velocity is zero).
At the outlet: constant static pressure is known, a relative pressure equal to
zero is chosen.
– Energy conservation in the fluid domain:
At the inlet: constant temperature is known.
At the wall: heat flux in the solid domain is conserved.
At the outlet: pressure outlet boundary condition is used.
– Energy conservation in the solid domain:
At the inlet: zero heat flux.
At the wall: heat flux into the solid domain is known from experimental data.
At the outlet: zero heat flux.
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B.1.3 Water properties
The physical properties of water are considered to be temperature-dependent while those
of the solid nanoparticles are kept constant and given in Table B.2.
Table B.2 Thermophysical properties of water and TiO2 nanoparticles
 (m2/kg) Cp (J/kg:K) k (W/m:K)  (N:s/m2)
Pure water 998:295 4184:36 0:597685 0:001012429
TiO2 3972 692 8:4    
The following equations are used to evaluate the properties of pure liquid water
as a function of temperature T :
– Density [220]:
bf = 2446  20:674T + 0:11576T 2   3:12895 10 4T 3
+ 4:0505 10 7T 4   2:0546 10 10T 5 (B.1)
– Viscosity [48]:
bf = A10
( BT c) (B.2)
where, A = 2:414 10 5, B = 247:8 and C = 140.
– Specific heat [156]:
Cpbf = 4217:1148898243  2:99500832260219T
+ 0:0902711920148249T 2   1:37712095636289 10 3T 3
+ 1:17146192195605 10 5T 4   4:088550653591 10 8T 5
(B.3)
– Conductivity [57]:
kbf =  0:76761 + 7:535211 10 3T   0:98249 10 5T 2 (B.4)
B.2 First set of analysis on water simulations
To validate the numerical results, two sets of simulation were considered; with and without
the shell conduction at the pipe wall. The grid independency analysis and the code
validation, are based on the W-200-6 case. Five grids were tested: 4, 6, 8, 17 and 53
million nodes. The prediction of the wall and bulk temperatures by consideration of the
shell conduction are compared in Tables B.3 and B.4.
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Table B.3 Grid independence test considering the wall temperature.
y/D Experiment [50] 4 million 6 million 8 million 17 million 53 million
nodes nodes nodes nodes nodes
15.625 26.6 30.92 30.88 30.86 30.826 30.535
46.875 28.972 33.9 33.925 33.915 33.902 33.872
78.125 29.66 35.343 35.354 35.35 35.347 35.318
109.375 30.386 36.747 36.755 36.752 36.753 36.764
140.625 31.194 38.311 38.314 38.312 38.313 38.331
171.875 31.881 40.058 40.056 40.054 40.054 40.09
203.125 32.89 41.895 41.89 41.887 41.8875 41.937
234.375 33.857 43.76 43.75 43.74 43.747 43.951
Table B.4 Grid independence test considering the bulk temperature.
y/D Experiment [50] 4 million 6 million 8 million 17 million 53 million
nodes nodes nodes nodes nodes
15.625 20.861 22.313 22.298 22.28 22.273 22.147
46.875 21.87 24.833 24.828 24.832 24.822 24.788
78.125 22.958 26.685 26.68 26.667 26.671 26.647
109.375 24 28.517 28.494 28.493 28.5 28.486
140.625 25.014 30.517 30.364 30.352 30.374 30.373
171.875 25.982 32.318 32.313 32.3075 32.295 32.324
203.125 26.99 34.295 34.285 34.287 34.253 34.296
234.375 28 36.264 36.242 36.207 36.252 36.281
From the tables, a small difference of about 1 % between the smallest and the biggest grids
is noted. However, one can see that the numerical values are not in a good agreement with
the experimental data with discrepancies between 6 % and 30 % in terms of both wall
and bulk temperatures, respectively. Therefore, a second set of simulations was performed
without considering the shell conduction. The grid independency test was also done with
the same meshes and it was decided that all next simulations will be performed with 6
million nodes. Figure B.2 illustrates the comparison between the numerical results with
and without shell conduction for the wall and bulk temperatures and the experimental
data.
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(a) (b)
Figure B.2 Axial development of the (a) wall and (b) bulk temperatures for
the W-200-6 case.
It can be clearly seen in the previous figures, the case without the shell conduction is found
to perform better with maximum errors of both wall and bulk temperatures of 4.2 % and
2.7 %, respectively. Therefore, all the next numerical simulations will be done without the
shell conduction boundary condition.
B.3 Second set of analysis on TiO2–water nanofluid
simulations
The mixture model was used to analyse the nanofluid flows for two nanoparticle concen-
trations: 1 wt.% and 2.5 wt.%. The axial development of the wall and bulk nanofluid
temperatures for all boundary conditions are presented in Figure B.3.
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(a) (b)
(c) (d)
Figure B.3 Axial development of the wall and bulk nanofluid temperatures for
the (a) 100-6, (b) 100-8, (c) 200-5 and (d) 200-6 test cases.
All the results were also discussed in terms of streamwise and spanwise profiles.
B.4 Population balance modelling for nanoparticles ag-
glomeration
Adding nanoparticles to a base fluid not only enhances the transport properties of the
mixture, but may also arise other phenomena such as agglomeration, coagulation and sed-
imentation. Therefore, the stability of nanofluids is a major problem hindering their shelf
life and their industrial applications. In the last decades, a significant amount of experi-
mental studies has been conducted to evaluate the nanoparticles agglomeration, dispersion
and stability behaviour [36, 100, 237]. However, a very limited numerical ones were done
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[40, 134, 203].
In the present study, the agglomeration phenomenon of nanoparticles is numerically anal-
ysed by evaluating the nanoparticle size and the volume fraction distribution. To this
end, a number density function is introduced to account for the nanoparticle distribution.
The governing equation which describes the evolution of the particle size distribution, in
general, is called the population balance equation and it is given as follows [144]:
@n(t; x)
@t
+
@[G(t; x)n(t; x)]
@x
= Aagg(t; x) +Nnuc(t; x) +Bbreak(t; x) (B.5)
where n(t,x), G(t,x), Aagg, Nnuc and Bbreak are the number density, the growth term, the
aggregation reaction term , the nucleation term and the breakage term, respectively.
This concept is referred in general to as the population balance model, PBM, and it is
based on the assumption that the particles of size x born (formed) when particles of sizes
xi and xj aggregate, as well as the particles xi and xj die (vanish) via a volume balance x
which is a function of xi and xj. It can also be noted that the PBM is a tool for keeping
track of the number of nanoparticles and their properties.
In our case, only the nanoparticle agglomeration phenomenon is evaluated, then equation
(B.5) is reduced to the following expression:
@n(x)
@t
= B0agg(n; x) D0agg(n; x) (B.6)
whereBagg andDagg are the birth and death rates due to the pure aggregation, respectively,
and they are defined as fellows:
Bagg(t; x) =
1
2
Z 
0
(    0;  0)n(    0; t)n( 0; t)d 0 (B.7)
Dagg(t; x) = n(; t)
Z 1
0
(;  0)n( 0; t)d 0 (B.8)
Note that  is the volume of single particle.
To model the TiO2 agglomeration, the discrete model is used. The latter is based on
representing directly the continuous particle size distribution (PSD) in terms of a set of
discrete size classes or bins. The nanoparticle aggregate is a result of different acting forces
such as particle-particle interaction, diffusion force, thermophoresis and Brownian force.
The random collision due to Brownian motion, in general, should not be avoided especially
for nanoparticles. Therefore, the free molecular aggregation Kernel model is used, where
the frequency of nanoparticle collision is size dependent and it is expressed as follows:
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(xi; xj) =
2KBT
3
(xi + xj)
2
xixj
(B.9)
where KB, T and  are the Boltzmann constant, the absolute temperature and the host
fluid viscosity, respectively. This frequency collision is also known as the Brownian kernel
or the perikinetic kernel.
Two nanoparticle concentrations were tested: 2.5 wt.% and 4 wt.% under the same bound-
ary conditions where the mass flow rate ( _m) is 6 g/s and the imposed heat flux (Q) along
the wall pipe is equal to 200 W (6-200). For both nanoparticle concentrations, the initial
sizes are distributed on six bins from 2.1 nm to 2.1 m.
Figure B.4 shows the nanoparticle diameter distribution at different locations along the
tube. It is clear that the two concentrations possess the same trend of the size radial
distribution with higher values for 4 wt.% TiO2. As the flow evolves downstream, the
nanoparticle diameter increases especially in the fluid core. The highest sizes are found
to be in the regions near the pipe top and bottom, which can be attributed to the no slip
velocity boundary condition.
(a) (b) (c)
Figure B.4 Radial variation of the nanoparticle diameter at (a) z = 0:125 m,
(b) z = 1:125 m and (c) z = 1:875 m for two different nanoparticle concentra-
tions.
The volume averaged number density distribution at 'T iO2 equal to 2.5 wt.% and 4 wt.%
is displayed in Figure B.5. The later illustrates the change in the nanoparticle size distri-
bution in the fluid domain, which confirms the important contribution of the Brownian
motion on the agglomeration phenomenon. To provide more detail, Figure B.6 displays
the radial distribution of the density number of all the existed bins in the fluid at z =
1.125 m. It is worthy to note that bin-1 corresponds to the highest-class size and bin-6 to
the smallest one. The two considered concentrations exhibit the same behaviour for each
nanoparticle size class. One can see, from Figure B.6, that the agglomeration rate is more
accentuated for higher nanoparticle concentration. For instance, at 'T iO2 = 4 wt.%, the
number density distributions for both bin-5 and bin-6 are negligible compared to those of
'T iO2 =2.5 wt.%.
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Figure B.5 Volume averaged number density distribution histogram for 'T iO2
= 2.5 wt.% and 'T iO2 = 4 wt.%.
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(a) (b)
(c) (d)
(e) (f)
Figure B.6 Radial distribution of the number density of (a) Bin-1, (b) Bin-2,
(c) Bin-3, (d) Bin-4, (e) Bin-5 and (f) Bin-6 at z = 1:125 m for two different
nanoparticle concentrations: 2.5 wt.% and 4 wt.%.
In order to quantify the effect of nanoparticle aggregation on the heat transfer rate, the
average Nusselt number is calculated for Q = 200 w and m = 6 g/s. Two nanofluid concen-
trations are tested for both cases: with and without the population balance model (PBM),
as illustrated in Table B.5. The latter clearly shows that, with these particular operating
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conditions, the agglomeration process has no effect on the thermal field throughout the
domain.
Table B.5 Averaged Nusselt number for two nanoparticle concentrations: 2.5
wt.% and 4 wt.% with and without PBM.
Without PBM With PBM
2.5 wt.% 7.87 7.9
4 wt.% 8.1 8.12
Nanoparticles agglomeration is an important phenomenon that is generally studied ex-
perimentally by measuring the size distribution using a zeta-sizer devise based on the
dynamic light scattering method [124, 187]. However, this technique was shown to be only
suitable for very low nanoparticle concentrations. Additionally, zeta-sizer measurements
are usually taken in static conditions which are essentially different from real industrial
applications. Because of the lack of adequate experimental techniques capable of evaluat-
ing the aggregation process, collision mechanism and their interactions, the use of suitable
numerical models is therefore deemed necessary.
The so-called population balance model has been widely used by researchers to evaluate
the aggregation size distribution in various processes such as; bubble columns [16, 113,
114, 196], particle synthesis [31, 45, 136] and fluidized bed reactors [6, 12]. However, a
few number of studies used this model used to evaluate nanoparticles size distribution
in a base fluid and to assess nanofluids stability. Amongst these studies, Song et al.
[203] investigated the coagulation and fragmentation phenomena of magnetic nanoparti-
cles in nanofluids using a modified population balance model based on a discrete method.
The authors reported that the Brownian motion dominated the coagulation process of
nanoscale particles, while the shear deformation was more important for suspension con-
taining micro-scale particles. The population balance equation solved with the discrete
method was also used by Zerradi et al. [241] to predict the effect of agglomeration on the
thermal conductivity of nanofluids. The effect of nucleation, growth, breakage and aggre-
gation of nanoparticles inside the base fluid were taken into account in their numerical
model. They reported that the aggregation and growth mechanisms largely affected the
nanofluid thermal conductivity compared to the other processes.
It is noteworthy that the main advantage of the use of the discrete model is its capability
to directly compute the particle size distribution. However, a large number of bins ( 6
bins) is usually required for a better estimate of the particle size distribution which entails
high CPU time. Therefore, we suggest as a future work to compare the capability of the
different population balance approaches, such as the standard method of moments and
the quadrature method of moments, in predicting the nanoparticle size distribution and
the agglomeration process. In addition, we intend to extend our study to the turbulent
regime to explore additional phenomena associated with the presence of nanoparticle in a
host fluid such as coagulation and breakage, which cannot be modeled for a laminar flow.
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