Abstract-Broadcast has often been used to disseminate frequently requested data efficiently to a large volume of mobile units over single or multiple channels. Since mobile units have limited battery power, the minimization of the access and tuning times for the broadcast data is an important problem. There have been many research efforts that focus on minimizing access and tuning times by providing indexes on the broadcast data. In this paper, we have studied an efficient index allocation method for broadcast data with skewed access frequencies over multiple physical channels which cannot be coalesced into a single high bandwidth channel. Previously proposed index allocation techniques have one of two problems. The first problem is that they require equal size for both index and data. The second problem is that their performance degrades when the number of given physical channels is not enough. These two problems will result in an increased average access time for the broadcast data. To cope with these problems, we propose a tree-structured index allocation method. Our method minimizes the average access time by broadcasting the hot data and their indices more frequently than the less hot data and their indexes over the dedicated index and data channels. We present an in-depth experimental and theoretical analysis of our method by comparing it with other similar techniques. Our performance analysis shows that it significantly decreases the average access and tuning times for the broadcast data over existing methods.
INTRODUCTION
T HE rapid development of wireless network and powerful portable computer technologies has accelerated the development of mobile computing technologies, thus resulting in the increased and widespread use of mobile computing devices. These mobile units will often be disconnected for a prolonged period of time to save the battery power as well as communication cost in the mobile wireless computing environment. In a wireless environment, organizing massive amounts of data on wireless communication networks to provide fast and low-power access to users equipped with palmtops is a new challenge to the data management and telecommunication communities [3] , [8] .
To cope with this problem, broadcasting has been suggested as a possible solution [1] , [6] , [11] , [12] , [15] . Acharya et al. proposed a "Broadcast Disks" technique for structuring the broadcast in a way that provides improved performance for data with a nonuniform access pattern [1] . The basic idea of broadcast disks is to broadcast data items that are most likely to be of interest to a larger section of the client community more frequently than others. However, Acharya et al.'s method is not likely to work well for semantically related data. Broadcast schemes based on the semantic relationships of data in a single broadcast channel are also proposed [6] , [12] , [15] . Moreover, the issues of allocating semantically dependent data on multiple broadcast channels are discussed in [7] , [11] .
There have been many research efforts reported in the literature that focus on improving broadcast methods by providing indexes [9] , [14] , [16] , [17] , [22] . Indexes will allow mobile clients to slip into the doze mode most of the time and come into the active mode only when data of interest arrives on the broadcast channel. Most work on improving data broadcast methods aims at enhancing the quality of service based on two performance metrics: tuning time and access time. Tuning time is the amount of time spent by a client in actively listening to the broadcast channel and this has a direct implication on battery power consumption. Access time is the amount of time spent to acquire all the data needed by a client. Imielinski et al. propose a tree-structured index allocation technique on the broadcast data over a single wireless channel, where each data item is considered to have the same access frequency [9] . They showed that providing index-based organization and access to data transmitted over wireless channels can result in significant savings of the battery power consumption. Tan and Yu proposed an index technique for broadcast data with different access frequencies [22] . Their technique is a variation of the work done in [9] .
Prabhakara et al. studied efficient ways of broadcasting data to mobile users over multiple physical channels which cannot be coalesced into a lesser number of high-bandwidth physical channels [20] . In their scheme, they use flatstructured indexes which have access and tuning times larger than the tree-structured indexes. Two different approaches have been studied on tree-structured indexing techniques for broadcast data over multichannel environments [5] , [16] , [17] , [24] . One approach is to use multi channels such that data and index nodes are interleaved over each channel [5] , [16] , [24] . The other approach is to partition the multichannels into dedicated data and index channels so that data (index) channels carry only data (index) nodes [17] .
In [5] , [24] , the data and index nodes are allocated in different time slots. Their approaches require using balanced index trees (e.g., B+ tree) whose structures do not capture the relative access frequencies of data nodes. As a result, the tuning and access times for the frequently accessed data become large. In [16] , Lo and Chen proposed a scheme that mixes the data and index nodes in the same time slot. They use an unbalanced index tree (e.g., Alphabetic Huffman Trees) to capture the relative access frequencies of data nodes. However, their approach requires equal size of index and data nodes. Since the size of a data node is usually larger (i.e., 10-50 times) than that of an index node, the index node size becomes unnecessarily large in this approach. This will, in turn, dramatically increase the tuning and access times for the broadcast data. Unlike the approaches proposed in [5] , [16] , [24] , Shivakumar and Venkatasubramanian proposed an unbalanced index tree allocation method that partitions the multichannels into dedicated data and index channels [17] . Due to the separation of the index and data channels, this approach does not have the same serious problem as above. However, this approach is not efficient when the number of physical index channels is less than the depth of the index tree.
In this paper, we propose a new tree-structured index allocation method (i.e., a new unbalanced index tree allocation method) for the broadcast data with different access frequencies over multichannels. Our method minimizes the average access time by broadcasting hot data and their indexes more frequently than the less hot data and their indexes. This is not possible in the methods proposed in [16] , [17] . Furthermore, our method does not have the above problems due to the following two reasons: First, we adopt the approach proposed in [17] to avoid the equal size requirement of index and data nodes. Second, our method does not require the number of index channels to be equal to the depth of the index tree as in [16] . Note that we do not provide new types of tree-structured indexes, but rather a new tree-structured index allocation method to reduce access time.
The rest of the paper is organized as follows: In Section 2, we discuss a data broadcast method over multiple data channels. We then propose a new tree-structured index allocation method for the broadcast data with skewed access frequencies over index channels in Section 3. In this section, we also discuss how we can access data nodes on data channels from index nodes on index channels. Performance analysis of our method is given in Section 4. In Section 5, we discuss how to partition the given multiple broadcast channels into the optimal number of data and index channels. Finally, Section 6 provides concluding remarks.
DATA BROADCAST METHOD OVER DATA CHANNELS
We propose a new tree-structured index allocation method that partitions the multiple wireless channels into index and data channels. The index and data channels in our method are dedicated to broadcast index nodes and data nodes, respectively. In this section, we first discuss the algorithm to broadcast data nodes over the multiple data channels. A few researches have been done on how to allocate the data over multiple data channels [19] , [20] , [23] . They assumed the channels in consideration were all symmetric, physical channels with the same bandwidth and the data items were of the same size. They tried to minimize the average access time given multiple broadcast channels by optimally partitioning data among them. Our proposed index allocation scheme is orthogonal to the data allocation method suggested in [19] , [20] , [23] . In other words, we can use any suggested data allocation method.
In this paper, we proposed a greedy algorithm similar to the one suggested in [20] for simplicity. We also adopt their assumptions. Note that the assumption that data items are of the same size does not make our proposed scheme less flexible. This is because we can always make the equisized data item of different sizes of data items by either partitioning or merging them. Our greedy algorithm is shown in Fig. 1 .
It assumes that each data has its own temperature. Data with hot (cold) temperatures implies that they have high (low) access frequencies. Without loss of generality, we assume that data channel i accommodates hotter data than data channel i þ 1 does. 1 The algorithm in Fig. 1 consists of two steps. The first step sorts the data nodes to broadcast in descending order of their temperatures. In the second step, we compute the average channel temperature by dividing the sum of the temperatures of all data nodes by the number of data channels. It decides how many data nodes can be allocated to data channel 1. We allocate the first h hottest data nodes to data channel 1 such that the sum of their temperatures either minimally exceeds or is equal to the average data channel temperature. This process continues from channel 2 to k. Thus, the broadcast cycle for the data over data channel i is shorter than that over data channel i þ 1. This feature will allow the hotter data nodes to be broadcast more frequently than the colder data nodes, which will reduce the access time for the broadcast data with high access frequencies. Note that the data allocated to the same channel will be considered to have the same broadcast frequencies in this method.
An example of the algorithm is illustrated in Fig. 2 , where the number of data channels is 4. It has 14 data sorted in descending order of their temperatures (i.e., access frequencies) as E; N; A; D; K; L; M; B; C; I; J; F ; G; H;
where temperatureðEÞ and temperatureðHÞ are the hottest and the coldest, respectively. In Step 2, we compute the average data channel temperature by dividing the sum of the temperatures of all 14 data by 4. Let's assume the average data channel temperature computed is 70. Then, we allocate E and N to data channel 1 if we assume the sum of the temperatures of E and N either minimally exceed, or is equal to 70. In the next section, we discuss the index allocation method that reflects the data broadcast schedule generated by the algorithm in Fig. 1 . To minimize the average access time for data with skewed access patterns, our index allocation method requires that the broadcast frequencies of the indexes for data over the data channel i be the same as the broadcast frequencies of the data over the data channel i. This requirement guarantees that the indexes for hot data are broadcast more frequently than the indexes for the less hot data. By having this kind of data and index broadcast schedules, the average access time for data over multi channels is minimized.
INDEX ALLOCATION METHOD OVER INDEX CHANNELS
In this section, we propose a new tree-structured index allocation method for broadcast data with skewed access frequencies over multichannels. Our method minimizes the average access time by broadcasting hot data and their indexes more frequently than the less hot data and their indexes. Before we discuss our method, we will first discuss the problems of the existing tree-based index allocation methods over multichannels.
Existing Tree-Based Index Allocation Methods
Two different approaches have been studied on treestructured indexing techniques for broadcast data with nonuniform access frequencies over multichannel environments [16] , [17] . These techniques use the Alphabetic Huffman tree for indexing the data. The Alphabetic Huffman tree is constructed by the Hu-tucker algorithm [13] , [17] . In this algorithm, the data are sorted by their access frequencies and then uses a bottom-up approach to build a tree whose leaf and internal nodes correspond to data and index nodes, respectively. The index nodes are created recursively by combining the first two coldest nodes. 2 Then, the depth of each data node in the Alphabetic Huffman tree reflects its relative temperature compared to other data nodes. That is, the depth of hot data is low, whereas that of the less hot data is high. This property makes the data at the low depths of the tree have less tuning and access time than those at the high depths of the tree.
An example of an Alphabetic Huffman Tree constructed over the set of data nodes fA; B; C; D; E; F; G; H; I; J; K; L; M; Ng of Fig. 2 is shown in Fig. 3 . The set of index nodes created by the Hu-tucker algorithm is f1; 2; 3; . . . ; 11; 12; 13g. In the Fig. 3 , data nodes E and N have the hottest temperatures and data nodes F and G have the coldest temperatures since they are at the highest and lowest depth of the tree, respectively. The Alphabetic Huffman tree in Fig. 3 will be used as a running example throughout the paper.
In [17] , Shivakumar and Venkatasubramanian partition the multichannels into dedicated data channels and index channels so that data (index) channels carry only data (index) nodes. They assign one index channel to each level of the Alphabetic Huffman tree. This method has a performance degradation problem when the number of physical index channels is less than the depth of the Alphabetic Huffman tree. In this case, they increase the fanout of the nodes to shorten the depth of the tree or use virtual index channels that are time multiplexed onto the same physical index channels. However, these schemes not only require additional computational overheads, but also 2. The access frequency of an index node is defined as the sum of the access frequencies of its two child nodes. increase the access time for the broadcast data. Fig. 4a shows an example of index allocation method of [17] for the Alphabetic Huffman tree shown in Fig. 3 . Since the depth of the tree in Fig. 3 is 8, it has eight index channels, where each channel has index nodes at each level of the tree. It shows an additional problem when the index nodes of the Alphabetic Huffman tree are skewed. This is illustrated in Fig. 4a , where the index nodes 11, 12, and 13 for the cold data fF; G; H; Ig, for example, are broadcast more frequently than the index nodes 6, 7, and 8 for the hot data fD; K; L; Mg.
In [16] , Lo and Chen use multichannels in such a way that data and index nodes are interleaved over each channel. They create an Alphabetic Huffman tree for the broadcast data first and then create the topological tree adapted for the given multichannels by using the Alphabetic Huffman tree. Last, they assign index and data nodes of the topological tree to the given multichannels. Fig. 4b shows an example of the interleaved data and index allocation to six channels by using the topological tree created from the Alphabetic Huffman tree shown in Fig. 3 . Their approach has a problem since it requires the index nodes to be of the same size as the data nodes. Note, in practice, that the size of data nodes are usually much larger (i.e., 10-50 times) than that of index nodes [4] , [18] . Thus, the index node size becomes unnecessarily large, wasting the bandwidth of channels, which, in turn, dramatically increases the tuning and access times for the broadcast data.
In this paper, we propose a new tree-structured index allocation method for broadcast data with nonuniform access frequencies over multichannels. We minimize the average access time by broadcasting hot data and their corresponding indexes more frequently than the less hot data and their indexes. Our method overcomes the two problems that occurred in [16] , [17] . Fig. 4c shows an example of our index allocation method where two index and four data channels are given. Before we discuss our method in detail, we give the assumptions and terminologies that will be used to explain our method in the paper.
Assumptions and Terminologies
In this section, we give the assumptions and the terminologies to be used to explain our method.
. The channels in consideration are assumed to be all symmetric and are physical channels with all having the same bandwidth. . The time for switching from one channel to another is assumed to be negligible. . The sizes of data and index nodes need not be equal.
However, data nodes are assumed to be all equisized and index nodes are assumed to be all equisized. . The mobile clients are assumed to be aware of the way in which they can access the channels. They can only access a single channel at any particular time instance. . Each index node is assumed to have the pointer data for their child index nodes or data nodes. The pointer data in each index node are represented by the channel number and the time offset pair. . Access time is the time elapsed from the initial probe (i.e., the time a client request a data) to the point when all required data is downloaded by the mobile client. . Index broadcast cycle: An index broadcast cycle is the one period of index broadcast. Fig. 5 shows an example of the access time and the index broadcast cycle. In Fig. 5 , a client accesses the index channel to get the index of data 7. It takes A time on this index channel to get the index of data A. After that, the client goes into the doze mode for B time until data node 7 is broadcast. Assume that the download time for data 7 is C. Then, the access time for data 7 is A þ B þ C.
Index Allocation Method
In this section, we discuss our index allocation method over multichannels. We first introduce a set of basic definitions that will be used in the rest of this paper. Definition 3.1. Let DC i be the ith data channel. Let LðvÞ be the level number of a node v in an Alphabetic Huffman Tree. IL 1 denotes the first ordered index list that contains the sequence of index nodes along the path from the root of an Alphabetic Huffman tree to the data in DC 1 . Then, IL i (2 i the number of data channels) represents the ith ordered index list which contains the sequence of index nodes along the path from the root of an Alphabetic Huffman tree to the data in DC i , excluding all the index nodes in IL j for j ¼ 1; i À 1. Each ordered index list IL i ¼ < I 1 ; I 2 ; I 3 ; . . . ; I q > must meet the following two requirements:
2. When LðI j Þ ¼ LðI jþ1 Þ, index node I j is on the left of the index node I jþ1 in the Alphabetic Huffman tree.
Note that we have to create an ordered index list IL i before creating IL iþ1 due to Definition 3.1. By traversing the Alphabetic Huffman Tree GðV ; EÞ in a topological sorting order, 3 we can easily get all of the ordered index lists. Thus, the time complexity of computing all IL i is OðjV j þ jEjÞ, where jV j and jEj represent the total number of nodes and edges in the Alphabetic Huffman tree, respectively. The indexes in IL i point to the hotter data nodes than those in IL iþ1 because the data at DC i are hotter than those at DC iþ1 . To incorporate this property into our index allocation method, we also need to broadcast the indexes in IL i over index channels as frequently as the corresponding data in DC i to minimize the access time. To achieve this, it is essential to compute the repetition frequency RF i that IL i have to be broadcast in a single index broadcast cycle. We define the repetition frequency RF i as follows: Fig. 3 . For the data nodes (i.e., A, D, K) allocated in the data channel DC 2 , the corresponding ordered index list is IL 2 ¼ < 4; 5; 6; 7 > in the figure. This ordered index list meets the two requirements suggested in Definition 3.1 as follows:
1. ðLð4Þ ¼ 3Þ ðLð5Þ ¼ 3Þ ðLð6Þ ¼ 4Þ ðLð7Þ ¼ 4Þ. 2. When Lð4Þ ¼ Lð5Þ and Lð6Þ ¼ Lð7Þ, the index nodes 4 and 6 are on the left of the index nodes 5 and 7, respectively. Note that index nodes 1, 2, and 3 are not included in IL 2 since they are already in IL 1 . From the figure, we know
and LCM ¼ 60. RF 2 ¼ 20 means the indices in IL 2 will be repeatedly broadcast 20 times in a single index broadcast cycle.
As we can see from the above example, the repetition frequencies may result in a broadcast cycle that has a very long period. Therefore, in practice, the repetition frequencies should be chosen with care and, when possible, approximated to simpler ratios. For this, we define the normalized repetition frequencies in the following definition. Definition 3.3. Let ND be the number of data channels. Given RF 1 ; RF 2 ; RF 3 ; . . . ; RF ND , the normalized repetition frequencies are defined as 3. When traversing the Alphabetic Huffman tree, we visit the left child node first before the right child node by the second requirement of Definition 3.1.
Note that the value of each NRF i is rounded off.
Then, Definition 3.3 gives NRF 1 ¼ 3, NRF 2 ¼ 2, NRF 3 ¼ 1, and NRF 4 ¼ 1 for the above example. Next, we define index block, which will be the basis for our index allocation method. Definition 3.4. Let k be the number of index channels. A set of consecutive subsequences S i1 ; S i2 ; . . . ; S in is defined as the index block IB i for IL i . S ip is named as the pth member of the index block IB i , where 1 p n. The index block IB i must meet the following four requirements:
There is no index node I that is in both S ip and S iq for 1 p; q n and p 6 ¼ q. 3. For p ¼ 1; n, all the index nodes in S ip should not be related to each other in an ancestor-descendant relationship. 4. For p ¼ 1; n, make jS ip j be k where jS ip j represents the number of index nodes in S ip . If jS ip j < k, then put a null index at the end of S ip until jS ip j becomes k.
Definition 3.4 uniquely determines the members of index block IB i for IL i . This is because all the index nodes in IL i are ordered and they are uniquely partitioned into S i1 ; S i2 ; . . . ; S in by the above four requirements. Notice that the time complexity of computing the index block IB i mainly comes from enforcing the third requirement (i.e., avoiding an ancestor-descendant relationship). Let IL i ¼ < Á Á Á ; I x ; I y ; Á Á Á > , S ip ¼ < Á Á Á ; I x > , and jS ip j < k. We can easily check whether S ip can include the node I y . That is, we can add the node I y to S ip (i.e., the pth member of the index block IL i ) if the ancestors of node I y is not in ancestor node of I y is not in S ip . As we can see, the dominant part of the time complexity of the third requirement comes from Case 2. Let jIL i j be the size of the IL i . Then, the time complexity of computing the index block IB i is OðjIL i j 2 Þ. Fig. 7 shows an example of the index blocks for the index lists < 1; 2; 3 > , < 4; 5; 6; 7 > , < 8; 9 > , and < 10; 11; 12; 13 > obtained from the Alphabetic Huffman tree in Fig. 3 when the number of index channels is 2. Since we have two index channels, the size of each member of the index block must be 2 and all the elements in each member should not be related to each other by an ancestordescendent relationship.
To demonstrate how the index block for each index list is obtained, we will show the process of computing the index block IB 2 for IL 4 ¼ < 10; 11; 12; 13 > . Note that we know the level number of each index node in IL 4 . That is, Lð10Þ ¼ 5, Lð11Þ ¼ 6, Lð12Þ ¼ 7, and Lð13Þ ¼ 8. We first initialize S 41 ¼ < 10 > . We then go through the remaining index nodes in IL 4 from left to right by comparing their level numbers. Since Lð11Þ is different from Lð10Þ, we compute d 4 ¼ Lð11Þ À Lð10Þ ¼ 1. Then, check if the first ancestor node of index node 11 is in S 41 ¼ < 10 > . Since it is in < 10 > , the index node 11 should not be included in S 41 ¼ < 10 > . Then, by the fourth requirement of Definition 3.4, we need to insert a Null index at the end of S 41 ¼ < 10 > . As a result S 41 becomes < 10; Nulll > . We can obtain the other members of index block (i.e., S 42 ¼ < 11; Null > , S 43 ¼ < 12; Null > , S 44 ¼ < 13; Null > ) from the rest of the index nodes in IL 4 in a similar way.
We now discuss our index allocation scheme. Assume that S ip ¼ < I 1 ; I 2 ; . . . ; I k > is a member of the index block for an index list IL i from Definition 3.4. Here, k represents the number of index channels and I 1 , I 2 , . . . , I k represent k indexes. 4 Since the k indexes are not related to each other by an ancestor and descendant relationship, any part of them do not need to be accessed sequentially for accessing data. This property allows us to broadcast the k indexes to the k index channels simultaneously. That is, we allocate the index I j to the index channel j for j ¼ 1 to k. Fig. 8 shows how we allocate the indexes of the index blocks in Fig. 7 to the two index channels. So far, we have discussed our index allocation method to k multichannels, which is formally described by the algorithm in Fig. 9 .
To show how the above algorithm works, we give an example in Fig. 10 where four data channels and two index channels are physically available. We use the data broadcast schedule of Fig. 2 and the Alphabetic Huffman tree of Fig. 3 in this example. It shows the index allocation to two index channels. Since NRF 1 ¼ 3, NRF 2 ¼ 2, NRF 3 ¼ 1, and NRF 4 ¼ 1, the index lists IL 1 ¼ < 1; 2; 3 > , IL 2 ¼ < 4; 5; 6; 7 > , IL 3 ¼ < 8; 9 > , and IL 4 ¼ < 10; 11; 12; 13 > appears 3, 2, 1, and 1 times in the first index broadcast cycle in Fig. 10 . In the figure, the horizontal arrows symbolize the pointers to the next index node and the vertical arrows symbolize the pointers to the data node. For example, if a client wants to access data "H," it will follow the seven index nodes and one data node such as follows:
We now analyze the time complexity of our index allocation algorithm given in Fig. 9 . Since the algorithm consists of four steps, we first compute the time complexity of each step.
Step 1 creates index lists by using the Definition 3.1. Its time complexity has been shown to be OðjV j þ jEjÞ, where jV j and jEj represent the total number of nodes and edges in the Alphabetic Huffman tree, respectively. The time complexity of Step 2 is OðNDÞ. In Step 3, index blocks are computed by using Definition 3.4 where the time complexity for this computation is shown to be OðjIL i j 2 Þ. Thus, the time complexity of Step 3 is Oð P ND i¼1 jIL i j 2 Þ. The time complexity of Step 4 is Oð P ND i¼1 NRF i Á jIB i jÞ. From the analysis, we know that the time complexities of Steps 1 and 3 are dominant. Thus, the time complexity of the algorithm is Oðð P ND i¼1 jIL i j 2 Þ þ jV j þ jEjÞ.
Accessing Data Nodes from Index Nodes
In this section, we discuss how we can access data nodes on data channels from index nodes on index channels. Each index node stores the pointer data for its child index or data nodes. The pointer data in each index node are represented by < CNUM; OF F SET > pair, indicating the channel number and the time offset for retrieving its child node. For each index node whose child node is a data node x, its corresponding pointer data < CNUM; OF F SET > also stores the broadcast cycle BC for the data node x over the data channel CNUM. That is, BC represents the number of data nodes that must be broadcast over the data channel CNUM before the data node x is broadcast again. To get the next root node of the index tree when a client tunes into the first index channel, each index node also stores the pointer data to the next root node of the index tree appearing in the index channels. Based on the above discussion, Fig. 11 describes our algorithm that computes the current position of the data node x that is the child node of an index node y. Note that we can easily get the index node y by traversing the index tree allocated in the index channels. To demonstrate the above algorithm, we use an example in Fig. 12 where the number of index and data channels is 2 and 4, respectively. Note that the shaded boxes in the index channels represent index nodes pointing to index nodes, whereas the boxes with alphabetic letters in the index channels represent the index nodes pointing to data nodes.
We assume that the size of a data node is 10 times larger than that of an index node. The sizes of index and data nodes are represented in terms of time unit t. Thus, the positions of data and index nodes are identified by the time units. In the following figure, we start to broadcast the index and data nodes when t ¼ 0 over two index and four data channels. Assume that a mobile client wants to access the data node E which is being broadcast over data channel 1. In order to access data node E, the client has to first tune into the first index channel to get the root node of the index tree. Then, it traverses the index tree until it gets the index node pointing to data node E. In this example, index node is 2, which is shown as E on index channel 1 in Fig. 12 . Let's assume that the index node 2 is being broadcast over the index channel 1 when t ¼ 14. Note that index node 2 has the information that the data node E is being broadcast over the data channel 1. Then, we have the input values for the algorithm as follows:
. current index position ¼ 14 since it is located at t ¼ 14. . OF F SET ¼ 0. Since current index position ¼ 14 is less than position ¼ 20, the while loop is not executed and the value of position becomes 20. This means that data node E will be broadcast when t ¼ 20. After the client gets the location of data node E, it goes into the doze mode until the time becomes 20. At t ¼ 20, it wakes up and gets data node E from the data channel 1. We analyze and compare the performance of our method with those of the topological tree-based method [16] and Alphabetic Huffman tree-based method proposed in [17] . For the rest of the paper, we use the abbreviation SIRAH (Separated Index Replication based on Alphabetic Huffman tree) for our method, TOPO (TOPOlogical) for the Topological tree-based method, and ALH (ALphabetic Huffman) for the Alphabetic Huffman tree-based method.
We carried out the simulation for the performance comparison on a Pentium-III 866EB with 512MB memory. The simulator was implemented using CSIM 18 simulation language [2] , [21] . To model the nonuniform (or skewed) data access pattern of mobile clients, we use a Zipf distribution with a parameter . Note that the Zipf distribution is typically used to model nonuniform access patterns [10] , [13] , [25] . It produces access patterns that become increasingly skewed as increases. In this simulation, we set the value of to 0.95 to model a skewed access pattern. This access pattern is common in broadcasting environments [10] , [13] , [25] . The various parameters used in the simulation are tabulated in Table 1 .
We chose average access and tuning times of a mobile client as our primary performance metrics. The average access and tuning times are measured by averaging the access and tuning times of a mobile client over 20,000 simulation runs. Note that we measure the access and tuning times in terms of broadcast units. A broadcast unit represents an amount of time taken to broadcast a single index node. For example, it will take 30 broadcast units to broadcast a single data node when R as defined in Table 1 is 30. In the following section, we analyze the performance of SIRAH, ALH, and T OP O over various parameter values.
Effects of the Ratio of a Data Node Size to an Index Node Size
Since the size of an index node is usually very small compared to that of a data node [4] , [18] , their size differences will affect on the performances of SIRAH, ALH, and T OP O. Thus, we analyze its effect on the performance of the three methods by varying the ratio of a data node size to an index node size (i.e., R) from 1 to 50. Fig. 13 shows that SIRAH performs siginificantly better than ALH and T OP O.
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In Fig. 13 , the average access time of SIRAH increases very slowly as R increases from 1 to 50. This shows that 5 . When R ¼ 1, the average access times of SIRAH and T OP O are 853 and 903, respectively. SIRAH has a very stable performance. In T OP O, as R increases, the bandwidth of channels allocated to index nodes is wasted, thus resulting in a very high average access time. However, this problem does not occur in the SIRAH method since we partition the multichannels into index and data channels.
The ALH method also performs better than T OP O because it has dedicated index and data channels like SIRAH. Thus, it clearly shows the advantage of having dedicated index and data channels. However, unlike the SIRAH method, the average access time of ALH is worse than that of T OP O when R is less than 10. This is because ALH has two inherent performance degradation problems. The first is that it does not broadcast the indexes for hot data more frequently than the indexes for less hot data. The second is that the ALH method does not adapt well when the number of dedicated index channels is less than the depth of the Alphabetic Huffman tree.
Since a good index allocation method should be energyefficient and the tuning time has a direct implication on the battery power consumption, we also analyze the average tuning times of the three methods. As all three of the methods use Alphabetic Huffman tree for their index tree, the total number of traversed index nodes before getting a data node is the same for the three methods. As a result, their average tuning time must be the same if the size of an index node for all three methods is same. Fig. 13 shows that the average tuning times of the ALH and SIRAH methods are the same, while that of the T OP O method is higher. This is because the size of an index node in the T OP O method is not the same as those of the ALH and SIRAH methods, except for when R is 1. In the T OP O method, an index node size must be increased to as much as the size of a data node. Thus, for example, when R becomes 7, the index node size in the T OP O method should be increased to 7 times larger than the size of an index node in the SIRAH and ALH methods.
In Fig. 13 , the average tuning times of SIRAH and ALH increase very slowly as R increases from 1 to 50. This shows that SIRAH and ALH have a very stable performance. In T OP O, as R increases, the bandwidth of channels allocated to index nodes is wasted, thus resulting in a very high average tuning time. However, this problem does not occur in the SIRAH and ALH methods since the multichannels are partitioned into dedicated index and data channels.
Effects of the Number of Broadcast Data
In this section, we study how increasing the number of broadcast data will affect the performances of the SIRAH, ALH, and T OP O methods. For the experiment, we fix R to 50 and vary the number of broadcast data from 500 to 3,000. The results are shown in Fig. 14 in terms of the average access time and the average tuning time.
It first shows that the average access time of the SIRAH method is much lower than T OP O and ALH as the number of broadcast data increases. This is because the skewed data access patterns severely deteriorate the performance of T OP O and ALH as the number of broadcast data becomes large. In the T OP O and ALH methods, the broadcast frequencies of hot data and their corresponding index nodes are not high enough to reflect the skewed data access patterns. It becomes even more obvious in the ALH method since it has dedicated index and data channels, like the SIRAH method. As a result, the average access times of the T OP O and ALH methods increase rapidly, as shown in Fig. 14 . On the contrary, the SIRAH method overcomes this problem by broadcasting hot data and their corresponding index nodes more frequently than the less hot data and their index nodes in a single broadcast cycle. Thus, the average access time of SIRAH increases very slowly and shows a very stable performance of the SIRAH method. This is shown in Fig. 14 . Fig. 14 also shows the average tuning times of the three methods. Because of the same reasons as explained in Section 4.1, the average tuning times of the ALH and SIRAH methods are the same, while that of the T OP O method is much higher. As the number of broadcast data increases, the height of Alphabetic Huffman Tree also increases, thus resulting in an increased average tuning times of the T OP O, ALH, and SIRAH methods. An interesting thing to note is that the average tuning times of the SIRAH and ALH methods remains almost the same, 6 while that of T OP O increases noticeably. This phenomenon occurs because a little increase in the height of Alphabetic Huffman Tree tree affects the tuning time of the T OP O method significantly. In other words, the k level increment in the tree height means an R Â k tuning time increment in the T OP O method, whereas, in the ALH and SIRAH methods, it means k tuning time increment.
Effects of Varying Access Patterns
In this section, we analyze how our index allocation scheme SIRAH will behave over other various access patterns. Since user access patterns can vary with time, our index allocation method SIRAH should provide a good stable performance over various user access patterns. shows the average access and tuning times of the SIRAH, ALH, and T OP O methods when a Zipf distribution parameter representing user access patterns is varied from 0.10 to 0.99. Fig. 15 shows the average access times of the SIRAH, ALH, and T OP O methods. The SIRAH method performs better than the other two methods. Unlike the ALH and T OP O methods, its average access time is slowly decreasing as the user access pattern is getting more skewed. However, the average access times of all three methods remains almost unchanged over the various user access patterns. This shows that the Alphabetic Huffman tree they are using for their index trees adapts well to the dynamically varying user access patterns.
We then analyze the average tuning times of the three methods. Similar to the reasons given in Section 4.1, the average tuning times of the ALH and SIRAH methods are also the same, while that of the T OP O method is much higher. The figure also shows how well the average tuning time of the SIRAH method adapt to the dynamically varying user access patterns.
Effects of the Number of Data and Index Channels
So far, we have assumed a given number of index and data channels.
In this section, we analyze the performance of the T OP O, ALH, and SIRAH methods in simulations by varying the number of data and index channels. We use the parameters given in Table 2 for the simulations.
Figs. 16 and 17 show the average access and tuning times of a mobile client when the number of channels is 2, 3, 4, 5, and 10, respectively. For each number of channels, we measure the average access time and tuning time at each possible pair ½a : b of data and index channel partitions. Note that a and b represent the number of data and index channels, respectively. For example, when the number of channels is 4, our measurements are performed at ½1 : 3, ½2 : 2, and ½3 : 1.
The average access times of the three methods are shown in Figs. 16 and 17 . The average access time of the T OP O method is independent of the way data and index channels are partitioned since its scheme does not require dedicated data and index channels. The SIRAH method shows the best average access time when the channels are properly partitioned into data and index channels. For example, we can see from the above two figures that the optimal number of data and index channels for 3, 4, 5, and 10 channels is ½2 : 1, ½3 : 1, ½4 : 1, and ½8 : 2, respectively. From this, we can observe an important property of the SIRAH method. That is, it only requires a small number of index channels to have the optimal performance.
Since an index node size is relatively very small compared to a data node size, the bandwidths of a small number of index channels are large enough to broadcast the entire index tree of the SIRAH method. As a result, the rest of the channels can be dedicated to broadcast data nodes, which will, in turn, reduce the average access times of mobile clients. Next, we analyze the average tuning times of the three methods. Figs. 16 and 17 show that the average tuning times of the SIRAH and ALH methods are the same and they are better than that of the T OP O method. The figure also shows that all three methods are independent of the way data and index channels are partitioned. Thus, we only need to minimize the average access time of the SIRAH method when we consider the optimal number of index and data channels. Then, the question is how we can determine the optimal data and index channel partition given n channels. In the following section, we present an efficient method to determine the optimal partition.
A METHOD FOR DETERMINING THE OPTIMAL NUMBER OF DATA AND INDEX CHANNELS
In this section, we discuss how to partition the given physical broadcast channels into the optimal number of data and index channels. The number of data and index channels have to be determined such that the average access times of mobile clients for the broadcast data should be minimal. We first show an analytical model of the average access time AveAT for broadcast data over the given number of data and index channels. Then, we can determine the optimal partition of data and index channels by minimizing the average access time AveAT . AveAT consists of the average index access time IXT and the average data access time DT . Before defining IXT and DT , we list a set of parameters that will be used in this section:
. c d = the number of data channels, . c i = the number of index channels,
where c represents the number of physical channels, . n j = the number of data to broadcast over data channel DC j , . DSize = the size of a data node, . ISize = the size of an index node, . jIL j j = the number of index nodes in the index list IL j , and . NRF = P cd j¼1 NRF j , where NRF j represents a repetition frequency of IL j . By using the above parameters, Theorem 5.1 formally defines IXT and DT . 
Proof. In this proof, we ignore the null index nodes and assume the uniform index distribution for the simplicity of the proof. We first prove IXT in Case 1 and then DT in Case 2.
Case 1: IXT consists of P and L. P represents the average time elapsed from the initial probe to get the root of the index tree and L represents the average time taken to get the desired leaf index node after accessing the root index node. To compute P , we first need to know the total number of index nodes in a single index broadcast cycle. It is expressed as P c d j¼1 NRF j Á jIL j j. Since the number of the root index nodes appears NRF 1 times in a single index broadcast cycle and all the index nodes are allocated over c i index channels, we can represent
The average time for getting an index node in each index set IL 1 ; IL 2 ; . . . IL c d is as follows:
. For IL 3 : (
. . . .
n o Á ISize represents the average time for getting an index node in the index set IL c d when there are no replicated index nodes. Since our scheme does have the replicated index nodes, the average time for getting an index node in the index set IL cd should be increased, on average, by
Then, the average time for getting an index node in any of c d index sets over a single index channel is 
Since we have c i index channels, we need to divide the above expression by c i to get the average time for getting an index node. As a result, we get
Based on the above expressions for P and L, we show that IXT ¼ P þ L.
Case 2: We now prove that
DT represents the average time to get a data node X over c d data channels after getting the corresponding leaf index node over the index channels. It is obvious that the probability of accessing the data channel DC j is NRF j NRF . Since the data node X can be broadcast over one of c d data channels, DT is
NRFj NRF Á n j . By the proofs of Cases 1 and 2, it is easy to see that the average access time AveAT for a broadcast data over the c i index and c d data channels is IXT þ DT . t u
Given c physical channels, we can determine the optimal number of index and data channels (i.e., c i and c d ) by using the above theorem. That is, we compute a set of AveAT s by trying all possible values of c i and c d pairs and then choosing the one giving the minimal value of AveAT . Note that we only need to apply Theorem 5.1 ðc À 1Þ times to compute
AveAT s, although we use enumeration. Since the time complexity of computing AveAT is Oððc d Þ 2 Þ and c d < c, the time complexity of this approach is Oðc 3 Þ. In this approach, the whole process of choosing the optimal split has to be reapplied when the data set changes. However, this is not a problem due to the low time complexity (i.e., Oðc 3 Þ). To verify Theorem 5.1, we first compute AveAT s for each possible pair ½a : b of data and index channel partitions by using the same parameters as shown in Table 2 . We then plot these AveAT s at each pair ½a : b together with the values of the SIRAH method in Figs. 16 and 17 . These are shown in Figs. 18 and 19 .
They clearly show the effectiveness of Theorem 5.1. For example, when we have 10 channels, Fig. 19 shows that both SIRAH and AveAT have the optimal performance when the numbers of data and index channels are ½8 : 2. We conjecture that the optimal number of index and data channels will be partially dependent on R (i.e., the ratio of a data node size to an index node size). That is, the smaller R is, the more index channels will be necessary. The reason is that, since a small value of R means a relatively large size of an index node, we need more index channels to broadcast an index tree of the SIRAH method.
CONCLUSION
In this paper, we proposed an efficient index allocation method for broadcast data with skewed access patterns over multiple broadcast channels in mobile environments. Our method minimizes average access time by broadcasting hot data and their indexes more frequently than the less hot data and their indexes. Our method further reduces the average access time by not wasting the bandwidth of channels caused by the size difference between an index node and a data node. This is achieved by allocating index and data nodes to dedicated index and data channels, respectively.
We then analyzed the performance of our method over various conditions by comparing it with both an alphabetic Huffman Tree method and a topological tree-based method. The simulation-based results show that our method performs far better than the two methods. We then discussed how to partition the given physical channels into index and data channels to get the optimal performance of the SIRAH method. This is based on a newly developed method to efficiently determine the optimal number of index and data channels. We verified the effectiveness of our method through in-depth experimental studies. Sakti Pramanik received the BE degree from Calcutta University, the MS degree from the University of Alberta, Edmonton, both in electrical engineering, and the PhD degree in computer science from Yale University. He is currently a professor in the Department of Computer Science and Engineering at Michigan State University. His research interests include parallel, distributed, and multimedia databases. He has also done work in bioinformatics.
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