Abstract-The creation of a suite of unit testing is preceded by the selection of which components (code units) should be tested. This selection is a significant challenge, usually made based on the team member's experience or guided by defect prediction or fault localization models. We modeled the selection of components for unit testing with limited resources as a multi-objective problem, addressing two different objectives: maximizing benefits and minimizing testing cost. To measure the benefit of a component, we made use of metrics from static analysis (cost of future maintenance), dynamic analysis (risk of fault, and frequency of calls), and business value. We tackled gaps and challenges in the literature to formulate an effective method, the Selector of Software Components for Unit Testing (SCOUT). SCOUT provides an automated extraction of all necessary data followed by a multi-objective optimization process. SCOUT is a method able to assist testers in different domains, and the Android platform was chosen to perform our experiments, taking nine leading open-source applications as our subjects. SCOUT was compared with two of the most frequently used strategies in terms of efficacy. We also compared the effectiveness and efficiency of seven algorithms in solving a multiobjective component selection problem. Our experiments were performed under different scenarios, and reveal the potential of SCOUT in reducing the market vulnerability, compared to others approaches. To the best of our knowledge, SCOUT is the first method to assist in an automated way software testing managers in selecting components for the development of unit testing, combining static and dynamic metrics and business value.
I. INTRODUCTION
The worldwide smart-phone market is growing annually. According to data from the International Data Corporation (IDC) [1] , 2015 finished with 1.44 billion smartphone shipments worldwide, which were up 10.4% over 2014, and a most recent projections showing 2016 shipments of 1.5 billion corresponding to 5.7% growth over 2015. Currently, the Android market has around 1.4 billion users [2] , which represents 82.8% of the smartphone market worldwide, and the number of related apps grows to 1.8 million in November 2015 [3] . Also, to illustrate the complexity of that kind of market, Android owns a proliferation of brands with more than 24,000 different devices. These devices have four generalized screen sizes (small, normal, large, and extra-large), six generalized densities (ldpi, mdpi, hdpi, xhdpi, xxhdpi, and xxxhdpi), 23 operating system versions. Such characteristics present a significant challenge for developers and testers because delivering a fault application in this context, in general, has a profoundly negative impact.
One way to ensure the quality of an app in such contexts is the adoption of software testing techniques. However, before to create a suite of unit testing, it is necessary to select the components to be tested because, in general, to test all of them is computationally intractable. Due to time constraints, the selection of components for unit testing is an optimization problem, where the tester seeks to maximize the benefit in selecting a subset of components.
Although there are many works in the literature proposing approaches to automate the generation of test cases, only a few works are found seeking to assist testers in choosing a subset of components for tests, respecting the time constraints. The research literature and industry practice suggest that the selection of components for unit testing has been performed based on the experience of professionals, or still based on two kinds of approaches: (1) guided by a fault prediction model; or (2) conducted by some dynamic fault localization technique. In both cases, the underlying assumption is that we should concentrate the testing effort on identified areas to maximize fault detection. But, with these approaches is that, in general, testers look up and fix defects without taking care of the impact of the failures on the market. In other words, it could be better to fix a single fault that affects 70% of the market than to fix ten that affect only 10% of the market.
In this paper, we present SCOUT as a novel method to select components in designing unit testing. Our assumption assumes that there are multiple objectives to be handled in a process for components selection. We formulate this challenge as a multi-objective problem combining metrics from static and dynamic analysis and business value (Android market) to satisfy simultaneously two objectives. First, to maximize the benefit by selecting a subset of components for unit testing considering not only the number of faults detected but also the importance each fault has on the market. Second, to minimize the cost of creating unit test cases for a subset of components.
The run-time overhead due to the collection of dynamic metrics is rewarded by the fact that profiling a software can leverage the analysis of runtime information and risk of fault based on the suspiciousness of each component at the method level. It guides the tester to visualize and consider which parts are more exercised and with higher negative impact in case of failure. To assist the automation of our method, we used Barista tool [4] . Barista provides a way to generate in an automated way UI test cases written in Espresso API from user's interactions.
The main contributions of this paper are: (1) an automated process to collect all metrics (static, dynamic, and from the business); (2) a multi-objective formulation method, SCOUT, to select components for unit testing; (3) our experimental infrastructure publicly available.
The remainder of this paper is organized as follows: Section II presents the definition of component selection problem; Section III describes our method for selecting components for Android unit testing; Section IV describes our experiments; Section V presents related works; finally, in Section VI, we present our conclusions and directions for future works.
II. COMPONENT SELECTION PROBLEM
The choice of which subset of components 1 are selected for a next unit testing cycle is always supported by some kind of guidance. This decision is typically made in the planing stage of the test process, and its influence can be far reaching.
According to Harman et al. [5] , this problem finds a manager considering several candidate components and a hard challenge of finding a suitable balance between conflicting objectives. Thus, the solution should assist the manager to decide which set of components will optimize the goals.
We define a score for each component, and we combine the cost of writing unit tests to a single value c i , and manager desirability and expected revenue to a benefit value b i , and the value of the item x i , where i is an index of the components, with x i taking value 1 if artifact i is selected and 0 otherwise. The objective is to maximize the total score of possible subsets, trying to figure out a subset that maximizes the total sum of the score while minimizing the total cost of the selected components. A subset is feasible if its total cost of unit testing is less or equal to the total available time for unit testing (T ). The formulation of a Component Selection Problem (CSP) with n components and a single objective can be given as follows:
1 The term components refers to a small piece of code, e.g. a method in object-oriented languages.
A CSP with a single objective is a Knapsack-type problem, which is known to be NP-hard. In additional to have a monoobjective, the formulation presented in Equation 2 may also be comprised by several objectives that will be optimized simultaneously.
A multi-objective problem may not have a single solution. Indeed, its solution is usually composed by a set of solutions that represents a commitment among the objectives.
The precise solution to the CSP depends on the concept of dominance. Let S denote the set of binary vectors, given x and y in S we say that x dominates y if the following conditions hold:
A vector x * in S is called a dominating solution if it dominates all other solutions. When such a solution exists, it is called a Pareto Optimal. On the other hand, we say that x is not dominated by y if f i (x) is strictly greater than f i (y) for at least one index i. A vector x * in S is called a non-dominated solution if it is not dominated by any other solution in S.
The set of all non-dominated solutions define the solution of (P) in a N -dimensional solution space. Applying F to each non-dominated solution we obtain a subset in the ndimensional objective space, which is called Pareto Front.
As an example, consider a problem with only two objectives f 1 and f 2 . In Figure 1 we have the images under F (x) = (f 1 (x), f 2 (x)) of seven candidate solutions of the problem. In this case, the solution represented by the point B dominates the solutions E, F, and G. However, B does not dominate C, indeed C is non-dominated in the set of solutions plotted in this figure. Likewise, A, B, and D are non-dominated. In particular, if those seven points composed the whole solution set to this problem we could conclude that A, B, C, and D formed the Pareto Front of this instance. In our context, each of these points would represent a set of selected components that maximize both objectives f 1 and f 2 . Thereby, instead we decide the weight of each objective before the optimization process, we should do that after considering the Pareto Front.
III. THE PROPOSED METHOD -SCOUT
This section presents the Selector of Software Components for Unit Testing -SCOUT, which performs two principal processes: the extraction of metrics; and the multi-objective optimization. The metrics are extracted from Android-user interactions and combined in a unique metrics database, which, according to tester inputs and time constraints, conducts a multi-objective optimization that generates a list of selected components for unit testing that respects the imposed constraints. Figure 2 depicts this flow. In this section, we present the key metrics used by SCOUT; followed by a description of its model formulation and concepts. We also show aspects to automate SCOUT on Android platforms, followed by the multi-objective optimization phase.
A. Metrics Choice
The quality assurance team requires a strategy to guide the selection of components for unit testing. As previously stated, most strategies are based on the experiences of specialists or defect prediction or fault localization models. Two types of approaches are widely used, those coming from both static analysis (code metrics), and dynamic analysis (i.e., spectrumbased fault localization).
The basic premise is that if critical areas were identified, testing activities could be economized. According to Elberzhager et al. [6] , most previous works use metrics to predict fault-prone components. Their efficacy is proven through analysis of their proficiency in identifying faults.
No doubt, finding faults is important. However, in practice, are all faulty component equally significant from the user perspective? Even if two components are equally prone to fail, do they have the same strategic importance or are there others factors that should be considered in assessing their relative benefits? If so, what are they?
SCOUT addresses these questions by taking into account metrics that derive from three principal sources: static analysis, dynamic analysis, and business value. These sources of information allow us to extract the metrics over which SCOUT is built. The metrics are the cost of future maintenance (static analysis), the frequency of calls (dynamic analysis), fault risk (dynamic analysis), the market vulnerability (business value), and the unit testing cost (in terms of time). We describe the metrics and how to collect them below.
1) Cost of Future Maintenance:
The ANSI definition of software maintenance is the modification of a software product after delivery to correct faults, improve performance or other attributes, or adapt the product to a modified environment [7] .
Each component has an associated defect proneness, and in case of a failure, those responsible for maintaining the software spend time to understand the system and make appropriate changes. We call the product of the estimated number of bugs of a component and the time required to understand and fix it the cost of future maintenance (cfm). The equation below presents its computation.
where: t: amount of work in seconds to understand and recode the component (i);
bugs: estimated number of bugs in the component (i). We choose cf m as an important variable in SCOUT to take into account fault prediction models based on static analysis and to measure the cost impact of this type of failure in the case it occurs.
In our experiments, the value of t was represented by Halstead effort, which represents the amount of effort required to to understand a unit as measured in seconds. The variable to estimate the number of bugs liable to occur in a particular piece of code, bugs, is represented by the Halstead bugs metric. Both variables were collected from JHawk tool [8] .
The value of t was also used to estimate the time required per component to develop unit testing activities and, consequently, to compute the constraint of the problem as given by the percentage of the total time required for all components.
2) Frequency of Calls: Profiling a software leverages the analysis of runtime information. The frequency of calls represents the number of invocations each component has during execution. SCOUT computes the frequency of calls to indicate methods which are running more or less frequently. Despite a component having a high degree of cyclomatic complexity or even a high rate of defect proneness, we associate the impact of these static metrics, in some way, with a metric that reflects the level of requisition of a component under execution, i.e., the frequency of method calls.
Before collecting the dynamic metrics used by SCOUT, we need to prepare the software according to the platform and technologies used to build it. We perform the collection of the frequency of calls metric in Android apps in two steps: enabling method profiling and parsing the execution results. There are two ways to enable method profiling on Android (android.os.Debug class): startM ethodT racing() and stopM ethodT racing(), which are responsible for starting and stopping the generation of profiling, respectively. The method startM ethodT racing() is used to start logging trace files and can be accomplished by inserting the code in the Android app (e.g., the onCreate() method). To stop tracing, the code stopM ethodT racing() can be invoked (e.g., by the onDestroy() method) [9] .
Consequently, a trace file will be generated in the Android device or emulator that provides detailed metrics regarding a method, such as the number of calls, and time spent executing the method. Then, this file is parsed using the traceview tool shipped with Android SDK and a tool we developed to convert smali code 2 into Java code. We obtained detailed runtime information about all executed methods.
3) Fault Risk: One of SCOUT's principal advantages is the use of dynamic metrics and market information that come from user interactions. These interactions may be performed by the testing team or by users themselves. The idea is that all dynamic metrics can be collected automatically from user interactions. As Android apps were used to validate SCOUT, the Barista tool [11] was used to generate Android UI test cases from user interactions. The test cases are written in Espresso API [12] . The test suite generated by Barista is then executed across devices to compute the fault risk and market vulnerability for each component, as described below.
Fault risk is computed based on the spectrum-based fault localization technique which identifies the components responsible for observed software failures. In essence, the coefficient ranks the component in terms of suspiciousness with a risk of fault in the range [0,1] wherein 0 means the lowest and 1 the highest risk based on execution of a test suite.
The data needed to compute this metric comes from the record of the execution of a component in both successful and failed test cases. Methods have been developed to automate this assessment. For example, one can highlight coefficients such as that used by the Tarantula tool [13] , the Jaccard coefficient used by the Pinpoint tool [14] , and the Ochiai coefficient used by the MZoltar tool [15] .
In this study, the coefficient used by Tarantula [13] tool is used. Its metric can be computed by:
where:
p i is a function that returns, as a percentage, the ratio of the number of passed test cases that executed the component to the total number of passed test cases in the test suite; and f i is a function that returns, as a percentage, the ratio of the number of failed test cases that executed s to the total number of failed test cases in the test suite; 4) Market Vulnerability: This metric is used to represent the percentage of the market in which a component is vulnerable. Software exhibits different behaviors in the diverse clients on which it is executed. Consider, for instance, a new software version deployed on three different clients (A, B, and C), which correspond to different revenue rates for the software developer, e.g., 22%, 47%, and 31% respectively. In this example, if component x fails only on A, its market vulnerability is 0.22. However, if it fails on both A and C, its market vulnerability is 0.53. We use this metric to express the importance of a faulty component has on the market.
As all experiments conducted by the study used an Android platform, its market vulnerability was computed from the market share of each device on an Android platform. This metric expresses the vulnerability of a component across devices according to market distribution [16] , and the greater the market share of a given device, the greater the market vulnerability of a component should it fail on such a device or one with similar features. Accordingly, the computation of market vulnerability entails identifying which component is associated with each failed test cases in each device.
Android fragmentation is a problem that has long concerned software developers. According to the documentation available at the time this paper was written, Android versions are distributed among 23 API's, with screen size classified under four categories (small, normal, large, and extra large) and six densities (ldpi, mdpi, hdpi, xhdpi, xxhdpi, and xxxhdpi). There are also nine different sizes of memory. Accordingly, taking just these factors into consideration yields the possibility of 4,968 different device configurations.
In sum, the greater the market penetration of a given device configuration, the greater the probability that failures on apps running on such device will affect many users. When a suite of UI test cases written in Espresso API comes from user interactions, test cases are run on a set of devices and execution reports are generated using Spoon [17] .
Thus, if a component has a failed execution, the devices in which the execution failed are identified, and the method market vulnerability is defined as the median market vulnerability. Table I presents an example in which one component failed in three devices (D3, D5, and D10). In this case, the market vulnerability (mv) is 66.45%, and it was computed according to the following equation. The data used to compute the market vulnerability are in Tables II and III .
where: am: API market share (51.6%); s: screen / density market share (29.7%). 
B. Model Formulation
As confirmed in interviews with software-test practitioners and as noted by Harman et al. in [18] , software testers are unlikely to be concerned solely with a single test objective. Bearing this and the importance of the metrics discussed in the previous section in mind, the formulation of the multiobjective CSP, its objective functions and its variables, and how they are combined into a unique optimization process will be described. The multi-objective problem consists of two objective functions. The objective of the optimization process is to select components for unit testing that simultaneously optimize both objective functions, as described below:
where cf m i , rf i , fp i , v i are, respectively the normalized value of: cost of future maintenance, risk of fault, frequency of calls, and market vulnerability of the component i. x i receives value 1 if the component i is selected, and 0 otherwise. The benefit is computed using the average among the four variables because the definition of weight for each variable is specific to each problem, providing the opportunity for the specialist to take one solution among many on pareto front.
The second objective function is formulated as follows:
where c i is the cost to develop unit testing activities for the component i. Note that there is a tradeoff between the first and second objective functions once their natures tend to become inversely proportional, i.e., the higher the benefit, the higher the cost. This characteristic enables us to investigate and use multi-objective evolutionary approaches.
IV. EXPERIMENTAL EVALUATION
This section describes the experimental design for evaluating SCOUT. To assess its utility, nine Android apps were were used. The evaluation, which compares the efficiency and efficacy of a set of algorithms, is based on a user study. The study, conducted under diverse conditions, addressed the following research questions:
RQ1 Which solver (algorithm) is most appropriate for use in a situation in which testing cost and benefit have equal weight of importance for the specialist? RQ2 What is the impact of using SCOUT in contexts in which: [RQ2.1] cost and benefit have the same weight of importance for the specialist?
[RQ2.2] product quality has a higher priority than testing cost?
[RQ2.3] testing cost has a higher priority than product quality? RQ3 How effective is SCOUT in selecting the most significant components in terms of market relevance? The remainder of the section describes the study's subjects, the protocol, and evaluative findings.
A. Subjects
We use nine real-world Android apps available in F-Droid catalog [19] in the study. The criteria used for Apps selection are popularity, high number and range of installations according to Google Play [20] , categories, complexity, and sizes, as illustrated in Table IV . We used only methods with a frequency of execution greater than zero, and cyclomatic complexity greater than two, to prune the search space and thereby reduce the complexity of optimization.
Selecting devices to use to fragmentation issues is an additional problem since dynamic metrics such as fault risk and market vulnerability are dependent on cross-device execution. To automate this task, the adoption of Orthogonal Array Technique (OATS) to generate a smallest number of configurations with a high level of coverage of features is proposed. According to our devices availability, we used seven devices to compute Android market vulnerability and fault risk [ LG G Flex (D1), Motorola Moto X (D2), HTC One M8 (D3), Sony Xperia Z3 (D4), Samsung Galaxy S5 (D5), Nexus 5 (D6), and LG G3 (D7)]. The minimum and maximum expected market for each configuration were defined according to the data in Tables II and III .
B. Protocol and Setup
To avoid study bias in defining application use, 17 graduate students at four universities in three countries and seven software professionals were requested to write natural language test cases (NLTCs) by defining actions and assertions, yielding 220 NLTCs. Later, we used Barista [11] to convert these 220 NLTCs tests on UI test cases according to Espresso API [12] , app's automatic profiling to collect all dynamic metrics.
Considering that every method requires time t to have its unit testing developed and that an app has n methods, the total time required to create unit testing for the entire application is given by the product of t times n. Given the dynamic Android market, the time available for testing activities is relatively brief. Several software application developers were interviewed and asked the testing time span needed for a new release. Their responses indicate that generally requires not no more than 20% of the total time required to test the entire app. Accordingly, the time constraints used in the study were defined as the following percentages of the total time required to test the entire app: 1%, 5%, 10%, and 20%. Due to the random nature of the evolutionary approaches, each experiment was run 30 times for the evolutionary algorithms (GA, SPEA_II, NSGA_II, and NSGA_III) and the average among the best results was used for comparison in accordance with the parameters customarily cited in the literature for evolutionary algorithms: population_size = 200, number_maximum_of _evaluations = 200, 000, crossover_rate = 0.85, mutation_rate = 0.01, and tournament as the selection operator.
C. Analysis of RQ1
To answer RQ1 (Which solver is most appropriate for use in a situation in which cost and benefit have equal weight of importance for the specialist?), a comparison was made using seven algorithms as baselines.
Random (R):
Random technique is widely used as a basic baseline in Search Based Software Engineering for comparisons in testing and, in some cases, can generate potential solutions at a low computational cost.
Constructivist Heuristic (CH): Also known as the greedy algorithm, this technique compiles the set of units for testing incrementally, determining the next unit that will provide the best cost-benefit value, with cost corresponding to the time a unit requires for testing and benefit defined by the objective functions described in Section III-B.
Gurobi (G): A free academic licensed Gurobi tool [21] was used as a deterministic technique in the our baseline. Gurobi provides a mixed-integer programming solver with an extensive panoply of additional methods, such as branch variable selection.
Genetic Algorithm (GA): This evolutionary meta-heuristic is based on Darwin's theory of natural selection. It was run as a mono-objective solver, according the same weight to each objective function. The fitness function is defined as the average of the fitness of the five objective functions.
Multi-objective Algorithms: Two of the most frequently used multi-objective meta-heuristics algorithms: SPEA_II [22] , and NSGA_II [23] were used. Recent studies [24] , [25] have suggested that SPEA_II as NSGA_II degrade severely when the number of objectives exceeds four. As SCOUT's formulation involves five variables, NSGA_III was also experimented.
As some algorithms are capable of optimizing only one objective function, while others can optimize several, their formulation of objective functions differ. For the single-objective solvers R, CH, G, and GA, the fitness of each solution is computed as follows:
where: wb: is the weight of importance of the benefit; wc: is the weight of importance of the cost; wb = wc. In these single-objective algorithms, the benefit of selecting a component is computed as the ratio between its cost (c) and benefit (b), i.e., b/c (see Section III-B). As SPEA_II, NSGA_II, and NSGA_III are multi-objective algorithms, the optimization process included the two objective functions in Section III-B. For each execution, the solution with the highest value of (wb · b) − (wc · c) in the Pareto Front was selected.
A comparison among these algorithms of two characteristics was elaborated: efficiency as measured by the variable time, which represents the time in seconds that each algorithm takes to find a solution, and efficacy as measured by analysis of the fitness and residual (percentage of available time unused by the algorithm) of each solver.
According to the efficiency comparison, CH was the most efficient algorithm and NSGA_III the least. As can be seen in Table V , NSGA_II and NSGA_III took on average 4.93 seconds and 7.93 seconds, respectively, to find their best solutions, while Gurobi took just 0.03 seconds. While efficiency is an important criterion in selecting an algorithm, the study's analysis also took into consideration the context of mobile app testing. As planning for unit testing does not mandate a time faster than that required by NSGA_III to find its solution, the efficiency of all algorithms can be considered as adequate adding weight to other considerations such as efficacy.
As Gurobi attained the best efficacy among the singleobjective algorithms, its efficacy was used as a comparative reference with the other baseline algorithms, including the multi-objective ones. The fitness used to compare considered for the comparison with the latter was the average fitness found in 30 executions. For the Randomly algorithm, the best fitness found in 200,000 executions was used (the same number used for GA and the multi-objective algorithms) . Table VI compares Gurobi's efficacy with the other baselines. The single-objective algorithms R and GA were outperformed consistently. Although CH attained the second best efficiency among all baseline algorithms and had the same efficacy as G in 75% of the testing situations, in highly restrictive ones (1%), its efficacy was inferior to the three multi-objective algorithms.
Among multi-objective algorithms, NSGA_II had the best efficacy, with equivalence to Guorbi in 86.11% of the testing situations, followed by SPEA_II with 72.22%, and NSGA_III with 69.44%, which was designed to work with four or more objectives. Although there are five objective functions in SCOUT's formulation, NSGA_III was used with only two: maximizing the benefit and minimizing the cost. For this reason, we were unable to explore all its benefits. Accordingly, as there is no time pressure regarding the duration of optimization process in selecting components for unit testing, NSGA_II can be executed a reasonable number of times in such way we can select its best solution, once that the efficacy is more important than the algorithm efficiency (of course under plausible time).
Gurobi, a commercial algorithm, was used not as a metaheuristic in the study but as a heuristic designed to solve a Knapsack problem. It uses a set of closed proprietary optimization resources to achieve this result. With evolutionary algorithms (i.e., NSGA_II) openly known in the literature and many implementations available in cost-free frameworks, there is the flexibility to adapt these algorithms to specific contexts.
D. Analysis of RQ2
To answer RQ2 (What is the impact of using SCOUT in various contexts?), component selections made in the following strategies was examined.
Strategy 1 (S1). The primary goal of S1 is to prioritize the selection for unit testing of those components with a high anticipated number of bugs. This strategy was selected as representative of a defect prediction model based on static metrics. Halstead Bugs implemented by JHawk tool [8] was used as the metric to represent the anticipated number of bugs. The benefit (b) is computed as follows: 
where e i is the normalized number of expected bugs of the component i, and x i receives value 1 if the component i is selected, and 0 otherwise. Strategy 2 (S2). To represent a fault localization model based on dynamic metrics, the primary goal of S2 is to prioritized for selection for unit testing prioritizing those components with a high fault risk. The metric adopted here was based on the coefficient of suspiciousness implemented by Tarantula tool [13] . The benefit (b) is computed as follows:
where r i is the normalized risk of fault (suspiciousness) of the component i. Strategy 3 (S3). Strategy 3 represents SCOUT, whose benefit (b) is computed as follows:
where cf m i , rf i , fp i , v i are, respectively, the normalized value of cost of future maintenance, risk of fault, frequency of method calls, and market vulnerability of the component i.
To compare these three strategies, 63 distinct context scenarios of prioritization were constructed to simulate the broad spectrum of diverse realities present in the software industry and to measure the impact of using S1, S2, and S3 in these scenarios. These context scenarios were based on six criteria: defect proneness (DP), fault risk (RF), market vulnerability (MV), frequency of profiling (P), cyclomatic complexity (CC), and cost of future maintenance (CFM).
In the first context scenario (C01), the priority is selecting components with high rate of defect proneness rate for unit testing. In the second (C02), it is selecting components with high degree of suspiciousness. This rule is followed until the sixth context scenario, according to the other criteria. From the seventh context scenario, an arrangement incorporating all criteria combinations among them is generated. For instance, in the eighth context scenario, the prioritized components are defined as those with a high rate of defect proneness and vulnerability. The normalized value of the criteria considered were used to construct the context scenarios.
As a result of optimization, each strategy generates a list of components for unit testing. The efficacy of each strategy in a scenario is measured according to that attained in Algorithm 1. The fitness of each component in the list is computed according to the scenario, and the efficacy is the sum of the fitness of all components.
Algorithm 1: Solution evaluation.
Input : LA: List of selected components of a strategy Input : wb: weight of benefit Input : wc: weight of cost Output: f : Fitness of a solution in a scenario
The goal in RQ2.1, RQ2.2, and RQ2.3 is to simulate reallife contexts in the software industry. To evaluate the behavior of the strategies under the priorities stipulated in RQ2.1, RQ2.2, and RQ2.3, the final fitness was computed as shown in Algorithm 1, assuming the weights for cost and benefit provided in Table VII . Based on Algorithm 1, the fitness of each solution delivered by each strategy is computed for all 63 scenarios. Figure 3 , compares strategies S3 and S1 under weights WS1, WS2, and WS3. Each line represents the relative fitness of S3 (the SCOUT strategy) related to S1, which prioritizes the selection of the most defect prone components for testing.
S3 attained its best results in scenarios in which cost and where benefit and cost have the same priority (WS1), exceeding S1's fitness in 90.48% of those scenarios, with an average 15.82% above S1's, with a standard deviation of 9.90%. S3's fitness also exceeded S1's in 92.06% of scenarios in which product quality was prioritized over testing cost (WS2), with an average 12.87% higher than S1's, with a standard deviation of 8.07%. In the context that prioritizing testing cost over product quality (WS3), S3 's fitness exceed that of S1 in 88.89% of the scenarios, with an average 4.75% above S1's, with a standard deviation of 3.31%. The fitness of S1 only exceeded that of S3 in scenarios which prioritized defect proneness. Regarding to the comparison between S3 and S2, Figure 4 depicts the percentage of scenarios in which S3 exceeded S2 in terms of fitness. As can be seen in Table VIII These findings confirm the hypothesis that the the SCOUT strategy has a greater overall capacity in different real-world contexts, as represented by RQ2.1, RQ2.2, RQ2.3, and in distinct scenarios (S01 to S63), as shown in Table VIII . Although S3 outperformed S1 and S2 in all three contexts (WS1, WS2, and WS3), it attained a low average in both WS1 and WS3 with average values of 0.98% and 0.35%, respectively, in its comparison with S2. In both these contexts, S3's impact decreases when cost is weighed equal with or greater than benefit per Table VII. The study sought to evaluate the efficacy of each strategy under the different time constraints shown in Table IX . While S3 outperformed S1 and S2 under all constraints for WS1, WS2, and WS3, when a relaxation of constraint of 5% to 10% occurred, its average fitness increased. Surprisingly, however, Table IX indicates that S3's fitness decreases in its comparison with of S2 under a constraints of 5% and 10% in WS2. Comparing strategies applied in WS2 under 10% and 20% finds a decreased number of scenarios in which S3 outperformed S2 (98.41% and 74.60%, respectively), with average fitness increasing from 1.176% to 2.736%.
Thus the use of SCOUT (S3) in scenarios with different priorities reveals its significant superiority over S1 and S2 both in terms of the number of simulated scenarios with diverse priorities and in average fitness, as shown in Tables VIII and X. Thus in response to RQ2, SCOUT presents a positive effect with an overall advantage over the other strategies.
E. Analysis of RQ3
The study now turns to RQ3, perhaps the most significant research question of the three: How effective is SCOUT in selecting the most significant components in terms of market relevance? Fewer anticipated bugs may have higher market vulnerability, especially on an Android platform. To test this hypothesis, simulated bug scenarios were constructed and the capacity of all strategies to minimize market vulnerability in them was tested.
Determining which components would be designated as containing bugs was based on six criteria: defect proneness, fault risk, market vulnerability, profiling frequency, cyclomatic complexity, and cost of future maintenance. In the first bug scenario (BS-01), components with a high rate of defect proneness were marked as containing a bug,; whereas in the the second (BS-02), it was components with a high risk of fault. This rule was followed until BS-06 according to the other criteria. We used the same strategy to generate the subsequent scenarios. The composition of all bug scenarios with their criteria is presented in Table XI . To illustrate the creation of the bug scenarios, consider BS-01. To create a list of components marked as containing bugs in this scenario, each Android app is iterated over its components in decreasing order of defect proneness, deeming each as containing bugs until the sum of the required time for testing is less than the total time available for testing.
The market vulnerability for each strategy was computed based on the sum of market vulnerability metric for those components marked with bugs that the strategy failed to select. As shown in Figure 5 , S3 had a lower market vulnerability than S1 in all scenarios under weights WS1, WS2, and WS3. As can be seen in Table XII, S1 and S2 had greater vulnerability than S3 in all scenarios save under WS3, demonstrating the advantage of using the SCOUT strategy to select components for unit testing to minimize market vulnerability. In the case of WS3, the only exception, S2's market vulnerability average was just 0.31% less than S3's, while the number of scenarios in which its market vulnerability exceeded S3's was 41.27%. To address the question why S3 had higher average market vulnerability than S2 under WS3, the effects of using S3 under different time contraints for unit testing were examined, as reported in Table XIII . As can be seen in Table XIII , under a time constraint of 20%, S3 has higher market vulnerability than S2. In this scenario, under WS3, the capacity of S3 to increase benefit is low since there are few components with positive fitness available for selection. On the other hand, if there is an available component and its normalized fault risk exceeds zero, S2's benefit tends to be greater than S3's, as stated in the Section IV-D.
In general, S2 performed better than S1. This arises from the strong positive correlation between the fault risk and market vulnerability metrics, which were retained in the SCOUT formulation for the reasons set forth in Section III-B. As confirmed by the study's findings, SCOUT should be recommended to select components for unit testing to minimize Android market vulnerability. The sole in which S3 had a higher market vulnerability than S2 was when time available for unit testing reached 20% and cost was prioritized over benefit (WS3).
F. Threats to Validity
Android apps used in the study were limited to nine. To ensure external validity and provide generalized results, applications were selected to maximize coverage of distinct classes (popularity, high number of installations, complexity, size, and others).
Although some frameworks (MOEA, JMetal, and others) were used as references to implement the baseline algorithms, these implementations are subject to failure, as are the algorithms, scripts, and technologies used to manipulate data and consolidate the results.
As a repository of bugs serviceable for the study was not located, simulated bug scenarios were constructed as previously noted. It is, however, possible that some scenarios may not faithfully reflect the reality they represent. To minimize this, a broadly diverse spectrum of scenarios were devised.
As the number of devises used in the study was limited to seven, a greater number of devices or emulators could generate different results. To mitigate this risk, Orthogonal Array Testing was used to enhance the selection of devices and emulators with different characteristics were also used.
V. RELATED WORK
The selection of components for unit testing has been driven by empiricism on the part of software testers, and by techniques and strategies that were not specifically formulated for this purpose. Among those, we can highlight Tarantula tool [13] , a statistics based lightweight fault localization technique using Ochiai coefficient [26] , and MZoltar [15] based on dynamic analyzes in apps to identify potential defects quickly.
Exploring historical defect data, the authors of [27] used a static analysis to determine where to focus dynamic testing effort. In [28] , the authors work as file level (instead method level), and they would need the historical of defects per method for all subjects, such information is not available under our assumptions. Also, they suggest that heuristics based on the statics metrics such as function size, modification frequency and bug fixing frequency should be used to prioritize the unit testing writing on legacy systems.
In [29] the authors propose a testing effort prioritization method to guide tester during software development life cycle. They consider five metrics of a component as inputs, producing the priority value of the component as an output.
In [30] the authors propose a value-based prioritization strategy based on their ratings of business importance, Quality Risk Probability, and Testing Cost.
Elberzhager et al. [31] present In2T est to integrate inspections with testing, i.e., inspection defect data is explicitly used to predict defect-prone parts in order to focus testing activities on those parts. In addition, they use both code metrics and historical data.
The works we found close to our work in literature differs from our work in some key features, such as nature of their objectives, their granularity (our work is in method level), the nature of the problem (prioritization, resource allocation, selection) they face, number of objectives (single or multiobjective), and the algorithms they use.
To the best of our knowledge, SCOUT is the first method to assist software testing managers to select Android components in method level for unit testing based on many-objective approach exploring both static and dynamic metrics as well as Android market information.
VI. CONCLUSION
The main contributions of this paper are: (1) an automated process to collect all metrics (static, dynamic, and from business); (2) a multi-objective formulation method, SCOUT, to select components for unit testing; (3) our experimental infrastructure publicly available.
SCOUT is presented as a novel method to select components for unit testing in Android platform. Unlike others, the proposed method simultaneously takes into consideration many objectives to assist software testers in deciding which units they should test in a limited time.
In order to validate SCOUT, many experiments were done with nine-top Android apps and the results show that it can be useful and effective in practice. For future work, we are considering the possibility of performing a more extensive user study, increasing the number of Android apps, to confirm our initial results. We also look forward to investigating how the many-objective function proposed behaves when each of its objective function has different weigths. Finally, we will investigate the use of the SCOUT in the context of Desktop and Web applications.
