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We study phase transitions in homogeneous spin-1 Bose gases in the presence of long-range magnetic
dipole–dipole interactions (DDI). We concentrate on three-dimensional geometries and employ momentum
shell renormalization group to study the possible instabilities caused by the dipole–dipole interaction. At the
zero-temperature limit where quantum fluctuations prevail, we find the phase diagram to be unaffected by the
dipole–dipole interaction. When the thermal fluctuations dominate, polar and ferromagnetic condensates with
DDI become unstable and we discuss this crossover in detail. On the other hand, the spin-singlet condensate
remains stable in the presence of DDI.
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I. INTRODUCTION
The past few years have revealed that ultracold atomic gases
can answer important questions beyond the immediate scope
of atomic physics [1–4]. In particular, experimental methods
have matured to the level where measurements of critical ex-
ponents are possible in some cases [2]. This provides an in-
teresting opportunity to study the physics of phase transitions
and critical phenomena utilizing cold atomic gases, as well as
to realize exotic phases that are absent in more conventional
solid state systems [5]. In this work, we consider Bose gases
with a spin degree of freedom [6, 7]. They provide an in-
triguing example where magnetic ordering can compete with
superfluidity and condensation. This interplay can give rise to
a myriad of topological defects [8–16] which play an impor-
tant role, e.g., in the superfluid transition in low-dimensional
systems [17, 18].
Initially, the magnetic properties of spinor Bose gases were
assumed to depend only on the local interactions determined
by the scattering lengths in the different total hyperfine spin
channels [6, 7, 19–22], but recent experiments suggest that the
long-range magnetic dipole–dipole interaction (DDI) may be
an essential ingredient in determining the properties of spinor
Bose gases [23–27]. In this work, we consider the effect of
dipole–dipole interaction in spin-1 Bose gases using momen-
tum shell renormalization group (RG) [28–33]. We note that
also the functional renormalization group [34] has been suc-
cessfully applied in the context of cold atoms [35–37]. The
momentum shell RG analysis allows us to determine the ef-
fect of DDI on the phase diagram of spin-1 Bose gases which
has recently attracted some interest [38–40]. Moreover, the
recent advances in the creation of Feshbach resonances using
either optical means [41] or microwaves [42], suggest that ex-
ploration of the phase diagram could become experimentally
realistic in the near future.
Dipole–dipole interaction couples the spin directly to spa-
tial degrees of freedoms, giving local spins tendency to align
head to tail and antialign side by side [43, 44]. On the other
hand, the experiments described in Refs. [26, 27] are of mixed
dimensionality in the sense that spin dynamics was effec-
tively two-dimensional while otherwise the system was spa-
tially three-dimensional (3D). Furthermore, the original DDI
was strongly modified by a rapid Larmor precession induced
by an external magnetic field. In the present work, we fo-
cus on the properties of pristine DDI and consider a homo-
geneous three-dimensional system in the absence of external
magnetic fields. For three-dimensional systems, DDI is a true
long-range interaction [44, 45] and we avoid additional com-
plications that may arise due to the absence of true long-range
order in low-dimensional systems.
Although dipole–dipole interactions are present in all ferro-
magnetic materials, they are usually weak and often neglected
or treated phenomenologically [46, 47]. However, for fer-
romagnets which order only at very low temperatures, DDI
might be crucial for the correct low-energy behavior [48]. In
this work, we analyze this scenario in the context of spin-1
Bose gases. We find that DDI introduces additional instabili-
ties to the expected finite-temperature phase diagram [38]. In
particular, DDI renders both polar and ferromagnetic conden-
sates unstable and the RG analysis alludes to the existence of
a fluctuation-induced first-order transition.
In the zero-temperature limit, we show that DDI renormal-
izes to zero and the usual mean-field theory [6, 7, 44] is a
valid description of the system. Dipole–dipole interactions
also generate a new single-particle term which has not been
taken into account in the previous studies. This new interac-
tion is relevant in the RG sense and it is allowed by the sym-
metries of the system. However, in the zero-temperature limit
it renormalizes to zero along with the DDI.
II. THE MODEL
We consider a uniform spin-1 Bose gas neglecting the ef-
fects of an external potential that confines the atoms. In the
presence of DDI, the system has a global U(1) symmetry as-
sociated with the conserved atom number and a global SO(3)
symmetry corresponding to a simultaneous rotation of spin
and coordinate spaces [49, 50]. The latter symmetry indi-
cates that only the sum of spin and orbital angular momen-
tum is conserved. The effective action in the Zeeman basis
{|F = 1,mF = +1, 0,−1〉} can be written as S = S0 +Sint,
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2S0 =
∫ ~β
0
dτ
∫
dx ψ∗a(x, τ)
(
~Γ−1∂τ −
~2
2m
∇2 − µ)ψa(x, τ), (1)
Sint =
∫ ~β
0
dτ
∫
dx dx′
[
c0
2
|ψa(x, τ)|4δ(x− x′) +
c2
2
|S(x, τ)|2δ(x− x′)+
cdd
2
Si(x, τ)hij(x− x′)Sj(x′, τ)
]
, (2)
where τ is the imaginary time and β = 1/kBT . We always
assume implicit summation over repeated indices. The local
spin is given by Si = ψ∗a F iab ψb, where F i are spin-1 ma-
trices in the Zeeman basis and ψa, a = −1, 0, 1 are bosonic
fields. Parameter Γ is initially set to unity and it acquires non-
trivial renormalization under the RG transformation. In this
work we consider two distinct limits: the T = 0 case where
Γ renormalizes only due to the anomalous dimension of the
fields ψa and the high temperature limit where Γ renormal-
izes to zero and we obtain a classical theory.
The bare values of the coupling constants c0 and c2 are re-
lated to scattering lengths a0 and a2 in the total hyperfine spin
channels F = 0 and F = 2 by c0 = 4pi~2(a0 + 2a2)/3m
and c2 = 4pi~2(a2 − a0)/3m. The coupling constant corre-
sponding to DDI is given by cdd = µ0µ
2
Bg
2
F/4pi, where µ0 is
the vacuum permeability, µB Bohr magneton, and gF Lande´
g-factor. The kernel for dipole–dipole interactions in the mo-
mentum space takes the form [43]
hij(q) = −4pi
3
(δij − 3qˆiqˆj). (3)
In real space, hij(r) decays as 1/|r|3. To date, the only ex-
perimentally studied dipolar spin-1 Bose gas has been 87Rb
for which the different coupling constants satisfy c2/c0 =
−0.005 and cdd/|c2| = 0.1 [26]. Another candidate for dipo-
lar spin-1 Bose gas is 23Na for which the scattering lengths of
Ref. [51] give c2/c0 = 0.03 and cdd/c2 = 0.006. The small
value of cdd/c2 explains why the effects arising from DDI
have been expected to be vanishingly small for 23Na. The dif-
ferent interaction vertices appearing in the RG calculations in
Sections III–VI are illustrated in Fig. 1.
To streamline the RG calculations, we switch to the Carte-
sian basis. In this basis, the field operator Ψ = (ψx, ψy, ψz)
transforms as a vector under spin rotations. Moreover, the
spin-1 matrices (Fx,Fy,Fz) take a particularly simple form
(Fα)βγ = −iεαβγ , where εαβγ is the Levi-Civita tensor. The
effective action can be written as
S0 =
∫
d4k ψ∗α(~k)
(− i~Γ−1ωn + εk − µ)ψα(~k), (4)
Sint =
∫
d4k d4p d4q
(2pi)3~β
[
gd
2
ψ∗α(~p+ ~q)ψ
∗
α′(
~k − ~q)ψα′(~k)ψα(~p)
+
gs
2
ψ∗α(~p+ ~q)ψ
∗
α(
~k − ~q)ψα′(~k)ψα′(~p)
+
cdd
2
ψ∗α(~p+ ~q)ψ
∗
α′(
~k − ~q)hij(q)F iαβF jα′β′ ψβ′(~k)ψβ(~p)
]
,
(5)
where indices {x, y, z} are referred to by the Greek indices
α, β, ... and the Latin indices a, b, ... correspond to the origi-
nal Zeeman basis. We use a shorthand notation ~k = (ωn,k)
and
∫
d4k =
∑
ωn
∫
dk. Bosonic Matsubara frequencies are
given by ωn = 2pin/~β and εk = ~2k2/2m. The coupling
constants gd and gs are related to the coupling constants in the
Zeeman basis by gd = c0 + c2 and gs = −c2.
III. RENORMALIZATION GROUP CALCULATION
We set up the RG calculation in a fixed dimension D fol-
lowing Refs. [30–33]. To make a connection to Refs. [38, 39],
we first neglect the dipole–dipole interactions and study a gen-
eralD-dimensional situation. We show that our RG equations
at the zero-temperature limit coincide with Ref. [39] and es-
sentially reproduce the phase diagram proposed in Ref. [38].
We also point out that in a contrast to Ref. [39], in which
the stability of low-dimensional multi-component Bose gases
was considered at the zero-temperature limit, our main fo-
cus is a three dimensional spinor Bose gas at finite temper-
atures. We note that isotropic long-range interactions in spin-
less Bose gases have been analyzed in the zero-temperature
limit in Ref. [32] and long-range interactions of the form
(c) (d)
(a) (b) a a′
a a′
a′ a′
a a
a a′
b b′
Figure 1. (a) Generic interaction vertex, (b) local density–density
interaction, (c) local spin-spin interaction, (d) and dipole–dipole in-
teraction. The generic interaction vertex (a) can denote any of the
vertices (b)–(d). Conservation of the 4-momentum ~k = (ωn,k) at
each vertex is implied.
3V (r) ∝ 1/|r|s were found irrelevant for s > 2. Our find-
ings in the presence of DDI are similar to those of Ref. [32],
namely, DDI becomes irrelevant at zero temperature.
To study the effects of DDI, we employ the momentum
shell RG [28, 29, 33] in which we split the fields appearing
in Eqs. (4) and (5) such that ψα = ψα,< + ψα,>, where the
ψα,< contains momentum components with |k| < Λ/s and
ψα,> corresponds to momenta Λ/s ≤ |k| < Λ. The ultravio-
let (UV) cutoff is denoted by Λ, and in general, nonuniversal
quantities such as condensate fraction or critical temperature
depend explicitly on Λ. Several tricks such as halting the RG
flow when an appropriate scale is reached or relating Λ to the
s-wave scattering length can be used to obtain information on
quantities depending on Λ [30–33, 39].
The RG calculation proceeds by integrating out the fast
modes residing at the momentum shell Λ/s ≤ |k| < Λ, which
results in a renormalized action for the slow modes ψα,<.
At the second step of RG transformation, the UV cutoff is
brought back to the original value Λ by rescaling the fields
and momenta, giving rise to RG equations for the chemical
potential and coupling constants. Only the one-particle irre-
ducible connected diagrams contribute to the RG equations.
In this work, we compute the RG equations to the one-loop
order. The relevant diagrams appearing in the renormaliza-
tion of chemical potential and coupling constants are shown
Figs. 2 and 3.
(a) (b)
Figure 2. One-loop diagrams contributing to renormalization of the
chemical potential. The interaction line can be any of those denoted
in Fig. 1(b)–(d). The external legs corresponding to fields ψα,< and
ψ∗α,< are denoted by gray lines for clarity. The dipole–dipole interac-
tion can give rise to external interaction lines which are also denoted
by gray dashed lines [the tadpole diagram in (a)].
The diagrams in Figs. 2 and 3 correspond to an expansion
with respect to coupling constants gd, gs, and cdd in the first
non-trivial order. The internal lines are evaluated using non-
interacting one-particle Green’s function
G0,αβ(k, ωn) = −
~
−i~Γ−1ωn + εk − µ
δαβ . (6)
After integrating out the fast modes and neglecting the ir-
relevant terms generated by the momentum shell integration,
the slow fields, momentum, and imaginary time are rescaled
as [30]
k→ k e−`, (7a)
τ → τ ez`, (7b)
ψα → ψα eζ`, (7c)
where we have taken s = e`. For simplicity, we first ne-
glect the anomalous dimension of the fields, which allows us
to keep the kinetic energy term in Eq. (4) fixed during the RG
transformation. In Section VI, we take into account also the
renormalization of the kinetic energy term and find that εk is
only weakly renormalized. For vanishing anomalous dimen-
sion we obtain an identity [30]
2ζ + z = 2−D, (8)
and the relevance of all other terms is compared to the kinetic
energy. The requirement that the rescaled action is equivalent
to the original one yields the scaling relations
Γ→ Γ e(d+2ζ)`, (9a)
µ→ µ e−2`, (9b)
g → g e−2(ζ+1)`, (9c)
T → T e−z` (9d)
where g = gd, gs, cdd, and we have used Eq. (8). In the pres-
ence of DDI, we take D = 3.
(c) (d)
(a) (b)
Figure 3. One-loop diagrams contributing to renormalization of cou-
pling constants gd, gs, and cdd. The two interaction lines can be any
combination of the interactions in Fig. 1(b)–(d). The external legs
and interaction lines are again denoted by gray color.
In general, RG calculations provide information on univer-
sal quantities such as different phases and transitions between
them. On the other hand, renormalization group analysis can
be used to determine the relevance of a particular interaction
for a given phase and to study the stability of different phases
when additional interactions are included. We take the latter
point of view in Sections IV–VI where we analyze the effects
of DDI on the phase diagram of spin-1 Bose gases.
IV. RG FLOW IN THE ABSENCE OF DIPOLE–DIPOLE
INTERACTIONS
Let us first consider a general dimension D and neglect
DDI. The different diagrams contributing to the RG equations
are shown in Fig. 4. Since all interactions are local, the dif-
ferent diagrams in Fig. 4 reduce to evaluation of the bubbles
4shown in Fig. 5. Integration on the momentum shell is re-
stricted to the interval Λ/s ≤ |k| < Λ and the Matsubara
sums can be calculated using the standard methods [52]. At
the limit of an infinitesimal shell of thickness Λd`, we obtain
dµ = −2(gs + 2gd)KDΓnBE[βΓ(εΛ − µ)]ΛDd`, (10)
dgs = −[(3g2s + 2gdgs)χ1 + 4gdgsχ2]KDΛDd`, (11)
dgd = −[g2dχ1 + 4(g2d + gdgs + g2s)χ2]KDΛDd`, (12)
where KD = [2
D−1piD/2Γ(D/2)]−1 and Γ(x) is the Gamma
function (not to be confused with the energy parameter Γ).
Furthermore, functions χ1(β,Γ) and χ2(β,Γ) are given by
χ1(β,Γ) = Γ
1 + 2nBE[βΓ(εΛ − µ)]
2(εΛ − µ)
, (13)
χ2(β,Γ) = βΓ
2 nBE[βΓ(εΛ − µ)]{1 + nBE[βΓ(εΛ − µ)]}.
(14)
We have denoted the Bose distribution function by nBE(x) =
1/(ex − 1) and εΛ = ~2Λ2/2m. The contributions propor-
tional to χ1 correspond to diagrams containing the bubble in
Fig. 5(a) and contributions containing χ2 arise from diagrams
with the bubble in Fig. 5(b).
Figure 4. One-loop contributions to RG equations in the absence of
dipole–dipole interactions.
Taking into account the scalings dictated by Eqs. (7)
and (9), using the scaling relation in Eq. (8), and transform-
ing back to the Zeeman basis we obtain the following flow
a,k, ω b,−k,−ω
(a) a,k, ω
b,k, ω
(b)
Figure 5. Basic bubbles for diagrams in the absence of dipole–dipole
interactions. The bubbles depend in principle on external momenta.
Expanding about the zero momentum one observes that terms cor-
responding to finite external momentum are at most marginal in the
RG sense. Since we have neglected marginal interactions from the
outset, we take the external momenta to be zero.
equations
dβ
d`
= −zβ, (15)
dΓ
d`
= −(2ζ +D)Γ, (16)
dµ
d`
= 2µ− 2(c2 + 2c0)KDΛDΓnBE[βΓ(εΛ − µ)], (17)
dc0
d`
= 2(ζ + 1)c0 − [(c20 + 2c22)χ1 + 4c20χ2]KDΛD, (18)
dc2
d`
= 2(ζ + 1)c2 − [(2c0c2 − c22)χ1
+ 4(c0c2 + c
2
2)χ2]KDΛ
D. (19)
Although these equation are valid for any temperature, we
consider two limits: the quantum regime which takes place at
the zero-temperature limit and is dominated by the quantum
fluctuations, and the thermal regime where thermal fluctua-
tions prevail over the quantum fluctuations [30].
A. Quantum regime
Let us first consider the quantum regime at which we re-
quire dΓ/d` = 0. Furthermore, we set Γ = 1. From Eqs. (8)
and (16) we obtain ζ = −D/2 and z = 2. This gives the
usual instability of the T ∗ = 0 fixed point, since any nonzero
temperature tends to increase in the RG flow. In the limit
kBT  εΛ − µ, we have
χ1(β,Γ)→
1
2(εΛ − µ)
,
χ2(β,Γ)→ 0,
where the latter equation gives the well-known result stating
that in the zero-temperature limit, only the ladder diagrams
contribute to the renormalization [53]. The RG equation for
the chemical potential becomes dµ/d` = 2µ, and the only
fixed point is µ∗ = 0. Furthermore, the remaining RG equa-
5tions reduce to
dc0
d`
= (2−D)c0 − (c20 + 2c22)
KDΛ
D
2εΛ
, (20)
dc2
d`
= (2−D)c2 + (c22 − 2c0c2)
KDΛ
D
2εΛ
. (21)
The above equations are precisely those of Ref. [39], and for
the future reference, we consider here the D = 3 case. Cases
D = 1 and D = 2 have been analysed in Ref. [39].
I II III IV
cˆ∗0 0
1
3
(2−D) 2
3
(2−D) 2−D
cˆ∗2 0
1
3
(D − 2) 1
3
(2−D) 0
Table I. Different fixed points corresponding to the RG equa-
tions (20) and (21). The dimensionless values are defined as cˆ∗i =
2εΛc
∗
i /KDΛ
D , i = 0, 2. In three dimensions, the Gaussian fixed
point I is stable and the SU(3) symmetric fixed point IV is unstable.
Fixed points II and III have both relevant and irrelevant scaling fields.
The fixed points corresponding to the RG flow defined by
Eqs. (20) and (21) can be determined exactly. The four dif-
ferent fixed points are given in Table I, and the RG flow for
D = 3 is shown in Fig. 6. The fixed points cˆ∗0 and cˆ
∗
2 corre-
spond to the dimensionless values cˆ∗i = 2εΛc
∗
i /KDΛ
D, for
i = 0, 2. In the special case D = 2, the dimensionless quan-
tities are independent of Λ [39]. The RG flows in Fig. 6 show
that similarly to the D = 1 and D = 2 cases, there are two
runaway flows indicating the formation of bound spin singlet
pairs (positive c2) and ferromagnetic instability (negative c2)
where the condensate becomes locally fully spin-polarized in
the sense that fluctuations in the magnitude of the local spin
become suppressed.
The runaway flow associated with the formation of pair
condensate renders the coupling g0 = c0 − 2c2 correspond-
ing to the spin singlet channel negative, while the coupling
g2 = c0 + c2 in the F = 2 channel remains positive. Hence
this instability corresponds to formation of spin singlet pairs.
The second runaway flow where c2 becomes ever more nega-
tive renders both g0 and g2 negative. We refer to these two
instabilities as antiferromagnetic (AFM) and ferromagnetic
(FM) runaway flow, respectively.
At mean-field level, stability of a finite cloud against col-
lapse requires the bare coupling constants to satisfy c0 ≥ 0
and −c2 ≤ c0 [38]. On the other hand, the flow diagram in
Fig. 6 indicates that many-body corrections yield a larger win-
dow of coupling constants cˆ0 and cˆ2 which renormalize to the
Gaussian fixed point. Although both FM and AFM runaway
flows suggest that the system becomes unstable, stability can
be restored by including the higher order terms generated by
the RG transformation. Such terms in general are marginal or
irrelevant in the RG sense, but can nevertheless become im-
portant in the regime where RG flow does not converge to any
fixed point [54, 55].
Between the regions corresponding to AFM and FM run-
away flows, the gas forms the usual spinor condensate. Since
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6
−2.4
−2.0
−1.6
−1.2
−0.8
−0.4
0
0.4
0.8
cˆ 2
cˆ0
I
II
III
Figure 6. (Color online) Renormalization group flow for a three
dimensional spin-1 Bose gas at zero temperature in the absence of
dipole–dipole interactions. The dimensionless coupling constants are
defined as cˆi = 2εΛci/K3Λ
3, i = 0, 2. The Gaussian fixed point (I)
is stable, and RG flows starting from cˆ0 ≥ 0 and small |cˆ2| end up to
the Gaussian fixed point. Fixed points II and III are in the physically
inaccessible region but they still have an effect on the RG flow since
they give rise to two runaway flows for large |cˆ2|.
interactions tend to renormalize to the Gaussian fixed point,
the Bogoliubov mean-field theory of spinor condensates is a
valid description of the system in this regime (cf. Ref. [30]).
However, the RG approach used here does not provide in-
formation about nonuniversal properties such as the possible
fragmentation of the condensate for antiferromagnetic inter-
actions [56].
B. Thermal regime
In the thermal regime, we require that β in Eq. (15) does
not flow, i.e., the temperature is kept constant in the RG flow.
This implies z = 0, and Eq. (8) gives ζ = (2 −D)/2. From
Eq. (16) we observe that any finite initial Γ0 flows to zero.
Quantum fluctuations are thus negligible in this limit and we
take Γ→ 0 in Eqs. (17)–(19). We obtain
ΓnBE[βΓ(εΛ − µ)]→
1
β(εΛ − µ)
, (22)
χ1(β,Γ)→
1
β(εΛ − µ)2
, (23)
χ2(β,Γ)→
1
β(εΛ − µ)2
, (24)
and at the critical plane corresponding to µ = 0 [57, 58] we
have
dc0
d`
= (4−D)c0 − (5c20 + 2c22)
KDΛ
D
βε2Λ
, (25)
dc2
d`
= (4−D)c2 − (3c22 + 6c0c2)
KDΛ
D
βε2Λ
. (26)
At finite temperatures we define dimensionless coupling con-
stants by cˆi = βε
2
Λci/KDΛ
D, i = 0, 2. Note that the defini-
6tion is slightly different from the zero-temperature case. Fixed
points corresponding to the dimensionless coupling constants
are shown in Table II, where have defined  = 4−D.
I II III IV
cˆ∗0 0 0.088 0.194 0.2
cˆ∗2 0 0.157 −0.054 0
Table II. Fixed points corresponding to the RG equations (25)
and (26). The dimensionless values are defined as cˆ∗i =
βε2Λc
∗
i /KDΛ
D , i = 0, 2. The Gaussian fixed point I is unstable
and the SU(3)-symmetric fixed point IV is stable for  > 0 (D < 4).
Fixed points II and III have both relevant and irrelevant scaling fields.
To analyze the RG equations in the absence of DDI, we
concentrate on the case D = 3 for which the RG flows are
depicted in Fig. 7. The instabilities indicated by the run-
away flows have the same structure and physical interpretation
as in the zero-temperature case. An interesting difference to
the zero-temperature limit is that the ferromagnetic instability
corresponding to the runaway flows for large negative c2 takes
place before the mean-field criterion c0 ≥ 0 and −c2 ≤ c0
is violated. Hence, the thermal fluctuations tend to decrease
the stability of spinor condensates on the ferromagnetic side
(c2 < 0).
We note that only the ratio cˆ2/cˆ0 is universal (i.e., indepen-
dent of the cutoff Λ), and therefore quantitative comparison of
the singlet condensate formation in the quantum and thermal
regimes depends on Λ, see Figs. 6 and 7. The values c2/c0 dis-
cussed in Sec. II place the bare coupling constants cˆ0(0) and
cˆ2(0) for
23Na and 87Rb into the regime where cˆ0(`) and cˆ2(`)
either renormalize to zero (quantum limit) or to the SU(3)
symmetric fixed point where cˆ∗2 = 0 (thermal limit). Since
ferromagnetic and antiferromagnetic (polar) condensates cor-
respond to different symmetries, they should be separated by a
phase transition. At mean-field level, we expect the transition
to be first order (see also Ref. [38]). The RG calculation sup-
ports this conclusion in the sense that we do not find a critical
point separating the two phases, see Fig. 7.
At first it may seem surprising that the fixed point IV (or
the Gaussian fixed point I at T = 0) governs the properties of
both antiferromagnetic and ferromagnetic condensates. How-
ever, according to the exact theorem of Ref. [59], the correct
low-energy theory of spin-1 bosons should indeed correspond
to c2 = 0. The authors of Ref. [59] propose that a nonzero
c2 in the low-energy theory could arise either from dipole–
dipole interactions or from the electron transfer between the
atoms. In Secs. V and VI we show that DDI is indeed suffi-
cient to give rise to nonzero c2 in the low-energy description
of spinor Bose gases. Since several important properties of the
spinor Bose gases hinge upon the presupposition that the spin-
dependent coupling is nonzero [8–15, 17, 18], the analysis in
Secs. V and VI provides justification for this key assumption.
The two runaway flows do not contradict the aforementioned
theorem since they correspond to the formation of a spinless
condensate consisting of either single atoms polarized to the
same hyperfine spin state or spin singlet pairs.
0 0.1 0.2 0.3−0.05 0.05 0.15 0.25
−0.15
−0.1
−0.05
0
0.05
0.15
0.2
0.25
0.1
cˆ 2
cˆ0
III
IV
II
I
Figure 7. (Color online) Renormalization group flow for a three di-
mensional spin-1 Bose gas at fixed temperature. The RG flows corre-
spond to the case where dipole–dipole interactions are either absent
or take the fixed-point value c∗dd = 0. The dimensionless coupling
constants are defined as cˆi = βε
2
Λci/K3Λ
3, i = 0, 2. The ferro-
magnetic condensate corresponds to the region with cˆ2 < 0 above
the lower dashed line. The region of antiferromagnetic condensate is
delimited by cˆ2 > 0 and the upper dashed line.
V. RG ANALYSIS OF DIPOLAR BOSE GAS
We calculate contributions arising from DDI using the
generic diagrams depicted in Figs. 2 and 3. The contribution
from the tadpole diagram in Fig. 2(a) vanishes identically for
DDI, and the rainbow diagram in Fig. 2(b) does not contribute
to the renormalization of chemical potential. However, the
rainbow diagram does in principle contribute to the anomalous
dimension η which indicates the importance of renormaliza-
tion of the kinetic energy term in Eq. (4). At this point, we
neglect the renormalization εk → Zηεk altogether and set
Zη = 1. We will justify this assumption after we have derived
the full RG equations in Sec. IV.
The rainbow diagram also generates a relevant term which
in the Cartesian basis takes the simple form
S′0 = −h0
∫
d4k ψ∗α(~k) kαkβ ψβ(~k), α, β ∈ {x, y, z}.
(27)
We have introduced here a new coupling constant h0 that is
determined by the RG equations. At the lowest order, h0 is
proportional to cdd. We note that the combined contribution
of the kinetic energy renormalization and S′0 can be written as
a squared spin-orbit interaction
Sso =
∫
d4k ψ∗α(~k) (k ·F)2αβ ψβ(~k). (28)
The new single-particle term S′0 is allowed since it has the
same symmetries as the original action given by Eqs. (4)
and (5). Whether this term should be included to the original
action from the beginning depends on the behaviour of cdd(`)
in the RG flow and, in particular, on the values of cdd(`) at the
fixed points.
7Figure 8. Additional one-loop diagrams giving a nonzero contribu-
tion to the RG equations in the presence of dipole–dipole interac-
tions.
Most of the diagrams in Fig. 3 do not contribute to the
renormalization of the coupling constants. All the relevant
terms are shown in Fig. 8, and they can be evaluated using
essentially the same methods as in Sec. IV. They yield
dgs = (λ1c
2
ddχ1 + λ2c
2
ddβχ2)K3Λ
3d` (29)
dgd = −(λ3c2ddχ1 + λ4c2ddβχ2)K3Λ3d` (30)
dcdd = −(λ5c2dd + 2cddgd − 4cddgs)K3χ2Λ3d`, (31)
where λ1 = 32pi
2/45, λ2 = 272pi
2/45, λ3 = 256pi
2/45,
λ4 = 496pi
2/45, and λ5 = 8pi/3. The complete set of RG
equations for a dipolar Bose gas consists of contributions from
Eqs. (29)–(31) and the RG equations (15)–(19). We consider
again the same limits as in Sec. IV, namely, the quantum limit
T → 0 and the thermal limit Γ→ 0.
A. Quantum regime
Using the results of Sec. IV A, we obtain the RG equations
for nonzero dipole–dipole interaction at the fixed point µ∗ = 0
dc0
d`
= −c0 − (c20 + 2c22 + γ1c2dd)
K3Λ
3
2εΛ
, (32)
dc2
d`
= −c2 + (c22 − 2c0c2 − γ2c2dd)
K3Λ
3
2εΛ
, (33)
dcdd
d`
= −cdd, (34)
where γ1 = 224pi
2/45 and γ2 = 32pi
2/45. We observe im-
mediately that the dipole–dipole coupling constant cdd renor-
malizes exponentially to zero in the zero-temperature limit,
and the new single-particle term Eq. (27) remains unimpor-
tant. The fixed points of the RG flow are shown in Table I with
an addition that c∗dd = 0 at each fixed point. Furthermore,
since cdd appears quadratically in Eqs. (32) and (33), the sta-
bility of the fixed points is not affected by DDI and cdd gives
rise to an irrelevant scaling field at these fixed points. Other-
wise the properties of RG flows are the same as in Sec. IV A.
B. Thermal regime
In the thermal regime, we require again that the temperature
does not flow under RG, which renders the parameter Γ to
renormalize exponentially to zero. Using Eqs. (22)–(24), we
obtain, for µ∗ = 0
dc0
d`
= c0 − (5c20 + 2c22 + α0c2dd)
K3Λ
3
βε2Λ
, (35)
dc2
d`
= c2 − (3c22 + 6c0c2 + α2c2dd)
K3Λ
3
βε2Λ
, (36)
dcdd
d`
= cdd − (αddc2dd + 2c0cdd + 6c2cdd)
K3Λ
3
βε2Λ
, (37)
where α0 = 448pi
2/45, α2 = 304pi
2/45, and αdd = 8pi/3.
The RG flow gives rise to the four fixed points discussed in
Sec. IV B corresponding to c∗dd = 0. There are also two addi-
tional fixed points given by
cˆ∗0 = 0.087, cˆ
∗
2 = 0.117, cˆ
∗
dd = 0.015, (38)
cˆ∗0 = 0.088, cˆ
∗
2 = 0.148, cˆ
∗
dd = −0.008. (39)
The dipole–dipole interaction introduces new relevant scal-
ing fields [60] for the fixed points I, III, and IV, while the fixed
point II has the same instabilities as in the absence of DDI.
The new dipolar fixed points in Eqs. (38) and (39) have both
relevant and irrelevant scaling fields, and the RG flows in the
vicinity of these fixed points have properties similar to those
of dipolar ferromagnets with spatial disorder [61]. We do not
yet dwell on this point since our analysis so far has neglected
the relevant single-particle term (27) generated by DDI. Since
the dipole–dipole interaction does not renormalize to zero in
the thermal regime, we have to include the single-particle term
in Eq. (27) into our analysis with an a priori unknown cou-
pling constant h0 in order to properly investigate the dipolar
fixed points.
We analyze the properties of RG flows in the thermal
regime more carefully in the next section where we consider
an extensive model for dipolar Bose gases. We also point out
that the above conclusions hold even if the flow of the chem-
ical potential is taken into account, i.e., the fixed points and
their properties remain qualitatively the same.
VI. COMPLETE RG ANALYSIS AT FINITE
TEMPERATURES
We analyze here the properties of dipolar spinor Bose gases
using the full effective action Sfull = S0 + S
′
0 + Sint, where
S0, S
′
0, and Sint are given by Eqs. (1), (27), and (2). Fur-
thermore, we allow renormalization of the kinetic-energy term
8by redefining εk = Zη~2k2/2m with the initial condition
Zη(0) = 1. In the RG transformation, the kinetic energy
scales as εk → εkelnZη(`)−2`, and in order to keep the to-
tal kinetic energy unchanged, we have to rescale fields as
ψα → ψαeξ`−
1
2 lnZη(`). The quantity lnZη(`) gives rise to
anomalous dimension η which we will discuss in more detail
once we have the final RG equations at hand. The anomalous
dimension changes the scaling relations (9a)–(9c) and gives
h0 a nontrivial scaling
Γ→ Γ e(d+2ζ)`−Zη(`), (40a)
µ→ µ e−2`+Zη(`), (40b)
g → g e−2(ζ+1)`+2Zη(`), (40c)
h0 → h0 eZη(`), (40d)
where g = gd, gs, cdd. The appearance of nonzero anomalous
dimension does not change Eq. (8).
Since dipole–dipole interactions were found to be rele-
vant only in the thermal regime (Sect. V B), we require again
that the temperature does not flow. We observe that Γ does
not acquire any renormalization beyond the trivial rescaling
even in the case of the augmented action Sfull. Assuming
that lnZη(`) does not become too large during the RG flow,
Eq. (40a) renders Γ to flow to zero. Therefore, both bubble
diagrams in Fig. 5 give an equal contribution.
In the presence of the new single-particle operator S
′
0, the
non-interacting Green’s function becomes non-diagonal and
takes the form
G0,αβ(k, ωn) = −
~
−i~ωn + εk − µ
(δαβ −
kαkβ
k2
)
− ~−i~ωn + εk − µ− h0k2
kαkβ
k2
. (41)
We note that in the limit h0 → 0, Eq. (41) reduces to Eq. (6),
and if h0 6= 0, G0,αβ(k, ωn) is non-singular for k → 0. A
free propagator analogous to that of Eq. (41) has been pre-
viously considered in the context of dipolar magnets, and
Eq. (41) corresponds to the long wave-length limit of the dipo-
lar propagator of Ref. [62]. The difference between the ear-
lier studies [62] and the present work is the itinerant nature of
magnetism in spinor Bose gases which gives rise to S
′
0 only
through the RG transformation. In the theory of classical mag-
nets, single-particle interactions similar to S
′
0 represent the ac-
tual dipole–dipole interaction and phenomenological quartic
terms are taken to be local interactions [62]. In particular, we
see later on that the behavior of h0 under the RG flow is differ-
ent between classical dipolar ferromagnets and dipolar spin-1
Bose gases, even though h0 has formally the same role in both
systems.
Since G0,αβ has become nondiagonal, there are new dia-
grams contributing to the renormalization of coupling con-
stants. The new diagrams are illustrated in Fig. 9. In order
to evaluate the angular integrals arising from DDI and nondi-
agonal Green’s function, we compute the RG equations only
up to the linear order in h0. This is a natural approximation,
since we assume that initially h0 is small if not vanishing. We
Figure 9. Additional one-loop diagrams contributing to the RG
equations due to the nondiagonal part of the Green’s function.
analyze the accuracy of this approximation when we consider
the fixed points corresponding to the full RG equations. The
diagrams in Figs. 4, 8, and 9 yield the following contributions:
dZη =
4m
15pi~2
cdd(1 + 5h˜0)χ0,1Λd`, (42)
dh0 =
2
15pi
cdd(3 + 5h˜0)χ0,1Λd`, (43)
dµ =
[− 1
3pi2
(gs + 2gd)(3 + h˜0) +
4
3pi
cddh˜0
]
χ0,1Λ
3d`,
(44)
dgs = −
1
2pi2
[
(3g2s + 6gsgd − δ1c2dd)(1 + 2h˜0/3)
+ (δ2gscdd + δ3gdcdd + δ4c
2
dd)h˜0
]
χ0,2Λ
3d`,
(45)
dgd = −
1
2pi2
[
(5g2d + 4gdgs + 4g
2
s + δ5c
2
dd)(1 + 2h˜0/3)
− (δ6gdcdd + δ7c2dd)h˜0
]
χ0,2Λ
3d`,
(46)
dcdd = −
1
2pi2
[
(δ8c
2
dd + 2gdcdd − 4gscdd)(1 + 2h˜0/3)
− δ9c2ddh˜0
]
χ0,2Λ
3d`, (47)
where h˜0 = h0Λ
2/(εΛ−µ) and χ0,n = 1/β(εΛ−µ)n for n =
1, 2. The numerical constants are given by δ1 = 304pi
2/45,
δ2 = 16pi/9, δ3 = 32pi/9, δ4 = 128pi
2/135, δ5 = 752pi
2/45,
δ6 = 2δ3, δ7 = 3δ4, δ8 = 8pi/3, and δ9 = δ2. In the Zeeman
9basis, the full RG equations take the form
d lnZη
d`
=
8pim
15~2
cdd(1 + 5h˜0)K3Λχ0,1, (48)
dh0
d`
= −ηh0 +
4pi
15
cdd(3 + 5h˜0)K3Λχ0,1, (49)
dµ
d`
= (2− η)µ− [ 2
3
(c2 + 2c0)(3 + h˜0)
− α0cddh˜0]K3Λ3χ0,1, (50)
dc0
d`
= (1− 2η)c0 − [(5c20 + 2c22 + α1c2dd)(1 +
2
3
h˜0)
− (α2c0cdd + α3c2cdd + α4c2dd)h˜0]K3Λ3χ0,2,
(51)
dc2
d`
= (1− 2η)c2 − [(3c22 + 6c0c2 + α5c2dd)(1 +
2
3
h˜0)
− (α6c2cdd + α7c0cdd + α8c2dd)h˜0]K3Λ3χ0,2,
(52)
dcdd
d`
= (1− 2η)cdd − [(α9c2dd + 2c0cdd + 6c2cdd)
× (1 + 2
3
h˜0)− α10c2ddh˜0]K3Λ3χ0,2, (53)
where we have defined the anomalous dimension as η =
d lnZη/d`. Comparison with Eqs. (20), (21), (25), and (26)
shows that η can be thought of as an effective correction to
the spatial dimension of the system. Numerical constants αi
are defined as α0 = 8pi/3, α1 = 448pi
2/45, α2 = 32pi/9,
α3 = α2/2, α4 = 256pi
2/135, α5 = 304pi
2/45, α6 = α3,
α7 = α2, α8 = α4/2, α9 = α0, and α10 = α3. The RG
equations (48)–(53) are computed up to the linear order h0.
The fixed points corresponding to RG equations (48)–(53)
are shown in Table III where the dimensionless quantities
are defined as hˆ∗0 = Λ
2h∗0/εΛ, µˆ
∗ = µ∗/εΛ and cˆ
∗
i =
βε2Λc
∗
i /K3Λ
3. Table III shows that fixed points VII and VIII
correspond to relatively large values of hˆ0, and the original
RG equations (48)–(53) are no longer reliable in this region
since they were calculated only up to the linear order in h0.
Linearized RG equations in the vicinity of fixed points V and
VI give rise to complex eigenvalues. Similar behavior has
been previously found in the context of dipolar ferromagnets
with spatially uncorrelated disorder [61] as well as in systems
with long-range-correlated disorder [63]. We note that the ap-
pearance of complex eigenvalues for fixed points V and VI
could be an artifact of our approximations, and therefore we
concentrate on the properties of RG flows in the vicinity of
fixed points I–IV where our calculation should capture the es-
sential physics.
The Gaussian fixed point I is trivial since it is unstable to
every direction in the space of the original coupling constants.
Fixed points II–IV have certain common features such as the
existence of one marginal scaling field arising from the com-
bination of h0 and cdd. This scaling field reflects the existence
of a continuous line of fixed points for c∗dd = 0, corresponding
to an arbitrary value of h∗0. Since h0 was originally generated
by DDI, we have taken h∗0 = 0 for fixed points with c
∗
dd = 0.
Fixed points II–IV also have one scaling field directly propor-
I II III IV V VI VII VIII
hˆ∗0 0 0 0 0 −0.355 −0.357 1.229 1.247
µˆ∗ 0 0.250 0.250 0.286 0.282 0.279 0.204 0.124
cˆ∗0 0 0.050 0.109 0.102 0.066 0.070 0.028 0.034
cˆ∗2 0 0.088 −0.031 0 0.095 0.120 0.046 0.039
cˆ∗dd 0 0 0 0 0.007 −0.009 −0.002 0.009
η∗ 0 0 0 0 −0.012 0.015 −0.015 0.068
Table III. Dimensionless values of the fixed points corresponding to
RG equations (48)–(53). All fixed points are unstable and linearized
RG equations possess complex eigenvalues in the vicinity of fixed
points V,VI, and VIII.
tional to cdd. This scaling field is irrelevant for fixed point II
and relevant for fixed points III and IV.
To further analyze the behavior of RG flows in the case of
weak DDI, we simplify the full RG equations by taking both µ
and h0 to be critical [57]. This gives the reduced RG equations
dc0
d`
= (1− 2η)c0 − (5c20 + 2c22 + α1c2dd)
K3Λ
3
βε2Λ
, (54)
dc2
d`
= (1− 2η)c2 − (3c22 + 6c0c2 + α5c2dd)
K3Λ
3
βε2Λ
, (55)
dcdd
d`
= (1− 2η)cdd − (α9c2dd + 2c0cdd + 6c2cdd)
K3Λ
3
βε2Λ
,
(56)
where the anomalous dimension is given by η =
8pim
15~2 cddK3/βΛεΛ. Apart from the anomalous dimension, the
reduced RG equations are the same as Eqs. (35)–(37).
The reduced RG equations (54)–(56) can be used to justify
the approximation of Sec. V, where the anomalous dimension
was neglected altogether. Equations (54)–(56) have four fixed
points I–IV shown in Table II corresponding to vanishing DDI
(in 3D, we take  = 1). In addition, there are two other non-
trivial fixed points
cˆ∗0 = 0.085, cˆ
∗
2 = 0.114, cˆ
∗
dd = 0.015, (57)
cˆ∗0 = 0.090, cˆ
∗
2 = 0.150, cˆ
∗
dd = −0.008. (58)
Comparing Eqs. (38) and (39) to Eqs. (57) and (58), one ob-
serves that the effect of anomalous dimension is negligible.
Furthermore, Table III shows that the values of η at fixed
points are small compared to unity and hence the anomalous
dimension has only a small effect on the fixed point structure
of the full RG equations (48)–(53).
In the vicinity of fixed points I–IV, linearized RG equations
again give rise to one scaling field that is directly proportional
to the dipole–dipole interaction. In the case of fixed points I,
III, and IV, this scaling field is relevant and DDI introduces
an additional instability. To quantify this instability, we de-
fine crossover exponents [46] φi = λi/λDDI, where λDDI is
the eigenvalue corresponding to the DDI-induced scaling field
and λ1,2 are the two remaining eigenvalues corresponding to
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the flows depicted in Fig. 7. The crossover exponent φi in-
dicates the relative importance of a given scaling field si with
respect to the DDI induced instability [60]. When the absolute
value of the crossover exponent becomes smaller than unity,
the DDI-dependent instability dominates the RG flow with re-
spect to si.
I II III IV
φ1 1 5.498 −1.069 −1.667
φ2 1 −8.464 0.235 −0.333
Table IV. Crossover exponents corresponding to fixed points I–IV in
Table II. For the fixed point II, we have replaced λDDI with |λDDI|
since the DDI scaling field is irrelevant at fixed point II.
The crossover exponents are shown in Table IV and they
indicate that the properties of fixed point II are largely unaf-
fected by the dipole–dipole interaction. On the other hand,
fixed points I, II, and IV are susceptible to the runaway flows
induced by DDI. To explore these runaway flows, we integrate
the RG equations numerically in the vicinity of fixed points I–
IV. We take cdd(0) to be small and positive, which is the phys-
ically relevant case. We find that the system exhibits the two
runaway flows discussed in Sect. IV (see Fig 7). However, the
mean-field regime governed by the fixed point IV becomes
unstable and RG flows starting from this region correspond to
the ferromagnetic runaway flow. The dipole–dipole interac-
tion tends to increase under the ferromagnetic runaway flow,
whereas under the antiferromagnetic runaway flow DDI renor-
malizes to zero. This is demonstrated in Figs. 10 and 11 where
we show the sign of c2 (Fig. 10) and the magnitude of cdd
(Fig. 11) in the asymptotic limit of RG flows. For each initial
point (cˆ0, cˆ2, cˆdd), we integrate the RG equations up to value
`c, where `c is given by the condition |cˆ2(`c)| = 10. Since
both cˆ0 and cˆ2 diverge along the runaway flows, the precise
value of |cˆ2(`c)| which determines `c is unimportant. It only
needs to be large enough to illustrate the general tendency as-
sociated with the two runaway flows: for AFM runaway flow
DDI renormalizes to zero whereas for FM runaway flow DDI
tends to grow.
Figures 10 and 11 demonstrate the existence of a phase
transition separating an antiferromagnetic spin singlet con-
densate and a ferromagnetic condensate with anisotropic
dipole–dipole interactions and suppressed fluctuations in the
magnitude of local spin (dipolar ferromagnetic condensate).
The dipole–dipole interaction favors spatial modulation in the
local magnetization and in contrast to Sect. IV B, the equilib-
rium phase corresponding to the ferromagnetic runaway does
not feature all atoms in the same hyperfine spin state. Fur-
thermore, even weak DDI renders antiferromagnetic and fer-
romagnetic condensates unstable towards formation of dipolar
ferromagnetic condensate.
To verify that the anisotropic kinetic energy term repre-
sented by h0 does not change the previous conclusions, we lift
the assumption h0 = 0 and integrate RG equations (48)–(53)
in the critical region corresponding µ = 0. We take h0 ini-
tially zero since the original action does not contain the term
in Eq. (27). We obtain RG flows identical to those depicted in
Figure 10. (Color online) Sign of the dimensionless coupling con-
stant cˆ2(`c) for each initial point (cˆ0, cˆ2, cˆdd). The dimensionless
coupling constants are defined as cˆi = βε
2
Λci/KDΛ
D , i = 0, 2, dd.
Reduced RG equations (54)–(56) are integrated up to `c, where `c is
determined by the condition |cˆ2(`c)| = 10. The initial values of cˆdd
are (a) cˆdd(0) = 0.01, (b) cˆdd(0) = 0.025, (c) cˆdd(0) = 0.05, and
(d) cˆdd(0) = 0.1.
Figure 11. (Color online) Value of the dimensionless coupling con-
stant cˆdd(`c) for different initial points (cˆ0, cˆ2, cˆdd). The reduced
RG equations are integrated up to `c, where `c is determined by the
condition |cˆ2(`c)| = 10. The initial values of cˆdd are the same as
in Fig. 10, namely (a) cˆdd(0) = 0.01, (b) cˆdd(0) = 0.025, (c)
cˆdd(0) = 0.05, and (d) cˆdd(0) = 0.1.
Fig. 10 and 11. For the physically relevant case cdd(0) > 0,
we find that h0 grows under both runaway flows. Under the
antiferromagnetic runaway flow, the growth of h0 is somewhat
slower than in the case of ferromagnetic runaway flow.
We conclude this section by analysing the stability of the
two additional fixed points given in Eqs. (57) and (58). As
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discussed in Sec. V B, the RG flow in the vicinity of these
new fixed points has somewhat unconventional properties that
are similar to those discussed in Refs [61, 63]. When the
RG equations (54)–(56) are linearized in the vicinity of fixed
points, the eigenvalues of the resulting matrix consist of one
real eigenvalue and a pair of complex-conjugated eigenvalues
in the case of physically relevant fixed point in Eq. (57). The
real parts of eigenvalues determine the stability of the fixed
point [63], and we find that the fixed point in Eq. (57) is un-
stable and practically unattainable since the complex eigen-
values have positive real parts. Furthermore, RG flows near
the fixed point in Eq. (57) are not markedly different from the
RG flows near fixed points I–IV. We find that RG flows start-
ing from positive cdd remain positive and since the bare value
of DDI coupling cdd(0) = µ0µ
2
Bg
2
F/4pi is positive, the fixed
point in Eq. (58) corresponding to negative DDI coupling is
not relevant for physical systems. For completeness, we note
that linearized RG equations for the fixed point in Eq. (58)
give rise to real eigenvalues, two of which are positive.
VII. EFFECTS ASSOCIATEDWITH THE ANISOTROPIC
DISPERSION
To analyze the properties of the anisotropic kinetic energy
term in Eq. (27), we restrict to the noninteracting limit and
consider only the single-particle part S0+S′0. Since the effects
associated with dipole–dipole interactions become important
only at finite temperatures, we neglect all nonzero Matsubara
frequencies in the correlation function G0,αβ = 〈ψ∗αψβ〉 and
obtain
G0,αβ(k) =
1
εk − µ
(
δαβ −
kαkβ
k2
)
+
1
εk − µ− h0k2
kαkβ
k2
.
(59)
The anisotropic dispersion does not affect local spin order,
but can nevertheless give rise to nematic order described by a
tensor order parameter
(Qs)αβ =
1
2
(ψ∗αψβ + ψ
∗
βψα). (60)
Since we consider a uniform system with constant total den-
sity, our definition of Qs is analogous to that of Ref. [64].
In the non-interacting limit we have 〈Qs(k)〉 = G0,αβ(k).
The nematic order is associated with the eigenvalues and
eigenvectors of 〈Qs〉. Following Ref. [64], we define the ne-
matic director nˆ to be the eigenvector corresponding to the
largest eigenvalue of 〈Qs〉. Since 〈Qs〉 has to be positive
semidefinite, we impose a condition |h0| < ~2/2m. This
condition is also physically motivated since initially in the
RG calculation, we assumed h0 to be small compared to ki-
netic energy. Without losing generality we may also take
µ = 0. For h0 > 0 we obtain nˆ(k) = kˆ, corresponding
to a hedgehog (monopole) in the momentum space. In the
case h0 < 0, there are two linearly independent nematic di-
rectors which can be taken to be nˆ1(k) = (−kz, 0, kx)/kxz
and nˆ2(k) = (−ky, kx, 0)/kxy , where kxα =
√
k2x + k
2
α.
Such nematic directors correspond to vortices in momentum
space.
One of the experimental manifestations of dipolar interac-
tions in spin-1 Bose gases is periodic spatial modulation in the
local magnetization [27]. Since we have considered only the
noninteracting case in this section, the local spin order van-
ishes and our analysis cannot be directly compared with the
experiment of Ref. [27]. To study the nematic order associ-
ated with h0 in real space, we Fourier transform G0,αβ . The
nematic director nˆ(r) corresponds to the hedgehog for h0 < 0
and the two vortex solutions for h0 > 0. Note that the hedge-
hog in real space corresponds to a vortex in momentum space
and vice versa. The nematic ordering and the corresponding
textures can in principle be measured in real space utilizing
the atomic birefringence [65, 66].
VIII. DISCUSSION
In this work, we have analyzed the properties of dipo-
lar spin-1 Bose gases using momentum shell renormalization
group and taking into account all one-loop diagrams. In the
absence of magnetic dipole–dipole interactions, our RG anal-
ysis complements the previous RG studies of low-dimensional
spinor Bose gases at T = 0 [39] as well as the phenomeno-
logical analysis of Ref. [38]. Similarly to Ref. [39], we found
two runaway flows corresponding to the formation of either a
condensate of spin singlet pairs or a fully spin-polarized scalar
condensate. The absence of stable fixed points in the regions
corresponding to runaway flows is sometimes a manifestation
of a first-order transition [54, 55]. In the case of antiferro-
magnetic runaway flow, it would be interesting to study if sta-
ble fixed points arise when an additional field representing the
spin singlet pairs is introduced [39]. We believe that the pos-
sible first-order transition associated with the ferromagnetic
runaway flow could be akin to the fluctuation-induced first-
order transition in type I superconductors [67]. For spinor
Bose gases, the analogue of an intrinsic fluctuating magnetic
field is given by the fluctuating Berry phase associated with
the local magnetization [68].
In the zero-temperature limit, we found that the dipole–
dipole interaction renormalizes to zero and does not induce
any additional instabilities. At finite temperatures, we ana-
lyzed the limit where thermal fluctuations dominate quantum
fluctuations. We found that the pair condensate is unaffected
by the dipole–dipole interactions which eventually renormal-
ize to zero. On the other hand, both antiferromagnetic and fer-
romagnetic condensates become unstable and the system ex-
hibits an instability similar to the ferromagnetic runaway flow
in the absence of DDI. In principle the magnetic dipole–dipole
interaction can be transformed to an external vector potential
such that the local spin of the gasS couples linearly to the curl
of the vector potential [48]. This transformation gives rise to
an alternative RG scheme which could provide further insight
to the runaway flow induced by the DDI and its connection
to the potential first-order transition. Also, the role of higher
order terms beyond the one-loop approximation should be ex-
plored and one possible route to accomplish this task could be
the functional renormalization group, from which the current
RG equations arise in principle as an approximation [34, 36].
12
Since the lifetime of ultracold atomic gases is limited and
the spin–spin interactions are relatively weak, it is not clear
to what extent the current experiments [26, 27] are able to
explore the true thermal equilibrium of the system. How-
ever, even if the experimentally attainable physics of spinor
Bose gases eventually turns out to be inherently out of equilib-
rium, understanding the corresponding equilibrium systems is
still a prerequisite for the exploration of the non-equilibrium
situation. The experimentally relevant atomic species 23Na
and 87Rb give rise to bare coupling constants that belong to
the regions of antiferromagnetic and ferromagnetic conden-
sates, respectively. In the absence of dipole–dipole interac-
tions, the critical properties of both of these condensates are
determined by the SU(3)-symmetric fixed point discussed in
Section IV B. When dipole–dipole interactions are taken into
account, ferromagnetic and antiferromagnetic condensates be-
come in principle unstable and the true equilibrium is deter-
mined by the ferromagnetic runaway flow. However, the life-
time of atomic gases can limit the possibilities of observing
this crossover from the critical behavior determined by the
non-dipolar fixed points of Sec. IV B and VI to the thermo-
dynamic equilibrium determined by DDI.
Recently observed optical Feshbach resonances [41] as well
as the proposed microwave induced Feshbach resonances [42]
provide in principle means to fully explore the phase diagrams
studied in this work. Alternatively, the phase diagrams in the
absence of DDI could also be realized in the molecular super-
fluid phase of p-wave resonant Bose gases [69].
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