We present a novel method for solving population density equations, where the populations can be subject to non-Markov noise for arbitrary distributions of jump sizes. There are important advantages over earlier methods: instead of introducing an extra dimension, we find that the history of the noise process can always be accounted for by the convolution of a kernel of limited depth with a history of the density, rendering the method more efficient. Excitatory and inhibitory input contributions can be treated on equal footing. Transient results can be modeled accurately, which is of vital importance as population density methods are increasingly used to model neural circuits. This method can be used in network simulations where analytic results are not available. The method cleanly separates deterministic and stochastic processes, leaving only the evolution of the stochastic process to be solved. This allows for a direct incorporation of novel developments in the theory of random walks. We demonstrate this by using the generalized Montroll-Weiss equation, and applying the resulting method to neuronal populations, subject to spike trains with gamma distributed interspike intervals. The nature of the deterministic process is reflected in a geometric grid that is determined prior to simulation. The formalism applies to widely varying deterministic models, and is therefore broadly applicable. We demonstrate this on leaky-and quadratic-integrate-and-fire dynamics, as well as a generalization of the Ornstein-Uhlenbeck process and a simple example from queuing theory.
I. INTRODUCTION
Population density techniques are widely used in physics, biology, chemistry, finance and other areas of science, often in the form of stochastic differential equations, or more generally in the form of the differential Chapman-Kolmogorov (dCK) equation [1] . The basic idea is always the same: the state of individuals in the population is described by a combination of deterministic laws that are known, and a noise process that is statistically similar for all individuals, causing irregular random state changes. Recent developments, in particular in computational neuroscience, have made clear that existing techniques for modeling populations fall short. First, individual state changes are not necessarily small, which precludes the use of Fokker-Planck or stochastic differential equations. Second, it is often necessary to consider networks of populations. This means that analytic results on e.g. the steady state are of limited value: we need to understand transients. Third, noise contributions can be excitatory or inhibitory and network simulations must be able to handle combinations of both types of input, so methods that are limited to just excitatory input are of limited value. Finally, the noise process is often non-Markovian, e.g. neuronal spike trains are sometimes better described by a gamma distribution than a Poisson process. This requires a generalization of the dCK equation.
In this paper, we will present a method that is broadly applicable to stochastic systems: we will demonstrate its application in computational neuroscience and have also obtained results in queuing theory [2] . The examples will be simple enough that they can be followed by those who do not have a strong background in these fields.
The method we present is quasi-analytic: the method of characteristics is used to define a grid that holds probability mass. On this grid only the evolution of the stochastic process needs to be considered. Deterministic motion is accounted for by shifting probability mass through the grid. The method consists of a subsequent execution of these two steps. This has two important advantages: First, the contribution of the deterministic process to the error is constant and can be made arbitrarily small, by solving the deterministic equations to a desired precision before the simulation starts. Second, in adopting this approach we transform the original population density equation, which is a partial integrodifferential equation, to a system of ordinary differential equations describing the noise process. For the dCK equation this set of ordinary differential equations is the Master equation of the noise process. This resulting system is insensitive to the gradient of the density profile and the numerical stability of the resulting equations is manifest. As a consequence it can handle discontinuous probability density profiles. It is important to be aware that this is not a numerical nicety: discontinuous density profiles do arise in neuroscience. An important example is a group of neurons that are synchronous and all fire at the same time. They will occupy the same region of state space and hence will constitute a moving Dirac delta peak there [3, 4] . Any numerical method based on finite differences or elements will quickly erode away this peak, incorrectly predicting a rapid decorrelation. In contrast, in a geometric binning system a slow decorrelation due to synaptic input can be modeled accurately over very long time scales (see section IV) [3, 4] . It is also simply more efficient to have to solve systems of ordinary differential equations rather than partial differential equations. A further advantage of this formalism is that the deterministic dynamics is reflected in the bin boundaries, and that a change of deterministic model for the neurons merely requires a change of bin boundaries, which are determined prior to simulation, without requiring any further changes to the algorithm.
In addition, arbitrary synaptic efficacy distributions can be handled; there is no reason to make a diffusion approximation. Earlier work in neuroscience [5] has investigated the effect of large jump sizes but was implicitly based on assumptions about the smoothness of the density profile. Applying this method to shot noise, the stochastic process is described by a Master equation which describes transport of probability mass from one bin to another. The gradient of the density profile plays no role whatsoever in this equation and dispenses with any need for these smoothness and continuity assumptions.
A final advantage of the approach is a rigorous separation of solutions for the deterministic and stochastic contributions to the evolution equation for the density (population density equation or PDE). This has important ramifications which so far have gone unexplored: Master equations are by no means the most general way for handling stochastic processes, and in the remainder of the paper we will discuss a generalization called the generalized Montroll-Weiss [6] (gMW) equation that allows the study of stochastic processes with a memory kernel. The dCK equation can be derived by simple balance arguments, and it is easy to see that they can be applied in a completely similar fashion, resulting in a replacement of the Master equation term by a gMW term. This results in a generalization of the dCK equation that incorporates stochastic processes with a memory kernel.
The paper is structured as follows: in section II we will briefly discuss related work and discuss what sets our method apart. In section III we will explain our methodology for solving the dCK equation, and demonstrate that by providing a solver for the gMW equation, we have extended our method for stochastic processes with a memory kernel.
In section IV we will first discuss a generalization of the Ornstein-Uhlenbeck process. We will then present our results for populations of quadratic-(QIF) and leakyintegrate-and-fire (LIF) neurons. The QIF neurons will be subject to shot noise with large synapses, the LIF neurons will be subject to a single input process consisting of a gamma distributed spike train. We will demonstrate that -all other things equal -the shape factor of the gamma distribution influences the amplitude of transients substantially for super threshold input, but leads to a similar steady state firing rate. For subthreshold input, the steady state firing rate is affected substantially by the shape factor.
The method does not readily extend to a mixture of processes. This is to be expected: both Poisson and gamma processes are examples of renewal processes, but in general the superposition of two renewal processes is only a renewal process if and only if both processes are Poisson [7, 8] . Applying the gMW to a mixture of processes requires an assumption that in general does not hold in computational neuroscience. Nonetheless, we will argue that for two input processes with comparable, relatively high, firing rates this assumption holds approximately, and that the gMW can used to obtain semi-quantitative insight. We predict that when both processes are characterized by similar synaptic efficacies, the contribution of the two combined gamma processes is substantially reduced compared to a linear combination from the two single processes. Monte Carlo simulations show that we can accurately calculate this suppression. However, when one process dominates, for example, because it has larger synapses, the predictions of the gMW equation break down: the gMW equation predicts a lasting suppression due to the weaker process, but Monte Carlo simulation shows that the result converges to that of a single process input. We will discuss the reasons for this breakdown.
We do not see a fundamental problem in extending the technique to more than one dimension -as would be required for conductance-based neurons -indeed, for a Poisson process we already have done this [31] . We will not discuss such an extension here, as it would complicate the exposition considerably. The central point of this paper: a general method of extending population density techniques to non Markov processes, is best illustrated on simple one dimensional models that are accessible to a broad audience.
II. RELATED WORK
Population density techniques have a long standing history in computational neuroscience starting with [9] [10] [11] [12] . In particular the last twenty years have seen an explosion of interest in this area [13] , and the area is now too large to cite in full. Many applications have used stochastic differential equations or Fokker-Planck approaches: initially often for leaky-integrate-and-fire neurons e.g. [14, 15] , later also for other models such quadratic or exponentialintegrate-and-fire neurons [16, 17] . In neuroscience it is clear that the diffusion approximation is not always appropriate: sometimes a single incoming spike has a large effect on the receiving neuron. Omurtag et al. [18] formulated the population density approach for a Poisson process for a distribution of synapses that are not necessarily small. A similar approach is followed by Nykamp and Tranchina [5] who, among other things, study the ef-fect of synapse size on the simulation result, and also by Richardson and Swarbrick [19] who argue that shot noise is required in realistic simulations of neo-cortical populations. In general, all of these papers use different numerical methods to solve the transient population response, with the exception of Marpeau et al. [20] who demonstrated that in the diffusion approximation the same algorithm can be used for different neural models.
de Kamps [21] applied the method of characteristics to transform the equation given by Omurtag et al. [18] into the Master equation of a Poisson point process, and demonstrated that this is possible to do for any neural model. He implemented an algorithm for leaky-integrateand-fire neurons and demonstrated that this method is manifestly stable: it requires integration of a set of ordinary equations; the gradient term of the original equation has been transformed away. Since he adopted a frame of reference that is expanding, this implementation is not directly suited for spiking neural dynamics. The method of characteristics was also subsequently applied by applied by Muller et al. [22] and Ly and Tranchina [23] .
Iyer et al. [4] and de Kamps [3] independently present a method based on the method of characteristics, using a geometric binning scheme that can accommodate spiking neural dynamics, and demonstrate this explicitly for one dimensional neural models. This means that the deterministic neuronal model enters the solution method through a grid that is determined prior to simulation. Each time step of the simulation now requires two operations: a shift of probability mass through the grid and the numerical solution of a Poisson Master equation over that time step, a method that will be explained in detail below. These operations do not depend on the neuronal model, or the distribution of synapses: this distribution affects the numerical values of a transition matrix but not the form of the equations or the solution method. Therefore the solution is uniformly applicable: for large or small synapses and any neuronal model. Moreover, there is no particular need to restrict oneself to Poisson processes. The key idea of this paper is that the Master equation can be generalized to accommodate non-Markovian processes, which leads to a more involved numerical solution of the stochastic process, but otherwise leaves the algorithm unchanged. We will demonstrate that this has several advantages over alternative approaches.
For intrinsically spiking neuronal models, our method bears some similarities to the phase reduction method for oscillators. There, a multi-dimensional dynamical system in a limit cycle regime is transformed according to the dynamics into a single phase variable θ such that dθ/dt = ω in the absence of noise, and the noise is then characterized by the shift it causes in the one-dimensional phase variable. However, in our method, by explicitly calculating the effect of noise on a discrete mass profile, we are able to study systems which do not necessarily oscillate or spike in the absence of noise (see LIF neuron examples), systems which experience strong noise, and systems which may have non-smooth or even discontinuous probability densities.
The importance of non-Poisson statistics is pointed out by Câteau and Reyes [24] , who demonstrate that some experimental data is better described by a gamma distribution, and demonstrate in a theoretical study that the dynamics of a synfire chain is substantially affected by the statistics of spike trains. They do this by means of an effective two dimensional Fokker Planck approach that demonstrate the effect, but does not lead to a directly applicable method for simulating population densities. This has led Ly and Tranchina [23] to adopt a renewal-based approach applied to LIF neurons. They define a two dimensional density where one of the variables is the membrane potential V , and the other the time since last spike s. They define a hazard function that includes the LIF dynamics, as well as the noisy synaptic input process, and find that an evolution of the density requires the solution of a set of ordinary differential equations that involves the convolution of a kernel with the past history of the density.
Below, we will derive a similar result, but based on a one dimensional model for the density. The necessity of integrating over the past history of the density is determined by the properties of the stochastic process, not that of the neuronal model: non-Markovian processes lead to a memory kernel. The width of this kernel is determined by the nature of the stochastic process; As an example, for gamma processes, the width is a function of the shape factor. This immediately makes it clear that the history of the density that must be considered is limited by the width of the kernel. A second dimension such as the time since last spike, which does not have a clear upper limit, is not required. Moreover, our results immediately generalize to the transient case and are valid for excitation and inhibition.
In summary, we have arrived at a method which applicable to almost any conceivable one dimensional population of neurons. The dynamics of the neuron will be represented in the bin boundaries of the density representation, but does not play an explicit role in the evolution of the dynamics. The synaptic distribution and the neural dynamics combined lead to transition matrices that remain constant during simulation and determine the evolution of the density due to the stochastic process. Learning can be easily accommodated for by considering the more general case of a synaptic distribution, which requires a superposition of pre-calculated transition matrices in order to sample the synaptic distribution. Learning amounts to a reweighting of these matrices in the computation of the final transition matrix. As this final matrix is sparse, that can be done efficiently.
The resulting equations are always of the same form, and can always be solved in the same way.
III. FROM DIFFERENTIAL CHAPMAN-KOLMOGOROV TO GENERALIZED MONTROLL-WEISS EQUATIONS
A. Geometric Binning
We will now consider how the density profile evolves as a consequence of deterministic neuronal dynamics and stochastic synaptic input. We will consider two onedimensional neural models, the leaky-integrate-and-fire (LIF) neuron and the quadratic-integrate-and-fire neuron (QIF). These models are simple enough to serve as an example for explaining the method to a general audience without a background in neuroscience.
Assume that a neuron is characterized by a vector v ∈ M summarizing its state, where M is a open subset of R n . Further, assume that a smooth vector field F ( v) exists everywhere on M and that a density function ρ( v, t) is defined for every v ∈ M . Now consider a large population of neurons. ρ( v)d v is the probability for a neuron to have its state vector in d v. It is also assumed that the population is homogeneous in the sense that interactions between neurons and the outside world can be accounted for by the same stochastic process for all neurons (although individual neurons each see different realisations of this process). In the absence of noise, neurons follow trajectories through state space determined by the flow of a vector field F ( v):
where τ is the neuron's membrane time constant. We must allow for the possibility of v being driven across ∂M , the edge of M , at which time it must be reset, immediately or after a refractive period at v = V reset . As an example consider LIF and QIF dynamics. LIF neuron dynamics are given by:
where V is the membrane potential and I an external (non-stochastic) current.
The dynamics of the QIF neuron can be described by:
For LIF neurons we will consider I = 0, for QIF neurons we will consider a positive value of I = 0.5. For a given V 0 = V (t = 0), these equations can easily be solved analytically:
is the time it takes for an LIF neurons to decay from
The dynamics are shown in Fig. 1 and show t as a function of V 0 . The reason for this unconventional representation will be explained below, but one important observation already helps to explain its motivation: consider a density profile ρ(V ) at t = 0, and no synaptic input. This profile determines the probability mass between the curves: i.e. what fraction of the population has a potential between each of two adjacent curves. In the absence of synaptic input this mass will be constant, as neurons will always be locked between the same two curves. This suggest a discretized representation of the mass profile, rather than the density. This mass profile remains unchanged, but each mass bin is associated with a different potential interval at different times. We will now formalize this idea.
We will start by formulating the formalism in terms of the density, but will see that a numerical solution indeed is most easily defined on a mass grid. Balance arguments [3, 18] lead to an advection equation for the density, defined by the left hand side of Eq. 6. A representative neuron in the population will receive input spikes, possibly from many other neurons. Each individual spike triggers an instantaneous state change in this neuron, in the simplest models a jump in membrane potential, in more sophisticated higher dimensional models a jump in conductance, etc. This leads to a model of deterministic neuronal dynamics and stochastic spike input. For Markovian processes, the noise is characterized by a transition probability: W ( w | v), the probability per unit time for a noise event that will cause a state transition from d v to d w.
This equation is known as the differential ChapmanKolmogorov equation [1] . Fokker-Planck equations can be considered a special case of Eq. 6.
Another typical example is shot noise:
where h is the synaptic efficacy. Inserting Eq. 7 into 6 immediately leads to a noise term that corresponds to the Master equation of a Poisson process. In computational neuroscience there are two boundary conditions that we will introduce later, but that do not play an important role in this section. Under the usual assumptions that guarantee the existence and uniqueness of solutions of Eq. 1 on M , one can find integral curves v (t, v 0 (t 0 )). If v 0 and t 0 are suitably chosen on ∂M , these curves cover the entire manifold M and every point of M is uniquely defined by a coordinate pair ( v , t).
These curves are the characteristics of Eq. 6. Applying the method of characteristics one finds that the total time derivative of the density in the ( v , t) system is given by:
This represents the fundamental idea behind the approach: in v -space only the Master equation of the noise process needs to be solved. This idea remains valid when non-Markovian processes are considered, although we must work with generalizations, such as the gMW equation, rather than with Master equations. Before doing this, we first demonstrate the implementation for Master equations.
B. Implementation
We will now discuss the implementation of the method. It is most easily explained for QIF neurons with Poisson noise. It can be made suitable for LIF neurons with a few simple modifications. We assume a representation of the density profile on a closed interval [V min , V max ]. It is clear that neurons reach V max in finite time, regardless of where they were at t = 0. V max is an absorbing boundary and we assume that neurons that touch this boundary reappear at potential V reset , either immediately or after a refractive period τ ref . For simplicity we assume for now that V reset = V min ; this does not affect the generality of the method. (In fact in one of the later examples we consider, V reset = V min .)
Consider now the initial value problem, posed by Eq. 3 with boundary condition V (t = 0) = V 0 . Assuming V 0 = V min , the neuron will reach threshold V th in a finite time t p for QIF neurons. (This time t p corresponds to the intrinsic 'period' or time between spikes in the absence of noise.)
Consider a division of time interval t p into N grid time steps:
The density profile ρ(v) for a given time t will be represented in a grid consisting of N grid bins. Each bin i (i = 0, · · · , N grid − 1) corresponds to a potential interval [v i , v i+1 ) in the following way: v 0 = V min , and when V (t = 0) = V min , v i is given by:
where V (t) is determined by Eq. 3. The binning is nonequidistant. When a neuron spikes, for example, it traverses a considerable potential difference in a short period of time and the bins covering this traversal will be very large. The evolution of a population density profile defined on (V min , V th ) can now be modeled as follows. Two grids V and P are created, both of size N grid . So the content of bin i of V, V i ≡ v i . Assume an initial density profile ρ(v, 0) is defined at t = 0. A natural way to represent this profile is to define P i by:
so that P i approximates the total probability between V = v i and V = v i+1 . Remarkably, having defined the contents of V and P, they can remain constant, yet describe the evolution of the density in the absence of synaptic input. To see this, consider the evolution over a period of time t step . All neurons that previously had a potential between V = v i and V = v i+1 , will now have a potential between V = v i+1 and V = v i+2 , except for those that had a potential between V = v N grid −1 and V th who now have a potential between V = V min and V = v 1 . So, the relationship between V and P changes, but not the actual array contents themselves. The density profile at simulation time t sim = kt step is given by:
This is all that is required to model the evolution of the density profile; the computational overhead is negligible. We define the map V
which gives the number of the bin in V that bin i in P currently corresponds to. At first sight this method does not appear to be applicable to LIF neurons: they do not move periodically through state space but converge to V = 0 and take infinitely long to do so. A small tweak makes the method for suitable for LIF neurons (and consequently for other neuronal models as well). For simplicity we assume V min = 0. We define a small constant λ, close to V = 0 and calculate the time it takes to decay from V max to λ:
Again we define a grid with N grid bins, with v 0 = 0, v 1 = λ and v N grid = V max . The rest of the bins is defined is as follows, first introduce:
As for QIF neurons, we store probability mass in an array P and we introduce the map between bins in V and P:
The difference between map 17 and 13 reflects the difference between decaying and spiking neuron dynamics. Eq. 17 expresses that the same neurons are associated with ever lower potentials. An extra condition must be imposed: let i rev ≡ V LIF k (0) and i th ≡ V LIF k (N grid ), i.e. the indices of the mass array that at simulation step t = kt step correspond to the reset bin and the threshold bin, then
and
These conditions ensure that mass that has entered the reset bin stays there, and does not reappear at V max .
In computational neuroscience V max is treated as an absorbing boundary leading to the boundary condition V max = 0. It is assumed that neurons that leave through V max = 0 reenter the system at a specific potential V reset , either immediately or after a refractive period. The first boundary condition is enforced by Eq. 19, while the mass leaving the system, which needs to be reintroduced at V reset is given by P i th . Eq. 18 expresses that here V reset = V min .
In the continuous case this amounts to imposing the boundary condition ρ(V max ) = 0 for LIF neurons (but not for QIF neurons, where this boundary condition is not correct) and the addition of a term δ(V − V reset ) Vmax Vmax−h ρ(v)dv to Eq. 6, which is required to ensure probability conservation.
C. The Master Equation in a Geometric Grid
For simplicity, we will describe the solution to the Master equation of the Poisson process. Extension to the gMW equation is straightforward.
First, consider the Master equation at t = kt step . We assume the time step for the solution, t step as defined in the previous section is so small that ν and h can be considered constant. It is relatively straightforward to formulate the Master equation in a non-equidistant grid. Consider the probability mass in bin i. This bin corresponds to a potential interval [V The horizontal line indicates probability that has moved through threshold, and reappears as gain in the reset bin. The lower half shows grids and transition matrix for QIF dynamics. The large bins on the outside reflect the fast deterministic neural dynamics, which is slower in the center of the grid, consequently returning a finer binning there. The largest bins are very large compared to the efficacy, and consequently most probability remains in this bin. This is a reflection of the fact that in this region of phase space -a spike -synaptic input has minimal effect on the dynamics. The transition matrix reflects this: there are no significant transitions at the low and high end of phase space. a matter of finding out which mass bins are covered by this interval, and if they are, by which proportion. This is a straightforward geometrical problem with an analytic solution for QIF and LIF neurons and that requires a search algorithm in the most general case [3] . The process is illustrated in Fig. 2 
or in vector-matrix notation:
where the elements of M are m ij .
FIG. 3:
In the absence of synaptic input, neural probability mass travels through state space. In a grid that is equidistant in time, this means that mass travels through states step by step. This means that the mass profile -held in grid P -can remain constant, but that the relationship between each mass bin, and each state space bin -held in V -must be updated for each time step. This results in a moving density profile.
Note that there are only N grid different sets of bins: for a spiking model
by Eq. 13. Similarly,
These sets and the corresponding covering coefficients m ij can be calculated prior to simulation, as long as h is constant. If h is not constant, e.g. during learning, it still can be expected to change slowly on a time scale of t step , and a set of matrices M can be precomputed.
D. Generalized Montroll-Weiss Equation: beyond Markov
As we can see from the previous sections, our implementation involves a discretization of the underlying vspace and probability distribution functions. The behaviour of the system can then be divided into two parts -the advection of probability due to the neuronal dynamics is captured by a map between bins of the probability array, while the effect of the stochastic input is captured by a master equation on the corresponding nonequidistant discretization of v-space. The latter master equation, when standing on its own, then describes the behaviour of a random walker on a network, where each interval in v-space is a node, and the strength of connections between nodes is given by the previously-calculated transition matrix.
Having used this abstraction, we now are able to extend our master equation method to other arbitrary (non-Poisson) processes by using a gMW equation for this network. Consider a random walker on a grid. The walker is locked on a node, unless a connection to another node appears at which point the walker must move instantaneously after which the connection vanishes. In the context of computational neuroscience, the appearance of a connection is the arrival of an input spike, which allows the receiving neuron to move from its current membrane potential to a higher one.
Let m ij f (t)dt be the probability of making a step from node i to node j, where the m ij are defined in Eq. 20. f (t) is the waiting-time distribution, The waiting-time distribution (WTD), which for a Poisson process is an exponential, is applied from the moment that the walker made its last move. It is assumed that the clocks for all WTDs in a gMW network are reset when the walker moves. In that case Hoffmann et al. [6] have shown that such a population of walkers can be described by:
where L −1 is the inverse Laplace transform and we have defined a diagonal matrix D T such that the Laplace transformD T satisfies (D T ) ij (s) =f (s)δ ij , where δ ij is the Kronecker delta. The function K is the memory kernel and is defined so that
In our system, since the WTDs are identical on all nodes,D T = If . This means we can simplify the above equation to:
which is the same as the equation for Poisson input, with P replaced by a convolution with a memory kernel. To provide some intuition for this result consider that, for a gamma process with shape α and scale β, f (t) = Therefore, in general, K does not have a closed-form expression. However, when our input noise process is a Poisson process with rate λ, this is equivalent to having an inter-event interval Γ(1, λ), soK = λ and our memory kernel is of the form λδ(t), where λ is the rate of the Poisson process. Hence the gMW equation reduces to
which agrees with the previous formulation of the method in [3] .
Other examples we will consider in this paper are gamma distributions with α = 2 and α = 3. For α = 2:
while for α = 3:
Now we define K norm := K/ ∞ 0 K(t)dt, so that K norm * P is also a probability distribution. This simplifies the equation in some cases, for example, if the population reaches a steady-state distribution P s , then K norm * P s = P s . For all cases where we consider a single input, the normalisation constant ∞ 0 K(t)dt is equal to the expectation value of the input spike train (which is β/α for a Γ(α, β) distribution).
In the following examples, besides Poisson processes, we consider as inputs renewal processes with gammadistributed inter-arrival time. This follows experimental data showing gamma-distributed inter-spike intervals [24, 25] . However, we stress that our method also works on other distributions for which the memory kernel has to be numerically evaluated. Efficient computation of the Laplace transform of other ubiquitous probability distributions of inter-event statistics of renewal processes, such as the Weibull or Pareto distributions, is an open area of research, for example [26] .
We solve Eq. 25 numerically. Between updates of the probability mass array, we use the forward Euler method. We first determine the width of the kernel to determine how much of the density's history must be kept in memory. We sample this history -and thereby the kernelat a time step that is small compared to the kernel size. This time step is smaller than the quantity t step , so the calculation is dominated by the solution of Eq. 25. The resulting algorithm that is described in [27] is nonetheless more efficient than Monte Carlo simulation.
IV. RESULTS
A. Generalised Ornstein-Uhlenbeck process While our method was designed with neuronal populations in mind, it is straightforward to apply it to other stochastic phenomena. In this section, we consider an example from outside neuroscience. The OrnsteinUhlenbeck (OU) process is one of the most fundamental examples of a stochastic process and is often used as a canonical example when developing techniques in the study of stochastic differential equations (SDEs) in various fields ( [28] [29] [30] ). It is often written as: dx t = θ(µ − x t )dt + σdW t , where W t is the Wiener process. In this section we show that our technique is able to successfully model a generalisation of the OU process where the Wiener process is replaced by a jump process with an arbitrary probability density function for the time between jumps.
In the absence of noise, the variable x t relaxes to µ with a time constant θ. We consider a dimensionless version where dx/dt = −x between jumps. This is very similar to the LIF neuron we considered in the previous section, but without the boundary condition representing spiking. For the stochastic part, we consider the variable x to have jumps of size h with the interval between jumps distributed according to the gamma distribution with shape α and rate β. We choose the gamma distribution as it is commonly used in neuroscience to model inter-spike intervals, but our method is generalisable to both arbitrary distributions of the time between jumps (as well as arbitrary distributions of the size of the jumps themselves).
Note that dE(x)/dt = −E(x) + h/E(Z), where Z ∼ Γ(α, β), (which is known to have an expectation of α/β). Therefore, at steady-state, E(x) = hβ/α. However, while the expectation of x may be easy to compute, the steadystate distribution may be hard or even impossible to calculate analytically, depending on the distribution of the inter-jump interval Z. Figure 4 shows that our method is able to accurately compute the steady-state distribution by comparing our results with histograms from Monte Carlo simulations. Although in all cases the system receives inputs with the same mean, there are substantial differences in the steady-state probability distribution. These differences occurring even for a simple dynamical system like this highlight the necessity of the development of methods for dealing with such non-Markovian processes.
(As far as we know, the computation presented here has not been performed before.)
B. Application: QIF neurons
We demonstrate the insensitivity of the method to the gradient of the density profile. Iyer et al. [4] give a similar example. We show a population of non-interacting QIF neurons that at some point in the past was brought into synchrony by a common input. Since we consider I > 0, in the absence of input this group of neurons will remain in synchrony and if the population is assumed to be homogeneous, they will all have the same membrane potential V at time t, i.e. the density profile is a Dirac delta peak travelling in state space along the characteristic given by Eq. 5. Assume that at t = 0 a low frequency (5 Hz) Poisson input is switched on that operates through a sharp synaptic distribution of very large synapses (h = 5; a quarter of the simulation interval!). The neurons will slowly decorrelate, and over time will end up in a steady-state distribution under this input. For the chosen input this will take very long (more than 10 s). The transient density profiles are extremely complex showing shadow images of the original density peak, and as a consequence are extremely jagged. Nonetheless, comparison to Monte Carlo simulations shows that the method reproduces the density profile faithfully over a very long period of time. As more and more Monte Carlo events are generated, the peaks of the profile are reproduced ever more accurately, showing that the spikes are not some numerical artefact, but rather a precise representation of the true density profile (See Fig. 5 ). 
C. Applications: LIF neurons
We rescale the neuronal parameters, so that V th = 1, and synaptic efficacies are expressed as a fraction of V th (we implicitly assumed the reversal potential is equal to 0 in Eq. 2). Next, we consider a population of LIF neurons, as in Eq. 2, with a membrane time constant of τ = 0.05s, and a single Poisson input of 800Hz with synaptic efficacy of 0.03, which has been used as a benchmark in earlier studies [18] . We then take the natural extension to gamma distributed inputs, and verify our method against Monte Carlo simulations. In Fig. 6 we observe good agreement with Monte Carlo simulations, and also note that our method works much faster, as the computational load scales with the number of bins in our discretized v −space, which does not depend on the system size, while the Monte Carlo simulations scale with the number of neurons. This difference in computational efficiency would be even more noticeable for large systems and circuits of populations. We also see that for higher shape factors, the population experiences stronger transients and takes longer to reach its steady state firing rate. In Fig. 7 , we show that changing the shape factor of the input distribution can even change the steady-state firing rate in some regimes.
The implications of the previous figures are potentially far-reaching -besides being able to accurately track transient behaviour, our method is also able to show that different inter-spike intervals in the input process can lead to qualitatively different output firing rates. By considering a 'gain curve' (Fig. 8 ) of steady-state output firing rate against input firing rate for different inter-spike distributions, we can even identify regions of parameter As we can see from the gain curves, for the same input and variability an increased shape factor decreases the firing rate. While this effect is only slight at high input firing rates, it is significant at lower firing rates, and we can see it changes the threshold input required for firing. This is particularly important as it is these threshold effects at the balance of excitation and inhibition which describe the most complex phenomena.
D. Breakdown of the generalized Montroll-Weiss Equations
The gMW equations are a highly flexible method for modelling random walks on a network of nodes (we considered the nodes ordered in v-space in our application of the formalism, but this is not required in general). It allows different WTDs for different connections, but not, in general, for a superposition of processes. The WTD distributions require a starting time, and it is assumed that this starting time is the moment when the walker made its last move. It is assumed that upon a move the clock of all WTDs is reset. This may be a reasonable assumption in some cases, but if a population receives input from independent processes such excitation from one source, and inhibition from another, there is no reason why the excitatory process should reset the WTDs of the inhibitory ones, and vice versa.
If two processes are considered, and both have relatively high, comparable firing rates it is not unreasonable assume that although a jump was caused by process 1, the WTD of process 2 was reset recently, and vice versa. We will apply the gMW, making an Ansatz that both WTDs have been reset recently.
Previously, we have considered our WTDs to be identical on all nodes so that f (t) * L
T (s) = 1. Now we consider the case where we have multiple processes acting on the population. Imagine two spike trains, one excitatory and one inhibitory with waiting-time distributions (or inter-spike intervals) given by f E and f I respectively. Then the probability of making a step due to the excitatory process would be f E (1 − F I ), and for the inhibitory process, f I (1 − F E ), where F E,I is the cumulative distribution function of the probability distributions f E,I . We then multiply this by the transition matrices corresponding to the synaptic efficacy distributions.
Since now the diagonal matrixD T has as its entrieŝ
, there is no way in general to simplify the gMW equation further, although a numerical solution is straightforward.
One special case in which it is possible to simplify this further is when both processes are governed by processes with the same probability distribution, as then
T (s) = 1/2 . As an example, we take this distribution to be Γ(2, β). For all the single input cases, the normalisation constant ∞ 0 K(t)dt is equal to the expectation of the input spike train (which is β/α for a Γ(α, β) distribution). However, in the case of two inputs, each distributed according to a gamma distribution of shape 2 and rate β, the expectation value for each is β/2, and one would expect a combined value of β. One finds, however:
5 , in other words, for two inputs the resulting kernel is suppressed to 80 % of the value that one would expect based on the individual processes.
The results of Fig. 9 confirm that this Ansatz is reasonable to make. It is necessary that both processes make a comparable contribution. In the limit h e h i , one would expect a convergence to the single channel result, and Monte Carlo simulation confirms that [27] . The gMW-based prediction keeps predicting a 20 % reduction. The reason that the inhibitory process retains influence within that formalism, despite the insignificance of the inhibitory synapses is that the inhibitory jumps keep resetting the clock for the excitatory WTD, which produces a wrong prediction. This demonstrates that the gMW must be considered with great care in the case of a superposition of processes. This is even true for a mixture of a Poisson and a gamma process [27] . Fig. 9 shows an interesting 'wobble', even for the Poisson case. This is an effect of the synaptic distribution, which is reflected in the density profile and clearly visible in this simulation ( see Fig.10 ). The probability density profile in steady state distribution reflects the synaptic distribution (Fig. 10) . Whether the last peak is close or far away from threshold has a noticeable effect on the firing rate, and is the cause of the 'wobbles' in the firing rate curves of Fig. 9 . In this figure hE = 0.17, hI = 0.15.
V. CONCLUSION AND FUTURE WORK
We have demonstrated a method for solving population density equations that separates the deterministic and stochastic processes. The dynamics of the deterministic process are reflected in the choice of grid for the probability mass. Deterministic motion can be accounted for by shifting the mass through the grid. This just leaves the problem of solving the equation determining the mass transfer due to the stochastic process. For a Poisson process this an extremely simple system of ordinary differential equations. The resulting method is manifestly insensitive to the gradient of the density profile: we demonstrated this by accurately tracking a population of QIF neurons with a discontinuous density profile.
The separation between deterministic and stochastic is general and makes no assumptions about the nature of the stochastic process. Therefore other methods for describing stochastic processes than Master equations can be incorporated. We demonstrated this explicitly by adopting a recent result from random network theory: the generalized Montroll-Weiss equations. This leads immediately to a formulation of population density equations for stochastic processes with a memory kernel. We arrived at this result without having to consider a two dimensional state space, as was required up to now. As a consequence, we immediately arrive at a formulation that requires us to retain a history of the density profile back into a time commensurate with the width of the memory kernel, i.e. for a one dimensional neuronal model, the resulting method is essentially one dimensional. The formalism handles the transients accurately, which is of vital importance for modelling the dynamics of neural circuits. Arbitrary synaptic distributions can be specified by choosing the appropriate transition matrices, and inhibition does not have to be considered as a separate special case [23] .
The method is not necessarily restricted to one dimensional neuronal models -as would be required for e.g. conductance-based models. We have successfully implemented a method for two dimensional neural models [31] , and anticipate that also there we need to retain a history of densities, but expect a straightforward generalization in that case.
We expect that the method is useful beyond computational neuroscience. An obvious application area is queuing theory, where the class of G/D/k queues handles events that arrive stochastically, but where the queues themselves operate deterministically.
We easily reproduced results of [32] on a an M/D/1/2 queue -the figure presented here 11 is identical to Fig.  1 in that paper and shows the occupation rate of a large number of queues operating in parallel (see [27] for details).
Limitations of the original method for modeling the stochastic process carry over to the one in this paper. To describe the mixture of renewal processes requires an extension of the original gMW method. Nonetheless, we found that under high firing rates, we can still use the gMW equations to predict the effect of the interaction of renewal processes, provided both processes have comparable synaptic strength. It would be interesting to consider generalizations of the gMW equations that would not be limited in this way.
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