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We introduce a new molliﬁer and apply the method of Levinson
and Conrey to prove that at least 41.28% of the zeros of the
Riemann zeta function are on the critical line. The method may
also be used to improve other results on zeros relate to the
Riemann zeta function, as well as conditional results on prime
gaps.
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1. Introduction









where p runs over the prime numbers, and has a meromorphic continuation to the whole complex
plane with its only pole, a simple pole at s = 1. It satisﬁes the functional equation (see [20])
ξ(s) = ξ(1− s), (1.1)
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ξ(s) = H(s)ζ(s) (1.2)
with








Let N(T ) denote the number of zeros of ζ(s), s = σ + it , in the rectangle 0 < σ < 1, 0 < t  T ,
each zeros is counted with multiplicity, von Mangoldt proved that (see [24])
























= O (log T ), as T → ∞.
Let N0(T ) be the number of zeros of ζ( 12 + it) on 0 < t  T , each zeros is counted with multiplic-
ity, N0s(T ) be the number of simple zeros of ζ( 12 + it) on 0 < t  T . The Riemann Hypothesis says
that N0(T ) = N(T ), the Simple Zeros Conjecture combined with the Riemann Hypothesis says that
N0s(T ) = N0(T ) = N(T ).
It was proved for the ﬁrst time by Hardy [11] in 1914 that ζ(s) has inﬁnitely many zeros on the
critical line σ = 12 , thus
N0(T ) → ∞ as T → ∞.
Hardy’s qualitative result was given a quantitative form
N0(T ) AT
for some A > 0 and T large enough, by Hardy and Littlewood [12] in 1921, and later, with an explicit
value of A, the same result was obtained by Siegel [23] in 1932 with a rather different method.
Let










In 1942, Selberg [21] proved that there is an effectively computable positive constant A such that
κ  A.
Selberg’s proof involved combing a ‘molliﬁer’ to compensate for irregularities in the size of |ζ(s)| and
the method of Hardy and Littlewood.
In 1974, Levinson [15] combined Siegel’s idea and Selberg’s idea and proved that
κ  0.3420.
The Levinson method involve the following main issues:
S. Feng / Journal of Number Theory 132 (2012) 511–542 513i) ‘Perturb’ the Riemann zeta function ζ(s) to a function f (s) such that (if the Riemann Hypothesis
is true) f (s) remains has no (or few) zeros in the rectangle 12 < σ < 1, 0 < t  T and the zeros of
ζ(s) on the critical line are ‘pushed’ to the left of the critical line. Levinson’s choice of f (s) in [15] is
essentially ζ(s) + ζ ′(s)log T .
ii) Use the Littlewood Lemma and a convexity inequality to estimate the upper bound of zeros
β + iγ of f (s) in the rectangle 12 − Rlog T < σ < 1, 0 < t  T with weight β − 12 + Rlog T , and then get
an upper bound estimation of zeros of f (s) in the rectangle 12 < σ < 1, 0 < t  T .
iii) A molliﬁer ψ(s) is used in ii) to compensate for irregularities in the size of | f (s)|. The molliﬁer











where y = T θ (with θ = 12 − ε) is the length of the molliﬁer.
iv) Since (see Levinson and Montgomery [17]) unconditionally ζ(s) and f (s) have almost the same
number of zeros in the rectangle 12 < σ < 1, 0 < t  T , ii) gives an upper bound estimation of zeros
of ζ(s) in the rectangle 12 < σ < 1, 0 < t  T and then a lower bound estimation of N0(T ).










log T − j 2Rlog T
y
2R
log T − 1
(1.7)
with y = T 12−ε , and gives the result
κ  0.3474.
Heath-Brown [13] and Selberg independently noticed that the zeros located by Levinson’s method
are simple zeros of ζ(s), thus
κ∗  0.3474.
It is the ﬁrst time one proved unconditionally that there are inﬁnitely many simple zeros of ζ(s) in
the critical strip.
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log yj log j
log2 y
(1.8)
with h0 a real constant and y = T 12−ε . This leads to
κ  0.3484.
Lou also announced a result of κ  0.35, but without detailed proof.
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generalized to








where Q is a real polynomial with Q (0) = 1 and Q ′(x) = Q ′(1− x). By choosing P and Q appropri-
ately this gives
κ  0.3658.
With Levinson’s original f (s) and the molliﬁer (1.9), Conrey [5] obtain
κ∗  0.3485.
Anderson [1] use the molliﬁer (1.7) and




where a1 is an arbitrary real number. This gives
κ∗  0.3532.




These signiﬁcant improvement has been obtained by using a molliﬁer of length y = T θ with θ = 47 −ε.
The work of Deshouillers and Iwaniec [7,8] on Kloosterman sums is used to estimate the error terms
of the mean value integral for this longer molliﬁer.
Recently, in [3], Bui, Conrey and Young introduced a two-piece molliﬁer and proved
κ  0.4105,
κ∗  0.4058.
Although the Levinson method and its modiﬁcation are most successful and hopeful at present
for estimation of the proportion of zeros of the Riemann zeta function on the critical line, there are
several aspects that prevent one from getting essentially better results:
a) Zhang [25] proved on Small Gap Zeros conjecture and the Riemann Hypothesis and later Feng
[10] proved only on Small Gap Zeros conjecture that ζ ′(s) has a positive proportion of zeros near
the critical line. By the functional equation this means that ζ(s) + ζ ′(s)log T has a positive proportion of
zeros near the critical line. That is, although the zeros of ζ(s) on the critical line are ‘pushed’ to the
left of the critical line, there is a positive proportion of zeros which are not ‘pushed’ far away from
the critical line enough. Therefore, if one expect to prove that 100% of the zeros of the Riemann zeta
function are on the critical line by using the Levinson Method, they must let R → 0 or construct an
essentially different f (s).
S. Feng / Journal of Number Theory 132 (2012) 511–542 515b) Farmer [9] proposed the ‘θ = ∞ conjecture’ and proved that this implies 100% of the zeros of
the Riemann zeta function are on the critical line. This shows that the length of the molliﬁer are key
for the Levinson Method. However, we can see in Conrey [6] that it is very diﬃcult to deal with the
error terms for longer molliﬁer.
c) For given f (s) and given length of the molliﬁer, it is too complicated to optimize exactly the
coeﬃcients of the molliﬁer.
In this paper, we prove the following
Theorem 1.
κ  0.4128. (1.10)
Remark. One can combine our method and that of Bui, Conrey and Young [3] to improve both κ
and κ∗ .
The framework of proof follows that of Levinson and Conrey. The main new element here is the



















































where y = T θ with θ = 47 −ε and y1 = T θ1 with θ1 = 12 −ε, I  2 is an integer, P1 is a real polynomial
with P1(0) = 0 and P1(1) = 1, Pl (l = 2, . . . , I) are real polynomials with Pl(0) = 0, p1, p2, . . . , pI runs
over the prime numbers.














where (m,n) is the greatest common divisor of m and n, φ(n) is Euler’s phi function, and the equality
are achieved when










For ﬁxed n it is not diﬃcult to show that
L(X,n) ∼ φ(n) log X
n






Thus the motivation of Levinson’s choice of the coeﬃcients of the molliﬁer can be understood as to
minimize the quadratic form in (1.12), which is simpliﬁcation of the main term for the mean value
integral (see Montgomery [19]).
On the other hand, the molliﬁer (1.6)–(1.9) can also be understood as ‘continuous’ truncation of
the Dirichlet series of 1
ζ(s) . Therefore the molliﬁer can be seemed as try to mollify ζ(s).
However, while in Selberg’s method we need to mollify ζ(s), in Levinson’s method we really need
to mollify the perturbed function f (s). Our motivation of choice of (1.12) is try to mollify ζ(s)+ ζ ′(s)log T .
Consider the Dirichlet series
1





log T ζ 2(s)
+ ζ
′2(s)
log2 T ζ 3(s)
− ζ
′3(s)
log3 T ζ 4(s)
+ · · · . (1.15)
For j be a square-free positive integer, we have
(μ ∗ Λ)( j) = −μ( j) log j,
(μ ∗ Λ ∗ Λ)( j) = μ( j)
∑
p1p2| j
log p1 log p2,
(μ ∗ Λ ∗ Λ ∗ Λ)( j) = −μ( j)
∑
p1p2p3| j
log p1 log p2 log p3, (1.16)
. . . ,
where f ∗ g denotes the Dirichlet convolution of arithmetic functions f and g . For those j which
contains a square divisor, the coeﬃcients a j deﬁned according to (1.15) contribute a lower order
term for the mean value integral. Therefore, the molliﬁer (1.11) can be seemed as simpliﬁcation of
‘continuous’ truncation of the Dirichlet series 1
ζ(s)+ ζ ′(s)log T
.
We mention that the method we used here may also apply to improve other results on zeros relate
to the Riemann zeta function, as well as conditional results on prime gaps.
2. Beginning of the proof and some lemmas
By a standard discussion as in Conrey [6, Section 3] (see Levinson [15] and Conrey [4] also), we
have by (1.1), Littlewood Lemma and the fact
a j  1, a1 = 1 (2.1)
that
Lemma 1. Let T be a large parameter and L = log T , R be a positive real number, σ0 = 12 − RL , y = T θ with
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for j  y1 ,







































where I  2 is an integer, P1 is a real polynomial with P1(0) = 0 and P1(1) = 1, Pl (l = 2, . . . , I) are real
polynomials with Pl(0) = 0, p1, p2, . . . , pI runs over the prime numbers. Let








where Q is a real polynomial with Q (0) = 1 and Q ′(x) = Q ′(1− x). Then we have








∣∣BV (σ0 + it)∣∣2 dt
)
+ o(1). (2.6)
Let α,β be complex numbers with α,β  1L , s0 = 12 + iw with T  w  2T . Let  = T 1−δ , 0 <



















e(s−s0)2−2ζ(s + α)ζ(1− s + β)B(s)B(1− s)ds, (2.7)
where (c) denotes the straight line path from c − i∞ to c + i∞. By the method of Balasubramanian,
Conrey and Heath-Brown [2], to estimate the mean value integral in (2.6), it suﬃce to obtain an
evaluation of g(α,β,w) uniformly for α,β  1L , T  w  2T .
The following lemma is due to Conrey [6].
Lemma 2. Let α,β be complex numbers with α,β  1L , y1, y, a j be as in Lemma 1, 0 < δ < 1,  = T 1−δ , g
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g(α,β,w) = Σ(β,α) − e
−(α+β)LΣ(−α,−β)
α + β + oδ(1) (2.9)
uniformly in α, β and w.
Lemma 2 reduce the evaluation of g(α,β,w), and therefore the evaluation of the mean value
integral in (2.6), to the evaluation of Σ(α,β).
Denote








































In Section 3, we evaluate Eα( j). Then we use this to evaluate Σ(α,β) in Section 4.
We also need the following lemmas for evaluation of Eα( j) and Σ(α,β).
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d = 1
M log log y
, (2.16)
where M is a suﬃciently large constant.





= log y + O (1). (2.17)





= O (log log j). (2.18)










1+ f (p)), (2.19)
where






















log x+ O (log log(N + 1)) (2.21)
with the O independent of x and N.



















f (x1x2 · · · xm)
x1+αm




f (x) logm−1 x
(m − 1)!x1+α dx. (2.22)
Proof. We prove by induction. The case m = 1 is obvious. We assume the case m− 1 is valid, then by
integration by parts we get


















f (x1x2 · · · xm)
x1+αm











































f (x) logm−1 x
(m − 1)!x1+α dx. (2.23)
The proof is complete. 
Lemma 8. For positive integers m1 , m2 and square-free j,
∑
p1p2···pm1 | j
log p1 log p2 · · · log pm1
∑
q1q2···qm2 | j








2 p2 · · · log2 pk log pk+1 · · · log pm1+m2−k,
(2.24)
where p and q runs over prime numbers, Pkm = m!(m−k)! , Ckm = m!k!(m−k)! .
Proof. The summation due to the case that there are just k prime-square factors in p1p2 · · ·





2 p2 · · · log2 pk log pk+1 · · · log pm1+m2−k. (2.25)
Sum k form 0 to min(m1,m2) we get (2.24). 
Lemma 9. Let k1  0, k2  1 be integers, f be a continuous function, D  1, then





























f (x1x2 · · · xk1+k2)
xk1+k2




f (x) log2k1+k2−1 x
(2k1 + k2 − 1)!x dx. (2.26)
Proof. We prove by induction for k1. Let α = 0 and m = k2 in Lemma 7, the case k1 = 0 follows. We






























f (x1x2 · · · xk1+k2)
xk1+k2











































f (x) log2k1+k2−1 x
(2k1 + k2 − 1)!x dx.  (2.27)
3. Evaluation of Eα( j)
Throughout this section, estimation are uniformly for j  y, α  1log y .
By (2.12) and (2.4), we have










































= Σ1 + Σ2 + · · · + ΣI , (3.1)
say.
Let n = h/ j, δ = 1/ log log y, and d = 1M log log y , where M is a suﬃciently large constant, by
Lemma 3 we have









































For l 2, we only need consider j  y1, since Σl = 0 for j > y1. Let n = h/ j, we have





























log p1 log p2 · · · log pl
logl y1








log p1 log p2 · · · log pm
logm y1

























(p p ···p , j)=1
μ(p1p2 · · · pm) log p1 log p2 · · · log pm
(p1p2 · · · pm)1+α logm y11 2 m
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∑













μ(p1p2 · · · pm) log p1 log p2 · · · log pm

















log p1 log p2 · · · log pm(log log y1)2F1(p1p2 · · · pm j,1− 2δ1)






log p1 log p2 · · · log pm(log log y1)2F1(p1p2 · · · pm j,1− 2δ1)
p1p2 · · · pm logm+1 y1
×
(
p1p2 · · · pm j
y1
)d1)
= A1 + O (A2) + O (A3), (3.4)
say, where δ1 = 1/ log log y1, d1 = 1M log log y1 with M a suﬃciently large constant.




μ(p1p2 · · · pm) log p1 log p2 · · · log pm
F (p1p2 · · · pm j,1+ α)(p1p2 · · · pm)1+α Pl








μ(p1p2 · · · pm−1) log p1 log p2 · · · log pm−1






































( log y1p1p2···pm j
log y1
)
= B1 − B2, (3.6)
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Pl
( log y1p1p2···pm j
log y1
)
= O (1). (3.7)








( log y1p1p2···pm−1 jxm
log y1
)








( log y1p1p2···pm−1 jxm
log y1
)




log log(p1p2 · · · pm−1 j)
)= O (log log y1). (3.9)




μ(p1p2 · · · pm) log p1 log p2 · · · log pm
F (p1p2 · · · pm j,1+ α)(p1p2 · · · pm)1+α Pl








μ(p1p2 · · · pm−1) log p1 log p2 · · · log pm−1



















μ(p1p2 · · · pm−1) log p1 log p2 · · · log pm−1
(p1+α1 − 1)(p1+α2 − 1) · · · (p1+αm−1 − 1)
)
= C1 + O (C2), (3.10)
say. By Lemma 4, we have
C2 = O
(





∣∣∣∣ log prp1+αr − 1
∣∣∣∣
)
= O (F1( j,1− 2δ1) logm−1 y1 log log y1). (3.11)
(3.10) and (3.11) give
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p1p2···pmy1/ j
(p1p2···pm, j)=1
μ(p1p2 · · · pm) log p1 log p2 · · · log pm
F (p1p2 · · · pm j,1+ α)(p1p2 · · · pm)1+α Pl








μ(p1p2 · · · pm−2) log p1 log p2 · · · log pm−2

















+ O (F1( j,1− 2δ1) logm−1 y1 log log y1). (3.12)




μ(p1p2 · · · pm) log p1 log p2 · · · log pm
F (p1p2 · · · pm j,1+ α)(p1p2 · · · pm)1+α Pl



























dxm dxm−1 · · ·dx1
+ O (F1( j,1− 2δ1) logm−1 y1 log log y1)
= (−1)
m















μ(p1p2 · · · pm) log p1 log p2 · · · log pm
F (p1p2 · · · pm j,1+ α)(p1p2 · · · pm)1+α P
′
l















+ O (F1( j,1− 2δ1) logm−1 y1 log log y1). (3.14)
Since Pl(0) = 0, we have
















































































































Combine (3.13)–(3.16), we have for m = 1,
A1 = −1











and for m 2,
A1 = (−1)
m


















For (p1p2 · · · pm, j) = 1, we have
F1(p1p2 · · · pm j,1− 2δ1) = F1( j,1− 2δ1)F1(p1p2 · · · pm,1− 2δ1)
 2mF1( j,1− 2δ1), (3.19)
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A2 = O
(






















yd11 log log y1
(p1p2 · · · pm−1 j)d1
)
. (3.21)
(3.19) and (3.21) yield
A3 = O
(




log p1 log p2 · · · log pm−1
p1p2 · · · pm−1
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∑
p1p2···pm| j










Substitute (3.23)–(3.25) and (3.2) with P1, y, δ,d replaced by Pl, y1, δ1,d1 into (3.3), we get for
j  y1,
Σl = μ( j)









































































Let 1y1 ( j) = 1 for j  y1, and 1y1 ( j) = 0 for j > y1, substitute (3.26) and (3.2) into (3.1), we have
for j  y,
Eα( j) = μ( j)
j1+α F ( j,1+ α)
{
G0(α, j) + G1(α, j)
∑
p1| j
log p1 + G2(α, j)
∑
p1p2| j
log p1 log p2 + · · ·
+ GI (α, j)
∑
p1p2···pI | j
























































































for 2m I − 2,













































GI−1(α, j) = 1y1( j)



























4. Evaluation of Σ(α,β)
Throughout this section, estimation are uniformly for α,β  1log y
By (2.11) and (3.27), we have





μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)
(
G0(α, j) + G1(α, j)
∑
p1| j
log p1 + · · ·
+ GI (α, j)
∑
p p ···p | j
log p1 log p2 · · · log pI
)
1 2 I
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(
G0(β, j) + G1(β, j)
∑
p1| j
log p1 + · · ·
+ GI (β, j)
∑
p1p2···pI | j





























∣∣∣∣μ2( j)F ( j,1+ α + β)F1( j,1− 2δ)j1−β F ( j,1+ α)
×
(
G0(α, j) + G1(α, j)
∑
p1| j
log p1 + G2(α, j)
∑
p1p2| j
log p1 log p2 + · · ·
+ GI (α, j)
∑
p1p2···pI | j










∣∣∣∣μ2( j)F ( j,1+ α + β)F1( j,1− 2δ)j1−d−β F ( j,1+ α)
×
(
G0(α, j) + G1(α, j)
∑
p1| j
log p1 + G2(α, j)
∑
p1p2| j
log p1 log p2 + · · ·
+ GI (α, j)
∑
p1p2···pI | j










∣∣∣∣μ2( j)F ( j,1+ α + β)F1( j,1− 2δ)j1−α F ( j,1+ β)
×
(
G0(β, j) + G1(β, j)
∑
p1| j
log p1 + G2(β, j)
∑
p1p2| j
log p1 log p2 + · · ·
+ GI (β, j)
∑
p1p2···pI | j










∣∣∣∣μ2( j)F ( j,1+ α + β)F1( j,1− 2δ)j1−d−α F ( j,1+ β)
×
(
G0(β, j) + G1(β, j)
∑
p1| j
log p1 + G2(β, j)
∑
p1p2| j
log p1 log p2 + · · ·
+ GI (β, j)
∑
p p ···p | j
log p1 log p2 · · · log pI
)∣∣∣∣
)
, (4.8)1 2 I










U ′2,U ′3, . . . ,U ′8 are the same as U2,U3, . . . ,U8 with y, δ,d replaced by y1, δ1,d1.
For j  y, α,β  1log y ,
jα, jβ = O (1), F ( j,1+ α + β) = O (F1( j,1− 2δ)), (4.10)
1





















































































































































































For j  y, 0m I , it is easy to show




































































We have the similar estimation for U ′2,U ′3, . . . ,U ′8, then by (4.13)–(4.15), (4.17)–(4.20), and note that
(log log y1)5
log2 y1
= O ( (log log y)5
log2 y
), we obtain










μ2( j)F ( j,1+ α + β)































α − 1)(pβ − 1)
(p1+α − 1)(p1+β − 1)
)
. (4.23)
Y (α,β) is an analytic function in |α| < 14 , |β| < 14 , then,






Let t = logτlog y1 , μ =
log x
log y1
and α = alog T , β = blog T , y = T θ , y1 = T θ1 , then
y∫
1


















































(l − 2)! log y1
1−t∫
0






















(l − 2)! log y1
1−t∫
0








































































Pl(1− t − μ)μl−2e−aθ1μ dμ, (4.26)















(4.22), (4.24), (4.25) and (4.16) give
∑
jy
μ2( j)F ( j,1+ α + β)


















For 1m I , let j0 = j/p1p2 · · · pm , then
∑
jy1
μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)G0(α, j)Gm(β, j)
∑
p1p2···pm| j




μ2(p1p2 · · · pm)F (p1p2 · · · pm,1+ α + β) log p1 log p2 · · · log pm





μ2( j0)F ( j0,1+ α + β)
j0F ( j0,1+ α)F ( j0,1+ β)G0(α, j0p1p2 · · · pm)Gm(β, j0p1p2 · · · pm).
(4.29)
For p1p2 · · · pm  y1 and μ(p1p2 · · · pm) = 0, by Lemma 6 with N = p1p2 · · · pm , Abel summation,




μ2( j0)F ( j0,1+ α + β)
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m∏
r=1
(p1+αr − 1)(p1+βr − 1)













Substitute (4.30) into (4.29), we get
∑
jy1
μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)G0(α, j)Gm(β, j)
∑
p1p2···pm| j




μ2(p1p2 · · · pm)
m∏
r=1
(p1+α+βr − 1) log pr
















|p1+α+βr − 1| log pr
|(p1+αr − 1)(p1+βr − 1)|
)
= H1 + O (H2), (4.31)
say. It is easy to show
p1+α+β − 1











































μ2(p1p2 · · · pm−1)
m−1∏
r=1
(p1+α+βr − 1) log pr










G0(α, τ p1p2 · · · pm)Gm(β, τ p1p2 · · · pm)
τ
dτm 1 2 m−1

















μ2(p1p2 · · · pm−1)
m−1∏
r=1
(p1+α+βr − 1) log pr

































μ2(p1p2 · · · pm−1)
m−1∏
r=1
(p1+α+βr − 1) log pr















































(4.31)–(4.36) and (4.16) give
∑
jy1
μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)G0(α, j)Gm(β, j)
∑
p1p2···pm| j




μ2(p1p2 · · · pm−1)
m−1∏
r=1
(p1+α+βr − 1) log pr








G0(α, τ p1p2 · · · pm−1τm)Gm(β, τ p1p2 · · · pm−1τm)
τ
dτ dτm1 1








|p1+α+βr − 1| log pr










μ2(p1p2 · · · pm−2)
m−2∏
r=1
(p1+α+βr − 1) log pr






































μ2(p1p2 · · · pm−2)
m−2∏
r=1
(p1+α+βr − 1) log pr
























Thus by induction, Lemma 7 and the same variable transformation as in (4.25), we get
∑
jy1
μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)G0(α, j)Gm(β, j)
∑
p1p2···pm| j





















G0(α, ττ1 · · ·τm)Gm(β, ττ1 · · ·τm)
τ







G0(α, τ )Gm(β, τ ) log
m τ










V0(θ, θ1,a, t)Vm(θ, θ1,b, t)tm









μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)Gm(α, j)G0(β, j)
∑
p1p2···pm| j





Vm(θ, θ1,a, t)V0(θ, θ1,b, t)tm






with V0 deﬁned by (4.26),








Pl(1− t − μ)μl−3e−aθ1μ dμ, (4.40)
for 2m I − 2,






(l −m − 2)!
1−t∫
0
Pl(1− t − μ)μl−m−2e−aθ1μ dμ, (4.41)
and
V I−1(θ, θ1,a, t) = aθ1P I−1(1− t) + P ′I−1(1− t) − I P I (1− t), (4.42)
V I (θ, θ1,a, t) = aθ1P I (1− t) + P ′I (1− t). (4.43)
For 1m1, m2  I , by Lemma 8 we have
∑
jy1
μ2( j)F ( j,1+ α + β)
j F ( j,1+ α)F ( j,1+ β)Gm1(α, j)
∑
p1p2···pm1 | j











μ2( j)F ( j,1+ α + β)





2 p2 · · · log2 pk log pk+1 · · · log pm1+m2−k. (4.44)
Similar to the proof of (4.38), we have
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jy1
μ2( j)F ( j,1+ α + β)


























Gm1(α, ττ1 · · ·τm1+m2−k)Gm2(β, ττ1 · · ·τm1+m2−k)
τ







Thus by Lemma 9 and the same variable transformation as in (4.25), we obtain
∑
jy1
μ2( j)F ( j,1+ α + β)









Gm1(α, τ )Gm2(β, τ ) log
m1+m2 τ









Vm1(θ, θ1,a, t)Vm2(θ, θ1,b, t)t
m1+m2






with V1, . . . V I deﬁned by (4.40)–(4.43).


























Vm1(θ, θ1,a, t)Vm2(θ, θ1,b, t)t
m1+m2
(m1 +m2)! , (4.48)
F∗(θ, θ1,a,b, t) = V ∗0 (θ, θ1,a, t)V ∗0 (θ, θ1,b, t). (4.49)

















5. Proof of Theorem 1




F(θ, θ1,b,a, t) − e−a−bF(θ, θ1,−a,−b, t)





F∗(θ, θ1,b,a, t) − e−a−bF∗(θ, θ1,−a,−b, t)
θ1(a + b) dt + oδ(1) (5.1)




















































uniformly for T  w  2T , with  = T 1−δ . Thus it follows exactly as in Section 3 of Balasubramanian,





































Lemma 1 and (5.3) give
Theorem 2. Let T be a large parameter and L = log T , R be a positive real number, θ < 47 , θ1 < 12 , I  2 is
an integer, P1 is a real polynomial with P1(0) = 0 and P1(1) = 1, Pl (l = 2, . . . I) are real polynomials with
Pl(0) = 0. Let Q be a real polynomial with Q (0) = 1 and Q ′(x) = Q ′(1− x). Then we have



































with F(θ, θ1,a,b, t) and F∗(θ, θ1,a,b, t) deﬁned by (4.48) and (4.49), V0, V ∗0 , V1, . . . , V I deﬁned by
(4.26), (4.27), (4.40)–(4.43).
Proof of Theorem 1. By Theorem 2, with
θ = 4
7
− ε, θ1 = 1
2
− ε, R = 1.3025, I = 3,
P1(x) = x+ 0.2950x(1− x) − 2.2345x(1− x)2 + 1.882x(1− x)3,
P2(x) = 0.0849x+ 1.9824x2,
P3(x) = 0.7516x,




















and let ε → 0, we get
κ  0.4128. 
Corollary 1. The ‘θ = 1’ conjecture implies
κ  0.6107. (5.5)
Here the ‘θ = 1’ conjecture means that Lemma 2, and then Theorem 2, is valid for any θ = θ1 < 1.
Proof. With
θ = θ1 = 1− ε, R = 0.7721, I = 3,
P1(x) = x+ 0.1560x(1− x) − 1.4045x(1− x)2 − 0.0662x(1− x)3,
542 S. Feng / Journal of Number Theory 132 (2012) 511–542P2(x) = 2.0409x+ 0.2661x2,
P3(x) = −0.0734x,




















and let ε → 0, we get
κ  0.6107. 
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