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We present a new covariant and gauge-invariant perturbation formalism for dealing with space-
times having spherical symmetry (or some preferred spatial direction) in the background, and apply
it to the case of gravitational wave propagation in a Schwarzschild black hole spacetime. The 1+3
covariant approach is extended to a ‘1+1+2 covariant sheet’ formalism by introducing a radial unit
vector in addition to the timelike congruence, and decomposing all covariant quantities with respect
to this. The background Schwarzschild solution is discussed and a covariant characterisation is
given. We give the full first-order system of linearised 1+1+2 covariant equations, and we show
how, by introducing (time and spherical) harmonic functions, these may be reduced to a system of
first-order ordinary differential equations and algebraic constraints for the 1+1+2 variables which
may be solved straightforwardly. We show how both the odd and even parity perturbations may
be unified by the discovery of a covariant, frame- and gauge-invariant, transverse-traceless tensor
describing gravitational waves, which satisfies a covariant wave equation equivalent to the Regge-
Wheeler equation for both even and odd parity perturbations. We show how the Zerilli equation
may be derived from this tensor, and derive a similar transverse traceless tensor equivalent to this
equation. The so-called ‘special’ quasinormal modes with purely imaginary frequency emerge natu-
rally. The significance of the degrees of freedom in the choice of the two frame vectors is discussed,
and we demonstrate that, for a certain frame choice, the underlying dynamics is governed purely
by the Regge-Wheeler tensor. The two transverse-traceless Weyl tensors which carry the curvature
of gravitational waves are discussed, and we give the closed system of four first-order ordinary dif-
ferential equations describing their propagation. Finally, we consider the extension of this work to
the study of gravitational waves in other astrophysical situations.
I. INTRODUCTION
The 1+3 covariant approach has proven to be an extremely useful technique for developing a detailed understanding
of many aspects of relativistic cosmology, both in terms of fully nonlinear GR effects and through the application
of the gauge-invariant, covariant perturbation formalism (see [1], for example) to the formation and evolution of
density perturbations [2] in the universe and to the physics of the cosmic microwave background [3, 4], amongst other
things (see [1] for a comprehensive review). Its strength in cosmological applications lies in the fact that it is well
adapted to the system it is describing: all essential information can be captured in a set of (1+3) covariant variables
(defined with respect to a preferred timelike observer congruence), that have an immediate physical and geometrical
significance. They satisfy a set of evolution and constraint equations, derived from Einstein’s field equations, and
the Bianchi and Ricci identities, which form a closed system of equations when an equation of state for the matter
is chosen. The covariant and gauge-invariant linearisation procedure is easy and transparent: it consists of deciding
which variables are ‘first order’ (or ‘of order ǫ’) and those which are ‘zeroth order’ – i.e., those which do not vanish
in the background, which is usually a Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) model. Products of first-order
quantities can then be ignored in the equations. Whenever the background is a homogeneous and isotropic FLRW
model, all projected vectors and tensors are first-order, so there is no vector-tensor and tensor-tensor coupling in
the equations. Harmonic functions can then be introduced which re-write the equations in scalar form; the resulting
system is then in the form of algebraic constraints and some first-order ordinary differential equations; the solution
is then straightforward. The key point of the approach is that it deals with physically or geometrically relevant
quantities, such as the fractional density gradient, Da, or the electric and magnetic parts of the Weyl tensor, Eab and
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2Hab, respectively, which represent the non-local parts of the gravitational field, and which describe, amongst other
things, the propagation of gravitational waves (GW). The variables are also (coordinate) gauge invariant (although
there is a frame-gauge freedom in the choice of ua – see below).
The aim of this paper is to extend the gauge-invariant, covariant perturbation formalism to an astrophysical setting.
The 1+3 approach is not appropriate for many situations where such techniques would seem highly desirable: when
the spacetime in inhomogeneous, for example, the 1+3 equations usually become intractable. However, by introducing
an additional frame vector, assuming that the background spacetime has some preferred spatial direction (such as in
spherically symmetric, or more general locally rotationally symmetric spacetimes, or G2 spacetimes) we can in many
cases recover all of the advantages of the 1+3 equations, but in a 1+1+2 covariant framework [5]. In this paper we
introduce the 1+1+2 formalism, and apply it to linear perturbations of a Schwarzschild spacetime. Not only is this
a first step in applying the procedure to more general astrophysical situations (such as perturbations of the interior
of compact objects, collapsing and exploding stars, etc.), it also represents an important field of study in itself: with
the development of large gravitational wave detectors (e.g., [6]) an improved understanding of the problem of GW
propagation around compact objects is certainly timely. The power of the 1+1+2 technique is clearly shown by the
significant results we are able to obtain, relatively simply. For example, we show here that the full description of
gravitational waves around a Schwarzschild black hole is governed by closed covariant wave equation, unifying both
parities in a single covariantly defined gauge- and frame-invariant transverse-traceless 2-tensor, Wab.
Linear perturbations of Schwarzschild black holes have been conventionally studied through perturbations of the
metric tensor (or via the Newman-Penrose formalism [7]). In the metric approach, fluctuations of the spacetime
geometry are characterised by perturbations in the metric tensor; these fluctuations are determined by closed wave
equations – the Regge-Wheeler equation for odd parity perturbations [8] and the Zerilli equation in the even parity
regime [9]. These wave equations act on linear combinations of the functions (and their derivatives) appearing in
the perturbed metric, but these functions do not determine directly the gravitational waves which they represent;
a general coordinate transformation would preserve neither the perturbation functions themselves, nor the wave
equations which they satisfy. The approach we develop here is completely covariant, so such issues do not arise.
Instead, corresponding wave equations we derive here are formed from covariant and gauge-invariant variables which
have a physical significance; furthermore, they do not require a harmonic splitting for their derivation.
The formalism we develop here relies on a further splitting of the spacetime using a radial vector na, in addition to
the usual splitting with the timelike vector ua used in the 1+3 approach. We split the Ricci and Bianchi identities
using ua and na into a coupled set of first order differential equations, plus some constraints. The differential operators
we use are along the two vector fields which give us a set of evolution and propagation (along the ‘radial’ direction)
equations, while a derivative formed from a projection orthogonal to ua and na gives a small number of constraints.
The differential equations involve the covariant variables derived from splitting the Weyl tensor (and more generally
the Ricci tensor, but this is zero here as we only consider vacuum perturbations), and the kinematics of ua and na. As
our background is static and spherically symmetric, we may use harmonic functions for our evolution and projected
derivatives, putting our equations into the form of a first order system of ordinary DE’s and constraints, which can
then be tackled relatively easily.
Previously, [10, 11, 12, 13] (and references therein) developed approaches to stellar and black hole perturbations
similar to the method presented here in the sense that they use two orthogonal vectors to form their time and space
derivatives. These approaches are fundamentally different from our approach, however, in that they formulate their
differential equations as second order PDE’s derived from Einstein’s field equations (EFE), the solutions of which give
the metric functions (as in all metric perturbation approaches). On the other hand, our system of DE’s is manifestly
first order, as it is derived from the first order Ricci and Bianchi identities 1, as it involves physical or geometric
quantities, and not the metric functions. Second order wave equations may be derived if desired. This is one of the
key properties of covariant or tetrad methods. This change in derivative level is conceptually analogous to the change
in going from the Lagrangian to Hamiltonian formulations of classical mechanics, from configuration space to phase
space.
The layout of the paper is as follows: in the following section we discuss the merits of a 1+1+2 decomposition
of the field equations and set out the 1+1+2 covariant formalism. Then, in section III we present the full set of
1+1+2 covariant, gauge-invariant, first-order equations, linearised about a Schwarzschild background and introduce
the (spherical and temporal) harmonics on the ‘sheet’, which enable the equations to be reduced to a set of coupled
ODEs for the 1+1+2 covariant variables. In section IV we prove the existence of a transverse-traceless (TT) tensor
that satisfies a closed wave equation equivalent to the Regge-Wheeler equation, valid for harmonics of either parity.
1 We use the Ricci identities applied to our vectors ua and na, so they are second order DE’s of ua and na; however, our covariant objects
are different projections of ∇aub and ∇anb, so that the Ricci identities are first order DE’s in these covariant objects.
3Following this we discuss the even parity variable which satisfies a wave equation equivalent to the Zerilli equation;
we demonstrate here the existence of an odd parity counterpart, but defer the derivation of the ‘Zerilli tensor’ until
later, Sec. VC. Then, in section V we describe in detail the (matrix-based) method of solution of the linear, first-
order system of ODEs for the harmonic components, emphasising the significance of the freedom to choose the frame
vectors and showing that with an appropriate choice we can reduce the whole solution for both parities to a single
2-dimensional ODE. The wave equations for the TT electric and magnetic Weyl tensors are also presented, and the
closed four-dimensional ODE which they also satisfy is discussed. Finally, we discuss the results we have obtained.
We follow the notation and conventions of [1].
II. THE 1+1+2 COVARIANT SHEET APPROACH
Before setting out the principles and equations of the 1+1+2 covariant formalism it will be illuminating to examine
the 1+3 approach to see where its strengths and weaknesses lie, and why it is so successful in a cosmological setting,
but is less useful in other situations, such as in the study of gravitational radiation in a Schwarzschild spacetime which
we consider here. In the process we hope to indicate that the 1+1+2 formalism neatly fills a gap between the 1+3
and tetrad approaches.
A. 1+3 covariant perturbation theory: why it works in cosmology, but not for black holes
In a nutshell, the 1+3 formalism is successful in cosmological applications because the assumed spatial homogeneity
and isotropy of the background spacetime means that the only essential coordinate is time: the introduction of an
appropriate timelike observer congruence ua allows the full structure of the spacetime to be described solely in terms
of ordinary differential equations involving (1+3) scalar quantities because all spatial derivatives, spatial projections
of vectors, and projected, symmetric, trace-free parts of tensors must vanish by symmetry.
On the other hand, when the spacetime is not homogeneous and isotropic the resulting equations are not simple
ODEs. Consider, for example, a family of static observers around a Schwarzschild black hole, that is, observers on the
congruence ua parallel to the timelike conformal Killing vector. Then ua has zero rotation, shear and expansion, but
has non-zero acceleration u˙a (reflecting the fact that a force must be applied to prevent infall), and the electric Weyl
curvature, Eab, is non-zero, while all other covariant quantities are zero. Relative to these observers, Eab measures
non-local gravitational effects: in this case the (time-independent) radial tidal forces only, which can be described by
a single function of distance from the hole – thanks to the spherical symmetry we can think of it is a tensor describing
an essentially scalar phenomenon. The 1+3 covariant equations describing the spacetime are 2
E˙〈ab〉 = 0, (1)
div u˙+ u˙2 = 0, (2)
curl u˙a = 0, (3)
Eab −D〈au˙b〉 − u˙〈au˙b〉 = 0, (4)
curlEab + 2εcd〈au˙
cE db〉 = 0, (5)
divEa = 0. (6)
This is already a formidable set of tensor equations; indeed, their solution is basically an intractable problem unless
we introduce a full tetrad or revert to a metric based approach. These problems become even more severe when we
consider the perturbed spacetime.
In the 1+3 approach this is achieved by assuming that in general all of the 1+3 covariant quantities are non-zero,
but that any that vanish in the background are small – small enough that we can neglect products of such terms. To
get an idea of the horrendous nature of the equations, consider the (gauge-dependent) wave equation for Eab, which
gives information about gravitational waves (or linear dynamical tidal forces):
E¨〈ab〉 −D
2Eab = −D
cD(aEb)c + 5u˙
cDcEab − 2u˙
cD〈aEb〉c − 3Ec〈aD
cu˙b〉 − Ec〈aDb〉u˙
c
2 We use the standard notation whereby a dot represents differentiation along the observers’ four-velocity ua, ψ˙a···b ≡ u
c
∇cψa···b, and
Da is a derivative in the rest space of the observers; Dcψa···b ≡ h
d
c h
e
a · · ·h
f
b
∇dψe···f , where hab ≡ gab + uaub is the usual projection
tensor orthogonal to ua. We use angled brackets on indices to donate the projected, symmetric and trace-free part of a tensor.
4+ 12εcd〈acurl u˙
cE db〉 + 2
(
div u˙+ u˙2
)
Eab + 3E
c
〈aEb〉c − 6u˙
cu˙〈aEb〉c. (7)
This also contains information about non-linear tidal forces, which don’t propagate at the speed of light, by virtue
of the presence of the parts of Eab that do not vanish in the background. But there is no way to separate the two
physical effects. In addition, how could we solve this wave equation? In contrast to FLRW models, which have only
scalars describing the model after a 1+3 decomposition, it is the presence of non-zero vectors and tensors in the
background spacetime which makes a black hole impossible to deal with in the 1+3 approach: all the equations have
vector-tensor and tensor-tensor coupling in them, rendering them intractable.
The key, then, for the covariant perturbation approach lies in the fact that, in the background, the congruence ua is
orthogonal to 3-surfaces of homogeneity and isotropy. In the case of inhomogeneous, spherically symmetric systems,
projection via ua is simply not enough. Another vector field is required that is orthogonal to homogeneous and
isotropic surfaces. Clearly, after an appropriate projection with ua, such surfaces are provided by spheres surrounding
the centre of symmetry, and the vector orthogonal to these is a radial vector. We turn now to developing such a
formalism.
B. The 1+1+2 formalism
In the 1+3 approach, a timelike threading vector field ua (uaua = −1) is introduced, representing the observers’
congruence. Given this vector field, the projection tensor h ba = g
b
a + uau
b is introduced, which projects all vectors
and tensors orthogonal to ua. Using hab, any 4-vector may be split into a (1+3 scalar) part parallel to u
a and a
(3-vector) part orthogonal to ua. Any second rank tensor may be covariantly and irreducibly split into scalar, vector
and projected, symmetric, trace-free (PSTF) 3-tensor parts, which requires the alternating tensor εabc = u
dηdabc [1].
Tensors of higher rank may be similarly split, but are rarely used (an important exception being CMB physics [3, 4]).
These are the fundamental quantities describing the spacetime, after the introduction of ua.
We now introduce another vector field and perform another split, but this time of the 1+3 equations. The ‘1+1+2’
decomposition we develop here has been partially studied before, mostly in the context of symmetries of solutions
of the EFE [5, 14, 15]. It was introduced by [16] and further developed in [5, 17]. However, there are importances
differences with the work presented here. In the following we assume the 1+3 covariant split of the equations (as
given in [1], for example), with all tensors split into scalars, vectors and PSTF tensors with respect to ua.
Take a unit vector na orthogonal to ua: nana = 1, u
ana = 0, and define the projection tensor
N ba ≡ h
b
a − nan
b = g ba + uau
b − nan
b, (8)
which projects vectors orthogonal to na (and ua): naNab = 0 = u
aNab, onto 2-surfaces (N
a
a = 2) which we refer to
as the ‘sheet’ (to carry the sewing analogy of the threading approach into the realm of the ridiculous).
Any 3-vector ψa can now be irreducibly split into a scalar, Ψ, which is the part of the vector parallel to na, and a
vector, Ψa, lying in the sheet orthogonal to na;
ψa = Ψna + Ψa, where Ψ ≡ ψan
a, and Ψa ≡ Nabψb ≡ ψ
a¯, (9)
where we use a bar over an index to denote projection with Nab. Similarly, any PSTF tensor, ψab, can now be split
into scalar, vector and tensor (which are PSTF with respect to na) parts:
ψab = ψ〈ab〉 = Ψ
(
nanb −
1
2Nab
)
+ 2Ψ(anb) +Ψab, (10)
where
Ψ ≡ nanbψab = −N
abψab,
Ψa ≡ N
b
a n
cψbc = Ψa¯,
Ψab ≡ ψ{ab} ≡
(
N c(a N
d
b) −
1
2NabN
cd
)
ψcd. (11)
We use curly brackets to denote the PSTF with respect to na part of a tensor. Note that for 2nd-rank tensors in
the 1+1+2 formalism ‘PSTF’ is precisely equivalent to ‘transverse-traceless’.3 Note also that h{ab} = 0, N〈ab〉 =
−n〈anb〉 = Nab −
2
3hab.
3 Our use of the term ‘transverse’ only refers to the fact that the tensor is orthogonal to na; this does not imply it is divergence free,
which is an additional property of tensors in the commonly used TT gauge of the plane wave approximation.
5We also define the alternating Levi-Civita 2-tensor
εab ≡ εabcn
c = udηdabcn
c, (12)
so that εabn
b = 0 = ε(ab), εabc = naεbc − nbεac + ncεab, εabε
cd = N ca N
d
b − N
d
a N
c
b , ε
c
a εbc = Nab, and ε
abεab = 2.
Note that for a 2-vector Ψa, εab may be used to form a vector orthogonal to Ψ
a but of the same length.
With these definitions, then, we may split any object into scalars, 2-vectors in the sheet, and transverse-traceless
2-tensors, also defined in the sheet. These three types of objects are the only objects which appear, after a complete
splitting. Hereafter, we will assume such a split has been made, and ‘vector’ will generally refer to a vector projected
orthogonal to ua and na, and ‘tensor’ will generally mean transverse-traceless tensor, defined by Eq. (11).
There are two new derivatives of interest now, which na defines, for any object ψ ······ :
ψˆ c···da···b ≡ n
eDeψ
c···d
a···b , (13)
δeψ
c···d
a···b ≡ N
j
e N
f
a · · ·N
g
b N
c
h · · ·N
d
i Djψ
h···i
f ···g . (14)
The hat-derivative is the derivative along the vector field na in the surfaces orthogonal to ua. This definition represents
a conceptual divergence from the tetrad approach, in which the basis vectors appear on an equal footing [i.e., with
∇a rather than Da in Eq. (13)]. As a result, the congruence ua retains the primary importance it has in the 1+3
covariant approach. (We choose to think of A ≡ uanb∇aub = −uaub∇anb as the radial component of the acceleration
of ua, rather than the time component of n˙a.) The δ-derivative, defined by Eq. (14) is a projected derivative on the
sheet, with projection on every free index.
With these definitions we may now decompose the covariant derivative of na orthogonal to ua:
Danb = naab +
1
2φNab + ξεab + ζab, (15)
where
aa ≡ n
cDcna = nˆa, (16)
φ ≡ δan
a, (17)
ξ ≡ 12ε
abδanb, (18)
ζab ≡ δ{anb}. (19)
We may interpret these as follows: travelling along na, φ represents the sheet expansion, ζab is the shear of n
a
(distortion of the sheet), and aa its acceleration, while ξ represents a ‘twisting’ of the sheet – the rotation of na [17].
The other derivative of na is its change along ua,
n˙a = Aua + αa where αa ≡ n˙a¯ and A = n
au˙a. (20)
The new variables aa, φ, ξ, ζab and αa are fundamental objects in the spacetime, and their dynamics gives us
information about the spacetime geometry. They are treated on the same footing as the kinematical variables of ua
in the 1+3 approach (which also appear here).
Note that for a scalar, we have DaΨ = Ψˆna+ δaΨ, while for any vector Ψ
a orthogonal to na and ua (i.e., Ψa = Ψa¯),
we may decompose the different parts of its spatial derivative:
DaΨb = −nanbΨca
c + naΨˆb¯ − nb
[
1
2φΨa + (ξεac + ζac)Ψ
c
]
+ δaΨb. (21)
Similarly, for a tensor Ψab: Ψab = Ψ{ab}, we have
DaΨbc = −2nan(bΨc)da
d + naΨˆbc − 2n(b
[
1
2φΨc)a +Ψ
d
c) (ξεad + ζad)
]
+ δaΨbc. (22)
Note that N˙ab = 2u(au˙b) − 2n(an˙b), Nˆab = −2n(aab), δcNab = 0; while ε˙ab = −2u[aεb]cA
c + 2n[aεb]cα
c, εˆab =
2n[aεb]ca
c, δcεab = 0.
We take na to be arbitrary at this point, and then split the usual 1+3 kinematical and Weyl quantities into the
irreducible set {θ,A,Ω,Σ, E ,H,Aa,Σa, Ea,Ha,Σab, Eab,Hab} using (9) and (10) as follows:
u˙a = Ana +Aa, (23)
ωa = Ωna +Ωa, (24)
σab = Σ
(
nanb −
1
2Nab
)
+ 2Σ(anb) +Σab, (25)
Eab = E
(
nanb −
1
2Nab
)
+ 2E(anb) + Eab, (26)
Hab = H
(
nanb −
1
2Nab
)
+ 2H(anb) +Hab. (27)
Having described the splitting of the 1+3 variables to obtain their 1+1+2 parts, and the introduction of the new
1+1+2 variables corresponding to the irreducible parts of ∇anb, it only remains to apply this splitting procedure to
the 1+3 equations themselves. We give these equations in section III, linearised about a Schwarzschild background.
6C. The Ricci identities
Once the vector na has been introduced it is possible, and necessary, to augment the 1+3 equations with the Ricci
identities for na; without these we do not have enough equations to determine the new 1+1+2 variables. The Ricci
identities for na are
Rabc ≡ 2∇[a∇b]nc −Rabcdn
d = 0, (28)
where Rabcd is the Riemann curvature tensor. This 3-index tensor may be covariantly split using the two vector fields
ua and na, and gives dynamical equations for the covariant parts of the derivative of na (namely αa, aa, φ, ξ and ζab)
in the form of evolution equations, involving dot-derivatives of these variables, and propagation equations, involving
hat-derivatives. In order to facilitate the calculation of these Ricci identities, which appear in the following section,
we give here the expression for the full covariant derivative of na in terms of the relevant 1+1+2 variables:
∇anb = −Auaub − uaαb +
(
Σ + 13θ
)
naub + [Σa − εacΩ
c]ub + naab +
1
2φNab + ξεab + ζab, (29)
which may be inserted into Eq. (28).
D. Commutation relations
In general the three derivatives we now have defined, ‘ ˙ ’, ‘ˆ’ and ‘δa’ do not commute. Instead, when acting on a
scalar ψ, they satisfy:
ˆ˙
ψ −
˙ˆ
ψ = −ψ˙A+
(
1
3θ +Σ
)
ψˆ +
(
Σa + εabΩ
b − αa
)
δaψ, (30)
δaψ˙ −N
b
a (δbψ)
·
= −Aaψ˙ +
(
αa +Σa − εabΩ
b
)
ψˆ +
(
1
3θ −
1
2Σ
)
δaψ + (Σab +Ωεab) δ
bψ, (31)
δaψˆ −N
b
a (̂δbψ) = −2εabΩ
bψ˙ + aaψˆ +
1
2φδaψ + (ζab + ξεab) δ
bψ, (32)
δaδbψ − δbδaψ = 2εab
(
Ωψ˙ − ξψˆ
)
+ 2a[aδb]ψ. (33)
These last two equations are the decomposition of the 1+3 commutation relation
curlDaψ = 2ψ˙ωa. (34)
These relations are considerably more complicated for vectors and tensors.
From Eq. (33), we see that our sheet will be a genuine 2-surface in the spacetime (and, in particular, that the
derivative δa will be a true covariant derivative on this surface) if and only if ξ = Ω = a
a = 0. (Recall that the 1+3
spatial metric hab corresponds to a genuine 3-surface when ω
a = 0.) Otherwise, the sheet is really just a collection
of tangent planes. In addition, the two vectors ua and na are 2-surface forming if and only if the commutator [u, n]
in (30) has no component in the sheet: that is, when Greenberg’s vector, Σa+εabΩb−αa, vanishes [14] – see Eq. (30).
III. PERTURBATIONS AROUND A SCHWARZSCHILD BLACK HOLE
For an exact Schwarzschild black hole it turns out the the only non-zero 1+1+2 variables are the scalars {A, E , φ}
(and their derivatives {Aˆ, Eˆ , φˆ}), a covariant characterisation of the Schwarzschild solution. (We saw in section IIA
that A and E are the only non-zero parts of the 1+3 variables, and it is clear by considering Gauss’ theorem that φ,
the divergence of na, must also be non-zero. We will consider the background solution in more detail in section III B.)
Because the background solution involves only scalars, under any perturbation all vectors and tensors are first-order,
which greatly simplifies things, as we discussed in section II A.
The usual 1+3 evolution and constraint equations may be further split with the vector na, into a set of evolution
(along ua) and propagation (along na) equations. Together with the Ricci identities for na, we find a complete set of
propagation, evolution and constraint equations – the constraints being those equations with no hat- or dot-derivatives
in them. We will give the complete nonlinear equations elsewhere, as they are large and unpleasant. Here, however, we
will give the vacuum equations linearised around a Schwarzschild black hole background. Our linearisation procedure
is straightforward: as in the 1+3 approach we neglect all products of first-order quantities; first-order quantities being
those which vanish in the background:
{θ,Ω,Σ, ξ,H, αa, aa,Aa,Ωa,Σa, Ea,Ha, ζab,Σab, Eab,Hab} = O(ǫ) (35)
7(along with their derivatives, and dot- and δ-derivatives of {A, E , φ}), where ǫ is a ‘smallness’ parameter, which
measures departures from an exact black hole. So, for example, one could define ǫ ≃ Ω/φ, or ǫ ≃
√
EabEab/E , and
so on. From now on all equations are linearised about a Schwarzschild black hole, and equations of the form A = B
generally mean A−B = O(ǫ2) (in keeping with usual practice, we will not distinguish between this and real equality).
When studying cosmological perturbations using the 1+3 approach, the evolution equations are of prime impor-
tance, since time is the only remaining essential parameter: the goal is to find the evolution of seed perturbations
corresponding to the various spatial harmonics. In contrast, for the black hole perturbations analysed here the time
invariance and spherical symmetry of the background mean that radius is the interesting parameter, and so the
propagation equations are the key: we want to find the variation with radius of the various (time and spherical)
harmonic components. Thus, we present the propagation (hat) equations first, and relegate the evolution equations
to a secondary position. This will be helpful when we come to solve the equations in Section V.
Propagation4:
φˆ = − 12φ
2 − E + δaa
a, (36)
ξˆ = −φξ + 12εabδ
aab, (37)
αˆa¯ − a˙a¯ = −
(
1
2φ+A
)
αa +
(
1
2φ−A
) (
Σa + εabΩ
b
)
− εabH
b, (38)
2
3 θˆ − Σˆ =
3
2φΣ + δaΣ
a + εabδ
aΩb, (39)
Aˆ − θ˙ = −A (φ+A)− δaA
a, (40)
Ωˆ = (A− φ) Ω− δaΩ
a, (41)
Eˆ = − 32φE − δaE
a, (42)
Hˆ = − 32φH− δaH
a − 3EΩ, (43)
Σˆa¯ − εabΩˆ
b = − 32φΣa +
(
2A+ 12φ
)
εabΩ
b + 23δaθ +
1
2δaΣ− εabδ
bΩ− δbΣab, (44)
Aˆa¯ − 2Σ˙a¯ = 2Ea −Aaa − δaA− 2
(
A− 14φ
)
Aa, (45)
Eˆa¯ = −
3
2φEa +
1
2δaE −
3
2Eaa − δ
bEab, (46)
Hˆa¯ = −
3
2φHa +
1
2δaH− δ
bHab +
3
2E
(
Ωa − εabΣ
b
)
, (47)
Σˆ{ab} = −
1
2φΣab + δ{aΣb} − εc{aδ
cΩb} − εc{aH
c
b} , (48)
ζˆ{ab} = −φζab − Eab + δ{aab}, (49)
E˙{ab} − εc{aHˆ
c
b} = −
3
2EΣab + εc{a
(
−δcHb} +
(
1
2φ+ 2A
)
H cb}
)
, (50)
H˙{ab} + εc{aEˆ
c
b} = εc{a
(
δcEb} +
3
2Eζ
c
b} −
(
1
2φ+ 2A
)
E cb}
)
. (51)
Evolution5:
φ˙ =
(
1
2φ−A
) (
Σ− 23θ
)
+ δaα
a, (52)
ξ˙ = −
(
1
2φ−A
)
Ω + 12H+
1
2εabδ
aαb, (53)
Ω˙ = ξA+ 12εabδ
aAb, (54)
2
3 θ˙ − Σ˙ = E + φA+ δaA
a, (55)
E˙ =
(
3
2Σ− θ
)
E + εabδ
aHb, (56)
4 These equations are derived as follows: Eq. (36) from naNbcRabc; Eq. (37) from n
aεbcRabc; Eq. (38) from u
anbRabc¯ = n
aubRabc¯;
Eqs. (39) and (44) from the shear divergence equation, (C1)a; Eq. (40) from the Raychaudhuri equation; Eq. (41) from the rotation
divergence equation, C2; Eqs. (42) and (46) from the electric Weyl divergence equation, (C4)a; Eqs. (43) and (47) from the magnetic
Weyl divergence equation, (C5)a; Eq. (45) from the shear evolution equation; Eq. (48) from the Hab-equation, (C3){ab}; Eq. (49) from
naRa{bc}; Eq. (50) from the electric Weyl evolution equation; and Eq. (51) from the magnetic Weyl evolution equation.
5 These are derived as follows: Eq. (52) from uaNbcRabc; Eq. (53) from u
aεbcRabc; Eq. (54) from the rotation evolution equation; Eq. (55)
from uanbucRabc = −n
aubucRabc and the Raychaudhuri equation; Eqs. (56) and (59) from the electric Weyl evolution equation [(59)
also uses (47)]; Eqs. (57) and (60) from the magnetic Weyl evolution equation [(60) also uses (46)]; Eq. (58) from the rotation and shear
evolution equations; Eq. (61) from the shear evolution equation; and Eq. (62) from ucRc{ab}.
8H˙ = −3Eξ − εabδ
aEb, (57)
Σ˙a¯ − εabΩ˙
b = −Ea + δaA+
(
A− 12φ
)
Aa, (58)
E˙a¯ = −
3
2Eαa +
1
2εab
(
δbH+ (φ− 2A)Hb
)
− εc{dδ
dH ca} , (59)
H˙a¯ = −
3
2EεabA
b − 12εab
(
δbE + (φ− 2A) Eb
)
+ εc{dδ
dE ca} , (60)
Σ˙{ab} = Aζab − Eab + δ{aAb}, (61)
ζ˙{ab} = −
(
1
2φ−A
)
Σab − εc{aH
c
b} + δ{aαb}. (62)
Constraint6:
δaΣ−
2
3δaθ + 2εabδ
bΩ+ 2δbΣab = −φΣa + φεabΩ
b − 2εabH
b, (63)
δaΩ
a + εabδaΣb = (2A− φ) Ω +H, (64)
1
2δaφ− εabδ
bξ − δbζab = −Ea. (65)
These equations must of course be consistent with one another: the constraints must evolve and propagate consis-
tently, and each first-order variable must satisfy the commutation relation
C[Ψ] ≡
˙ˆ
Ψ− ˆ˙Ψ−AΨ˙ = 0, (66)
while the background scalars must satisfy the commutation relation (30). It turns out after an arduous calculation
that all the equations are consistent.
A. Frame choice
In this work we are presenting a gauge invariant, covariant approach to perturbations of spherically symmetric
spacetimes, based on the introduction of a partial frame, that is, of two basis vectors. In GR there are two ‘gauge’
freedoms: the choice of coordinates and the freedom to choose a frame basis in the tangent space at each point. These
have their direct analogues in perturbation theory, where we imagine that the true spacetime we are studying is ‘close
to’ some given, idealised background spacetime. Although not formally the same thing, choosing a coordinate system
in the true spacetime is in practice equivalent to fixing the mapping between the true and background spacetimes
allowing the direct comparison of scalar, vector and tensor objects in the two spacetimes at corresponding points
(see [18]). In metric-based (non-covariant) approaches to the perturbation problem the first step is to find a nice
coordinate system in the true spacetime, corresponding to that in the background, and to write equations for the
derivatives of the perturbations of scalars, vectors and tensors with respect to these coordinates.
In covariant (partial-)frame approaches, on the other hand, one tries to avoid explicit reference to the background,
using it merely to determine which quantities are zeroth order (i.e., which do not vanish in the background). Given
the frame vectors, a set of covariant (that is, coordinate invariant) equations describing the true spacetime are written
down. (Coordinate-)gauge invariance will hold, according to the Stewart-Walker lemma [19], if we can find a complete
set of variables all of which vanish in the background. However, since the covariant variables are the projections of
tensors with respect to the frame vectors and the projected parts of the of frame-vector covariant derivatives, the
equations and their solutions will, in general, depend on the particular choice of frame vectors. However, since the
true spacetime lacks the symmetry of the background, there is, in general, no unique covariant definition of the frame
vectors, and one can always perform a first-order rotation of these. This freedom can easily be seen in the preceding
set of equations: there are no evolution equations for A, Aa, and αa, while there is no propagation equation for aa.
Indeed, this is true in any spacetime, as one can choose the frame vectors at any point freely, the motion of which
must be put into the equations by hand (GR can’t predict this!).
In what follows we will reserve the term ‘gauge invariant’ to refer to the invariance of the equations under the
mapping between the true and background spacetimes (in the sense of the Stewart-Walker lemma), and will use
‘frame invariant’ to describe invariance under the choice of frame vectors. Our 1+1+2 formalism, in common with
the 1+3 and Newman-Penrose approaches, is gauge invariant, but not frame invariant.
6 These are derived as follows: Eq. (63) from (C3)abn
b and (C1)a¯, or naucRab¯c; Eq. (64) from ε
abucRabc; and Eq. (65) from N
bcRa¯bc.
Note that the equation formed from (C3)abn
anb is equivalent to Eqs (41) and (64).
9The equations as they are presented above are completely general, involving no particular choice of either frame
vector. Given a timelike congruence ua, obvious choices are possible: for example, we could take na to be parallel
to the acceleration u˙a, leading to the frame condition Aa = 0, a physically plausible choice for observers hovering
above the black hole as one could always dexterously align ones rocket to make this so (objects dropped onto the
floor of the rocket would fall directly ‘down’); or we could demand that na be parallel to the ‘radial’ eigenvector of
the electric Weyl tensor Eab, which leads to the frame choice Ea = 0. Indeed, we can set any 2-vector to zero by these
considerations. We shall not impose a frame condition at the moment, however, as there is no need.
B. Background Solutions
In the background we have, by setting all vectors, tensors and time derivatives to zero and retaining only the
zeroth-order scalars:
φˆ = − 12φ
2 − E , (67)
Eˆ = − 32φE ; (68)
together with
E +Aφ = 0, (69)
which is Eq. (55). Note that these three equations are sufficient: Eq. (40) is satisfied.
If we associate our hat-derivative with an affine parameter ρ, i.e., ˆ = d/dρ, then we may solve these equations.
The parametric solutions to our background equations are, in terms of either a parameter x or r,
E = −
1
(2m)2
sech 6x = −
2m
r3
, (70)
φ =
1
m
sinhx sech 3x =
2
r
√
1−
2m
r
, (71)
A =
1
4m
cosechx sech 3x =
m
r2
(
1−
2m
r
)−1/2
; (72)
where
ρ = 2m {x+ sinhx coshx} , (73)
and the usual Schwarzschild coordinate
r = 2m cosh2 x. (74)
These form a one-parameter family of solutions, parameterised by the constant m, which is just the Schwarzschild
mass. The Schwarzschild solution is given for 2m < r <∞ for 0 < x <∞; the interior solution may be found by this
approach, but we will not require it here.
We show a plot of φ and A with r in Fig. 1. This shows how the expansion of na starts from zero at the horizon,
is largest at the photon sphere, before dropping to zero again as r →∞.
The solutions given by (72) represent the general solution to the system of equations (67), (68) and (69), which
are the covariant 1+1+2 equations under the conditions of the spacetime being static, spherically symmetric and
vacuum; hence, we may covariantly characterise the Schwarzschild solution by {A, E , φ} 6= 0, with all other covariant
quantities being zero.7
C. Gauge invariant variables
We have developed a set of covariant equations describing a perturbed black hole, with all variables defined with
respect to a family of observers ua with a preferred radial vector field na, which these observers can choose; first-
order variables have a clear physical or geometrical meaning. However, not all variables appearing in the equations
7 We would like to thank an anonymous referee for drawing this to our attention.
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FIG. 1: A plot of φ and A with r, showing the maxima of φ at the photon sphere, r = 3m. In contrast, A falls from ∞ at the
horizon.
are gauge invariant, because they are not first order. Recall the Stewart-Walker lemma [19], which states that if a
variable vanishes in the background then it is gauge invariant in the perturbed spacetime.
Equations (40), (55), (36), and (42) are not gauge invariant because zeroth-order terms appear in these equations,
i.e., isolated terms involving {A, E , φ} not multiplied by a first-order quantity. We therefore introduce the set of
gauge-invariant variables
Xa = δaE , (75)
Ya = δaφ, (76)
Za = δaA, (77)
which do vanish in the background ({A, E , φ} do not vary over a sphere in the background), and so are gauge invariant,
by the Stewart-Walker lemma [19]. It is important to notice that we lose no true degrees of freedom in the solutions
to the equations by introducing these variables, since we only eliminate possible spherically symmetric perturbations
(for which Xa, Ya and Za are automatically zero), but we know from Birkhoff’s theorem that all spherically symmetric
vacuum spacetimes are Schwarzschild, and therefore any such nontrivial solution must be purely a result of the freedom
to chose the frame vectors in the Schwarzchild background.
We may directly obtain the following evolution and propagation equations for these new gauge-invariant variables:
X˙a =
3
2φE
(
αa +Σa − εabΩ
b
)
+ 32E
(
δaΣ−
2
3δaθ
)
+ εbcδaδ
bHc, (78)
Y˙a =
(
1
2φ
2 + E
) (
αa +Σa − εabΩ
b
)
+
(
1
2φ−A
) (
δaΣ−
2
3δaθ
)
+ δaδcα
c, (79)
Xˆa = −2φXa −
3
2EYa +
3
2φEaa − δaδbE
b, (80)
Yˆa = −Xa −
3
2φYa +
(
1
2φ
2 + E
)
aa + δaδba
b, (81)
Zˆa = −
(
3
2φ+ 2A
)
Za −AYa +A (φ+A) aa + δaθ˙ − δaδbA
b. (82)
Note that there is not an equation for Z˙a because there is no equation for A˙.
We also find the following constraints by applying the commutator (33) to our new variables:
εabδ
aXb = 3φEξ, (83)
εabδ
aY b =
(
φ2 + 2E
)
ξ, (84)
εabδ
aZb = 2A (φ+A) ξ. (85)
Equations (78) and (79) replace our equations for (56) and (52) respectively. Similarly Eq. (80) replaces Eq. (42),
Eq. (81) replaces (36), and (82) replaces (40). The constraint (85) allows us to derive a pseudo-evolution equation for
11
Za (but we shall not require it). We may also replace our Σ˙ equation (55) with
δaΣ˙−
2
3δaθ˙ = −Xa −AYa − φZa − δaδbA
b. (86)
All equations are now gauge invariant. This means that when we have chosen our frame ua, na in a unique way,
then all quantities appearing in the equations are uniquely defined covariant and gauge-invariant quantities, with a
physical or geometrical meaning.
D. Commutation relations for first-order variables
Having discussed which variables are zeroth order and which are first order, it will be useful to present the following
commutation relations for the derivatives of first-order scalars, vectors and tensors. For any scalar, vector or tensor, Ψ:
˙ˆ
Ψ− ˆ˙Ψ = AΨ˙, (87)
δaΨ˙− (δaΨ)
· = 0, (88)
δaΨˆ− (̂δaΨ) =
1
2φδaΨ; (89)
while for a scalar
δ[aδb]Ψ = 0, (90)
and for a vector
δ[aδb]Ψc =
(
1
4φ
2 − E
)
Nc[aΨb], (91)
and a tensor
δ[aδb]Ψcd =
1
2
(
1
2φ
2 − E
) [
Nc[aΨb]d +Nd[aΨb]c
]
. (92)
E. Spherical harmonics
As the equations stand we can’t find solutions because of the appearance of angular derivatives ‘δa’. An appropriate
choice of basis functions will allow us to write all first-order variables as an infinite sum over these basis functions, and
allow us to replace angular derivatives by a harmonic coefficient. Clearly the spherical symmetry of the background
begs us to use spherical harmonics as our basis functions, so here we will develop these appropriately for our formalism.
We define our harmonics by analogy with the FLRW case [1], and we refer to [20] for details of other approaches.
Note that all functions and relations below are defined in the background only; we only expand first-order variables,
so zeroth-order equations are sufficient.
We introduce spherical harmonic functions Q = Q(ℓ,m), with m = −ℓ, · · · , ℓ, defined on the background, such that
δ2Q = −ℓ (ℓ+ 1) r−2Q, Qˆ = 0 = Q˙. (93)
The function r is covariantly defined by
φ = 2
rˆ
r
, r˙ = 0 = δar. (94)
This factor is included in our definition (93) so that the equation propagates; it is trivial to show that it evolves also.
We have defined r so far up to an arbitrary constant, which reflects our freedom in choosing a particular normalisation
of the spherical harmonic functions; we will find it most useful for our purposes to fix this freedom by covariantly
defining
r ≡
(
1
4φ
2 − E
)−1/2
, (95)
i.e., we identify r defined here with the parameter defined by Eq. (74). We can now expand any first order scalar Ψ
in terms of these functions as
Ψ =
∞∑
ℓ=0
m=ℓ∑
m=−ℓ
Ψ
(ℓ,m)
S Q
(ℓ,m) = ΨSQ, (96)
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where the sum over ℓ and m is implicit in the last equality. The S subscript reminds us that Ψ is a scalar, and that
a spherical harmonic expansion has been made. Due to the spherical symmetry of the background, m never appears
in any equation; we will just ignore it from now on.
We also need to expand vectors and tensors in spherical harmonics. We therefore define the even (electric) parity
vector spherical harmonics for ℓ ≥ 1 as
Q(ℓ)a = rδaQ
(ℓ) ⇒ Qˆa = 0 = Q˙a, δ
2Qa = (1− ℓ (ℓ+ 1)) r
−2Qa; (97)
where the (ℓ) superscript is implicit, and we define odd (magnetic) parity vector spherical harmonics as
Q¯(ℓ)a = rεabδ
bQ(ℓ) ⇒ ˆ¯Qa = 0 =
˙¯Qa, δ
2Q¯a = (1− ℓ (ℓ+ 1)) r
−2Q¯a. (98)
Note that Q¯a = εabQ
b ⇔ Qa = −εabQ¯b, so that εab is a parity operator. The crucial difference between these two
types of vector spherical harmonics is that Q¯a is solenoidal, so
δaQ¯a = 0, while δ
aQa = −ℓ (ℓ+ 1) r
−1Q. (99)
Note also that
εabδ
aQb = 0, and εabδ
aQ¯b = ℓ (ℓ+ 1) r−1Q. (100)
The harmonics are orthogonal: QaQ¯a = 0 (for each ℓ), which implies that any first-order vector Ψa can now be
written
Ψa =
∞∑
ℓ=1
Ψ
(ℓ)
V Q
(ℓ)
a + Ψ¯
(ℓ)
V Q¯
(ℓ)
a = ΨVQa + Ψ¯VQ¯a. (101)
Again, we implicitly assume a sum over ℓ in the last equality, and the V reminds us that Ψa is a vector expanded in
spherical harmonics.
Similarly we define even and odd tensor spherical harmonics for ℓ ≥ 2 as
Qab = r
2δ{aδb}Q, ⇒ Qˆab = 0 = Q˙ab, δ
2Qab =
[
φ2 − 3E − ℓ (ℓ+ 1) r−2
]
Qab; (102)
Q¯ab = r
2εc{aδ
cδb}Q, ⇒
ˆ¯Qab = 0 =
˙¯Qab, δ
2Q¯ab =
[
φ2 − 3E − ℓ (ℓ+ 1) r−2
]
Q¯ab, (103)
which are orthogonal: QabQ¯
ab = 0, and are parity inversions of one another: Qab = −εc{aQ¯
c
b} ⇔ Q¯ab = εc{aQ
c
b} .
Any first-order tensor may be expanded
Ψab =
∞∑
ℓ=2
Ψ
(ℓ)
T Q
(ℓ)
ab + Ψ¯
(ℓ)
T Q¯
(ℓ)
ab = ΨTQab + Ψ¯TQ¯ab. (104)
We will not write all the equations expanded in spherical harmonics; instead we list here all the replacements which
must be made for scalars, vectors and tensors. Note that sums over ℓ and m are implicit in these equations below.
For brevity, we will sometimes use the aliases
L = ℓ (ℓ+ 1) , l = (ℓ− 1) (ℓ+ 2) = L− 2. (105)
scalar vector tensor
Ψ = ΨSQ Ψa = +ΨVQa + Ψ¯VQ¯a Ψab = +ΨTQab + Ψ¯TQ¯ab
δaΨ = r
−1ΨSQa εabΨ
b = −Ψ¯VQa +ΨVQ¯a εc{aΨ
c
b} = −Ψ¯TQab +ΨTQ¯ab
εabδ
bΨ = r−1ΨSQ¯a δ
aΨa = −ℓ (ℓ+ 1) r−1ΨVQ δbΨab =
1
2 lr
−1
(
−ΨTQa + Ψ¯TQ¯a
)
εabδ
aΨb = +ℓ (ℓ+ 1) r−1Ψ¯VQ εc{dδ
dΨ ca} =
1
2 lr
−1
(
+Ψ¯TQa +ΨTQ¯a
)
δ{aΨb} = r
−1
(
ΨVQab − Ψ¯VQ¯ab
)
εc{aδ
cΨb} = r
−1
(
Ψ¯VQab +ΨVQ¯ab
)
(106)
Each vector and tensor equation produces two harmonics equations for each ℓ, one of odd parity and one of even
parity, due to the orthogonality of the vector and tensor harmonics.
We can use these harmonic relations to derive various properties of the δa derivative. For example, an important
relation we use in deriving the Regge-Wheeler equation in Sec. IV is
2δ{aδ
cΨb}c − δ
2Ψab =
(
E − 12φ
2
)
Ψab. (107)
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F. Odd and even parity perturbations
After decomposing the equations into their harmonic components, we find that they split into two independent
subsets, which we refer to as even and odd (parity) perturbations, but are also known as polar and axial perturbations.
This splitting is analogous to the well known splitting of scalar, vector and tensor modes in the cosmological situation.
The two independent sets of equations utilise the variables
Odd parity: VO ≡
(
{E¯T, HT, Σ¯T, ζ¯T}, {E¯V, HV, Σ¯V, ΩV, A¯V, α¯V, a¯V, X¯V, Y¯V, Z¯V}, {HS, ΩS, ξS}
)
(108)
Even parity: VE ≡
(
{ET, H¯T, ΣT, ζT}, {EV, H¯V, ΣV, Ω¯V, AV, αV, aV, XV, YV, ZV}, {ΣS, θS}
)
, (109)
where we have defined the vectors VO,VE for later convenience. The ‘parity switching’ which occurs between the sets
of variables (e.g., HT appears in the odd parity system) may be seen in the covariant tensor equations: Hab always
appears alongside a ‘εab’ factor relative to other variables such as Eab; similarly for Ω
a; it’s always seen as εabΩ
b,
relative to Σa, say.
Hereafter, we will assume all equations have been decomposed into their spherical harmonic components, unless
stated otherwise, and when we refer to specific equations that are given in tensor form (such as the evolution equations
above), we will generally assume too that this has been decomposed implicitly.
G. Time harmonics
Because the background is static, we can, if we wish, decompose time derivatives of first order quantities into their
Fourier components. This is simply assuming an eiωτ time dependence for the first order variables, but we shall make
it a bit more precise. Define the time harmonic functions T (ω) in the background by
T˙ (ω) = iωT (ω), Tˆ (ω) = 0 = δaT
(ω); ω˙ = 0 = δaω. (110)
In the background, this must satisfy
ˆ˙T +AT˙ = 0, (111)
which implies
ωˆ = −Aω. (112)
We may integrate this in the background, in terms of the parameter x, or r, to give
ω = σ cothx = σ
(
1−
2m
r
)−1/2
=
2σ
φr
, (113)
where σ is a constant. Then any first order variable Ψ (which will usually be an even or odd parity variable discussed
above, but it could be any first order scalar, vector or tensor) as
Ψ =
∑
ω
Ψ(ω)T (ω) = Ψ(ω)T (ω) (114)
where the summation is understood in the last equality (which may be an integral, and depends on the types of
differential equations and their boundary conditions occurring in the solutions). We can simply replace a dot by iω
in the equations, as no confusion should occur.
IV. THE REGGE-WHEELER TENSOR AND THE REGGE-WHEELER AND ZERILLI EQUATIONS
We have presented the full, covariant, gauge-invariant linearised equations for the propagation of gravitational
radiation in a perturbed Schwarzschild black hole spacetime, and we have discussed the introduction of spherical
harmonics, enabling us to replace δ-derivatives with spherical harmonic indices, as well as remove the tensorial nature
of the equations. We could now introduce a perturbed metric and calculate all variables in terms of the metric
functions, to show how the standard Regge-Wheeler and Zerilli equations of black hole perturbation theory may be
related to this approach, linking all of our variables to these Regge-Wheeler and Zerilli functions. We need not bother
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however: it is possible to find generalisations of these functions and correlations directly, an important test of our
theory.
We show in this section that it is possible to find a gauge- and frame-invariant, transverse-traceless tensor that
satisfies a closed, covariant, gauge-invariant wave equation. We call this tensor the Regge-Wheeler tensor. Moreover,
we demonstrate that, once decomposed into spherical harmonics, and with the appropriate radial coordinate, this
equation is the Regge-Wheeler equation for both parities, thus unifying both parities in one TT tensor. We present
similar results for the Zerilli equation that normally describes even parity solutions, but defer the derivation of the
Zerilli tensor until later in Sec. VC.
A. Regge-Wheeler
We know that gravitational waves propagate in the perturbed Schwarzschild spacetime, and therefore that the TT
tensors must satisfy (covariant) wave equations of some sort [see Eqs. (152) and (153) in section VB], as our solutions
must recover the plane wave case when m = 0. When we investigate these wave equations for Eab and Hab, say, we
find that they are not closed: that is, they contain forcing terms from other 1+1+2 tensors, a feature not present for
plane waves. This makes their interpretation and solution nontrivial. In fact, when we look at the second-order wave
equations obtained from the covariant equations for any of the 1+1+2 tensors we find the same story. Can we find
some combination of the basic tensors that satisfies a closed, covariant wave equation? Indeed we can, and we outline
its derivation here. The formulae are rather formidable, and so we omit a detailed derivation.
In addition to the obvious 1+1+2 transverse-traceless tensors (Eab, Hab, Σab and ζab) it is possible to construct
many TT tensors from δ-derivatives of vectors and scalars, such as δ{aXb}, δ{aab}, or even δ{aδb}Ω, for example.
Using the dot and hat equations, along with the commutators, we can obtain the wave equations satisfied by any of
these tensors, by calculating the wave operator Ψ¨{ab} −
ˆˆ
Ψ{ab} for that tensor Ψab.
If we calculate the wave operators for ζab and δ{aXb} we notice that they contain similar terms in aa, αa and ξ.
In fact, if in ζ¨{ab} −
ˆˆ
ζ{ab} we substitute for aa from Eq. (80), αa from Eq. (78), and for ξ from Eq. (83) we find,
amazingly, that all variables other than δ{aXb} and ζab cancel, leaving the closed wave equation (116) below.
So, we define the dimensionless, gauge-invariant, frame-invariant, transverse-traceless tensor
Wab =
1
2φr
2ζab −
1
3r
2E−1δ{aXb}, (115)
which obeys the rather nice wave equation
W¨{ab} −
ˆˆ
W {ab} −AWˆ{ab} + φ
2Wab − δ
2Wab = 0, (116)
where δ2 = δaδa is the covariant laplacian on the sheets (approximate 2-spheres, in this case).
We can expand Eq. (116) into SH: let W = {WT, W¯T}, then Eq. (116) becomes
W¨ − ˆˆW −AWˆ +
{
ℓ (ℓ+ 1)
r2
+ 3E
}
W = 0. (117)
Note that both the even and odd parity parts of Wab satisfy the same wave equation (117).
It turns out that Eq. (117) is actually the Regge-Wheeler equation [8] in appropriate coordinates, which we now
show. Converting to the parameter r, ρ→ r, and then to the ‘tortoise’ coordinate of Regge and Wheeler
r∗ = r + 2m ln
( r
2m
− 1
)
, (118)
and then letting
ψ = ψRW = W, (119)
we find that (117) becomes: (
d2
dr2∗
+ σ2
)
ψ = V ψ (120)
where
V = VRW =
(r − 2m)
r4
(ℓ (ℓ+ 1) r − 6m) , (121)
which is the Regge-Wheeler potential. We will thus refer to Wab as the Regge-Wheeler tensor.
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B. Zerilli
We have shown that Wab satisfies the Regge-Wheeler equation (117) regardless of parity. However, it is well known
that even parity perturbations are governed by the Zerilli equation.
For even parity perturbations the variable
Z = 16φ
(
l − 3Er2
)−1 (
3rΣT + 2E
−1H¯V
)
(122)
= 23c
−1
3
[
3rφΣT − 2A
−1H¯V
]
(123)
is one of two fundamental variables, and it can be shown to satisfy the Zerilli equation. The wave equation equation
for Z is
Z¨ − ˆˆZ −AZˆ + 13r
−2
{
1
4c3 + 32c
−2
3 (L+ 1) l
2
}
Z = 0. (124)
We have used the abbreviations:
cj = 4 (L+ 1)− jr
2φ2, (125)
where we keep the freedom in j for later use.
Making the change to the tortoise coordinate, inserting time harmonic functions, and changing to the variable
ψ = ψZ = Z (126)
we find that (124) is in fact the Zerilli equation, Eq. (120), with
V = VZ =
r − 2m
r4 {(L− 1) r + 6m}2
[
(L− 1)2
[
r3 (L+ 7) + 24mr2
]
+ 36m2r (L− 1) + 72m3
]
. (127)
For the even parity perturbations, then, there are two variables which obey wave equations: the Zerilli variable Z,
and the Regge-Wheeler variable WT. They are in fact related by
Zˆ =
iω
3r3φA
WT +
r2φ2
[
c23 − 8l (c3 + L+ 4)
]
+ 32Ll (L+ 1)
24r4φ2Ac3
Z (128)
as may be found by considering considering W˙T, using Eq. (115). Furthermore, it is possible to find an equation of
the form
WˆT = (stuff) Zˆ + (more stuff)Z, (129)
by utilising Eqs. (59), (50) and (61), using the time harmonics throughout, which implies that Z may be written as
a function of WT and its derivatives. This gives
WˆT = −
r2φ2
[
c23 − 8l (c3 + L+ 4)
]
+ 32Ll (L+ 1)
24r4φ2Ac3
WT −
9ω2r8φ4A2 + L2l2
3iωr5φ3A
Z. (130)
Thus, the wave variables are not independent. Eqs. (128) and (130) are a two dimensional first-order linear system
of differential equations, which could replace the second-order Regge-Wheeler and Zerilli equations. In fact, it is
instructive to rewrite Eqs. (128) and (130) in matrix form:(
WˆT
Zˆ
)
=
(
β A
B −β
)(
WT
Z
)
(131)
where the definitions of A, B and β are obvious from above. Notice that the matrix that couples WˆT and Zˆ is
traceless, and that the special quasinormal modes discussed below correspond to A = 0.
This form of writing the Regge-Wheeler and Zerilli equations, Eq. (131), may be viewed as just a neat way to
write two decoupled second order DE’s as two coupled first-order ones; however, it also shows that the two decoupled
second order DEs, which Eq. (131) may replace, must be representations of the same physical situation [7] (because
WT is a linear combination of Z and Zˆ, and Z is a linear combination of WT and WˆT). We can use this DE to find an
odd parity Zerilli variable, which satisfies the Zerilli equation (124), quite easily: simply demand that Eq. (130) hold
for the odd parity perturbations too, and substitute for W¯T from Eq. (115), and then from the propagation equations
as appropriate. This then gives us Z¯ as a complicated linear combination of E¯T, ζ¯T, X¯V and Y¯V, seemingly unrelated
to the even parity Zerilli variable, Eq. (123). This is an illusion, however, and it is possible to find a form for Z¯ very
similar to Eq. (123), and consequently a Zerilli tensor, but we defer this until later, in Sec. VC.
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C. Quasinormal modes
The Regge-Wheeler and Zerilli equations have been studied in some detail over the years, and their solution is a
complicated business [21]. The relevant boundary conditions for the two equations are those that represent a GW
perturbation which propagates outwards at infinity (r ∼ r∗ →∞) and inwards to the horizon (r → 2m, r∗ → −∞) –
that is, there are no GW propagating in from infinity or out of the horizon. The form of the Regge-Wheeler and
Zerilli variables corresponding to this are
ψ ∼ eiσr∗ as r∗ → −∞ and ψ ∼ e
−iσr∗ as r∗ → +∞, (132)
where ψ = W or ψ = Z; see, e.g., [21]. It turns out that the only solutions to Eq. (120), with potentials (121) or (127)
with boundary conditions (132) require discrete values of the frequency parameter σ, with ℑ(σ) > 0; these are referred
to as quasinormal frequencies, and the solutions constructed from them as quasinormal modes (QNMs). Because of
the eiωτ time dependence, these decay exponentially in time, which corresponds to energy radiated to infinity or the
horizon as GW. This damping in time is important as ψ grows exponentially as r →∞. In particular, it also means
that the spacetime is not flat at spacelike infinity, but it is flat at future null infinity (i.e., along a null ray).
The factor in front of the Z in Eq. (130) is rather interesting: evaluate (in terms of r say) to find
9ω2r8φ4A2 + L2l2 = (12mσ)2 + (Ll)2 (133)
which has roots at
2mσ = ±
i
6
ℓ (ℓ− 1) (ℓ+ 1) (ℓ+ 2) (134)
with the ‘+’ root corresponding to the frequency of the ‘special (quasi-normal) mode’ discussed in [21, 22], which is
the only QNM with ℜ(σ) = 0. Since the frequency is purely imaginary the special QNM is not oscillatory in time but
merely decays exponentially.
The potentials for the Regge-Wheeler and Zerilli equations when converted into Schro¨dinger form, VRW and VZ ,
although appearing very different functionally, are actually very similar (see, e.g., [21]), becoming identical as ℓ→∞,
with peaks lying just beyond the photon sphere, r = 3m; as ℓ→∞ the peaks approach the photon sphere (so that the
solutions W and Z become identical for ℓ→∞). Thus these one dimensional wave equations represent gravitational
waves scattering off the photon sphere, with the same reflection and transmission coefficients [7].
It is important to note, however, that the Regge-Wheeler and Zerilli equations allow physical solutions with bound-
ary conditions other than (132), and hence with ℑ(σ) ≤ 0, but these solutions will represent GW incoming partially
from infinity. These are not relevant for GW detection, but are of interest in their own right, as perturbations of
bounded regions, say, may involve such waves.
V. SOLVING THE EQUATIONS
Before we discuss the solution of our system of equations, it is worthwhile giving an overview of the structure of
the equations. We have three distinct types of equations: propagation, evolution, and constraint. The propagation
equations are to be considered the key differential equations, while the evolution and constraints may be considered
as auxiliary algebraic equations. This is because the structure of the background varies in the radial direction, so the
hat-derivative cannot be expanded in harmonic functions, while the dot- and δ-derivatives are perturbation derivatives,
as they do not occur in the background equations, and can thus be expanded in harmonics. We can then analyse and
solve the large system of equations using matrix methods. This will provide interesting insight into the problem of
black hole perturbations, since it allows us, at any radial position from the black hole, to treat the harmonic variables
in (108) and (109) as ‘coordinates’ – i.e., as a particular choice of basis vectors – in an abstract, 33-dimensional
vector space V33: the non-propagation equations then tell us that only fourteen degrees of freedom are present in
the evolution and constraint equations (six in the odd parity, eight in the even), and these then allow us to work
out how a subset of this this 14-dimensional solution subspace of V33 propagates radially (that is, they provide the
differential system for the remaining degrees of freedom, but there are some undetermined variables), without us
having to explicitly specify a basis for the 14-dimensional vector subspace of V33.
Assume a spherical harmonic decomposition of all the equations. Let V denote the 33-dimensional vector (element
of V33) with the variables VO =(108) and VE =(109) as elements; arrange the vector thus:
V = (Odd variables | Even variables) = (VO,VE). (135)
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Further, introduce the harmonic expansion in time, so that dot derivatives are everywhere replaced by iω; the evolution
equations without a propagation derivative in them then become a set of 18 algebraic equations. The propagation
equations are then of the form
Vˆ28 = PV, (136)
where V28 denotes the vector consisting of the 28 elements of V which have a propagation equation. Note that there
is no propagation equation for aa (indeed, aa only acts as a forcing term in the differential equations – it is completely
undetermined), and some variables do not have an individual propagation equation: there are propagation equations
for Σa−εabΩb and Σ−
2
3θ, but not for each of these variables separately (and these can’t be generated, as the evolution
equations and constraints contain the same degeneracy). P is the 28 × 33 propagation matrix, which contains iω
terms subsuming evolution equations which have hat derivatives in them.
The 18 remaining evolution equations take the form, in matrix notation
EV = 0, (137)
where E is a 18× 33 matrix. The 9 constraints are
CV = 0, (138)
where C is a 9 × 33 matrix. Recall that the equations decouple into two sets of equations of opposing parity, which
is reflected in the structure of the matrices E, P, C, which are all in block-diagonal form:

Odd
parity
0
0
Even
parity

 , (139)
thus dividing V33 into two divorced subspaces. (We will denote the odd parity upper block of the matrices by a
subscript O, and the even lower block by E.) This means that we can treat the odd and even subspaces separately.
We will find that the odd equations reduce to a third-order system (i.e., a coupled three-dimensional first-order system
of differential equations), and the even equations to a fourth-order system, both of which do not close: the odd has
two undetermined variables (from the Σa−εabΩb degeneracy, and lack of an equation determining aa), while the even
has three (from the Σa − εabΩb and Σ −
2
3θ degeneracies, as well as the a
a business), all of which reflect freedom in
choosing our frame.
In principle, we could adjoin the matrix C to E giving a total of 27 algebraic relations between the variables,
represented by the 27× 33 matrix
F ≡
(
E
C
)
(140)
with
FV = 0. (141)
However, only one constraint equation, Eq. (85), is not represented in the evolution equations (as there is no equation
for Za). With this exception the constraints evolve and propagate consistently, so eight elements of C do not contain
any more information than E and P. To put this more elegantly, the fact that the constraints evolve consistently
implies that eight rows of C are just linear combinations of the rows of the matrix E, so that the rank of F is 19,
just one more than that of E. Let FL denote the 19 linearly independent rows of F. Formally, this means that
the solution vector V in V33 must lie in the (33 − 19 = 14-dimensional) null space, N14, of FL. Since all equations
propagate consistently we can think of this solution space, and the propagation equations acting on it, in an abstract
way. We see that the propagation equations are in a certain sense independent of the particular variables we choose
to represent the solution.
To actually obtain solutions, however, we must reintroduce ‘coordinates’ in N14. To this end, we use FL to eliminate
19 variables, leaving just 14 (it being largely a matter of choice exactly which 14, provided they span N14); let us
denote them by v. The remaining variables can then all be expressed in terms of these fourteen ‘coordinate variables’.
We may therefore write
V =Mv, (142)
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whereM is a 33× 14 matrix of the form

←− 6 −→ ←− 8 −→
odd even

 . (143)
Because of the frame freedom evident in the degenerate variables, we will split the vector v into two parts: v =
(vD,vF ), a ‘determined’ part containing 9 variables which have an individual propagation equation and a ‘free’ part
containing 5 [say, (ΩV, a¯V | Ω¯V, aV, θS)] which do not. Inserting Eq. (142) into the propagation equation, Eq. (136),
will then finish off the solution, resulting in the equation
vˆD = BvD +AvF , (144)
where B is a 9 × 9 matrix and A is 9 × 5, giving the solution in the form of a nine-dimensional, first-order (non-
autonomous) dynamical system for the vector vD, with forcing terms from the five undetermined variables. The
solution (142) is then guaranteed to propagate using (144).
From a naive argument based on counting degrees of freedom of our frame vectors we would expect to be able to
eliminate five variables through a careful use of all frame freedom: the congruence ua can be changed by boosting
to any new frame moving with some (first-order) three-velocity, giving three degrees of freedom; given a ua, we may
further make any first-order change in na that preserves uana = 0, giving two degrees of freedom. Indeed, there are
five unknowns in Eq (144), corresponding precisely to these five degrees of freedom, which implies that five equations
(rows) of Eq. (144) do not represent true dynamical degrees of freedom. We may specify a frame not only by directly
specifying vF (the most obvious being vF = 0), selecting some 9-dimensional subspace of N14, but by specifying any
variable which can somehow be related to an element of vF through either Eq. (144) or Eq. (142), thus defining that
element of vF , provided, of course, this results in a non-zero, self consistent solution. It turns out, in fact, that the
only variables we can’t specify in this way are Eab,Hab,Wab, Wˆab (the latter being equivalent for these purposes to
the Zerilli tensor defined later) – these are frame invariant. Below we choose our frame so that 5 elements of vD are
zero, thus placing 5 rows of Eq. (144) into M, and explicitly having our core dynamical system represent the four
true dynamical degrees of freedom – a four dimensional subspace of N14.
To summarise:
• there are 28 propagation equations for 33 variables, which suggests that there are 33-28=5 ‘frame’ degrees of
freedom in the choice of the two basis vectors ua and na;
• once we have used the time-independence of the background to harmonically decompose the evolution equations,
these, combined with the original constraint equations, give rise to a total of 19 linearly independent algebraic
relations (not all of the 27 evolution and constraint equations – represented by F – are independent);
• using these algebraic relations to eliminate 19 variables leaves 33− 19 = 14 variables to be solved for;
• since the contraint and evolution equations propagate consistently (imposing the constraints ‘commutes’ with
the hat derivative) we can be sure that the propagation equations for eliminated variables can be dropped, since
they will follow from the propagation equations for the remaining variables;
• we find then that 9 propagation equations (for vD) remain (leaving the 14−9 = 5 frame degrees of freedom, vF );
• finally, since we can choose the 5 frame degrees of freedom more or less arbitrarily we really only have 9− 5 = 4
true dynamical propagation equations, as we would expect (to see this, imagine choosing 5 of the 9 elements
of vD to be anything at all; then the propagation equations for those variables just fix all five elements of vF ,
so that the only unknowns that remain are the 4 components of vD for which we have propagation equations.
A. Determining the full solution: Finding v, M and B
1. Odd
a. General Frame If we don’t specify a frame choice, and choose our solution vector as, say, vDO =
(Σ¯T, ζ¯T, X¯V, A¯V), then there are two undetermined variables, which we can choose to be vFO = (ΩV, a¯V), as wit-
nessed in the propagation equation for this solution vector:
vˆD = B
g
OvD +AOvF . (145)
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All other variables are linear combinations of elements of vD, except Σ¯V, which depends on ΩV; nothing depends on
a¯V. Thus, vF represents a frame freedom in the odd-parity variables, and we can specify it at will.
b. Specific Frame Here, we will choose the frame specifically such that Y¯V = A¯V = 0. This immediately implies
that ξS = ΩS = a¯V = X¯V = Z¯V = ΩV = 0, which is a rather decent simplification. For our reduced basis vector we
will choose
v =
(
W¯T
ˆ¯WT
)
; (146)
i.e., the governing DE will be the Regge-Wheeler equation. The remaining variables are then given by
VO =


E¯T
HT
Σ¯T
ζ¯T
E¯V
HV
Σ¯V
ΩV
A¯V
α¯V
a¯V
X¯V
Y¯V
Z¯V
HS
ΩS
ξS


=MOv =


−C/2φ2r4 −2/φr2(
−c−3 + 8r2ω2 + 16
)
/4iωφr4 − C/2iωφ2r4
1/iωr2 2/iωφr2
2/φr2 0
l/φr3 0
0 −l/iωφr3
−l/iωφr3 0
0 0
0 0
l/iωφr3 0
0 0
0 0
0 0
0 0
−Ll/iωφr4 0
0 0
0 0


(
W¯T
ˆ¯WT
)
(147)
where we have used
C = 3φ2r2 − 4. (148)
2. Even
a. General Frame If we don’t specify a frame choice, and choose our solution vector as, say, vDE = (ΣT, ζT,ΣV+
Ω¯V, aV, XV, YV), then there are three undetermined variables, which we can choose to be vF E = (aV, Ω¯V, θS). The
underlying propagation equation is then
vˆD = B
g
EvD +AEvF (149)
All other variables are linear combinations of elements of vDE , except ΣS which depends on θS. Recall that these
freedoms arise from the nature of the propagation and evolution equations: only the combinations of variables,
Σa − εabΩb and Σ−
2
3θ, are determined by the propagation and evolution equations, and not the individual variables
themselves (although they appear in different combinations in other equations); meanwhile, aa is only present on the
rhs of the propagation equations. Thus, aV, Ω¯V and θS represent frame freedom in the even-parity variables, and we
can specify these at will (or other variables which indirectly fix these).
b. Specific Frame To concur with the odd case above, we will choose here a frame in which AV = YV = ZV = 0.
We choose
v =
(
WT
Z
)
, (150)
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so that the governing DE will be Eq. (131). Thus, the basis vector in V33 can easily be converted to the Regge-
Wheeler equation, or the Zerilli equation, depending on ones frame of mind [by substituting for WT or Z from the
rhs of Eq. (131)]. The other variables are linear combinations of the elements of this solution basis vector:
VE =


ET
H¯T
ΣT
ζT
EV
H¯V
ΣV
Ω¯V
AV
αV
aV
XV
YV
ZV
ΣS
θS


=MEv =


2
(
12E2r4 − Cl
)
/c3φ
2r4 −
[
12ω2φ2Er6 + CLl
]
/2iωφ3r5
2iω/φr2 c3 (c−3 − 8) /8φ2r3
4l/iωc3r
2 −
[
6ω2Er4 + Ll
]
/ω2φr3
2/φr2 2Ll/iωφ2r3
−l/φr3 −Ll2/iωφ2r4
−12lE/iωc3r −3lA/2ω2r2
l/iωφr3 −Ll
[
lc3 + 6E2r4
]
/ω2φ2r4
0 6LlA2/ω2c3
0 0
lC/iωφr3c3 −LlC/4ω
2φ2r4
0 12LlA/iωc3
0 −3LlA/iωr2
0 0
0 0
0 LlA
[
5C2 − 24C (L− 1)− 32 (3L− 2)
]
/2ω2φ2r3c3
0 −3LlA2 (C + 8) /ω2φrc3


(
WT
Z
)
.
(151)
B. Gravity waves
The plane wave solutions are given by setting A = φ = 0, with na lying in the direction of propagation (although,
if we keep φ = 2/r – i.e., set m = 0 – then it represents the same solution, but na is a radial direction with an
arbitrary centre). In this case only the four TT tensors are non-zero, and Eab and Hab represent the curvature of
plane gravity waves: dynamical tidal forces orthogonal to the direction of propagation. In the BH case they therefore
may be thought of as representing the same part of the GW, although with distortion from the BH itself [24]. This
is seen in the wave equations which these tensors satisfy which no longer close, and have forcing terms from other
quantities (in a general frame):
E¨{ab} −
ˆˆ
E{ab} − δ
2Eab − (φ+ 5A) Eˆ{ab} −
(
φ2 + 8A2 − 5E
)
Eab = 2 (φ− 2A) δ{aEb} + 3E (φ− 2A) ζab, (152)
H¨{ab} −
ˆˆ
H{ab} − δ
2Hab −AHˆ{ab} −
(
1
4φ
2 − 2A2 + 72E
)
Hab =
(
7
2φ−A
)
δ{aHb} − 3φEεc{aΣ
c
b} . (153)
Thus, the principle forcing term for Eab comes from the shear of na, while Hab is principally forced by the shear of
ua.
These TT tensors decouple from all the other variables, but not as wave equations, so it is worthwhile giving the
differential equations which these satisfy. Let W = (WO,WE) where
WO =
(
E¯T
HT
)
, and WE =
(
ET
H¯T
)
. (154)
Then W satisfies the 4-dimensional first order DE
Wˆ = χ−1
(
ΥO 0
0 ΥE
)
W (155)
where
χ = r2φ
{
r2φ2
[
8L− r2
(
φ2 + 256ω2
)]
− 16
}
, (156)
ΥO =
(
−B2 − 3r4φ4
(
r2φ2 + 4
)
B1
−B1 − 4Ll (iω)
−1
r2φ3 B2
)
, (157)
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ΥE =
(
−B2 − 3r4φ4
(
r2φ2 + 4
)
+ 480r4φ2ω2 −4
(
B1 − 240iω3r6φ3
)
−B1 −B2
)
, and (158)
B1 = iωr
2φ
[
−r4φ2
(
9φ2 + 16ω2
)
+ 8r2φ2 (2L+ 1)− 16
]
, (159)
B2 = −
3
2r
6φ6 + 6r4φ2
[
φ2 (L− 1) + 64ω2
]
+ 8r2φ2 (L− 1) + 32. (160)
Pretty untidy, but the structure is simple. Note that although decoupling these equations will result in second order
ODE’s for each of the four variables, these are not true wave equations, because of the ω’s in Υ; powers of ω up to 3
are found in Eq. (155), which correspond to third order dot-derivatives.
In fact, although the Regge-Wheeler tensor, as we have written it, involves ζab which is a kinematical term, it may
be written from purely Weyl contributions, using e.g., Eqs. (61) and (50), or just Eq. (51). Therefore, the entire
solution may be related relatively simply to the Weyl curvature. Indeed, the variables Eab,Hab,Wab are all frame
invariant so the relations between these given for the odd and even cases apply regardless of frame; hence, Wab and
Wˆab may be given as linear combinations of Eab and Hab, though not in tensorial form.
C. The Zerilli tensor
We have discussed at the end of the section on the Zerilli variable, Sec. IVB, how it is possible to find an odd parity
Zerilli variable as a linear combination of E¯T, ζ¯T and ξS, which was seemingly unrelated to the even parity form of the
Zerilli variable. However, we may utilise our solution for the odd parity variables [Eq. (142), although the details of
this ‘general frame’ solution are not given here] in order to write Z¯ as a linear combination of Σ¯T, HV and HS, thus
suggesting a connection with the even parity form, Eq. (123):[
1
9L
2l2ω−2r−8φ−4A−2 + 1
]
Z¯ = 23c
−1
3
[
3rφΣ¯T − 2A
−1HV
]
− 19r
−3φ−2A−2HS. (161)
As yet, the similarity with the even case is not quite clear, although nearly there. If we note that the factor multiplying
Z¯ on the left hand side is actually a constant (in fact, it is just the special quasi-normal mode factor, discussed earlier),
then we can re-define our definition of Z¯, without affecting the differential equation it obeys. Therefore, we define
the Zerilli tensor Zab by the differential equation:[
2− r2
(
2E + δ2
)]
Zab =
1
2rφΣab −
1
3rA
−1εc{aδ
cHb} −
1
9r
−1E−2
[
2− r2
(
2E + δ2
)]
εc{aδ
cδb}H, (162)
which is related to our odd and even Zerilli variables by
Z¯T =
[
1
9L
2l2ω−2r−8φ−4A−2 + 1
]
Z¯, (163)
ZT = Z, (164)
and, of course, both Z¯T and ZT satisfy the Zerilli equation (124).
The complexity of the definition of this Zerilli tensor (162) is somewhat startling, especially given the simplicity of
the analogous Regge-Wheeler tensor. Indeed, the necessity of defining Zab via a differential equation really does not
inspire confidence in its possible fundamental nature; were it not for the harmonic splitting we are permitted to do
due to the nature of the background, we would not be able to actually write down a closed wave equation for Zab –
the closed tensorial equation it obeys is
(
4φ2r2 − 9− r2δ2
) [
Z¨ab −
ˆˆ
Zab −AZˆab
]
+ 163 r
−2
{(
φ2r2 − 2− r2δ2
)3
+ 2
(
7
4φ
2r2 − 2− r2δ2
) (
7
4φ
2r2 − 5− r2δ2
)2}
Zab = 0. (165)
Hence, only the spherical harmonic amplitudes of Zab, Z¯T and ZT, obey a true wave equation.
D. Discussion
We have seen in our approach that we may define a TT tensor which satisfies the Regge-Wheeler equation, irre-
spective of parity, and we have shown that the Zerilli equation may be derived from this tensor in the even case.
The transformation equations between the two, Eqs. (128) and (130), then allowed us to derive an odd parity Zerilli
variable, and hence a Zerilli tensor. This transformation between parities is made explicit in our approach due to the
unification properties of Wab and Zab. To contrast with the metric approach, the choice of metric functions which
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makes this similarity between the parities explicit is a physically unmotivated expression, which is a complicated
linear combination of the metric perturbation functions (see, e.g., Eq. (154) in [7]). Of our two fundamental tensors,
it is fairly clear that the Regge-Wheeler tensor is the most appealing, for two reasons: it is defined in a clear and
simple way, and it obeys a covariant wave equation. Recall that it’s the harmonic amplitudes of Zab which obey wave
equations, and not Zab itself.
In the frame we have chosen where Aa = Y a = Za = 0 we just have Wab governing both the odd and even
parity perturbations, which obeys the covariant wave equation (116). The Regge-Wheeler equation describes the
dynamically free gravitational field which propagates at the speed of light. It is given here in its fully covariant,
gauge- and frame-invariant form. To understand what Wab actually embodies, recall its definition which applies
in any frame, Eq. (115). The first term, ζab, is just the shear distortion of our sheet (vibrating 2-‘spheres’) as we
move radially along na. The second term is a little more complicated. Recall that in an exact spherically symmetric
spacetime, E is the tidal force measured by our static observers ua in the direction na. There seems to be no reason
to change this interpretation in the real perturbed spacetime - here it will just undergo fluctuations, but we can still
call it the radial tidal force. ‘Radial’ loses its meaning in a perturbed spacetime, but if we chose a frame in which
na ∝ u˙a (i.e., Aa = 0) an observer could always determine this direction because it would lie precisely in the direction
of the external force that they must apply. Spatial fluctuations in the radial tidal forces are characterised by (DaE) /E
which is the comoving fractional gradient of the tidal force; projecting this onto the sheet gives us the gauge invariant
(first-order) part of this 3-vector: (δaE) /E = Xa/E , which tells us the fractional gradient of the radial tidal forces over
a sheet – i.e., how the radial tidal forces change from point to point on our vibrating 2-‘spheres’. The distortion of
this, δ{a
[(
δb}E
)
/E
]
, appearing in Wab is the shearing distortion of the radial tidal force gradient. The Regge-Wheeler
tensor is thus of a shearing form; it is this tensor which describes GW around a black hole, through the covariant
form of the Regge-Wheeler equation (116).
VI. CONCLUSIONS
We have presented a new perturbation formalism for dealing with systems with spherical symmetry in the back-
ground, and we have applied this to the simplest of such systems, the Schwarzschild black hole. Our 1+1+2 splitting
allowed the Schwarzschild solution to be given in covariant form. We then demonstrated that we can derive the
usual equations governing perturbations of the spacetime, namely the Regge-Wheeler equation (117), and the Zerilli
equation (124), while discussing in detail our new method. We have also shown that there exist Regge-Wheeler and
Zerilli tensors which unify the odd and even parity perturbations; indeed, the Regge-Wheeler tensor was shown to
satisfy a closed covariant wave equation which governs the dynamics of the whole problem. This sets the basis for
future studies of more general astrophysical systems, which only require an appropriate change of the background,
for which the possible applications are myriad.
The method has several important aspects. The first is the covariant spacetime splitting itself. In general, the
two threading vectors ua and na may be chosen arbitrarily, defining the sheet on which the vectors and tensors
exist (strictly speaking, in general the sheet is not a true surface, but a collection of tangent planes). This makes the
approach a halfway house between the 1+3 approach and the orthonormal tetrad approach, and provides a completion
of the covariant formalism. (Recall that a unique tetrad cannot be defined in isotropic or locally rotationally symmetric
spacetimes [1, 5], so this is the ideal compromise between the two in such cases.) For systems with spherical symmetry
in the background, we have seen that when na is radial in the background, the perturbed spacetime becomes a
tractable problem, because all vectors and tensors become first order, allowing decomposition with suitable harmonic
functions – spherical harmonics, in this case. Time harmonics are also introduced to simplify the solution, allowed
when the background is static, but these are not strictly necessary, as the dot-derivative is a scalar operator, and can
be dealt with by standard techniques. So far this merely writes the equations in an alternative form. At this point
finding the solution is relatively trivial: our approach simply requires solving a linear system of algebraic equations,
and this is all there is to it. The underlying dynamics are then automatically given by the small system of differential
equations that remain – wave equations, if desired, then may be derived (where they exist) by differentiating this
equation.
An important physical aspect of our approach is that it uses a set of covariantly defined quantities with genuine
physical significance, which makes it clear which objects are crucial for the detection and measurement of gravitational
waves. Put simply, GW detectors essentially measure gravitational tidal forces; that is, they are sensitive to the
dynamical Weyl curvature, encoded in the electric Weyl tensor, Eab, and this dynamical Weyl curvature forces the
working parts of any GW detector through the right hand side of the geodesic deviation equation. We have shown
that there is a gauge-invariant TT tensor that describes GWs of either parity, and is closely related to the variation
of the radial tidal force. Thus it is clear that our formalism is dealing with real, physically measurable, objects from
the start. Indeed, we have discussed how a subset of four of all thirty-three variables is sufficient to determine the full
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dynamics of the spacetime.
There are many possible extensions of the work we have presented. The obvious extension is to perturbations of
static stars, but we envisage that our method will be widely applicable to many other astrophysical situations, such as
systems with a dynamical background – e.g., collapsing stars, type Ia supernovae, etc. – where the scalar background
equations have two (non-tensorial) derivatives in them. In the static background case, where we can introduce time-
harmonic functions in the perturbed equations, solving the equations is a simple problem of solving a linear system of
equations, and one is left with a first order non-autonomous system of ordinary differential equations, whose dimension
is small compared to the original system, plus linear relations among the remaining variables in terms of the basis
vector of the dynamical system. All the physics of the spacetime is contained in this small dynamical system. With
a dynamical background, it may not be as simple as this, but we do not envisage it being much more difficult to find
the full solution; one may have to be careful choosing one’s observers (perhaps comoving with the matter in the case
of a collapsing star). In any event, there is much that can be achieved. In any situation where there is a preferred
spacelike vector field present, the covariant 1+1+2 sheet formalism should provide new insight.
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