Abstract. We prove various extensions of the Coifman-Rubio de FranciaSemmes multiplier theorem to operator-valued multipliers on Banach function spaces. Our results involve a new boundedness condition on sets of operators which we call ℓ r (ℓ s )-boundedness, which implies R-boundedness in many cases. The proofs are based on new Littlewood-Paley-Rubio de Francia-type estimates in Banach function spaces which were recently obtained by the authors.
Introduction
In [46] Rubio de Francia proved a surprising extension of the classical LittlewoodPaley square function estimate: for all p ∈ [2, ∞) there exists a constant C p > 0 such that for any collection I of mutually disjoint intervals in R, the estimate (1.1)
holds for all Schwartz functions f ∈ S(R), where S I is the Fourier projection onto I. As a consequence, in [14] Coifman, Rubio de Francia, and Semmes showed that if p ∈ (1, ∞) and Consider a Banach space X. We are interested in analogues of the results above for operator-valued multipliers on X-valued functions; that is, for multipliers m : R → L b (X), where L b (X) denotes the space of bounded linear operators on X, and where we consider a natural extension of the Fourier transform which acts on X-valued functions. A necessary condition for boundedness of the Fourier multiplier T m on some Bochner space L p (R; X) is that the range m(R) is R-bounded (see Remark 5.9) . R-boundedness is a probabilistic strengthening of uniform boundedness which holds automatically for bounded scalar-valued multipliers. Following the breakthrough papers [12, 51] there has been an extensive study of operator-valued multiplier theory, in which R-boundedness techniques are central. For example, Marcinkiewicz-type theorems were obtained in [2, 4, 7, 12, 21, 48, 51] . We refer to [22] for a more detailed historical description.
An operator-valued analogue of the Coifman-Rubio de Francia-Semmes theorem was obtained in [24] . There the Banach space X was assumed to satisfy the socalled LPR p (Littlewood-Paley-Rubio de Francia) property, which was previously studied in [5, 19, 24, 25, 45] . This is a generalisation of the square function estimate (1.1) which may be formulated for all Banach spaces, but which may not hold. Naturally, R-boundedness assumptions play a role in the results of [24] . In [1] we proved a range of Littlewood-Paley-Rubio de Francia-type estimates for Banach function spaces, including the LPR p property, under assumptions involving the UMD property and convexity (generalising a key result of [45] ). The main goal of this paper is to prove Coifman-Rubio de Francia-Semmes type results for such Banach function spaces.
The following multiplier theorem is the fundamental result of this paper. Let ∆ = {±[2 k , 2 k+1 ), k ∈ Z} denote the standard dyadic partition of R. Let X and Y be Banach function spaces, and for a set of bounded linear operators T ⊂ L b (X, Y ) let V s (∆; T ) denote the space of functions m : R → span(T ) with bounded s-variation uniformly on dyadic intervals J ∈ ∆, measured with respect to the Minkowski norm on span(T ) (see below Definition 4.1). Denote the q-concavification of a Banach function space X by X q (see Section 2.2). This is proven as part of Theorem 5.8. The assumptions on X imply LittlewoodPaley-Rubio de Francia-type estimates that are used in the proof. In this theorem a condition called 'ℓ 2 (ℓ q ′ )-boundedness' appears where one would usually expect an R-boundedness condition. This is a new notion which arises naturally from the proof; it turns out to imply R-boundedness. We investigate the more general notion of ℓ r (ℓ s )-boundedness in Section 3. The case q = 2 and w = 1 of Theorem 1.1 was considered in [24, Theorem 2.3] for Banach spaces X = Y with the LPR p property. Our approach only works for Banach function spaces (and closed subspaces thereof), but these are currently the only known examples of Banach spaces with LPR p . As the parameter q decreases we assume less of X, but more of T and m. In Section 5 we prove Theorem 1.1, along with various other extensions and modifications of this result. In particular we obtain the following improvement of Theorem 1.1 for Lebesgue spaces. , as in the Coifman-Rubio de Francia-Semmes theorem. However, even if p = r, the operator-valued nature of the symbol m prevents us from simply deducing the boundedness of T m from the scalar-valued case by a Fubini argument. Using the same techniques, one could also deduce versions of Theorem 1.2 with Muckenhoupt weights in the R-and R d -variables. In Section 5.4 we present some new Coifman-Rubio de Francia-Semmes-type theorems on UMD Banach spaces (not just Banach functon spaces) which are complex interpolation spaces between a Hilbert space and a UMD space. Typical examples which are not Banach function spaces include the space of Schatten class operators, and more generally non-commutative L p -spaces. Our results in this context are weaker than those that we obtain for Banach function spaces, but nonetheless they seem to be new even for scalar multipliers.
Overview.
• In Section 2 we present some preliminaries on Muckenhoupt weights, UMD Banach function spaces, and Rubio de Francia extrapolation.
• In Section 3 the notion of ℓ r (ℓ s )-boundedness of a set of operators is defined and investigated.
• In Section 4 we discuss the class V s of functions of bounded s-variation, and a related atomic space R s .
• In Section 5 we present our main results, which are several operator-valued Fourier multiplier theorems. We cover results for Hilbert spaces, UMD Banach function spaces, 'intermediate' UMD Banach function spaces, and general 'intermediate' UMD Banach spaces.
Notation. Throughout the paper we consider complex Banach spaces, but everything works just as well for real Banach spaces.
If Ω is a measure space (we omit reference to the measure unless it is needed) and X is a Banach space, we let L 0 (Ω; X) denote the vector space of measurable functions modulo almost-everywhere equality, and we let Σ(Ω; X) denote the vector space of all simple functions f : Ω → X. When X = C we write L 0 (Ω) and Σ(Ω). For vector spaces V and W , L(V, W ) denotes the vector space of linear operators from V to W . For Banach spaces X and Y , L b (X, Y ) denotes the bounded linear operators from X to Y and T L(X,Y ) the operator norm.
Throughout the paper we write φ a,b,... to denote a non-decreasing function [1, ∞) → [1, ∞) which depends only on the parameters a, b, . . ., and which may change from line to line. Nondecreasing dependence on the Muckenhoupt characteristic of weights is used in applications of extrapolation theorems. We do not obtain sharp dependence on Muckenhoupt characteristics in our results. In [ 
The Muckenhoupt A p class is the set of all weights w such that
where the supremum is taken over all balls B ⊂ R d , and where the second factor is replaced by w
we say that a weight w is in the α p,q class if w 1−p ′ ∈ A p ′ /q ′ , and we write
This class naturally arises in duality arguments. The α p,2 class is used in [26] , where it is denoted by α p .
We will need the following properties of the A p classes.
For proofs and further details on Muckenhoupt weights see [20, Chapter 9] .
2.2. The UMD property. We say that a Banach space X has the UMD property if the Hilbert transform extends to a bounded operator on L p (R; X) for all p ∈ (1, ∞). This is equivalent to the original definition in terms of martingale differences [9, 6] . For a detailed account of the theory of UMD spaces we refer the reader to [10] and [22] . 
and that for all p > p 0 , (f, g) ∈ F , and w ∈ A p/p0 we have
Then for all p > p 0 , (f, g) ∈ F , and w ∈ A p/p0 we have
This theorem implies the following corollary for operators, which is also proved in [1] , where it is formulated more generally. For the definition of the extension T see [1, Lemma 2.4] .
Then for all Banach function spaces X with X p0 ∈ UMD, the operator T has an extension T on L p (w; X) for all p > p 0 and w ∈ A p/p0 , with
We used these results in [1] to deduce Littlewood-Paley-Rubio de Francia-type estimates, and we use them here to prove ℓ r (ℓ s )-boundedness of families of operators.
Our operator-valued multiplier theorems involve a new condition on sets of bounded operators T ⊂ L b (X, Y ), which we call ℓ r (ℓ s )-boundedness. This generalises the more familiar notions of R-boundedness and ℓ s -boundedness. In this section we introduce and explore the concept. • Let (ε k ) ∞ k=1 be a Rademacher sequence on a probability space Ω. We say that T is R-bounded if for all finite sequences (T j ) n j=1 in T and (
The least admissible implicit constant is called the R-bound of T , and denoted [T ] R .
• Suppose that X and Y are Banach function spaces and suppose s ∈ [1, ∞].
We say that T is ℓ s -bounded if for all finite sequences (T j )
The least admissible implicit constant is called the ℓ s -bound of T , and
For a detailed treatment of R-boundedness we refer the reader to [23, 29] , and for ℓ s -boundedness see [28, 50] .
The least admissible implicit constant is called the ℓ r (ℓ s )-bound of T , and denoted
For R-and ℓ 2 -boundedness it suffices to consider subsets of T in the defining inequality (see [12, 31] ). For ℓ s -and ℓ r (ℓ s )-boundedness with r, s = 2 this is not the case: one must consider sequences, allowing for repeated elements. A singleton {T } can fail to be ℓ s -bounded, as the defining estimate may fail for arbitrarily long constant sequences (T, . . . , T ) (see [28, Example 2.16] ). We say that an operator
s -, or ℓ r (ℓ s )-bounded, then so is its closure in the strong operator topology, and likewise its absolutely convex hull absco(T ). This was proven in [29] for R-boundedness and [28] for ℓ s -boundedness; the proof generalises to ℓ r (ℓ s )-boundedness. It is immediate from the definition that ℓ s -boundedness and ℓ s (ℓ s )-boundedness are equivalent. The following proposition encapsulates a few other connections between R-, ℓ r -, and ℓ r (ℓ s )-boundedness. For a thorough discussion on the connection between R and ℓ 2 -boundedness we refer to [31] . 
Proof. Statements (i) and (ii) follow from the Khintchine-Maurey inequalities (see [36, Theorem 1 
Finally, (iv) follows by taking one index to be a singleton.
Consider the situation of Theorem 2.3. If a family of linear operators T satisfies the hypothesis of the theorem uniformly, then the family of extensions T is automatically ℓ r (ℓ s )-bounded for r, s > p 0 . This observation is a convenient source of ℓ r (ℓ s )-bounded families.
Let X be a Banach function space with X p0 ∈ UMD, and let T = { T : T ∈ T } be the set of extensions obtained in Theorem 2.3. Then for all p, r, s ∈ (p 0 , ∞) and all
Let Ω be the underlying measure space of X, and define
Then from the assumption on T we see that for all p > p 0 and all w ∈ A p/p0 ,
) is UMD, with UMD constants independent of m, n ∈ N. Hence Theorem 2.2 implies that for all p ∈ (p 0 , ∞) and w ∈ A p/p0 ,
This, combined with [1, Lemma 2.4], implies the claimed result.
Taking X to be the scalar field C, so that X p0 = X for any p 0 , we obtain the following special case. Note that in this case a more direct proof may be given as in [18, Theorem 2.3] .
, and in addition suppose that for all
Then for all p, r, s ∈ (p 0 , ∞) and all
Duality and interpolation may be used to establish ℓ r (ℓ s )-boundedness, as shown in the following two propositions. 
Proof. This follows from the duality relation X(ℓ
To exploit interpolation we must assume order continuity, which holds automatically for reflexive spaces and thus in particular for UMD spaces ([37, Section 2.4]). 
Proposition 3.7. Let X and Y be order continuous Banach function spaces and
Proof. This follows from Calderón's theory of complex interpolation for order continuous vector-valued function spaces [11] .
Combining Proposition 3.3(iv) with Proposition 3.7 we deduce the following.
Corollary 3.8. Let X and Y be order continuous Banach function spaces and
To end this section we present a technical lemma on the ℓ r (ℓ s )-boundedness of the closure of a family of operators on spaces other than that in which the closure was taken. It is used in our multiplier result for intermediate spaces, where several Lebesgue spaces are used simultaneously. A similar result can be proved with general order continuous Banach function spaces in place of Lebesgue spaces.
Lemma 3.9. Let (Ω, ρ, µ) be a metric measure space, and assume µ is finite on bounded sets. Let 
. Suppose q ∈ (1, ∞), and let w be a weight on Ω which is integrable on bounded sets
Note that we take the closure T of T in one space, and then establish ℓ r (ℓ s )-boundedness of T considered as a set of operators on a different space.
. By a density argument we may assume each for each m, n that f m,n is bounded and supported on a bounded subset of Ω, which implies f m,n ∈ L p (Ω). For each m, n choose (T
. By passing to subsequences we may suppose that for all m, n we have
, with the appropriate adjustment if 
Proof. Let (x j,k ) m,n j,k=1 be a doubly-indexed sequence in X, and note that by positivity of P we may take the elements of the sequence to be positive. By positivity of P we can estimate
For an ℓ 1 -bounded operator on a Lebesgye space one has ℓ r (ℓ s )-boundedness for all r, s ∈ [1, ∞] (see [22, Theorem 2.7.2] ). The result below actually holds with L p (Ω) replaced by any Banach lattice X with a Levi norm (see [8] and [35, Fact 2.5]). A duality argument implies a similar result for ℓ ∞ -boundedness.
Remark 3.12. Even on L p it can be quite hard to establish the ℓ r (ℓ s )-boundedness of a single operator. By using i.i.d. s-stable random variables ξ 1 , . . . , ξ n : Ω → R (see [33, Section 5] ), for p ∈ (0, s) one can linearise the estimate by writing
.
By using Fubini's theorem and Minkowski's inequality, one can deduce that any 
where M is the Hardy-Littlewood maximal operator. For
We follow the proof of [40, Proposition 8.1]. Fix n ∈ N and for i, j ∈ N define f i,j ∈ L p (R) by
Next, for i, j ∈ N define
and T i,j = T ki,j . Then T i,j ∈ T , as for any simple function f we have
Furthermore, for any 1 ≤ j ≤ n, t ∈ (0, 1] and 1 ≤ i ≤ 2 n with t ∈ ((i−1)2 −n , i2 −n ],
which tends to ∞ as n → ∞. Combining this with (3.1) disproves the ℓ
The previous example can be modified to construct examples without ℓ 2 (ℓ s )-boundedness, by using stochastic integral operators. For k ∈ K and f ∈ L p (R + ) with p ∈ (2, ∞), define
where W is a standard Brownian motion on a probability space (Ω, F , P).
Proof. Let r ∈ [2, ∞) and X = ℓ r . Take f ∈ L p (R + ; X) and k ∈ L 1 (R + ; X) such that k j ∈ K for all j ∈ N. By [41, Corollary 2.10] and the Kahane-Khintchine inequalities (see for example [33] ), we know that
, so S is ℓ r -bounded for all r ∈ [2, ∞) by Example 3.13. Repeating the argument with X = ℓ 2 (ℓ r ), we also get from Example 3.13 that S is not ℓ 2 (ℓ r )-bounded for any r ∈ (2, ∞).
The function spaces
The multipliers we consider are members of the space of functions of bounded s-variation, which we denote by V s (J , Y ) for s ≥ 1. This space contains the class of 1/s-Hölder continuous functions. In our arguments we will also use the atomic function space R s (J , Y ), which was introduced in the scalar case in [14] .
(ii) When J is a collection of mutually disjoint bounded intervals in R, the space
In our applications the space Y is usually the span of a bounded and absolutely convex subset B of a normed space Z (i.e. a disc in Z), equipped with the Minkowski norm x B := inf{λ > 0 :
x λ ∈ B}, and we write V s (J ; 
where the series f =
If J = (J k ) k∈N is ordered, we define R 
Proof. For part (i) we note that both
V [q0,q1] θ −ε (J; Y ) ֒→ [V q0 (J; Y ), V q1 (J; Y )] θ , (4.1) R [q0,q1] θ (J; Y ) ֒→ [R q0 (J; Y ), R q1 (J; Y )] θ , q 1 = ∞. (4.2) Furthermore, if J = (J k ) k∈N is
an ordered collection of mutually disjoint bounded intervals in R, then we have continuous inclusions
The intermediate cases follow from the reiteration theorem for complex interpolation [3, Theorem 4.6.1].
In the remainder of the proof we will need the following notation: when I k is a collection of intervals for each k ∈ N and I ∈ I k , let π I,k denote the canonical projection ℓ ∞ (I k ; Y ) → Y . We abbreviate Banach couples (X 0 , X 1 ) by X • , and use this shorthand for expressions like
We let F (X • ) denote the space of bounded analytic functions from the closed strip S := {z ∈ C : ℜz ∈ [0, 1]} to the sum X 0 + X 1 whose restrictions to the sets {z ∈ C : ℜz = 0} and {z ∈ C : ℜz = 1} map continuously into X 0 and X 1 respectively, equipped with the norm
For (4.2) let 1 ≤ q 0 ≤ q 1 ≤ ∞ and write q θ := [q 0 , q 1 ] θ for brevity. Suppose f ∈ R q θ (J; Y ), with atomic decomposition
where 
noting that for each t there is at most one non-zero term in the sum. It follows from
We will show that each
there exists a Taylor expansion
for z in a neigbourhood of z 0 , where (β k,n ) ∞ n=0 ⊂ ℓ q0 (I k ; Y ) is a bounded sequence. Thus for such z we have
using the mutual disjointness of I k to interchange the sums. The functions γ k,n are in R q1 (J; Y ) as we can write
Similarly we can show that each A k : S → R q1 (J; Y ) is continuous. Now for z ∈ S and j ∈ N define
Since the functions A k : S → R q0 (J; Y ) + R q1 (J; Y ) are bounded uniformly in k, continuous on S, and analytic on S, and since λ ∈ ℓ 1 (N), and each A k maps into
Furthermore we have
Since ε > 0 was arbitrary, taking the infimum over all atomic decompositions of f and all possible F ∈ F (R q• (J; Y )) with F (θ) = f completes the proof.
Now consider a collection J of mutually disjoint bounded intervals in R. We will only prove (4.3), as the proof of (4.4) is similar. We introduce the following notation:
and therefore the map Φ :
is an isometry. Since the intervals in J are mutually disjont, Φ is an isometric isomorphism. Thus Φ −1 induces an isometric isomorphism 
so that Φ −1 yields an embedding
Precomposing with Φ gives the bounded inclusion
and completes the proof.
Fourier multipliers
The Fourier transform and operator-valued Fourier multipliers on vector-valued functions are defined similarly to the scalar-valued case. Here we just mention that our normalisation of the Fourier transform is
and that since S(R d ) ⊗ X is dense in L p (w; X) for every p ∈ (1, ∞) and w ∈ A ∞ (see [20, Ex. 9.4 .1] for the scalar case), the
Our goal is to find conditions on Banach function spaces X and Y which imply this estimate for m ∈ V s (∆; L(X, Y )) and w in a suitable Muckenhoupt class. We will only consider multipliers m defined on R; extensions to multipliers defined on R d can be obtained by an induction argument as in [27, Section 4] , [32] and [52] , and extensions to multipliers on the torus T can be obtained by transference, see [1, Proposition 4.1] . In this case one must consider multipliers defined onT = Z, where bounded s-variation for a function on Z is defined analogously to Definition 4.1.
We start with a result that is well-known in the unweighted setting (see [21, 48] ). This is not so important to our main results; it will only be used in the proof of Theorem 5.18. Recall that ∆ = {±[2 k , 2 k+1 ), k ∈ Z} is the standard dyadic partition of R. 
Proof. To prove the result one can repeat the argument in [21, Theorem 4.3] using weighted Littlewood-Paley inequalities with sharp cut-off functions, which can be found for instance in [17] (see also [34] ).
Our starting point for multiplier theorems for m ∈ V s with s > 1 is an estimate of Littlewood-Paley-Rubio de Francia type. For an interval I ⊂ R let S I denote the Fourier projection onto I, defined by S I f := (1 If ) ∨ for Schwartz functions f ∈ S(R) ⊗ X. The following result was obtained in [1, Theorem 6.5] . Related results have been obtained in [27, 45] . 
For Hilbert spaces the following variant holds (see [1, Proposition 6.6 and Remark 6.7]). Proposition 5.3. Suppose q ∈ [2, ∞) and let X be a Hilbert space. Let I be a collection of mutually disjoint intervals in R. Then for all p > q ′ , all w ∈ A p/q ′ and all f ∈ L p (w; X), 
Multipliers in
(ii) If To prove Theorem 5.4 we use the following proposition, which is a version of the first part for R-class multipliers. The techniques used to prove this proposition are strongly related to those used in the proof of our main result for UMD Banach function spaces, Theorem 5.8. 
Proof. We only consider the case s < 2. The case s = 2 is similar, but simpler. Fix ε > 0 and let f ∈ L p (w; X). By approximation we may assume that the dyadic Littlewood-Paley decomposition of f has finitely many nonzero terms and set ∆ f = {J ∈ ∆ :
as in [24, Theorem 2.3] .
Note that S J T m = T m S J , where we abuse notation by letting S J denote either the X-or Y -valued Fourier projection. By the Littlewood-Paley estimate (see [38, Proposition 3.2] ), Hölder's inequality, Proposition 5.3, and w ∈ A p/s ⊂ A p , we have
Since ε > 0 was arbitrary this implies
for all w ∈ A p/s and f ∈ L p (w; X).
Proof of Theorem 5.4. Part (i):
We first consider the case s < p and s < 2. Let w ∈ A p/s and take σ ∈ (s, 2] such that w ∈ A p/σ , which is possible by Proposition 2.1(ii). By Lemma 4.3 we know that
so by Proposition 5.5 we obtain
Next we consider the case p > s = 2. Observe that by [22, Proposition 5.3.16 ] it suffices to prove the result for the truncated multipliers
uniformly, without loss of generality we may work with an arbitrary decaying multiplier m ∈ V s 0 (∆; L b (X, Y )). Fix w ∈ A p/2 . Then by Proposition 2.1(iii) there exists a δ > 0 such that w 1+δ ∈ A p/2 . Take
Then θ ∈ (0, 1), σ ∈ (1, 2) and p 0 = p + (p − 2)δ > p, so by the first case we have
. Moreover by Plancherel's theorem (which is valid since X and Y are Hilbert spaces) we know that Finally we consider the case p = s ≥ 2; we will use another interpolation argument. Fix w ∈ A 1 . Then by Proposition 2.1(iii) there exists a δ > 0 such that
. By the argument of the previous cases we have
Let θ ∈ (0, 1) be such that θ(1 + δ)s = p 1 ; such a θ exists since
Since p 0 < s ≤ 2 we have by duality with the previous cases (taking w = 1) that
As before our choice of θ yields 
Using the boundedness properties but we omit it to prevent things from getting too complicated.
5.2.
Multipliers in UMD Banach function spaces. We now turn to our main result (Theorem 5.8). Its proof is inspired by that of [24, Theorem 2.3] , which is a generalisation of the Hilbert space result in Theorem 5.4. Besides the regularity assumption on the multiplier as in the Hilbert space case, we will need an ℓ 2 (ℓ q )-boundedness assumption. We first prove a result for R-class multipliers, analogous to Proposition 5.5. 
Proof. Fix ε > 0 and let f ∈ L p (w; X). We begin as in the proof of Proposition 5.5, which began as in the proof of [24, Theorem 2.3]: we assume that the dyadic Littlewood-Paley decomposition of f has finitely many nonzero terms and set ∆ f = {J ∈ ∆ : S J f = 0}. For each J ∈ ∆ f let
be a R q (J; T )-atomic decomposition of the restriction m| J with λ k independent of J, with each J J k finite, and with
As before, S J T m = T m S J . By the Littlewood-Paley theorem for UMD Banach function spaces (see [1, Proposition 6 .1]), using that Y ∈ UMD and w ∈ A p/q ⊂ A p , we have
We estimate the sum on the right hand side by
By the definition of the Minkowski norm, the operators c
By Theorem 5.2,
Since N k=1 |λ k | ≤ (1 + ε) m R q (∆;T ) and ε > 0 was arbitrary, this finishes the proof.
Our main multiplier theorem follows easily. Recall that w ∈ α p,q if and only if w 
Proof. The first part follows directly from Proposition 5.7 and Lemma 4.3. For the second part a standard duality argument shows that
with m * : R → span(T * ) defined by m * (t) = m(t) * for all t ∈ R. Applying the first part to m * , using Proposition 3.6 to show that T * is ℓ 2 (ℓ q ′ )-bounded and noting that m * ∈ V q (∆; T * ), completes the proof.
If q = 2 and w = 1 in Theorem 5.8, we recover [24, Corollary 2.5] for Banach function spaces, except for the endpoint p = 2, which is missing since we worked in the weighted setting. If the multiplier is scalar-valued and X = Y , the result was proved in [1] using vector-valued extrapolation.
Remark 5.9. The ℓ 2 (ℓ q ′ )-boundedness assumption in Theorem 5.8 arises naturally from the proof. It is known that boundedness of T m implies R-boundedness-and thus ℓ 2 -boundedness if X has finite cotype-of the image of the Lebesgue points of m (see [13] or [22, Theorem 5.3.15] ). However, ℓ 2 (ℓ q ′ )-boundedness is not necessary, as may be seen by considering m = nS where n ∈ R q (∆) is a scalar multiplier and S : X → Y is a bounded linear operator. In this case T m will be bounded, but {S} need not be ℓ 2 (ℓ Using complex interpolation, the reverse Hölder inequality, and the openness of the UMD property, we can obtain a result for the endpoint p = q = s in Theorem 5.8. 
Proof. Fix w ∈ A 1 , so that by Proposition 2.1(iii) there exists an δ > 0 such that w 1+δ ∈ A 1 . By the openness of the UMD property we know that there exist q 0 ∈ (q, q + (q − 1)δ) and r 0 ∈ (r, ∞) such that X q0 , (Y * ) r0 ∈ UMD. By Corollary 3.8 we know that T is ℓ 2 (ℓ
Fix p 1 ∈ (q 0 , q + (q − 1)δ). By Theorem 5.8(i) and (5.2) we know that
Let θ ∈ (0, 1) be such that θ(1 + δ)q = p 1 , and fix p 0 ∈ (1, q) such that [p 0 , p 1 ] θ = q. These parameters exist by the same argument as in Theorem 5.4(i). Since p 0 < r ′ 0 , we know by Theorem 5.8(ii) and (5.2) that
Therefore by complex interpolation as in Theorem 5.4(i) we have boundedness of T m : L q (w; X) → L q (w; Y ) with the required norm estimate.
When dealing with operator-valued multipliers m, to check the hypotheses of our results, one needs an ℓ 2 (ℓ Constructing such a set T given a general multiplier m is quite subtle (except of course in the scalar case, where the Minkowski norm on the one-dimensional span of m is equivalent to the absolute value on C). Below we give an example where these problems may be surmounted using extrapolation techniques.
and that for some p 0 ∈ (1, ∞) and all w ∈ A p0 the following Hölder-type condition is satisfied:
Proof. For each J ∈ ∆ define
and set T := J∈∆ T (J). Note that m(R) ⊂ T . We will show that T has the desired properties. Since m(x) ∈ T and m(x)−m(y) |x−y| α |J| α ∈ T for all J ∈ ∆ and all x = y ∈ J, by the definition of the Minkowski and Hölder norms, we have m(x) T ≤ 1 and |J| α [m] C α (J;T ) ≤ 1, from which it follows directly that m ∈ V 1/α (∆; T ). By scalar extrapolation (see [15, Theorems 3.9 and Corollary 3.14]), we have (5.3) for all p ∈ (1, ∞), which implies that
for all p ∈ (1, ∞), w ∈ A p (R d ), f ∈ L p (w), and T ∈ T . Thus the ℓ u (ℓ v )-boundedness result follows directly from Proposition 3.5.
In the next example we specialise to the case X = Y = L r and s ∈ (1, 2). Results for s ∈ [2, ∞) will be presented in Example 5.16. Note that the ℓ 2 -boundedness or ℓ 2 (ℓ s )-boundedness assumptions can be deduced for instance from weight-uniform Hölder estimates as in Proposition 5.11. The allowable exponents (p, s) in Theorem 5.14 are shown in Figure 2 . The symmetry in Figure 2 is due to the equalities The conditions on m in Theorem 5.14(ii) with q = 2 are less restrictive than the conditions of [24, Theorem 3.6], which allows for Banach spaces with the LPR p property. The proof of Theorem 5.14(ii) can also be used to improve the conditions of [24, Theorem 3.6] Remark 5.15. A weighted variant of part (ii) of Theorem 5.14 holds for an appropriate class of weights, by using a weighted variant of Theorem 5.4(ii) (see [27, Theorem A(ii)]) and limited range extrapolation (see [15, Theorem 3.31] ). However this involves a reverse Hölder assumption on the weight or the dual weight, so the technical details are therefore left to the interested reader.
We continue with an application to X = L r for s ∈ [2, ∞). Results for s ∈ (1, 2) have been previously covered by Example 5.12. 
