Abstract. The integration of functions over measurable sets is a fundamental problem in computational science.
schemes are written as the weighted sum of function values chosen at either specified or random input samples, e.g., see [14, 20, 33] and the references therein.
Possibly the most popular method to estimate integrals is the Monte Carlo (MC) method [20, 26] . The errors in a MC approximation have been shown to decrease at a rate of N −1/2 where N is the number of samples. Quasi-Monte Carlo (QMC) methods [33] improve upon standard MC estimates by specification of a more suitable sample point set resulting in errors that decrease at the rate of N −1 . The advantage of MC or QMC methods is that the rate of decay of the errors is independent of dimension. However, the errors and convergence of these methods are described in terms of probabilities, e.g., using the Law of Large Numbers and/or the Central Limit Theorem.
In recent years, there has been an increased interest in computing integral approximations based upon a geometric point of view exploiting Voronoi tessellations [25, 38] . Some of the foundational elements of these recent works are described within the comprehensive review on centroidal Voronoi tessellations found in [19] . In this work, we build upon the general formulation of optimal quadrature rules presented in [19] . The result is a general measuretheoretic framework for interpreting sample based approximations to integrals that applies regardless of how the samples are generated. Under suitable assumptions about the measurable function, we prove a priori measure-theoretic bounds for a generic sample based integration scheme. This type of error analysis complements any additional error analysis or bounds available to the specific sample based integration scheme. Furthermore, the terms involved in the bounds provide valuable insight into defining adaptive sampling in terms of solving an optimization problem to improve numerical accuracy in the computations.
Using the concept of emulated samples we avoid the computationally expensive geometric procedure of explicitly constructing and/or triangulating the Voronoi tessellations at the heart of other approaches using such tessellations. The emulated samples are used to provide MC estimates of certain geometric properties of the implicitly defined Voronoi tessellations and guide adaptive sampling. We also apply these ideas to improve the accuracy of the solution of a measure-theoretic inverse problem which subsequently improves accuracy in the computations of probabilities of various events. Using emulated samples has other practical benefits. For example, we are not constrained by the explicit construction of Voronoi cells which often restricts the dimension for which the results of [25, 38] can be applied.
A key observation from the numerical examples is that the distribution of errors from a measure-theoretic approximation to an integral can lead to higher probabilities that any single integral approximation is within a specified error tolerance compared to MC estimates. Moreover, the adaptive sampling strategy defined in terms of an optimization problem can lead to improved measure-theoretic estimates that significantly reduce the variance in the errors with the addition of a small number of samples compared to traditional MC estimates. This is significant in problems where each function evaluation is computationally complex (e.g., requiring the solution of a differential equation) such that it may only be possible to compute a single integral estimate from a fixed number of samples before refining the estimate using a relatively small number of additional samples. This paper is organized as follows. In Section 2, we review the general notation used throughout as well as define the general types of problems considered in this work. In Section 3, a measure-theoretic interpretation of numerical integration is provided based on implicitly defined Voronoi cells. Section 4 provides the simple error bounds for this interpretation of numerical integration that are useful in defining an adaptive sampling strategy described in Section 5 as solving one of two optimization problems. Section 4 also describes a MC approach, called emulation, for approximating volumes and geometric features of the implicitly defined Voronoi tessellation useful in both the integral approximations and adaptive sampling. Section 6 briefly reviews the structure of probability measures solving the type of stochastic inverse problems considered in this work. Section 7 reviews the computational algorithm for approximating these inverse probability measures, the approximation error of certain types of inverse events in the context of the error estimates of Section 4, and a two-stage adaptive sampling strategy for reducing this error. In Section 8, numerical examples illustrate the various ideas and techniques on a prediction problem involving an epidemic model with a 15-dimensional parameter space and on a stochastic inverse problem involving the shallow water equations and a parameter field with data at the sub-grid scale. We provide some concluding remarks and possible directions of future research in Section 9. The measure-theoretic stochastic inverse problem we consider is defined as follows. We assume the map Q : Λ → D and probability measure P D (absolutely continuous with respect to µ D ) are given. The problem is to determine probability measure P Λ on Λ (absolutely continuous with respect to µ Λ ) such that P Λ (Q −1 (A)) = P D (A) for all A ∈ B D . The assumptions of absolute continuity imply that the problem can be restated as finding a probability density function ρ Λ (i.e., the Radon-Nikodym derivative of P Λ with respect to µ Λ ) satisfying
for all A ∈ B D . This density is simply an integrable real-valued function on (Λ, B Λ , µ Λ ). In Sections 6 and 7, we briefly review the existence and uniqueness of solutions to this inverse problem, numerical approximations, and errors in the approximation. Given P Λ , we may compute probabilities of events A ∈ B Λ . Alternatively, we may consider the problem of prediction (or prediction under uncertainty) where f : Λ → R is an integrable function (random variable, r.v.) and the problem is to estimate A f (λ) dµ Λ (or A f (λ) dP Λ ) for some A ∈ B Λ . Examples of the type of function f include, but are not limited to, an unobserved quantity of interest (which we also refer to as QoI) defined as a functional of the solution to the model (possibly at a future time), a characteristic function χ B where B ∈ B Λ is a set of physically important model parameters, or even the density ρ Λ . Thus, a general goal for solving the measure-theoretic inverse problem is to estimate A f (λ) dµ Λ for some specified r.v. f and A ∈ B Λ . Therefore, we focus first on the fundamental prediction problem of estimating A f (λ) dµ Λ .
Measure Theoretic Interpretation of Sample Based Algorithms for Integration.
Even when f is known exactly the value of A f (λ) dµ Λ is often numerically approximated by a weighted sum
When Λ ⊂ R n and n is small, it is sometimes possible to use deterministic quadrature rules (e.g., Gauss-Legendre or Gauss-Lobatto rules [14] ) to determine the sample points
and weights w i to approximate A f (λ) dµ Λ to a specified accuracy. We obtain a geometric interpretation for the weights in terms of measures of implicitly defined Voronoi cells. Given an integrable function f : Λ → R, a common theme in measure theory is to write the integral as the limit of a sequence of integrals of simple function approximations (f n ) where f n → f . Simple functions are typically written as linear combinations of characteristic functions χ A for A ∈ B Λ where χ A (x) = 1 if x ∈ A and χ A (x) = 0 if x / ∈ A. Let
where N (n) defines the number of cells
forming some tessellation of Λ associated to the approximation f n , and the set
approximates the function values on the corresponding cells. In this case, from linearity of the integral,
For simplicity of notation, we consider a fixed approximation f N and write N instead of N (n) below. Since the function assumes the a i values, we can interpret the integral of f N as the R N inner product between the vectors of function values and measures of sets associated to those function values. Typically, the a i values are chosen so that a i = f (λ (i) ) for some λ (i) ∈ V i,N . In this case, we have
It follows in the more general case of estimating
We make use of the following definition.
Definition 3.1. For a fixed number of samples
Here, d v (·, ·) denotes a metric on Λ used to define the Voronoi cells. Thus, given a set of samples in Λ and the associated function values, a measure-theoretic approximation to A f is obtained using Eq. (3.1) where the weights are defined in terms of measures of the implicitly defined Voronoi cells. Other uses of Voronoi cells including a similar geometric point of view on integral approximations can be found in [19, 25, 38] and the references therein. In particular, the work of [38] is interesting for a description of so-called (ǫ, δ)-sampling schemes to produce Voronoi tessellations on lower dimensional manifolds where integral approximations are computed. The approach in this paper using emulated samples described in Section 4 is unique in that explicit construction of Voronoi tessellations is avoided and there are no restrictions on the type of sampling scheme used to produce integral estimates.
Most numerical quadrature techniques do not have weights equal to µ Λ (V i,N ). Thus, for any sample based numerical integration scheme, we may compute two approximations to the integral which may differ: (1) the approximation defined by the scheme, denoted above by I N (f ), and (2) the measure-theoretic approximation defined by Eq. (3.1). With these two approximations and the linearity of the integral, the error in the measure-theoretic approximation is decomposed into
Here, E mtd denotes the error due to the standard numerical quadrature scheme and E meas denotes the error due to using the same set of samples from the numerical quadrature scheme but with weights chosen according to the measures of the implicitly defined Voronoi cells. Using the explicit forms for I N (f ) and A f N dµ Λ , and assuming A = Λ for notational simplicity, we have
For typical numerical quadrature techniques, we have that E mtd = O(g(N )) where g(N ) describes the rate of convergence for the method as a function of sample size. Thus, the suitability of the measure-theoretic estimate as an alternative estimate for a set of samples defined only in terms of standard numerical quadrature techniques comes down to the discrepancies in w i from µ Λ (V i,N ). However, the measure-theoretic approximation can be refined by any additional set of samples and associated function values available whereas other numerical integration schemes have limited adaptivity properties where additional samples and associated function values can be included only if the criteria of the scheme are met. When the samples are deterministically chosen according to schemes typically used in low-dimensional spaces, the weights often come from evaluation of some weighting function.
However, in some cases it is possible to write the weights as evaluations of an orthogonal Stieltjes polynomial associated with the measure, and these weights sum to the measure of the set being sampled [21] .
For a standard MC scheme where
are independent identically distributed (i.i.d.) and uniformly sampled (with respect to the underlying volume measure), then the uniform weighting of 1/N in the sum corresponds to an approximation that each Voronoi cell has the same volume, which can be interpreted as the expected value of the volume of any particular Voronoi cell. In random sample schemes, two sets of samples may correspond to the same function values, but the associated Voronoi cells may have completely different volumes. This leads to a distribution of errors for the numerically approximated integrals for a fixed sample size, but as is shown in the following section, there always exists a computable bound of these errors using the measure-theoretic approximation to the integral for any given set of samples. However, the expected value of E meas is easily seen to be zero in this case, so we focus on using MC schemes to create an initial set of i.i.d. samples for which both estimates of integrals are computed and compared.
We end this section first with three examples based on i.i.d. sampling and MC integration compared to the measure-theoretic approximations in various dimensions. The first two illustrate the convergence properties of this method in various dimensions on Genz functions [22] chosen to have different qualitative and quantitative properties. The third example fixes the sample size to make more explicit how the variance in the errors may be decreased by using Eq. (3.1) directly on the samples used for MC integration. In the next section, we use error estimates to guide adaptive sampling to further reduce the variance in the errors of this third example and significantly increase the probability that any randomly chosen integral estimate using Eq. (3.1) is accurate within a specified error tolerance. This is also observed in the numerical results of Section 8. Such results have a potentially significant impact on problems where evaluation of f is computationally complex and only a single estimate of the integral can be computed before a relatively small set of additional samples and function evaluations are used to refine the estimate. Example 1. The continuous integrand family of Genz functions [22] are described by
Here, d denotes the dimension, and the functions rise to a peak centered at (u 1 , u 2 , . . . , u d ) at exponential rates following the coordinate axes where the rates are determine by the choice of (a 1 , a 2 , . . . , a d ). The functions are typically integrated over the unit hypercube, and an analytic value of the integral is easily obtained. The choice of u i 's do not significantly affect the difficulty of integration whereas larger values of a i 's result in more difficult numerical integration. We chose the u i = 0.5 and a i = 5 following the example description provided at https://www.sfu.ca/~ssurjano/cont.html where various codes are also available. Comparisons of the convergence of the mean square error (MSE) in the MC and measure-theoretic integral approximations are summarized in Figure 3 . Example 2. The oscillatory integrand family of Genz functions [22] are described by
Here, d denotes the dimension, and the function can be quickly integrated to high precision with an input domain commonly chosen to be the unit hypercube, which is chosen here as well. The parameter u 1 does not affect the difficulty of numerical integration whereas larger choices of the a i parameters results in higher frequency oscillations and more difficult numerical integration. A common choice of u 1 is 0.5, which is used here as well (e.g., see https://www.sfu.ca/~ssurjano/oscil.html where the a i values are also chosen to be 5 for each i). Here, we choose a i = 10 for each i to provide significant oscillations especially in the diagonal direction
For example, when d = 10, changing variables along this diagonal direction provides an effective oscillatory parameter of 100. As in the previous example, we summarize the MSE for MC and measure-theoretic integral approximations in Figure 3 .2 using a similar setup with 50 repeated trials for each sample size used and the same type of estimates of the measures of the implicitly defined Voronoi cells. We again observe that in low dimensions, the measure-theoretic approximation has significantly less MSE by several orders of magnitude compared to a traditional MC estimate. In higher dimensions the results are similar between the two estimates. However, as shown in Examples 3 and 4, the adaptive strategies suggested in the following sections can have a more significant impact on reducing the variance in estimates for the measure-theoretic approach compared to the typical MC approach. 
The one-sample Kolmogorov-Smirnov test [29] at a 5% significance level indicates that the sample distribution from 1E + 4 MC approximations using N = 50 uniform i.i.d. samples is normally distributed. Table 3 .1 shows that the expected MC approximation from this sample distribution is within 0.1% of the exact value of Λ f dµ Λ . In other words, N = 50 appears to be a sufficient number of i.i.d. samples to produce MC approximations with the correct distributional properties. We compare these results to measure-theoretic approximations using Eq. (3.1) on the same family of N = 50 samples. Table 3 .1 summarizes a few of the statistical quantities computed from the sample distributions. Clearly, the means are both accurate estimates of the exact integral, but the standard deviation of the MC approximations is approximately 150% larger than the standard deviation in the measure-theoretic approximation using the same samples. The effect of this increased variance on the expected accuracy of any given approximation is illustrated further by using the sample distributions to estimate the probability of achieving a certain level of accuracy. The probability that any single measure-theoretic approximation is within 10% of the exact integral value is approximately 0.79, which is about 71.5% higher than the probability of 0.46 that any single MC estimate has the same accuracy.
Error Bounds for Sample Based Approximations to
Integrals. Below, we initially assume Λ ⊂ R n and f ∈ C(Λ) is Lipschitz continuous and integrable. We then describe how the results extend to intergals of f over arbitrary A ∈ B Λ and for more general bounded, but possibly discontinuous, functions f . For every ǫ > 0, the integrability of f implies there exists compact Λ 1 ⊂ Λ such that Λ\Λ 1 |f | dµ < ǫ [4] . Thus, we may assume without loss of generality that f ≡ 0 outside of some compact subset of Λ. Instead, for simplicity, we assume that Λ defines a compact set containing the support of f . It follows that the continuity assumption of f ensures integrability. We first consider the problem of estimating Λ f dµ Λ using Eq. (3.1). We establish both local and global a priori error bounds that provide insight in Table 3 .1: Some sample statistics for the MC estimates and measure-theoretic estimates of designing an adaptive sampling strategy as discussed in Section 5 and in the context of solving inverse problems in Section 7. We emphasize that these bounds hold for any sample based integration scheme and are deterministic even when the samples are randomly generated.
Theorem 4.1. Suppose Λ ⊂ R n is compact and f is Lipschitz continuous on Λ. For any set of N samples
is the associated Voronoi tessellation implicitly defined by the samples
. For each i ∈ {1, 2, . . . , N },
where the constants c i,k > 0 for k ∈ {1, 2, . . . , n} define the half-lengths along each axis of the circumscribing n-dimensional ellipsoid of the Voronoi cell V i,N and C n,f depends on the Lipschitz constant L of f and is a decreasing function of dimension n given by
There exists a pointλ (i) = (λ 5) and the conclusion follows.
Theorem 4.2. Suppose Λ ⊂ R n is compact and f is Lipschitz continuous on Λ. For any set of N samples
where the constant C f,Λ = L µ Λ (Λ) has no dependence on the dimension n. Proof:
tessellate Λ, it follows from linearity of the integral that
The conclusion follows from the inequality of Eq. (4.3) and noting that the additivity of µ Λ for pairwise disjoint measurable sets also holds for any countable collections of measurable sets with pairwise intersections of zero measure. The diameters of the Voronoi cells in Eqs. (4.1) and (4.6) can be estimated in a number of ways including explicit construction of the Voronoi cells using Delaunay triangulation (e.g., see [19, 38] ) when n is small or by post-processing a random sampling of the Voronoi cells using Algorithm 1. In Algorithm 1, the idea is to generate M ≫ N i.i.d. uniform (with respect to µ Λ ) samples in Λ, and by nearest neighbor searches 1 bin each of these samples in the N Voronoi cells. The nearest neighbor searches may be computed in a number of ways, and we generally use k-d trees on the N samples to more efficiently bin the M i.i.d. samples within the N implicitly defined Voronoi cells. The run time for using k-d trees to bin such samples has been shown to be O(nN 1−1/n ) where n is the dimension of the sample space considered here [32] . We refer to this process as emulation since the set of samples binned in Voronoi cell V i,N can be used as an i.i.d. uniform random sample with respect to µ Λ (V i,N ) for each i ∈ {1, 2, . . . , N }. We can use these emulated samples in a number of ways including approximating the volumes of Voronoi cells via simple MC estimates or estimating the diameter of Voronoi cells as described below.
Remark 4.1 When approximating the volume weights in Eq. (3.1) using emulation, it is only necessary to approximate the relative weights of certain Voronoi cells. Specifically, it is only necessary to obtain estimates for
Since the function f is not evaluated on the emulated samples, we denote these sam-
to make their role in computations more explicit. For Voronoi cell V i,N ,
e , λ 1 While the algorithm is presented in a simple form with a nested for-loop, the outer loop is easily parallelized.
involves O(K 2 i ) metric computations followed by a linear search that is also O(
, we can approximate looser bounds with a smaller array of distances involving exactly K i metric computations followed by a linear search that is O(K i ).
⊂ Λ be any set of samples and let {V i,N } N i=1 denote the associated Voronoi tessellation from Definition 3.1.
It is more difficult to estimate the constants c i,k in Eq. (4.1) using emulation since it is a zero probability event that any two emulated samples will have any coordinates agree, i.e., almost surely no two points lie on a line parallel to a coordinate axis. However, the positive constants c i,k are each bounded by N ) . In other words, replacing the circumscribing n-dimensional ellipsoid by the circumscribing n-dimensional hypersphere yields the bound of Eq. (4.8) in the following Corollary to Theorem 4.1, which can also be used to prove Theorem 4.2. The bound of Eq. (4.9) follows immediately from the fact that diam(V i,N ) ≤ 2 sup λ∈V i,N d v (λ, λ (i) ) or by using a circumscribing n-dimensional hypersphere of V i,N with center restricted to the point λ (i) . In practice, we use the bound of Eq. (4.9) with emulation since it is the most computationally efficient bound to compute.
Corollary 4.1. Suppose Λ ⊂ R n is compact and f is Lipschitz continuous. For any set of N samples
. For each i ∈ {1, 2, . . . , N }, we have the following bounds,
and
where C n,f depends on the Lipschitz constant L of f and is a decreasing function of dimension n given by
.
(4.10)
The final error bound result for this section provides tighter local bounds in the case where f ∈ C 1 (Λ). In this case, the constants C n,f in previous local error bounds, which are constant over Λ, now depend on a local Lipschitz constant defined on each V i,N .
Theorem 4.3. Suppose Λ ⊂ R n is compact and f ∈ C 1 (Λ). The constant C n,f in Eq. (4.8) and Eq. (4.9) can be replaced by C i,n,f that depends on local bounds of {∂ j f } 1≤j≤n and is a decreasing function of dimension n given by
where · denotes the 2-norm on R n . Moreover, C i,n,f ≤ C n,f for every i ∈ {1, 2, . . . , N }. Proof: Let α := (α 1 , α 2 , . . . , α n ) denote a multi-index, then Taylor's theorem and linearity of the integral implies
The conclusion follows from this equality and the fact that the smallest local Lipschitz constant of f over V i,N is defined by sup λ∈V i,N ∇f (λ) . 
Remark 4.4
It is easy to see that a simple variant of the above results also applies to bounded but discontinuous f , e.g., when f is itself a simple function. In this case, for the local error bounds, replace the Lipschitz constant by L = sup λ,γ∈V i,N |f (λ) − f (γ)|. For the global error bound take the maximum of all such L computed this way.
5. Adaptive sampling strategy for integral approximations. Here, we describe how to utilize the error estimates above to guide the selection of additional samples refining the integral estimates. For a set of N samples
denote the error bounds of Eq. (4.9) associated with
i=1 denote the error bounds of Eq. (4.9) associated with f N +1 . Note that V i,N +1 ⊂ V i,N for 1 ≤ i ≤ N , i.e., the addition of λ (N +1) implicitly defines a refinement of the Voronoi tessellation. Consequently, E i,N +1 ≤ E i,N for 1 ≤ i ≤ N and E N +1,N +1 ≤ max 1≤i≤N E i,N . The choice of λ (N +1) = λ determines which (if any) error bounds are reduced. Thus, we write E i,N +1 (λ) to make explicit the dependence of E i,N +1 on the choice of λ (N +1) = λ for 1 ≤ i ≤ N + 1. Let I be a subset of indices of {1, 2, . . . , N }. For a specified I and associated {E i,N } i∈I , we define the optimal choice of λ (N +1) as the solution to the following optimization problem
The solution λ (N +1) of Eq. (5.1) may be approximated from a set of emulated samples within
The problem of identifying the next J optimal samples can either be done sequentially by iteratively solving Eq. (5.1) (possibly with a different set of indices I chosen at each iteration), or as a single batch of J samples solving the following optimization problem Remark 5.1 The error bounds used to define the optimization problems above may be modified to use the constant C i,n,f from Eq. (4.11) if derivative information on f is available as discussed in Theorem 4.3. This is not studied in this work since our main numerical results focus on Monte Carlo based approximations on models developed without adjoints. However, the use of C i,n,f has the potential to make the adaptive approach more efficient since the error bounds are then defined by a weighting of the geometric features of the partitioning by the local sensitivity of the function.
In the example below, we use emulated samples from specified collections of Voronoi cells that are marked for refinement using a local error bound. We approximate (sub-)optimal solutions to Eq. (5.2) in parallel using emulated samples within each Voronoi cell and solving Eq. (5.1) simultaneously for each of the marked Voronoi cells individually. In Section 8.1, we use a similar approach for refining the approximations of a predicted expected value of infected individuals using an epidemic model where dim(Λ) = 15.
Example 4. From Example 3, each integral estimate is refined in the following ways. For the estimates using Eq. (3.1), a unique set of 1E + 4 emulated samples is used to compute both the integral estimate as well as the local error bounds of Eq. (4.9). Using these error bounds for each estimate, a total of 10 Voronoi cells are marked for refinement. The emulated samples are used to approximately solve Eq. (5.1) for each of the marked Voronoi cells to simultaneously approximate the solution of Eq (5.2). Then, Eq. (3.1) is re-computed using the 10 new additional samples (for a total of N = 60 samples) and a new set of 1E + 4 emulated samples. The mean and standard deviation of these refined estimates are 1.0106 and 0.0448, respectively. In other words, the mean error is reduced by about 75% and the standard deviation is reduced by about 33%. Furthermore, the probability of being within 10% of the actual integral value is increased from approximately 79% to 96.7% with these refined measure-theoretic estimates. Alternatively, for each MC estimate, we generate an additional 10 uniform i.i.d. samples to refine the associated MC estimate. The mean of the sample distribution is unchanged, but the standard deviation is reduced by approximately 8.5% resulting in the probability of producing an estimate within 10% of the exact value increasing from approximately 46% to 49% using the refined MC estimates.
6. Solutions to the stochastic inverse problem. Here, we briefly review the existence and uniqueness of solutions to the measure-theoretic stochastic inverse problem described in Section 2. For a more thorough presentation including proofs of these results, the interested reader should refer to [5, 7, 8, 9] . In Section 7, we describe the sample based approximations of the solution P Λ to the stochastic inverse problem and use the subsequent prediction problem A f (λ) dP Λ to motivate adaptive sampling strategies for reducing errors in the computations of P Λ .
Recall Q : Λ → D is assumed to be a piecewise smooth map between measure spaces (Λ, B Λ , µ Λ ) and (D, B D , µ D ). While Q(λ) is a well defined value in D for each λ ∈ Λ, Q −1 is generally a set-valued function that maps individual points in D onto generalized contours existing as piecewise defined manifolds in Λ that are the pre-images (or fibers) of the map Q. This implies there exists an equivalence relation on Λ where two points in Λ are considered equivalent if they exist on the same generalized contour and the space of equivalence classes is measurable [8, 9] . Denote this measure space of equivalence classes as (L, B L , µ L ) where each point in L corresponds to a unique generalized contour in Λ. This measure space may be represented explicitly in Λ by a piecewise continuous indexing manifold, called a transverse parameterization, defining a bijection between D and the generalized contours [8] . It is not necessary to explicitly construct a transverse parameterization to approximate P Λ [5, 8] , but this measure space is useful in describing the theoretical and approximate solutions. The explicit representation of (L, B L ) in Λ defines a contour σ−algebra C Λ ⊂ B Λ on Λ. We call events in C Λ contour events. By construction, given P D on (D, B D ), there is a unique P L on (Λ, C Λ ) [8] . However, the goal is to define a probability measure P Λ on the measurable space (Λ, B Λ ) as described in Section 2 in order to compute predictions generally of the form A f (λ) dP Λ . This requires an application of the Disintegration Theorem [15, 8, 9 ] to prove the following theorem.
Theorem 6.1. Let (Λ, B Λ ) be a measurable space. Assume that P Λ is a probability measure on (Λ, B Λ ). There exists a family of conditional probability measures {P ℓ } on {(C ℓ , B C ℓ )} giving the disintegration,
Here, π L : Λ → L denotes a projection map. Thus, any probability measure on (Λ, B Λ ) can be decomposed into a form involving a probability measure on (L, B L ) uniquely defined by P D and probability measures on each measurable generalized contour space (C ℓ , B C ℓ ) defined by the conditional probabilities P ℓ . The conditional probability measures on {(C ℓ , B C ℓ )} cannot be determined by observations of Q(λ) ∈ D. We follow [8, 9] and adopt what is referred to as the standard Ansatz determined by the disintegration of the volume measure µ Λ to compute probabilities of events inside of a contour event. The standard Ansatz is given by
where µ C ℓ is the disintegrated volume measure on the generalized contour C ℓ . Note that the standard Ansatz can be used even when Λ is not compact as long as µ Λ (Λ) < ∞. The approximation method and resulting sampling Algorithm 2 (see Section 7) can be easily modified for any Ansatz. See [8] for more details and theory regarding general choices of the Ansatz. Combining an Ansatz with the Disintegration Theorem gives a unique solution to the stochastic inverse problem as a probability measure P Λ defined on (Λ, B Λ ).
7. Approximating stochastic inverse solutions. The fundamental approximation issues of any measure are the approximation of events in the various σ−algebras [9] . Here, we discuss the event approximations and consider a new adaptive sampling algorithm based on the analysis of Section 4 for a certain subclass of goal-oriented inverse problems.
Brief review of approximations.
We begin with a few definitions to make sense of the types of events and sampling schemes for which we can discuss convergence of the approximate solution to the stochastic inverse problem.
⊂ Λ and A ∈ B Λ , we say that
is the Voronoi coverage of A. Definition 7.2.A rule for defining any N samples
, and measure P Λ on (Λ, B Λ ). LetP Λ,N denote the counting probability measure (or simply counting measure) on (Λ, B Λ ) defined bỹ
Note thatP Λ,N is simply a measure of point masses at each sample from
, and this can be used to estimate the probability of any A ∈ B Λ . However, we can only prove convergence to the exact probability when µ Λ (∂A) = 0 [9] .
The solution to the stochastic inverse problem P Λ , or at least the values of P Λ (V i,N ), often must be estimated in order to define the counting measure. Algorithm 2 describes one approach for approximating these values.
In Algorithm 2, if V i = µ Λ (Λ)/N , then this can be interpreted as using a standard MC approximation to measures of contour events along with the standard Ansatz to estimate 
. Alternatively, we may use emulation as described in Section 4 to compute improved estimates of
Instead of using the counting measureP Λ,N , we may alternatively use the approximate measure P Λ,N computed using Algorithm 2 directly when estimating P Λ (A). The RadonNikodym derivative for P Λ,N is given by the simple function
The consequence is that A f (λ) dP Λ ≈ A f (λ)ρ Λ,N (λ) dµ Λ , which generally requires the use of emulated samples to approximate.
Remark 7.1 Note that using Eq. (7.1) to compute estimates of A f (λ) dP Λ produces estimates of the form given in Eq. (3.1) where the measure µ Λ is replaced by P Λ . It is then straightforward to describe the measure-theoretic approximation errors in estimates of A f (λ) dP Λ using Eq. (7.1) 2 . We therefore restrict the motivation and description of the adaptive sampling scheme below to reducing errors in Eq. (7.1).
7.
2. An adaptive sampling strategy. Using Eq. (7.1) with f (λ) = χ A (λ) for some specified A ∈ B Λ , we have
Note that the right hand side of Eq. (7.1) is the exact value of the integral f (λ) dP Λ,N .
When solving the stochastic inverse problem, we are often interested in identifying and estimating particular regions of generalized contours, e.g., the generalized contour event of highest probability and/or corresponding to a particular output event of physical importance such as a failure, threshold, or rare event ( [35, 36] are interesting papers that use surrogate models for this purpose). For the sake of simplicity, we assume the goal is to accurately estimate P Λ (Q −1 (I)) with P Λ,N (Q −1 (I)) for a fixed but arbitrary I ∈ B D . Assuming I = I j for some I j in Algorithm 2, then the accuracy of this estimate depends entirely upon the accuracy of the Voronoi coverage of Q −1 (I j ) 3 as shown below. Let A j,M := Q −1 (I j ) and A j,M,N denote the Voronoi coverage of A j,M . Let f = χ A j,M and f N = χ A j,M,N . We rewrite the problem as
Note that f dP Λ,N on the right-hand side of Eq. 
4 . ∈ B D has the property that each I j is convex, then P Λ (Q −1 (I j )) = P Λ,N (Q −1 (I j )). This is true even in the case where dim(Λ) = +∞. In the general case, for any ǫ > 0, if Q is non-linear and for each contour event Q −1 (I j ) there exists convex events
Remark 7.2 An interesting consequence is that when the contour events
partitions Λ, then there exists a set of
such that P Λ (Q −1 (I j )) − P Λ,N (Q −1 (I j )) < ǫ. Determining this "optimal" set of samples in Λ requires a different sampling strategy than described here and is the subject of future work.
We use an adaptive sampling strategy to improve the accuracy of estimated volumes of specific contour events defined implicitly by identifying the associated output events and using this information to adjust the sampling in situ. This sampling strategy can be interpreted as proceeding in two stages. The goal of the first stage is to locate the contour event in Λ. The goal of the second stage is to sample from the contour event in order to reduce the µ Λ -error in the Voronoi coverage. The first stage of sampling may be done either (pseudo-)randomly or deterministically. For example, we may use a transition probability kernel resulting in a method similar to MCMC sampling (e.g., see [2] for some interesting ideas on sampling subsets in high dimensional spaces with MCMC type sampling schemes). When Q : Λ → D is smooth and I ∈ B D is convex 5 , deterministic approaches such as multi-variate Newton's method may be used to locate the contour event in B Λ . In the numerical examples below, we use a probability-based adaptive sampler for locating the contour event Q −1 (I) that was initially described by [24] . Once the contour event has been located, we typically use a transition probability kernel to generate random samples within Q −1 (I) and ensure that the overall sampling scheme is B Λ -consistent.
8. Numerical Examples.
A 15-Dimensional Epidemic Model Example.
The Model. The SIR model is a well-studied compartmental model in epidemiology that stratifies the population into three classes in order to model the complex dynamics associated with an infectious disease outbreak [31] . The "S" class represents individuals susceptible to infection, the "I" class are the infected individuals capable of spreading the disease, and the "R" class is for all individuals that have recovered or are immune to the disease (or otherwise removed from the susceptible class, e.g., through vaccinations or quarantine). The MSEIRS model generalizes the common SIR epidemic model to include groups of infants protected by maternal antibodies (the "M" class) and groups of exposed and latent infected but not infectious (the "E" class) [27] . The coupled nonlinear system of differential equations defining this model is given by
Since viruses mutate over time and population data requires a complete census count that is often infeasible, the coefficients and initial population of each class in Eq. (8.1) are subject to uncertainty during an infectious disease outbreak [11] . Therefore, we consider both the coefficients and initial conditions as uncertain model parameters in this example. We define the parameter domain Λ as the Cartesian product of the intervals for each parameter summarized in Table 8 .1.
We numerically solve the model until a final time of six weeks using the Dormand-Prince method coded within the ode45 function in Matlab, which implements a variable step RungeKutta method based on fourth-order error estimates [18] . To define a reference integral value to compare the adaptive sampling approach for approximating probabilistic predictions, we use 2E + 7 i.i.d. uniform random samples in Λ to compute a MC estimate. A forward prediction. We consider the problem of predicting the expected number of infected individuals at the end of six weeks for any given outbreak assuming that λ is uniformly distributed within Λ, i.e., E(I(6; λ)) = 1 µ Λ (Λ) Λ I(6; λ) dµ Λ , where µ Λ denotes the Lebesgue measure. The reference expected value computed from the MC estimate of 2E+7 i.i.d. uniform random samples in Λ is E(I(6; λ)) ≈ 282, 034.
To simulate the case where integral estimates are computed using a small number of samples, we use sets of 1E + 2 i.i.d. uniform random samples denoted by λ (i) 100 i=1 to compare standard MC estimates to measure-theoretic approximations using Eq. (3.1) on the same sets of samples. Specifically, we compute a sample distribution of 1E+3 MC estimates of E(I(6; λ)) where each MC estimate is computed using a different set of λ (i) 100 i=1 in Λ. For each set of
, we use 1E +5 emulated samples λ We are primarily interested in the accuracy of any single estimate and its subsequent refinement. Thus, we use the sample distributions to compute and compare the approximate probabilities of any single MC estimate or measure-theoretic estimate using Eq. Table 8 .2: The top two rows show the probability of any single MC estimate or measuretheoretic estimate using Eq. (3.1) being within 5% and 10% of the reference value E(I(6; λ)) ≈ 282, 034. The bottom two rows show these probabilities if the estimates are refined with an additional 50 samples.
refinements) are within a specified error tolerances of the reference value E(I(6; λ)) ≈ 282, 034. For any set of λ (i) 100 i=1 i.i.d. uniform random samples, an MC estimate is more likely to be accurate than the measure-theoretic approximations (see the top two rows of Table 8 .2). Specifically, the probability that any single MC estimate is accurate to within 5% (resp., 10%) of the reference value is approximately 8.8% (resp., 3.5%) higher than the probability that the associated Eq. (3.1) approximation is accurate to within these same tolerances. However, refining the Eq. (3.1) approximations by (approximately) solving Eq. (5.2) with emulated samples leads to estimates that are more likely to be within these error tolerances than refining the MC estimates with i.i.d. uniform random samples (see the bottom two rows of Table 8 .2). The probability that any single measure-theoretic approximation is within 5% (resp., 10%) of the reference value is approximately 15% (resp., 11%) higher than the probability than a single refined MC estimate is accurate to within these same tolerances.
Shallow Water Equation Model and Manning's n.
The Model. The shallow water equations (SWEs) are commonly used to model hydrodynamic systems with large horizontal length scales relative to the vertical length scales. The SWEs can be derived from the incompressible Navier-Stokes equation via depth integration with a hydrostatic pressure [37, 34] . Let H = ζ + h denote the total water column height where ζ and h are the free-surface elevation and the bathymetric depth, respectively, relative to a datum. Then, the continuity equation is given by
where Q x = U H, Q y = V H are the flux per unit length in the in the x, y-directions, respectively, and U, V are the depth-averaged velocities. The momentum equations are
where f is the Coriolis parameter, g is gravity, P s is the atmospheric pressure at the free surface, ρ 0 is the reference density of water, and η is the Newtonian equilibrium tidal potential. The terms M (·) are the vertically-integrated lateral stress gradients, D (·) are momentum dispersion, τ s(·) are the imposed surface stresses, and finally τ b(·) are the bottom stress components. The bottom stress terms are defined using a quadratic (or linear) drag law
where n denotes the Manning's n roughness coefficient from the Gauckler-Manning-Strickler formula. For H sufficiently small C f is set to a constant to prevent division by zero. Due to this formulation, in regions where H is small (e.g., in estuaries, tidal flats, shallow channels, etc.) the bottom stress is especially sensitive to Manning's coefficient. The Manning's n coefficient is a highly varying spatial parameter that is often defined on a sub-grid scale. Detailed field measurements can be used to determine Manning's coefficient for a specific geographic location [1, 12, 3] . Unfortunately, using field measurements to estimate Manning's coefficient at a fine scale over large physical domains is extremely cost prohibitive. For this reason we focus on estimating Manning's coefficient for a hydrodynamic model of an idealized inlet with sloped bathymetry. We solve a hydrodynamic model of the SWEs on the idealized inlet using the ADCIRC (ADvanced CIRCulation) model for coastal and estuarine waters. ADCIRC has been thoroughly verified and validated against various test problems and has been used for numerous coastal engineering studies, not the least of which are several hurricane hindcasts including Hurricanes Betsy [6, 16, 30, 28, 17] . ADCIRC uses a finite-element spatial discretization and a finite-difference temporal discretization [37] .
The Inverse Problem. We refer the interested reader to [10] for an in-depth description of the inverse problem which we will summarize here as context for interpreting sample based numerical integration and to demonstrate a goal-oriented probability based adaptive sampling strategy [24] . The numerical solutions to the inverse problem were computed using the opensource package BET [23] . We consider an idealized inlet with sloped bathymetry and an earthen-jetty extending part way into the domain (see Figure 8 We define the parameter domain in the following way. We assume that the land cover on the right hand side of the inlet is dominated by two different types of land cover designated as "wetland" and "forest", respectively. Random data is generated at the subgrid level to simulate the pixelation and classification of land cover types using a high resolution areal photograph. Following the community standard of upscaling this subgrid data as detailed in Here, we consider the overall goal of solving the stochastic inverse problem as approximating the probability of a specific event: A = Q −1 (E), E ∈ B D . The event E may represent a rare or threshold event, and the goal is to determine the inputs that produce this event. To this end, we define E ∈ B D as a rectangle centered at some reference value Q(λ ref ) with sides scaled by a fraction of the length of q i (Λ) for i = 1, 2. In the context of the stochastic inverse problem, we seek to approximate ρ Λ where ρ D is uniform on E and supp(ρ D ) = E ∈ B D . Since supp(ρ D ) = E ∈ B D we only need to approximate ρ Λ on A = Q −1 (E). In Algorithm 3, we use a transition probability kernel similar to MCMC sampling to first locate A and then to randomly generate samples within A as previously discussed in Section 7. Thus, Algorithm 3 generates B Λ -consistent samples. In Algorithm 3 we set B(s j ) to be R(s j ) ∩ Λ where R(s j ) are generalized rectangles similar to Λ centered at the previous sample (λ (i−1,j) ) and scaled by s j . The total number of samples
For this example, we use K = 2, D 1 = E, D 2 = D \ E, p 1 = 1, and p 2 = 0 in Algorithm 3 in order to adaptively generate a set of 1E + 4 samples. We define E ∈ B D as the rectangle centered at Q(λ ref ) = Q((0.0781, 0.168)) with sides 15% of the lengths of q i (Λ) for i = 1, 2. In the two plots of Figure 8 .3 we compare the approximation of ρ Λ using the 1E + 4 adaptively generated samples to an approximation of ρ Λ using a set of 121 2 = 1.4641E + 4 samples + = Figure 8 .2: On the left are the basis functions for the Manning's n field contributions from the separate land cover types. A typical Manning's n field resulting from a sample in Λ is shown on the right. on a regular grid. A key observation is that the probability mass is centered more closely to the actual reference value using the adaptive samples whereas the regular grid samples produce a more skewed inverse density. Despite using approximately 32% less samples overall (and thus 32% fewer model evaluations), 47.03% of the adaptive samples belong to A = Q −1 (E) compared to just 4.576% of the uniform samples (i.e., O(10) more samples are used to approximate A when using 32% fewer adaptively generated samples). We now conduct a more thorough numerical evaluation of the effect of using Algorithm 3
polluting estimates so that all errors are due to finite sampling. Since we use this surrogate for all computations, and for simplicity of notation, we refer to this surrogate as Q below. The µ D -measure of E (and thus the µ Λ -measure of A = Q −1 (E)) is reduced by defining E to be the rectangle centered at Q(λ ref ) with sides 10% of the lengths of q i (Λ) for i = 1, 2. Similar to the notation used in Section 7.2 to describe errors in estimates of µ Λ (A), we let A N denote the Voronoi coverage of A. Observe that the use of the surrogate and the simple geometry of E implies that µ Λ (A) can be calculated exactly. As described in Section 7.2, errors in the estimate µ Λ (A N ) of µ Λ (A) directly result in errors in ρ Λ,N . We therefore use the errors in µ Λ (A N ) to quantify the performance of Algorithm 2 using either adaptively generated samples or i.i.d. uniform random samples. With i.i.d. uniform random samples, we also consider two different approximations to V i in Algorithm 2 as described in Section 7: a standard MC approximation with V i = E(µ Λ (V i,N )) = µ Λ (Λ)/N and the measure-theoretic approximation using emulation. Emulation should be (and is) used with adaptive sampling strategies since for a given Voronoi cell V i,N there is no clear a priori value of E(µ Λ (V i,N ) ).
To compare performance, for a given sample size N , we compute the sample mean and variance of the relative errors in estimates of µ Λ (A E ) using 20 different sets of adaptively and uniformly i.i.d. generated samples. With this notation, we denote by e the relative error Figure 8 .4 shows the the average mean and variance in the relative error as a function of sample size for both the uniform i.i.d. sample sets (with and without volume emulation) and adaptive sample sets. For the computations involving volume estimation, 1E + 6 emulated samples are used. Table 8 .3 shows some sample statistics of the relative errors for given sample sizes and sample types. For a study on the effect of emulation sample size, we refer the interested reader to [24] . Observe in Figure 8 .4 that measure-theoretic approximations (i.e., computing integrals as described by Eq. (3.1) using emulated samples) are consistently more accurate than the MC approximation. Furthermore, as sample size increases, the adaptive sampling approach eventually produces expected errors and variances smaller than the uniform approach. In the plots of Figure 8 .4 there is a crossover point when the sample size is approximately 4E + 3 between the two curves associated with using either uniform samples or adaptive samples.
Recall, that the adaptive sampling strategy can be interpreted as proceeding in two stages (1) locating the contour event in Λ and (2) sampling from the contour event. This crossover point indicates when several of the sampling chains of the adaptive sampler have located the contour event of interest after which the adaptive sampler will continue to outperform results using uniform samples. A Prediction Problem. We now consider the physically important prediction problem of forecasting the time of inundation around and near physical obstacles. Such forecasts are useful in determining the efficacy of man-made obstacles such as creating barrier islands, extending earthen jetties, and/or general land management practices affecting Manning's n coefficient of friction, e.g., see [10] which studied the effect of both the earthen jetty length and Manning's n friction of coefficient. During extreme events such as storm surge resulting from hurricanes or tropical cyclones, such forecasts must typically be made as efficiently as possible to ensure the timely communique of results in coordination with emergency personnel. We therefore consider the computational complexity in producing reliable results based on solving the stochastic inverse problem with and without adaptively generated sample. Since the water entering the idealized inlet must flow around the bottom of the earthen jetty, we focus the prediction problem on the time of inundation at the points (x 1 , y 1 ) = (1593.75, −1087.5) and (x 2 , y 2 ) = (1593.75, −1012.5) which are the nearest nodal points of the finite element mesh to the right of the earthen jetty and equally spaced below and above the jetty entrance. To determine the probability distribution on the uncertain Manning's n coefficients, we solve the stochastic inverse problem as described above by specifying an uncertain rectangle around a Q ref with lengths of side equal to 15% of the lengths of q i (Λ) for i = 1, 2. The stochastic inverse problem is solved using both 1E + 4 uniform i.i.d. samples and 1.04E + 3 adaptively generated samples. These are roughly the number of samples we observed were required to obtain similar accuracy in the µ Λ -measure of the support of the inverse density. For both solutions, we identify the smallest µ Λ -measure event accounting for 95% of the total probability, i.e., we determine the A ∈ B Λ solving min {A∈B Λ : P Λ (A)=0.95}
µ Λ (A).
We then propagate the event A from both solutions forward through the model in order to obtain an interval of prediction conditioned on this 95% probability event. We summarize the results in Table 8 .4 with the time of inundation referenced to the initial model run time formatted as hours:minutes:seconds. The prediction intervals where ρ Λ was approximated with adaptive samples are the same down to the second as the prediction intervals where ρ Λ was approximated with O(10) more uniform samples. These are representative results. We observed that using other QoI to solve the inverse problem with the same number of uniform and adaptive samples leads to similar results with the largest difference in the prediction intervals generally being on the order of 10 seconds.
( 9. Conclusions and Future Work. Using a measure-theoretic framework to describe sample based integral approximations produces deterministic error bounds. The use of emulated samples provides an efficient way to compute these error bounds and develop adaptive sampling techniques to optimally reduce errors while avoiding the computationally complex problem of explicit representation of the Voronoi cells. The utility of this framework, error analysis, and adaptive sampling techniques based on these error estimates was demonstrated for both forward and inverse uncertainty quantification problems.
There are several interesting problems that we leave to future work. The authors are currently investigating the use of active subspaces (see [13] and the references therein) to perform dimension reduction for a given set of QoI and apply the approaches discussed in this work to the active subspace and relate these to the geometric approximation of events in the original parameter space. The choice of QoI on the quality of inverse solutions obtained via adaptive sampling is another interesting problem. Specifically, different observation networks lead to different solutions of the stochastic inverse problem. It is an open question on how to combine vastly different sets of adaptively generated samples that are optimal for the different solutions in order to further reduce uncertainties in the parameter space.
