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The quantum approximate optimization algorithm (QAOA) is a hybrid variational quantum-
classical algorithm that solves combinatorial optimization problems. While there is evidence sug-
gesting that the fixed form of the original QAOA ansatz is not optimal, there is no systematic
approach for finding better ansatze. We address this problem by developing an iterative version of
QAOA that is problem-tailored, and which can also be adapted to specific hardware constraints.
We simulate the algorithm on a class of Max-Cut graph problems and show that it converges much
faster than the original QAOA, while simultaneously reducing the required number of CNOT gates
and optimization parameters.
Many important computationally hard combinatorial
optimization problems such as Max-Cut, graph coloring,
traveling salesman, and scheduling management [1–3] can
be mapped to spin Ising systems: The cost function can
be expressed as an Ising Hamiltonian whose ground state
provides the solution to the combinatorial optimization
problem. One can in principle solve these optimiza-
tion problems on a quantum computer by initializing the
quantum device in the ground state of a Hamiltonian that
is easy to prepare and adiabatically tuning the latter into
the problem Hamiltonian. In a digital quantum com-
puter, this approach translates into a trotterized version
of the adiabatic evolution operator, which is the alter-
nating product of the evolution operators corresponding
to the initial and the problem (Ising) Hamiltonians. As
is well known, in the limit of an infinite product, this
trotterized form becomes exact.
QAOA is a hybrid quantum-classical variational algo-
rithm that relies on a finite-order version of this evolu-
tion operator [4–6]. QAOA is performed by variationally
minimizing the expectation value of the Ising Hamilto-
nian (i.e., the cost function) with respect to the parame-
ters in a state-preparation circuit that is implemented on
the quantum processor. The quantum processor is also
used to measure energy expectation values, while the op-
timization is done on a classical computer. There has
been a lot of progress on QAOA recently on both the
experimental and theoretical fronts [1, 7–13]. There is
evidence suggesting that QAOA may provide a signifi-
cant quantum advantage over classical algorithms [13–
15], and that it is computationally universal [16, 17].
Despite these advances, there are limitations and po-
tential issues with this algorithm. Depth-p QAOA in-
volves a circuit that is built from 2p unitary opera-
tors that alternate between the exponentiated cost and
“mixer” Hamiltonians, the latter being the initial Hamil-
tonian in the analogous adiabatic algorithm. The perfor-
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mance improves with circuit depth, but the latter is still
limited in existing and near-term quantum processors.
Moreover, deeper circuits translate into more variational
parameters, which introduces challenges for the classi-
cal optimizer in minimizing the objective function [18].
Furthermore, recent work on QAOA showed that its per-
formance exhibits strong dependence on problem density
(the number of clauses over the size of the problem),
which could limit the algorithm’s practical applicabil-
ity [19]. Finally, Ref. [20] points out that the locality
and symmetry of QAOA can also severely limit its per-
formance. All these issues can be attributed to, or are
at least exacerbated by, the form of the QAOA ansatz.
In particular, short-depth QAOA is not really the digi-
tized version of the adiabatic problem, but rather an ad
hoc ansatz, and as a result should not be expected to
perform optimally, or even well, for any particular opti-
mization problem. A short-depth ansatz that is further
tailored to a given combinatorial problem could there-
fore address the issues with the standard QAOA ansatz.
However, identifying such an alternative is a highly non-
trivial problem given the vast space of possible ansa¨tze.
In this Letter, we present an iterative version of QAOA
termed Adaptive Derivative Assembled Problem Tai-
lored - Quantum Approximate Optimization Algorithm
(ADAPT-QAOA). Our algorithm grows the ansatz two
operators at a time by using a gradient criterion to sys-
tematically select the QAOA mixer from a pre-defined
operator pool. While ADAPT-QAOA is general and can
be applied to any optimization problem, in this work we
focus on Max-Cut to quantify its performance. When
entangling gates are included in the operator pool, there
is a dramatically faster convergence to the exact solu-
tion compared to standard QAOA. Surprisingly, despite
the introduction of entangling gates as mixers, these im-
provements come with a reduction in the numbers of both
the optimization parameters and the CNOT gates by ap-
proximately 50% each compared to standard QAOA.
In QAOA [4, 5], the variational ansatz consists of p
layers, where each layer contains the cost Hamiltonian
HC (specific to the optimization problem in question)
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2and a mixer, HM :∣∣∣ψp(~γ, ~β)〉 = ( p∏
k=1
[
e−iHMβke−iHCγk
]) |ψref〉 , (1)
where |ψref〉 = |+〉⊗n, n is the number of qubits, and
~γ and ~β are sets of variational parameters. If these pa-
rameters are chosen such that
〈
ψp(~γ, ~β)
∣∣∣HC ∣∣∣ψp(~γ, ~β)〉
is minimized, then the resulting energy and state provide
an approximate solution to the optimization problem en-
coded in HC . The accuracy of the result and the effi-
ciency with which it can be obtained depend sensitively
on HM . In the original QAOA ansatz, the mixer is cho-
sen to be a single-qubit X rotation applied to all qubits.
A few papers have suggested modifications to the original
QAOA ansatz [21–23]. Farhi et al. [21] allowed the mixer
to rotate each qubit by a different angle about the x axis
and modified the cost Hamiltonian layer so that it is more
compatible with the hardware architecture they consid-
ered. Hadfield et al. [22] considered more general mixers
defined such that they preserve the relevant subspace for
the given combinatorial problem. Ref. [23] focused on
graph coloring optimization problems using more than
one qubit per node and demonstrated that intra-node en-
tangling mixers that preserve symmetries outperform the
standard X mixer. These interesting results reveal the
potential advantages of the QAOA ansatz but do not pro-
vide a universal strategy for choosing mixers that works
across a broad range of optimization problems.
In this work, we replace the single, fixed mixer HM
by a set of mixers Ak that change from one layer to the
next:∣∣∣ψp(~γ, ~β)〉 = ( p∏
k=1
[
e−iAkβke−iHCγk
]) |ψref〉 . (2)
We build up this ansatz iteratively, one layer at a time, in
a way that is determined by HC . This iterative process
is inspired by the variational quantum eigensolver algo-
rithm, ADAPT-VQE, which was developed for molecular
Hamiltonians [24, 25]. It can be summarized by three ba-
sic steps: First, define the operator set {Aj} (called the
“pool”, and where Aj = A
†
j) and select a suitable refer-
ence state to be the initial state:
∣∣ψ(0)〉 = |ψref〉. Here,
we choose |ψref〉 = |+〉⊗n as in the original QAOA. We
will return shortly to the question of how to choose the
pool. Second, prepare the current ansatz
∣∣ψ(k−1)〉 on
the quantum processor and measure the energy gradient
with respect to the pool, the jth component of which
is given by −i 〈ψ(k−1)∣∣ eiHCγk [HC , Aj ]e−iHCγk ∣∣ψ(k−1)〉,
where the new variational parameter γk is set to a pre-
defined value γ0. If the norm of the gradient is be-
low a predefined threshold, then the algorithm stops,
and the current state and energy estimate approximate
the desired solution. If the gradient threshold is not
met, modify the ansatz by adding the operator, A
(k)
max,
associated with the largest component of the gradient:
∣∣ψ(k)〉 = e−iA(k)maxβke−iHCγk ∣∣ψ(k−1)〉, where βk is a new
variational parameter. Third, optimize all parameters
currently in the ansatz, βm, γm, m = 1, ..., k, such that〈
ψ(k)
∣∣HC∣∣ψ(k)〉 is minimized, and return to the second
step. This algorithm, which we call ADAPT-QAOA, lies
somewhere between standard QAOA and ADAPT-VQE
in the sense that it possesses the alternating-operator
structure of QAOA but enjoys additional flexibility by
allowing the mixers to vary over the course of an itera-
tive construction. Given that a similar iterative approach
was shown to provide accurate ground state energies and
fast convergence for various molecules [24, 25], it is natu-
ral to consider its suitability for determining the mixers
in QAOA. The recipe for ADAPT-QAOA is summarized
below in pseudo-code format.
Algorithm 1 ADAPT-QAOA
Initial state: |ψ(0)〉 = |ψref〉 = |+〉⊗n
Predefined: Number of layers p; Cost Hamiltonian HC ;
Initial parameter for optimization: γ0; Operator pool with
m operators Aj , j ∈ [1,m]
for k = 1...p do
//From operator pool select operator
for j = 1...m do
//Get max measured gradient operator A
(k)
max:
Set γk = γ0
Define |ψ(k)〉t = e−iHCγk |ψ(k−1)〉
A
(k)
max = argmax
(
−i t〈ψ(k)|[HC , Aj ]|ψ(k)〉t
)
end for
//Add A
(k)
max to current ansatz:
|ψ(k)〉 = e−iA(k)maxβke−iHCγk |ψ(k−1)〉
// Optimization
min〈ψ(k)|HC |ψ(k)〉 → ~β,~γ
output.add(~β,~γ,A
(k)
max,min〈ψ(k)|HC |ψ(k)〉)
end for
return output
The first step in running this algorithm is to define
the operator pool from which we select the mixers. De-
fine Q to be the set of qubits. The pool correspond-
ing to the original QAOA contains only one operator,
PQAOA =
{∑
i∈QXi
}
. There is a lot of flexibility in
choosing an operator pool. Here, for our numerical sim-
ulations of ADAPT-QAOA, we select two qualitatively
different pools to compare to each other and to the origi-
nal QAOA: one consisting entirely of single-qubit mixers,
and one with both single-qubit and multi-qubit entan-
gling gates. The single-qubit pool is defined as Psingle =
∪i∈Q {Xi, Yi}∪
{∑
i∈Q Yi
}
∪PQAOA, and the multi-qubit
pool as Pmulti = ∪i,j∈Q×Q {BiCj |Bi, Cj ∈ {X,Y, Z}} ∪
Psingle. Because PQAOA ⊂ Psingle ⊂ Pmulti, we ex-
pect that Pmulti will provide the best performance. The
QAOA, single-qubit, and multi-qubit pools have O(1),
O(n), and O(n2) elements, respectively. More general
pools can have combinatorially many elements [22].
If HC has symmetries, then additional constraints
should be imposed on the pool. In this work, we focus
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FIG. 1. Comparison of the performance of the original QAOA algorithm (blue) with the ADAPT-QAOA algorithm for the
single-qubit (orange) and multi-qubit (green) pools. The algorithms are run on the Max-Cut problem for the regular graphs
shown in the figure, which have n=6 vertices and are of degree D=3 (a) and D=5 (b). In each case, the energy error (the
difference between the energy estimate obtained by the algorithm and the exact ground state energy of HC) is shown as a
function of the number of layers in the ansatz. In both panels, results are shown for 20 different instances of edge weights,
which are randomly sampled from the uniform distribution U(0, 1). The shaded regions indicate 95% confidence intervals.
on Ising Hamiltonians of the form
HC = −1
2
∑
i,j
wi,j(I − ZiZj), (3)
which have a Z2 symmetry associated with the operator
F = ⊗iXi. Since [F,HC ] = 0 and F |ψref〉 = |ψref〉, we
can rewrite the gradient in the first iteration as
〈ψref |eiHCγ1 [HC , Aj ]e−iHCγ1 |ψref〉
= 〈ψref |eiHCγ1F [HC , Aj ]Fe−iHCγ1 |ψref〉. (4)
However, we also know that FAj = ±AjF because F
and Aj are Pauli strings (except when Aj is the original
QAOA mixer
∑
i∈QXi, but this commutes with F ), so
therefore F [HC , Aj ]F = ±[HC , Aj ]. Comparing this to
Eq. (4), we see that to have a non-zero gradient, we need
[F,Aj ] = 0. This holds for all steps of the algorithm,
because only operators that commute with F appear in
the ansatz, and so a formula like Eq. (4) holds at every
iteration. The Aj that commute with F are Pauli strings
that have an even number of Y or Z operators, and so
we retain only these Pauli strings in our mixer pool.
Max-Cut is a classic (NP-hard) quadratic uncon-
strained binary optimization problem, and it can be used
to solve other optimization problems. Thus, it is a use-
ful benchmarking problem for QAOA and has been used
as such in prior works [5, 6, 10]. It is defined as fol-
lows: Given a graph G = (V,E), with weight wi,j for
edge (i, j), find a cut S ⊆ V such that S ∪ S¯ = V , and∑
iS,jS¯,i,jE wi,j is maximized. This problem can be
encoded in the Ising Hamiltonian in Eq. (3), where the
couplings are given by the edge weights. Each classical
state (i.e., tensor product of Z eigenstates) represents a
possible cut. For example, the |0〉⊗n state represents all
the vertices in subgraph S, and |1〉⊗n represents all the
vertices in S¯. Thus, HC counts the sum of the weights
of the edges connecting one subgraph to the other, and
its ground state corresponds to the maximum cut.
We use the Max-Cut problem on regular graphs with
n=6 vertices and degrees D=3 and D=5 to bench-
mark the performance of ADAPT-QAOA. For each type
of graph, we analyze 20 instances of random edge
weights, which are drawn from the uniform distribution
U(0, 1) [26]. We use the Nelder-Mead method to perform
the classical optimization of the variational parameters
~β and ~γ. The gradients used to select new operators are
sensitive to the initial values for ~γ. To address this, we
test several initial values and postselect the ones that per-
form best. We also find empirically that γ0=0.01 works
particularly well for the case of the multi-qubit mixer
pool.
In Fig. 1 we show the error for the solution determined
by each algorithm as a function of the number of ansatz
layers. We compare the original QAOA with ADAPT-
QAOA using single-qubit and multi-qubit mixer pools,
both of which also include the original QAOA mixer (si-
multaneous X rotation of all the qubits by the same an-
gle). For both 3- and 5-regular graphs, we find that us-
ing the single-qubit mixer pool provides a modest im-
provement over standard QAOA. On the other hand, the
multi-qubit pool performs dramatically better, leading to
a rapid convergence to the exact solution after only ∼3
layers. We also find that for the degree-5 graphs, ordi-
nary QAOA and ADAPT-QAOA with single-qubit mix-
ers converge slower than the degree-3 case, whereas the
performance of ADAPT-QAOA with the multi-qubit op-
4erator pool remains approximately the same. This sug-
gests that the response of the algorithm to increasing
problem complexity changes when entangling operations
are included in the mixer pool. Note that the particular
form of the two-qubit operators in the pool was chosen
for its simplicity. In general, one can choose a hardware-
tailored operator pool, in the spirit of Ref. [27].
It is interesting to ask how much the ADAPT-QAOA
ansa¨tze differ from the original QAOA ansatz. We find
that when the single-qubit mixer pool is used, the single-
qubit operators Xi are chosen instead of the original
mixer approximately 36.6% of the time for n=6, D=3
graphs and 25% of the time for n=6, D=5 graphs. For
the multi-qubit mixer pool, the algorithm chooses oper-
ators other than the original mixer approximately 75%
of the time for n=6, D=3 graphs and 80% of the time
for n=6, D=5 graphs. This trend supports the intuitive
idea that a more connected graph requires more entan-
glement for a rapid convergence to the solution. This
suggests that using mixers that generate entangling op-
erations may be necessary to achieve rapid convergence
for graph problems with even more complex structures.
A crucial question, especially for near-term problems,
is how the different mixer pools compare with respect
to resource overhead. One may naturally think that the
multi-qubit pools generate more entanglement to achieve
superior performance. To compare the resources used by
each algorithm in a fair way, we select a common crite-
rion. Specifically, we choose an energy error of δE = 10−3
and count the parameters and CNOT operations needed
to reach this accuracy. The results are illustrated in
Fig. 2 for both types of graph considered. Surprisingly,
we find that both the original QAOA and the single-
qubit mixer ansa¨tze in fact have more CNOTs compared
to the entangling multi-qubit mixer pool. Moreover, on
average, we find that the original QAOA algorithm uses
more parameters and CNOTs to reach δE than either
version of ADAPT-QAOA. We find that about half as
many CNOTs are required for the ADAPT-QAOA multi-
qubit pool case, despite the fact that the mixers in the
multi-qubit pool themselves introduce additional CNOT
gates on top of those coming from HC . Ref. [21] proposed
using a restricted form of entangling gates in the ansatz
to obtain better performance in combinatorial problems
at the cost of introducing more variational parameters.
Here, we have shown that ADAPT-QAOA provides a sys-
tematic way to both improve the performance and reduce
the number of parameters and CNOTs.
While here we focus Max-Cut, preliminary results sug-
gest that ADAPT-QAOA is broadly applicable to other
types of optimization problems. We have run several in-
stances of random diagonal Hamiltonians on n qubits,
where the diagonal entries are sampled from the uniform
distribution U(0, 1). Our preliminary data show that
ADAPT-QAOA always outperforms the original QAOA.
Exploring the broader applicability of our technique is a
direction for future work.
ADAPT-QAOA opens up a number of interesting re-
QAOA ADAPT-Single ADAPT-Multi
0
5
10
15
20
25
30
35
Pa
ra
m
et
er
 C
ou
nt
0
100
200
300
400
500
C
N
O
T 
C
ou
nt
Parameter Count
CNOT Count
QAOA ADAPT-Single ADAPT-Multi
0
5
10
15
20
25
30
35
Pa
ra
m
et
er
 C
ou
nt
0
100
200
300
400
500
C
N
O
T 
C
ou
nt
Parameter Count
CNOT Count
(a)
(b)
FIG. 2. Resource comparison of the original QAOA,
ADAPT-QAOA with the single-qubit mixer pool (“ADAPT-
Single”), and ADAPT-QAOA with the multi-qubit mixer
pool (“ADAPT-Multi”) for the Max-Cut problem on regu-
lar graphs with n=6 vertices and with random edge weights
sampled from a uniform distrubition U(0, 1). Panels (a) and
(b) show the comparison for graphs of degree D=3 and D=5,
respectively. The dark red bars show variational parameter
counts, and the light red bars show CNOT gate counts. The
error bars show variances in the results obtained by sampling
over 20 different instances of edge weights.
search directions. Given its flexibility with the choice
of mixer pool, researchers working on various hard-
ware platforms may adapt the algorithm according to
the native gates, connectivities, and experimental con-
straints of their systems. It would also be fruitful to em-
ploy ADAPT-QAOA for optimization problems that use
higher-dimensional Hilbert spaces, such as graph color-
ing problems investigated by the authors of Refs. [22, 23].
Another intriguing direction would be to explore the per-
formance of ADAPT-QAOA as a function of the opti-
mization problem density to find out whether the ansa¨tze
generated by this algorithm can overcome the reachabil-
ity deficits reported in Ref. [19]. Finally, more work into
the structure of the algorithm itself and possible improve-
ments would clearly be constructive.
In conclusion, we introduced a new algorithm,
ADAPT-QAOA, that grows the QAOA ansatz iteratively
5in a way that is naturally tailored to a given optimiza-
tion problem. Our algorithm selects the mixing oper-
ator at each layer based on a gradient criterion. Our
simulations for the Max-Cut problem show that allow-
ing the algorithm to select single- and multi-qubit mix-
ers dramatically improves algorithmic performance while
reducing both CNOT counts and the number of varia-
tional parameters. Given the flexibility in choosing mixer
pools, ADAPT-QAOA can be easily tailored to specific
hardware and device connectivities. These features make
ADAPT-QAOA a promising approach for solving hard
optimization problems.
ACKNOWLEDGEMENTS
We thank Bryan T. Gard and Ada Warren for helpful
discussions. The authors acknowledge support from the
US Department of Energy (Award No. de-sc0019199). S.
E. E. acknowledges support from the US Department of
Energy (Award No. de-sc0019318).
[1] Y.-H. Oh, H. Mohammadbagherpoor, P. Dreher,
A. Singh, X. Yu, and A. J. Rindos, arXiv preprint
arXiv:1911.00595 (2019).
[2] G. Kochenberger, J.-K. Hao, F. Glover, M. Lewis, Z. Lu¨,
H. Wang, and Y. Wang, Journal of Combinatorial Op-
timization 28, 58 (2014).
[3] A. Lucas, Frontiers in Physics 2, 5 (2014).
[4] E. Farhi, J. Goldstone, and S. Gutmann, arXiv preprint
arXiv:1411.4028 (2014).
[5] E. Farhi, J. Goldstone, and P. Shor, Design of Quan-
tum Algorithms Using Physics Tools, Tech. Rep. (MAS-
SACHUSETTS INST OF TECH CAMBRIDGE, 2014).
[6] R. Shaydulin, I. Safro, and J. Larson, arXiv preprint
arXiv:1905.08768 (2019).
[7] G. Pagano, A. Bapat, P. Becker, K. Collins, A. De,
P. Hess, H. Kaplan, A. Kyprianidis, W. Tan, C. Bald-
win, et al., arXiv preprint arXiv:1906.02700 (2019).
[8] Z. Wang, S. Hadfield, Z. Jiang, and E. G. Rieffel, Phys-
ical Review A 97, 022304 (2018).
[9] L. Zhou, S.-T. Wang, S. Choi, H. Pichler, and M. D.
Lukin, arXiv preprint arXiv:1812.01041 (2018).
[10] G. E. Crooks, arXiv preprint arXiv:1811.08419 (2018).
[11] Z.-C. Yang, A. Rahmani, A. Shabani, H. Neven, and
C. Chamon, Physical Review X 7, 021027 (2017).
[12] Z. Jiang, E. G. Rieffel, and Z. Wang, Physical Review
A 95, 062317 (2017).
[13] P. K. Barkoutsos, G. Nannicini, A. Robert, I. Tavernelli,
and S. Woerner, arXiv preprint arXiv:1907.04769 (2019).
[14] G. G. Guerreschi and A. Matsuura, Scientific reports 9,
6903 (2019).
[15] M. Y. Niu, S. Lu, and I. L. Chuang, arXiv preprint
arXiv:1905.12134 (2019).
[16] M. E. Morales, J. Biamonte, and Z. Zimbora´s, arXiv
preprint arXiv:1909.03123 (2019).
[17] S. Lloyd, arXiv preprint arXiv:1812.11075 (2018).
[18] D. Wierichs, C. Gogolin, and M. Kastoryano, arXiv
preprint arXiv:2004.14666 (2020).
[19] V. Akshay, H. Philathong, M. Morales, and J. Biamonte,
Physical Review Letters 124, 090504 (2020).
[20] S. Bravyi, A. Kliesch, R. Koenig, and E. Tang, arXiv
preprint arXiv:1910.08980 (2019).
[21] E. Farhi, J. Goldstone, S. Gutmann, and H. Neven,
arXiv preprint arXiv:1703.06199 (2017).
[22] S. Hadfield, Z. Wang, B. O’Gorman, E. G. Rieffel,
D. Venturelli, and R. Biswas, Algorithms 12, 34 (2019).
[23] Z. Wang, N. C. Rubin, J. M. Dominy, and E. G. Rieffel,
Physical Review A 101, 012320 (2020).
[24] H. R. Grimsley, S. E. Economou, E. Barnes, and N. J.
Mayhall, Nat. Commun. 10, 3007 (2019).
[25] H. L. Tang, E. Barnes, H. R. Grimsley, N. J. Mayhall,
and S. E. Economou, arXiv preprint arXiv:1911.10205
(2019).
[26] L. Li, M. Fan, M. Coram, P. Riley, S. Leichenauer, et al.,
Physical Review Research 2, 023074 (2020).
[27] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, S. Boixo, M. Broughton, B. B. Buckley, D. A.
Buell, et al., arXiv preprint arXiv:2004.04197 (2020).
