The spreading of the quantum probability density for the highlyexcited states of a single-particle system with an exponential-type potential on the positive semiaxis is quantitatively determined in both position and momentum spaces by means of the Boltzmann-Shannon information entropy. This problem boils down to the calculation of the asymptotics of the entropy-like integrals of the modified Bessel function of the second kind (also called Mcdonald function or Basset function). The dependence of the two physical entropies on the large quantum number n is given in detail. It is shown that the semiclassical (WKB) position-space entropy grows slower than the corresponding quantity of not only the harmonic oscillator but also the single-particle systems with any power-type potential of the form V (x) = x 2k , x ∈ R and k ∈ N. The momentum-space entropy, calculated with a method based on the properties of the Mcdonald function, is rigorously found to have a behavior of the form − ln ln n, in strong contrast with the corresponding quantity of other one-dimensional systems known up to now (power-type potentials, infinite well).
I Introduction
The one-particle position and momentum probability densities are the basic elements for the quantum-mechanical description of the physical and chemical properties of the natural systems according to the density functional theory (DFT) initiated by Hohenberg and Kohn [1, 2] . Indeed, all the fundamental and/or experimentally accessible quantities of these systems may be calculated by means of these densities in position and momentum spaces. However, its determination from the (wavefunction-based) Schrödinger equation of the system or even by means of the much simpler (density-based) Kohn-Sham equations of the DFT is an imposible analytical task. For this reason, often attention is focussed to derive not the densities themselves but certain specific properties of them (e.g. the spreading) directly from the Hamiltonian of the system.
Nowadays it is commonly accepted [3, 4] that the spreading of the quantum probability densities in both position and momentum spaces are best measured not by the standard deviation but by the Boltzmann-Shannon information entropy. Moreover the uncertainty relation based on the information entropy of the densities (the entropic uncertainty relation) is valid for any quantum probability density, contrary to the Heisenberg uncertainty principle (which is based on the standard deviation of the densities) or any of its generalizations based on moments other than the standard deviation which yield non-useful information or no information at all in certain cases [3, 4, 5] .
The analytical evaluation of the information entropies of quantum systems is a formidable task, even for one-dimensional single-particle systems whose Hamiltonian operator H has a discrete eigenvalue spectrum
The corresponding eigenfunctions (time-independent wavefunctions of the system) Ψ n (x), which satisfy
will be assumed to be normalized to unity, i.e.
The information entropy of the Born probability density associated to the wavefunction Ψ n , ρ(x) = |Ψ n (x)| 2 , is defined by
which is called as the position-space entropy of the system. Analogously, the momentum-space entropy is given by
where Ψ n (p) is the Fourier transform of Ψ n (x), i.e.
The entropic sum of this system, which measures the joint positionmomentum uncertainty, is bounded from below according to the so-called entropic uncertainty relation of this system [8] is
which is a consequence of a well-known inequality in Fourier analysis, first conjectured by Hirschman [6] and then proved by Beckner [7] and BialynickiBirula and Mycielski [8] . This inequality strongly generalizes and improves [5, 8] the Heisenberg-Kennard-Robertson uncertainty principle x p ≥ 2 .
Up to now the calculation of these information functionals has been undertaken only for the harmonic oscillator and the Coulomb potentials [9, 10] as well as for the infinite well potential [11, 12, 13] and the powertype potentials [11] . In spite of the considerable effort done in recent years, it is not yet known the explicit form of these physical entropies for all quantum states of the three aforementioned prototype quantum-mechanical potentials except in the following cases:
(a) The position-space entropy for the ground and excited states of the infinite well potential of width L has the following constant value [11, 13] : ln(2L) − 1.
(b) The momentum-space entropy of the Coulomb potential (V = −1/|x|) has the following decreasing logarithmic behavior with the quantum number n [10] : −lnn+ln(8π) − 2.
The calculation of the other physical entropies boils down to the evaluation of entropy-like integrals of certain special functions, which are the Hermite polynomials for the harmonic oscillator in both complementary spaces, the Laguerre polynomials for the Coulomb potential in position space and the trigonometric functions for the infinite well potential in momentum space. See [14] for a recent review. Up to now, these three quantities can only be explicitly calculated in the region of large quantum numbers (n → ∞) by means of the semiclassical (WKB) approach [15, 16] and/or a method based on the asymptotic behavior of the L q norm of the involved polynomials, recently encountered [17] . As well, the two information entropies of the power-type potential V (x) = x 2k , x ∈ R, k ∈ N, have been recently calculated although only also for highly-excited states [11] . The asymptotic or high-energy region is of special interest because therein the transition from classical to quantum phenomena takes place, the correspondence limit operates and the chaotic dynamics can be analyzed.
The following asymptotical (n → ∞) results have been found:
(c) The position-and momentum-space entropy of the harmonic oscillator (V = x 2 /2) behaves as
(d) The momentum-space entropy of the infinite well potential of width L has the following constant value for all highly-excited states [11, 12] :
(e) The position-space entropy of the power-type potential (V = x 2k , k ∈ N) depends on the large quantum number n as (1+k) −1 ln(2n)+σ k , where σ k is a known parameter [11] .
(f) The momentum-space entropy of the power-type potential depends for large values of n as k(1 + k) −1 ln(2n) + ε k , where ε k is a known parameter of k [11] .
(g) The position-space entropy of the Coulomb potential behaves as 2lnn+ ln(4π) − 2 for all large quantum numbers [19] .
In this paper we shall investigate the position-and momentum information entropies for the highly-excited states (i.e. when the quantum number n is large) of the single-particle system submitted to the Toda-like potential
This system corresponds to the quantum SL(2) Toda chain of two particles [21, 20] or, equivalently, to the motion of a particle on the positive semiaxis in the potential of the other particle, fixed at the origin. The bound states of this exponential potential are solutions of the Schrödinger equation (2), also known as Liouville equation in certain contexts [21, 20] , with the following condition: Ψ(x) = 0 for x ≤ 0.
The eigenfunctions of the Toda-like potential (8) turn out to be the modified Bessel function of the first kind (also called as Mcdonald function or Basset function) [22, 23, 24 ] K ν (z); see Section 3. Then, the positionspace entropy of the highly-excited states of this Toda-like system boils down to the calculation of the asymptotics of entropy-like integrals of the Macdonald function. The field of asymptotics of entropy-like integrals of special functions other than the classical orthogonal polynomials [17, 14, 18] has not yet been explored. Recently, it has been shown the relevant role of these novel mathematical objects to explain certain characteristics of the quantum probability densities of some physical systems such as the (twodimensional) circular membrane (entropy-like integral of Bessel functions of first kind) [25] and the (one-dimensional) single-particle system with a general power-type potential [11] , particularly the linear potential (entropylike integral of Airy functions) [13] . Up to now, the asymptotics of these entropy-like integrals of non-polynomial functions has been studied by means of the semiclassical (WKB) approximation.
The Toda chains, which apply when the interaction between particles depends exponentially on their mutual distance, play a relevant role in the theory of completely integrable systems. In classical mechanics, the Toda chain is the discrete analog of the wave Korteweg-de Vries equation. It is a completely integrable system solvable by means of the direct-inverse spectral problem for an operator of Jacobi-matrix type [26] . It is worthwhile to mention that the solution of a quantum Toda chain involves a new class of special functions, the Mcdonald or Whittaker functions of several variables [21, 20] .
Here, we shall use the WKB method to find the position-space entropy of the Toda-like system above mentioned (see Section 2). This method has been previously applied [13, 27] to general potentials with two turning points, what led to obtain a simple asymptotical relation between the quantum and classical Boltzmann-Shannon [13] and Renyi [27] information entropies, respectively. The information entropy in the momentum space is calculated in Section 4 by a method which firstly shows the relationship between the momentum wavefunction of the system and the Mellin transform of the Mcdonald function, and then uses various asymptotical properties of this transform.
II Asymptotics in the position space
Here we shall compute the position information entropy S(Ψ n ) given by (4) for the wavefunctions of the highly excited states (i.e. the quantum states with a large quantum number n) of the Toda-like system described in the previous section, by means of the semiclassical (WKB) approximation.
For this purpose we will estimate the L q norms of the WKB solution of the Schrödinger equation (2) for the Toda-like potential (8); then, an appropriate limit will lead us to the desired asymptotics.
Information on the sequence of energies E n can be obtained from the well-known WKB quantization rule [15, 16] : up to a vanishing summand, E n satisfies 2 π ln En 0 E n − e x dx = 2n + 3/2 , n = 0, 1, 2, . . . , or equivalently,
Asymptotically we have
It is straightforward to see that
It is interesting to observe that the energy levels of the SL(2) Toda chain grow faster than the corresponding levels of any power-type potential [11] , for which the potential is V (x) = x 2k and E n ∼ n 2k/(1+k) , but slower than the corresponding energies of the infinite potential well, which are given by √ E n = πn/2. Here and below we write that a n ∼ b n when a n = b n (1+o(1)), n → ∞.
If we denote
then the WKB solution of (2) on the interval of oscillatory behavior of Ψ n , (0, x n ), has the form
where c n is a normalization constant given by (3) . Let us compute the L q norm (Renyi entropy) of Ψ n , that is
¿From (10) it is easy to obtain that
where the definition of f n and the substitution x → x n t have been used.
The function
is continuous on [0, 1] and decreases monotonically from π/2 to 0. Thus, the inverse function ω = ϕ −1 on [0, π/2] exists and the integral in (11) is
We can use the analogue of the Fejer's lemma, established by Aptekarev et al [17, Lemma 2.1], by which this integral behaves as
Thus, if we denote,
then by (11) ,
Taking q = 1 and keeping in mind that N n (1) = 1, we get
Finally, we arrive at
It is well known and easy to verify that
In consequence,
We compute each term in this formula separately. The integral B(q) can be expressed in terms of the beta function B(x, y) = Γ(x)Γ(y)/Γ(x + y), namely Consider now the function h n (q), given in (12) . After a suitable change of variables, this integral takes the form of the Markov function (Cauchy transform) of a simple Jacobi weight:
Then,
where
In particular,
Observe that
and that z n > 1, z n → 1; in consequence,
On the other hand,
is the dilogarithm [23] . We have
the limit in (15) is π 2 /4. Gathering in (14) all the formulas obtained above, we finally have the asymptotics for the entropy:
It is interesting to observe that this entropy grows slower than that of a single-particle system submitted to a power-type potential of the form V (x) = x 2k , for which S n ∼ 1 1+k ln n. On the other hand, now S n → ∞, unlike in the case of the potential well, for which the entropy is constant in all quantum states.
III Toda-like wave functions
In this section we shall determine the eigenfunctions of the Toda-like system with the exponential potential (8) . It is well-known [20] that the associated SL(2) Toda equation reduces to the well-known Bessel equation. Let us recall the corresponding procedure for completeness.
Setting a new variable z = 2 exp(x/2) = 2 V (x) in (8) and taking y(z) = Ψ(x) we get
which is the modified Bessel equation
where ν 2 = −4E. For ν / ∈ Z, this equation has two linearly-independent solutions, I ν and I −ν , where
is the modified Bessel function of the first kind [23] , also called as Bessel´s function of imaginary argument or hyperbolic Bessel function [24] .
The normalization condition (3) implies that
The unique (up to a multiplicative constant) linear combination of the functions I ν and I −ν that is not exponentially increasing corresponds to the modified Bessel function of the second kind (or Mcdonald function)
which is also called Bessel´s function of the second kind of imaginary argument, the modified Hankel function or even the Basset function [24] . Thus, the SL(2) Toda wave function has the form
where the normalizing constant C n is obtained from
The spectrum of values of the parameter ν is given by the boundary condition
As we have seen in (9), this condition must be satisfied for purely imaginary values of the index ν, namely
which agrees with the asymptotic behavior of the Mcdonald function for large values of the parameter ν [22, 24] .
IV Asymptotics in the momentum space
Here the momentum-space entropy (5) of the Toda-like potential (8) shall be calculated for all quantum states with n → ∞. From Eqs. (6) and (18), we have that the momentum wavefunction is 
where 1 F 2 is the generalized hypergeometric series. In particular, for ν = ν n = 2ip n and s = −ip,
where (a) k is the Pochhammer's symbol. The left hand side of this formula is an entire function; observe that in the right hand side we have a product of two gamma functions (which is meromorphic) minus the principal parts of its Laurent expansion. When n → ∞ the function | Ψ n (p n x)| 2 p n behaves as a half-sum of Dirac deltas at x = ±1. Since
and with account of the symmetry of Ψ n we obtain that
Thus, we need to establish the asymptotic behavior of |M νn (−ip n )| and of the sequence of normalizing constants C n . Taking in (21) z = ip n − ip we obtain that
Since in a neighborhood of z = 0,
the limit in (23) is equal to
On the other hand, the two series in (23) represent the integral Bessel functions of the first kind [28, Appendix II.15] and are at the same time asymptotic expansions of these functions for ν → ∞. Thus, the series above behave as O(1/p n ) for large n, and are infinitesimals with respect to ln p n . Finally, we have that
or with account of the asymptotics of the gamma function (Stirling formula),
Now we study the normalizing constant C n , satisfying (19) or equivalently,
Once again we have to consider the Mellin transform, but now of K 2 ν . From [28, Section 8.4.23] ,
and the integral in (25) is obtain subtracting from the formula above the principal parts of the Laurent series at the poles. Reasoning as in (23) we get
The well-known asymptotics of the psi function and Stirling formula yield
Finally, we can gather Eqs. (24) and (26) in (22) to obtain
With account of (9),
We should notice that the entropy in momentum space gives a clear characterization of the known one-dimensional physical systems. For instance, S( Ψ n ) for the infinite potential well is constant, for the power-type potential V (x) = x 2k it grows as k 1+k ln n [11] , and the maximal ln n growth has place for the Coulomb potential [19] . As we have shown, for the Toda-like potential (8) , S( Ψ n ) → −∞ as an iterated logarithm.
Finally, the combination of Eqs. (16) and (27) allows us to realize that entropy sum is given by
which certainly fulfils the entropic uncertainty relation (7). This is most important since the entropy sum (a) is invariant under uniform scaling of the coordinates, (b) provides the net information content of the system and (c) measures the joint position-momentum uncertainty. We highlight that the entropy sum of the Toda-like system is asymptotically constant (i.e. it does not depend on the quantum number which characterizes the state of the system) because the position and momentum entropies has the same asymptotic behavior (ln ln n) but with opposite signs. This is characteristic of the exponential-type potential in contrast to the power-type and Coulomb potentials whose entropy sum has an increasing logarithmic behavior as the quantum number grows.
V Summary, conclusion and open problems
The spreading of the quantum probability of physical systems in position and momentum spaces may be quantitatively measured by the corresponding Boltzmann-Shannon information entropies. In general, however, the analytical determination of the explicit values of these quantities is an extremely difficult task. This is true even for one-dimensional single-particle systems, except for the infinite well potential at the position space [11, 13] and for the Coulomb potential at the momentum space [10] . Then, ground state apart, most efforts have been concentrated in the high extreme of the spectrum where the wavefunctions of the highly-lying energy levels involve some special functions (orthogonal polynomials, Bessel functions, ...) with asymptotics under control; see Introduction and Ref. [14] . The high-energy part of the spectrum is most interesting because therein the transition of classical-to-quantum ideas takes place, the correspondence principle operates and chaotic phenomena may show up.
In this paper we consider a Toda-like system composed by a particle moving on the positive semiaxis under the exponential-type potential (8) , which is equivalent to the quantum SL(2) Toda chain of two particles [20, 21] . The eigenfunctions of this system involve the Mcdonald or Basset function [22, 24] . We have calculated the information entropies for the highly-excited states of the system in the two complementary spaces. The position entropy was determined in the framework of the semiclassical approximation, and the momentum entropy was calculated by means of only the asymptotic properties of the Mellin's transform of the Mcdonald function. Let us remark at this point that a most interesting open problem remains for the theorists of special functions: to find the expression (16) , which gives the asymptotics of the position entropy of our Toda system, directly from the asymptotics of the Mcdonald function.
We have found that the position (momentum) entropy of the Toda-like potential (8) increases (decreases) without limit in a doubly logarithmic form as the quantum number n characterizing the state of the system tends to infinity. This means that the quantum probability density gets more and more diffused (localized) in position (momentum) space as the quantum number n grows. Moreover, the entropy sum or joint measure of the positionmomentum uncertainty (which is invariant to uniform scaling of coordinates and it provides the net information content of the system) has an absolute limit given by Eq. (28) for all ground and excited states of the system. This is because the position and momentum entropies have the same asymptotic behavior with the quantum number n (namely, ln ln n) but with opposite signs.
