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Preface
In this thesis we study mathematical models concerning some fluid flow problems with
variable density. Our main concern is to prove well posedness, stabilizability and con-
trollability results for some models arising in the study of fluid dynamics where the
density of a fluid can change significantly along a streamline. We consider fluids both of
non-homogeneous incompressible and compressible nature. From mathematical point of
view such fluids follow a coupled dynamics where the fluid velocity solves an equation
of parabolic nature and the fluid density satisfies a hyperbolic transport equation. The
nature of this coupling differs from a non-homogeneous incompressible fluid and a com-
pressible fluid.
We start our study by considering a non-homogeneous incompressible Navier-Stokes
equation in a 2d channel in Chapter 2. It is well known that the Poiseuille flow is a
particular stationary solution of this model. We have proved that the solution of the
non-stationary system can be stabilized around the Poiseuille flow by controlling only
the fluid velocity by acting on the inflow boundary of the domain under suitable as-
sumptions on the support of the initial density.
Next in Chapter 3 and 4, we consider existence and control issues of some fluid structure
interaction models. Unlike Chapter 2, the fluid flow here is modeled by compressible
Navier-Stokes equations and moreover the fluids interact with an Euler-Bernoulli damped
beam located at the boundary of the fluid domain. One of the fundamental differences
between the incompressible and compressible Navier-Stokes equations is that the pres-
sure of the fluid in incompressible Navier-Stokes equations is interpreted as the Lagrange
multiplier whereas in the case of compressible Navier-Stokes equations the pressure is
given as a function of the density. Compressible fluid structure interaction problems
arise in the study of many engineering systems (e.g, aircraft, bridges etc.) where the
fluid flow corresponds to a high Mach number.
Let us now go a little bit into the contents of Chapter 3 and 4. In Chapter 3, we analyze
an interactive dynamical system governed by a compressible viscous fluid occupying a
2d channel and adhering to a one dimensional elastic structure which is located at the
fluid boundary and is modeled by an Euler-Bernoulli damped beam equation. The fluid
and the structure velocities coincide at the fluid solid interface. The motion of the beam
results from the net surface force which is the resultant of the force exerted by the fluid
and a constant external force. We prove the local in time existence of a strong solution
for this fluid structure interaction problem.
We begin the Chapter 4 by considering a non-linear compressible fluid structure interac-
tion system in a 2d channel where the boundary and the coupling conditions are different
from the ones considered in Chapter 3. In fact we make a simplification in the expression
of the stress tensor applied by the fluid on the structure. Such simplified model is also
considered in the article [24]. Along with that we assume that fluid boundary as well as
the fluid-solid interface are impermeable and further implement no vorticity condition
(which closely relates to the Navier-slip boundary condition) for the fluid velocity at all
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the boundaries of the fluid domain. We then suitably linearize this problem around a
constant trajectory in a reference configuration. We have managed to prove an observ-
ability inequality for an adjoint problem corresponding to the linearized system with the
observation localized at a part of the fluid boundary. This observability inequality in
principle implies the null controllability of the fluid structure interaction problem under
consideration.
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Chapter 1
Introduction
1.1 Context
Let us have a quick outlook into the contents of this thesis.
In Chapter 2 we study the local stabilization of the non-homogeneous Navier- Stokes
equations in a 2d channel around Poiseuille flow. We design a feedback control of the
velocity which acts on the inflow boundary of the domain such that both the fluid velocity
and density are stabilized around Poiseuille flow provided the initial density is given by
a constant added with a perturbation, such that the perturbation is supported away
from the lateral boundary of the channel. Moreover the feedback control operator we
construct has finite dimensional range.
In Chapter 3 we are interested in studying a system coupling the compressible Navier-
Stokes equations with an elastic structure located at the boundary of the fluid domain.
Initially the fluid domain is rectangular and the beam is located on the upper side of
the rectangle. The elastic structure is modeled by an Euler-Bernoulli damped beam
equation. We prove the local in time existence of strong solutions for that coupled
system.
In Chapter 4 our objective is to study the null controllability of a linear fluid structure
interaction problem in a 2d channel. The fluid flow here is modeled by the compressible
Navier-Stokes equations. Concerning the structure we will consider a damped Euler-
Bernoulli beam located on a portion of the boundary. In this chapter we establish
an observability inequality for the linearized fluid structure interaction problem under
consideration which in principle is equivalent with the null controllability of the system.
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In what follows we will discuss more elaborately the results we have obtained, their
connection with the existing literature and our contributions.
1.2 Presentation of the results
1.2.1 Chapter 2: Stabilization of the non-homogeneous Navier-Stokes
equations in a 2d channel
In this chapter we are interested in stabilizing the density dependent Navier-Stokes
equations around some stationary state (ρs, vs) (where (ρs, vs, ps) is a stationary solution)
in a two dimensional channel Ω. For that we will use an appropriate boundary control
uc acting on the velocity in the inflow part of the boundary ∂Ω.
1.2.1.1 Introduction to the system
Let d be a positive constant. We use the following notations corresponding to the domain
Ω and its boundary Γ
Ω = (0, d)× (0, 1), Γ = ∂Ω, QT = Ω× (0, T ), ΣT = Γ× (0, T ) for 0 < T 6∞.
(1.2.1)
The unit outward normal to the boundary Γ is denoted by n. The velocity, density and
pressure of the fluid are denoted respectively by v, ρ and p. The viscosity ν > 0 of the
fluid is a positive constant. We consider the following control system
∂ρ
∂t
+ div(ρv) = 0 in Q∞,
ρ = ρs on {(x, t) ∈ Σ∞ | (v(x, t) · n(x)) < 0},
ρ(x, 0) = ρs + ρ0 in Ω,
ρ
(
∂v
∂t
+ (v · ∇)v
)
− ν∆v +∇p = 0 in Q∞,
div(v) = 0 in Q∞,
v = vs + ucχΓc on Σ∞,
v(x, 0) = vs + v0 in Ω,
(1.2.2)
where ucχΓc is a control function for the velocity v with χΓc denoting the characteristics
function of a set Γc which is compactly supported on Γ. The set Γc is defined as follows
Γc = {0} × (L, 1− L) ⊂ Γin = {x ∈ Γ | (vs · n)(x) < 0} = {0} × (0, 1), (1.2.3)
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for some fixed 0 < L < 12 . The equation (1.2.2)1 is the mass balance equation which is
a hyperbolic transport equation and (1.2.2)4 is the momentum balance equation which
is of parabolic nature. The triplet (ρs, vs, ps) is the Poiseuille profile defined as follows
ρs(x1, x2) = 1, vs(x1, x2) =
[
x2(1− x2)
0
]
, ps = −2νx1, in Ω. (1.2.4)
The triplet (ρs, vs, ps) (given by (1.2.4)) is a stationary solution of the Navier-Stokes
equations (1.2.2).
1.2.1.2 Existing results
For the underlying physics of the system (1.2.2), one can consult [15], [32] and [23].
The controllability and stabilizability issues of the constant density (or homogeneous)
incompressible Navier-Stokes equation (with Dirichlet or mixed boundary condition) by
a finite dimensional feedback Dirichlet boundary control has already been studied in the
literature. For instance in [36] it is proved that in a C4 domain the velocity profile v,
solution to system (1.2.2)4-(1.2.2)7 with ρ = 1 is locally stabilizable around a steady
state vs (vs ∈ H3(Ω;R2)) by a finite dimensional Dirichlet boundary control localized
in a portion of the boundary and moreover the control uc is given as a feedback of the
velocity field.
Unlike the constant density incompressible Navier-Stokes equations (which is of parabolic
nature), the system (1.2.2) obeys a coupled parabolic-hyperbolic dynamics. To the best
of our knowledge the controllability results for the system (1.2.2) appear only in the
article [2]. Local exact controllability to trajectories of the system (1.2.2) was studied
in [2]. In the present article we answer the question posed in [2] on the stabilizability of
the system (1.2.2) around the Poiseuille profile. To obtain this stabilization result one
of our main standing assumption corresponds to the support of the initial density and
is given as follows
supp(ρ0) ⊂ [0, d]× (A1, 1−A1). (1.2.5)
The assumption (1.2.5) is made in view of the geometry of the Poiseuille profile to make
sure that all the fluid particles initially located in the domain are flushed out by the
fluid flow (which is a perturbation of the Poiseuille profile) at some finite time.
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1.2.1.3 Presentation of our result and contribution
In order to state our result precisely we define the following functional spaces:
V s(Ω) = {y ∈ Hs(Ω;R2) | divy = 0 in Ω} for s ∈ {0, 2},
V 10 (Ω) = {y ∈ H1(Ω;R2) | divy = 0 in Ω, y = 0 on Γ},
V 2,1(QT ) = H1(0, T ;V 0(Ω)) ∩ L2(0, T ;V 2(Ω)).
(1.2.6)
The central result of this chapter is stated as follows:
Theorem 1.2.1. Let β > 0, A1 ∈ (0, 12). There exist a constant δ > 0 such that for all
(ρ0, v0) ∈ L∞(Ω)× V 10 (Ω) satisfying (1.2.5) and
‖(ρ0, v0)‖L∞(Ω)×V 10 (Ω) 6 δ,
there exists a control uc ∈ H1(0,∞;C∞(Γc)), for which the system (2.1.2) admits a
solution
(ρ, v) ∈ L∞(Q∞)× V 2,1(Q∞),
satisfying the following stabilization requirement
‖eβt(ρ− ρs, v − vs)‖L∞(Q∞)×V 2,1(Q∞) 6 C‖(ρ0, v0)‖L∞(Ω)×V 10 (Ω), (1.2.7)
for some constant C > 0. Moreover, ρ(t) = ρs in Ω for t sufficiently large.
The control function uc acting on the velocity is constructed in the following form
uc(x, t) = e−βt
Nc∑
j=1
wj(t)gj(x), (1.2.8)
where Nc is a natural number,
{gj | 1 6 j 6 Nc},
is a set of suitably chosen smooth functions supported on Γc, and wc(t) = (w1(t), ...., wNc(t))
is the control variable which is given in terms of a feedback operator K.
Comment on the support condition (1.2.5): In proving the controllability results for
the non-homogeneous incompressible Navier-Stokes equations, one of the main geometric
assumptions of [2] is that
Ω = ΩTout, where ΩTout = {x ∈ Ω | ∃t ∈ (0, T ), s.t.X(t, 0, x) ∈ Rd \ Ω}, (1.2.9)
where X is the flow corresponding to the target velocity trajectory vs defined as
∀(x, t, s) ∈ Rd × [0, T ]2, ∂tX(x, t, s) = vs(X(x, t, s), t), X(x, s, s) = x.
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In the article [2] the assumption (1.2.9) plays the key role in controlling the density of
the fluid. In our case since the target velocity trajectory is vs (defined in (1.2.4)) the
assumption (1.2.9) is not satisfied because vs vanishes at the lateral boundary of the
domain Ω. Hence to control the density we make the assumption (1.2.5). Indeed, the
assumption (1.2.5) implies that supp(ρ0) b ΩTout, for T large enough. The assumption
(1.2.5) exploits the hyperbolic nature of the continuity equation (1.2.2)1 in order to
control the coupled system (1.2.2). The condition (1.2.5) in fact guarantees that the
density exactly equals ρs = 1, after some time T1 = TA1 > dinfx2∈[A1,1−A1] vs , so that the
non-homogeneous Navier-Stokes equations become homogeneous after some finite time.
Also note that in [2] the authors uses two control functions (one for the density and one
for velocity) for the purpose of controlling the non-homogeneous fluid. Contrary to that
we use only one control acting on the velocity to stabilize the coupled system (1.2.2).
1.2.1.4 Idea and strategy
To obtain a local stabilization result for a non-linear system the usual method is to first
linearize the problem around the target trajectory, solve the stabilization problem for
the linearized system and then use a fixed point method to conclude the local stabi-
lization of the original nonlinear problem. In this article due to regularity issues of the
transport equation we avoid linearizing the whole system and instead we only linearize
the momentum equation. For detailed calculation we refer the readers to Chapter 2,
Section 2.1.5. This partial linearization strategy leads us to consider the stabilizability
problem for the following equation:
∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Γin × (0,∞),
σ(x, 0) = σ0 in Ω,
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = f in Q∞,
div y = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
(1.2.10)
where f is a non-homogeneous source term with some suitable Sobolev regularity, Γout
and Γ0 are defined as follows
Γout = {x ∈ Γ | (vs · n)(x) > 0} = {d} × (0, 1),
Γ0 = Γ \ (Γin ∪ Γout).
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One might be a bit surprised by the line (1.2.10)2 where we have prescribed the boundary
condition for σ only on the inflow boundary for the velocity field vs (see (1.2.3)) and
not on the inflow boundary of the perturbed vector field (vs + e−βty). This is because
we will show that y is small in a suitable norm so that the inflow boundaries of both
the vector fields vs and (vs + e−βty) coincide. For further details we refer the readers to
Chapter 2, Corollary 2.2.17.
We first study the stabilizability of (σ, y), the solution to (1.2.10) around the null
state (0, 0). Due to the incompressibility condition the parabolic-hyperbolic coupling
involved in (1.2.10) is of weak nature and this allows us to study separately the sys-
tem (1.2.10)1-(1.2.10)3 and (1.2.10)4-(1.2.10)8. One observes that the system (1.2.10)4-
(1.2.10)8 is completely independent of σ. The stabilization problem (1.2.10)4-(1.2.10)8 is
already studied in the literature in several contexts. We adapt mainly the strategy used
in [34]. Following [34] to prove the stabilizability of this system we look for a control of
the form (1.2.8). We choose the functions {gj | 1 6 j 6 Nc}, supported on Γc, so that
we can prove some unique continuation property equivalent to the stabilizability of the
system under consideration. Using the fact that gj (for all 1 6 j 6 Nc) is supported on
a smooth subset of Γ we further show that gj is in C∞(Γ). This in particular implies
that the control uc, of the form (1.2.8), is smooth in the space variable.
Our aim is to find a boundary control, in feedback form, able to stabilize y. At the
same time we design the control such that the velocity y belongs to the space V 2,1(Q∞).
The H2(Ω) regularity of the velocity field is important in our analysis since it is used
to prove the stabilization of the continuity equation. This creates a difficulty because
to prove the V 2,1(Q∞) regularity of y solution of (1.2.10)4-(1.2.10)8, one must have a
compatibility condition between the initial velocity y0, assumed to be in V 10 (Ω), and the
boundary condition (i.e. the control u). We deal with this issue by adding a system of
ordinary differential equations satisfied by wc(t) = (w1(t), ..., wNc(t)). To be precise we
extend the system (1.2.10)4-(1.2.10)8 by adding the following ODE
w
′
c = −γwc +K
(
e−βtPy
wc
)
in (0,∞), wc(0) = 0,
where γ is a positive constant, P is the Leray projector from L2(Ω) to V 0n (Ω) ([39, Section
1.4] for the definition of Leray projector) and K ∈ L(V 0n (Ω) × RNc ,RNc) is a feedback
operator. Since y0 |Γ= 0, imposing wc(0) = 0 furnishes the desired compatibility condi-
tion between the initial and boundary conditions of y which is necessary to obtain the
V 2,1(Q∞) regularity of y.
Next we consider the problem (1.2.10)1-(1.2.10)3, for a given function y suitably
small. Assuming that ‖y‖V 2,1(Q∞) is small enough, σ0 belongs to L∞(Ω) and satisfies
the support condition (1.2.5) with σ0 = ρ0, we prove that the solution σ to the problem
(1.2.10)1-(1.2.10)3 vanishes after a sufficiently large time T1 > 0. Let us give a formal
sketch of this proof. We extend the velocity fields vs and y from Ω to R2. The extensions
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are denoted by vs and Ey respectively. One observes that characteristic curves corre-
sponding to the perturbed velocity field (vs+e−βtEy) stay close to that of vs in a suitable
norm and this can be obtained from the smallness assumption over ‖y‖V 2,1(Q∞). In fact
using that the characteristics corresponding to the velocity fields vs and (vs + e−βtEy)
are close we show that the particles initially lying in the support of σ0 are transported
out of the domain in some finite time T > TA1 = dA1(1−A1) along the flow corresponding
to the perturbed velocity field. This flushing phenomenon is eventually used to obtain
that the solution Ψ to the following auxiliary transport problem
∂Ψ
∂t
+ ((vs + e−βtEy) · ∇)Ψ = 0 in R2 × (0, T1),
Ψ(·, 0) = ϑ in R2,
(1.2.11)
where ϑ ∈ C∞(R2), ϑ(x1, x2) ∈ [0, 1] is such that
ϑ(x1, x2) =
{
0 if (x1, x2) ∈ [0, d]× [A1, 1−A1],
1 if (x1, x2) ∈ R2 \ [− ε2 , d+ ε2 ]× [A1 − ε2 , 1−A1 + ε2 ],
(1.2.12)
for ε > 0 small enough, satisfies
∀x ∈ Ω, Ψ(x, T1) = 1, (1.2.13)
for
T1 =
d+ ε
(A1 − ε)(1−A1 + ε) > TA1 .
Then we introduce a Lyapunov functional
Eloc(t) =
1
2
∫
Ω
Ψ(x, t)|σ(x, t)|2dx for all t ∈ [0, T1]. (1.2.14)
The idea is that this quantity Eloc(t) will measure the L2 norm of σ(·, t) localized in
the support of Ψ(·, t). Then we show that Eloc(T1) vanishes in Ω as a consequence of
the support condition (1.2.5). This observation along with (1.2.13) is used to infer that
σ(·, T ) is identically zero in Ω for T > T1.
Once the system (1.2.10) is stabilized, we use the Schauder fixed point Theorem to
prove a local stabilization result corresponding to the original non linear system under
consideration.
1.2.2 Chapter 3: Local existence of strong solutions for a fluid-structure
interaction model
In this chapter we are interested in studying a fluid structure interaction problem in a
2d channel. The fluid flow here is modeled by the compressible Navier-Stokes equations.
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Concerning the elastic structure we will consider an Euler-Bernoulli damped beam lo-
cated on a portion of the boundary. We establish a local in time existence result of
strong solutions of such a fluid structure interaction problem. Let us precisely describe
the dynamical system we consider.
1.2.2.1 Introduction to the system
Let Ω be the domain TL × (0, 1) ⊂ R2, where TL is the one dimensional torus identified
with (0, L) with periodic conditions. The boundary of Ω is denoted by Γ. We set
Γs = TL × {1}, Γ` = TL × {0}, Γ = Γs ∪ Γ`.
Now for a given function
η : Γs × (0,∞)→ (−1,∞),
which will correspond to the displacement of the one dimensional beam, let us denote
by Ωt and Γs,t the following sets
Ωt = {(x, y) | x ∈ (0, L), 0 < y < 1 + η(x, t)} = domain of the fluid at time t,
Γs,t = {(x, y) | x ∈ (0, L), y = 1 + η(x, t)} = the beam at time t.
The reference configuration of the beam is Γs, and we set
ΣT = Γ× (0, T ), ΣsT = Γs × (0, T ),
Σ˜sT = ∪t∈(0,T )Γs,t × {t}, Σ`T = Γ` × (0, T ),
QT = Ω× (0, T ), Q˜T = ∪t∈(0,T )Ωt × {t}.
(1.2.15)
Γ`0 L
1 η(x, t)
Γs
Figure 1.1: Domain Ωt.
We consider a fluid with density ρ and velocity u. The fluid structure interaction system
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coupling the compressible Navier-Stokes and the Euler-Bernoulli damped beam equation
is modeled by
ρt + div(ρu) = 0 in Q˜T ,
(ρut + ρ(u.∇)u)− (2µdiv(D(u)) + µ′∇divu) +∇p(ρ) = 0 in Q˜T ,
u(·, t) = (0, ηt) on Σ˜sT ,
u(·, t) = (0, 0) on Σ`T ,
u(·, 0) = u0 in Ω,
ρ(·, 0) = ρ0 in Ω,
ηtt − βηxx − δηtxx + αηxxxx = (Tf )2 on ΣsT ,
η(·, 0) = 0 and ηt(·, 0) = η1 in Γs.
(1.2.16)
The initial condition for the density is assumed to be positive and bounded. We fix the
positive constants m and M such that
0 < m = min
Ω
ρ0(x, y), M = max
Ω
ρ0(x, y). (1.2.17)
In our model the fluid adheres to the plate and is viscous. This implies that the velocities
corresponding to the fluid and the structure coincide at the interface and hence the
condition (1.2.16)3 holds. In the system (1.2.16), D(u) = 12(∇u+∇Tu) is the symmetric
part of the gradient and the real constants µ, µ′ are the Lame´ coefficients which are
supposed to satisfy
µ > 0, µ′ > 0.
In our case the fluid is isentropic i.e. the pressure p(ρ) is only a function of the fluid
density ρ and is given by
p(ρ) = aργ ,
where a > 0 and γ > 1 are positive constants.
We assume that there exists a constant external force pext > 0 which acts on the
beam. The external force pext can be written as follows
pext = aργ ,
for some positive constant ρ.
To incorporate this external forcing term pext into the system of equations (1.2.16),
we introduce the following
P (ρ) = p(ρ)− pext = aργ − aργ . (1.2.18)
Since ∇p(ρ) = ∇P (ρ), from now onwards we will use ∇P (ρ) instead of ∇p(ρ) in the
equation (1.2.16)2.
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In the beam equation the constants, α > 0, β > 0 and δ > 0 are respectively
the adimensional rigidity, stretching and friction coefficients of the beam. The non-
homogeneous source term of the beam equation (Tf )2 is the net surface force on the
structure which is the resultant of the force exerted by the fluid on the structure and
the external force pext and it is given by
(Tf )2 = ([−2µD(u)− µ′(divu)Id] · nt + Pnt) |Γs,t
√
1 + η2x · ~e2 on ΣsT , (1.2.19)
where Id is the identity matrix, nt is the outward unit normal to Γs,t given by
nt = − ηx√1 + η2x~e1 + 1√1 + η2x~e2
(~e1 = (1, 0) and ~e2 = (0, 1)).
Our interest is to prove the local in time existence of a strong solution to system
(1.2.16)-(1.2.18)-(1.2.19) i.e we prove that given a prescribed initial data (ρ0,u0, η1),
there exists a solution of system (1.2.16)-(1.2.18)-(1.2.19) with a certain Sobolev regu-
larity in some time interval (0, T ), provided that the time T is small enough.
1.2.2.2 Existing results
In the last decades fluid-structure interaction problems have been an area of active
research. There is a rich literature concerning the motion of a structure inside or at
the boundary of a domain containing a viscous incompressible Newtonian fluid, whose
behavior is described by Navier-Stokes equations. We will quote some articles dealing
with incompressible fluid-structure interaction problems where the structure appears on
the fluid boundary and is modeled by Euler-Bernoulli damped beam equations (1.2.16)7-
(1.2.16)8. For example we refer the readers to [3] (local in time existence of strong
solutions), [12] (existence of weak solutions), [35] (feedback stabilization), [26] (global in
time existence) and the references therein for a very detailed discussion of such problems.
In the past few years there have been works exploring the fluid-structure interaction
problems comprising the compressible Navier-Stokes equations with rigid/elastic body
immersed in the fluid domain. For instance one can consult the articles [5], [4], [6], [30]
and [8]. We will comment more on the contents of these articles in Chapter 3 Section
3.1.6.
On the other hand there is a very limited number of works on the compressible fluid-
structure interaction problems with the structure appearing on the boundary of the
fluid domain. The article [24] deals with a 1-D structure governed by plate equations
coupled with a bi-dimensional compressible fluid where the structure is located at a part
of the boundary. Here the authors consider the velocity field as a potential and in their
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case the non linearity occurs only in the equation modeling the density. In a recent
article [1] the authors prove the Hadamard well posedness of a linear compressible fluid
structure interaction problem (three dimensional compressible fluid interacting with a
bi-dimensional elastic structure) defined in a fixed domain and considering the Navier-
slip boundary condition at the interactive boundary. In yet another recent article [10]
the authors consider a three dimensional compressible fluid structure interaction model
where the structure located at the boundary is a shell of Koiter-type with some prescribed
thickness. In the spirit of [33] and [20] the authors prove the existence of a weak solution
for their model with the adiabatic constant restricted to γ > 127 . They show that a weak
solution exists until the structure touches the boundary of the fluid domain.
1.2.2.3 Presentation of our result and contribution
The notion of solution to the system (1.2.16)-(1.2.18)-(1.2.19) will be understood up to
the use of a diffeomorphism which transfers the system (1.2.16)-(1.2.18)-(1.2.19) to a
reference time independent domain. To transform the system (1.2.16)-(1.2.18)-(1.2.19)
in the reference configuration, for η satisfying 1 + η(x, t) > 0 for all (x, t) ∈ ΣsT , we
introduce the following change of variables
Φη(t) : Ωt −→ Ω defined by Φη(t)(x, y) = (x, z) =
(
x,
y
1 + η(x, t)
)
,
Φη : Q˜T −→ QT defined by Φη(x, y, t) = (x, z, t) =
(
x,
y
1 + η(x, t) , t
)
.
For each t ∈ [0, T ), the map Φη(t) is a C1− diffeomophism from Ωt onto Ω provided that
(1 + η(x, t)) > 0 for all x ∈ TL and that η(·, t) ∈ C1(Γs).
We set the following notations
ρ̂(x, z, t) = ρ(Φ−1η (x, z, t)), û(x, z, t) = (û1, û2) = u(Φ−1η (x, z, t)). (1.2.20)
After transformation the nonlinear system (1.2.16)-(1.2.18)-(1.2.19) is rewritten in the
following form
ρ̂t +
[
û1
1
(1+η)(û2 − ηtz − û1zηx)
]
· ∇ρ̂+ ρ̂divû = F1(ρ̂, û, η) in QT ,
ρ̂ût − µ∆û− (µ′ + µ)∇(divû) +∇P (ρ̂) = F2(ρ̂, û, η) in QT ,
û = ηt ~e2 on ΣsT ,
û(·, t) = 0 on Σ`T ,
û(·, 0) = u0 in Ω,
ρ̂(·, 0) = ρ0 in Ω,
ηtt − βηxx − δηtxx + αηxxxx = F3(ρ̂, û, η) on ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs.
(1.2.21)
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For the exact expressions of the non-homogeneous source terms (which are not necessarily
non-linear) F1(ρ̂, û, η), F2(ρ̂, û, η) and F3(ρ̂, û, η) one can look into the Chapter 3, Section
3.1.2.
Now we define the notion of strong solution of the system (1.2.16)-(1.2.18)-(1.2.19) in
terms of the strong solution of the system (1.2.21).
Definition 1.2.2. The triplet (ρ,u, η) is a strong solution of the system (1.2.16)-(1.2.18)-
(1.2.19) if
η ∈ C0([0, T ];H9/2(Γs)), ηt ∈ L2(0, T ;H4(Γs)) ∩ C0([0, T ];H3(Γs)),
ηtt ∈ L2
(
0, T ;H2(Γs)
) ∩ C0([0, T ];H1(Γs)), ηttt ∈ L2(0, T ;L2(Γs)),
the following holds
1 + η(x, t) > δ0 > 0 on ΣsT , (1.2.22)
for some positive constant δ0 > 0 and the triplet (ρ̂, û, η) = (ρ ◦ Φ−1η ,u ◦ Φ−1η , η) solves
(1.2.21) in the following Sobolev spaces
ρ̂ ∈ C0([0, T ];H2(Ω)), ρ̂t ∈ C0([0, T ];H1(Ω)),
û ∈ L2(0, T ; H3(Ω)) ∩ C0([0, T ]; H5/2(Ω)),
ût ∈ L2
(
0, T ; H2(Ω)
) ∩ C0([0, T ]; H1(Ω)),
ûtt ∈ L2
(
0, T ; L2(Ω)
)
.
(1.2.23)
Note that (ρ,u) can then be obtained from (ρ̂, û) by (ρ,u) = (ρ̂ ◦ Φη, û ◦ Φη).
Now we precisely state the main result of the article.
Theorem 1.2.3. Assume that
(i) (a) Regularity of initial conditions : ρ0 ∈ H2(Ω), η1 ∈ H3(Γs), u0 ∈ H3(Ω).
(b) Compatibility between initial and boundary conditions :
(b)1
(
u0 −
[
0
zη1
])
= 0 on Γ,
(b)2 − P ′(ρ0)∇ρ0 − (δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0))zρ0~e2 + zρ0(u0)zη1
−ρ0(u0 · ∇)u0 − (−µ∆− (µ+ µ′)∇div)u0 = 0 on Γ,
(ii) (1.2.17) holds,
(1.2.24)
where we use the notations P ′(ρ0) = ∇P (ρ0), P (ρ0) = (aργ0−aργ) and u0 = ((u0)1, (u0)2).
Then there exists T > 0 such that the system (1.2.21) admits a solution (ρ̂, û, η) in the
following functional framework
ρ̂ ∈{ρ ∈ C0([0, T ];H2(Ω)) | ρt ∈ C0([0, T ];H1(Ω))},
û ∈{u ∈ L2(0, T ; H3(Ω)) ∩ C0([0, T ]; H5/2(Ω)) | ut ∈ L2(0, T ; H2(Ω)) ∩ C0([0, T ]; H1(Ω)),
utt ∈ L2(0, T ; L2(Ω))},
η ∈{η ∈ C0([0, T ];H9/2(Γs)), η(x, 0) = 0 | ηt ∈ L2(0, T ;H4(Γs)) ∩ C0([0, T ];H3(Γs)),
ηtt ∈ L2(0, T ;H2(Γs)) ∩ C0([0, T ];H1(Γs)), ηttt ∈ L2(0, T ;L2(Γs))}.
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Consequently in the sense of Definition 3.1.6 the system (1.2.16)-(1.2.18)-(1.2.19) admits
a strong solution (ρ,u, η).
To the best of our knowledge there is no prior existing work (neither in 3 nor in
2 dimensions) proving the existence of strong solutions for the non-linear compressible
fluid-structure interaction problems (defined in a time dependent domain) considering
the structure at the boundary of the fluid domain. In the present article we address
this problem in the case of a fluid contained in a 2d channel and interacting with a 1d
structure at the boundary. The system we consider shares a close resemblance with the
ones considered in [1] (existence of mild solution) and [10] (existence of weak solution)
but our approach is different from that of [1] and [10]. In [1], since the problem itself
is linearized in a fixed domain, the authors can directly use a semigroup formulation to
study the existence of mild solution, whereas [10] considers weak solutions and a 4 level
approximation process (using artificial pressure, artificial viscosity, regularization of the
boundary and Galerkin approximation for the momentum equation). In the study of
weak solutions (in [33], [20], [10]) one of the major difficulties is to pass to the limit
in the non-linear pressure term which is handled by introducing a new unknown called
the effective viscous flux. In our case of strong regularity framework we do not need to
introduce the effective viscous flux and for small enough time T, the term ∇P (σ + ρ)
can be treated as a non homogeneous source term. Our approach is based on studying
the regularity properties of a decoupled parabolic equation, continuity equation and a
beam equation. This is done by obtaining some a priori estimates and exploiting the
analyticity of the semigroup corresponding to the beam equation. Then the existence
result for the non-linear coupled problem is proved by using the Schauder fixed point
Theorem. We prove the existence of the fixed point in a suitable convex set, which is
constructed very carefully based on the estimates of the decoupled problems and the
estimates of the non-homogeneous source terms. This led us to choose this convex set as
a product of balls (in various functional spaces) of different radius. In the present article
we prove a local in time existence result. For incompressible Navier-Stokes equation
interacting with a damped beam at the fluid boundary, local in time existence result of
strong solutions can be found in [3] and [31].
1.2.2.4 Idea and strategy
We prove the existence of local in time strong solution of the system (1.2.16)-(1.2.18)-
(1.2.19) only when the beam displacement η is close to zero. Again observe that (ρ̂ =
ρ, û = 0, η̂ = 0) is a steady state solution of the system (1.2.16)-(1.2.18)-(1.2.19) and
hence of the system (1.2.21). So to work in a neighborhood of η = 0, we make the
following change of unknowns in (1.2.21),
σ = ρ̂− ρ, v = (v1, v2) = û− 0, η = η − 0.
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We transform the resulting system into a homogeneous Dirichlet boundary value problem
by performing further the following change of unknown
w = (w1, w2) = v− zηt ~e2.
With the new unknown w, we write the transformed system in the following form
σt +
[
w1
1
(1+η)(w2 − w1zηx)
]
· ∇σ = G1(σ,w, η) in QT ,
(σ + ρ)wt − µ∆w− (µ+ µ′)∇divw = G2(σ,w, η) in QT ,
w = 0 on ΣT ,
w(·, 0) = w0 = u0 − zη1~e2 in Ω,
σ(·, 0) = σ0 = ρ0 − ρ in Ω,
ηtt − βηxx − δηtxx + αηxxxx = G3(σ,w, η) on ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs.
(1.2.25)
For the explicit expression of the non homogeneous source terms G1(σ,w, η), G2(σ,w, η)
and G3(σ,w, η) we refer the readers to Chapter 3 Section 3.1.4.
We observe that in the new system (1.2.25) the coupling between the velocity of the
fluid and the elastic structure appears only through source terms. In order to solve the
system (1.2.25) we first study some linear equations. In order to analyze the local in
time existence of strong solution the difficulty is to track the dependence of the constants
(appearing in the inequalities) with respect to the time parameter ‘T’. In this direction
we first obtain a priori estimates for the linear density and velocity equations with non
homogeneous source terms in the spirit of [40]. Then we prove the existence of strong
solutions for a linear beam equation. The proof strongly relies on the analyticity of the
corresponding beam semigroup (see [14] for details). Also inspired by a technique from
[37], we obtain estimates with the constants independent of ‘T’ for the beam equation by
fixing a constant T > 0 and restrict ourselves to work in the time interval (0, T ) where
T < T .
Finally we use the Schauder fixed point theorem to prove the local in time existence
of strong solutions to the problem (1.2.25). This in turn proves the local in time existence
of a strong solution to problem (1.2.21) and consequently to problem (1.2.16)-(1.2.18)-
(1.2.19) in the sense of Definition 1.2.2.
1.2.3 Chapter 4: Observability of the adjoint of a linearized compress-
ible fluid-structure model in a 2d channel
In this chapter we study the observability of the adjoint of a linearized compressible
fluid-structure model in a 2d channel. The fluid flow here is modeled by the com-
pressible Navier-Stokes equations. Concerning the structure we will consider a damped
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Euler-Bernoulli beam located on a portion of the boundary. The fluid solid interac-
tive dynamics considered in this chapter resembles with the one in Chapter 3 but the
coupling conditions at the boundary are different. In the present article we establish
an observability inequality for the adjoint linearized fluid structure interaction problem
under consideration which in principle is equivalent to the null controllability of the
system.
1.2.3.1 Introduction to the system
The result of this chapter corresponds to a linearized fluid structure interaction problem
posed in a time independent domain. The linearized model is derived from a non linear
problem by means of a suitable linearization process. Here we only present the linear
model and refer to Chapter 4 for the details of the corresponding non linear system. Let
us introduce a few notations:
Ω = (0, d)× (0, 1) = The fluid domain in the reference configuration,
Γs = (0, d)× {1} = The structural domain in the reference configuration,
for some positive constant d. Let ρ and u1 are positive constants. We fix the final time
as follows
T > du1 . (1.2.26)
The main motivation of the present chapter is to study the controllability of a fluid
structure interaction problem with the controls acting locally at the lateral boundaries
of the channel. In fact, for technical reasons, it is easier to deal with distributed con-
trols. We therefore choose to extend the domain where the equation is set and consider
distributed controls localized in the extension, so that one can recover boundary con-
trollability results by a suitable restriction argument. To make our point precise we
set
L = 3u1T > 0,
embed Γs into TL × {1} and Ω into TL × (0, 1), where TL is the one dimensional torus
identified with (−L, d + L) = (−3u1T, d + 3u1T ) with periodic conditions. The control
zones in the reference configuration are written as follows
ω = ((−L, 0)× (0, 1)) ∪ ((d, d+ L]× (0, 1)),
ω1 = ((−L, 0)× {1}) ∪ ((d, d+ L]× {1}). (1.2.27)
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The linearized model is given as follows
∂tσ˜ + u1∂xσ˜ + ρdivu˜ = vσ˜χω in (TL × (0, 1))× (0, T ),
ρ(∂tu˜+ u1∂xu˜)− µ∆u˜− (µ′ + µ)∇(divu˜)
+P ′(ρ)∇σ˜ = vu˜χω in (TL × (0, 1))× (0, T ),
u˜ · n = u˜2 = ∂tβ + u1∂xβ on (TL × {1})× (0, T ),
u˜(·, t) · n = 0 on (TL × {0})× (0, T ),
curlu˜ = 0 on ((TL × {0, 1})× (0, T ),
u˜(·, 0) = û0 − u = u˜0 inTL × (0, 1),
σ˜(·, 0) = ρ̂0 − ρ = σ˜0 inTL × (0, 1),
∂ttβ − ∂txxβ + ∂xxxxβ
=
(− (µ′ + 2µ)divu˜+ P ′(ρ)σ˜) + vβχω1 on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 inTL × {1}.
(1.2.28)
Here, vσ˜χω vu˜χω and vβχω1 are the control functions corresponding to the fluid density,
velocity and the beam displacement and velocity respectively and the goal is to study
the null controllability of (1.2.28).
1.2.3.2 Existing results
We have already discussed the existence results for compressible fluid structure interac-
tion problems in Section 1.2.2. Here we mainly concentrate on the literature concerning
the controllability results related to some fluid models. Concerning the incompressible
Navier-Stokes equations in a 2D domain one can find a result proving the local exact
controllability to trajectories with localized boundary control in [25]. It is assumed in
[25] that the fluid satisfies no vorticity boundary condition in the complement of the
control part of the boundary. Local exact controllability to trajectories for incompress-
ible Navier-Stokes equations in a 3D domain with distributed control and homogeneous
Dirichlet boundary condition can be found in [29]. With less regularity assumption
on the target trajectory the result in [29] was improved in [22]. We would also like
to mention the article [27] for the local exact distributed controllability to trajectories
for incompressible Navier-Stokes equations in a 3D domain with non linear Navier-slip
boundary condition. In all of these articles the fluid is assumed to be homogeneous i.e
the fluid density is constant. In a very recent article [2] the authors prove the local exact
boundary controllability to smooth trajectories for a non homogeneous incompressible
Navier-Stokes equation in a three dimensional domain. For global controllability results
for incompressible Navier-Stokes equations we refer the readers to [16], [13] and the ref-
erences therein.
Now we quote a few articles dealing with the controllability issues of fluid structure in-
teraction models. In fact to the best of our knowledge the only known results concerning
the controllability issues of a fluid structure interaction problem in dimension greater
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than one deals with the motion of a rigid body inside an incompressible fluid modeled by
Navier-Stokes equations where the structural motion are given by the balance of linear
and angular momentum. Local null controllability of such an interaction problem in di-
mension two can be found in [9] and [28]. In dimension three a local null controllability
for such a system is proved in [7]. The article [35] deals with the problem of feedback
stabilization (in infinite time) for an incompressible fluid structure interaction problem
in a 2D channel where the structure appears at the fluid boundary and is modeled by an
Euler-Bernoulli damped beam, the one we consider in (1.2.28)8-(1.2.28)9. To our knowl-
edge so far there does not exist any article dealing with the finite time controllability of
a fluid structure interaction problem (neither for incompressible nor compressible fluids)
in dimension more than one where the structure appears at the fluid boundary.
We also mention the related literature on controllability issues for compressible
Navier-Stokes equations. In fact our strategy to handle the coupling of the fluid ve-
locity and density in the system (1.2.28) amounts in introducing a new unknown namely
the effective viscous flux and this strategy is inspired from the article [18]. The articles
[19] and [17] concern the motion of a fluid in dimension one whereas [18] deals with fluid
flows in dimension two and three. In fact in the next section we will comment on the
relation between our work and an open question posed in the article [18].
1.2.3.3 Presentation of our result and contribution
We are primarily interested in the null controllability of the system (1.2.28) at time T,
where T is already fixed in (1.2.26). Hence as a first step of proving null controllability
we will prove an observability inequality of the following adjoint system
−∂tσ − u1∂xσ − P ′(ρ)divv = 0 in (TL × (0, 1))× (0, T ),
−ρ(∂tv + u1∂xv)− µ∆v − (µ′ + µ)∇(divv)
−ρ∇σ = 0 in (TL × (0, 1))× (0, T ),
v · n = v2 = ψ on (TL × {1})× (0, T ),
v(·, t) · n = 0 on (TL × {0})× (0, T ),
curlv = 0 on (TL × {0, 1})× (0, T ),
v(·, T ) = vT inTL × (0, 1),
σ(·, T ) = σT inTL × (0, 1),
∂ttψ + ∂txxψ + ∂xxxxψ
= (∂t + u1∂x)[(µ′ + 2µ)div v + ρσ] on (TL × {1})× (0, T ),
ψ(T ) = ψT and ∂tψ(T ) = ψ1T inTL × {1}.
(1.2.29)
Both the systems (1.2.28) and (1.2.29) are well posed provided the initial datum are
sufficiently regular and satisfy some compatibility conditions at the boundary. For details
about the well posedness we refer the readers to Chapter 4. Let us now state the central
theorem of this chapter as follows:
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Theorem 1.2.4. There exists a positive constant C such that for all
(σT , vT , ψT , ψ1T ) ∈ H2(TL × (0, 1))×H3(TL × (0, 1))×H3(TL × {1})
×H1(TL × {1}),
(1.2.30)
if the following compatibility conditions hold:
(i) (a) vT · n = (vT )2 = ψT , on TL × {1},
(b) vT · n = (vT )2 = 0, on TL × {0},
(ii) curl vT = 0, on (TL × {0, 1})
(iii) (a) −u1∂x(vT )2 + µρ∆(vT )2 + (µ+µ
′)
ρ ∂z(div vT )
−∂zσT = ψ1T on TL × {1},
(b) −u1∂x(vT )2 + µρ∆(vT )2 + (µ+µ
′)
ρ ∂z(div vT )
−∂zσT = 0 on TL × {0},
(1.2.31)
then the solution (σ, v, ψ) of the problem (1.2.29) solves the following observability in-
equality∫
TL×(0,1)
|σ|2(·, 0) +
∫
TL×(0,1)
|∇σ|2(·, 0) +
∫
TL×(0,1)
|v|2(·, 0) +
∫
TL×(0,1)
|∇v|2(·, 0)
+
∫
TL×(0,1)
|∇2v|2(·, 0) +
∫
TL×{1}
|ψ|2(·, 0) +
∫
TL×{1}
|∂xψ|2(·, 0)
+
∫
TL×{1}
|∂xxψ|2(·, 0) +
∫
TL×{1}
|∂xxxψ|2(·, 0) +
∫
TL×{1}
|∂tψ|2(·, 0)
+
∫
TL×{1}
|∂txψ|2(·, 0) 6 C(
∫∫
ω×(0,T )
|σ|2 +
∫∫
ω×(0,T )
|∇σ|2 +
∫∫
ω×(0,T )
|∂tσ|2
+
∫∫
ω×(0,T )
|v|2 +
∫∫
ω×(0,T )
|∇v|2 +
∫∫
ω×(0,T )
|∇2v|2 +
∫∫
ω×(0,T )
|∇∂tv|2 +
∫∫
ω1×(0,T )
|ψ|2).
(1.2.32)
In principle the observability inequality (1.2.32) is equivalent to the null controlla-
bility of the primal problem (1.2.28) but unfortunately with this observability inequality
it is not very clear in which functional settings one can prove the null controllability of
the problem (1.2.28).
At this moment we recall that in the article [18] the local exact controllability to con-
stant trajectories for compressible Navier-Stokes equations was proved by using control
functions acting on the entire fluid boundary. One of the open questions posed in the
article [18] concerns the use of a localized boundary control to prove such a result. In
the direction of solving this open problem, as a particular implication of Theorem 1.2.4
one can infer an observability inequality for the adjoint of a linearized compressible fluid
model in dimension two where in the complement of the control boundary we assume
the Navier-Slip boundary condition without friction for the fluid velocity.
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1.2.3.4 Idea and Strategy
The underlying idea behind the proof of (1.2.32) is the identification of the suitable
unknowns to track down the dynamics of (σ, v, ψ). If for a moment we forget about the
beam at the fluid boundary we are left with a system satisfied by (σ, v). The coupling
of σ and v is quite strong. When considering the primal problem (1.2.28), the dynamics
between σ˜, and u˜ can be made simpler by introducing the effective flux, [33] and [20].
For the adjoint problem, a similar quantity, already used in [18], also simplifies the
description of the dynamics:
q = (µ′ + 2µ)div v + ρσ.
This can be termed as the dual version of the effective viscous flux.
Representing (1.2.29) with (σ, q, ψ): Suppose the regularity of v and σ are strong enough
so that we are able to take the trace of ∇2v and ∇σ on (TL×{0, 1})× (0, T ). Hence we
can consider the trace of the equation (1.2.29)2 and use (1.2.29)3-(1.2.29)5 to have the
following on (TL × {1})× (0, T ):
−ρ(∂tv2 + u1∂xv2)− µ(∂xxv2 + ∂zzv2)− (µ+ µ′)(∂xzv1 + ∂zzv2)− ρ∂zσ = 0
⇒ −ρ(∂tψ + u1∂xψ)− (µ′ + 2µ)(∂xzv1 + ∂zzv2)− ρ∂zσ = 0
(using (1.2.29)3, (1.2.29)5)
⇒ ∂zq = −ρ(∂tψ + u1∂xψ).
(1.2.33)
Similarly one can obtain that on the boundary (TL × {0})× (0, T ), q satisfies
∂zq = 0 on (TL × {0})× (0, T ).
Hence with the formal calculations above and using (1.2.29) we obtain the following
system satisfied by the unknowns (σ, q, ψ):
−∂tσ − u1∂xσ + P
′(ρ)ρ
ν
σ = P
′(ρ)
ν
q in (TL × (0, 1))× (0, T ),
−(∂tq + u1∂xq)− ν
ρ
∆q − P
′(ρ)ρ
ν
q
= −P
′(ρ)ρ2
ν
σ in (TL × (0, 1))× (0, T ),
∂zq = −ρ(∂tψ + u1∂xψ) on (TL × {1})× (0, T ),
∂zq = 0 on (TL × {0})× (0, T ),
q(·, T ) = qT = νdivvT + ρσT inTL × (0, 1),
σ(·, T ) = σT inTL × (0, 1),
∂ttψ + ∂txxψ + ∂xxxxψ = (∂t + u1∂x)q on (TL × {1})× (0, T ),
ψ(T ) = ψT and ∂tψ(T ) = ψ1T inTL × {1},
(1.2.34)
where ν = (µ′ + 2µ). One can observe that the coupling between σ, q and ψ involved
in the system (1.2.34) is weaker than the coupling between σ, v and ψ involved in the
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system (1.2.29). Hence the system (1.2.34) will play the key role both in proving the
well posedness and the observability of the system (1.2.29).
Indeed, well-posedness results for (1.2.29) will be obtained from the well-posedness of
(1.2.34), see Chapter 4 Section 4.2, which are easier to obtain. In fact we observe that the
system (1.2.34) has less degrees of freedom compared to the system (1.2.29) and hence it
is easier to deal with (1.2.34) rather than (1.2.29). Similarly, to prove the observability
estimate (1.2.32), for the system (1.2.29), we shall start by proving an observability
estimate for the system (1.2.34).
Hence, we first show the following observability estimate∫
TL×(0,1)
|σ|2(·, 0) +
∫
TL×(0,1)
|∇σ|2(·, 0) +
∫
TL×(0,1)
|q|2(·, 0) +
∫
TL×(0,1)
|∇q|2(·, 0)
+
∫
TL×(0,1)
|∇2q|2(·, 0) +
∫
TL×{1}
|ψ|2(·, 0) +
∫
TL×{1}
|∂xψ|2(·, 0)
+
∫
TL×{1}
|∂xxψ|2(·, 0) +
∫
TL×{1}
|∂xxxψ|2(·, 0) +
∫
TL×{1}
|∂tψ|2(·, 0)
+
∫
TL×{1}
|∂txψ|2(·, 0)
6 C(
∫∫
ωT
|σ|2 +
∫∫
ωT
|∇σ|2 +
∫∫
ωT
|q|2 +
∫∫
ωT
|∂xq|2 +
∫∫
ωT
|∂tq|2 +
∫∫
ω1T
|ψ|2).
(1.2.35)
Let us discuss the strategy to prove the inequality (1.2.35). First we separately obtain
observability estimates for an adjoint beam equation, heat equation and transport equa-
tion. For the parabolic beam and heat equations the observability estimates are obtained
by Carleman estimates and for the transport equation we use a duality argument and a
controllability result from [18] to obtain an observability estimate. The Carleman esti-
mate for the damped beam proved in this chapter seems to be new and is achieved by
using one dimensional weight functions which resemble with the ones introduced in [25]
to study the observability of the adjoint heat equation. We also recover the Carleman
estimate for the non homogeneous adjoint heat equation proved in [21] but by using
weight functions different than the ones used in [21]. In fact our weight functions are
compatible with the ones used to prove Carleman estimate for an adjoint beam equa-
tion. At this point we choose not to introduce the technical jargons used to write this
weighted estimates and refer to Chapter 4 Section 4.3.2, for observability of an adjoint
beam equation, Chapter 4 Section 4.3.3, for observability of an adjoint heat equation
and Chapter 4 Section 4.3.4, for observability of an adjoint transport equation. Finally
we suitably combine these observability estimates to prove the estimate (1.2.35) for the
system (1.2.34). Here, the fact that the equations are only weakly coupled is of primary
importance.
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One needs to recover the estimates on v to show (1.2.32). In that direction, we
note that curl v satisfies a homogeneous adjoint heat equation with Dirichlet boundary
condition, so that classical observability estimates, see [25], yield:∫
TL×(0,1)
|curlv|2(·, 0) +
∫
TL×(0,1)
|∇curlv|2(·, 0) 6 C
∫∫
ωT
|curlv|2. (1.2.36)
We suitably use the following decomposition:
∆v(·, 0) = ∇div (v(·, 0)) +
(
∂z
−∂x
)
(curl v(·, 0)) in TL × (0, 1),
and combine (1.2.35) and (1.2.36) to prove (1.2.32).
1.3 Perspectives
In this thesis we have studied some well posedness and controllability issues of fluid
models with time varying density. There arises some open questions which are directly
linked to the contents of this thesis and require additional works. Let us pose some of
these questions in the following discussion.
1.3.0.5 Chapter 2. Stabilization of the non-homogeneous Navier-Stokes
equations in a 2d channel
In Chapter 2 we present a local stabilization result of the non-homogeneous Navier-
Stokes equations in a 2d channel around the Poiseuille profile. Poiseuille profile is a
particular solution of the stationary solution to the non-homogeneous incompressible
Navier-Stokes equations in a 2d channel.
It is natural to generalize the stabilization result around different stationary trajec-
tories and in other geometries of the domain Ω both in 2D and 3D. For instance the
article [2] deals with the local exact controllability to trajectories of the non homoge-
neous incompressible Navier-Stokes equation where the domain is just assumed to be
open and bounded. In that case it is not very clear if one can provide an explicit sta-
tionary trajectory like the Poiseuille profile. As in [2] one can then assume the existence
of a sufficiently smooth trajectory (ρs, vs) such that the following holds
Ω = ΩTout, where ΩTout = {x ∈ Ω | ∃t ∈ (0, T ), s.t.X(t, 0, x) ∈ Rd \ Ω}, (1.3.1)
where X is the flow corresponding to the target velocity trajectory vs defined as
∀(x, t, s) ∈ Rd × [0, T ]2, ∂tX(x, t, s) = vs(X(x, t, s)), X(x, s, s) = x.
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Of course as we have explained in Section 1.2.1, the assumption (1.3.1) is a suitable re-
placement of our assumption (1.2.5) in order to control the transport equation modeling
the density.
In our case to prove the stabilization result the main strategy is to first study the
stabilization of the linearized system and then prove a local result by considering the
non linear terms as perturbations. To prove a stabilization result around the Poiseuille
profile, it might be interesting to proceed differently using the non linearity of the system
with the goal of dropping the assumption (1.2.5). In that direction the return method
(see [16] and [13]) may provide some leads.
1.3.0.6 Chapter 3: Local existence of strong solutions for a fluid-structure
interaction model
In Chapter 3 we prove the local in time existence of strong solutions for a compressible
fluid structure interaction problem, where the one dimensional structure appearing at
the fluid boundary is modeled by an Euler-Bernoulli damped beam equation.
There are several interesting questions which arise in connection with our work:
• The uniqueness of the solution to the fluid structure interaction problem under
consideration in the functional framework in which we only have shown the exis-
tence.
• We have assumed the initial displacement of the beam to be zero. Can we prove
a similar existence result if the initial displacement is non zero and lies in some
suitably regular Sobolev space? For an incompressible fluid structure interaction
problem the case of non zero initial displacement is dealt with in the article [11].
The approach of [11] might provide us some leads.
• One might be interested in the long time dynamics of the system (1.2.16). In that
direction we conjecture that there exists a unique strong solution to the problem
(1.2.16) in a time interval (0, T ), for any positive constant T, when the initial datum
(ρ0,u0, η1) lies in a small neighborhood (in some suitable norm) of the steady state
(ρ, 0, 0), where ρ is a positive constant, as long as no collision occur. To prove
this local result one can first study the linearized system around the steady state
(ρ, 0, 0). We strongly believe that the corresponding operator generates an analytic
semi group of negative type. If so then we can first prove the local in time existence
of strong solution with certain decay estimates. Then these estimates can be used
to extend the solution to prove the existence of strong solution in any time interval
(0, T ), as long as no collision occur. Similar analysis for a compressible fluid flow
model (in the absence of a structure) can be found in [38].
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• To prove the existence and uniqueness of a strong solution to the problem (1.2.16)
in maximal Lp−Lq framework. We refer again to the article [38] for the existence of
strong solution for an compressible fluid flow model (in the absence of a structure)
in maximal Lp − Lq framework.
• It is interesting to consider a compressible fluid structure interaction problem in
a 3D channel with an elastic structure appearing at the fluid boundary. One can
also analyze compressible fluid structure interaction problems where the structure
follows a Koiter shell model.
1.3.0.7 Chapter 4: Observability of the adjoint of a linearized compressible
fluid-structure model in a 2d channel
In Chapter 4 we prove an observability inequality of the adjoint of a control linearized
compressible fluid-structure model in a 2d channel. To the best of our knowledge this
is the first observability result for an adjoint fluid structure interaction problem in di-
mension more than one where the structure lies on the fluid boundary. Our work rises
plenty of unsolved questions and we only collect some of them in the following:
• In our model we consider a simplified expression of the coupling term appearing
at the right hand side of the structure equation. More precisely we consider the
following expression
(Tf )2 = (−(µ′ + 2µ)(divu)Id · nt + Pnt) |Γs,t
√
1 + (∂xβ)2 · ~e2, (1.3.2)
as the net force acting on the beam for the non linear problem, where u is the fluid
velocity, P (ρ) = p(ρ) − Pext where p is the fluid pressure and Pext is the external
forcing term, β is the beam displacement, Id is the identity matrix, nt is the unit
outward normal at the moving interface and ~e2 = (0, 1). For more details we refer
the readers to Chapter 4 Section 4.1.1.1. It is explained in Chapter 4 Remark 4.1.1
that a more physical expression of the net force acting on the beam is given as
follows
(Tf )ph2 = ([−2µD(u)− µ′divuId] · nt + Pnt) |Γs,t
√
1 + (∂xβ)2 · ~e2. (1.3.3)
One of the most interesting questions to ask is if it is possible to obtain an ob-
servability inequality for the adjoint of the linearized fluid structure interaction
problem which is obtained when we consider the expression (1.3.3) as the net force
acting on the beam. One of our main strategies in this chapter is to introduce the
effective viscous flux. When we consider the expression (1.3.3) as the net force
acting on the beam, the interface boundary conditions can not be expressed only
in terms of the boundary conditions of the effective viscous flux and the beam
making the whole dynamics more delicate to investigate.
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• We have proven an observability inequality for an adjoint of a control linearized
fluid structure interaction problem. Next one can try proving a controllability
result for the linearized fluid structure interaction problem in some suitable func-
tional framework by exploiting the observability inequality proved in this chapter.
This would also be interesting to deal with the controllability of the non linear
problem which we introduce in Chapter 4 Section 4.1.1.
• Here we prove a new Carleman estimate for the adjoint of an Euler-Bernoulli
damped beam equation. It needs a little bit more work to conclude the null
controllability of the linear Euler-Bernoulli damped beam equation by using this
Carleman estimate.
• One can recall that in our case the fluid velocity satisfies the no vorticity bound-
ary condition at the fluid boundary. It will also be interesting to consider the
generalized Navier-slip boundary condition satisfied by the fluid velocity at the
boundary.
• A special case: The observability inequality we prove can be directly used to infer
an observability inequality when there is no beam at the fluid boundary and the
fluid velocity solves the Navier slip boundary condition without friction. This gives
a direction to solve an open question posed in [18] which corresponds to the local
exact controllability to constant trajectories of a compressible fluid model with
localized boundary controls.
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Chapter 2
Stabilization of the
non-homogeneous Navier-Stokes
equations in a 2d channel
2.1 Introduction
2.1.1 Settings of the problem
We are interested in stabilizing the density dependent Navier-Stokes equations around
some stationary state (ρs, vs) (where (ρs, vs, ps) is a stationary solution) in a two dimen-
sional channel Ω. For that we will use an appropriate boundary control uc acting on the
velocity in the inflow part of the boundary ∂Ω.
Let d be a positive constant. Throughout this article we will use the following notations
(see Figure 1.)
Ω = (0, d)× (0, 1), Γ = ∂Ω, QT = Ω× (0, T ), ΣT = Γ× (0, T ) for 0 < T 6∞.
(2.1.1)
The unit outward normal to the boundary Γ is denoted by n. The velocity, density and
pressure of the fluid are denoted respectively by v, ρ and p. The viscosity ν > 0 of the
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fluid is a positive constant. We consider the following control system
∂ρ
∂t
+ div(ρv) = 0 in Q∞,
ρ = ρs on {(x, t) ∈ Σ∞ | (v(x, t) · n(x)) < 0},
ρ(x, 0) = ρs + ρ0 in Ω,
ρ
(
∂v
∂t
+ (v · ∇)v
)
− ν∆v +∇p = 0 in Q∞,
div(v) = 0 in Q∞,
v = vs + ucχΓc on Σ∞,
v(x, 0) = vs + v0 in Ω,
(2.1.2)
where ucχΓc is a control function for the velocity v with χΓc denoting the characteristics
function of a set Γc which is compactly supported on Γ. The set Γc will be precisely
defined shortly afterwards. The equation (2.1.2)1 is the mass balance equation and
(2.1.2)4 is the momentum balance equation. The triplet (ρs, vs, ps) is the Poiseuille
profile defined as follows
ρs(x1, x2) = 1, vs(x1, x2) =
[
x2(1− x2)
0
]
, ps = −2νx1, in Ω. (2.1.3)
Observe that (ρs, vs, ps) (given by (2.1.3)) is a stationary solution of the Navier-Stokes
equations (2.1.2). We remark that in the definition (2.1.3) of the Poiseuille profile we can
choose ρs to be any positive constant in place of one up to modifying ps accordingly. Also
in the definition (2.1.3) one can consider vs = (αx2(1 − x2), 0), for a positive constant
α > 0. The strategy and results of our analysis apply for any constant ρs > 0 and α > 0.
The aim of this article is to determine feedback boundary control uc (the control of the
velocity) such that the solution (ρ, v) of the controlled system is exponentially stable
around the stationary solution (ρs, vs) provided the perturbation (ρ0, v0) of the steady
state (ρs, vs) is sufficiently small (in some suitable norm).
In view of the stationary profile (2.1.3), it is natural to control the inflow part of the
boundary, i.e. we will consider the control function uc supported on
Γin = {x ∈ Γ | (vs · n)(x) < 0} = {0} × (0, 1). (2.1.4)
In fact we do slightly more and control on some open subset Γc of Γin. We consider Γc
of the following form
Γc = {0} × (L, 1− L) ⊂ Γin, (2.1.5)
for some fixed 0 < L < 12 .
Remark 2.1.1. We consider the control zone of the form (2.1.5) to simplify the nota-
tions. In fact our analysis allows to consider any subset {0} × (A,B) (0 < A < B < 1)
of Γin as the control zone.
To state our results precisely, we introduce some appropriate functional spaces.
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2.1.2 Functional framework for the Navier-Stokes equation
Let Hs(Ω;RN ) andL2(Ω;RN ) denote the vector valued Sobolev spaces. If it is clear from
the context, we may simply denote these spaces by Hs(Ω) and L2(Ω) both for scalar
and vector valued functions. The same notational conventions will be used for the trace
spaces. We now introduce different spaces of divergence free functions and some suitable
spaces of boundary data:
V s(Ω) = {y ∈ Hs(Ω;R2) | divy = 0 in Ω} for s > 0,
V sn (Ω) = {y ∈ Hs(Ω;R2) | divy = 0 in Ω, y · n = 0 on Γ} for s > 0,
V s0 (Ω) = {y ∈ Hs(Ω;R2) | divy = 0 in Ω, y = 0 on Γ} for s ∈ (12 , 32),
V s(Γ) = {y ∈ Hs(Γ;R2) |
∫
Γ
y · ndx = 0} for s > 0.
The spaces V s(Ω) and V s(Γ) are respectively equipped with the usual norms of Hs(Ω)
and Hs(Γ), which will be denoted by ‖ · ‖V s(Ω) and ‖ · ‖V s(Γ).
From now onwards we will identify the space V 0n (Ω) with its dual.
For 0 < T 6 ∞ let us introduce the following functional spaces adapted to deal with
functions of the time and space variables.
V s,τ (QT ) = Hτ (0, T ;V 0(Ω)) ∩ L2(0, T ;V s(Ω)) for s, τ > 0,
V s,τ (ΣT ) = Hτ (0, T ;V 0(Γ)) ∩ L2(0, T ;V s(Γ)) for s, τ > 0.
We also fix the convention that for any two Banach spaces X and Y, the product space
X × Y is endowed with the norm
∀ (x, y) ∈ X × Y, ‖(x, y)‖X×Y = ‖x‖X + ‖y‖Y ,
where ‖.‖X and ‖.‖Y denotes the norms in the corresponding spaces.
2.1.3 The main result
We now precisely state our main result in form of the following theorem.
Theorem 2.1.2. Let β > 0, A1 ∈ (0, 12). There exist a constant δ > 0 such that for all
(ρ0, v0) ∈ L∞(Ω)× V 10 (Ω) satisfying
supp(ρ0) ⊂ [0, d]× (A1, 1−A1), (2.1.6)
and
‖(ρ0, v0)‖L∞(Ω)×V 10 (Ω) 6 δ,
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there exists a control uc ∈ H1(0,∞;C∞(Γc)), for which the system (2.1.2) admits a
solution
(ρ, v) ∈ L∞(Q∞)× V 2,1(Q∞),
satisfying the following stabilization requirement
‖eβt(ρ− ρs, v − vs)‖L∞(Q∞)×V 2,1(Q∞) 6 C‖(ρ0, v0)‖L∞(Ω)×V 10 (Ω), (2.1.7)
for some constant C > 0. Moreover, ρ = ρs for t sufficiently large.
We now make precise the structure of the control function uc we are going to con-
struct. We will show the existence of a natural number Nc, and a family
{gj | 1 6 j 6 Nc},
of smooth functions supported on Γc such that the control uc acting on the velocity is
given as follows
uc(x, t) = e−βt
Nc∑
j=1
wj(t)gj(x), (2.1.8)
where wc(t) = (w1(t), ...., wNc(t)) is the control variable and is given in terms of a
feedback operator K. More precisely, wc = (w1, ..., wNc) satisfies the following ODE
w
′
c = −γwc +K
(
P (v − vs)
wc
)
in (0,∞), wc(0) = 0,
where γ is a positive constant, P is the Leray projector from L2(Ω) to V 0n (Ω) ([45,
Section 1.4]) and K ∈ L(V 0n (Ω) × RNc ,RNc) (the feedback operator K is determined in
Section 2.2.2.2).
The boundary control (2.1.8) we construct has a finite dimensional range and resembles
with the control designed in [43]. The construction of our control basis {gj | 1 6 j 6 Nc}
is different from the one done in [43]. In [43] it is constructed using generalized eigen-
vectors of the adjoint of Oseen operator while we construct it only by using eigenvectors
of adjoint of Oseen operator relying on the construction of [37]. We will not consider
any control on the transport equation modeling the density and as for the homogeneous
Navier-Stokes equations, we show that considering a control uc of the velocity is enough
to stabilize the whole system (2.1.2).
The stabilizability of the constant density (or homogeneous) incompressible Navier-
Stokes equation (with Dirichlet or mixed boundary condition) by a finite dimensional
feedback Dirichlet boundary control has already been studied in the literature. For
instance in [43] it is proved that in a C4 domain the velocity profile v, solution to
system (2.1.2)4-(2.1.2)7 with ρ = 1 is locally stabilizable around a steady state vs
(vs ∈ H3(Ω;R2)) by a finite dimensional Dirichlet boundary control localized in a por-
tion of the boundary and moreover the control uc is given as a feedback of the velocity
field.
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Unlike the constant density incompressible Navier-Stokes equations (which is of parabolic
nature), the system (2.1.2) obeys a coupled parabolic-hyperbolic dynamics. Local exact
controllability to trajectories of the system (2.1.2) was studied in [3]. In the present arti-
cle we answer the question posed in [3] on the stabilizability of the system (2.1.2) around
the Poiseuille profile. In proving the controllability results one of the main geometric
assumptions of [3] is that
Ω = ΩTout = {x ∈ Ω | ∃t ∈ (0, T ), s.tX(t, 0, x) ∈ Rd \ Ω}, (2.1.9)
where X is the flow corresponding to the target velocity trajectory vs defined as
∀(x, t, s) ∈ Rd × [0, T ]2, ∂tX(x, t, s) = vs(X(x, t, s), t), X(x, s, s) = x.
In the article [3] the assumption (2.1.9) plays the key role in controlling the density of
the fluid. In our case since the target velocity trajectory is vs (defined in (2.1.3)) the
assumption (2.1.9) is not satisfied because vs vanishes at the lateral boundary of the
domain Ω. Hence to control the density we make a parallel assumption (2.1.6). Indeed,
the assumption (2.1.6) implies that supp(ρ0) b ΩTout. The assumption (2.1.6) exploits
the hyperbolic nature of the continuity equation (2.1.2)1 in order to control the coupled
system (2.1.2). The condition (2.1.6) in fact guarantees that the density exactly equals
ρs = 1, after some time T1 = TA1 > dinf
x2∈[A1,1−A1]
vs
(will be detailed in Section 2.3) so that
the non-homogeneous Navier-Stokes equations become homogeneous after some finite
time. In [3] the authors uses two control functions (one for the density and one for
velocity) for the purpose of controlling the non-homogeneous fluid. Contrary to that we
use only one control acting on the velocity to stabilize the coupled system (2.1.2).
2.1.4 Decomposition of the boundary Γ and comment on the support
of control
Based on the velocity profile vs (as defined in (2.1.3)) we can rewrite the boundary of Ω
as follows
Γ = Γin ∪ Γout ∪ Γ0,
where
Γin is defined in (2.1.4),
Γout = {x ∈ Γ | (vs · n)(x) > 0} = {d} × (0, 1),
Γ0 = ((0, d)× {0}) ∪ ((0, d)× {1}) = Γb ∪ Γh (Figure 1).
(2.1.10)
Remark 2.1.3. From now onwards we will use the notation Γin to denote the inflow
boundary of both the vector fields vs and v. This is a slight abuse of notation but we will
prove the existence of the controlled trajectory v in a small neighborhood (in a suitable
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Figure 2.1: Picture of the domain Ω.
norm) of vs provided the perturbation v0 is small. This will guarantee that Γin and the
inflow boundary of the vector field vs are identical. For the details we refer the reader
to the Corollary 2.2.17.
We will look for a control function uc of the form (2.1.8) which is compactly supported
in Γc. More particularly we will construct the finite dimensional basis {gj | 1 6 j 6 Nc}
of the control space in such a way that gj (∀ 1 6 j 6 Nc) is smooth and supported in Γc.
2.1.5 Strategy
(i) As our goal is to stabilize the solution (ρ, v) of (2.1.2) around the stationary solution
(1, vs) with a rate e−βt we introduce
y = eβt(v − vs), σ = eβt(ρ− 1), q = eβt(p− ps), u = eβtuc. (2.1.11)
To be consistent with the notations y and σ, we further introduce the following
σ0 = ρ0, y0 = v0. (2.1.12)
As in our case the control (2.1.8) is supported in the inflow boundary, in view of the
notations introduced in (2.1.10) and the Remark 2.1.3 we use (2.1.8) to rewrite the
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system (2.1.2) in the following form
∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Γin × (0,∞),
σ(x, 0) = σ0 in Ω,
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = F(y, σ) in Q∞,
div y = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
(2.1.13)
where
F(y, σ) = −e−βtσ∂y
∂t
−e−βt(y·∇)y−e−βtσ(vs·∇)y−e−βtσ(y·∇)vs−e−2βtσ(y·∇)y+βe−βtσy.
To solve a nonlinear stabilization problem the usual method is to first solve the stabi-
lization problem for the linearized system and then use a fixed point method to conclude
the stabilizability of the original nonlinear problem (2.1.13). In this article due to reg-
ularity issues of the transport equation we avoid linearizing the whole system. Instead,
we only linearize the equation (2.1.13)4 satisfied by y i.e. we replace the nonlinear terms
appearing in the equation (2.1.13)4 by a non homogeneous source term f and we leave
the equation of the density (2.1.13)1 unchanged. Hence we start by analyzing the stabi-
lizability of the system
∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Γin × (0,∞),
σ(x, 0) = σ0 in Ω,
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = f in Q∞,
div y = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω.
(2.1.14)
(ii) Section 2.2 is devoted to study the stabilization of the linearized Oseen equations
(2.1.14)4-(2.1.14)8. In that direction we first write (2.1.14)4-(2.1.14)8 using operator
notations. This is done in the spirit of [41] but with suitable modifications which are
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necessary since our domain is Lipschitz. To prove the stabilizability of this system we
look for a control of the form (2.1.8). We will choose the functions {gj | 1 6 j 6 Nc},
supported on Γc, so that we can prove some unique continuation property equivalent to
the stabilizability of the system under consideration. This is inspired from [37]. Using
the fact that gj (for all 1 6 j 6 Nc) is supported on a smooth subset of Γ we further
show that gj is in C∞(Γ). This in particular implies that the control uc, of the form
(2.1.8), is smooth in the space variable.
(iii) Next our aim is to find a boundary control which is given in terms of a feedback
law. At the same time we have to design the control such that the velocity y belongs
to the space V 2,1(Q∞). Indeed the H2(Ω) regularity of the velocity field will be used
later to prove the stabilization of the continuity equation. This creates another difficulty
because to prove the V 2,1(Q∞) regularity of y solution of (2.1.14)4-(2.1.14)8, one must
have a compatibility between the initial velocity y0, assumed to be in V 10 (Ω) and the
boundary condition (i.e. the control u). We deal with this issue by adding a system
of ordinary differential equations satisfied by wc. The corresponding extended system
satisfied by (y, wc) reads as follows
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = f in Q∞,
div y = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
w
′
c + γwc = ϕc in (0,∞),
wc(0) = 0 in Ω,
(2.1.15)
where γ > 0 is a positive constant and ϕc(∈ RNc) is a new control variable which will be
determined later as a feedback of the pair (y, wc). Since y(., 0) = 0, imposing wc(0) = 0
furnishes the desired compatibility between the initial and boundary conditions of y
which is necessary to obtain the V 2,1(Q∞) regularity of y.
First we will construct the control ϕc given in terms of a feedback operator which is
able to stabilize the homogeneous (i.e. when f = 0) extended system (2.1.15) by solving
a Riccati equation. Then we show that the same control stabilizes the entire non-
homogeneous (i.e. with the non-homogeneous source term f) extended system (2.1.15)
by assuming that the non-homogeneous term f belongs to some appropriate space.
(iv) In Section 2.3, we study the stability of the continuity equation (2.1.14)1-(2.1.14)3.
We assume the velocity field in V 2,1(Q∞) and σ0 ∈ L∞(Ω) such that (2.1.6) (recall from
(2.1.12) that σ0 = ρ0) holds. Since σ0 ∈ L∞(Ω) and the transport equation has no
regularizing effect we expect that σ ∈ L∞loc(Q∞). The Cauchy problem for the continuity
equation in the presence of an inflow boundary is rather delicate. In our case we use
results from [9] for the existence of a unique renormalized weak solution of the problem
(2.1.14)1-(2.1.14)3 in the space L∞(Q∞). Our proof of the stabilization of the transport
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equation satisfied by the density relies on the fact that the characteristics equation
corresponding to the velocity field is well posed. As we are dealing with velocity fields
in L2(0,∞, H2(Ω)), which is not embedded in L1loc(0,∞,W 1,∞(Ω)) in dimension two,
our analysis relies on [48] (see also [4, Theorem 3.7]), stating the well-posedness of the
equation of the flow as a consequence of Osgood condition. Then considering the velocity
field (vs + e−βty) as a small perturbation of vs (see (2.1.3) for the definition) we prove
that the characteristic curves corresponding to the perturbed velocity field stay close to
that of vs in a suitable norm. Using the fact that the characteristics corresponding to the
velocity fields vs and (vs+e−βty) are close we show that the particles initially lying in the
support of σ0 are transported out of the domain in some finite time T > TA1 = dA1(1−A1)
along the flow corresponding to the perturbed velocity field. Consequently, the solution
ρ of the equation (2.1.2)1-(2.1.2)3 reaches exactly the target density ρs = 1 after the
time T.
(v) Finally in Section 2.4, we will use Schauder’s fixed point theorem to conclude that
the control designed in step (iii) locally stabilizes the non linear coupled system (2.1.14)
and consequently Theorem 2.1.2 follows.
2.1.6 Bibliographical comments
In the literature many works have been dedicated to the study of incompressible Navier-
Stokes equations. For the classical results concerning the existence-uniqueness and regu-
larity issues of the constant density incompressible Navier-Stokes equations we refer the
reader to [45]. The reader can also look into [25] for a thorough analysis of the subject.
Intricate situations may arise due to the lack of regularity when special geometric as-
sumptions are imposed on the boundary ∂Ω. For example, the domain can have corners
or edges of prescribed geometric shape. For the analysis of these situations the interested
reader may look into [34] and [14]. In the present article the functional settings for the
incompressible Navier-Stokes equations is motivated from [41]. The results of [41] are
stated in a domain with smooth boundary. Thus to adapt the functional framework
from [41] in the case of a rectangular domain we have used some results from [26] and
[28].
Regarding the Cauchy problem of the non-homogeneous Navier-Stokes equations, the
existence of classical solution for the non-homogeneous Navier-Stokes equations with
homogeneous Dirichlet boundary condition for velocity in space dimension three is stud-
ied in [1]. Results concerning the existence-uniqueness of global in time strong solution
(with small initial data and small volume force) in space dimension three can be found in
[30]. In dimension two the existence and uniqueness of global in time solution (without
any smallness restriction on the data) is also proved in [30]. In both of these refer-
ences the velocity field is Lipschitz and the initial condition of the density is smooth
enough, hence the transport equation satisfied by the density can be classically solved
using the method of characteristics. To deal with less regular velocity field the concept
of renormalized solution was initially developed in [15] and later suitably adapted in
51
several contexts. For instance, one can find an application of a suitable variation of the
Di-Perna-Lions theory to prove an existence and uniqueness result for the inhomoge-
neous Navier-Stokes equation in [13]. All of these articles assume that the velocity field
satisfies v ·n = 0. In the present article we are dealing with the target velocity vs, which
is inflow on a part of the boundary ∂Ω. For a velocity field with inflow, one must assume
a suitable boundary condition for the density so that the transport equation satisfied by
the density is well posed. This problem is analyzed in the articles [9, Chapter VI] and
[7], where the authors suitably define the trace for the weak solution of the transport
equation. They also prove that these traces enjoy the renormalization property. In the
present article we use the existence, uniqueness and stability results for the transport
equation from [9] and [7]. For a more intricate case involving nonlinear outflow boundary
condition, similar results can be found in [8].
There is a rich literature where the question of the feedback boundary stabilization of the
constant density incompressible Navier-Stokes equation is investigated. For the feedback
boundary stabilization of a general semilinear parabolic equation one can look into the
article [22]. The feedback stabilization of the 2D and 3D constant density Navier-Stokes
equations can be found in the articles [23] and [24] respectively. Concerning the stabi-
lization of homogeneous Navier-Stokes equations one can also consult [43] and [40] where
the feedback boundary controls are achieved by solving optimal control problems. We
would also like to mention the articles [36] and [5] where the authors prove the feedback
stabilization of the same model around the Poiseuille profile by using normal velocity
controllers. The idea of constructing a finite dimensional boundary feedback control to
stabilize a linear parabolic equation dates back to the work [46]. In our case we adapt
the ideas from the articles [37] and [43] in order to construct a feedback boundary con-
trol with finite dimensional range to stabilize the linear Oseen equations. Actually for
constant density fluids, the article [37] deals with a more intricate case involving mixed
boundary conditions. Control properties of the variable density Navier-Stokes equations
have been studied in the article [21], which proves several optimal control results in the
context of various cost functionals. We also refer to the article [3] where the authors
prove the local exact controllability to a smooth trajectory of the non-homogeneous in-
compressible Navier-Stokes equation.
The study of the controllability and stabilizability issues of a system coupling equations
of parabolic and hyperbolic nature is relatively new in the literature. We would like to
quote a few articles in that direction. Null-controllability of a system of linear thermoe-
lasticity (coupling wave and heat equations) in a n− dimensional, compact, connected
C∞ Riemannain manifold is studied in [31]. Controllability and stabilizability issues of
compressible Navier-Stokes equations are investigated in [11], [10], [18] (in dim 1) and
[17] (in dim 2 and 3). The compressible Navier-Stokes equations are also modeled by a
coupled system of momentum balance and mass balance equations but the coupling is
different from the one we consider in system (2.1.2).
Let us emphasize that in the system (2.1.2) the control acts only on the velocity of the
fluid and not on the density. In the literature there are articles dealing with controllabil-
ity issues of a system of PDEs in which the controls act only on some components of the
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system. We would like to quote a few of them. We refer to [12] where the authors prove
local null-controllability of the three dimensional incompressible Navier-Stokes equations
using distributed control with two vanishing components. A related result concerning
the stabilizability of 2−d incompressible Navier-Stokes equations using a control acting
on the normal component of the upper boundary is proved in [16]. In [31] to prove the
null-controllability of a system of linear thermoelasticity the authors consider the con-
trol on the wave equation i.e. on the hyperbolic part and not on the parabolic equation
modeling the temperature. On the other hand controllability and stabilizability issues of
one dimensional compressible Navier-Stokes equations have been studied in [11] and [10]
by using only a control acting on the velocity. In the present article we also consider the
control on the velocity and not on the density but our approach exploits more directly
and in a more intuitive manner the geometry of the flow of the target velocity in order
to control the hyperbolic transport equation modeling the density.
2.1.7 Outline
In section 2.2 we study the feedback stabilization of the velocity. Section 2.3 is devoted
to the stabilization of the density. In Section 2.4 we use a fixed point argument to
prove the stabilizability of the coupled system (2.1.2). Finally in Section 2.5 we briefly
comment on how to adapt our analysis if one wishes to control the outflow boundary
Γout or the lateral boundary Γ0 of the channel Ω.
2.2 Stabilization of the Oseen equations
The goal of this section is to discuss the stabilization of the Oseen equations (2.1.14)4-
(2.1.14)8. We will first design a localized boundary control with finite dimensional range
to stabilize the linear Oseen equation (2.1.14)4-(2.1.14)8. We will then construct the
control as a feedback of (y, wc), where the pair (y, wc) solves the extended system (2.1.15).
The plan of this section is as follows
(i) In Section 2.2.1, we study the stabilization of the homogeneous linear system (with
f = 0) (2.1.14)4-(2.1.14)8, using a finite dimensional boundary control.
(ii) We will analyze the feedback stabilization of the extended system (2.1.15) in Section
2.2.2. Moreover with this feedback control we will prove the V 2,1(Q∞) regularity of
the solution of linear Oseen equations (2.1.14)4-(2.1.14)8. Using a further regularity
regularity estimate (see (2.2.59)) of the control u we show that (e−βty + vs) has the
same inflow and outflow as that of vs, provided the initial condition y0 and the non-
homogeneous source term f (appearing in (2.1.14)4-(2.1.14)8) are suitably small (see
Corollary 2.2.17 ).
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2.2.1 Stabilization of the linear Oseen equations
In the following section we will define some operators and present some of their properties
which helps in studying the linearized Oseen equations (2.1.14)4-(2.1.14)8.
2.2.1.1 Writing the equations with operators
The following results are taken from [41] where they are stated in a C2 domain. It is
necessary to make suitable changes to adapt those results in our case since the domain
Ω in our case is Lipschitz. Without going into the details of the proofs we will just
comment on how to adapt those results in our case.
Let P be the orthogonal projection operator from L2(Ω) onto V 0n (Ω) known as Helmholtz
or Leray projector (see [45, Section 1.4]).
We denote by (A,D(A)) (the Oseen operator) and (A∗,D(A∗)) the unbounded operators
in V 0n (Ω), defined by
D(A) = V 2(Ω) ∩ V 10 (Ω), Ay = νP∆y + βy − P ((vs · ∇)y)− P ((y · ∇)vs),
D(A∗) = V 2(Ω) ∩ V 10 (Ω), A∗y = νP∆y + βy + P ((vs · ∇)y)− P ((∇vs)T )y.
(2.2.1)
For the H2(Ω) regularity of the solutions of the homogeneous Dirichlet boundary value
problems corresponding to the operators A and A∗ in a rectangular domain Ω, one can
apply [26, Theorem 3.2.1.3]. Since vs is smooth with div(vs) = 0, we can prove the
following lemma.
Lemma 2.2.1. [39, Section 2.2] There exists λ0 > 0 in the resolvent set of A such that
the following hold
〈(λ0I −A)y, y〉V 0n (Ω) > 12 |y|2V 10 (Ω) for all y ∈ D(A),
and
〈(λ0I −A∗)y, y〉V 0n (Ω) > 12 |y|2V 10 (Ω) for all y ∈ D(A
∗).
(2.2.2)
In Lemma 2.2.1 we can always choose λ0 > β, taking λ0 larger if necessary. Through-
out this article we will stick to this assumption. Now, Lemma 2.2.1 can be used to prove
the following.
Lemma 2.2.2. The unbounded operator (A,D(A)) (respectively (A∗,D(A∗))) is the in-
finitesimal generator of an analytic semi group on V 0n (Ω). Moreover the resolvent of A
is compact.
Proof. The proof of the fact that (A,D(A)) (respectively (A∗,D(A∗))) generates an
analytic semigroup on V 0n (Ω) uses the resolvent estimate (2.2.2) and can be found in [41,
54
Lemma 4.1]. One can mimic the arguments used in [23, Lemma 3.1] to show that the
resolvent of A is compact. The reader can also look into [43, Section 3].
Now we want to find a suitable operator B to write down the Oseen equation as a
boundary control system.
Consider the following system of equations
λ0y − ν∆y − βy + ((vs · ∇)y) + ((y · ∇)vs) +∇q = 0 in Ω,
div(y) = 0 in Ω,
y = u on Γ.
(2.2.3)
Lemma 2.2.3. Let λ0 be as in Lemma 2.2.1. For u ∈ V 3/2(Γ), the system (2.2.3) admits
a unique solution (y, q) ∈ V 2(Ω)×H1(Ω)/R and moreover the following inequality holds
‖y‖V 2(Ω) + ‖q‖H1(Ω)/R 6 C‖u‖H3/2(Γ), (2.2.4)
for some constant C > 0.
Remark 2.2.4. The Lemma 2.2.3 is inspired from [41, Lemma B.1.] where it is proved
in the case of a C2 domain.
Proof of Lemma 2.2.3. We write (y, q) = (y1, q1) + (y2, q2), such that (y1, q1) satisfies
λ0y1 − ν∆y1 − βy1 +∇q1 = 0 in Ω,
div(y1) = 0 in Ω,
y1 = u on Γ
(2.2.5)
and (y2, q2) satisfies
λ0y2 − ν∆y2 − βy2 + ((vs · ∇)y2) + ((y2 · ∇)vs) +∇q2
= −((vs · ∇)y1)− ((y1 · ∇)vs) in Ω,
div(y2) = 0 in Ω,
y2 = 0 on Γ.
(2.2.6)
As u ∈ H3/2(Ω), the solution to (2.2.5) satisfies (y1, q1) ∈ V 2(Ω) ×H1(Ω)/R (see [28])
and the following inequality is true
‖y1‖V 2(Ω) + ‖q1‖H1(Ω)/R 6 C‖u‖H3/2(Γ), (2.2.7)
where C > 0 is a constant. Using (2.2.7) we observe that the right hand side of (2.2.6)1
is in H1(Ω). Hence we get that y2 ∈ V 2(Ω) ∩ V 10 (Ω). Then the corresponding pressure
q2 ∈ H1(Ω)/R can be recovered using De Rham’s theorem (see [45, Section 1.4]). Using
(2.2.7) one also has the following inequality
‖y2‖V 2(Ω) + ‖q2‖H1(Ω)/R 6 C‖u‖H3/2(Γ), (2.2.8)
for some positive constant C. The inequalities (2.2.7) and (2.2.8) together yield (2.2.4).
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Now for u ∈ V 3/2(Γ), we define the Dirichlet lifting operators DAu = y and Dpu = q,
where (y, q) is the solution of (2.2.3) with Dirichlet data u.
Lemma 2.2.5. (i) The operator DA can be extended as a bounded linear map from
V 0(Γ) to V 1/2(Ω). Moreover DA ∈ L(V s(Γ), V s+1/2(Ω)) for all 0 6 s 6 3/2.
(ii)The operator D∗A, the adjoint of DA computed as a bounded operator from V 0(Γ) to
V 0(Ω) is a bounded linear operator from V 0(Ω) to V 0(Γ) and is given as follows
D∗Ag = −ν
∂z
∂n
+ pin− 1|Γ|
∫
Γ
pi
n, (2.2.9)
where (z, pi) is the solution of
λ0z − ν∆z − βz − (vs · ∇)z + (∇vs)T z +∇pi = g in Ω,
divz = 0 in Ω,
z = 0 on Γ,
(2.2.10)
Here |Γ| is the one dimensional Lebesgue measure of Γ. Moreover D∗A ∈ L(V 0(Ω), V 1/2(Γ)).
(iii) The operator D∗A can be extended as a bounded linear operator from H−
1
2 +κ(Ω) to
V κ(Γ), for all 0 < κ < 12 , i.e.
D∗A ∈ L(H−
1
2 +κ(Ω), V κ(Γ)) for all 0 < κ < 12 . (2.2.11)
Remark 2.2.6. The first two parts of the Lemma 2.2.5 are inspired from [41, Lemma
B.4.] where it is proved in the case of a C2 domain.
Proof of Lemma 2.2.5. (i) In Lemma 2.2.3 we have proved that DA is a bounded opera-
tor from V 3/2(Γ) into V 2(Ω). Following [41, Theorem B.1] one obtains that the operator
DA can be extended as a bounded linear map from V 0(Γ) into V 1/2(Ω) (in the sense of
variational formulation). Hence one can use interpolation to prove that DA is bounded
from V s(Γ) to V s+1/2(Ω), for all 0 6 s 6 3/2.
(ii) The second part can be done following the proof of [41, Lemma B.4]. It is therefore
left to the reader.
(iii) For the final part, in view of [41, Appendix B, Lemma B.1.] one first observes that
the mapMg→(z,pi), mapping g to (z, pi) (where g, z and pi are as in (2.2.10)) satisfies the
following
Mg→(z,pi) ∈ L(L2(Ω), (V 2(Ω) ∩ V 10 (Ω))×H1(Ω)/R). (2.2.12)
Now following [41, Appendix B, Theorem B.1.] one can use method of transposition to
define weak type solution of the problem (2.2.10) when g ∈ (H2(Ω) ∩ H10 (Ω))′, where
(H2(Ω)∩H10 (Ω))′ is the dual of the space H2(Ω)∩H10 (Ω) provided that L2(Ω) is identified
with its dual. In particular one has the following
Mg→(z,pi) ∈ L((H2(Ω) ∩H10 (Ω))′, V 0(Ω)× (H1(Ω)/R)′). (2.2.13)
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Now let us assume g ∈ H−1(Ω), where H−1(Ω) denotes the dual of H10 (Ω) with L2(Ω)
as the pivot space. Using (2.2.13) and the fact that H−1(Ω) ⊂ (H2(Ω) ∩H10 (Ω))′ (since
(H2(Ω) ∩H10 (Ω)) is dense in H10 (Ω)) one can write (2.2.10) as follows
−ν∆z +∇pi = g∗ in Ω,
divz = 0 in Ω,
z = 0 on Γ,
(2.2.14)
where
g∗ = g − λ0z + βz + (vs · ∇)z − (∇vs)T z ∈ H−1(Ω).
Now [9, Theorem IV.5.2] furnishes the following regularity
Mg→(z,pi) ∈ L(H−1(Ω), V 10 (Ω)× L2(Ω)/R). (2.2.15)
Now from (2.2.12), (2.2.15) and using the interpolation result [33, Theorem 5.1.] one
has
Mg→(z,pi) ∈ L(H−
1
2 +κ(Ω), (V 32 +κ(Ω) ∩ V 10 (Ω))×H
1
2 +κ(Ω)/R), (2.2.16)
for −12 6 κ 6 12 .
Finally the definition (2.2.9) of D∗A and (2.2.16) in particular provide that
D∗A ∈ L(H−
1
2 +κ(Ω), V κ(Γ)), for all 0 < κ < 12 .
Hence we are done with the proof of Lemma 2.2.5.
Remark 2.2.7. In part (ii) of Lemma 2.2.5, the operator D∗A is defined on the space
of divergence free functions but in part (iii) we extended this definition by removing the
divergence free constraint on the elements of the domain of D∗A. This is possible since it
is not necessary to have a divergence free function g in order to solve (2.2.10).
In order to localize the control of the velocity on Γc (defined in (2.1.5)), we introduce
the operator M, which is defined as follows
Mg(x) = m(x)g(x)− m∫
Γ
m
∫
Γ
mg · n
n(x) for all x ∈ Γ. (2.2.17)
In the expression (2.2.17) the weight function m ∈ C∞(Γ) takes values in [0, 1] and is
supported in Γc ⊂ Γin. Moreover, m equals 1 in some open connected component
Γ+c b Γc. (2.2.18)
So the operator M localizes the support of the control on Γin and also guarantees that
Mg ∈ V 0(Γ) for any g ∈ L2(Γ).
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Lemma 2.2.8. [43, Lemma 2.3] The operator M ∈ L(V 0(Γ)) (defined in (2.2.17)) is
symmetric.
Sometimes we might use the notation
T(v, p) = ν(∇v + (∇v)T )− pI, (2.2.19)
to denote the Cauchy stress tensor corresponding to a vector field v and a pressure p.
We now define the operator
B = (λ0I −A)PDAM ∈ L(V 0(Γ), (D(A∗))′), (2.2.20)
where (D(A∗))′ denotes the dual of the space D(A∗) with V 0n (Ω) as the pivot space.
Proposition 2.2.9. (i) The adjoint of the operator B, computed for the duality structure
〈·, ·〉(D(A∗)′,D(A∗)), that we will denote by B∗ in the following, satisfies B∗ ∈ L(D(A∗), V 0(Γ))
and for all Φ ∈ D(A∗),
B∗Φ = M
−ν ∂Φ
∂n
+
ψ − 1|Γ|
∫
Γ
ψ
n
 (2.2.21)
= −MT
Φ,
ψ − 1|Γ|
∫
Γ
ψ
n, (2.2.22)
where
∇ψ = (I − P )[ν∆Φ + (vs · ∇)Φ− (∇vs)TΦ], (2.2.23)
and T denotes the stress tensor as defined in (2.2.19).
(ii) There exists a positive constant ω > 0 such that the operator B∗ can be extended as
a bounded linear map from D((ωI −A∗) 34 +κ2 ) to V κ(Γ), for all 0 < κ < 12 i.e.
B∗ ∈ L(D((ωI −A∗) 34 +κ2 ), V κ(Γ)) for all 0 < κ < 12 . (2.2.24)
Proof. (i) From Lemma 2.2.5, we know that
B∗Φ = MD∗AP (λ0I −A∗)Φ = M
−ν ∂Φˆ
∂n
+
ψ − 1|Γ|
∫
Γ
ψ
n
 , (2.2.25)
where
λ0Φˆ− ν∆Φˆ− βΦˆ− ((vs · ∇)Φˆ) + (∇vs)T Φˆ +∇ψ = P (λ0I −A∗)Φ in Ω,
divΦˆ = 0 in Ω,
Φˆ = 0 on Γ.
(2.2.26)
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This gives Φˆ = Φ and the expression (2.2.23). Hence the representation (2.2.21) directly
follows from (2.2.25). Also (2.2.22) follows from (2.2.21) because (∇Φ)Tn = 0 on Γ (this
can be easily deduced from the fact that Φ on Γ is zero and div(Φ) = 0 on Ω).
(ii) Recall from Lemma 2.2.2 that (A∗,D(A∗)) generates an analytic semigroup on V 0n (Ω).
Hence one can always choose a large enough positive constant ω from the resolvent set of
A, such that the spectrum of (A∗−ωI) lies in the open left half-plane. Now following the
definition [20, p. 329, Section 7.4, Eq. 7.4.3] one can define the operator (ωI −A∗) 34 +κ2
where 0 < κ < 12 . Let us consider Φ ∈ D((ωI −A∗)
3
4 +
κ
2 ) where 0 < κ < 12 . Since
D((ωI −A∗) 34 +κ2 ) = [V 2(Ω) ∩ V 10 (Ω), V 0n (Ω)] 14−κ2 = V
3
2 +κ(Ω) ∩ V 10 (Ω)
(for details on the characterization of domains of fractional powers we refer to [32]), one
observes the following
P (λ0I −A∗)Φ ∈ H− 12 +κ(Ω). (2.2.27)
Now one can use the expression of B∗ as given by (2.2.25) and part (iii) of the Lemma
2.2.5 to prove (2.2.24).
Now following [41] the Oseen equations
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = 0 in Q∞,
divy = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y = Mu on Γin × (0,∞),
y(x, 0) = y0 on Ω,
(2.2.28)
can be written in the following evolution equation form
Py′ = APy +Bu in (0,∞),
Py(0) = y0,
(I − P )y = (I − P )DAMu in (0,∞).
(2.2.29)
In the following section we discuss some spectral properties of the Oseen operator A and
then we define a suitable control space in order to construct a control function which
stabilizes the Oseen equations.
2.2.1.2 Spectral properties of A and the stabilizability criterion
Since the resolvent of A is compact (see Lemma 2.2.2), the spectrum spec(A) of the
operator A is discrete. Moreover since A is the generator of an analytic semi group
(see Lemma 2.2.2), spec(A) is contained in a sector. Also the eigenvalues are of finite
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multiplicity and appear in conjugate pairs when they are not real.
We denote by (λk)k∈N the eigenvalues of A. Without loss of generality we can always
assume that there is no eigenvalue of A with zero real part by fixing a slightly larger β,
if necessary. So we choose Nu ∈ N such that
...ReλNu+1 < 0 < ReλNu 6 ... 6 Reλ1. (2.2.30)
Following [37], we now choose the control space as follows
U0 = vect⊕Nuk=1 (ReB∗ker(A∗ − λkI)⊕ ImB∗ker(A∗ − λkI)). (2.2.31)
The choice (2.2.31) of the control space plays an important role in proving a unique
continuation property which implies the stabilizability of the pair (A,B). Let us choose
the functions gj in (2.1.8) such that
{gj | 1 6 j 6 Nc} is an orthonormal basis ofU0. (2.2.32)
For later use we now prove an additional regularity result for the elements of the control
space U0. The following regularity result is true only because the elements of U0 are
supported on a smooth subset of Γ.
Lemma 2.2.10. The set U0, defined in (2.2.31), is a subspace of C∞(Γ).
Proof. The function m is supported on Γc, which is C∞. In view of the representation
(2.2.21) of the operator B∗, we observe that to prove Lemma 2.2.10 it is enough to show
that for each 1 6 k 6 Nu, any solution (φ, ψ) to the system (2.2.33) is C∞ in some open
set ΩΓc (⊂ Ω) such that ∂ΩΓc contains Γc. Let us consider k ∈ {1, ..., Nu} and (φ, ψ)
solves the following
λkφ− ν∆φ− βφ− ((vs · ∇)φ) + (∇vs)Tφ+∇ψ = 0 in Ω,
divφ = 0 in Ω,
φ = 0 on Γ.
(2.2.33)
We thus apply the elliptic regularity result [26, Theorem 3.2.1.3] to show that
φ ∈ D(A∗) = V 2(Ω) ∩ V 10 (Ω) and ψ ∈ H1(Ω). (2.2.34)
We will work in a neighborhood of Γc in order to avoid the singularities due to the
presence of the corners (0, 0) and (0, 1). First consider a neighborhood N bΓc of Γc such
that neither of the points (0, 0) and (0, 1) belong to N bΓc . Now we consider an open set
ΩΓc such that ΩΓc ⊂ Ω, ∂ΩΓc (the boundary of ΩΓc) is C∞ and ∂ΩΓc ∩ Γ = N bΓc . Let
Θ ∈ C∞(Ω¯Γc) be such that Θ = 1 on a subset of Ω¯Γc containing Γc and Θ = 0 on
∂ΩΓc \N bΓc . One can check that the function (Θφ,Θψ) satisfies the following
−ν∆(Θφ) +∇(Θψ) = F (Θ, φ, ψ) in ΩΓc , (2.2.35)
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where
F (Θ, φ, ψ) = −ν∆Θφ− 2ν∇Θ∇φ− φ(vs · ∇)Θ + ψ∇Θ,
and also Θφ = 0 on ∂ΩΓc , which implies
∫
ΩΓc
div(Θφ) =
∫
∂ΩΓc
(Θφ) · n = 0. Using
(2.2.34) one verifies that
F (Θ, φ, ψ) ∈ H1(ΩΓc) and div(Θφ) = φ · ∇Θ ∈ H2(ΩΓc).
Now we apply [9, Theorem IV.5.8] to obtain, (Θφ,Θψ) ∈ H3(ΩΓc) ×H2(ΩΓc). We can
use a bootstrap argument to conclude that, (Θφ,Θψ) ∈ C∞(ΩΓc). Hence we finally have
gj ∈ C∞(Γ), for all 1 6 j 6 Nc.
We are looking for a control u taking values in U0. We write
u(x, t) =
Nc∑
j=1
wj(t)gj(x), (2.2.36)
where wc = (w1, ..., wNc) ∈ L2(0,∞;RNc) is the control variable. Again in view of [37]
we define a new control operator B ∈ L(RNc , (D(A∗))′) as
Bwc =
Nc∑
j=1
wjBgj =
Nc∑
j=1
wj(λ0I −A)PDAgj . (2.2.37)
Observe that B is defined by restricting the action of the operator B to U0.
Let us consider the controlled system
Py′ = APy +Bu in (0,∞), Py(0) = y0, (2.2.38)
which we obtain from (2.2.29)1-(2.2.29)2. With the definition (2.2.37) and a control of
the form (2.2.36), the system (2.2.38) takes the form
Py′ = APy + Bwc in (0,∞), Py(0) = y0.
Theorem 2.2.11. Assume that the spectrum of A obeys the condition (2.2.30), we choose
{gj | 1 6 j 6 Nc} as (2.2.32) and the operator B is as defined in (2.2.37). Then the pair
(A,B) is stabilizable in V 0n (Ω).
Before going into the proof of Theorem 2.2.11, let us recall that the pair (A,B) is
stabilizable in V 0n (Ω) iff for all y0 ∈ V 0n (Ω), there exists a control wc ∈ L2(0,∞;RNc)
such that the controlled system
Py′ = APy + Bwc in (0,∞), Py(0) = y0,
obeys
∞∫
0
‖Py(t)‖2V 0n (Ω)dt <∞.
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The proof of Theorem 2.2.11 in a more intricate situation involving mixed boundary
condition can be found in [37]. In [37] the localization operator M, localizing the control,
is simply the cutoff function m whereas in our case M is as defined in (2.2.17). For the
sake of completeness, we present the proof of Theorem 2.2.11 below, which follows step
by step the one of [37] up to minor modifications.
Γb0 d
1
Γout
Γh
Γ0 = Γh ∪ Γb
Γ+c
Figure 2.2: Domain Ωex.
Proof of Theorem 2.2.11. According to [42, Theorem 1.2] (one can also consult [6, Chap-
ter V] for related results) proving the stabilizability of the pair (A,B) is equivalent to
verifying the Hautus criterion:
ker(λkI −A∗) ∩ ker(B∗) = {0}, for all 1 6 k 6 Nu. (2.2.39)
Let φ ∈ ker(λkI − A∗). Also suppose that ψ is the pressure associated with φ, i.e. the
pair (φ, ψ) solves (2.2.33). Now one can use (2.2.37) and Proposition 2.2.9 in order to
verify that
B∗φ = −
∫
Γc
gjMT(φ, ψ)ndx

16j6Nc
(2.2.40)
= −
∫
Γc
gjMReT(φ, ψ)ndx

16j6Nc
+ i
∫
Γc
gjM ImT(φ, ψ)ndx

16j6Nc
. (2.2.41)
One can notice that MReT(φ, ψ)n ∈ U0 and M ImT(φ, ψ)n ∈ U0. On the other hand we
know that {gj}16j6Nc forms a basis of U0. Hence B∗φ = 0 implies that
M(T(φ, ψ)n) |Γc= 0.
This implies that
T(φ, ψ)n = C0n on supp (m), (2.2.42)
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where C0 is a constant given by
C0 =
1∫
Γ
m
∫
Γ
mT(φ, ψ)n
 .
Now recall that φ = 0 on Γ and the unit outward normal on Γ+c is (−1, 0). Also since
φ ∈ V 2(Ω), one can consider the trace of divφ on Γ to obtain that divφ = 0 on Γ. Using
these facts one can at once deduce from (2.2.42) that ∂φ
∂n
= 0 and ψ = C0 on Γ+c .
Now consider the domain Ωex which is an extension of the domain Ω (see Figure 2).
Extend the function φ into Ωex by defining it zero outside Ω, denote the extension also
by φ. Extend ψ into Ωex by the constant C0 outside Ω. We denote the extension of ψ by
ψ itself. It is not hard to verify that the extended pair (φ, ψ) ∈ V 2(Ωex)×H1(Ωex)/R,
solves the eigenvalue problem (2.2.33) in the extended domain Ωex. Finally the unique
continuation property from [19] shows that φ = 0 in Ωex, thus in particular on Ω. Hence
we are done with the proof of the Hautus test (2.2.39).
From Theorem 2.2.11 we know that the pair (A,B) is stabilizable by a control wc ∈
L2(0,∞;RNc). Hence there exists a control u (of the form (2.2.36)) which belongs to the
finite dimensional space U0 (see (2.2.31)) and stabilizes the pair (A,B).
Now our aim is to construct wc such that it is given in terms of a feedback control law.
For that we will study the stabilization of the extended system (2.1.15) in the following
section.
2.2.2 Stabilization of the extended system (2.1.15) by a feedback control
2.2.2.1 Evolution equation associated with the extended system (2.1.15)
We set
Z˜ = V 0n (Ω)× RNc . (2.2.43)
Depending on the context the notation I denotes the identity operator for all of the
spaces V 0n (Ω), RNc and Z˜. We equip the space Z˜ with the inner product
(ζ˜1, ζ˜2)Z˜ = (ζ1, ζ2)V 0n (Ω) + (w1, w2)RNc ,
where ζ˜1 = (ζ1, w1) and ζ˜2 = (ζ2, w2).
We fix a positive constant γ (where γ is the constant appearing in the extended system
(2.1.15)).
Now let us recall the representation (2.2.29) of the system (2.2.28). In the same note
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it follows that y˜ = (Py,wc) is a solution to equation (2.1.15) iff (Py,wc) solves the
following set of equations
y˜′ =
(
Py
wc
)′
=
(
A B
0 −γI
)(
Py
wc
)
+
(
0
I
)
ϕc + f˜ in (0,∞),
y˜(0) = y˜0 =
(
y0
0
)
,
(I − P )y =
Nc∑
j=1
wj(I − P )DAgj in (0,∞),
(2.2.44)
where f˜ = (Pf, 0) and recall the definition of B from (2.2.37). Now we define the
operator (A˜,D(A˜)) in Z˜ as follows
D(A˜) = {(ζ, wc) ∈ Z˜ | Aζ + Bwc ∈ V 0n (Ω)} and A˜ =
(
A B
0 −γI
)
. (2.2.45)
As we have identified V 0n (Ω) with its dual, the space Z˜ and Z˜∗ are also identified. We
define the adjoint of (A˜,D(A˜)) in Z˜ as follows
D(A˜∗) = D(A∗)× RNc = D(A)× RNc and A˜∗ =
(
A∗ 0
B∗ −γI
)
. (2.2.46)
Remark 2.2.12. We emphasize that due to the compatibility condition involved in the
definition (2.2.45), D(A˜) can not be written as D(A) × RNc . Contrary to that one does
not require any compatibility condition in defining the domain of A˜∗ which is given by
(2.2.46).
Theorem 2.2.13. The operator (A˜,D(A˜)) is the infinitesimal generator of an analytic
semigroup on Z˜.
Proof. We will prove that (A˜,D(A˜)) generates an analytic semigroup on Z˜ by proving
that (A˜∗,D(A˜∗)) generates an analytic semigroup on Z˜. This is enough since one has
the following by using [27, Theorem 2.16.5, p. 56]
‖R(λ, A˜)‖L(Z˜) = ‖(λI − A˜)−1‖L(Z˜) = ‖((λI − A˜)−1)∗‖L(Z˜) = ‖(λI − A˜∗)−1‖L(Z˜)
= ‖R(λ, A˜∗)‖L(Z˜),
where R(λ, ·) denotes the resolvent of the respective operator (see [27, Section 2.16] for
details on resolvent) and hence (A˜,D(A˜)) generates an analytic semigroup on Z˜ follows
from the fact that (A˜∗,D(A˜∗)) generates an analytic semigroup on Z˜ as a consequence
of [47, p. 163, Def. 5.4.5].
Let us notice that the operator A˜∗ can be decomposed as follows
A˜∗ = A˜1 + A˜2,
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where
A˜1 =
(
A∗ 0
0 −γI
)
and A˜2 =
(
0 0
B∗ 0
)
.
Since (A,D(A)) generates an analytic semigroup on Z = V 0n (Ω) (see Lemma 2.2.2),
(A∗,D(A∗)) generates an analytic semigroup on Z (follows from the argument used in
the beginning of the proof). Consequently the operator
A˜01 =
(
A∗ 0
0 0
)
generates an analytic semigroup on Z˜. Since A˜1 is a bounded perturbation of the operator
A˜01, one uses [38, Corollary 2.2, Section 3.2] to conclude that A˜1 with domain D(A∗)×RNc
generates an analytic semigroup on Z˜. On the other hand the definition (2.2.37) of B
and part (ii) of Proposition 2.2.9 furnish that
B∗ ∈ L(D((ωI −A∗) 34 +κ2 ,RNc) for all 0 < κ < 12 .
This implies the following
A˜2 ∈ L(D((ωI −A∗) 34 +κ2 × RNc , Z˜) for all 0 < κ < 12 . (2.2.47)
Now observe that (A˜1 − ωI) is a diagonal operator, hence the semigroup et(A˜1−ωI) on Z˜
generated by (A˜1 − ωI) is of the form
et(A˜1−ωI)(ζ1, w1) = (et(A
∗−ωI)ζ1, et(−γ−ω)Iw1), for all (ζ1, w1) ∈ Z˜.
Hence one can use the definition [20, p.329] of the domain of fractional power to have
the following
D((ωI − A˜1) 34 +κ2 ) = D((ωI −A∗) 34 +κ2 )× RNc for all 0 < κ < 12 . (2.2.48)
Finally in view of (2.2.47) and (2.2.48), the result [44, p. 420, Lemma 12.38] furnish
that (A˜∗,D(A˜∗)) is the infinitesimal generator of an analytic semigroup on Z˜. This in
turn gives that (A˜,D(A˜)) generates an analytic semigroup on Z˜.
From the definition (2.2.45) of the operator A˜ one can easily observe that the spec-
trum of A˜ is discrete and is explicitly given as follows
spec(A˜) = spec(A) ∪ {−γ}.
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2.2.2.2 Existence of a feedback control law
We introduce the notation J˜ = (0, I). Let us notice that J˜ belongs to L(RNc , Z˜). This
section is devoted to the construction of a feedback control ϕc which is able to stabilize
the linear equation
y˜′ = A˜y˜ + J˜ϕc in (0,∞), y˜(0) = y˜0, (2.2.49)
which is obtained from (2.2.44)1-(2.2.44)2 after neglecting the non-homogeneous source
term f˜ .
Proposition 2.2.14. The pair (A˜, J˜) is stabilizable. More precisely there exists a feed-
back operator K ∈ L(Z˜,RNc) such that the operator (A˜+ J˜K) with domain D(A˜) gener-
ates an exponentially stable analytic semigroup on Z˜.
Before going into the proof of Proposition 2.2.14, let us recall that the pair (A˜, J˜) is
stabilizable in Z˜ iff for all y˜0 ∈ Z˜, there exists a control ϕc ∈ L2(0,∞;RNc) such that
the controlled system
y˜′ = A˜y˜ + J˜ϕc in (0,∞), y˜ = y˜0,
satisfies
‖y˜‖
L2(0,∞;Z˜) <∞.
Proof of Proposition 2.2.14. We check the stabilizability of the pair (A˜, J˜) by verifying
the Hautus criterion [42, Theorem 1.2] (one can also consult [6, Chapter V] for related
results):
ker(λ˜kI − A˜∗) ∩Ker(J˜∗) = {0} for all λ˜k ∈ spec(A˜) with Reλ˜k > 0. (2.2.50)
Let us prove (2.2.50). We consider(
φ
w
)
∈ ker(λ˜kI − A˜∗) ∩Ker(J˜∗).
Recall that J˜∗(φ,w) = w. This gives w = 0.
Now use the relation (φ, 0) ∈ ker(λ˜kI − A˜∗), to obtain
(λ˜kI −A∗)φ = B∗φ = 0.
Hence φ = 0, since the pair (A,B) is stabilizable (see Theorem 2.2.11). This furnishes
the stabilizability of the pair (A˜, J˜).
We consider the following Riccati equation
P˜ ∈ L(Z˜, Z˜), P˜ = P˜∗ > 0,
P˜A˜+ A˜∗P˜ − P˜J˜ J˜∗P˜ = 0,
P˜ is invertible.
(2.2.51)
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Using [29, Theorem 3], there exists a solution P˜ to the Riccati equation (2.2.51) and
the operator K = −J˜∗P˜ ∈ L(Z˜,RNc), provides a stabilizing feedback for (A˜, J˜). The
operator (A˜+ J˜K) with domain
D(A˜+ J˜K) = D(A˜)
is the generator of an exponentially stable analytic semigroup on Z˜.
From now onwards we will not use the explicit expression of the feedback controller
K which was constructed in the proof of Proposition 2.2.14, in fact we will only use that
K ∈ L(Z˜,RNc) and D(A˜+ J˜K) = D(A˜).
2.2.2.3 Stabilization of the closed loop extended system with a non homo-
geneous source term
Using the feedback control K, we write the equation (2.2.44)1-(2.2.44)2 as the following
closed loop system {
y˜′ = A˜y˜ + J˜Ky˜ + f˜ in (0,∞),
y˜(0) = y˜0.
(2.2.52)
From now on the constant K(> 0) appearing in the inequalities will denote a generic
positive constant which may change from line to line. If we want to specify a constant
(to use it for later purpose) we will denote it by Ki, for some natural number i.
Lemma 2.2.15. Let the following hold
f˜ ∈ L2(0,∞;V 0n (Ω)× RNc) and y˜0 ∈ V 10 (Ω)× {0}, (2.2.53)
where {0} denotes the zero element of RNc . Then the equation (2.2.52) admits a unique
solution in
y˜ ∈ H1(0,∞; Z˜) ∩ L2(0,∞;D(A˜))
which obeys
‖y˜‖
H1(0,∞;Z˜)∩L2(0,∞;D(A˜)) 6 K(‖y˜0‖V 10 (Ω)×RNc + ‖f˜‖L2(0,∞;L2(Ω)×RNc )), (2.2.54)
for some positive constant K.
Proof. Observe that
y˜0 ∈ V 10 (Ω)×{0} = [D(A), V 0n (Ω)]1/2×{0} =(i) [D(A)×{0}, V
0
n (Ω)×{0}]1/2 ⊂(ii) [D(A˜), Z˜]1/2,
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the steps (i) and (ii) in the calculation above directly follows by using the definition of
interpolation spaces provided by using [33, p. 92, Theorem 14.1] and [33, Remark 14.1].
Since
f˜ ∈ L2(0,∞; Z˜) and y˜0 ∈ [D(A˜), Z˜]1/2,
one can use the isomorphism theorem [6, Part II, Section 3.6.3, Theorem 3.1] to conclude
the proof of Lemma 2.2.15.
Corollary 2.2.16. Let the following hold
f ∈ L2(Q∞) and y0 ∈ V 10 (Ω). (2.2.55)
Then the equation
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = f in Q∞,
divy = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
w
′
c + γwc −K(Py,wc) = 0 in (0,∞),
wc(0) = 0 in Ω,
(2.2.56)
wc = (w1, ..., wNc) and gj , for all 1 6 j 6 Nc are defined in (2.2.32), admits a unique
solution (y, wc) in V 2,1(Q∞) × H1(0,∞;RNc) and the pair (y, wc) obeys the following
estimate
‖(y, wc)‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 K1(‖y0‖V 10 (Ω) + ‖f‖L2(Q∞)), (2.2.57)
for some positive constant K1.
In addition, there exists a constant K2 > 0 such that the control
u(x, t) =
Nc∑
j=1
wj(t)gj(x), (2.2.58)
satisfies the following estimate
‖u(x, t)‖L∞(Σ∞) 6 K2(‖y0‖V 10 (Ω) + ‖f‖L2(Q∞)). (2.2.59)
Proof. Using the notations used in (2.2.44), one observes that ‖y˜0‖V 10 (Ω)×RNc
= ‖(y0, 0)‖V 10 (Ω)×RNc = ‖y0‖V 10 (Ω) and ‖f˜‖L2(0,∞;L2(Ω)×RNc ) = ‖(Pf, 0)‖L2(0,∞;L2(Ω)×RNc ) =‖Pf‖L2(Q∞). Since the closed loop system (2.2.52) along with (2.2.44)3 is the operator
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representation of (2.2.56), one can use Lemma 2.2.15 (particularly the estimate (2.2.54))
to obtain the following
‖(Py,wc)‖H1(0,∞;V 0n (Ω)×RNc )∩L2(0,∞;D(A˜)) 6 K(‖y0‖V 10 (Ω) + ‖Pf‖L2(Q∞)). (2.2.60)
Now we estimate
(I − P )y =
Nc∑
j=1
wj(I − P )DAgj .
We know that there exists a positive constant K such that for all 1 6 j 6 Nc
‖DAgj‖V 2(Ω) 6 K‖gj‖H3/2(Γ) 6 K. (2.2.61)
Estimates (2.2.61) and (2.2.60) yield
‖(I − P )y‖H1(0,∞;H2(Ω)) 6 K(‖y0‖V 10 (Ω) + ‖Pf‖L2(Q∞)). (2.2.62)
Once again using (2.2.60) and (2.2.62) one has
‖y‖H1(0,∞;L2(Ω)) 6 ‖Py‖H1(0,∞;V 0n (Ω)) + ‖(I − P )y‖H1(0,∞;H2(Ω))
6 K(‖y0‖V 10 (Ω) + ‖Pf‖L2(Q∞)).
(2.2.63)
To prove higher regularity of y we will use a bootstrap argument. First we write (2.2.56)1-
(2.2.56)5 as follows
−ν∆y +∇q = f∗ in Q∞,
divy = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
(2.2.64)
where
f∗ = f − ∂y
∂t
+ βy − (vs · ∇)y − (y · ∇)vs.
Using (2.2.55) and (2.2.63) we obtain that f∗ ∈ L2(0,∞;H−1(Ω)) and the following
holds
‖f∗‖L2(0,∞;H−1(Ω)) 6 K(‖f‖L2(Q∞) + ‖y0‖V 10 (Ω)). (2.2.65)
Also
Nc∑
j=1
wj(t)gj(x) ∈ H1(0,∞;V 0(Γ) ∩ C∞(Γ)), (2.2.66)
(gj ∈ V 0(Γ) follows from the definition (2.2.32) and Proposition 2.2.9 whereas C∞(Γ)
regularity follows from Lemma 2.2.10). Hence one can use [9, Theorem IV.5.2], (2.2.65)
and (2.2.60) to get y ∈ L2(0,∞;V 1(Ω)) and the following inequality
‖y‖L2(0,∞;V 1(Ω)) 6 K(‖f‖L2(Q∞) + ‖y0‖V 10 (Ω)). (2.2.67)
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The regularity (2.2.63), (2.2.67) and (2.2.55) furnish f∗ ∈ L2(Q∞) and
‖f∗‖L2(Q∞) 6 K(‖f‖L2(Q∞) + ‖y0‖V 10 (Ω)). (2.2.68)
In view of (2.2.66) and (2.2.68) one further obtains that y ∈ L2(0,∞;V 2(Ω)) (using the
regularity result from [28]) and the following
‖y‖L2(0,∞;V 2(Ω)) 6 K(‖f‖L2(Q∞) + ‖y0‖V 10 (Ω)). (2.2.69)
Hence y ∈ V 2,1(Q∞) and using (2.2.63) and (2.2.69) one has the following
‖y‖V 2,1(Q∞) 6 K(‖y0‖V 10 (Ω) + ‖f‖L2(Q∞)). (2.2.70)
Finally, (2.2.60) and (2.2.70) provides the desired estimate (2.2.57).
Since gj ∈ L∞(Γ), the estimate (2.2.59) readily follows by using (2.2.57).
The following result justifies our choice of denoting the inflow and outflow boundary
of vs and a perturbation of vs using the same notation.
Corollary 2.2.17. If we take
(‖y0‖V 10 (Ω) + ‖f‖L2(Q∞)) 6
L(1− L)
2K2
, (2.2.71)
where K2 is the constant in (2.2.59), then
‖y |Σ∞ ‖L∞(Σ∞) 6
L(1− L)
2
and hence in particular for all t > 0,
(e−βty(·, t) + vs) · n < 0 on Γin,
(e−βty(·, t) + vs) · n = 0 on Γ0,
(e−βty(·, t) + vs) · n > 0 on Γout,
(2.2.72)
where (y, wc) is the solution to (2.2.56). This means that for all time t > 0, Γin and Γout
are still the inflow and the outflow boundary for the perturbed vector field (vs + e−βty).
Proof. The proof is a direct consequence of Corollary 2.2.16, in particular the estimate
(2.2.59).
2.3 Stability of the continuity equation
This section is devoted to the study of the transport equation satisfied by density which
is modeled by (2.1.14)1 together with (2.1.14)2 and (2.1.14)3. This equation is linear in
σ but nonlinear in (σ, y). First let us briefly discuss the stabilization of the linearized
transport equation modeling the density with zero inflow boundary condition. This will
give us an idea about how to obtain analogous results for its nonlinear counterpart.
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2.3.1 Comments on the linear transport equation at velocity vs
The linearized continuity equation with the zero inflow boundary condition is given by
∂σ
∂t
+ (vs · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Γin × (0,∞),
σ(x, 0) = σ0 in Ω.
(2.3.1)
We can explicitly solve (2.3.1) to obtain
σ(x, t) =

eβtσ0(x1 − (x2(1− x2))t, x2) for t 6 1(x2(1− x2))x1,
0 for t > 1(x2(1− x2))x1,
(2.3.2)
for all (x1, x2) ∈ Ω. In particular if we assume that σ0 satisfies the condition (2.1.6), the
solution σ to (2.3.1) vanishes after some finite time TA1 = dA1(1−A1) . Hence we see that
with zero inflow boundary condition the solution of the linearized transport equation is
automatically stabilized (in fact controlled) after some finite time. The equation (2.3.1)
is just a prototype of the transport equation (2.1.14)1,2,3 exhibiting similar property and
we will discuss this in the following section.
2.3.2 Stability of the transport equation (2.1.14) satisfied by density
We consider the transport equation satisfied by the density with the nonlinearity (y ·∇)σ.
We assume that ‖y‖V 2,1(Q∞) is small enough and the following holds
(e−βty + vs) · n < 0 on Γin, (e−βty + vs) · n = 0 on Γ0,
and (e−βty + vs) · n > 0 on Γout. (2.3.3)
Recalling Corollary 2.2.17, the condition (2.3.3) is automatically satisfied when y solves
(2.1.14)4-(2.1.14)8 and (2.2.71) holds. Notice that the role of the condition (2.3.3) is
only to guarantee that even if we perturb the vector field vs by adding e−βty, the inflow
boundary of the fluid remains unchanged.
Here the transport equation satisfied by the density is given by
∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Γin × (0,∞),
σ(x, 0) = σ0 in Ω,
(2.3.4)
where y is in V 2,1(Q∞), (2.3.3) holds, σ0 ∈ L∞(Ω) and satisfies the condition (2.1.6)
(recall from (2.1.12) that σ0 = ρ0). Provided y is suitably small in the norm V 2,1(Q∞),
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(2.3.1) can be seen as an approximation of (2.3.4), and as we will see in Theorem 2.3.5,
solutions of (2.3.1) and of (2.3.4) share some similar behavior.
We are in search of a unique solution of (2.3.4) in the space L∞(Q∞). In the follow-
ing discussion we will borrow several results from [9] on the existence, uniqueness and
stability of the continuity equation. For later use, we shall consider a general transport
equation of the form 
∂σ
∂t
+ (v · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Σin,v,∞,
σ(x, 0) = σ0 in Ω,
(2.3.5)
where v is a divergence free vector field in L2(0,∞;V 2(Ω)), and
Σin,v,T = {(x, t) ∈ Γ× (0, T ) | v(x, t) · n(x) < 0}
First let us define the notion of weak solution for the transport equation (2.3.5)1.
Definition 2.3.1. Let T > 0 and v a divergence free vector field such that v ∈ L2((0, T );V 2(Ω)).
A function σ ∈ L∞(QT ) is said to be a weak solution of (2.3.5)1 if the following is true
T∫
0
∫
Ω
σ(∂tφ+ v · ∇φ+ βφ)dxdt = 0,
for any test function φ ∈ C∞(Ω¯ × [0, T ]) with φ(·, T ) = 0 = φ(·, 0) in Ω and φ = 0 on
ΣT .
One can interpret the boundary trace of a weak solution (as defined in Definition
2.3.1) of (2.3.5)1 in a weak sense. Following [9] we introduce some notations which will
be used to define the trace of a weak solution of (2.3.5)1.
Let m denote the boundary Lebesgue measure on Γ. Now for any T > 0, associated to
the vector field v, we introduce the measure
dµv = (v · n)dmdt on ΣT
and denote by dµ+v (respectively dµ−v ) its positive (resp. negative) part in such a way
that |dµv| = dµ+v + dµ−v . The support of dµ+v (resp. dµ−v ) is the outflow (resp. inflow)
part of ΣT corresponding to the vector field v.
The following two theorems, Theorem 2.3.2 and Theorem 2.3.3, are stated in [9] for a
weaker assumption on the velocity field v.Here we state the results with v ∈ L2(0, T ;V 2(Ω))
for the particular equation (2.3.5).
Theorem 2.3.2. [9, Theorem VI.1.3] Let T > 0, v ∈ L2(0, T ;V 2(Ω)) and σ ∈ L∞(QT )
be a weak solution of (2.3.5)1 in the sense of the Definition 2.3.1. Then the following
hold:
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(i) The function σ lies in C0([0, T ], Lp(Ω)) for all 1 6 p < +∞.
(ii) There exists a unique function γσ ∈ L∞(ΣT , |dµv|) such that for any test function
φ ∈ C0,1(Q¯T ) and for any [t0, t1] ⊂ [0, T ] we have
t1∫
t0
∫
Ω
σ
(
∂φ
∂t
+ v · ∇φ+ βφ
)
dxdt−
t1∫
t0
∫
Γ
γσφdµv
+
∫
Ω
σ(t0)φ(t0)dx−
∫
Ω
σ(t1)φ(t1)dx = 0.
(2.3.6)
(iii) The renormalization property: For any function ξ : R → R of class C1, for any
φ ∈ C0,1(Q¯T ) and for any [t0, t1] ⊂ [0, T ] we have
t1∫
t0
∫
Ω
ξ(σ)
(
∂φ
∂t
+ v · ∇φ
)
dxdt+
t1∫
t0
∫
Ω
βσξ′(σ)φ−
t1∫
t0
∫
Γ
ξ(γσ)φdµv
+
∫
Ω
ξ(σ(t0))φ(t0)dx−
∫
Ω
ξ(σ(t1))φ(t1)dx = 0. (2.3.7)
The following theorem states some results on the well posedness of the weak solution
σ of the Cauchy-Dirichlet transport problem (2.3.5).
Theorem 2.3.3. [9, Theorem VI.1.6] Let T > 0, σ0 ∈ L∞(Ω) and v ∈ L2(0, T ;V 2(Ω)).
Then there exists a unique function σ ∈ L∞(QT ) such that
(i) The function σ is a weak solution of the problem (2.3.5)1 in QT in the sense of
Definition 2.3.1.
(ii) The trace γσ of σ satisfies the inflow boundary condition, γσ = 0, dµ−v almost
everywhere on Σin,v,T and σ satisfies the initial condition σ(x, 0) = σ0 in Ω.
In the following, we call this function σ satisfying (i) and (ii), the solution of (2.3.5).
(iii) Moreover for 0 < t < T, the solution σ of (2.3.5) satisfies
‖σ(·, t)‖L∞(Ω) 6 ‖σ0‖L∞(Ω)eβt. (2.3.8)
Let us also recall, for later purpose, the following stability result for the transport
equation with respect to its velocity field:
Lemma 2.3.4. [9, Theorem VI.1.9] Let T > 0. Suppose that σ0 ∈ L∞(Ω) and let {vm}m
be a sequence of functions in L2(0, T ;V 2(Ω)) such that there exists v ∈ L2(0, T ;V 2(Ω))
such that
vm −−−−→
m→∞ v in L
1(QT ), and vm · n −−−−→
m→∞ v.n in L
1(ΣT ).
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Now suppose that σm ∈ L∞(QT ) is the unique weak solution (in sense of Definition
2.3.1.) of the following initial and boundary value problem
∂σm
∂t
+ (vm · ∇)σm − βσm = 0 in QT ,
σm(x, t) = 0 on Σin,vm,T ,
σm(x, 0) = σ0 in Ω.
(2.3.9)
If we denote by σ the unique solution to the transport problem (2.3.5) in QT , then we
have
σm −−−−→
m→∞ σ in C
0([0, T ], Lp(Ω)), for any 1 6 p < +∞. (2.3.10)
Now we state the main theorem of this section:
Theorem 2.3.5. Let A1 ∈ (0, 12) and T1 > TA1 = dA1(1−A1) . There exists a constant
K3 > 0 such that if y ∈ V 2,1(Q∞) satisfies
‖y‖V 2,1(Q∞) < K3, (2.3.11)
(2.3.3) holds, σ0 ∈ L∞(Ω) and satisfies the condition (2.1.6), the solution σ of equation
(2.3.4) satisfies the following
(i) ∀t < T1, σ(·, t) satisfies the estimate (2.3.8),
(ii) ∀t > T1, ‖σ(·, t)‖L∞(Ω) = 0. (2.3.12)
Proof of Theorem 2.3.5. Item (i) of (2.3.12) is automatically satisfied as a consequence
of item (iii), Theorem 2.3.3.
We thus focus on the proof of item (ii) of Theorem 2.3.5. Let T1 > TA1 = dA1(1−A1)
be fixed. Our approach will be based on the flow X corresponding to the vector field
vs + e−βty. In order to introduce it in a more convenient manner, we first extend the
domain into R2. Observe that the definition of vs can be naturally extended to R2 into
a Lipschitz function by setting vs(x1, x2) = vs(x2) if x2 ∈ (0, 1) and 0 if x2 ∈ R \ (0, 1).
We denote this extension by vs itself. For the following analysis we use the functional
space
H2,1(R2 × (0,∞)) = L2(0,∞;H2(R2) ∩H1(0,∞;L2(R2))
(this is consistent with the notations defined in Section 2.1.2). Now we introduce an
extension operator E from Ω to R2.
E : L2(Ω) −→ L2(R2)
such that:
• for every y ∈ L2(Ω), Ey |Ω= y,
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• the restriction of E to H2(Ω) defines a linear operator from H2(Ω) to H2(R2),
• the restriction of E to H2(Ω) ∩W 1,∞(Ω) defines a linear operator from H2(Ω) ∩
W 1,∞(Ω) to H2(R2) ∩W 1,∞(R2),
The existence of such an extension operator is a direct consequence of [33, Theorem 2.2].
We now introduce the flow X(x, t, s) defined for x ∈ R2 and (t, s) ∈ [0,∞)2, by the
following differential equation:
∂X(x, t, s)
∂t
= (vs + e−βtEy)(X(x, t, s), t),
X(x, t, s) | t=s = x ∈ R2.
(2.3.13)
The integral formulation of (2.3.13) can be written as follows
∀(x, t, s) ∈ R2 × [0,∞)2, X(x, t, s) = x+
t∫
s
(vs + e−βtEy)(X(x, θ, s), θ)dθ. (2.3.14)
As the vector field
(vs + e−βtEy) ∈ L2(0,∞;W 1,∞(R2)) +H2,1(R2 × (0,∞)),
due to the Osgood condition (see [48] and [4, Theorem 3.7]) we know that equation
(2.3.14) has a unique continuous solution. Similarly, we introduce the flow X0 corre-
sponding to the vector field vs as the solution of the following differential equation:
∂X0(x, t, s)
∂t
= vs(X0(x, t, s), t),
X0(x, t, s) | t=s = x ∈ R2.
(2.3.15)
As vs is Lipschitz, the flow, which can also be seen as the solution of
X0(x, t, s) = x+
t∫
s
vs(X0(x, θ, s), θ)dθ, (x, t, s) ∈ R2 × (0,∞)2, (2.3.16)
is well defined in classical sense.
Lemma 2.3.6. Let T > 0. There exists a constant K4 = K4(T ) > 0 such that for all
y ∈ V 2,1(Q∞), (t, s) ∈ [0, T ]2 and x ∈ R2, the solutions of (2.3.13) and (2.3.15) satisfy
the following
| X(x, t, s)−X0(x, t, s) |< K4(T )‖y‖V 2,1(Q∞). (2.3.17)
Proof. The proof of Lemma 2.3.6 can be performed by using arguments which are very
standard in the literature. For the convenience of the reader we include the proof.
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1. As H2(R2) is embedded in L∞(R2), using Ho¨lder’s inequality we can at once obtain
the following estimate for all (t, s) ∈ [0, T ]2 and x ∈ R2,∣∣∣∣∣∣
t∫
s
e−βθEy(X(x, θ, s), θ)dθ
∣∣∣∣∣∣ 6 K‖Ey‖H2,1(R2×(0,∞)),
for some constant K > 0.
2. Subtracting (2.3.14) from (2.3.16), we get, for all (t, s) ∈ [0,∞)2 and x ∈ R2,
|X(x, t, s)−X0(x, t, s)|
6
∣∣∣∣∣∣
t∫
s
|vs(X(x, θ, s), θ)− vs(X0(x, θ, s), θ)|dθ
∣∣∣∣∣∣+
∣∣∣∣∣∣
t∫
s
e−βθ|Ey(X(x, θ, s), θ)|dθ
∣∣∣∣∣∣
6 ‖∇vs(.)‖L∞(Ω)
∣∣∣∣∣∣
t∫
s
|X(x, θ, s)−X0(x, θ, s)|dθ
∣∣∣∣∣∣+K‖Ey‖H2,1(R2×(0,∞)).
Since E is a bounded operator from L2(Ω) to L2(R2) and from H2(Ω) to H2(R2), there
exists a constant K > 0 such that
|X(x, t, s)−X0(x, t, s)| 6 ‖∇vs(.)‖L∞(Ω)
∣∣∣∣∣ t∫s |X(x, θ, s)−X0(x, θ, s)|dθ
∣∣∣∣∣
+K‖y‖V 2,1(Q∞).
(2.3.18)
Now we can use Gro¨nwall’s inequality to obtain (2.3.17).
Recall that the solution of (2.3.1) vanishes after some finite time TA1 = dA1(1−A1) . At
the same time Lemma 2.3.6 suggests that for any finite time T > 0, the flow X0(x, t, s)
stays uniformly close to X(x, t, s) in R2 × (0, T ) provided ‖y‖V 2,1(Q∞) is small enough.
In view of these observations, in the following we design a Lyapunov functional corre-
sponding to a localized energy, to prove that σ vanishes after the time T1 > TA1 when
‖y‖V 2,1(Q∞) is small enough, which will prove Theorem 2.3.5.
Let ε be a fixed positive constant in (0, A1) such that
T1 =
d+ ε
(A1 − ε)(1−A1 + ε) . (2.3.19)
Our primary goal is to prove that, for a velocity field y satisfying (2.3.3) and such that
‖y‖V 2,1(QT1 ) is small enough and an initial condition σ0 ∈ L∞(Ω) satisfying (2.1.6), the
solution σ of (2.3.4) satisfies
σ(x, T1) = 0 for all x ∈ Ω. (2.3.20)
In fact, the condition (2.3.3) does not play any role. We shall thus prove a slightly
more general result: there exists K3 > 0, such that for any velocity field y such that
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‖y‖V 2,1(QT1 ) 6 K3 and any initial condition σ0 ∈ L∞(Ω) satisfying (2.1.6), the solution
σ of 
∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Σin,y,∞,
σ(x, 0) = σ0 in Ω,
(2.3.21)
where
Σin,y,∞ = {(x, t) ∈ Γ× (0, T ) | (vs(x) + y(x, t)e−βt) · n(x) < 0},
satisfies (2.3.20).
We will achieve this goal using two steps. In the first one, we shall consider smooth
(∈ V 2,1(QT1) ∩ L2(0, T1;W 1,∞(Ω))) vector field y. In the second one, we will explain
how the same result can be obtained for all vector fields y ∈ V 2,1(QT1).
Case y ∈ V 2,1(QT1) ∩ L2(0, T1;W 1,∞(Ω)). Here we assume that
y ∈ V 2,1(QT1) ∩ L2(0, T1;W 1,∞(Ω)). (2.3.22)
With ε > 0 given by (2.3.19), we then define a function ϑ ∈ C∞(R2) and ϑ(x1, x2) ∈ [0, 1]
such that
ϑ(x1, x2) =
{
0 if (x1, x2) ∈ [0, d]× [A1, 1−A1],
1 if (x1, x2) ∈ R2 \ [− ε2 , d+ ε2 ]× [A1 − ε2 , 1−A1 + ε2 ].
(2.3.23)
We consider the following auxiliary transport problem
∂Ψ
∂t
+ ((vs + e−βtEy) · ∇)Ψ = 0 in R2 × (0, T1),
Ψ(·, 0) = ϑ in R2.
(2.3.24)
Since vs+e−βtEy belongs to L2(0, T1;W 1,∞(R2)) the system (2.3.24) can be solved using
the characteristics formula to obtain
Ψ(x, t) = ϑ(X(x, 0, t)) for all (x, t) ∈ R2 × [0, T1], (2.3.25)
where the flow X(·, ·, ·), defined by (2.3.13), is globally Lipschitz in R2×[0, T1]. It follows
that Ψ is also globally Lipschitz in R2×[0, T1]. Besides, this formula immediately provides
the non-negativity of Ψ in R2 × [0, T1]. We now introduce the following quantity:
Eloc(t) =
1
2
∫
Ω
Ψ(x, t)|σ(x, t)|2dx for all t ∈ [0, T1]. (2.3.26)
The idea is that this quantity will measure the L2 norm of σ(·, t) localized in the support
of Ψ(·, t).
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In order to evaluate how the quantity Eloc evolves, we use the renormalization property
(2.3.7) with ξ(s) = s2 and we compute the time derivative of Eloc (in D′(0, T )):
d
dt
Eloc(t) =
1
2
∫
Ω
(∂Ψ
∂t
+ (vs + e−βtEy) · ∇Ψ)|σ|2dx+ β
∫
Ω
Ψ|σ|2dx
−12
∫
Γ
Ψ|γσ|2((vs + e−βtEy) · n)dm
6 β
∫
Ω
Ψ|σ|2dx = 2βEloc(t).
(2.3.27)
In the above calculation we have used that Ψ solves the equation (2.3.24)1, γσ (the trace
of σ, see Theorem 2.3.2, item (ii)) vanishes on Σin,y,T1 , and that Ψ stays non-negative
in (0, T1)× R2. Now using Gro¨nwall’s inequality in (2.3.27), we get
1
2
∫
Ω
Ψ(x, T1)|σ(x, T1)|2dx = Eloc(T1) 6 e2βT1Eloc(0) = 0, (2.3.28)
where the last identity comes from the fact that σ0 ∈ L∞(Ω) satisfies the condition
(2.1.6) and the choice of Ψ in (2.3.23), (2.3.24).
We now prove that
∀x ∈ Ω, Ψ(x, T1) = 1. (2.3.29)
In order to prove (2.3.29), we will rely on the formula (2.3.25), and Lemma 2.3.6. Indeed,
for x = (x1, x2) ∈ Ω, we have
X0(x, 0, T1) =
(
x1 − T1(x2(1− x2))
x2
)
.
Therefore, if x = (x1, x2) ∈ Ω satisfies x2 ∈ (A1− ε, 1−A1 + ε), as one has x2(1− x2) >
(A1 − ε)(1 − A1 + ε), (X0(x, 0, T1))1 6 d − T1(A1 − ε)(1 − A1 + ε) 6 −ε. Similarly, if
x2 ∈ [0, 1]\(A1−ε, 1−A1 +ε), (X0(x, 0, T1))2 ∈ [0, 1]\(A1−ε, 1−A1 +ε). In particular,
one obtains that for all x = (x1, x2) ∈ Ω
X0(x, 0, T1) ∈ R2 \ (−ε, d+ ε)× (A1 − ε, 1−A1 + ε). (2.3.30)
Now set K3 = K3(T1) =
ε
2K4(T1)
> 0, where K4(T1) is the constant appearing in
Lemma 2.3.6, and assume that
‖y‖V 2,1(QT1 ) < K3. (2.3.31)
The inequality (2.3.17), (2.3.30) and the assumption (2.3.31) furnish that for all x ∈ Ω,
X(x, 0, T1) ∈ R2 \ [−ε2 , d+
ε
2]× [A1 −
ε
2 , 1−A1 +
ε
2]. (2.3.32)
Now using the representation (2.3.25) of Ψ, we immediately deduce (2.3.29). The esti-
mate (2.3.28) then yields that σ vanishes at time T1 in the whole set Ω, i.e. the identity
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(2.3.20).
The general case y ∈ V 2,1(QT1). We now discuss the case in which y does not satisfy
the regularity (2.3.22) and y only belongs to V 2,1(Q∞) as stated in Theorem 2.3.5. In
order to deal with this case, we use the density of V 2,1(QT1) ∩ L2(0, T1;W 1,∞(Ω)) in
V 2,1(QT1). In particular, if y belongs to V 2,1(Q∞) and satisfies (2.3.31), we can find a
sequence yn of functions of V 2,1(QT1) ∩ L2(0, T1;W 1,∞(Ω)) such that yn strongly con-
verges to y in V 2,1(QT ) and for all n, ‖yn‖V 2,1(QT1 ) < K3. Using then the previous
arguments, we can show that for all n, σn(x, T1) = 0 for all x ∈ Ω, where σn denotes
the solution of (2.3.9) on the time interval (0, T1). The strong convergence of (yn) to y
in V 2,1(QT1), hence of yn to y in L1(QT1) and of yn · n to y · n in L1(ΣT1), and Lemma
2.3.4 then imply (2.3.20).
End of the proof of Theorem 2.3.5. We shall then show that, when y ∈ V 2,1(Q∞)
satisfies the condition (2.3.31), the solution σ of (2.3.4) stays zero for times larger than
T1. This is obvious, as one can replace (2.3.4)3 by σ(x, T1) = 0 on Ω and solve the Cauchy
problem (2.3.4) in the time interval [T1,∞) to obtain that σ is the trivial solution
σ(x, s) = 0 for all (x, s) ∈ Ω× [T1,∞).
This concludes the proof of Theorem 2.3.5.
Remark 2.3.7. In the above proof, we have handled separately the case y ∈ V 2,1(QT1)∩
L2(0, T1;W 1,∞(Ω)) from the case of a general vector field y ∈ V 2,1(QT1), because the
solution Ψ of (2.3.24) for a vector field y ∈ V 2,1(QT1) has a priori only Ho¨lder regularity
(see in particular [4, Theorem 3.7]), and thus cannot be used directly as a test function
in the weak formulation (2.3.7) to obtain (2.3.27).
Remark 2.3.8. In general to prove the stabilizability of a non-linear problem it is usual
to first study the stabilizability of the corresponding linear problem and then consider the
non-linear term as a source term to obtain analogous stabilizability result corresponding
to the complete non-linear system. But the reader may notice that contrary to the usual
method we did not consider the non-linear term (y ·∇)σ (nonlinear in (σ, y) but linear in
σ) as a source term while dealing with the system (2.3.4). This is because the transport
equation has no regularizing effect on its solution, hence it is not possible to consider the
non-linear term in (2.3.4) as a source term and to recover the solution in L∞(Q∞).
79
2.4 Stabilization of the two dimensional Navier-Stokes equa-
tions.
Proof of Theorem 2.1.2. We will prove Theorem 2.1.2 using the Schauder fixed point
theorem. We now discuss the strategy of the proof.
(i) First we define an appropriate fixed point map. This will be done in Section 2.4.1.
(ii) Then we fix a suitable ball which is stable by the map defined in step (i). This is
done in the Section 2.4.2.
(iii) In Section 2.4.3 we show that the ball defined in step (ii), is compact in some
appropriate topology. We then prove that the fixed point map from step (i) in that
topology is continuous.
(iv) At the end we draw the final conclusion to prove Theorem 2.1.2.
2.4.1 Definition of a fixed point map
Let us recall the fully non linear system (including the boundary controls) under con-
sideration:
∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on Γin × (0,∞),
σ(x, 0) = σ0 in Ω,
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = F(y, σ) in Q∞,
div(y) = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
w
′
c + γwc −K(Py,wc) = 0 in (0,∞),
wc(0) = 0 in Ω,
(2.4.1)
where
F(y, σ) = −e−βtσ∂y
∂t
−e−βt(y·∇)y−e−βtσ(vs·∇)y−e−βtσ(y·∇)vs−e−2βtσ(y·∇)y+βe−βtσy,
and wc = (w1, ..., wNc). To prove the existence of a solution of the system (2.4.1) we are
going to define a suitable fixed point map.
Now assume that σ0 ∈ L∞(Ω) and satisfies (2.1.6). Recall the definition of gj ’s from
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(2.2.32). Let us suppose that ŷ ∈ V 2,1(Q∞) satisfies (2.3.11) and on the boundary it is
given in the following form
ŷ |Σ∞=
Nc∑
j=1
ŵj(t)gj(x), (2.4.2)
where ŵc = (ŵ1, ..., ŵNc) ∈ H1(0,∞;RNc). In addition the coefficients ŵc are assumed
to be such that ŷ satisfies the following boundary condition
‖ŷ |Σ∞ ‖L∞(Σ∞) 6
L(1− L)
2 , (2.4.3)
where the constant L was fixed in (2.1.5). We further assume that y0 ∈ V 10 (Ω).
We consider the following set of equations
∂σ̂
∂t
+ ((vs + e−βtŷ) · ∇)σ̂ − βσ̂ = 0 in Q∞,
σ̂(x, t) = 0 on Γin × (0,∞),
σ̂(x, 0) = σ0 in Ω,
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = F(ŷ, σ̂) in Q∞,
div(y) = 0 in Q∞,
y = 0 on (Γ0 ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γin × (0,∞),
y(x, 0) = y0 in Ω,
w
′
c + γwc −K(Py,wc) = 0 in (0,∞),
wc(0) = 0 in Ω,
(2.4.4)
where
F(ŷ, σ̂) = −e−βtσ̂ ∂ŷ
∂t
−e−βt(ŷ·∇)ŷ−e−βtσ̂(vs·∇)ŷ−e−βtσ̂(ŷ·∇)vs−e−2βtσ̂(ŷ·∇)ŷ+βe−βtσ̂ŷ
and wc = (w1, ..., wNc). Since (2.4.2) and (2.4.3) hold, one can verify that ŷ satisfies
(2.3.3). Hence we can solve (2.4.4)1-(2.4.4)3 for σ̂ in L∞(Q∞) (see Section 2.3). Now
using this σ̂ and ŷ one can solve (2.4.4)4-(2.4.4)10 (see Section 2.2) for (y, wc) provided
F(ŷ, σ̂) ∈ L2(Q∞). This is indeed the case since we have ŷ ∈ V 2,1(Q∞) and σ̂ ∈ L∞(Q∞)
and the detailed estimates are done in Lemma 2.4.1.
At this point we fix T1 > TA1 = dA1(1−A1) in Theorem 2.3.5. We also fix the constant K3
appearing in Theorem 2.3.5. Let 0 < µ < K3. We define a convex set Dµ as follows
Dµ =

(
ŷ
ŵc
)
∈ V 2,1(Q∞)×H1(0,∞;RNc) |
‖(ŷ, ŵc)‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 µ,
and ŷ |Σ∞ is of the form (2.4.2) and satisfies the condition (2.4.3)

. (2.4.5)
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Notice that (0, 0) belongs to Dµ, hence Dµ is non-empty.
Let (σ̂, y, wc) ∈ L∞(Q∞)× V 2,1(Q∞)×H1(0,∞;RNc) be the solution of system (2.4.4)
corresponding to (ŷ, ŵc) ∈ Dµ. We consider the following map
χ : Dµ −→ V 2,1(Q∞)×H1(0,∞;RNc)
(ŷ, ŵc) 7→ (y, wc). (2.4.6)
In the sequel we will choose the constant µ ∈ (0,K3), small enough such that χ maps
Dµ into itself.
We will then look for a fixed point of the map χ. Indeed if (yf , wf,c) is a fixed point of
the map χ, by construction, there exists a function σf such that the triplet (σf , yf , wf,c)
solves (2.4.1). Hence in order to prove Theorem 2.1.2 it is enough to show that the map
χ has a fixed point in Dµ.
2.4.2 χ maps Dµ into itself
In this section we will choose a suitable constant µ such that χ maps Dµ into itself,
provided the initial data are small enough.
Now given (ŷ, ŵc) ∈ Dµ, we can use (2.3.12) in order to show that σ̂, the solution of
(2.4.4)1-(2.4.4)3 satisfies the following
‖σ̂‖L∞(Q∞) 6 eβT1‖σ0‖L∞(Ω). (2.4.7)
Lemma 2.4.1. If (ŷ, ŵc) belongs to Dµ (defined in (2.4.5)) and σ̂ is the solution of the
problem (2.4.4)1-(2.4.4)3 then F(ŷ, σ̂) ∈ L2(Q∞). Besides there exist constants K5 > 0,
K6 > 0 such that for all (ŷ, ŵc) ∈ Dµ and for all (σ0, y0) with σ0 satisfying (2.1.6) and
eβT1‖σ0‖L∞(Ω) < 1, the following estimate is true:
‖F(ŷ, σ̂)‖L2(Q∞) 6 K5eβT1‖σ0‖L∞(Ω) +K6‖ŷ‖2V 2,1(Q∞). (2.4.8)
Proof. First use (2.4.7) to show
‖σ̂ ∂ŷ
∂t
‖L2(Q∞) 6 eβT1‖σ0‖L∞(Ω)‖ŷ‖V 2,1(Q∞). (2.4.9)
Recall that vs ∈ C∞(Ω¯). Hence we again apply (2.4.7) to get
‖σ̂(vs · ∇)ŷ‖L2(Q∞) 6 eβT1‖σ0‖L∞(Ω)‖vs‖W 1,∞(Ω)‖ŷ‖V 2,1(Q∞). (2.4.10)
and
‖σ̂(ŷ · ∇)vs‖L2(Q∞) 6 eβT1‖σ0‖L∞(Ω)‖vs‖W 1,∞(Ω)‖ŷ‖V 2,1(Q∞). (2.4.11)
Now we estimate (ŷ ·∇)ŷ in L2(Q∞). We know that V 2,1(Q∞) is continuously embedded
in the space L∞(0,∞;H1(Ω)). Hence ŷ ∈ L∞(0,∞;H1(Ω)), ∇ŷ ∈ L2(0,∞;H1(Ω)) and
the following holds
‖(ŷ · ∇)ŷ‖L2(Q∞) 6 K‖ŷ‖L∞(0,∞;H1(Ω))‖∇ŷ‖L2(0,∞;H1(Ω)) 6 K‖ŷ‖2V 2,1(Q∞). (2.4.12)
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Similarly
‖σ̂(ŷ · ∇)ŷ‖L2(Q∞) 6 KeβT1‖σ0‖L∞(Ω)‖ŷ‖2V 2,1(Q∞) (2.4.13)
and
‖βσ̂ŷ‖L2(Q∞) 6 |β|eβT1‖σ0‖L∞(Ω)‖ŷ‖V 2,1(Q∞). (2.4.14)
Now observe that
eβT1‖σ0‖L∞(Ω)‖ŷ‖V 2,1(Q∞) 6 12(eβT1‖σ0‖L∞(Ω) + ‖ŷ‖2V 2,1(Q∞)). (2.4.15)
Hence we use estimates (2.4.10)-(2.4.14) and (2.4.15) to prove Lemma 2.4.1 and the
estimate (2.4.8).
Lemma 2.4.2. There exist constants K7 > max{1,K5,K6} > 0, K8 > max{K5,K6} >
0 such that for all (ŷ, ŵc) ∈ Dµ (defined in (2.4.5)), for all (σ0, y0) with σ0 satisfy-
ing (2.1.6), eβT1‖σ0‖L∞(Ω) < 1, and for σ̂ uniquely solving (2.4.4)1-(2.4.4)3, (y, wc) =
χ(ŷ, ŵc), solving (2.4.4)4-(2.4.4)10 is well defined and satisfies the following inequality
‖(y, wc)‖V 2,1(Q∞)×H1(0,∞;RNc )
6 K7max {eβT1‖σ0‖L∞(Ω), ‖y0‖V 10 (Ω)}+K8‖ŷ‖
2
V 2,1(Q∞).
(2.4.16)
Proof. Corollary 2.2.16 shows that (y, wc) satisfy the following estimate
‖(y, wc)‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 K1(‖y0‖V 10 (Ω) + ‖F(ŷ, σ̂)‖L2(Q∞)). (2.4.17)
Now using (2.4.8) in (2.4.17), we get the desired result.
From now on we will consider the initial data σ0 ∈ L∞(Ω) and y0 ∈ V 10 (Ω) such that
they satisfy
σ0 satisfies (2.1.6),
max {eβT1‖σ0‖L∞(Ω), ‖y0‖V 10 (Ω)} < min
{
L(1− L)
8K2K7
,
K3
2K7
,
1
4K7K8
, 1
}
,
(2.4.18)
where K2, K7 and K8 are the constants appearing respectively in (2.2.59) and (2.4.16).
Lemma 2.4.3. For all (σ0, y0) satisfying (2.4.18), setting
µ = 2K7max {eβT1‖σ0‖L∞(Ω), ‖y0‖V 10 (Ω)}, (2.4.19)
where K7 is the constant in (2.4.16), the map χ (defined in (2.4.6)) maps Dµ (defined
in (2.4.5)) into itself.
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Proof. In view of (2.4.18)2 and (2.4.19), one observes in particular that
0 < µ < min
{
L(1− L)
4K2
,K3,
1
2K8
}
. (2.4.20)
Now we will verify that with the choice (2.4.19) of µ, the map χ maps Dµ into itself. Let
(ŷ, ŵc) ∈ Dµ, for all (σ0, y0) obeying (2.4.18) and for σ̂ uniquely solving (2.4.4)1-(2.4.4)3,
(y, wc) = χ(ŷ, ŵc), solves (2.4.4)4-(2.4.4)10. We claim that (y, wc) ∈ Dµ.
First of all in view of (2.4.16), (2.4.18)2, (2.4.19) and (2.4.20) we observe that
‖(y, wc)‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 K7max {eβT1‖σ0‖L∞(Ω), ‖y0‖V 10 (Ω)}+K8µ
2 6 µ.
Since (y, wc) = χ(ŷ, ŵc) solves (2.4.4)4-(2.4.4)10, the function y on the boundary is given
by
Nc∑
j=1
wj(t)gj(x). This verifies (2.4.2).
Finally
‖y0‖V 10 (Ω) + ‖F(ŷ, σ̂)‖L2(Q∞)
6 (1 +K5)max {eβT1‖σ0‖L∞(Ω), ‖y0‖V 10 (Ω)}+K6µ
2
6 38
L(1− L)
K2
6 L(1− L)2K2 ,
(2.4.21)
where in (2.4.21)1 we have used (2.4.18)2, (2.4.8) and in (2.4.21)2 we have used (2.4.18)2,
(2.4.20) and the fact that K7 > max{1,K5,K6} > 0, K8 > max{K5,K6} > 0 (which
follows from the statement of Lemma 2.4.2). Now using Corollary 2.2.17 one verifies
(2.4.3) for y |Σ∞ .
Hence we have verified that (y, wc) ∈ Dµ and the proof of Lemma 2.4.3 is finished.
At this point we fix µ as in Lemma 2.4.3.
2.4.3 Compactness and continuity
To start with, let us define the weighted space
L2(0,∞, (1 + t)−1dt;L2(Ω)× RNc)
=
z =
(
z(x, t)
wc(t)
)
∈ L2(Q∞)× L2((0,∞);RNc)
∣∣∣∣∣∣
∞∫
0
(1 + t)−2‖z‖2L2(Ω)×RNcdt <∞
 .
We endow the set Dµ, defined in (2.4.5), with the norm induced from L2(0,∞, (1 +
t)−1dt;L2(Ω)× RNc).
Lemma 2.4.4. The set Dµ is compact in L2(0,∞, (1 + t)−1dt;L2(Ω)× RNc).
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Proof. We divide the proof in two steps.
Step 1. We claim that Dµ is closed in the space L2(0,∞, (1 + t)−1dt;L2(Ω) × RNc).
Consider a sequence {yn}n (where yn = (yn, wn,c)) in Dµ such that {yn}n converges to
some y (where y = (y, wc)) in the space L2(0,∞, (1 + t)−1dt;L2(Ω)×RNc). We will check
that y ∈ Dµ. Since for all n, yn ∈ Dµ, the definition of Dµ (see (2.4.5)) yields
‖yn‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 µ. (2.4.22)
Using the lower semi-continuity of the norms one obtains
‖y‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 µ. (2.4.23)
Now we will verify that
y |Σ∞=
Nc∑
j=1
wj(t)gj(x) for all (x, t) ∈ Σ∞, (2.4.24)
where wc = (w1, ..., wNc). From (2.4.22) one has the following weak convergence
yn ⇀ y in L2(0,∞;H2(Ω)), and wn,c ⇀ wc in H1(0,∞;RNc).
As the trace operator is linear and bounded from H2(Ω) onto H3/2(Γ), yn |Σ∞ converges
weakly to y |Σ∞ in L2(0,∞;H3/2(Γ)). On the other hand as yn ∈ Dµ, for each n
yn |Σ∞=
Nc∑
j=1
wn,j(t)gj(x),
where wn,c = (wn,1, ..., wn,Nc). Now since wn,c converges weakly to wc in H1(0,∞;RNc)
we have the following convergence in the sense of distribution
yn |Σ∞−−−→n→∞
Nc∑
j=1
wj(t)gj(x) in D′(Σ∞).
Since the distributional limit and the weak limit (in the space L2(0,∞;H3/2(Γ))) of
yn |Σ∞ coincides, one at once obtains the expression (2.4.24) of y |Σ∞ . Also using the
continuous embedding H1(0,∞) ↪→ L∞(0,∞) one observes that
yn |Σ∞ ∗⇀ y |Σ∞ in L∞(Σ∞).
Hence one has the following by lower semi continuity of norm with respect to the above
weak type convergence
‖y |Σ∞ ‖L∞(Σ∞) 6
L(1− L)
2 .
Hence y |Σ∞ satisfies (2.4.3). This finishes the proof of y¯ ∈ Dµ.
Step 2. Now to prove Lemma 2.4.4, it is enough to show that V 2,1(Q∞)×H1(0,∞;RNc)
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is compactly embedded in L2(0,∞, (1 + t)−1dt, L2(Ω)× RNc). Let {zn}n be a sequence
in V 2,1(Q∞)×H1(0,∞;RNc) such that
‖zn‖V 2,1(Q∞)×H1((0,∞);RNc ) 6 1.
This implies that for any T > 0
∞∫
T
(1 + t)−2‖zn‖2L2(Ω)×RNcdt 6
1
(1 + T )2 , (2.4.25)
for all n ∈ N. Let  > 0. Choose T > 0 such that
1
(1 + T)2
6 .
So using (2.4.25) we have
‖zn − zm‖2L2(T,∞,(1+t)−1dt;L2(Ω)×RNc ) 6 4, (2.4.26)
for all m,n ∈ N.
We know from Rellich’s compactness theorem and Aubin-Lions lemma ([2]) that the
embedding of V 2,1(QT)×H1(0, T;RNc) into L2(0, T, L2(Ω)×RNc) is compact. Hence
up to a subsequence (denoted by the same notation) {zn}n is Cauchy in L2(0, T, L2(Ω)×
RNc).
So it follows that there exists N0 ∈ N such that for all natural numbers m,n > N0,
‖zn − zm‖2L2(0,T,(1+t)−1dt,L2(Ω)×RNc ) 6 . (2.4.27)
Now combining (2.4.26), (2.4.27) and a diagonal extraction argument, we can construct a
subsequence {zn}n which is a Cauchy sequence in the Banach space L2(0,∞, (1 + t)−1dt;
L2(Ω)× RNc).
The proof is complete.
Lemma 2.4.5. If a sequence {zn} in Dµ converges weakly to some z in V 2,1(Q∞) ×
H1(0,∞;RNc) then up to a subsequence
e−βtzn −−−→
n→∞ e
−βtz strongly in L2(0,∞;L2(Ω)× RNc). (2.4.28)
Proof. The proof follows from the arguments used in proving Lemma 2.4.4 and is left to
the reader.
Lemma 2.4.6. The map χ is continuous in Dµ, endowed with the norm
L2(0,∞, (1 + t)−1dt;L2(Ω)).
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Proof. Let {ŷn}n
(
where ŷn = (ŷn, ŵn,c)
)
be a sequence in Dµ and assume that this se-
quence {ŷn}n strongly converges to ŷ
(
where ŷ = (ŷ, ŵc)
)
in the norm L2(0,∞, (1 + t)−1dt;
L2(Ω)× RNc).
As for all n ∈ N, ‖ŷn‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 µ, up to a subsequence we have the follow-
ing weak convergence
{ŷn}n ⇀ ŷ in V 2,1(Q∞)×H1(0,∞;RNc) as n→∞. (2.4.29)
Now corresponding to the vector field ŷn, let us denote by σ̂n the solutions to (2.4.4)1-
(2.4.4)3. Similarly σ̂ is the solution to (2.4.4)1-(2.4.4)3 which corresponds to the vector
field ŷ. As ŷn converges strongly to ŷ in the norm L2(0,∞, (1 + t)−1dt, L2(Ω)), for any
T > 0, ŷn converges to ŷ in particular in the norm L1(QT ). Besides, the strong L1(ΣT )
convergence of ŷn · ~n towards ŷ · ~n is obvious in view of the identities (2.4.2) and the
strong convergence of ŵn to ŵ in L1(0, T ), which immediately follows from the weak
convergence of ŵn to ŵ in H1(0,∞). Hence from Lemma 2.3.4, we obtain that σ̂n
strongly converges to σ̂ in C0([0, T ], Lq(Ω)) for all 1 6 q < +∞. Due to the suitable
choice of µ in Lemma 2.4.3, we can conclude from Theorem 2.3.5 (in particular from
(2.3.12)) that each of σ̂n and σ̂ vanishes for t > T1. So
σ̂n −−−→
n→∞ σ̂ strongly in L
∞(0,∞;Lq(Ω)) ∀ 1 6 q < +∞,
∀n ∈ N, σ̂n(t) = σ̂(t) = 0 for all t > T1.
(2.4.30)
Also from (2.4.7) and (2.4.18) we know that the L∞(Q∞) norm of the sequence σ̂n is
uniformly bounded.
We will now check that F(ŷn, σ̂n) converges weakly in L2(Q∞) to F(ŷ, σ̂). As (ŷn, ŵn,c) ∈
Dµ, from the estimate (2.4.8) we obtain a uniform bound for ‖F(ŷn, σ̂n)‖L2(Q∞). So
there exists a subsequence of F(ŷn, σ̂n) which weakly converges in L2(0,∞;L2(Ω)). This
is therefore enough to show that the sequence F(ŷn, σ̂n) converges to F(ŷ, σ̂) weakly in
D′(Q∞) (i.e. in the sense of distribution).
Let us first check the weak convergence of the term −e−βtσ̂n ∂ŷn∂t . From (2.4.30) we know
that σ̂n strongly converges to σ̂ in L2(Q∞) and each of σ̂n and σ̂ vanishes for all t > T1
(see (2.4.30)). Also from (2.4.29) we have that ∂ŷn∂t converges weakly to
∂ŷn
∂t in L2(Q∞).
Hence their product σ̂n ∂ŷn∂t converges weakly to σ̂
∂ŷ
∂t in L1(Q∞). So it is now easy to
verify that e−βtσ̂n ∂ŷn∂t converges to e−βtσ̂
∂ŷ
∂t weakly in L1(Q∞).
Now we consider e−2βt(ŷn · ∇)ŷn. As ŷn is bounded and weakly convergent to ŷ in
V 2,1(Q∞), using Lemma 2.4.5, we have
e−2βtŷn −−−→
n→∞ e
−2βtŷ strongly in L2(Q∞), (2.4.31)
and
∇ŷn ⇀ ∇ŷ in L2(Q∞) as n→∞. (2.4.32)
Therefore e−2βt(ŷn · ∇)ŷ converges to e−2βt(ŷ · ∇)ŷ weakly in L1(Q∞).
Since ŷn converges weakly to y in V 2,1(Q∞), one has the following
∇ŷn ⇀ ∇ŷ in L∞(0,∞;L2(Ω)) ∩ L2(0,∞;H1(Ω)) as n→∞.
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We use the interpolation result [9, Theorem II.5.5] to obtain the following in particular
∇ŷn ⇀ ∇ŷ in L3(0,∞;L3(Ω)) as n→∞. (2.4.33)
Using (2.4.30), (2.4.31) and (2.4.33) one has the following weak convergence
e−2βtσ̂n(ŷn · ∇)ŷn ⇀ e−2βtσ̂(ŷ · ∇)ŷ in L1(Q∞) as n→∞.
The convergences of the remaining terms e−βtσ̂n(vs·∇)ŷn, e−βtσ̂n(ŷn·∇)vs and βe−βtσ̂nŷn
can be analyzed similarly using the convergences (2.4.29) and (2.4.30)1. We thus con-
clude that F(ŷn, σ̂n) converges weakly to F(ŷ, σ̂) in the space D′(Q∞). Hence this is also
the L2(Q∞) weak limit.
From Corollary 2.2.16, we know that for the closed loop system (2.2.56), the map
L2(0,∞;L2(Ω))× V 10 (Ω) 7→ V 2,1(Q∞)×H1(0,∞;RNc)
(f, y0) 7→ y
is linear and bounded. Hence we obtain that yn = χ(ŷn) (yn = (yn, wn,c)) weakly
converges to y = χ(ŷ) (y = (y, wc)) in (Dµ, ‖.‖V 2,1(Q∞)×H1(0,∞;RNc )). Finally as Dµ is
compact in L2(0,∞; (1 + t)−1dt,
L2(Ω)×RNc) (see Lemma 2.4.4), yn strongly converges to y in L2(0,∞; (1 + t)−1dt, L2(Ω)×
RNc). The proof of Lemma 2.4.6 is complete.
2.4.4 Conclusion
Let µ is as in Lemma 2.4.3. Then
(i) For an initial datum (σ0, y0) satisfying (2.4.18), the map χ defined in (2.4.6) maps
Dµ defined in (2.4.5) into itself.
(ii) The non-empty convex setDµ is compact in the topology of L2(0,∞, (1 + t)−1dt;L2(Ω)×
RNc) (see Lemma 2.4.4).
(iii) The map χ is continuous onDµ, endowed with the norm L2(0,∞, (1 + t)−1dt;L2(Ω))
(Lemma 2.4.6).
One observes that all the assumptions of Schauder fixed point theorem are satisfied by
the map χ on Dµ, endowed with the norm L2(0,∞, (1 + t)−1dt;L2(Ω) × RNc). There-
fore, Schauder fixed point theorem yields a fixed point (yf , wf,c) of the map χ in Dµ.
Hence the trajectory (σf , yf , wf,c) solves the non linear problem (2.4.1). Moreover, as a
consequence of Theorem 2.3.5 the following holds
σf (., t) = 0 in Ω for t > T1. (2.4.34)
Using (2.4.19) in (2.4.16) and (2.4.20), one further obtains
‖(yf , wf,c)‖V 2,1(Q∞)×H1(0,∞;RNc ) 6 Cmax {eβT1‖σ0‖L∞(Ω), ‖y0‖V 10 (Ω)}, (2.4.35)
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for some positive constant C. Once again using Theorem 2.3.5, (2.4.35) furnish the
following continuous dependence on initial data
‖(σf , yf )‖L∞(Q∞)×V 2,1(Q∞) 6 C‖(σ0, y0)‖L∞(Ω)×V 10 (Ω), (2.4.36)
for some positive constant C. Now in view of the change of unknowns (2.1.11), we
obtain the existence of a trajectory (ρ, v) ∈ L∞(Q∞) × V 2,1(Q∞) which solves (2.1.2)
and satisfies the decay estimate (2.1.7). The proof of Theorem 2.1.2 is complete.
2.5 Further comments
Our result considers that the control uc is supported on Γc, which is an open subset of
the inflow part Γin (see (2.1.5)) of the boundary. This is in fact natural to control the
inflow boundary of the channel. At the same time we remark that our analysis applies if
one wants to control the outflow boundary Γout or the lateral boundary Γ0 of the channel
Ω. In what follows we briefly discuss these cases.
(i) Controlling the outflow boundary. In this case the control zone Γc is an open
subset of Γout. After the change of unknowns (2.1.11), one can imitate the linearization
procedure (as done while transforming (2.1.13) into (2.1.14)). In this linearized system
the transport equation modeling the density (2.1.14)1-(2.1.14)3 will remain unchanged
but the boundary conditions on the velocity equations (2.1.14)4-(2.1.14)8 should be
replaced by y = 0 on (Γ0∪Γin)×(0,∞) and y =
Nc∑
j=1
wj(t)gj(x) on Γout×(0,∞). Still the
proof of the boundary controllability of the Oseen equations can be carried in a similar
way as done in Section 2.2 and in the same spirit of Corollary 2.2.17, one can prove that
if the initial condition y0 and the non-homogeneous term f are suitably small then the
inflow and the outflow boundaries of the perturbed vector field (vs + e−βty) coincide
with that of vs. Since the transport equation (2.1.14)1-(2.1.14)3 remains unchanged in
this case, the analysis done in Section 2.3 applies without any change. The fixed point
argument done in Section 2.4 to prove the stabilization of the coupled system (2.1.2)
also applies without change.
(ii) Controlling the lateral boundary. In this case the control zone Γc is an open
subset of Γ0. In particular we assume that Γc ⊂ Γb (where Γb = (0, d) × {0} ⊂ Γ0).
Now the inflow and outflow boundaries of the velocity vector (e−βty + vs) cannot be
characterized by using the notations Γin and Γout (as defined in (2.1.10)), since Γc can
contain an inflow part and an outflow part and one can not prove a result similar to
Corollary 2.2.17. More precisely here we can use the following notations for time t > 0,{
Γ∗in,y(t) = Γin ∪ {x ∈ Γc | (vs(x) + e−βty(x, t) · n(x)) < 0} ⊂ Γin ∪ Γb,
Γh = (0, d)× {1}. (2.5.1)
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In a similar way as we have obtained (2.1.14) from (2.1.2), one gets the following system

∂σ
∂t
+ ((vs + e−βty) · ∇)σ − βσ = 0 in Q∞,
σ(x, t) = 0 on ⋃t∈(0,∞)(Γ∗in,y(t)× {t}),
σ(x, 0) = σ0 in Ω,
∂y
∂t
− βy − ν∆y + (vs · ∇)y + (y · ∇)vs +∇q = f in Q∞,
divy = 0 in Q∞,
y = 0 on (Γin ∪ Γh ∪ Γout)× (0,∞),
y =
Nc∑
j=1
wj(t)gj(x) on Γb × (0,∞),
y(x, 0) = y0 in Ω.
(2.5.2)
One can use arguments similar to the ones in Section 2.2 in order to stabilize y solving
(2.5.2)4-(2.5.2)8. The functions gj can be constructed with compact support in Γb (imi-
tating the construction (2.2.32)), and we can recover the C∞ regularity of the boundary
control and V 2,1(Q∞) regularity of y. Hence the flow corresponding to the vector field
(e−βty+ vs) is well defined in classical sense, consequently one can adapt the arguments
used in Section 2.3 to prove that σ, the solution of (2.5.2)1-(2.5.2)3 belongs to L∞(Q∞)
and vanishes after some finite time provided the initial condition σ0 is supported away
from the lateral boundaries and y is small enough. The use of a fixed point argument to
prove the stabilizability of the solution of (2.1.2) is again a straightforward adaptation
of the arguments used in Section 2.4.
90
Bibliography
[1] S. N. Antontsev, A. V. Kazhikhov, and V. N. Monakhov. Boundary value problems
in mechanics of nonhomogeneous fluids, volume 22 of Studies in Mathematics and
its Applications. North-Holland Publishing Co., Amsterdam, 1990. Translated from
the Russian.
[2] J-P. Aubin. Un the´ore`me de compacite´. C. R. Acad. Sci. Paris, 256:5042–5044,
1963.
[3] M. Badra, S. Ervedoza, and S. Guerrero. Local controllability to trajectories for
non-homogeneous incompressible Navier-Stokes equations. Ann. Inst. H. Poincare´
Anal. Non Line´aire, 33(2):529–574, 2016.
[4] H. Bahouri, J-Y. Chemin, and R. Danchin. Fourier analysis and nonlinear par-
tial differential equations, volume 343 of Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences]. Springer, Heidel-
berg, 2011.
[5] V. Barbu. Stabilization of a plane channel flow by wall normal controllers. Nonlinear
Anal., 67(9):2573–2588, 2007.
[6] A. Bensoussan, G. Da Prato, M. C. Delfour, and S. K. Mitter. Representation
and control of infinite dimensional systems. Systems & Control: Foundations &
Applications. Birkha¨user Boston, Inc., Boston, MA, second edition, 2007.
[7] F. Boyer. Trace theorems and spatial continuity properties for the solutions of the
transport equation. Differential Integral Equations, 18(8):891–934, 2005.
[8] F. Boyer and P. Fabrie. Outflow boundary conditions for the incompressible
non-homogeneous Navier-Stokes equations. Discrete Contin. Dyn. Syst. Ser. B,
7(2):219–250, 2007.
[9] F. Boyer and P. Fabrie. Mathematical tools for the study of the incompressible
Navier-Stokes equations and related models, volume 183 of Applied Mathematical
Sciences. Springer, New York, 2013.
91
[10] S. Chowdhury, D. Maity, M. Ramaswamy, and J-P. Raymond. Local stabilization
of the compressible Navier-Stokes system, around null velocity, in one dimension.
J. Differential Equations, 259(1):371–407, 2015.
[11] S. Chowdhury, M. Ramaswamy, and J.-P. Raymond. Controllability and stabiliz-
ability of the linearized compressible Navier-Stokes system in one dimension. SIAM
J. Control Optim., 50(5):2959–2987, 2012.
[12] J. M. Coron and P. Lissy. Local null controllability of the three-dimensional Navier-
Stokes system with a distributed control having two vanishing components. Invent.
Math., 198(3):833–880, 2014.
[13] B. Desjardins. Linear transport equations with initial values in Sobolev spaces
and application to the Navier-Stokes equations. Differential Integral Equations,
10(3):577–586, 1997.
[14] P. Deuring and W. von Wahl. Strong solutions of the Navier-Stokes system in
Lipschitz bounded domains. Math. Nachr., 171:111–148, 1995.
[15] R. J. DiPerna and P.-L. Lions. Ordinary differential equations, transport theory
and Sobolev spaces. Invent. Math., 98(3):511–547, 1989.
[16] S. Ervedoza and S. Chowdhury. Open loop stabilization of incompressible navier-
stokes equations in a 2d channel using power series expansion. priprint, 2017.
[17] S. Ervedoza, O. Glass, and S. Guerrero. Local exact controllability for the two- and
three-dimensional compressible Navier-Stokes equations. Comm. Partial Differen-
tial Equations, 41(11):1660–1691, 2016.
[18] S. Ervedoza, O. Glass, S. Guerrero, and J.-P Puel. Local exact controllability for the
one-dimensional compressible Navier-Stokes equation. Arch. Ration. Mech. Anal.,
206(1):189–238, 2012.
[19] C. Fabre and G. Lebeau. Prolongement unique des solutions de l’equation de Stokes.
Comm. Partial Differential Equations, 21(3-4):573–596, 1996.
[20] H. O. Fattorini. Infinite-dimensional optimization and control theory, volume 62
of Encyclopedia of Mathematics and its Applications. Cambridge University Press,
Cambridge, 1999.
[21] E. Ferna´ndez-Cara. Motivation, analysis and control of the variable density Navier-
Stokes equations. Discrete Contin. Dyn. Syst. Ser. S, 5(6):1021–1090, 2012.
[22] A. V. Fursikov. Stabilizability of a quasilinear parabolic equation by means of
boundary feedback control. Mat. Sb.
[23] A. V. Fursikov. Stabilizability of two-dimensional Navier-Stokes equations with help
of a boundary feedback control. J. Math. Fluid Mech., 3(3):259–301, 2001.
92
[24] A. V. Fursikov. Stabilization for the 3D Navier-Stokes system by feedback boundary
control. Discrete Contin. Dyn. Syst., 10(1-2):289–314, 2004. Partial differential
equations and applications.
[25] G. P. Galdi. An introduction to the mathematical theory of the Navier-Stokes equa-
tions. Vol. II, volume 39 of Springer Tracts in Natural Philosophy. Springer-Verlag,
New York, 1994. Nonlinear steady problems.
[26] P. Grisvard. Elliptic problems in nonsmooth domains, volume 69 of Classics in
Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM),
Philadelphia, PA, 2011. Reprint of the 1985 original [ MR0775683], With a foreword
by Susanne C. Brenner.
[27] E. Hille and R. S. Phillips. Functional analysis and semi-groups. American Mathe-
matical Society Colloquium Publications, vol. 31. American Mathematical Society,
Providence, R. I., 1957. rev. ed.
[28] R. B. Kellogg and J. E. Osborn. A regularity result for the Stokes problem in a
convex polygon. J. Functional Analysis, 21(4):397–431, 1976.
[29] S. Kesavan and J.-P Raymond. On a degenerate Riccati equation. Control Cyber-
net., 38(4B):1393–1410, 2009.
[30] O. A. Ladyzhenskaya and V. A. Solonnikov. Unique solvability of an initial-and
boundary-value problem for viscous incompressible nonhomogeneous fluids. Journal
of Mathematical Sciences, 9(5):697–749, 1978.
[31] G. Lebeau and E. Zuazua. Null-controllability of a system of linear thermoelasticity.
Arch. Rational Mech. Anal., 141(4):297–329, 1998.
[32] J.-L. Lions. Espaces d’interpolation et domaines de puissances fractionnaires
d’ope´rateurs. J. Math. Soc. Japan, 14:233–241, 1962.
[33] J.-L. Lions and E. Magenes. Non-homogeneous boundary value problems and appli-
cations. Vol. I. Springer-Verlag, New York-Heidelberg, 1972. Translated from the
French by P. Kenneth, Die Grundlehren der mathematischen Wissenschaften, Band
181.
[34] V. Maz’ya and J. Rossmann. Elliptic equations in polyhedral domains, volume
162 of Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 2010.
[35] S. Mitra. Stabilization of the non-homogeneous Navier-Stokes equations in a 2d
channel. https://arxiv.org/abs/1807.04043.
[36] I. Munteanu. Normal feedback stabilization of periodic flows in a two-dimensional
channel. J. Optim. Theory Appl., 152(2):413–438, 2012.
93
[37] P. A. Nguyen and J. P. Raymond. Boundary stabilization of the Navier-Stokes
equations in the case of mixed boundary conditions. SIAM J. Control Optim.,
53(5):3006–3039, 2015.
[38] A. Pazy. Semigroups of linear operators and applications to partial differential
equations, volume 44 of Applied Mathematical Sciences. Springer-Verlag, New York,
1983.
[39] J. P. Raymond. Feedback boundary stabilization of the two-dimensional Navier-
Stokes equations. SIAM J. Control Optim., 45(3):790–828, 2006.
[40] J. P. Raymond. Feedback boundary stabilization of the three-dimensional incom-
pressible Navier-Stokes equations. J. Math. Pures Appl. (9), 87(6):627–669, 2007.
[41] J. P. Raymond. Stokes and Navier-Stokes equations with nonhomogeneous bound-
ary conditions. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 24(6):921–951, 2007.
[42] J. P. Raymond. Stabilizability of infinite dimensional systems by finite dimensional
controls. submitted, 2017.
[43] J. P. Raymond and L. Thevenet. Boundary feedback stabilization of the two dimen-
sional Navier-Stokes equations with finite dimensional controllers. Discrete Contin.
Dyn. Syst., 27(3):1159–1187, 2010.
[44] M. Renardy and R. C. Rogers. An introduction to partial differential equations,
volume 13 of Texts in Applied Mathematics. Springer-Verlag, New York, second
edition, 2004.
[45] R. Temam. Navier-Stokes equations, volume 2 of Studies in Mathematics and its
Applications. North-Holland Publishing Co., Amsterdam-New York, revised edition,
1979. Theory and numerical analysis, With an appendix by F. Thomasset.
[46] R. Triggiani. Boundary feedback stabilizability of parabolic equations. Appl. Math.
Optim., 6(3):201–220, 1980.
[47] M. Tucsnak and G. Weiss. Observation and control for operator semigroups.
Birkha¨user Advanced Texts: Basler Lehrbu¨cher. [Birkha¨user Advanced Texts: Basel
Textbooks]. Birkha¨user Verlag, Basel, 2009.
[48] E. Zuazua. Log-Lipschitz regularity and uniqueness of the flow for a field in
(Wn/p+1,ploc (Rn))n. C. R. Math. Acad. Sci. Paris, 335(1):17–22, 2002.
94
Chapter 3
Local existence of strong
solutions for a fluid-structure
interaction model
3.1 Introduction
3.1.1 Statement of the problem
Our objective is to study a fluid structure interaction problem in a 2d channel. The
fluid flow here is modeled by the compressible Navier-Stokes equations. Concerning
the structure we will consider an Euler-Bernoulli damped beam located on a portion of
the boundary. As remarked in [2], such dynamical models arise in the study of many
engineering systems (e.g., aircraft, bridges etc). In the present article we establish a
result on the local in time existence of strong solutions of such a fluid structure interaction
problem. To the best of our knowledge, this is the first article dealing with the existence
of local in time strong solutions for the complete non-linear model considered here.
We consider data and solutions which are periodic in the ‘channel direction’ (with period
L, where L > 0 is a constant). Here L-periodicity of a function f (defined on R) means
that f(x+ L) = f(x) for all x ∈ R.
We now define a few notations. Let Ω be the domain TL × (0, 1) ⊂ R2, where TL is the
one dimensional torus identified with (0, L) with periodic conditions. The boundary of
Ω is denoted by Γ. We set
Γs = TL × {1}, Γ` = TL × {0}, Γ = Γs ∪ Γ`.
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Now for a given function
η : Γs × (0,∞)→ (−1,∞),
which will correspond to the displacement of the one dimensional beam, let us denote
by Ωt and Γs,t the following sets
Ωt = {(x, y) | x ∈ (0, L), 0 < y < 1 + η(x, t)} = domain of the fluid at time t,
Γs,t = {(x, y) | x ∈ (0, L), y = 1 + η(x, t)} = the beam at time t.
The reference configuration of the beam is Γs, and we set
ΣT = Γ× (0, T ), ΣsT = Γs × (0, T ),
Σ˜sT = ∪t∈(0,T )Γs,t × {t}, Σ`T = Γ` × (0, T ),
QT = Ω× (0, T ), Q˜T = ∪t∈(0,T )Ωt × {t}.
(3.1.1)
Γ`0 L
1 η(x, t)
Γs
Figure 3.1: Domain Ωt.
We consider a fluid with density ρ and velocity u. The fluid structure interaction system
coupling the compressible Navier-Stokes and the Euler-Bernoulli damped beam equation
is modeled by
ρt + div(ρu) = 0 in Q˜T ,
(ρut + ρ(u.∇)u)− (2µdiv(D(u)) + µ′∇divu) +∇p(ρ) = 0 in Q˜T ,
u(·, t) = (0, ηt) on Σ˜sT ,
u(·, t) = (0, 0) on Σ`T ,
u(·, 0) = u0 in Ωη(0) = Ω,
ρ(·, 0) = ρ0 in Ωη(0) = Ω,
ηtt − βηxx − δηtxx + αηxxxx = (Tf )2 on ΣsT ,
η(·, 0) = 0 and ηt(·, 0) = η1 in Γs.
(3.1.2)
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The initial condition for the density is assumed to be positive and bounded. We fix the
positive constants m and M such that
0 < m = min
Ω
ρ0(x, y), M = max
Ω
ρ0(x, y). (3.1.3)
In our model the fluid adheres to the plate and is viscous. This implies that the velocities
corresponding to the fluid and the structure coincide at the interface and hence the
condition (3.1.2)3 holds. In the system (3.1.2), D(u) = 12(∇u +∇Tu) is the symmetric
part of the gradient and the real constants µ, µ′ are the Lame´ coefficients which are
supposed to satisfy
µ > 0, µ′ > 0.
In our case the fluid is isentropic i.e. the pressure p(ρ) is only a function of the fluid
density ρ and is given by
p(ρ) = aργ ,
where a > 0 and γ > 1 are positive constants.
We assume that there exists a constant external force pext > 0 which acts on the beam.
The external force pext can be written as follows
pext = aργ ,
for some positive constant ρ.
To incorporate this external forcing term pext into the system of equations (3.1.2), we
introduce the following
P (ρ) = p(ρ)− pext = aργ − aργ . (3.1.4)
Since ∇p(ρ) = ∇P (ρ), from now onwards we will use ∇P (ρ) instead of ∇p(ρ) in the
equation (3.1.2)2.
In the beam equation the constants, α > 0, β > 0 and δ > 0 are respectively the adimen-
sional rigidity, stretching and friction coefficients of the beam. The non-homogeneous
source term of the beam equation (Tf )2 is the net surface force on the structure which
is the resultant of force exerted by the fluid on the structure and the external force pext
and it is assumed to be of the following form
(Tf )2 = ([−2µD(u)− µ′(divu)Id] · nt + Pnt) |Γs,t
√
1 + η2x · ~e2 on ΣsT , (3.1.5)
where Id is the identity matrix, nt is the outward unit normal to Γs,t given by
nt = − ηx√1 + η2x~e1 + 1√1 + η2x~e2
(~e1 = (1, 0) and ~e2 = (0, 1)).
Observe that (ρ,u, η) = (ρ, 0, 0) is a stationary solution to (3.1.2)-(3.1.4)-(3.1.5).
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Remark 3.1.1. Now we can formally derive a priori estimates for the system (3.1.2)-
(3.1.4)-(3.1.5) and show the following energy equality
1
2
d
dt
∫
Ωt
ρ|u|2 dx
+ d
dt
∫
Ωt
a
(γ − 1)ρ
γ dx
+ 12 ddt
 L∫
0
|ηt|2 dx
+ β2 ddt
 L∫
0
|ηx|2 dx

+ α2
d
dt
 L∫
0
|ηxx|2 dx
+ 2µ ∫
Ωt
|Du|2 dx+ µ′
∫
Ωt
|divu|2 dx+ δ
L∫
0
|ηtx|2 dx (3.1.6)
= −pext
∫
Γs
ηt.
The equality (3.1.6) underlines the physical interpretation of each coefficient and in par-
ticular of the viscosity coefficients, µ, µ′ and δ.
Remark 3.1.2. Observe that in (3.1.2) we have considered the initial displacement η(0)
of the beam to be zero. This is because we prove the local existence of strong solution of
the system (3.1.2) with the beam displacement η close to the steady state zero. There are
several examples in the literature where the authors consider the initial displacement of
the structure (in a fluid-structure interaction problem) to be equal to zero. For instance
the readers can look into the articles [24] and [8]. We also refer to the article [3] where
the initial displacement of the structure is non zero but is considered to be suitably small.
The issues involving the existence of strong solution for the model (3.1.2) but with a non
zero initial displacement η(0) of the beam is open. The case of a system coupling the
incompressible Navier-Stokes equations and an Euler-Bernoulli damped beam with a non
zero initial beam displacement is addressed in [11].
Our interest is to prove the local in time existence of a strong solution to system
(3.1.2)-(3.1.4)-(3.1.5) i.e we prove that given a prescribed initial datum (ρ0,u0, η1), there
exists a solution of system (3.1.2)-(3.1.4)-(3.1.5) with a certain Sobolev regularity in some
time interval (0, T ), provided that the time T is small enough.
We study the system (3.1.2)-(3.1.4)-(3.1.5) by transforming it into the reference cylindri-
cal domain QT . This is done by defining a diffeomorphism from Ωt onto Ω. We adapt the
diffeomorphism used in [3] in the study of an incompressible fluid-structure interaction
model. The reader can also look at [33], [23] where the authors use a similar map in the
context of a coupled fluid-structure model comprising an incompressible fluid.
3.1.2 Transformation of the problem to a fixed domain
To transform the system (3.1.2)-(3.1.4)-(3.1.5) in the reference configuration, for η sat-
isfying 1 + η(x, t) > 0 for all (x, t) ∈ ΣsT , we introduce the following change of variables
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Φη(t) : Ωt −→ Ω defined by Φη(t)(x, y) = (x, z) =
(
x,
y
1 + η(x, t)
)
,
Φη : Q˜T −→ QT defined by Φη(x, y, t) = (x, z, t) =
(
x,
y
1 + η(x, t) , t
)
.
(3.1.7)
Remark 3.1.3. It is easy to prove that for each t ∈ [0, T ), the map Φη(t) is a C1−
diffeomophism from Ωt onto Ω provided that (1 + η(x, t)) > 0 for all x ∈ TL and that
η(·, t) ∈ C1(Γs).
Notice that since η(·, 0) = 0, Φη(0) is just the identity map. We set the following
notations
ρ̂(x, z, t) = ρ(Φ−1η (x, z, t)), û(x, z, t) = (û1, û2) = u(Φ−1η (x, z, t)). (3.1.8)
After transformation and using the fact that û1,x = 0 on ΣsT (since û = ηt ~e2 on ΣsT ) the
nonlinear system (3.1.2)-(3.1.4)-(3.1.5) is rewritten in the following form
ρ̂t +
[
û1
1
(1+η)(û2 − ηtz − û1zηx)
]
· ∇ρ̂+ ρ̂divû = F1(ρ̂, û, η) in QT ,
ρ̂ût − µ∆û− (µ′ + µ)∇(divû) +∇P (ρ̂) = F2(ρ̂, û, η) in QT ,
û = ηt ~e2 on ΣsT ,
û(·, t) = 0 on Σ`T ,
û(·, 0) = u0 in Ω,
ρ̂(·, 0) = ρ0 in Ω,
ηtt − βηxx − δηtxx + αηxxxx = F3(ρ̂, û, η) on ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs,
(3.1.9)
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where
F1(ρ̂, û, η) =
1
(1 + η)(û1,zzηxρ̂+ ηρ̂û2,z),
F2(ρ̂, û, η) =− ηρ̂ût + zρ̂ûzηt − ηρ̂û1ûx + û1ûzηxρ̂z + µ
(
ηûxx − ηûzz(1 + η)
− 2ηxzûzx + ûzzz
2η2x
(1 + η) − ûz
((1 + η)zηxx − 2η2xz
(1 + η)
))− ρ̂(û.∇)û
+ (µ+ µ′) ·

ηû1,xx − û1,xzzηx − ηxz
(
û1,zx − û1,zzzηx(1 + η)
)
+û1,z
((1 + η)zηxx − 2η2xz
(1 + η)
)− ηxû2,z(1 + η) − ηxzû2,zz(1 + η)
− ηxû1,z(1 + η) −
ηxzû1,zz
(1 + η) −
ηû2,zz
(1 + η)

− (ηPx(ρ̂)− Pz(ρ̂)zηx)~e1,
F3(ρ̂, û, η) =− µ
(− û2,z + ηxû2,x + û2,z(1 + η)η2xz − 2ηû2,z(1 + η) − ηxû1,z(1 + η))
− µ′(− 2û2,z + û1,z(1 + η)ηxz − ηû2,z(1 + η))+ P (ρ̂).
(3.1.10)
The transport equation for density (3.1.9)1-(3.1.9)6 is of the form ρ̂t +
[
û1
1
(1+η)(û2 − ηtz − û1zηx)
]
· ∇ρ̂+ ρ̂divû = F1 in QT ,
ρ̂(·, 0) = ρ0 in Ω.
(3.1.11)
Due to the interface condition, û = ηt ~e2 on ΣsT , we get that the velocity field (û1, 1(1+η)(û2−
ηtz − û1zηx)) satisfies[
û1
1
(1+η)(û2 − ηtz − û1zηx)
]
· n = 0 on ΣsT ,
where n is the unit outward normal to Ω. Hence we shall not prescribe any boundary
condition on the density for the system (3.1.11) to be well posed.
To avoid working in domains which deform when time evolves, the meaning of solutions
for (3.1.2)-(3.1.4)-(3.1.5) will be understood as follows: The triplet (ρ,u, η) solves (3.1.2)-
(3.1.4)-(3.1.5) if and only if (ρ̂, û, η) solves (3.1.9). This notion will be detailed in the
next section.
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3.1.3 Functional settings and the main result
In the fixed domain Ω we have the following spaces of functions with values in R2,
Hs(Ω) = Hs(Ω;R2) for all s > 0.
We also introduce the following spaces of vector valued functions
H10(Ω) = {z ∈ H1(Ω) | z = 0 on Γ},
H2,1(QT ) = L2(0, T ; H2(Ω)) ∩H1(0, T ; L2(Ω)),
H2,1ΣT (QT ) = {z ∈ H2,1(QT ) | z = 0 on ΣT }.
(3.1.12)
Similarly for s > 0, we can defineHs(Ω), the Sobolev space for the scalar valued functions
defined on Ω. Now for θ, τ > 0, we introduce the following spaces which we use to analyze
the beam equation
Hθ,τ (ΣsT ) = L2(0, T ;Hθ(Γs)) ∩Hτ (0, T ;L2(Γs)).
Remark 3.1.4. Since Ω = TL × (0, 1) and Γs = TL × {1}, the above definitions of the
functional spaces implicitly assert that the functions are L− periodic in the x variable.
Proposition 3.1.5. Let T > 0. If η is regular enough in the space variable, say η(·, t) ∈
Hm(Γs) for m > 2 and the following holds
1 + η(x, t) > δ0 > 0 on ΣsT , (3.1.13)
for some constant δ0, the map g 7→ ĝ = g(Φ−1η(t)(x, z)) is a homeomorphism from Hs(Ωt)
to Hs(Ω) for any s 6 m.
The proposition stated above can be proved in the same spirit of [23, Proposition 2,
Section 3].
Now in view of Proposition 3.1.5, we define the notion of strong solution of the system
(3.1.2)-(3.1.4)-(3.1.5) in terms of the strong solution of the system (3.1.9).
Definition 3.1.6. The triplet (ρ,u, η) is a strong solution of the system (3.1.2)-(3.1.4)-
(3.1.5) if
η ∈ C0([0, T ];H9/2(Γs)), ηt ∈ L2(0, T ;H4(Γs)) ∩ C0([0, T ];H3(Γs)),
ηtt ∈ L2
(
0, T ;H2(Γs)
) ∩ C0([0, T ];H1(Γs)), ηttt ∈ L2(0, T ;L2(Γs)), (3.1.14)
(3.1.13) holds for every (x, t) ∈ ΣsT and the triplet (ρ̂, û, η) = (ρ ◦Φ−1η ,u ◦Φ−1η , η) solves
(3.1.9) in the following Sobolev spaces
ρ̂ ∈ C0([0, T ];H2(Ω)), ρ̂t ∈ C0([0, T ];H1(Ω)),
û ∈ L2(0, T ; H3(Ω)) ∩ C0([0, T ]; H5/2(Ω)),
ût ∈ L2
(
0, T ; H2(Ω)
) ∩ C0([0, T ]; H1(Ω)),
ûtt ∈ L2
(
0, T ; L2(Ω)
)
.
(3.1.15)
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(η is in the space mentioned in (3.1.14)). Note that (ρ,u) can then be obtained from
(ρ̂, û) by (ρ,u) = (ρ̂ ◦ Φη, û ◦ Φη).
In relation with Definition 3.1.6, we introduce the following functional spaces
Y T1 ={ρ ∈ C0([0, T ];H2(Ω)) | ρt ∈ C0([0, T ];H1(Ω))},
Y T2 ={u ∈ L2(0, T ; H3(Ω)) ∩ C0([0, T ]; H5/2(Ω)) | ut ∈ L2(0, T ; H2(Ω)) ∩ C0([0, T ]; H1(Ω)),
utt ∈ L2(0, T ; L2(Ω))},
Y T3 ={η ∈ C0([0, T ];H9/2(Γs)), η(x, 0) = 0 | ηt ∈ L2(0, T ;H4(Γs)) ∩ C0([0, T ];H3(Γs)),
ηtt ∈ L2(0, T ;H2(Γs)) ∩ C0([0, T ];H1(Γs)), ηttt ∈ L2(0, T ;L2(Γs))}. (3.1.16)
The spaces Y T1 , Y T2 and Y T3 correspond to the spaces in which the unknowns ρ̂, û and
η respectively belong.
Now we precisely state the main result of the article.
Theorem 3.1.7. Assume that
(i) (a) Regularity of initial conditions : ρ0 ∈ H2(Ω), η1 ∈ H3(Γs),
u0 ∈ H3(Ω).
(b) Compatibility between initial and boundary conditions :
(b)1
(
u0 −
[
0
zη1
])
= 0 on Γ,
(b)2 − P ′(ρ0)∇ρ0 − (δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0))zρ0~e2
+zρ0(u0)zη1 − ρ0(u0 · ∇)u0 − (−µ∆− (µ+ µ′)∇div)u0 = 0 on Γ,
(ii) (3.1.3) holds,
(3.1.17)
where we use the notations P ′(ρ0) = ∇P (ρ0), P (ρ0) = (aργ0−aργ) and u0 = ((u0)1, (u0)2).
Then there exists T > 0 such that the system (3.1.9) admits a solution (ρ̂, û, η) ∈
Y T1 ×Y T2 ×Y T3 . Consequently in the sense of Definition 3.1.6 the system (3.1.2)-(3.1.4)-
(3.1.5) admits a strong solution (ρ,u, η).
Remark 3.1.8. Our analysis throughout the article can be suitably adapted to consider
any pressure law p(·) ∈ C2(R+) (in this article we present the proofs with the pressure
law given by p(ρ) = aργ , with γ > 1) such that there exists a positive constant ρ satisfying
p(ρ) = pext, where pext(> 0) is the external force acting on the beam. The adaptation
is possible since we only consider the case where the fluid density ρ has a positive lower
and upper bound.
Now let us sketch the strategy towards the proof of Theorem 3.1.7.
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3.1.4 Strategy
(i) Changing (3.1.9) to a homogeneous boundary value problem: Recall that (see Remark
3.1.2) we will prove the existence of local in time strong solution of the system (3.1.2)-
(3.1.4)-(3.1.5) only when the beam displacement η is close to zero. Again observe that
(ρ̂ = ρ, û = 0, η̂ = 0) is a steady state solution of the system (3.1.2)-(3.1.4)-(3.1.5)
and hence of the system (3.1.9). So to work in a neighborhood of η = 0, we make the
following change of unknowns in (3.1.9),
σ = ρ̂− ρ, v = (v1, v2) = û− 0, η = η − 0. (3.1.18)
In view of the change of unknowns (3.1.18) one obtains
σt +
[
v1
1
(1+η)(v2 − ηtz − v1zηx)
]
· ∇σ + (σ + ρ)div(v) = F1(σ + ρ,v, η) in QT ,
(σ + ρ)vt − µ∆v− (µ+ µ′)∇divv = −P ′(σ + ρ)∇σ + F2(σ + ρ,v, η) in QT ,
v = ηt ~e2 on ΣsT ,
v = 0 on Σ`T ,
v(·, 0) = u0 in Ω,
σ(·, 0) = σ0 = ρ0 − ρ in Ω,
ηtt − βηxx − δηtxx + αηxxxx = F3(σ + ρ,v, η) on ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs.
(3.1.19)
We transform the system (3.1.19) into a homogeneous Dirichlet boundary value problem
by performing further the following change of unknown
w = (w1, w2) = v− zηt ~e2. (3.1.20)
Since v and ηt both are L-periodic in the x−direction, the new unknown w is also L-
periodic in the x−direction. With the new unknown w, we write the transformed system
in the following form
σt +
[
w1
1
(1+η)(w2 − w1zηx)
]
· ∇σ = G1(σ,w, η) in QT ,
(σ + ρ)wt − µ∆w− (µ+ µ′)∇divw = G2(σ,w, η) in QT ,
w = 0 on ΣT ,
w(·, 0) = w0 = u0 − zη1~e2 in Ω,
σ(·, 0) = σ0 = ρ0 − ρ in Ω,
ηtt − βηxx − δηtxx + αηxxxx = G3(σ,w, η) on ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs,
(3.1.21)
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where
G1(σ,w, η) = −(σ + ρ)div(w + zηt ~e2) + F1(σ + ρ,w + zηt ~e2, η),
G2(σ,w, η) = −P ′(σ + ρ)∇σ − zηtt(σ + ρ)~e2 − (−µ∆− (µ+ µ′)∇div)(zηt ~e2)
+ F2(σ + ρ,w + zηt ~e2, η),
G3(σ,w, η) = F3(σ + ρ,w + ηt ~e2, η).
(3.1.22)
(ii) Study of some decoupled linear problems: Observe that in the new system (3.1.21)
the coupling between the velocity of the fluid and the elastic structure appears only as
source terms. In order to solve the system (3.1.21) we first study some linear equations
in Section 3.2. In order to analyze the local in time existence of strong solution the
difficulty is to track the dependence of the constants (appearing in the inequalities) with
respect to the time parameter ‘T’. In this direction we first obtain a priori estimates for
the linear density and velocity equations with non homogeneous source terms in the spirit
of [38]. Then we prove the existence of strong solutions for a linear beam equation. The
proof strongly relies on the analyticity of the corresponding beam semigroup (see [13] for
details). At this point we refer the readers to the articles [18] (maximal Lp−Lq regularity
of structurally damped beam equation), [19] (analyticity and exponential stability of
beam semigroup), [33] (study of beam equation in the context of an incompressible fluid
structure interaction problem) and the references therein for the existence and regularity
issues of the damped beam equation. In our case to obtain estimates with the constants
independent of ‘T’ for the beam equation we first fix a constant T > 0 and restrict
ourselves to work in the time interval (0, T ) where
T < T . (3.1.23)
This technique is inspired from [34].
(iii) Fixed point argument: In Section 3.3 we prove the existence of a strong solution of
(3.1.21) by using the Schauder’s fixed point theorem based on (3.1.21)-(3.1.22).
Remark 3.1.9. Since η(0) = 0 the regularity (3.1.14) of η guarantees that
‖η‖L∞(ΣsT ) 6 CT‖ηt‖L∞(0,T ;H3(Γs)), (3.1.24)
for a constant C independent of T. For small enough time T, (3.1.24) furnishes η ≈ 0
and hence during small times, the beam stays close to the steady state zero.
3.1.5 Comments on initial and compatibility conditions
(i) Recall from (3.1.17)(i)(a) that we assume u0 ∈ H3(Ω). Also observe that in our
solution (see (3.1.15)) the vector field û ∈ C0([0, T ]; H5/2(Ω)) i.e for the velocity field
there is a loss of 12 space regularity as the time evolves. One can find such instances of a
loss of space regularity in many other articles in the literature, for instance we refer the
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readers to [7], [24] (for the coupling of fluid-elastic structure comprising a compressible
fluid) and [14], [15], [34] (for incompressible fluid structure interaction models).
(ii) We use (3.1.22)3 to obtain the following expression of G3 |t=0 (the value of G3(σ,w, η)
at time t = 0)
G3 |t=0= −(µ+ 2µ′)(u0)2,z + P (ρ0). (3.1.25)
Using ρ0 ∈ H2(Ω), u0 ∈ H3(Ω) (see (3.1.17)(i)(a)) and standard trace theorems one
easily checks that
G3 |t=0∈ H3/2(Γs). (3.1.26)
We will use the regularity of G3 |t=0 (in fact we will only use G3 |t=0∈ H1(Γs)) to prove
the regularity of η. This will be detailed in Theorem 3.2.7.
(iii) We use (3.1.25) and the equation (3.1.21)6 to check that
ηtt(·, 0) = δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0).
Hence using (3.1.22)2 one obtains the following expression of G2 |t=0 (the value of
G2(σ,w, η) at time t = 0)
G2 |t=0 = −P ′(ρ0)∇ρ0 − (δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0))zρ0~e2 + zρ0(u0)zη1
− ρ0(u0 · ∇)u0 − (−µ∆− (µ+ µ′)∇div)(zη1 ~e2).
(3.1.27)
This gives
G2 |t=0 − (−µ∆− (µ+ µ′)∇div)
(
u0 −
[
0
zη1
])
= −P ′(ρ0)∇ρ0 − (δη1,xx
− (µ+ 2µ′)(u0)2,z + P (ρ0))zρ0~e2 + zρ0(u0)zη1 − ρ0(u0 · ∇)u0 − (−µ∆
− (µ+ µ′)∇div)u0.
(3.1.28)
The regularity assumptions (3.1.17)(i)(a) and (3.1.28) furnish the following
G2 |t=0 −(−µ∆− (µ+ µ′)∇div)
(
u0 −
[
0
zη1
])
∈ H1(Ω). (3.1.29)
Hence one obtains (recalling that w0 = u0 − zη1~e2)
the assumption (3.1.17)(i)(a) and (3.1.17)(i)(b)2
=⇒ G2 |t=0 −(−µ∆w0 − (µ+ µ′)∇divw0) ∈ H10(Ω).
(3.1.30)
We need this to prove some regularity of w and hence of û. This will be detailed in
Theorem 3.2.1.
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3.1.6 Bibliographical comments
Here we mainly focus on the existing literature devoted to the study of fluid structure
interaction problems.
To begin with we quote a few articles dedicated to the mathematical study of compress-
ible Navier-Stokes equations. The existence of local in time classical solutions for the
compressible Navier-Stokes equations in a time independent domain was first proved in
[31] and the uniqueness was established in [35]. The global existence of strong solutions
for a small perturbation of a stable constant state was established in the celebrated work
[28]. In the article [38] the authors established the local in time existence of strong solu-
tions in the presence of inflow and outflow of the fluid through the boundary. In the same
article they also present the proof of global in time existence for small data in the ab-
sence of the inflow. P.-L. Lions proved (in [27]) the global existence of renormalized weak
solution with bounded energy for an isentropic fluid (i.e p(ρ) = ργ) with the adiabatic
constant γ > 3d/(d + 2), where d is the space dimension. E. Feireisl et al. generalized
the approach to cover the range γ > 3/2 in dimension 3 and γ > 1, in dimension 2 in
[20]. The well-posedness issues of the compressible Navier-Stokes equations for critical
regularity data can be found in [16], [17]. For further references and a very detailed
development of the mathematical theory of compressible flow we refer the reader into
the books [32] and [10].
In the last decades the fluid-structure interaction problems have been an area of active
research. There is a rich literature concerning the motion of a structure inside or at the
boundary of a domain containing a viscous incompressible Newtonian fluid, whose behav-
ior is described by Navier-Stokes equations. For instance local existence and uniqueness
of strong solutions of incompressible fluid-structure models with the structure immersed
inside the fluid are studied in [14] (the elastic structure is modeled by linear Kirchhoff
equations) and [15] (the elastic structure is governed by quasilinear elastodynamics).
There also exist articles dealing with incompressible fluid-structure interaction problems
where the structure appears on the fluid boundary and is modeled by Euler-Bernoulli
damped beam equations (3.1.2)7-(3.1.2)8. For example we refer the readers to [3] (local
in time existence of strong solutions), [12] (existence of weak solutions), [33] (feedback
stabilization), [23] (global in time existence) and the references therein for a very de-
tailed discussion of such problems.
Despite of the growing literature on incompressible fluids the number of articles ad-
dressing the compressible fluid-structure interaction problems is relatively limited and
the literature has been rather recently developed. One of the fundamental differences
between the incompressible and compressible Navier-Stokes equations is that the pres-
sure of the fluid in incompressible Navier-Stokes equations is interpreted as the Lagrange
multiplier whereas in the case of compressible Navier-Stokes equations the pressure is
given as a function of density with the density modeled by a transport equation of hy-
perbolic nature. The strong coupling between the parabolic and hyperbolic dynamics
is one of the intricacies in dealing with the compressible Navier-Stokes equations and
this results in the regularity incompatibilities between the fluid and the solid structure.
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However in the past few years there have been works exploring the fluid-structure in-
teraction problems comprising the compressible Navier-Stokes equations with an elastic
body immersed in the fluid domain. For instance in the article [6] the authors prove
the existence and uniqueness of strong solutions of a fluid structure interaction problem
for a compressible fluid and a rigid structure immersed in a regular bounded domain
in dimension 3. The result is proved in any time interval (0, T ), where T > 0 and for
a small perturbation of a stable constant state provided there is no collision between
the rigid body and the boundary ∂Ω of the fluid domain. In [5] the existence of weak
solution is obtained in three dimension for an elastic structure immersed in a compress-
ible fluid. The structure equation considered in [5] is strongly regularized in order to
obtain suitable estimates on the elastic deformations. A result concerning the local in
time existence and uniqueness of strong solutions for a problem coupling compressible
fluid and an elastic structure (immersed inside the fluid) can be found in [7]. In the
article [7] the equation of the structure does not contain any extra regularizing term.
The flow corresponding to a Lagrangian velocity is used in [7] in order to transform the
fluid structure interaction problem in a reference fluid domain ΩF (0), whereas in the
present article we use the non physical change of variables (3.1.7) for the similar purpose
of writing the entire system in a reference configuration. A similar Navier-Stokes-Lame´
system as that of [7] is analyzed in [24] to prove the existence of local in time strong
solutions but in a different Sobolev regularity framework. In the article [24] the authors
deal with less regular initial data. We also quote a very recent work [8] where the au-
thors prove the local in time existence of a unique strong solution of a compressible fluid
structure interaction model where the structure immersed inside the fluid is governed
by the Saint-Venant Kirchhoff equations.
On the other hand there is a very limited number of works on the compressible fluid-
structure interaction problems with the structure appearing on the boundary of the
fluid domain. The article [21] deals with a 1-D structure governed by plate equations
coupled with a bi-dimensional compressible fluid where the structure is located at a
part of the boundary. Here the authors consider the velocity field as a potential and in
their case the non linearity occurs only in the equation modeling the density. Instead of
writing the system in a reference configuration in [21] the authors proved the existence
and uniqueness of solution in Sobolev-like spaces defined on time dependent domains.
The existence of weak solution for a different compressible fluid structure interaction
model (with the structure appearing on the boundary) is studied in dimension three by
the same authors in [22]. In the model considered in [22], the fluid velocity v satisfies
curlv ∧ n = 0 on the entire fluid boundary and the plate is clamped everywhere on
the structural boundary. In a recent article [2] the authors prove the Hadamard well
posedness of a linear compressible fluid structure interaction problem (three dimensional
compressible fluid interacting with a bi-dimensional elastic structure) defined in a fixed
domain and considering the Navier-slip boundary condition at the interactive boundary.
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They write the coupled system in the form
d
dt

ρ
u
η
ηt
 = A

ρ
u
η
ηt
 in (0, T ), and

ρ(0)
u(0)
η(0)
ηt(0)
 =

ρ0
u0
η1
η2
 ,
and prove the existence of mild solution (ρ,u, η, ηt) in the space C0([0, T ];D(A)) where
D(A) is the domain of the operator A. Their approach is based on using the Lumer-
Phillips theorem to prove that A generates a strongly continuous semigroup. In yet
another recent article [9] the authors consider a three dimensional compressible fluid
structure interaction model where the structure located at the boundary is a shell of
Koiter-type with some prescribed thickness. In the spirit of [27] and [20] the authors
prove the existence of a weak solution for their model with the adiabatic constant re-
stricted to γ > 127 . They show that a weak solution exists until the structure touches the
boundary of the fluid domain.
To the best of our knowledge there is no existing work (neither in dimension 2 nor in 3)
proving the existence of strong solutions for the non-linear compressible fluid-structure
interaction problems (defined in a time dependent domain) considering the structure at
the boundary of the fluid domain. In the present article we address this problem in
the case of a fluid contained in a 2d channel and interacting with a 1d structure at the
boundary. Our approach is different from that of [2] and [9]. In [2], since the problem
itself is linearized in a fixed domain, the authors can directly use a semigroup formula-
tion to study the existence of mild solution, whereas [9] considers weak solutions and a
4 level approximation process (using artificial pressure, artificial viscosity, regularization
of the boundary and Galerkin approximation for the momentum equation). In the study
of weak solutions (in [27], [20], [9]) one of the major difficulties is to pass to the limit
in the non-linear pressure term which is handled by introducing a new unknown called
the effective viscous flux. In our case of strong regularity framework we do not need to
introduce the effective viscous flux and for small enough time T, the term ∇P (σ + ρ)
can be treated as a non homogeneous source term. Our approach is based on studying
the regularity properties of a decoupled parabolic equation, continuity equation and a
beam equation. This is done by obtaining some apriori estimates and exploiting the
analyticity of the semigroup corresponding to the beam equation. Then the existence
result for the non-linear coupled problem is proved by using the Schauder’s fixed point
argument. We prove the existence of the fixed point in a suitable convex set, which is
constructed very carefully based on the estimates of the decoupled problems and the
estimates of the non-homogeneous source terms. This led us to choose this convex set
as a product of balls (in various functional spaces) of different radius. In the present
article we prove a local in time existence result of strong solutions whose incompressible
counterpart was proved in [3].
Let us also mention the very recent article [36] where the global existence for the com-
pressible viscous fluids (without any structure on the boundary) in a bounded domain
is proved in the maximal Lp − Lq regularity class. In this article the authors consider a
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slip type boundary condition. More precisely the fluid velocity u satisfies the following
on the boundary
D(u)n− 〈D(u)n,n〉n = 0, and u · n = 0 on ∂Ω× (0, T ).
In a similar note one can consider a fluid structure interaction problem with slip type
boundary condition. In that case the velocity field u solves the following
D(u)n− 〈D(u)n,n〉n = 0, and u · n = ηt on Γs × (0, T ), (3.1.31)
where ηt is the structural velocity at the interactive boundary Γs × (0, T ). To the best
of our knowledge for a compressible fluid structure interaction problem the condition
(3.1.31) is treated only in [2], proving the existence of mild solution. Of course the
boundary condition (3.1.31) is different from the one we consider in the present article
since in our case we do not allow the fluid to slip tangentially through the fluid structure
interface (i.e recall in our case u1 = 0 on ΣsT ).
A more generalized slip boundary condition is considered in [30] in the context of an
incompressible fluid structure interaction problem. In the model examined in [30] the
structural displacement has both tangential and normal components with respect to the
reference configuration. At the interface the fluid and the structural velocities are cou-
pled via a kinematic coupling condition and a dynamic coupling condition (stating that
the structural dynamics is governed by the jump of the normal stress at the interface).
The kinematic coupling conditions at the interface treated in [30] consists of continuity
of the normal velocities and a second condition stating that the slip between the tangen-
tial components of the fluid and structural velocities is proportional to the fluid normal
stress. The authors in [30] prove the existence of a weak solution for their model.
3.1.7 Outline
Section 3.2 contains results involving the existence and uniqueness of some decoupled
linear equations. We state the existence and uniqueness result for a parabolic equation
in Section 3.2.1, continuity equation in Section 3.2.2, linear beam equation in Section
3.2.3. In Section 3.3 we prove Theorem 3.1.7 by using the Schauder fixed point theorem.
3.2 Analysis of some linear equations
We will prove the existence and uniqueness of strong solutions of a parabolic equation,
a continuity equation and a damped beam equation with prescribed initial datum and
source terms in appropriate Sobolev spaces.
From now onwards all the constants appearing in the inequalities will be independent
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of the final time T, unless specified. We also comment that we will denote many of the
constants in the inequalities using the same notation although they might vary from line
to line.
3.2.1 Study of a parabolic equation
At first we consider the following linear problem
σwt − µ∆w− (µ+ µ′)∇divw = G2 in QT ,
w = 0 on ΣT ,
w(0) = w0 in Ω,
(3.2.1)
where σ, w0 and G2 are known functions which are L-periodic in the x direction.
Let m and M be positive constants such that m < M. We are going to study (3.2.1)
where σ, w0 and G2 satisfy the following{
σ ∈ L∞(0, T ; L∞(Ω)), 0 < m/2 6 σ 6 2M in QT , 0 < m 6 σ(·, 0) 6M in Ω,
∇σ ∈ L2(0, T ; L3(Ω)), σt ∈ L2(0, T ;L3(Ω)),
(3.2.2)
and 
G2 ∈ L2(0, T ; H1(Ω)), G2,t ∈ L2(0, T ; L2(Ω)),
w0 ∈ H10(Ω),
(G2 |t=0 −(−µ∆w0 − (µ+ µ′)∇divw0)) ∈ H10(Ω).
(3.2.3)
The following theorem corresponds to the existence and the regularity properties of the
solution w of the system (3.2.1).
Theorem 3.2.1. Let m, M be positive constants such that m < M. Then for all σ, G2
and w0 satisfying (3.2.2) and (3.2.3), there exists a unique solution w of (3.2.1) which
satisfies the following
w ∈ L2(0, T ; H3(Ω)) ∩ C0([0, T ]; H5/2(Ω)), wt ∈ L2(0, T ; H2(Ω))
∩C0([0, T ]; H1(Ω)),wtt ∈ L2(0, T ; L2(Ω)). (3.2.4)
Besides, there exists a constant c1 (depending on m and M but independent of T, σ, G2
and w0) such that w satisfies the following inequality
‖w‖L∞(0,T ;H2(Ω)) + ‖w‖L2(0,T ;H3(Ω)) + ‖wt‖L∞(0,T ;H1(Ω)) + ‖wt‖L2(0,T ;H2(Ω))
+ ‖wtt‖L2(0,T ;L2(Ω)) 6 c1{‖G2‖L2(0,T ;H1(Ω)) + ‖G2‖L∞(0,T ;L2(Ω))
+
(
‖G2,t‖L2(0,T ;L2(Ω) +
∥∥∥∥G2 |t=0 −(−µ∆w0 − (µ+ µ′)∇divw0)σ(0)
∥∥∥∥
H1(Ω)
)
· (1 + ‖σt‖L2(0,T ;L3(Ω)) + ‖∇σ‖L2(0,T ;L3(Ω))) · exp(c1‖σt‖2L2(0,T ;L3(Ω)))}.
(3.2.5)
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Remark 3.2.2. Observe from (3.2.4) that w ∈ C0([0, T ]; H5/2(Ω)) but in (3.2.5) we
only include the estimate of ‖w‖L∞(0,T ;H2(Ω)) and not of ‖w‖L∞(0,T ;H5/2(Ω)). Using in-
terpolation one can recover an estimate of ‖w‖L∞(0,T ;H5/2(Ω)) from the estimates of
‖w‖L2(0,T ;H3(Ω)) and ‖wt‖L2(0,T ;H2(Ω)) where the constant of interpolation may depend
on the final time T.
Remark 3.2.3. Using (3.2.3) let us observe that G2 ∈ L2(0, T ; H1(Ω))∩H1(0, T ; L2(Ω))
and hence by interpolation G2 |t=0∈ H1/2(Ω). Now from (3.2.3)3 one gets that
(−µ∆w0 − (µ+ µ′)∇divw0) ∈ H1/2(Ω).
The elliptic regularity result furnishes that w0 ∈ H5/2(Ω). Since w ∈ C0([0, T ]; H5/2(Ω)),
for the linear equation (3.2.1) we do not loose any regularity as time evolves.
Proof of Theorem 3.2.1. In the context of a smooth domain and with homogeneous
Dirichlet boundary condition Theorem 3.2.1 is proved in the article [38]. There is no
particular difficulty to adapt the same proof in Ω with L-periodic (in the x direction)
boundary condition. Hence we refer the readers to the proofs of [38, Lemma 2.1]. For a
related result we also refer the reader to [37, Lemma 2.2].
3.2.2 Study of a continuity equation
In this section we consider the following linear problem{
σt + w · ∇σ = G1 in QT ,
σ(0) = σ0 in Ω,
(3.2.6)
where the functions w, G1 and σ0 are L-periodic (in the x direction) functions. The
following theorem asserts the existence and regularity of the solution σ of the density
equation (3.2.6).
Theorem 3.2.4. Let w ∈ L1(0, T ; H3(Ω)), w · n = 0 on ΣT , σ0 ∈ H2(Ω) and G1
∈ L1(0, T ;H2(Ω)). Then there exists a unique solution σ of (3.2.6) such that σ ∈
C0([0, T ];H2(Ω)) and
‖σ‖L∞(0,T ;H2(Ω)) 6 (‖σ0‖H2(Ω) + c2‖G1‖L1(0,T ;H2(Ω)))exp(c2‖w‖L1(0,T ;H3(Ω))).
(3.2.7)
If in addition G1 ∈ L∞(0, T ;H1(Ω)) and w ∈ L∞(0, T ; H2(Ω)) then σt ∈ L∞(0, T ;H1(Ω))
and
‖σt‖L∞(0,T ;H1(Ω)) 6c3‖w‖L∞(0,T ;H2(Ω))(‖σ0‖H2(Ω) + c2‖G1‖L1(0,T ;H2(Ω)))
· exp(c2‖w‖L1(0,T ;H3(Ω))) + ‖G1‖L∞(0,T ;H1(Ω)).
(3.2.8)
The constants c2 and c3 appearing respectively in (3.2.7) and (3.2.8) are independent of
T, w, σ0 and G1.
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Proof. The theorem is proved in [38, Lemma 2.4] with a particular expression of the
function G1. In our case we adapt the same proof with minor changes.
The existence of solution of (3.2.6) follows from the method of characteristics. The
representation formula for the solution σ is
σ(x, t) = σ0(U(x, 0, t)) +
t∫
0
G1(U(x, s, t), s)ds, (3.2.9)
where U(x, t, s) solves the following ODE
d
dt
U(x, t, s) = w(U(x, t, s), t) in QT ,
U(x, s, s) = x in Ω.
(3.2.10)
Observe
U(·, ·, ·) ∈ C0([0, T ]× [0, T ]; H3(Ω))
and consequently
σ(·, ·) ∈ C0([0, T ];H2(Ω)).
Now to prove the estimate (3.2.7), we multiply (3.2.6)1 by σ and integrate in Ω. In-
tegrating by parts the term
∫
Ω
w · ∇σσ and using the fact that w · n = 0 we obtain
1
2
d
dt
‖σ‖2L2(Ω) 6
1
2
∫
Ω
divwσ2 + ‖G1‖L2(Ω)‖σ‖L2(Ω).
Due to the embedding H3(Ω) ↪→ C1(Ω) one has
d
dt
‖σ‖2L2(Ω) 6 c(‖w‖H3(Ω)‖σ‖2L2(Ω) + ‖G1‖L2(Ω)‖σ‖L2(Ω)). (3.2.11)
Before going into the next estimate let us observe that∫
Ω
[(w · ∇)∇σ] · ∇σ = −12
∫
Ω
(divw)|∇σ|2. (3.2.12)
Now take the gradient of (3.2.6)1, multiply by ∇σ and integrate in Ω. Using (3.2.12)
one obtains
d
dt
∫
Ω
|∇σ|2 6 c(‖w‖H3(Ω)‖∇σ‖2L2(Ω) + ‖∇G1‖L2(Ω)‖∇σ‖L2(Ω)). (3.2.13)
In a similar way for the second derivative we have
d
dt
∫
Ω
|D2σ|2 6 c(‖w‖H3(Ω)‖D2σ‖2L2(Ω) + ∫Ω |D2w||∇σ||D2σ|+ ‖D2G1‖L2(Ω)‖D2σ‖L2(Ω)).
(3.2.14)
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One has the following estimate∫
Ω
|D2w||∇σ||D2σ| 6 ‖D2w‖L3(Ω)‖∇σ‖L6(Ω)‖D2σ‖L2(Ω)
6 c‖D2w‖L3(Ω)‖∇σ‖H1(Ω)‖D2σ‖L2(Ω).
(3.2.15)
The estimates (3.2.11) and (3.2.13)-(3.2.14)-(3.2.15) furnish the following
1
2
d
dt
‖σ‖2H2(Ω) 6 c(‖w‖H3(Ω)‖σ‖2H2(Ω) + ‖G1‖H2(Ω)‖σ‖H2(Ω)). (3.2.16)
Now (3.2.7) is a consequence of (3.2.16) and Gronwall lemma. Finally the estimate
(3.2.8) is a direct consequence of (3.2.6)1 and (3.2.7).
The following corollary directly follows from (3.2.6)1 and the regularity σ ∈ C0([0, T ];H2(Ω))
which we have obtained in Theorem 3.2.4.
Corollary 3.2.5. In addition to the assumptions of Theorem 3.2.4 if G1 ∈ C0([0, T ];H1(Ω))
and w ∈ C0([0, T ]; H2(Ω)) then σt ∈ C0([0, T ];H1(Ω)).
3.2.3 Study of a linear beam equation
The linearized beam equation with a non homogeneous source term is the following{
ηtt − βηxx − δηtxx + αηxxxx = G3 in ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs,
(3.2.17)
where G2 and η1 are known L-periodic (in the x direction) functions. Let us denote
A =
[
0 I
−α∆2 + β∆ δ∆
]
. (3.2.18)
The unbounded operator (A, D(A)) is defined in
Hs = H2(Γs)× L2(Γs), (3.2.19)
with domain
D(A) = H4(Γs)×H2(Γs).
Hence with the notations
Y(t) =
[
η(t)
ηt(t)
]
, Y0 =
[
0
η1
]
and G˜3 =
[
0
G3
]
, (3.2.20)
we can equivalently write (3.2.17) as{
Yt(t) = AY(t) + G˜3 on (0, T ),
Y(0) = Y0.
(3.2.21)
113
Lemma 3.2.6. Let
G˜3 ∈ L2(0, T ;H2(Γs)× L2(Γs)) and Y0 ∈ H3(Γs)×H1(Γs). (3.2.22)
Then the equation (3.2.21) admits a unique solution Y which satisfies
Y ∈ L2(0, T ;H4(Γs)×H2(Γs)) ∩H1(0, T ;H2(Γs)× L2(Γs))
∩ C0([0, T ];H3(Γs)×H1(Γs)).
(3.2.23)
In addition if
G˜3,t ∈ L2(0, T ;H2(Γs)× L2(Γs)) and AY0 + G˜3 |t=0∈ H3(Γs)×H1(Γs),
(3.2.24)
the solution Y of the problem (3.2.21) has the following additional regularities
Yt ∈ L2(0, T ;H4(Γs)×H2(Γs)) ∩ C0([0, T ];H3(Γs)×H1(Γs)),
Ytt ∈ L2(0, T ;H2(Γs)× L2(Γs)).
(3.2.25)
Proof. To prove this result we will use the maximal parabolic regularity results from
[4]. Recall the definition of Hs in (3.2.19). The unbounded operator (A, D(A)) is the
infinitesimal generator of an analytic semigroup on Hs (for the proof see [13]). Hence
using the isomorphism theorem [4, Theorem 3.1, p. 143] and the assumption (3.2.22),
which can be read as G˜3 ∈ L2(0, T ;Hs) and Y0 ∈ D(A1/2), we get that the equation
(3.2.21) admits a unique solution Y satisfying the following:
Y ∈ L2(0, T ;H4(Γs)×H2(Γs)) ∩H1(0, T ;H2(Γs)× L2(ΓS)).
Using interpolation (see [26]) one also obtains that
Y ∈ C0([0, T ];H3(Γs)×H1(Γs)).
This proves (3.2.23).
Now we assume that (3.2.24) holds. In order to obtain the time regularity of Y let us
differentiate (3.2.21) with respect to t and write Z = Yt,{
Zt(t) = AZ(t) + G˜3,t on (0, T ),
Z(0) = Z0 = AY0 + G˜3 |t=0 .
(3.2.26)
Due to the assumptions (3.2.24), G˜3,t ∈ L2(0, T ;Hs) and AY0 + G˜3 |t=0∈ D(A1/2)
(= H3(Γs) × H1(Γs)). We can use the isomorphism theorem [4, Theorem 3.1, p. 143]
again to conclude
Z = Yt ∈ L2(0, T ;H4(Γs)×H2(Γs)) ∩H1(0, T ;H2(Γs)× L2(Γs)).
Once again using interpolation we verify that
Yt ∈ C0([0, T ];H3(Γs)×H1(Γs)).
This completes the proof of Lemma 3.2.6.
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We are going to use the representation (3.2.21) of (3.2.17) to state the existence and
regularity result for the problem (3.2.17).
Theorem 3.2.7. Assume that T < T (recall that T was fixed in (3.1.23)), G3 ∈
L∞(0, T ;H1/2(Γs)) and G3,t ∈ L2(0, T ;L2(Γs)). Also suppose that η1 ∈ H3(Γs) and
G3 |t=0∈ H1(Γs). Then the equation (3.2.17) admits a unique solution η which satisfies
η ∈ L∞(0, T ;H9/2(Γs)),
ηt ∈ L2(0, T ;H4(Γs)) ∩ C0([0, T ];H3(Γs)),
ηtt ∈ L2(0, T ;H2(Γs)) ∩ C0([0, T ];H1(Γs)),
ηttt ∈ L2(0, T ;L2(Γs)),
(3.2.27)
and for some positive constant c4 independent of T, G3 and η1 we have the following
estimate
‖η‖L∞(0,T ;H9/2(Γs)) + ‖ηt‖L2(0,T ;H4(Γs)) + ‖ηt‖L∞(0,T ;H3(Γs)) + ‖ηtt‖L2(0,T ;H2(Γs))
+ ‖ηtt‖L∞(0,T ;H1(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs)) 6 c4
(‖η1‖H3(Γs)
+ ‖G3 |t=0 ‖H1(Γs) + ‖G3‖L∞(0,T ;H1/2(Γs)) + ‖G3,t‖L2(0,T ;L2(Γs))
)
.
(3.2.28)
Proof. We first consider
G3 ∈ L2(0, T ;L2(Γs)) and η1 ∈ H1(Γs). (3.2.29)
In view of the notations (3.2.20), (3.2.29) corresponds to the case (3.2.22) of Lemma
3.2.6. Hence we can use (3.2.23) to obtain
‖η‖L2(0,T ;H4(Γs)) + ‖ηt‖L2(0,T ;H2(Γs)) + ‖ηtt‖L2(0,T ;L2(Γs)) 6 c
(‖η1‖H1(Γs) + ‖G3‖L2(0,T ;L2(Γs))),
(3.2.30)
where the constant c might depend on the final time T. We want to show that there
exists a constant c independent of T such that the inequality (3.2.30) is true. For that
we extend G3 by defining it zero in (T, T ) and denote the extended function also by G3.
Observe that G3 ∈ L2(0, T ;L2(Γs)). We can solve (3.2.17) in the time interval (0, T ) and
consequently
‖η‖L2(0,T ;H4(Γs)) + ‖ηt‖L2(0,T ;H2(Γs)) + ‖ηtt‖L2(0,T ;L2(Γs))
6 ‖η‖L2(0,T ;H4(Γs)) + ‖ηt‖L2(0,T ;H2(Γs)) + ‖ηtt‖L2(0,T ;L2(Γs))
6 c(T )
(‖η1‖H1(Γs) + ‖G3‖L2(0,T ;L2(Γs)))
= c(T )
(‖η1‖H1(Γs) + ‖G3‖L2(0,T ;L2(Γs))).
(3.2.31)
So we are able to get a constant c(T ) which is independent of T.
To prove the regularity estimates of ηt, we will use
G3,t ∈ L2(0, T ;L2(Γs)), η1 ∈ H3(Γs) and G3 |t=0∈ H1(Γs). (3.2.32)
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Indeed, observe that (3.2.32) implies δ∆η1 + G3 |t=0∈ H1(Γs). Now differentiate the
equation (3.2.17) with respect to t,{
(ηt)tt − β(ηt)xx − δ(ηt)txx + α(ηt)xxxx = G3,t on ΣsT ,
ηt(0) = η1 and ηtt(0) = δ∆η1 +G3 |t=0 in Γs.
(3.2.33)
In view of the notations (3.2.20), (3.2.32) and (3.2.33) correspond respectively to (3.2.24)
and (3.2.26) in Lemma 3.2.6. Hence we can use (3.2.25) to furnish the following
‖ηt‖L2(0,T ;H4(Γs)) + ‖ηtt‖L2(0,T ;H2(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs))
6 c
(‖η1‖H3(Γs) + ‖G3 |t=0 ‖H1(Γs) + ‖G3,t‖L2(0,T ;L2(Γs))), (3.2.34)
where the constant c might depend on the final time T. Since we are interested in proving
(3.2.34) with a constant c independent of T, we extend the function G3,t by defining it
zero in the interval (T, T ) and denote the extended function also by G3,t. In a similar
spirit of the computation (3.2.31) one can prove
‖ηt‖L2(0,T ;H4(Γs)) + ‖ηtt‖L2(0,T ;H2(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs))
6 c(T )
(‖η1‖H3(Γs) + ‖G3 |t=0 ‖H1(Γs) + ‖G3,t‖L2(0,T ;L2(Γs))) (3.2.35)
for some constant c(T ) independent on T. In order to get explicit bounds on the L∞(0, T )
norms of η, ηt and ηtt we first multiply (3.2.17)1 by ηtxx and integrate over Γs. We use
the L-periodicity (in the x direction) of η and integrate the terms by parts to obtain
1
2
d
dt
∫
Γs
η2txdx+
β
2
d
dt
∫
Γs
η2xxdx+ δ
∫
Γs
η2txxdx+
α
2
d
dt
∫
Γs
η2xxxdx
6 δ8‖ηtxx(t)‖
2
L2(Γs) +
2
δ
‖G3‖2L2(Γs).
(3.2.36)
Now integrating (3.2.36) with respect to t,
‖ηtx‖2L∞(0,T ;L2(Γs)) + ‖ηxx‖2L∞(0,T ;L2(Γs)) + ‖ηtxx‖2L2(0,T ;L2(Γs))
+ ‖ηxxx‖2L∞(0,T ;L2(Γs)) 6 c
(‖ηtx(0)‖2L2(Γs) + ‖G3‖2L2(0,T ;L2(Γs))). (3.2.37)
From (3.2.37) we get in particular
‖η‖2L∞(0,T ;H3(Γs)) 6 c
(‖η1‖2H1(Γs) + ‖G3‖2L2(0,T ;L2(Γs))). (3.2.38)
Now consider the equations (3.2.33). One imitates the analysis used to obtain (3.2.37)
to find
‖ηttx‖2L∞(0,T ;L2(Γs)) + ‖ηtxx‖2L∞(0,T ;L2(Γs)) + ‖ηttxx‖2L2(0,T ;L2(Γs))
+ ‖ηtxxx‖2L∞(0,T ;L2(Γs)) 6 c
(‖η1‖2H3(Γs) + ‖G3 |t=0 ‖2H1(Γs) + ‖G3,t‖2L2(0,T ;L2(Γs))).
(3.2.39)
116
Hence in particular
‖ηt‖2L∞(0,T ;H3(Γs)) + ‖ηtt‖2L∞(0,T ;H1(Γs)) 6 c
(‖η1‖2H3(Γs) + ‖G3 |t=0 ‖2H1(Γs)
+ ‖G3,t‖2L2(0,T ;L2(Γs))
)
.
(3.2.40)
Now we will use that
G3 ∈ L∞(0, T ;H1/2(Γs)). (3.2.41)
Write (3.2.17)1 as
ηxxxx = 1α
(
G3 + δηtxx + βηxx − ηtt
)
. (3.2.42)
In view of (3.2.41) one observes that all the terms appearing in the right hand side of
(3.2.42) belongs to L∞(0, T ;H1/2(Γs)). As the beam in our problem is one dimensional,
η ∈ L∞(0, T ;H9/2(Γs)) and the estimates (3.2.38) and (3.2.40) furnish the following
‖η‖L∞(0,T ;H9/2(Γs)) 6 c
(‖η1‖H3(Γs) + ‖G3 |t=0 ‖H1(Γs) + ‖G3,t‖L2(0,T ;L2(Γs))
+ ‖G3‖L∞(0,T ;H1/2(Γs))
)
.
(3.2.43)
Hence combining all the above estimates we here conclude the proof of Theorem 3.2.7.
The following corollary follows directly by using the regularities (3.2.27) and the
expression (3.2.42) of ηxxxx.
Corollary 3.2.8. In addition to the assumptions of Theorem 3.2.7 if G3 further satisfies
the regularity assumption G3 ∈ C0([0, T ];H1/2(Γs)) then η ∈ C0([0, T ];H9/2(Γs)).
3.3 Local existence of the non linear coupled system
From now on up to the end of this article, we fix the initial data (ρ0,u0, η1) such that
they satisfy the assumptions stated in (3.1.17). We also fix the constant
δ0 ∈ (0, 1). (3.3.1)
The constant δ0 will be used to keep a positive distance between the beam and the
bottom Γ` of the domain Ω. Also recall that the positive constants m and M were fixed
in (3.1.3) and T was fixed in (3.1.23).
Proof of Theorem 3.1.7. This section is devoted to the study of the non linear system
(3.1.21). We will prove here that the system (3.1.21) admits a strong solution in a time
interval (0, T ), for some T > 0 small enough and hence we will conclude Theorem 3.1.7.
Now we sketch the steps towards the proof of Theorem 3.1.7:
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(i) First in Section 3.3.1 we define a suitable map for which a fixed point gives a solution
of the system (3.1.21).
(ii) Next we design a suitable convex set such that the map defined in step (i) maps this
set into itself. This is done in Section 3.3.2.
(iii) In Section 3.3.3 we show that the convex set defined in step (ii) is compact in
some appropriate topology. We further prove that the fixed point map from step (i), is
continuous in that topology.
(iv) At the end in Section 3.3.4 we draw the final conclusion to prove Theorem 3.1.7.
In what follows all the constants appearing in the inequalities may vary from line to line
but will never depend on T.
3.3.1 Definition of the fixed point map
For (σ˜, w˜, η˜) satisfying
σ˜ ∈ L∞(0, T ;H2(Ω)) ∩W 1,∞(0, T ;H1(Ω)),
w˜ ∈ L∞(0, T ; H5/2(Ω)) ∩ L2(0, T ; H3(Ω)) ∩W 1,∞(0, T ; H1(Ω))
∩H1(0, T ; H2(Ω)) ∩H2(0, T ; L2(Ω)),
η˜ ∈ L∞(0, T ;H9/2(Γs)) ∩W 1,∞(0, T ;H3(Γs)) ∩H1(0, T ;H4(Γs))
∩W 2,∞(0, T ;H1(Γs)) ∩H2(0, T ;H2(Γs)) ∩H3(0, T ;L2(Γs)),
(3.3.2)
we consider the following problem:
σt + W˜ (w˜, η˜) · ∇σ = G1(σ˜, w˜, η˜) in QT ,
(σ˜ + ρ)wt − µ∆w− (µ+ µ′)∇divw = G2(σ˜, w˜, η˜) in QT ,
w = 0 on ΣT ,
w(·, 0) = w0 = u0 − zη1~e2 in Ω,
σ(·, 0) = σ0 = ρ0 − ρ in Ω,
ηtt − βηxx − δηtxx + αηxxxx = G3(σ˜, w˜, η˜) on ΣsT ,
η(0) = 0 and ηt(0) = η1 in Γs,
(3.3.3)
where G1, G2, G3 are as defined in (3.1.22) and W˜ (w˜, η˜) is defined as follows
W˜ (w˜, η˜) =
[
w˜1
1
(1+η˜)(w˜2 − w˜1zη˜x)
]
,
(
w˜ =
(
w˜1
w˜2
))
. (3.3.4)
It turns out that it will be important for us to check that G2(σ˜, w˜, η˜) and G3(σ˜, w˜, η˜)
respectively coincide at time t = 0 with the values G02 and G03 computed in (3.1.27) and
(3.1.25), and given as follows:
G02 = −P ′(ρ0)∇ρ0 − (δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0))zρ0~e2 + zρ0(u0)zη1
− ρ0(u0 · ∇)u0 − (−µ∆− (µ+ µ′)∇div)(zη1 ~e2),
(3.3.5)
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G03 = −(µ+ 2µ′)(u0)2,z + P (ρ0). (3.3.6)
This will be imposed by assuming (σ˜, w˜, η˜, η˜t)(·, 0) = (σ0,w0, 0, η1) and
η˜tt(·, 0) = δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0) in Ω,
w˜t(·, 0) = 1
ρ0
(
G02 − (−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2)
)
in Ω, (3.3.7)
Indeed, under the above conditions, one can check from the expressions of G2(σ˜, w˜, η˜)
and G3(σ˜, w˜, η˜) that G2(σ˜, w˜, η˜) |t=0= G02 and G3(σ˜, w˜, η˜) |t=0= G03.
Lemma 3.3.1. Let the constant δ0 be fixed by (3.3.1). For T < T , let us assume the
following
(σ˜, w˜, η˜) satisfies (3.3.2), (3.3.8)
w˜ = 0 on ΣT , (3.3.9)
(σ˜(·, 0), w˜(·, 0), η˜(·, 0), η˜t(·, 0)) = (ρ0 − ρ,u0 − zη1~e2, 0, η1) in Ω, (3.3.10)
(3.3.7) holds, (3.3.11)
1 + η˜(x, t) > δ0 > 0 on ΣsT , (3.3.12)
0 < m2 6 σ˜ + ρ 6 2M in QT , (3.3.13)
where m and M were fixed in (3.1.3).
Then G1(σ˜, w˜, η˜), G2(σ˜, w˜, η˜) and G3(σ˜, w˜, η˜) satisfy the following
G1(σ˜, w˜, η˜) ∈ L1(0, T ;H2(Ω)) ∩ L∞(0, T ;H1(Ω)),
G2(σ˜, w˜, η˜) ∈ L2(0, T ; H1(Ω)) ∩H1(0, T ; L2(Ω)) ∩ L∞(0, T ; L2(Ω)),
G3(σ˜, w˜, η˜) ∈ L∞(0, T ;H1/2(Γs)) ∩H1(0, T ;L2(Γs)),
W˜ (w˜, η˜) ∈ L1(0, T ; H3(Ω)) ∩ L∞(0, T ; H2(Ω)),
G2(σ˜, w˜, η˜) |t=0= G02 and G3(σ˜, w˜, η˜) |t=0= G03.
(3.3.14)
Proof. The detailed computations to verify (3.3.14) follows from Lemma 3.3.8 (for esti-
mates of G1), Lemma 3.3.10 (for estimates of G2), Lemma 3.3.12 (for estimates of G3)
and Lemma 3.3.14 (for estimates of W˜ ) in the Section 3.3.2.2.
Observe that the condition (3.3.9) implies that W˜ (w˜, η˜) · n = 0 (where W˜ is as
defined in (3.3.4)) on ΣT . Hence in view of Lemma 3.3.1, for all (σ˜, w˜, η˜) satisfying the
conditions (3.3.8)-(3.3.9)-(3.3.10)-(3.3.11)-(3.3.12) -(3.3.13), the system (3.3.3) admits a
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unique solution as a consequence of Theorem 3.2.1, Theorem 3.2.4 and Theorem 3.2.7
in the space ZT1 × Y T2 × ZT3 , where Y T2 is defined in (3.1.16), ZT1 and ZT3 are defined as
follows
ZT1 = {ρ ∈ C0([0, T ];H2(Ω)) | ρt ∈ L∞(0, T ;H1(Ω))},
ZT3 = {η ∈ L∞(0, T ;H9/2(Γs)), η(x, 0) = 0 | ηt ∈ L2(0, T ;H4(Γs)) ∩ C0([0, T ];H3(Γs)),
ηtt ∈ L2(0, T ;H2(Γs)) ∩ C0([0, T ];H1(Γs)), ηttt ∈ L2(0, T ;L2(Γs))}. (3.3.15)
Observe that the only difference between Y T1 (defined in (3.1.16)) and ZT1 is that the ele-
ments of Y T1 belongs to C1([0, T ];H1(Ω)) while the elements of ZT1 are inW 1,∞(0, T ;H1(Ω)).
Also one observes that the elements of Y T3 (defined in (3.1.16)) are in C0([0, T ];H9/2(Γs))
while ZT3 is only a subset of L∞(0, T ;H9/2(Γs)).
Before defining a suitable fixed point map (in order to solve the non-linear problem
(3.1.21)), we will introduce a convex set CT (where we will show the existence of a fixed
point). The set CT will be defined as a subset of L2(0, T ;L2(Ω)) × L2(0, T ; L2(Ω)) ×
L2(0, T ;L2(Γs)) such that the elements of CT satisfy some norm bounds and some con-
ditions at initial time t = 0.
Let us make precise the assumptions which will be used to define the set CT .
Regularity assumptions and norm bounds of (σ˜, w˜, η˜):
‖σ˜‖L∞(0,T ;H2(Ω)) 6 B1, ‖σ˜t‖L∞(0,T ;H1(Ω)) 6 B2, (3.3.16a)
‖w˜‖L∞(0,T ;H2(Ω)) + ‖w˜‖L2(0,T ;H3(Ω)) + ‖w˜t‖L∞(0,T ;H1(Ω)) + ‖w˜t‖L2(0,T ;H2(Ω))
+ ‖w˜tt‖L2(0,T ;L2(Ω)) 6 B3,
(3.3.16b)
‖η˜‖L∞(0,T ;H9/2(Γs)) + ‖η˜t‖L∞(0,T ;H3(Γs)) + ‖η˜t‖L2(0,T ;H4(Γs)) + ‖η˜tt‖L∞(0,T ;H1(Γs))
+ ‖η˜tt‖L2(0,T ;H2(Γs)) + ‖η˜ttt‖L2(0,T ;L2(Γs)) 6 B4, (3.3.16c)
1 + η˜(x, t) > δ0 > 0 on ΣsT , (3.3.16d)
0 < m2 6 σ˜ + ρ 6 2M in QT , (3.3.16e)
where Bi’s (1 6 i 6 4) are positive constants and will be chosen in the sequel. The norm
bound (3.3.16b) implicitly asserts (by interpolation) that w˜ is in C0([0, T ]; H5/2(Ω)).
Assumptions on initial and boundary conditions:
w˜ = 0 on ΣT , (3.3.17a)
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(σ˜(·, 0), w˜(·, 0), η˜(·, 0), η˜t(·, 0)) = (ρ0 − ρ,u0 − zη1~e2, 0, η1) in Ω, (3.3.17b)
η˜tt(·, 0) = δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0) in Ω, (3.3.17c)
w˜t(·, 0) = 1
ρ0
(
G02 − (−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2)
)
in Ω. (3.3.17d)
For T < T , let us define the following set
CT (B1, B2, B3, B4) = {(σ˜, w˜, η˜) ∈ L2(0, T ;L2(Ω))× L2(0, T ; L2(Ω))× L2(0, T ;L2(Γs)) |
the relations (3.3.16)− (3.3.17) are true}. (3.3.18)
Now for (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4), let (σ,w, η) ∈ ZT1 ×Y T2 ×ZT3 (recall the definition
of Y T2 , from (3.1.16) and ZT1 , ZT3 are defined in (3.3.15)) be the solution of the problem
(3.3.3) corresponding to (σ˜, w˜, η˜). This defines the map
L : CT (B1, B2, B3, B4) −→ ZT1 × Y T2 × ZT3
(σ˜, w˜, η˜) 7→ (σ,w, η). (3.3.19)
Now observe that if the map L admits a fixed point (σf ,wf , ηf ) on the set CT (B1, B2, B3, B4),
then the triplet (σf ,wf , ηf ) is a solution to the system (3.1.21). Thus, our goal from
now is to prove the existence of a fixed point to the map L. In that direction we first
show that for suitable parameters Bi (1 6 i 6 4) and T, the set CT (B1, B2, B3, B4) is
non-empty.
Lemma 3.3.2. There exists a constant B∗0 > 0 such that for all Bi > B∗0 (1 6
i 6 4) there exists T ∗0 (B1, B2, B3, B4) ∈ (0,min{1, T}) such that for all 0 < T 6
T ∗0 (B1, B2, B3, B4) the set CT (B1, B2, B3, B4) is non empty.
Proof. The choice of the constant B∗0 will be done based on the calculations performed
in the following steps.
Step 1. In this step we will prove the existence of a function w∗ which satisfies the norm
bound (3.3.16b) and the condition (3.3.17d) at time t = 0. We begin by recalling that
(ρ0,u0, η1) satisfies (3.1.17) and hence one observes that (u0 − zη1~e2) ∈ H3(Ω). As G02
is given by the expression (3.3.5), using (3.1.29) one has G02 ∈ H1(Ω). We can thus find
a lifting h ∈ L2(R+; H1(Ω)) and ht ∈ L2(R+; L2(Ω)) (see e.g. [25, Theorem 3.2, p. 21])
such that h(0) = G02 in Ω. (In fact, we only need G02 ∈ H1/2(Ω) in this step.)
Let w∗ be the solution of the following system
ρ0w∗t − µ∆w∗ − (µ+ µ′)∇divw∗ = h in Q∞,
w∗ = 0 on Σ∞,
w∗(0) = w0 = (u0 − zη1 ~e2) in Ω.
(3.3.20)
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In view of (3.1.30) one can uniquely solve (3.3.20) such that the function w∗ satisfies
the following estimate
‖w∗‖L∞(0,∞;H2(Ω)) + ‖w∗‖L2(0,∞;H3(Ω)) + ‖w∗t ‖L∞(0,∞;H1(Ω))
+ ‖w∗t ‖L2(0,∞;H2(Ω)) + ‖w∗tt‖L2(0,∞;L2(Ω))
6 c(‖h‖L2(0,∞;H1(Ω)) + ‖ht‖L2(0,∞;L2(Ω)) + ‖G2 |t=0 ‖H1(Ω) + ‖u0 − zη1 ~e2‖H3(Ω))
6 c5(‖G2 |t=0 ‖H1(Ω) + ‖u0 − zη1 ~e2‖H3(Ω)).
(3.3.21)
Using (3.3.20) one also observes the following
w∗t (·, 0) =
1
ρ0
(
G02 − (−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2)
)
. (3.3.22)
In view of (3.3.21) and (3.3.22) one observes that w∗ satisfies (3.3.16b) and (3.3.17d)
respectively.
Step 2. In this step we will prove the existence of a function η∗ which satisfies the norm
bound (3.3.16c), (3.3.16d) and the condition (3.3.17c) at time t = 0. In that direction
first recall that G03 ∈ H1(Γs). We use in particular the regularity G03 ∈ H1/2(Γs) to obtain
a lifting h1 of G03 such that h1 ∈ L2(R+;H1(Γs))∩H1(R+;L2(Γs))∩L∞(R+;H1/2(Γs))
and h1(0) = G03 in Γs. Let η∗ be the solution of equation (3.2.17) with G3 replaced by
h1. From Theorem 3.2.7 and inequality (3.2.28) one obtains
‖η∗‖L∞(0,T ;H9/2(Γs)) + ‖η∗t ‖L2(0,T ;H4(Γs)) + ‖η∗t ‖L∞(0,T ;H3(Γs)) + ‖η∗tt‖L2(0,T ;H2(Γs))
+ ‖η∗tt‖L∞([0,T ];H1(Γs)) + ‖η∗ttt‖L2(0,T ;L2(Γs))
6 c(‖(h1)t‖L2(0,∞;L2(Γs)) + ‖h1‖L∞(0,∞;H1/2(Γs)) + ‖G03‖H1(Γs) + ‖η1‖H3(Γs))
6 c4(‖G03‖H1(Γs) + ‖η1‖H3(Γs))
(3.3.23)
where the constant c4 is independent of T. One further uses (3.3.6) to check that
η∗tt(·, 0) = δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0). (3.3.24)
In view of (3.3.23) and (3.3.24) we get that η∗ satisfies (3.3.16c) and (3.3.17c).
Since η∗(., 0) = 0, we observe the following by interpolation
‖η∗‖C0(ΣsT ) 6 c‖η
∗‖1/3L∞(0,T ;H1(Γs))‖η∗‖
2/3
L∞(0,T ;H2(Γs))
6 cT 1/3
(‖η∗t ‖L∞(0,T ;H1(Γs)))1/3 · (‖η∗‖L∞(0,T ;H2(Γs)))2/3. (3.3.25)
At this point we set
B∗0 = max{c5(‖G02‖H1(Ω) + ‖u0 − zη1 ~e2‖H3(Ω)), ‖ρ0 − ρ‖H2(Ω),
c4(‖G03‖H1(Γs) + ‖η1‖H3(Γs))}
(3.3.26)
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and for all 1 6 i 6 4, Bi > B∗0 .
Hence in view of (3.3.25), there exists T ∗0 (B1, B2, B3, B4) ∈ (0,min{1, T}) such that for
all 0 < T 6 T ∗0 (B1, B2, B3, B4) we verify that
1 + η∗ > δ0 > 0 on ΣsT ,
i.e η∗ satisfies (3.3.16d).
Step 3. One easily checks that σ∗ = ρ0 − ρ verifies (3.3.16a) and (3.3.16e).
We further observe that (σ∗,w∗, η∗) satisfies (3.3.17a) and (3.3.17b) automatically by
construction.
So we have shown that if we choose B∗0 (and hence Bi > B∗0 , for all 1 6 i 6 4) as in
(3.3.26) and 0 < T 6 T ∗0 (B1, B2, B3, B4) then (σ∗ = ρ0−ρ,w∗, η∗) ∈ CT (B1, B2, B3, B4),
i.e.
CT (B1, B2, B3, B4) 6= ∅.
Remark 3.3.3. Observe from the proof of Lemma 3.3.2, the constant T ∗0 (B1, B2, B3, B4)
depends on δ0 ∈ (0, 1). Since δ0 is fixed (see (3.3.1)) we do not write explicitly the
dependence of T ∗0 (B1, B2, B3, B4) on δ0.
3.3.2 For small enough T, L maps CT (B1, B2, B3, B4) into itself
To prove that the map L admits a fixed point we first show that for T small enough and
a suitable choice of parameters (B1, B2, B3, B4), the set CT (B1, B2, B3, B4) is mapped
into itself by L.
Provided (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4), we have to estimate the terms G1(σ˜, w˜, η˜),
G2(σ˜, w˜, η˜), G3(σ˜, w˜, η˜) and W˜ (w˜, η˜) (recall the definition of G1, G2, G3 and W˜ from
(3.1.22) and (3.3.4) respectively). For this purpose we will require some results which
we collect in the following section.
3.3.2.1 Useful lemmas
The following lemma concerning the Sobolev regularity of the product of two functions
is standard in the literature.
Lemma 3.3.4. Consider a bounded domain Ω0 in Rd (for d = 1, 2). Let r > d2 , 0 6 s 6
r. If v ∈ Hr(Ω0) and w ∈ Hs(Ω0) then vw ∈ Hs(Ω0) with
‖vw‖Hs(Ω0) 6 K(Ω0)‖v‖Hr(Ω0)‖w‖Hs(Ω0).
Similar estimates hold when v and w are vector valued functions i.e for v ∈ Hr(Ω0) and
w ∈ Hs(Ω0).
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Lemma 3.3.5. Let T < T (recall that we have fixed T in (3.1.23)). We assume that
f ∈ H2,1ΣT (QT ). As usual we use the notation fz to denote the partial derivative ∂zf of f
with respect to z. Also suppose that Γs is a smooth subset of Γ. Then the trace fz |ΣT
on Γs (i.e the normal derivative of f on Γs) belongs to H1/6(0, T ; L2(Γs)). In particular
there exists a constant K > 0 such that for all f ∈ H2,1ΣT (QT ) we have the following
‖fz |ΣT ‖L2(0,T ;L2(Γs)) 6 T 1/6K(‖f(0)‖H10(Ω) + ‖f‖H2,1ΣT (QT )), (3.3.27)
where f(0) denotes the function f at time t = 0. We specify that in our case the space
H2,1ΣT (QT ) is endowed with the following norm
‖f‖H2,1ΣT (QT ) = ‖f‖L2(0,T ;H2(Ω)) + ‖ft‖L2(0,T ;L2(Ω)).
Remark 3.3.6. The appearance of f(0) in the inequality (3.3.27) might seem redundant
since for all, f ∈ H2,1ΣT (QT )
‖f(0)‖H10(Ω) 6 KT ‖f‖H2,1ΣT (QT ).
But the constant KT there may depend on T while the constant K in (3.3.27) is inde-
pendent of T. This is the reason why we prefer working with (3.3.27).
Proof of Lemma 3.3.5. We have to estimate ‖fz |ΣT ‖L2(0,T ;L2(Γs)). Using Ho¨lder’s in-
equality we get the following T∫
0
‖fz |ΣT ‖2L2(Γs)
1/2 6 (T∫
0
‖fz |ΣT ‖3L2(Γs)
)1/3
T 1/6
6 K(Ω)
(
T∫
0
‖f‖3H5/3(Ω)
)1/3
T 1/6.
(3.3.28)
To prove (3.3.27), in view of (3.3.28) it is enough to show the following inequality
‖f‖L3(0,T ;H5/3(Ω)) 6 K(Ω, T )(‖f‖H2,1ΣT (QT ) + ‖f(0)‖H10(Ω)). (3.3.29)
In order to prove (3.3.29), first let us consider the solution f∗ of
f∗t −∆f∗ = 0 in QT ,
f∗ = 0 on ΣT ,
f∗(., 0) = f(0) in Ω.
(3.3.30)
As f(0) ∈ H10(Ω), f∗ ∈ H2,1ΣT (QT ). It is also well known that there exists a constant K(Ω)
such that f∗ satisfies the following inequalities
(i) ‖f∗‖H2,1ΣT (QT ) 6 K(Ω)‖f(0)‖H10(Ω),
(ii) ‖f∗‖L∞(0,T ;H10(Ω)) + ‖f
∗‖L2(0,T ;H2(Ω)) 6 K(Ω)‖f(0)‖H10(Ω).
(3.3.31)
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Now we will estimate the norm of f∗ in L3(0, T ; H5/3(Ω)). Using interpolation we have
for a.e t
‖f∗(t)‖H5/3(Ω) 6 K(Ω)‖f∗(t)‖2/3H2(Ω)‖f∗(t)‖
1/3
H10(Ω)
.
From the last inequality one obtains the following
‖f∗‖L3(0,T ;H5/3(Ω)) =
 T∫
0
‖f∗(t)‖3H5/3(Ω)
1/3
6 K(Ω)‖f∗‖1/3
L∞(0,T ;H10(Ω))
‖f∗‖2/3L2(0,T ;H2(Ω)).
(3.3.32)
Hence using inequality (ii) of (3.3.31) in (3.3.32) we obtain
‖f∗‖L3(0,T ;H5/3(Ω)) 6 K(Ω)‖f(0)‖H10(Ω). (3.3.33)
Now let us observe that (f − f∗)(0) = 0. Extend the function (f − f∗) by defining it zero
in the time interval (T − T , 0) (the extended function is also denoted by (f − f∗)). In
what follows we will use the notation
QT−T ,T = Ω× (T − T , T ).
We also introduce the space H2,1ΣT (QT−T ,T ) which is defined as in (3.1.12) with QT
replaced by QT−T ,T .
One can check that the extended function (f − f∗) ∈ H2,1ΣT (QT−T ,T ) and
‖(f − f∗)‖H2,1ΣT (QT−T,T ) = ‖(f − f
∗)‖H2,1ΣT (QT ). (3.3.34)
Again due to the embedding H2,1ΣT (QT−T ,T ) ↪→ H1/6(T − T , T ; H5/3(Ω)) we have the
following
‖f − f∗‖H1/6(T−T ,T ;H5/3(Ω)) 6 K(T ,Ω)‖f − f∗‖H2,1ΣT (QT−T,T ). (3.3.35)
Since H1/6(T − T , T ) is continuously embedded into L3(T − T , T ), hence from (3.3.35)
‖f − f∗‖L3(T−T ,T ;H5/3(Ω)) 6 K(T ,Ω)‖f − f∗‖H2,1ΣT (QT−T,T ). (3.3.36)
Use of triangle inequality furnishes the following
‖f‖L3(0,T ;H5/3(Ω)) 6 K(‖f − f∗‖L3(0,T ;H5/3(Ω)) + ‖f∗‖L3(0,T ;H5/3(Ω))). (3.3.37)
Incorporate inequalities (3.3.33) and (3.3.36) in (3.3.37) in order to obtain
‖f‖L3(0,T ;H5/3(Ω)) 6 K(Ω, T )(‖f − f∗‖H2,1ΣT (QT−T,T ) + ‖f(0)‖H10(Ω)). (3.3.38)
In view of the equality (3.3.34) we can obtain the following from (3.3.38),
‖f‖L3(0,T ;H5/3(Ω)) 6 K(Ω, T )(‖f − f∗‖H2,1ΣT (QT ) + ‖f(0)‖H10(Ω)). (3.3.39)
Once again use triangle inequality and (3.3.31) (i), in order to prove (3.3.29).
Finally use (3.3.29) in (3.3.28) to show (3.3.27). This completes the proof.
125
The following lemma is a simple consequence of the fundamental theorem of calculus,
whose proof is left to the reader.
Lemma 3.3.7. Fix i > 0 and a domain Ω0 in Rd (d is either 1 or 2). Then there exists
a constant K > 0 such that for all ψ ∈ H1(0, T ;H i(Ω0)), the following holds
‖ψ‖L∞(0,T ;Hi(Ω0)) 6 K(‖ψ(0)‖Hi(Ω0) + T 1/2‖ψt‖L2(0,T ;Hi(Ω0))), (3.3.40)
where ψ(0) denotes ψ at time t = 0. The inequality (3.3.40) is true even for a vector
valued function Ψ ∈ H1(0, T ; Hi(Ω0)).
3.3.2.2 Estimates of G1, G2, G3 and W˜
Lemma 3.3.8. Let B∗0 and T ∗0 are as in Lemma 3.3.2 and Bi > B∗0 (∀ 1 6 i 6 4).
Then there exist K1 = K1(B1, B2, B3, B4) > 0 and K2 > 0 such that for all 0 < T 6
T ∗0 (B1, B2, B3, B4) and (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4), G1(σ˜, w˜, η˜) (defined in (3.1.22))
satisfies the following estimates
(i) ‖G1(σ˜, w˜, η˜)‖L1(0,T ;H2(Ω)) 6 K1(B1, B2, B3, B4)T 1/2,
(ii) ‖G1(σ˜, w˜, η˜)‖L∞(0,T ;H1(Ω)) 6 K2‖ρ0div(u0)‖H1(Ω)
+K1(B1, B2, B3, B4)T 1/2.
(3.3.41)
Remark 3.3.9. In (3.3.41), the constant K2 does not depend on any of the Bi (1 6 i 6
4).
Proof of Lemma 3.3.8. (i) We will first prove (3.3.41)(i).
Estimate of (σ˜ + ρ)div(w˜ + zη˜t~e2) in L1(0, T ;H2(Ω)): From (3.3.8), we get that (σ˜ +
ρ) ∈ L∞(0, T ;H2(Ω)) and (w˜ + zη˜t~e2) ∈ L2(0, T ; H2(Ω)). Hence we have the following
inequality
‖(σ˜ + ρ)div(w˜ + zη˜t~e2)‖L1(0,T ;H2(Ω))
6 K(‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))‖(w˜ + zη˜t~e2)‖L1(0,T ;H3(Ω))) (using Lemma 3.3.4)
6 KT 1/2(‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))‖(w˜ + zη˜t~e2)‖L2(0,T ;H3(Ω))) (using Ho¨lder’s inequality)
6 K(B1, B3, B4)T 1/2, (using (3.3.16a), (3.3.16b), (3.3.16c)). (3.3.42)
Estimate of F1(σ˜+ρ, w˜+zη˜t~e2, η˜) (defined in (3.1.10)) in L1(0, T ;H2(Ω)): First observe
that, as η˜ ∈ L∞(0, T ;H9/2(Γs)) and (3.3.16d) holds, one can verify the following
1
(1 + η˜) ∈ L
∞(0, T ;H9/2(Γs)) (3.3.43)
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and ∥∥∥∥ 1(1 + η˜)
∥∥∥∥
L∞(0,T ;H9/2(Γs))
6 K‖η˜‖L∞(0,T ;H9/2(Γs)) 6 K(B4), (using (3.3.16c)).
(3.3.44)
Hence we get the following estimate of zη˜x(σ˜ + ρ)(w˜1 + zη˜t ~e2)z(1 + η˜) ,∥∥∥∥ η˜x(σ˜ + ρ)(w˜1 + zη˜t ~e2)z(1 + η˜)
∥∥∥∥
L1(0,T ;H2(Ω))
6 K(‖η˜x‖L∞(0,T ;H7/2(Γs))
∥∥∥∥ 1(1 + η˜)
∥∥∥∥
L∞(0,T ;H9/2(Γs))
‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω)) (3.3.45)
‖(w˜1 + zη˜t ~e2)z‖L1(0,T ;H2(Ω))) (using Lemma 3.3.4)
6 K(B1, B3, B4)T 1/2, (using Ho¨lder’s inequality and (3.3.16a), (3.3.16b), (3.3.16c)
and (3.3.44)).
Rest of the terms in the expression of F1(σ˜+ρ, w˜+zη˜t~e2, η˜) can be estimated in a similar
way. Hence we can show the following
‖F1(σ˜ + ρ, w˜ + zη˜t~e2, η˜)‖L1(0,T ;H2(Ω)) 6 K(B1, B3, B4)T 1/2. (3.3.46)
We combine (3.3.42) and (3.3.46) to prove (3.3.41)(i).
(ii) We will now prove (3.3.41)(ii).
Estimate of (σ˜ + ρ)div(w˜ + zη˜t~e2) in L∞(0, T ;H1(Ω)): We observe the following
‖((σ˜ + ρ)div(w˜ + zη˜t~e2))t‖L2(0,T ;H1(Ω))
6 K(‖σ˜tdiv(w˜ + zη˜t~e2)‖L2(0,T ;H1(Ω)) + ‖(σ˜ + ρ)div(w˜t + zη˜tt~e2)‖L2(0,T ;H1(Ω)))
6 K(‖σ˜t‖L∞(0,T ;H1(Ω))‖div(w˜ + zη˜t~e2)‖L2(0,T ;H2(Ω))
+ ‖σ˜ + ρ‖L∞(0,T ;H2(Ω))‖div(w˜t + zη˜tt~e2)‖L2(0,T ;H1(Ω))) (using Lemma 3.3.4)
6 K(B1, B2, B3, B4), (using (3.3.16a), (3.3.16b), (3.3.16c)).
(3.3.47)
Now apply the inequality (3.3.40) with ψ = (σ˜ + ρ)div(w˜ + zη˜t~e2). We obtain
‖(σ˜ + ρ)div(w˜ + zη˜t~e2)‖L∞(0,T ;H1(Ω))
6 K‖ρ0div(u0)‖H1(Ω) + T 1/2K(B1, B2, B3, B4), (using (3.3.47)).
(3.3.48)
Estimate of F1(σ˜ + ρ, w˜ + zη˜t~e2, η˜) in L∞(0, T ;H1(Ω)): We can have the following
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estimate∥∥∥∥ η˜x(σ˜ + ρ)(w˜1 + zη˜t ~e2)z(1 + η˜)
∥∥∥∥
L∞(0,T ;H1(Ω))
6 K(‖η˜x‖L∞(0,T ;H2(Γs))
∥∥∥∥ 1(1 + η˜)
∥∥∥∥
L∞(0,T ;H9/2(Γs))
‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))
‖(w˜1 + zη˜t ~e2)z‖L∞(0,T ;H1(Ω))) (using Lemma 3.3.4)
6 KT 1/2(‖η˜xt‖L2(0,T ;H2(Γs))
∥∥∥∥ 1(1 + η˜)
∥∥∥∥
L∞(0,T ;H9/2(Γs))
‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))
‖(w˜1 + zη˜t ~e2)z‖L∞(0,T ;H1(Ω)))
(using (3.3.40) with ψ = η˜x and the fact that η˜x(0) = 0)
6 K(B1, B3, B4)T 1/2, (using (3.3.16a),(3.3.16b),(3.3.16c) and (3.3.44)).
(3.3.49)
A similar analysis can be applied to estimate other summands of F1(σ˜+ρ, w˜+ zη˜t~e2, η˜).
Hence we can now show that
‖F1(σ˜ + ρ, w˜ + zη˜t~e2, η˜)‖L∞(0,T ;H1(Ω)) 6 K(B1, B2, B4)T 1/2. (3.3.50)
Combine (3.3.48) with (3.3.50) to show (3.3.41)(ii).
Lemma 3.3.10. Let B∗0 and T ∗0 are as in Lemma 3.3.2 and Bi > B∗0 (∀ 1 6 i 6 4).
Then there exist K3 = K3(B1, B2, B3, B4) > 0, K4 = K4(B1, B4) > 0 and K5 > 0 such
that for all 0 < T 6 T ∗0 (B1, B2, B3, B4) and (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4), G2(σ˜, w˜, η˜)
(defined in (3.1.22)) satisfies the following estimates
(i) ‖G2(σ˜, w˜, η˜)‖L2(0,T ;H1(Ω)) 6 K3(B1, B2, B3, B4)T 1/2,
(ii) ‖(G2(σ˜, w˜, η˜))t‖L2(0,T ;L2(Ω)) 6 K3(B1, B2, B3, B4)T 1/2 +K4(B1, B4),
(iii) ‖G2(σ˜, w˜, η˜)‖L∞(0,T ;L2(Ω)) 6 K5‖G02‖L2(Ω) +K3(B1, B2, B3, B4)T 1/2.
(3.3.51)
Remark 3.3.11. The estimates in (3.3.51) are inspired from the results stated in [38,
p. 269] which is done in absence of the beam unknown η but includes the evolution of
the temperature of the fluid.
We further emphasize that the constant K4 does not depend on (B2, B3) and K5 does
not depend on any of the Bi (1 6 i 6 4).
Proof of Lemma 3.3.10. One can use (3.3.16e) to show that for γ > 1,
(σ˜ + ρ)γ−1 ∈ C0([0, T ];H2(Ω)) and (σ˜ + ρ)γ−2 ∈ C0([0, T ];H2(Ω))
and { ‖(σ˜ + ρ)γ−1‖L∞(0,T ;H2(Ω)) 6 K‖σ˜‖L∞(0,T ;H2(Ω)) 6 K(B1),
‖(σ˜ + ρ)γ−2‖L∞(0,T ;H2(Ω)) 6 K‖σ˜‖L∞(0,T ;H2(Ω)) 6 K(B1).
(3.3.52)
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(i) We first estimate G2(σ˜, w˜, η˜) in L2(0, T ; H1(Ω)).
Estimate of P ′(σ˜ + ρ)∇σ˜ in L2(0, T ; H1(Ω)):
‖P ′(σ˜ + ρ)∇σ˜‖L2(0,T ;H1(Ω))
6 T 1/2‖P ′(σ˜ + ρ)∇σ˜‖L∞(0,T ;H1(Ω))
6 T 1/2K(‖(σ˜ + ρ)γ−1‖L∞(0,T ;H2(Ω))‖∇σ˜‖L∞(0,T ;H1(Ω)))
(using the definition ofP and Lemma 3.3.4)
6 K(B1)T 1/2, (using (3.3.16a)).
(3.3.53)
Estimate of zη˜tt(σ˜ + ρ)~e2 − (µ∆ + (µ+ µ′)∇div)(zη˜t~e2) in L2(0, T ; H1(Ω)):
‖zη˜tt(σ˜ + ρ)~e2 − (µ∆ + (µ+ µ′)∇div)(zη˜t~e2)‖L2(0,T ;H1(Ω))
6 T 1/2‖zη˜tt(σ˜ + ρ)~e2 − (µ∆ + (µ+ µ′)∇div)(zη˜t~e2)‖L∞(0,T ;H1(Ω))
6 T 1/2K(‖η˜tt‖L∞(0,T ;H1(Ω))‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω)) + ‖η˜t‖L∞(0,T ;H3(Ω)))
(using Lemma 3.3.4)
6 K(B1, B4)T 1/2, (using (3.3.16a), (3.3.16c)).
(3.3.54)
Estimate of F2(σ˜+ρ, w˜+ zη˜t~e2, η˜) (defined in (3.1.10)) in L2(0, T ; H1(Ω)): We will only
estimate the terms of F2(σ˜ + ρ, w˜ + zη˜t~e2, η˜) which are the most intricate to deal with.
The others are left to the reader.
(a) ‖η˜(σ˜ + ρ)(w˜t + zη˜tt ~e2)‖L2(0,T ;H1(Ω))
6 T 1/2‖η˜(σ˜ + ρ)(w˜t + zη˜tt ~e2)‖L∞(0,T ;H1(Ω)) (3.3.55)
6 T 1/2K(‖η˜‖L∞(0,T ;H2(Γs))‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))‖(w˜t + zη˜tt ~e2)‖L∞(0,T ;H1(Ω)))
(using Lemma 3.3.4)
6 K(B1, B3, B4)T 1/2, (using (3.3.16a), (3.3.16b), (3.3.16c)).
(b) ‖z(σ˜ + ρ)(w˜z + η˜t ~e2)η˜t‖L2(0,T ;H1(Ω))
6 T 1/2‖z(σ˜ + ρ)(w˜z + η˜t ~e2)η˜t‖L∞(0,T ;H1(Ω))
6 T 1/2K(‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))‖(w˜z + η˜t ~e2)‖L∞(0,T ;H1(Ω))‖η˜t‖L∞(0,T ;H2(Γs)))
(using Lemma 3.3.4)
6 K(B1, B3, B4)T 1/2, (using (3.3.16a), (3.3.16b), (3.3.16c)).
(3.3.56)
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(c)
∥∥∥∥∥w˜zzz2η2x(1 + η˜)
∥∥∥∥∥
L2(0,T ;H1(Ω))
6 K(‖w˜zz‖L2(0,T ;H1(Ω))‖η˜2x‖L∞(0,T ;H2(Γs))
∥∥∥∥ 1(1 + η˜)
∥∥∥∥
L∞(0,T ;H9/2(Γs))
)
(using Lemma 3.3.4)
6 T 1/2K(‖w˜zz‖L2(0,T ;H1(Ω))‖η˜2xt‖L2(0,T ;H2(Γs))
∥∥∥∥ 1(1 + η˜)
∥∥∥∥
L∞(0,T ;H9/2(Γs))
)
(using (3.3.40) withψ = η˜2x and the fact η˜x(, 0) = 0)
6 K(B3, B4)T 1/2, (using (3.3.16a), (3.3.16b), (3.3.16c) and (3.3.44)).
(3.3.57)
(d) Using arguments similar to that in the computation (3.3.53) we show the
following
‖(η˜P ′σ˜x − P ′σ˜zzη˜x)~e1‖L2(0,T ;H1(Ω)) 6 K(B1, B4)T 1/2. (3.3.58)
Now the reader can deal with the other terms using similar arguments in order to prove
‖F2(σ˜ + ρ, (w˜ + zη˜t ~e2), η˜)‖L2(0,T ;H1(Ω)) 6 K(B1, B3, B4)T 1/2. (3.3.59)
Combining the estimates (3.3.53), (3.3.54) and (3.3.59) we conclude the proof of the
inequality (3.3.51)(i).
(ii) We now estimate ‖(G2(σ˜, w˜, η˜))t‖L2(0,T ;L2(Ω)).
Estimate of (P ′(σ˜ + ρ)∇σ˜)t in L2(0, T ; L2(Ω)):
‖(P ′(σ˜ + ρ)∇σ˜)t‖L2(0,T ;L2(Ω))
6 T 1/2‖(P ′(σ˜ + ρ)∇σ˜)t‖L∞(0,T ;L2(Ω))
6 T 1/2K(‖(σ˜ + ρ)(γ−2)σ˜t∇σ˜‖L∞(0,T ;L2(Ω)) + ‖(σ˜ + ρ)γ−1∇σ˜t‖L∞(0,T ;L2(Ω)))
6 T 1/2K(‖(σ˜ + ρ)γ−2‖L∞(0,T ;H2(Ω))‖σ˜t‖L∞(0,T ;H1(Ω))‖∇σ˜‖L∞(0,T ;H1(Ω))
+ ‖(σ˜ + ρ)γ−1‖L∞(0,T ;H2(Ω))‖∇σ˜t‖L∞(0,T ;L2(Ω))) (using Lemma 3.3.4)
6 K(B1, B2)T 1/2, (using (3.3.16a) and (3.3.52)).
(3.3.60)
Estimate of (zη˜tt(σ˜ + ρ)~e2 − (µ∆ + (µ+ µ′)∇div)(zη˜t~e2))t in L2(0, T ; L2(Ω)):
‖(zη˜tt(σ˜ + ρ)~e2 − (µ∆ + (µ+ µ′)∇div)(zη˜t~e2))t‖L2(0,T ;L2(Ω))
6 T 1/2K(‖η˜tt‖L∞(0,T ;H1(Γs))‖σ˜t‖L∞(0,T ;H1(Ω))) +K(‖η˜ttt‖L2(0,T ;L2(Γs))
· ‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω)) + ‖η˜tt‖L2(0,T ;H2(Γs))) (using Lemma 3.3.4)
6 K(B2, B4)T 1/2 +K(B1, B4).
(3.3.61)
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Estimate of (F2(σ˜ + ρ, (w˜ + zη˜t ~e2), η˜))t in L2(0, T ; L2(Ω)):
(a) ‖(η˜(σ˜ + ρ)(w˜t + zη˜tt ~e2))t‖L2(0,T ;L2(Ω))
6 K(‖(η˜t(σ˜ + ρ)(w˜t + zη˜tt ~e2))‖L2(0,T ;L2(Ω)) + ‖η˜σ˜t(w˜t + zη˜tt ~e2)‖L2(0,T ;L2(Ω))
+ ‖(η˜(σ˜ + ρ)(w˜tt + zη˜ttt ~e2))‖L2(0,T ;L2(Ω)))
6 T 1/2K(‖η˜t‖L∞(0,T ;H2(Γs))‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))‖(w˜t + zη˜tt ~e2)‖L∞(0,T ;H1(Ω))
+ ‖η˜‖L∞(0,T ;H2(Γs))‖σ˜t‖L∞(0,T ;H1(Ω))‖(w˜t + zη˜tt ~e2)‖L∞(0,T ;H1(Ω))) (3.3.62)
+ ‖η˜‖L∞(0,T ;H2(Γs))‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))‖(w˜tt + zη˜ttt ~e2)‖L2(0,T ;L2(Ω))
6 T 1/2K(B1, B2, B3, B4) + T 1/2‖η˜t‖L2(0,T ;H2(Γs))‖(σ˜ + ρ)‖L∞(0,T ;H2(Ω))
‖(w˜tt + zη˜ttt ~e2)‖L2(0,T ;L2(Ω))
(using (3.3.40) withψ = η˜ and the fact η˜(, 0) = 0)
6 K(B1, B2, B3, B4)T 1/2.
(b) Using similar estimates we can have the following
‖(z(σ˜ + ρ)(w˜z + η˜t ~e2)ηt)t‖L2(0,T ;L2(Ω)) 6 K(B1, B2, B3, B4)T 1/2. (3.3.63)
(c) Now we estimate ∥∥∥∥∥
(
w˜zzz2η˜2x
(1 + η˜)
)
t
∥∥∥∥∥
L2(0,T ;L2(Ω))
.
To start with, we have the following identity of distributional derivatives(
w˜zzz2η˜2x
(1 + η˜)
)
t
= z
2w˜tzz η˜2x
(1 + η˜) +
2η˜xη˜xtw˜zz
(1 + η˜) −
w˜zzz2η˜2xη˜t
(1 + η˜)2 . (3.3.64)
We now estimate the first term of the summands. Using (3.3.44) one obtains∥∥∥∥∥z2w˜tzz η˜2x(1 + η˜)
∥∥∥∥∥
L2(0,T ;L2(Ω))
6 K(B4)(‖w˜tzz‖L2(0,T ;L2(Ω))‖η˜x‖2L∞(0,T ;L∞(Γs))). (3.3.65)
Now we use inequality (3.3.40) and η˜x(·, 0) = 0 to get
‖η˜x‖L∞(0,T ;L∞(Γs)) 6 C‖η˜x‖L∞(0,T ;H2(Γs)) 6 K(B3)T 1/2. (3.3.66)
Hence we use (3.3.66) in (3.3.65) to obtain∥∥∥∥∥z2w˜tzz η˜2x(1 + η˜)
∥∥∥∥∥
L2(0,T ;L2(Ω))
6 K(B3, B4)T. (3.3.67)
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For the second and third summands of (3.3.64), we similarly obtain:∥∥∥∥2η˜xη˜xtw˜zz(1 + η˜)
∥∥∥∥
L2(0,T ;L2(Ω))
6 K(B3, B4)T 1/2,∥∥∥∥∥−w˜zzz2η˜2xη˜t(1 + η˜)2
∥∥∥∥∥
L2(0,T ;L2(Ω))
6 K(B3, B4)T.
(3.3.68)
So altogether we get∥∥∥∥∥
(
w˜zzz2η˜2x
(1 + η˜)
)
t
∥∥∥∥∥
L2(0,T ;L2(Ω))
6 K(B3, B4)T 1/2. (3.3.69)
The remaining terms in the expression of F2 are relatively easier to deal with and hence
we leave the details to the reader to show
‖(F2(σ˜ + ρ, w˜ + zη˜t ~e2, η˜))t‖L2(0,T ;L2(Ω)) 6 K(B1, B2, B3, B4)T 1/2. (3.3.70)
Hence combining the estimates (3.3.60), (3.3.61) and (3.3.70) one gets (3.3.51)(ii).
(iii) In (3.3.40) replace ψ by G2(w˜, σ˜, η˜) and use the estimate (3.3.51)(ii) to prove
(3.3.51)(iii).
Lemma 3.3.12. Let B∗0 and T ∗0 are as in Lemma 3.3.2 and Bi > B∗0 (∀ 1 6 i 6 4).
Then there exist K6 > 0 and K7 = K7(B1, B2, B3, B4) > 0 such that for all 0 < T 6
T ∗0 (B1, B2, B3, B4) and (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4), G3(σ˜, w˜, η˜) (defined in (3.1.22))
satisfies the following estimates
(i)‖G3(σ˜, w˜, η˜)‖L∞(0,T ;H1/2(Γs)) 6 K6‖(ρ0,u0)‖H2(Ω)×H2(Ω) +K7(B1, B2, B3, B4)T 1/2,
(ii)‖(G3(σ˜, w˜, η˜))t‖L2(0,T ;L2(Γs)) 6 T 1/6K7(B1, B2, B3, B4). (3.3.71)
Remark 3.3.13. We emphasize that K6 does not depend on any of the Bi (1 6 i 6 4).
Proof. In this proof we will consider the function w˜ and (σ˜ + ρ) on Γs, i.e we take the
trace of these functions and make use of well known trace theorem without mentioning
it explicitly.
(i) Estimate of F3(σ˜ + ρ, w˜ + η˜t~e2, η˜) (defined in (3.1.10)) in L∞(0, T ;H1/2(Γs)):
(a) First let us estimate (w˜2,z + η˜t) in L∞(0, T ;H1/2(Γs)):
‖(w˜2,z + η˜t)‖L∞(0,T ;H1/2(Γs)) 6 K(‖u0‖H2(Ω) + T 1/2‖(w˜2,z + η˜t)t‖L2(0,T ;H1/2(Γs)))
(using (3.3.40))
6 K(‖u0‖H2(Ω) + T 1/2K(B3, B4)), (using (3.3.16b) and (3.3.16c)). (3.3.72)
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(b) Let us estimate P (σ˜ + ρ) in L∞(0, T ;H1/2(Γs)).
‖P (σ˜ + ρ)‖L∞(0,T ;H1/2(Γs)) 6 K(‖ρ0‖H2(Ω) + T 1/2‖(σ˜ + ρ)γ−1σ˜t‖L2(0,T ;H1/2(Γs))ds)
(using (3.3.40)) (3.3.73)
6 K(‖ρ0‖H2(Ω) + T 1/2K(B1, B2)), (using (3.3.16a)).
(c) Now we estimate η˜xw˜1,z(1 + η˜) in L
∞(0, T ;H1/2(Γs)),
‖ η˜xw˜1,z(1 + η˜)‖L∞(0,T ;H1/2(Γs)) 6 K(B4)(‖η˜x‖L∞(0,T ;H2(Γs))‖w˜1,z‖L∞(0,T ;H1/2(Γs)))
(using (3.3.44))
6 T 1/2K(B3, B4), (using (3.3.40) withψ = η˜x and η˜x(., 0) = 0).
(3.3.74)
We use similar sort of arguments to show that
‖F3(σ˜ + ρ, w˜ + η˜t~e2, η˜)‖L∞(0,T ;H1/2(Γs)) 6 K‖ρ0‖H2(Γs) +K(B1, B2, B3, B4)T 1/2.
(3.3.75)
Combine (3.3.72) with (3.3.75) to prove (3.3.71)(i).
(ii) Estimate of (F3(σ˜ + ρ, w˜ + η˜t~e2, η˜))t (defined in (3.1.10)) in L2(0, T ;L2(Γs)):
First let us estimate (w˜2,z + η˜t~e2)t in L2(0, T ;L2(Γs)):
‖(w˜2,z + η˜t)t‖L2(0,T ;L2(Γs))
6 ‖w˜2,tz‖L2(0,T ;L2(Γs)) + ‖η˜tt‖L2(0,T ;L2(Γs))
6 T 1/6K(‖w˜t(·, 0)‖H10(Ω) + ‖w˜t‖H2,1ΣT (QT )) + T
1/2K‖η˜tt‖L∞(0,T ;L2(Γs))
(using Lemma 3.3.5 with f replaced by w˜t)
6 T 1/6K(
∥∥∥∥ 1ρ0 (G2 |t=0 −(−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2))
∥∥∥∥
H10(Ω)
+K(B3)) + T 1/2K(B4). (using (3.3.17d) and the inequalities
(3.3.16b) and (3.3.16c))
(3.3.76)
Using similar line of arguments one can prove that the trace of (F3(σ˜ + ρ, w˜ + η˜t~e2, η˜))t
on Γs belongs to L2(0, T ;L2(Γs)) and the following inequality is true for T < 1,
‖(F3(σ˜ + ρ, w˜ + η˜t~e2, η˜))t‖L2(0,T ;L2(Γs)) 6 T 1/6K(B1, B2, B3, B4). (3.3.77)
Combining (3.3.76) and (3.3.77), we conclude (3.3.71)(ii).
133
Lemma 3.3.14. Let B∗0 and T ∗0 are as in Lemma 3.3.2 and Bi > B∗0 (∀ 1 6 i 6 4).
Then there exist K8 = K8(B1, B2, B3, B4) > 0, and K9 = K9(B3, B4) > 0 such that for
all 0 < T 6 T ∗0 (B1, B2, B3, B4) and (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4), we have the following
estimates (recall the notation W˜ from (3.3.4))
(i) ‖W˜ (w˜, η˜)‖L1(0,T ;H3(Ω)) 6 K8(B1, B2, B3, B4)T 1/2,
(ii) ‖W˜ (w˜, η˜)‖L∞(0,T ;H2(Ω)) 6 K9(B3, B4) +K8(B1, B2, B3, B4)T 1/2,
(iii) ‖σ˜t‖L2(0,T ;L3(Ω)) + ‖∇σ˜‖L2(0,T ;L3(Ω)) 6 K8(B1, B2, B3, B4)T 1/2.
(3.3.78)
Remark 3.3.15. We emphasize that K9 does not depend on B1 and B2.
Proof. (i) One can use Lemma 3.3.4 to check that W˜ (w˜, η˜) ∈ L2(0, T ; H3(Ω)). As a
consequence, (3.3.78)(i) follows.
(ii) The following estimates follow from the regularity of w˜.
‖w˜1‖L∞(0,T ;H2(Ω)) 6 K(B3), (3.3.79)
∥∥∥∥ 1(1 + η˜) w˜2
∥∥∥∥
L∞(0,T ;H2(Ω))
6 K(B3, B4), (using (3.3.44)) (3.3.80)
and ∥∥∥∥ 1(1 + η˜) w˜1zη˜x
∥∥∥∥
L∞(0,T ;H2(Ω))
6 K(B4)(‖w˜‖L∞(0,T ;H2(Ω))‖η˜x‖L∞(0,T ;H2(Γs)))
(using (3.3.44) and Lemma 3.3.4)
6 T 1/2K(B4)(‖w˜‖L∞(0,T ;H2(Ω))‖η˜xt‖L2(0,T ;H2(Γs)))
(using (3.3.40) withψ = η˜x and η˜x(., 0) = 0)
6 T 1/2K(B3, B4).
(3.3.81)
Combine (3.3.79), (3.3.80) and (3.3.81) to prove (3.3.78)(ii).
(iii) From the definition of CT (B1, B2, B3, B4) we know that σ˜t is in L∞(0, T ;H1(Ω)) and
∇σ˜ belongs to L∞(0, T ; H1(Ω)). Hence one uses the continuous embedding H1(Ω) ↪→
L3(Ω) to obtain that the embedding from L∞(0, T ;H1(Ω)) ↪→ L2(0, T ;L3(Ω)) has a
norm of size
√
T . We then easily derive (3.3.78)(iii).
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3.3.2.3 Choices of B1, B2, B3 and B4
Now we will choose the constants Bi > B∗0 (6 i 6 4) such that for a small enough time
0 < T 6 T ∗0 (B1, B2, B3, B4), L maps CT (B1, B2, B3, B4) into itself.
Lemma 3.3.16. Let B∗0 and T ∗0 are as in Lemma 3.3.2. There exist constants Bi >
B∗0 (1 6 i 6 4) and a time T ∗(B1, B2, B3, B4) satisfying 0 < T ∗(B1, B2, B3, B4) 6
T ∗0 (B1, B2, B3, B4) such that for all 0 < T 6 T ∗(B1, B2, B3, B4), L maps CT (B1, B2, B3, B4)
into itself.
Proof. In the following we will fix Bi (1 6 i 6 4) in a hierarchical order. We use
the constants B∗0 (Lemma 3.3.2), c4 (Theorem 3.2.7), K6 (Lemma 3.3.12), c1 (Theorem
3.2.1), K4 (Lemma 3.3.10), K5 (Lemma 3.3.10), c3 (Theorem 3.2.4), K9 (Lemma 3.3.14)
and K2 (Lemma 3.3.8). First we set B1 and B4 as follows
B1 = max{2(‖σ0‖H2(Ω) + 1), B∗0},
B4 = max{c4(‖η1‖H3(Γs) + ‖G3 |t=0 ‖H1(Γs)
+K6‖(ρ0,u0)‖H2(Ω)×H2(Ω) + 1), B∗0}.
(3.3.82)
Now using B1 and B4 we choose B2 and B3 in the following order.
B3 = max{c1(2 +K5‖G2 |t=0 ‖L2(Ω) + 4(1 +K4(B1, B4)
+
∥∥∥∥G2 |t=0 −(−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2)ρ0
∥∥∥∥
H1(Ω)
)), B∗0},
(3.3.83)
and
B2 = max{c3K9(B3, B4)‖σ0‖H2(Ω) +K2‖ρ0div(u0)‖H1(Ω) + 1, B∗0}. (3.3.84)
In the rest of the proof we verify that with the choices (3.3.82), (3.3.83) and (3.3.84)
of Bi (∀ 1 6 i 6 4), there exists a time T ∗(B1, B2, B3, B4) such that for all 0 < T 6
T ∗(B1, B2, B3, B4), L maps CT (B1, B2, B3, B4) into itself.
Let (σ˜, w˜, η˜) ∈ CT (B1, B2, B3, B4) and L(σ˜, w˜, η˜) = (σ,w, η). From Theorem 3.2.1, The-
orem 3.2.4 and Theorem 3.2.7 we know that (σ,w, η) satisfies the following inequalities
with
(G1, G2, G3) = (G1(σ˜, w˜, η˜), G2(σ˜, w˜, η˜), G3(σ˜, w˜, η˜)).

‖w‖L∞(0,T ;H2(Ω)) + ‖w‖L2(0,T ;H3(Ω)) + ‖wt‖L∞(0,T ;H1(Ω)) + ‖wt‖L2(0,T ;H2(Ω))
+ ‖wtt‖L2(0,T ;L2(Ω)) 6 c1{‖G2‖L2(0,T ;H1(Ω)) + ‖G2‖L∞(0,T ;L2(Ω))
+
(‖G2,t‖L2(0,T ;L2(Ω)) + ∥∥∥∥G2 |t=0 −(−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2)ρ0
∥∥∥∥
H1(Ω)
)
· (1 + ‖σ˜t‖L2(0,T ;L3(Ω)) + ‖∇σ˜‖L2(0,T ;L3(Ω)))exp(c1‖σ˜t‖2L2(0,T ;L3(Ω)))},
(3.3.85)
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
‖σ‖L∞(0,T ;H2(Ω)) 6 (‖σ0‖H2(Ω) + c2‖G1‖L1(0,T ;H2(Ω)))
· exp(c2‖W˜‖L1(0,T ;H3(Ω))),
‖σt‖L∞(0,T ;H1(Ω)) 6 c3‖W˜‖L∞(0,T ;H2(Ω))[(‖σ0‖H2(Ω) + c2‖G1‖L1(0,T ;H2(Ω)))
· exp(c2‖W˜‖L1(0,T ;H3(Ω)))] + ‖G1‖L∞(0,T ;H1(Ω)),
(3.3.86)
and 
‖η‖L∞(0,T ;H9/2(Γs)) + ‖ηt‖L2(0,T ;H4(Γs)) + ‖ηt‖L∞(0,T ;H3(Γs))
+ ‖ηtt‖L2(0,T ;H2(Γs)) + ‖ηtt‖L∞([0,T ];H1(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs))
6 c4
(‖η1‖H3(Γs) + ‖G3 |t=0 ‖H1(Γs) + ‖G3‖L∞(0,T ;H1/2(Γs))
+ ‖G3,t‖L2(0,T ;L2(Γs))
)
.
(3.3.87)
(i) Using the estimate (3.3.71) on G3(σ˜, w˜, η˜) in (3.3.87) we obtain:
‖η‖L∞(0,T ;H9/2(Γs)) + ‖ηt‖L2(0,T ;H4(Γs)) + ‖ηt‖L∞(0,T ;H3(Γs))
+ ‖ηtt‖L2(0,T ;H2(Γs)) + ‖ηtt‖L∞([0,T ];H1(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs))
6 c4(‖η1‖H3(Γs) + ‖G3 |t=0 ‖H1(Γs) +K6‖(ρ0,u0)‖H2(Ω)×H2(Ω)
+K7(B1, B2, B3, B4)T 1/2 + T 1/6K7(B1, B2, B3, B4).
(3.3.88)
Now choose T ∗1 = T ∗1 (B1, B2, B3, B4)(6 T ∗0 (B1, B2, B3, B4)), positive and small enough
such that
K7(B1, B2, B3, B4)(T ∗1 )1/2 +K7(B1, B2, B3, B4)(T ∗1 )1/6 < 1. (3.3.89)
In view of the choice of B4 (see (3.3.82)) and (3.3.89), for all 0 < T 6 T ∗1 one verifies
that{ ‖η‖L∞(0,T ;H9/2(Γs)) + ‖ηt‖L2(0,T ;H4(Γs)) + ‖ηt‖L∞(0,T ;H3(Γs))
+ ‖ηtt‖L2(0,T ;H2(Γs)) + ‖ηtt‖L∞([0,T ];H1(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs)) 6 B4.
(3.3.90)
(ii) Using the estimates (3.3.41)(i) on G1(σ˜, w˜, η˜) and (3.3.78)(i) on W˜ (w˜, η˜) in (3.3.86)1
furnish
‖σ‖L∞(0,T ;H2(Ω)) 6 (‖σ0‖H2(Ω) + c2K1(B1, B2, B3, B4)T 1/2)
exp(c2K8(B1, B2, B3, B4)T 1/2).
(3.3.91)
Choose T ∗2 = T ∗2 (B1, B2, B3, B4)(6 T ∗1 ), positive and small enough such that
c2K1(B1, B2, B3, B4)(T ∗2 )1/2 < 1,
exp(c2K8(B1, B2, B3, B4)(T ∗2 )1/2) < 2.
(3.3.92)
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In view of the choice of B1 (see (3.3.82)) and (3.3.92), for all 0 < T 6 T ∗2 the following
holds
‖σ‖L∞(0,T ;H2(Ω)) 6 B1. (3.3.93)
(iii) Using the estimates (3.3.51) on G2(σ˜, w˜, η˜) and (3.3.78)(iii) on σ˜ in (3.3.85) to
obtain
‖w‖L∞(0,T ;H2(Ω)) + ‖w‖L2(0,T ;H3(Ω)) + ‖wt‖L∞(0,T ;H1(Ω)) + ‖wt‖L2(0,T ;H2(Ω))
+ ‖wtt‖L2(0,T ;L2(Ω)) 6 c1{K5‖G2 |t=0 ‖L2(Ω) + 2K3(B1, B2, B3, B4)T 1/2
+ (K3(B1, B2, B3, B4)T 1/2 +K4(B1, B4)
+
∥∥∥∥G2 |t=0 −(−µ∆− (µ+ µ′)∇div)(u0 − zη1 ~e2)ρ0
∥∥∥∥
H1(Ω)
) · (1
+K8(B1, B2, B3, B4)T 1/2) · exp(c1K28 (B1, B2, B3, B4)T )}.
(3.3.94)
Choose T ∗3 = T ∗3 (B1, B2, B3, B4)(6 T ∗2 (B1, B2, B3, B4)), positive and small enough such
that
K3(B1, B2, B3, B4)(T ∗3 )1/2 < 1,
and (1 +K8(B1, B2, B3, B4)(T ∗3 )1/2)exp(c1K28 (B1, B2, B3, B4)T ∗3 ) < 4.
(3.3.95)
In view of the choice of B3 (see (3.3.83)) and (3.3.95), for all 0 < T 6 T ∗3 we have
‖w‖L∞(0,T ;H2(Ω)) + ‖w‖L2(0,T ;H3(Ω)) + ‖wt‖L∞(0,T ;H1(Ω))
+ ‖wt‖L2(0,T ;H2(Ω)) + ‖wtt‖L2(0,T ;L2(Ω)) < B3.
(3.3.96)
(iv) Using the estimates (3.3.41) on G1(σ˜, w˜, η˜) and (3.3.78)(i)-(3.3.78)(ii) on W˜ (w˜, η˜)
in (3.3.86)2 furnish
‖σt‖L∞(0,T ;H1(Ω)) 6 c3(K9(B3, B4) +K8(B1, B2, B3, B4)T 1/2)[(‖σ0‖H2(Ω)
+ c2K1(B1, B2, B3, B4)T 1/2) · exp(c2K8(B1, B2, B3, B4)T 1/2)] +K2‖ρ0div(u0)‖H1(Ω)
+K1(B1, B2, B3, B4)T 1/2.
(3.3.97)
Choose T ∗4 = T ∗4 (B1, B2, B3, B4)(6 T ∗3 ), positive and small enough such that
c2c3K9(B3, B4)K1(B1, B2, B3, B4)(T ∗4 )1/2 · exp(c2K8(B1, B2, B3, B4)(T ∗4 )1/2)
+K8(B1, B2, B3, B4)(T ∗4 )1/2[(‖σ0‖H2(Ω) + c2K1(B1, B2, B3, B4)(T ∗4 )1/2)
· exp(c2K8(B1, B2, B3, B4)(T ∗4 )1/2)] +K1(B1, B2, B3, B4)(T ∗4 )1/2 < 1.
(3.3.98)
In view of the choice of B2 (see (3.3.84)) and (3.3.98), we check that for all 0 < T 6 T ∗4
the following holds
‖σt‖L∞(0,T ;H1(Ω)) < B2. (3.3.99)
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Hence with the choices (3.3.82), (3.3.83) and (3.3.84) of the constants Bi (1 6 i 6 4),
(σ,w, η) satisfies the estimates (3.3.93), (3.3.99), (3.3.96) and (3.3.90) respectively for
all 0 < T 6 T ∗4 . We can also use similar kind of interpolation arguments as used in
(3.3.25) to show that there exists a T ∗5 = T ∗5 (B1, B2, B3, B4) (6 T ∗4 ) such that for all
0 < T 6 T ∗5 ,
1 + η(x, t) > δ0 > 0, on ΣsT
m
2 6 σ(x, z, t) + ρ 6 2M, in QT .
(3.3.100)
Again it follows from the equation (3.3.3)2 that wt(0) satisfies the condition (3.3.17d).
Similarly one uses (3.3.3)6 to show that ηtt(·, 0) satisfies (3.3.17c). Now we set
T ∗ = T ∗(B1, B2, B3, B4) = T ∗5 .
Hence if Bi (∀ 1 6 i 6 4) is chosen as in (3.3.82), (3.3.83) and (3.3.84) and 0 <
T 6 T ∗, (σ,w, η) satisfies all the conditions (3.3.16)-(3.3.17), guaranteeing (σ,w, η) ∈
CT (B1, B2, B3, B4).
This concludes the proof of Lemma 3.3.16.
We fix the choice of Bi (∀ 1 6 i 6 4) and T = T ∗(B1, B2, B3, B4) as in Lemma 3.3.16.
Hence in the following we will simply use the notations
T = T ∗ and CT = CT (B1, B2, B3, B4). (3.3.101)
3.3.3 Compactness and continuity
Let us observe that CT is a convex, bounded subset of the space
X = {(σ,w, η) ∈ C0([0, T ], H1(Ω))×C0([0, T ]; H1(Ω))×C1([0, T ];H1(Γs))∩C0([0, T ];H2(Γs))},
endowed with the topology induced by the norm
‖(σ,w, η)‖X = sup
t∈[0,T ]
(‖σ(t)‖H1(Ω) + ‖w(t)‖H1(Ω) + ‖η(t)‖H2(Γs) + ‖ηt(t)‖H1(Γs)).
Lemma 3.3.17. Let CT be the set as introduced in (3.3.101). The set CT , when endowed
with the topology of X , is compact in X .
Proof. We claim that the set CT is closed in X .
Assume that a sequence (σ˜n, w˜n, η˜n) ∈ CT and that (σ˜n, w˜n, η˜n)→ (σ,w, η) in X . Now
η˜n → η in C1([0, T ];H1(Γs)) implies that η˜n,t → ηt in C0([0, T ];H1(Γs)), η˜n,tt → ηtt and
η˜n,ttt → ηttt in D′(0, T ;L2(Γs)) in particular, where D′(0, T ;L2(Γs)) denotes the space
of distributions on (0, T ) with values in L2(Γs).
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We recall the norm bounds over η in the set CT . Hence we have up to a subsequence
(still denoted by η˜n) that η˜n → η weak* in L∞(0, T ;H9/2(Γs)), η˜n,t → ηt weakly in
L2(0, T ;H4(Γs)) and weak* in L∞(0, T ;H3(Γs)), η˜n,tt → ηtt weakly in L2(0, T ;H2(Γs))
and weak* in L∞(0, T ;H1(Γs)), η˜n,ttt → ηttt weakly in L2(0, T ;L2(Γs)). Also by the
lower semi-continuity of the norms with respect to the above weak type convergences we
get
‖η‖L∞(0,T ;H9/2(Γs)) + ‖ηt‖L∞(0,T ;H3(Γs)) + ‖ηt‖L2(0,T ;H4(Γs))
+ ‖ηtt‖L∞(0,T ;H1(Γs)) + ‖ηtt‖L2(0,T ;H2(Γs)) + ‖ηttt‖L2(0,T ;L2(Γs)) 6 B4.
(3.3.102)
As η˜n → η in C1([0, T ];H1(Γs)) and η˜n,t → ηt in C0([0, T ];H1(Γs)), hence
η(·, 0) = 0 and ηt(0) = η1. (3.3.103)
The uniform bounds of ‖η˜n,tt‖L∞(0,T ;H1(Γs)) and ‖η˜n,ttt‖L2(0,T ;L2(Γs)) and Aubin Lions
lemma ([1]) furnish that up to a subsequence (still denoted by η˜n), η˜n,tt strongly con-
verges to ηtt in C0([0, T ];L2(Γs)). Hence
ηtt(·, 0) = δη1,xx − (µ+ 2µ′)(u0)2,z + P (ρ0). (3.3.104)
Similar arguments (used to show (3.3.102)) can be used to show that
‖w‖L∞(0,T ;H2(Ω)) + ‖w‖L2(0,T ;H3(Ω)) +‖wt‖L∞(0,T ;H1(Ω)) + ‖wt‖L2(0,T ;H2(Ω))
+‖wtt‖L2(0,T ;L2(Ω)) 6 B3,
(3.3.105)
‖σ‖L∞(0,T ;H2(Ω)) 6 B1, ‖σt‖L∞(0,T ;H1(Ω)) 6 B2. (3.3.106)
Since η˜n converges to η in L∞(ΣsT ) (follows from the continuous embedding H2(Γs) ↪→
L∞(Γs)), one has the following (as η˜n satisfies (3.3.16d))
1 + η(x, t) > δ0 > 0 on ΣsT . (3.3.107)
Observe that the weak* convergence of σ˜n to σ in L∞(0, T ;L2(Ω)) is enough to conclude
that (since σ˜n satisfies (3.3.16e))
m
2 6 σ(x, z, t) + ρ 6 2M in QT . (3.3.108)
Using the strong convergence of (σ˜n, w˜n, η˜n) to (σ,w, η) in X furnishes
w(·, 0) = (u0 − zη1 ~e2) in Ω,
σ(·, 0) = σ0 in Ω. (3.3.109)
Now we can use the uniform bounds of ‖w˜n,t‖L∞(0,T ;H1(Ω)) and ‖w˜n,tt‖L2(0,T ;L2(Ω)) and
the Aubin Lions lemma to have the convergence w˜n,t → wt in C0([0, T ]; L2(Ω)). Conse-
quently
wt(., 0) =
1
ρ0
(G02 − (−µ∆− (µ+ µ′)∇div)(u0 − zη1~e2)). (3.3.110)
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So combining (3.3.102)-(3.3.103)-(3.3.104)-(3.3.105)-(3.3.106)-(3.3.107)-(3.3.108)-(3.3.109)-
(3.3.110) we conclude that the limit point (σ,w, η) ∈ CT and hence CT is closed in X .
Once again using Aubin Lions lemma we get that CT is a compact subset of X .
Now to apply Schauder’s fixed point theorem one only needs to prove that L is
continuous on CT .
Lemma 3.3.18. Let CT be the set in (3.3.101). The map L is continuous from CT into
itself for the topology of X .
Proof. Suppose that (σ˜n, w˜n, η˜n) ∈ CT , converges to (σ˜, w˜, η˜) strongly in X . Then, ac-
cording to Lemma 3.3.17, (σ˜, w˜, η˜) ∈ CT . We thus set (σ̂n, ŵn, η̂n) = L(σ˜n, w˜n, η˜n),
(σ̂, ŵ, η̂) = L(σ˜, w˜, η˜). Our goal is to show that (σ̂n, ŵn, η̂n) strongly converges to
(σ̂, ŵ, η̂) in X . Using that (σ̂n, ŵn, η̂n) belongs to CT (see Lemma 3.3.16) we get that
there exists a triplet (σ,w, η) such that up to a subsequence
σ̂n
∗
⇀ σ in L∞(0, T ;H2(Ω)) ∩W 1,∞(0, T ;H1(Ω)),
ŵn ⇀ w in L2(0, T ; H3(Ω)) ∩H1(0, T ; H2(Ω)) ∩H2(0, T ; L2(Ω)),
ŵn ∗⇀ w in L∞(0, T ; H2(Ω)) ∩W 1,∞(0, T ; H1(Ω)),
η̂n ⇀ η in H1(0, T ;H4(Γs)) ∩H2(0, T ;H2(Γs)) ∩H3(0, T ;L2(Γs)),
η̂n
∗
⇀ η in L∞(0, T ;H9/2(Γs)) ∩W 1,∞(0, T ;H3(Γs)) ∩W 2,∞(0, T ;H1(Γs)).
(3.3.111)
The compactness result proved in Lemma 3.3.17 provides the strong convergence in
X i.e, up to a subsequence, (σ̂n, ŵn, η̂n) converges strongly in X to (σ,w, η). It is
clear that in order to prove that the map L is continuous it is enough to show that
(σ,w, η) = (σ̂, ŵ, η̂). This will be verified in the following steps.
(i) We first claim that G2(σ˜n, w˜n, η˜n) converges weakly to G2(σ˜, w˜, η˜) in L2(0, T ; L2(Ω)).
Since (σ˜n, w˜n, η˜n) belongs to CT and we have fixed Bi (for all 1 6 i 6 4) and T, one
can use Lemma 3.3.10 to show that ‖G2(σ˜n, w˜n, η˜n)‖L2(0,T ;L2(Ω)) is uniformly bounded.
Hence, to prove our claim it is enough to show thatG2(σ˜n, w˜n, η˜n) converges toG2(σ˜, w˜, η˜)
in D′(QT ) (D′(QT ) is the space of distributions on QT ).
Let us consider the term
w˜n,zzz2η˜2n,x
(1 + η˜n)
. From the uniform norm bound over ‖w˜n,zz‖L2(0,T ;H1(Ω))
we get that w˜n,zz converges weakly in L2(0, T ; H1(Ω)) to w˜zz. Since η˜n strongly con-
verges to η˜ in C0([0, T ];H2(Γs)) and both η˜n and η˜ satisfy (3.3.16d),
1
(1 + η˜n)
and η˜n,x
converge strongly to 1(1 + η˜) and η˜x respectively in the spaces C
0([0, T ];H2(Γs)) and
C0([0, T ];H1(Γs)). Hence one gets in particular the strong convergence of η˜2n,x to η˜2x in
the space C0([0, T ];L2(Γs)). This implies that
w˜n,zzz2η˜2n,x
(1 + η˜n)
converges to w˜zzz
2η˜2x
(1 + η˜) weakly
in L2(0, T ;L1(Ω)) and hence particularly in the space D′(QT ).
Now we consider the term P ′σ˜n,zzη˜n,x~e1 = (σ˜n+ρ)γ−1σ˜n,zzη˜n,x~e1. Since ‖(σ˜n+ρ)‖C0(0,T ;H2(Ω))
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is uniformly bounded so is ‖(σ˜n + ρ)γ−1‖C0(0,T ;H2(Ω)) and hence (σ˜n + ρ)γ−1 converges
weakly to (σ˜ + ρ)γ−1 in L2(0, T ;H2(Ω)). We also have that σ˜n,z converges strongly
to σ˜z in C0([0, T ];L2(Ω)). Hence (σ˜n + ρ)γ−1σ˜n,z converges weakly to (σ˜ + ρ)γ−1σ˜z in
L2(0, T ;L2(Ω)). Now the strong convergence of η˜n,x to η˜x in C0([0, T ];H1(Γs)) furnish
that (σ˜n+ρ)γ−1σ˜n,zzη˜n,x weakly converges to (σ˜+ρ)γ−1σ˜zzη˜x in L2(0, T ;L1(Ω)). Hence
(σ˜n + ρ)γ−1σ˜n,zzη˜n,x~e1 converges to (σ˜ + ρ)γ−1σ˜zzη˜x~e1 in the space D′(QT ).
We can apply similar line of arguments to prove thatG2(σ˜n, w˜n, η˜n) converges toG2(σ˜, w˜, η˜)
in D′(QT ). Hence we have proved that G2(σ˜n, w˜n, η˜n) converges to G2(σ˜, w˜, η˜) weakly
in L2(0, T ; L2(Ω)).
Also observe that (σ˜n + ρ) converges strongly to (σ˜ + ρ) in C0([0, T ];H1(Ω)) and
ŵn,t, (−µ∆ − (µ′ + µ)∇(div))ŵn converge up to a subsequence weakly to wt and
(−µ∆−(µ′+µ)∇(div))w respectively in the spaces L2(0, T ; H2(Ω)) and L2(0, T ; H1(Ω)).
Hence up to a subsequence one obtains in particular the following convergence
(σ˜n + ρ)ŵn,t − µ∆ŵn − (µ′ + µ)∇(divŵn) ⇀ (σ˜ + ρ)wt − µ∆w− (µ′ + µ)∇(divw)
inL2(0, T ; L2(Ω)).
Now consider (3.3.3)2 with (σ˜, w˜, η˜) and w replaced respectively by (σ˜n, w˜n, η˜n) and ŵn.
The weak convergences discussed so far allow to pass to the limits in both sides of this
equation. So using the uniqueness of weak solution for the linear problem (3.2.1) we
conclude that w = ŵ.
(ii) Now we claim thatG1(σ˜n, w˜n, η˜n) converges weakly toG1(σ˜, w˜, η˜) in L2(0, T ;L2(Ω)).
Let us consider the term 1(1 + η˜n)
(w˜n)1,zzη˜n,x(σ˜n + ρ). We already know that
1
(1 + η˜n)
and η˜n,x converge strongly to
1
(1 + η˜) and η˜x respectively in the spaces C
0([0, T ];H2(Γs)
and C0([0, T ];H1(Γs)). One also observes that (w˜n)1,z weakly converges to w˜1,z in
L2(0, T ;H2(Ω)) (since w˜n ⇀ w˜ in L2(0, T ; H3(Ω))). Finally the strong convergence of
(σ˜n+ρ) to (σ˜+ρ) in C0([0, T ];H1(Ω)) furnish the weak convergence of
1
(1 + η˜n)
(w˜n)1,zzη˜n,x(σ˜n+
ρ) to 1(1 + η˜)(w˜)1,zzη˜x(σ˜ + ρ) in L
2(0, T ;L2(Ω)). We can apply similar arguments for
other terms in the expression of G1(σ˜, w˜, η˜) in order to prove the weak convergence of
G1(σ˜n, w˜n, η˜n) to G1(σ˜, w˜, η˜) in L2(0, T ;L2(Ω)).
We further observe that ∇σ̂n strongly converges to ∇σ in C0([0, T ];L2(Ω)). Since (w˜n)1
weakly converges to w˜1 in L2(0, T ;H3(Ω)), (η˜n)x strongly converges to η˜x in L∞(ΣsT ) (be-
cause (η˜n)x strongly converges to η˜x in C0([0, T ];H1(Γs)) and the embedding H1(Γs) ↪→
L∞(Γs) is continuous) and 1(1+η˜n) strongly converges to
1
(1+η˜) in C
0([0, T ];H2(Γs)),
1
(1+η˜n)
(w˜n)1z(η˜n)x(σ̂n)z weakly converges to 1(1+η˜) w˜1zη˜xσ̂z in L
2(0, T ;L2(Ω)). Besides,
up to a subsequence (σ̂n)t weakly converges to σt in L2(0, T ;L2(Ω)). Hence up to a
subsequence we have
(σ̂n)t +
[
(w˜n)1
1
(1+η˜n)
((w˜n)2 − (w˜n)1z(η˜n)x)
]
· ∇σ̂n ⇀ σt +
[
w˜1
1
(1+η˜)(w˜2 − w˜1zη˜x)
]
· ∇σ
in L2(0, T ;L2(Ω)).
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Now consider (3.3.3)1 with (σ˜, w˜, η˜) and σ replaced respectively by (σ˜n, w˜n, η˜n) and σ̂n.
The weak type convergences discussed so far allow to pass to the limits in both sides of
this equation. Hence from uniqueness of weak solution of the linear problem (3.2.6) we
conclude that σ = σ̂.
(iii) One can use similar line of arguments as used so far to show that G3(σ˜n, w˜n, η˜n)
converges weakly to G3(σ˜, w˜, η˜) in L2(0, T ;L2(Γs)). Using the norm bounds of η̂n (since
(σ̂n, ŵn, η̂n) ∈ CT ) we can prove that up to a subsequence the left hand side of (3.3.3)6
with η replaced by η̂n converges weakly to
ηtt − βηxx − δηtxx + αηxxxx
in L2(0, T ;L2(Γs)). Now the uniqueness of weak solution to the problem (3.2.17) fur-
nishes η = η̂. Hence the proof of Lemma 3.3.18 is complete.
3.3.4 Conclusion
The following properties hold
(i) The convex set CT is non-empty (Lemma 3.3.2) and is a compact subset of X (Lemma
3.3.17).
(ii) The map L, defined in (3.3.19), is continuous on CT in the topology of X (Lemma
3.3.18).
(iii) The map L maps CT to itself (Lemma 3.3.16).
Thus, all the assumptions of Schauder fixed point theorem are satisfied by the map L
on CT , endowed with the topology of X . Therefore, Schauder fixed point theorem yields
a fixed point (σf ,wf , ηf ) of the map L in CT . From the definition of the map L, one has
(σf ,wf , ηf ) ∈ ZT1 × Y T2 × ZT3 . Hence we have the following time continuities (since still
now one only has the regularities (3.3.41) of G1(σf ,wf , ηf ), (3.3.51) of G2(σf ,wf , ηf )
and (3.3.71) of G3(σf ,wf , ηf ))
σf ∈ C0([0, T ];H2(Ω)),
wf ∈ C0([0, T ]; H5/2(Ω)) ∩ C1([0, T ]; H1(Ω)),
ηf ∈ C0([0, T ];H4(Γs)) ∩ C1([0, T ];H3(Γs)) ∩ C2([0, T ];H1(Γs)).
(3.3.112)
The regularities (3.3.112) can be used to further check thatG1(σf ,wf , ηf ) ∈ C0([0, T ];H1(Ω))
and G3(σf ,wf , ηf ) ∈ C0([0, T ];H1/2(Γs)). Hence we use Corollary 3.2.5 and the Corol-
lary 3.2.8 to obtain the following
(σf )t ∈ C0([0, T ];H1(Ω)) and ηf ∈ C0([0, T ];H9/2(Γs)).
Hence, (σf ,wf , ηf ) ∈ Y T1 × Y T2 × Y T3 . The trajectory (σf ,wf , ηf ) solves the nonlinear
problem (3.1.21) in Y T1 ×Y T2 ×Y T3 . Consequently the system (3.1.19) admits a solution.
This further implies that the original system (3.1.2)-(3.1.4)-(3.1.5) admits a strong solu-
tion in sense of the Definition 3.1.6. Finally the proof of Theorem 3.1.7 is complete.
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Chapter 4
Observability of the adjoint of a
linearized compressible
fluid-structure model in a 2d
channel
4.1 Introduction
Our objective is to study the null controllability of a linearized fluid structure interaction
problem in a 2d channel. The fluid flow here is modeled by the compressible Navier-
Stokes equations. Concerning the structure we will consider a damped Euler-Bernoulli
beam located on a portion of the boundary. In the present article we establish an ob-
servability inequality for the adjoint of the linearized fluid structure interaction problem
under consideration which in principle is equivalent with the null controllability of the
system.
In order to introduce our model in a fixed domain it is first important to present the
non linear fluid structure interaction dynamics and obtain the linear model via a suit-
able linearization procedure. We remark that this linearization process is not unique
and depend on the structure of the map which we will use to bring the time dependent
domain to a fixed reference configuration.
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4.1.1 Motivation
In this section, we introduce the full non-linear compressible fluid structure interaction
model which we aim at studying from the controllability point of view, even though our
work is only a preliminary work in this direction.
Our goal here is to explain how, starting from a control problem for a compressible fluid-
structure interaction model, we derive a linear model (see Section 4.1.1.4) which should,
in principle, contain some of the main difficulties related to the non-linear model.
4.1.1.1 The non-linear model
We first define a few notations corresponding to the fluid and the structural domain.
Let d > 0 be a constant and Ω = (0, d)× (0, 1). We set
Γs = (0, d)× {1}, Γ` = (0, d)× {0}, Γ = Γs ∪ Γ`.
For a given function
β : Γs × (0,∞)→ (−1,∞),
which will correspond to the displacement of the one dimensional beam, let us denote
by Ωt and Γs,t the following sets
Ωt = {(x, y) | x ∈ (0, L), 0 < y < 1 + β(x, t)} = domain of the fluid at time t,
Γs,t = {(x, y) | x ∈ (0, L), y = 1 + β(x, t)} = the beam at time t.
The reference configuration of the beam is Γs and we set
ΣT = Γ× (0, T ), ΣsT = Γs × (0, T ),
Σ˜sT = ∪t∈(0,T )Γs,t × {t}, Σ`T = Γ` × (0, T ),
QT = Ω× (0, T ), Q˜T = ∪t∈(0,T )Ωt × {t}.
(4.1.1)
We consider a fluid with density ρ and velocity u. The fluid structure interaction system
coupling the compressible Navier-Stokes and the damped Euler-Bernoulli beam equation
is modeled by the following equations
∂tρ+ div(ρu) = 0 in Q˜T ,
ρ(∂tu+ (u.∇)u)− µ∆u− (µ+ µ′)∇divu+∇p(ρ) = 0 in Q˜T ,
∂ttβ − ∂txxβ + ∂xxxxβ = (Tf )2 on ΣsT .
(4.1.2)
We assume that at the fluid structure interface the following impermeability condition
holds
u(·, t) · nt = (0, ∂tβ) · nt on Σ˜sT , (4.1.3)
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Γ`0 L
1 β(x, t)
Γs
Figure 4.1: Domain Ωt.
where nt is the outward unit normal to Γs,t given by
nt = − ∂xβ√1 + (∂xβ)2~e1 + 1√1 + (∂xβ)2~e2, (~e1 = (1, 0) and ~e2 = (0, 1)).
The fixed boundary Σ`T is assumed to be impermeable and here the impermeability
condition is given as follows
u(·, t) · n = 0 on Σ`T , (4.1.4)
where n is the unit outward normal to Γ`. The fluid boundary is supplemented with the
following slip condition
curl(u) = 0 on Σ˜sT ∪ ΣlT , (4.1.5)
where curlu = (∂u1∂y − ∂u2∂x ), denotes the vorticity of the vector field u. In the system
(4.1.2), the real constants µ, µ′ are the Lame´ coefficients which are supposed to satisfy
µ > 0, (µ′ + 2µ) > 0.
In our case the fluid is isentropic i.e. the pressure p(ρ) is only a function of the fluid
density ρ and is given by
p(ρ) = aργ ,
where a > 0 and γ > 1 are positive constants.
We assume that there exists a constant external force Pext > 0 which acts on the beam.
We then introduce the positive constant ρ defined by the relation
Pext = aργ .
To incorporate this external forcing term Pext into the system of equations (4.1.2), we
introduce the following
P (ρ) = p(ρ)− Pext = aργ − aργ . (4.1.6)
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The non-homogeneous source term of the beam equation (Tf )2 is the net surface force
on the structure which is the resultant of force exerted by the fluid on the structure and
the external force Pext and it is assumed to be of the following form
(Tf )2 = (−(µ′ + 2µ)(divu)Id · nt + Pnt) |Γs,t
√
1 + (∂xβ)2 · ~e2 on ΣsT , (4.1.7)
where Id is the identity matrix.
Remark 4.1.1 (The physical model and simplification.). The stress tensor correspond-
ing to a Newtonian fluid with velocity u and pressure p is of the following form:
S(u, p) = (2µD(u) + µ′divuId)− pId, (4.1.8)
where D(u) is the symmetric gradient given by
D(u) = 12(∇u+∇
Tu).
In view of the expression (4.1.8) of the stress tensor, the net force acting on the beam
should be given as follows:
(Tf )ph2 = ([−2µD(u)− µ′divuId] · nt + Pnt) |Γs,t
√
1 + (∂xβ)2 · ~e2 on ΣsT . (4.1.9)
Instead of using the force (4.1.9), we assume, for technical reasons (see Remark 4.2.1),
that the net force acting on the beam is given by (4.1.7).
Although this might seem physically irrelevant, let us point out that the resulting simpli-
fied model (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7) admits an energy equality which
is explained in the following.
Assuming the data and the unknowns ρ, u and β are periodic in the x direction, we
can formally derive the following energy dissipation law for the system (4.1.2)-(4.1.3)-
(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7) (the detailed computation is included in Section 4.5)
1
2
d
dt
 ∫
Ωβ(t)
ρ|u|2 dx
+ d
dt
 ∫
Ωβ(t)
a
(γ − 1)ρ
γ dx
+ 12 ddt
 L∫
0
|∂tβ|2 dx

+ 12
d
dt
 L∫
0
|∂xxβ|2 dx
+ µ ∫
Ωβ(t)
|curlu|2 dx+ (µ′ + 2µ)
∫
Ωβ(t)
|divu|2 dx
+
L∫
0
|∂txβ|2 dx = −Pext
∫
Γs
∂tβ.
(4.1.10)
Let us also point out that a similar model was considered in [18] and [17]. We would like
to refer the readers to the Remark 4.2.5 for the technical details behind considering the
simplified model (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7).
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4.1.1.2 Control problem and extension arguments
Our goal will be to discuss a control problem with controls acting from the boundary
in the x-variable. So far, we did not make precise the boundary conditions in the x-
variable, as the controls we shall consider will precisely act on these boundaries. But
in fact, the boundary control functions will never appear explicitly, as we will first do
an extension argument in the direction of the channel and then study the distributed
controllability for (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7) in the extended domain
with controls localized in the extension of the domain. We thus take L > 0 and embed
Γs into TL×{1} and Ω into TL× (0, 1) where TL is the one dimensional torus identified
with (−L, d+L) with periodic conditions. Then we consider the controls vρχω˜t (for the
density), vuχω˜t (for the velocity) and vβχω˜1,t (for the beam), where χω˜t and χω˜1,t are
the characteristics functions of the sets ω˜t and ω˜1,t which are defined as follows
ω˜t = {(x, y) | x ∈ [−L, 0), 0 < y < 1 + β(x, t)} ∪ {(x, y) | x ∈ (d, d+ L],
0 < y < 1 + β(x, t)},
ω˜1,t = {(x, y) | x ∈ [−L, 0), y = 1 + β(x, t)} ∪ {(x, y) | x ∈ (d, d+ L],
y = 1 + β(x, t)}.
(4.1.11)
To write the control system we further introduce the following notations
Ωext = {(x, y) | x ∈ TL, 0 < y < 1 + β(x, t)} = extended domain of the fluid at time t,
Γexs,t = {(x, y) | x ∈ TL, y = 1 + β(x, t)} = the extended beam at time t.
Our control system then reads as follows
∂tρ+ div(ρu) = vρχω˜t in ∪t∈(0,T ) Ωext × {t},
ρ(∂tu+ (u.∇)u)− µ∆u− (µ+ µ′)∇divu+∇P (ρ) = vuχω˜t in ∪t∈(0,T ) Ωext × {t},
u2 = ∂tβ + ∂xβu1 on ∪t∈(0,T ) Γexs,t × {t},
u2 = 0 on (TL × {0})× (0, T ),
curl(u) = 0 on ((TL × {0, 1})× (0, T ),
u(·, 0) = u0 inTL × (0, 1),
ρ(·, 0) = ρ0 inTL × (0, 1),
∂ttβ − ∂txxβ + ∂xxxxβ = (Tf )2 + vβχω˜1,t on (TL × {1})× (0, T ),
β(·, 0) = β0 and ∂tβ(·, 0) = β1 inTL × {1}.
(4.1.12)
It is standard to deduce a boundary controllability result for the system (4.1.2)-(4.1.3)-
(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7) from a controllability result of the system (4.1.12) by re-
stricting the data at the boundaries in the x-variable.
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4.1.1.3 Transformation of the problem to a fixed domain
To transform the system (4.1.12) in the reference configuration, for β satisfying 1 +
β(x, t) > 0 for all (x, t) ∈ (TL × {1}) × (0, T ), we introduce the following changes of
variables
Φβ(t) : Ωext −→ TL × (0, 1) defined by
Φβ(t)(x, y) = (x, z) =
(
x,
y
1 + β(x, t)
)
,
Φβ : ∪t∈(0,T )Ωext × {t} −→ (TL × (0, 1))× (0, T ) defined by
Φβ(x, y, t) = (x, z, t) =
(
x,
y
1 + β(x, t) , t
)
.
(4.1.13)
Remark 4.1.2. It is easy to prove that for each t ∈ [0, T ), the map Φβ(t) is a C1−
diffeomorphism from Ωext onto TL × (0, 1) provided that (1 + β(x, t)) > 0, for all x ∈ TL
and that β(·, t) ∈ C1(Γs).
Observe that the map Φβ(t) can be uniquely extended to the boundary Γexs,t with
values in TL × {1}, by using the same formula (4.1.13)1. With the change of variable
Φβ(t) (introduced in (4.1.13)), the control zones in the reference configuration are written
as follows
ω = ((−L, 0)× (0, 1)) ∪ ((d, d+ L]× (0, 1)) = {Φβ(t)(x, y) | (x, y) ∈ ω˜t},
ω1 = ((−L, 0)× {1}) ∪ ((d, d+ L]× {1}) = {Φβ(t)(x, y) | (x, y) ∈ ω˜1,t}. (4.1.14)
We set the following notations
ρ̂(x, z, t) = ρ(Φ−1β (x, z, t)), û(x, z, t) = (û1, û2) = u(Φ
−1
β (x, z, t)),
∀(x, z, t) ∈ (TL × (0, 1))× (0, T ),
ρ̂0(x, z) = ρ0(Φ−1β(0)(x, z)), û0(x, z) = u0(Φ
−1
β(0)(x, z)), ∀(x, z) ∈ TL × (0, 1),
vρ̂χω(x, z, t) = vρχω˜(Φ
−1
β (x, z, t)), vûχω(x, z, t) = vuχω˜(Φ
−1
β (x, z, t)),
∀(x, z, t) ∈ (TL × (0, 1))× (0, T ),
vβχω1(x, 1, t) = vβχω˜1(Φ
−1
β (x, 1, t)), ∀x ∈ TL and ∀t ∈ (0, T ).
(4.1.15)
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After transformation the nonlinear control problem (4.1.12) is rewritten as following
∂tρ̂+
[
û1
1
(1+β)(û2 − z∂tβ − zû1∂xβ)
]
· ∇ρ̂+ ρ̂divû
= F1(ρ̂, û, β) + vρ̂χω in (TL × (0, 1))× (0, T ),
ρ̂(∂tû+ (û · ∇)û)− µ∆û− (µ′ + µ)∇(divû) +∇P (ρ̂)
= F2(ρ̂, û, β) + vûχω in (TL × (0, 1))× (0, T ),
û · n = û2 = ∂tβ + ∂xβû1 on (TL × {1})× (0, T ),
û(·, t) · n = 0 on (TL × {0})× (0, T ),
curlû = β∂zû1(1 + β) −
z∂xβ∂zû2
(1 + β) on ((TL × {0, 1})× (0, T ),
û(·, 0) = û0 inTL × (0, 1),
ρ̂(·, 0) = ρ̂0 inTL × (0, 1),
∂ttβ − ∂txxβ + ∂xxxxβ
=
(− (µ′ + 2µ)divu+ P (ρ̂))+ F3(ρ̂, û, β) + vβχω1 on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 inTL × {1},
(4.1.16)
where
F1(ρ̂, û, β) =
1
(1 + β)
(
z∂zû1∂xβρ̂+ βρ̂∂zû2
)
,
F2(ρ̂, û, β) = −βρ̂∂tû+ zρ̂∂zû∂tβ − βρ̂û1∂xû+ û1∂zû∂xβρ̂z + µ
(
β∂xxû− β∂zzû(1 + β)
− 2∂xβz∂xzû+ ∂zzûz
2(∂xβ)2
(1 + β) + ∂zû
((1 + β)z∂xxβ − 2(∂xβ)2z
(1 + β)
))
+ (µ+ µ′)·
β∂̂xxu1 − ∂xzû1zβx − ∂xβz
(
∂xzû1 − ∂zzû1z∂xβ(1 + β)
)
+ ∂zû1
((1 + β)z∂xxβ − 2(∂xβ)2z
(1 + β)
)
−∂xβ∂zû2(1 + β) −
∂xβz∂zzû2
(1 + β)
−∂xβ∂zû1(1 + β) −
∂xβz∂zzû1
(1 + β) −
β∂zzû2
(1 + β)

− (βPx(ρ̂)− Pz(ρ̂)zβx)~e1,
F3(ρ̂, û, β) = (µ′ + 2µ)
(
z∂zû1∂xβ
(1 + β) −
β∂zû2
(1 + β)
)
,
(4.1.17)
and n denotes the unit normal to the boundary (TL × {0, 1}) of the extended reference
domain (TL × (0, 1)), i.e.
n =
{
(0, 1) on Γs,
(0,−1) on Γl.
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The transport equation satisfied by the density (4.1.16)1, (4.1.16)7 is of the form
∂tρ̂+
[
û1
1
(1+β)(û2 − ∂tβz − û1z∂xβ)
]
· ∇ρ̂+ ρ̂divû = F1 in (TL × (0, 1))
×(0, T ),
ρ̂(·, 0) = ρ0 in TL × (0, 1).
(4.1.18)
Due to the interface condition, û2 = ∂tβ + ∂xβû1 on (TL × {1}) × (0, T ) and (4.1.16)4
we get that the velocity field (û1, 1(1+β)(û2 − ∂tβz − û1z∂xβ)) satisfies û11
(1 + β)(û2 − ∂tβz − û1z∂xβ)
 · n = 0 on (TL × {0, 1})× (0, T ).
Hence one shall not prescribe any further boundary condition on the density for the
above problem (4.1.18) to be well-posed. This will be made more precise in Section 4.2
on the linearized model.
4.1.1.4 A control problem for the linearized model around the stationary
state (ρ, u, 0)
Hereafter, we focus on the local exact controllability to the steady state (ρ, u, 0), where
ρ > 0 is such that Pext = aργ and u =
(
u1
0
)
, u1 > 0 is a constant, (4.1.19)
which is obviously a stationary solution of the system (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-
(4.1.6)-(4.1.7) or (4.1.12).
To be more precise, we would like to prove that, if (ρ0, u0, β0, β1) is close in a suitable
topology to (ρ, u, 0, 0), then one can find control functions (vρ, vu, vβ) such that the so-
lution of (4.1.12) satisfies (ρ(T ), u(T ), β(T ), ∂tβ(T )) = (ρ, u, 0, 0).
To study this local exact controllability problem, we do the following change of unknowns
σ˜ = ρ̂− ρ, u˜ = û− u, β = β − 0, (4.1.20)
so that the controllability problem to the state (ρ, u, 0, 0) for (ρ, u, β, ∂tβ) is now reduced
to a local null controllability problem for (σ˜, u˜, β, ∂tβ).
We further introduce the following notations corresponding to the control functions
which are consistent with the new unknowns defined in (4.1.20).
vσ˜χω = vρ̂χω, vu˜χω = vûχω. (4.1.21)
In fact, as we would like to obtain a local null-controllability problem for (σ˜, u˜, β, ∂tβ),
it seems reasonable to start by considering the linearized problem around the state
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(0, 0, 0, 0). Starting from system (4.1.16) and the non-linear terms (4.1.17) and dropping
all the non-linear terms in (σ˜, u˜, β, ∂tβ), we obtain
∂tσ˜ + u1∂xσ˜ + ρdivu˜ = vσ˜χω in (TL × (0, 1))× (0, T ),
ρ(∂tu˜+ u1∂xu˜)− µ∆u˜− (µ′ + µ)∇(divu˜)
+P ′(ρ)∇σ˜ = vu˜χω in (TL × (0, 1))× (0, T ),
u˜ · n = u˜2 = ∂tβ + u1∂xβ on (TL × {1})× (0, T ),
u˜(·, t) · n = 0 on (TL × {0})× (0, T ),
curlu˜ = 0 on ((TL × {0, 1})× (0, T ),
u˜(·, 0) = û0 − u = u˜0 inTL × (0, 1),
σ˜(·, 0) = ρ̂0 − ρ = σ˜0 inTL × (0, 1),
∂ttβ − ∂txxβ + ∂xxxxβ
=
(− (µ′ + 2µ)divu˜+ P ′(ρ)σ˜) + vβχω1 on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 inTL × {1}.
(4.1.22)
Before going further, let us give the following well-posedness result for (4.1.22), whose
proof is postponed to Section 4.2:
Theorem 4.1.3. Let
(σ˜0, u˜0, β0, β1) ∈ H2(TL × (0, 1))×H3(TL × (0, 1))×H9/2(TL × {1})
×H5/2(TL × {1}),
(4.1.23)
the following compatibility conditions hold
(i) (a) u˜0 · n = (u˜0)2 = β1 + u1∂xβ0, on TL × {1},
(b) u˜0 · n = (u˜0)2 = 0, on TL × {0},
(ii) curl u˜0 = 0, on TL × {0, 1},
(iii) (a) −u1∂x(u˜0)2 + µρ∆(u˜0)2 + (µ+µ
′)
ρ ∂z(div u˜0)
−P ′(ρ)∂zσ˜0 = (vβχω1(·, 0)− (vu˜χω)2(·, 0))
−νdiv u˜0 + P ′(ρ)σ˜0 + ∂xxβ1 − ∂xxxxβ0
+u1∂xβ1, on TL × {1},
(b) −u1∂x(u˜0)2 + µρ∆(u˜0)2 + (µ+µ
′)
ρ ∂z(div u˜0)
= −P ′(ρ)∂zσ˜0 − (vu˜χω)2(·, 0) on TL × {0}
(4.1.24)
and (vσ˜χω, vu˜χω, vβχω1) satisfy the following regularity assumptions
(a) vσ˜χω ∈ C0([0, T ];H2(TL × (0, 1))),
(b) vu˜χω ∈ L2(0, T ;H2(TL × (0, 1))) ∪H1(0, T ;L2(TL × (0, 1))),
(c) vβχω1 ∈ L2(0, T ;H3/2(TL × {1})) ∪H3/4(0, T ;L2(TL × {1})),
(4.1.25)
then the system (4.1.22) admits a unique solution (σ˜, u˜, β) in the following functional
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framework
σ˜ ∈ C0([0, T ];H2(TL × (0, 1))) ∩ C1([0, T ];H1(TL × (0, 1))),
u˜ ∈ L2(0, T ;H3(TL × (0, 1))) ∩H1(0, T ;H2(TL × (0, 1)))
∩H2(0, T ;L2(TL × (0, 1))),
β ∈ L2(0, T ;H11/2(TL × {1})) ∩H1(0, T ;H7/2(TL × {1}))
∩H2(0, T ;H3/2(TL × {1})).
(4.1.26)
Unfortunately, as we will see, we did not manage yet to get a control result for (4.1.22)
in the above functional setting. Instead, as will be presented next, we will obtain an
observability result for the adjoint system of (4.1.22), which is a first step to study the
controllability problem for the linearized model (4.1.22) and then for the fully non-linear
model (4.1.12) (or equivalently for (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7)).
4.1.2 Main result: Observability of the adjoint of (4.1.22)
In order to study the null controllability of the linearized problem (4.1.22), the classical
strategy is to prove the observability of the adjoint system of (4.1.22). Here, the adjoint
system of (4.1.22), computed with respect to the scalar product L2(TL×(0, 1))×L2(TL×
(0, 1))× L2(TL)× L2(TL), reads as follows:
−∂tσ − u1∂xσ − P ′(ρ)divv = 0 in (TL × (0, 1))× (0, T ),
−ρ(∂tv + u1∂xv)− µ∆v − (µ′ + µ)∇(divv)− ρ∇σ = 0 in (TL × (0, 1))× (0, T ),
v · n = v2 = ψ on (TL × {1})× (0, T ),
v(·, t) · n = 0 on (TL × {0})× (0, T ),
curlv = 0 on ((TL × {0, 1})× (0, T ),
v(·, T ) = vT inTL × (0, 1),
σ(·, T ) = σT inTL × (0, 1),
∂ttψ + ∂txxψ + ∂xxxxψ
= (∂t + u1∂x)[(µ′ + 2µ)div v + ρσ] on (TL × {1})× (0, T ),
ψ(T ) = ψT and ∂tψ(T ) = ψ1T inTL × {1}.
(4.1.27)
The well-posedness of system (4.1.27) is then obtained similarly as the one of system
(4.1.22), and we can derive the following result, which is proved in Section 4.2.1:
Theorem 4.1.4. Let
(σT , vT , ψT , ψ1T ) ∈ H2(TL × (0, 1))×H3(TL × (0, 1))×H3(TL × {1})
×H1(TL × {1})
(4.1.28)
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and the following compatibility relations hold
(i) (a) vT · n = (vT )2 = ψT , on TL × {1},
(b) vT · n = (vT )2 = 0, on TL × {0},
(ii) curl vT = 0, on TL × {0, 1}
(iii) (a) −u1∂x(vT )2 + µρ∆(vT )2 + (µ+µ
′)
ρ ∂z(div vT )
−∂zσT = ψ1T on TL × {1},
(b) −u1∂x(vT )2 + µρ∆(vT )2 + (µ+µ
′)
ρ ∂z(div vT )
−∂zσT = 0 on TL × {0}.
(4.1.29)
Then the system (4.1.27) admits a unique solution (σ, v, ψ) which satisfies the following
regularity
σ ∈ C0([0, T ];H2(TL × (0, 1))) ∩ C1([0, T ];H1(TL × (0, 1))),
v ∈ L2(0, T ;H3(TL × (0, 1))) ∩H1(0, T ;H2(TL × (0, 1)))
∩H2(0, T ;L2(TL × (0, 1))),
ψ ∈ L2(0, T ;H4(TL × {1})) ∩H1(0, T ;H2(TL × {1}))
∩H2(0, T ;L2(TL × {1})).
(4.1.30)
The central result of the present article is the observability inequality of the adjoint
system (4.1.27):
Theorem 4.1.5. Let (ρ, u, 0) be as in (4.1.19), T > 0 be such that
T >
d
u1
, (4.1.31)
and
L = 3u1T > 0. (4.1.32)
There exists a positive constant C such that for all
(σT , vT , ψT , ψ1T ) ∈ H2(TL × (0, 1))×H3(TL × (0, 1))×H3(TL × {1})
×H1(TL × {1}),
(4.1.33)
satisfying the compatibility conditions (4.1.29), then the solution (σ, v, ψ) of the problem
(4.1.27) (in the sense of Theorem 4.1.4) satisfies the following observability inequality:
‖σ(·, 0)‖H1(TL×(0,1))+‖v(·, 0)‖H2(TL×(0,1))+‖(ψ(·, 0), ∂tψ(·, 0))‖H3(TL×(0,1)))×H1(TL×(0,1))
6 C‖ψ‖L2(ωT1 ) + C‖v‖L2(0,T ;H2(ω))∩H1(0,T ;H1(ω)) + C‖σ‖H1(ωT ). (4.1.34)
where the notations ω and ω1 for the observation sets were introduced in (4.1.14) and
ωT = ω × (0, T ), ωT1 = ω1 × (0, T ).
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Comments on the choice of T and L in Theorem 4 .1 .5 : We recall (4.1.31) and (4.1.32).
The condition (4.1.31) means that the time of observability should be greater than the
time taken to cross the channel length d by a particle moving with a velocity (u1, 0).
This condition is imposed due to the hyperbolic nature of the transport equation satis-
fied by σ in the system (4.1.27). In fact this condition plays a key role in obtaining the
observability estimate for a hyperbolic transport equation in Section 4.3.4. Our proof in
Section 4.3.4 depends on a duality argument and a controllability result for the dual to
the problem considered in Section 4.3.4 which is obtained in [12]. Hence one can consult
[12] for a more explicit construction of the controlled trajectory where the restriction of
the final time (4.1.31) comes into play.
The role of (4.1.32) can be better explained after we define some Carleman weights in
Section 4.3. Hence we refer the readers to the Remark 4.3.1 for the explanation behind
choosing L as in (4.1.32). Still, let us mention that from the control point of view, the
value of L > 0 does not play any role in the restriction argument presented in Section
4.1.1.2.
4.1.3 Ideas and Strategy
Now we will briefly discuss our ideas and strategy to prove Theorem 4.1.5.
The underlying idea behind the proof of Theorem (4.1.5) is the identification of the
suitable unknowns to track down the dynamics of (σ, v, ψ). It is well known that the
coupling of σ and v is strong. When considering the primal problem (4.1.22), the dy-
namics between σ˜, u˜ can be made simpler by introducing the effective viscous flux, see
[25] and [14]. For the adjoint problem, a similar quantity, already used in [12], also
simplifies the description of the dynamics:
q = (µ′ + 2µ)div v + ρσ. (4.1.35)
This can be termed as the dual version of the effective viscous flux. Now in our case it
is important to identify the behavior of q at the boundaries and specially at the fluid
solid interface. This way we obtain a closed loop system solved by (σ, q, ψ). For details
we refer the readers to Section 4.2. One can in particular look into the system (4.2.3)
to observe that unlike the coupling between σ and v in system (4.1.27), the coupling
between σ and q is of lower order. Also it is easier to deal with (σ, q, ψ), since it has less
degrees of freedom in comparison with (σ, v, ψ).
We use this new set of unknowns (σ, q, ψ) both to prove the well posedness result
stated in Theorem 4.1.4 and the observability Theorem 4.1.5. In Section 4.2 we first
prove Theorem 4.1.4 and next we sketch the proof of Theorem 4.1.3 which corresponds
to the well posedness of the primal problem (4.1.22). We do not present a detailed
proof of Theorem 4.1.3 since it shares the same strategy as the one of Theorem 4.1.4.
In fact for the primal problem we use the effective viscous flux for a similar purpose of
introducing the dual version (4.1.35), see Section 4.2.2 for details.
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Next we focus in proving an observability inequality for the system satisfied by
(σ, q, ψ). In that direction we first separately study the observability inequalities of some
scalar equations i.e an adjoint damped beam equation, an adjoint heat equation and an
adjoint transport equation. The observability estimates for the adjoint damped beam
and the adjoint heat equations rely on Carleman estimates while for the adjoint trans-
port equation we use a duality argument and a controllability result from [12]. The main
difficulty here is to obtain these separate observability estimates with a single goal of
combining them suitably to obtain an observability for the coupled system solved by
(σ, q, ψ). For the parabolic hyperbolic couplings this question is handled in the articles
[1], [12] (for compressible Navier-Stokes equations) and [8] (for damped viscoelasticity
equations). The idea is to use compatible weight functions for the parabolic and hyper-
bolic equations so that the resulting observability estimates can be suitably combined.
In our case along with a parabolic hyperbolic coupling there is a direct coupling between
q and ψ at the fluid boundary (see the system (4.2.3) for details). Hence to use the
ideas from [1], [8] and [12] in our case there is not many options other than considering a
one dimensional weight function, since the beam is one dimensional. We introduce such
weight function in Section 4.3.1. Then using this weight function we derive a Carleman
estimate for the adjoint damped beam equation, see Section 4.3.2 for details. To the
best of our knowledge the Carleman estimate for the adjoint beam proved in this article
is completely new. Then using the same weight function for an adjoint heat equation
with Neumann boundary condition we recover a Carleman estimate proved in [15] but
with a different weight function. This Carleman estimate is included in Section 4.3.3.
In the beginning of Section 4.3.3, we also point out the difference between our weight
function used in proving the Carleman estimate for an adjoint heat equation with the
one standard in the literature. Then the same weight function is used to obtain an
observability estimate for an adjoint transport equation in Section 4.3.4. This is done by
using a controllability result for a primal transport problem proved in [12] and a duality
argument.
Next in Section 4.4 we combine the Carleman estimates obtained in Section 4.3.
First using suitably large values of the Carleman parameters we are able to prove an
inequality corresponding to the unique continuation property for the system satisfied
by (σ, q, ψ). This inequality is explicitly given by (4.4.8). It is not surprising to obtain
an estimate of the form (4.4.8) by combining three different observability estimates. In
fact as it is well known that the Carleman parameters quantify the compactness of a
system hence our strategy to obtain the inequality (4.4.8) strongly relates on the proof
of Step 1 in Theorem 4.1.4, where we prove the well posedness of (4.2.3) by gaining a
time integrability of a suitable fixed point map. After this unique continuation estimate
is used to show an observability estimate of (σ, q, ψ) at some intermediate time, see
(4.4.9) for details. We further use a well posedness result for the system satisfied by
(σ, q, ψ) to obtain an observability estimate over (σ, q, ψ) at initial time t = 0. Finally
using this observability estimate over (σ, q, ψ)(·, 0) we recover an observability estimate of
(σ, div v, ψ)(·, 0), which combined with an observability inequality of curl v(·, 0) furnishes
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the desired inequality (4.1.34).
4.1.4 Related bibliography
Concerning the incompressible Navier-Stokes equations in a 2D domain one can find a
result proving the local exact controllability to trajectories with localized boundary con-
trol in [20]. It is assumed in [20] that the fluid satisfies no vorticity boundary condition
in the complement of the control part of the boundary. Local exact controllability to
trajectories for incompressible Navier-Stokes equations in a 3D domain with distributed
control and homogeneous Dirichlet boundary condition can be found in [23]. With less
regularity assumption on the target trajectory the result in [23] was improved in [16].
We would also like to mention the article [21] for the local exact distributed controllabil-
ity to trajectories for incompressible Navier-Stokes equations in a 3D domain with non
linear Navier-slip boundary condition. In all of these articles the fluid is assumed to be
homogeneous i.e the fluid density is constant. In a very recent article [2] the authors
prove the local exact boundary controllability to smooth trajectories for a non homoge-
neous incompressible Navier-Stokes equation in a three dimensional domain. For global
controllability results for incompressible Navier-Stokes equations we refer the readers to
[10], [7] and the references therein.
Now we quote a few articles dealing with the controllability issues of fluid structure in-
teraction models. In fact to the best of our knowledge the only known results concerning
the controllability issues of a fluid structure interaction problem in dimension greater
than one deals with the motion of a rigid body inside a incompressible fluid modeled by
Navier-Stokes equations where the structural motion are given by the balance of linear
and angular momentum. Local null controllability of such an interaction problem in di-
mension two can be found in [5] and [22]. In dimension three a local null controllability
for such a system is proved in [4]. The article [28] deals with the problem of feedback
stabilization (in infinite time) for an incompressible fluid structure interaction problem
in a 2D channel where the structure appears at the fluid boundary and is modeled by an
Euler-Bernoulli damped beam, the one we consider in (4.1.22)8-(4.1.22)9. To our knowl-
edge so far there does not exist any article dealing with the finite time controllability of a
fluid structure interaction problem (neither for incompressible nor compressible fluids) in
dimension more than one where the structure appears at the fluid boundary. We would
also like to refer the readers to [19], [32] and [33] for observability estimates individually
for the Euler-Bernoulli plate equations and Kirchoff plate systems without damping.
We also like to quote a few articles from the literature dealing with the controllability
issues of compressible Navier-Stokes equation. In fact our strategy to handle the coupling
of the fluid velocity and density in the system (4.1.22) amounts in introducing a new
unknown namely the effective viscous flux and this strategy is inspired from the article
[12]. The article [13] concerns the motion of a fluid in dimension one whereas [12] deals
with fluid flows in dimension two and three.
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4.2 Well posedness results for the primal problem (4.1.22)
and the adjoint problem (4.1.27)
Of course, the proofs of Theorem 4.1.3 and of Theorem 4.1.4 are very similar and we
shall thus develop one more extensively and give the main steps of the proof for the
other one.
As we will in fact work only on the adjoint system (4.1.27) to establish Theorem 4.1.5,
we do the choice to focus on the proof of Theorem 4.1.4. As it turns out, this proof will
also give some insights of the strength of the various coupling between the equations in
(4.1.27), which will also help in the proof of Theorem 4.1.5.
Section 4.2.1 provides the proof of Theorem 4.1.4, while Section 4.2.2 sketches the main
steps of the proof of Theorem 4.1.3.
4.2.1 Proof of Theorem 4.1.4
The proof is divided into two main steps. The first one consists in introducing the new
unknown
q = (µ′ + 2µ)div v + ρσ, (4.2.1)
and looking at the system satisfied by (σ, q, β), which turns out to be easier to analyze
than the full system (4.1.27). The second step will then consist in deducing from the
regularity on (σ, q, β) suitable estimates for the function v in (4.1.27).
Remark 4.2.1. The unknown q in (4.2.1) can be interpreted as the dual version of the
effective viscous flux introduced for instance in [25], see also [14]. In fact, this quantity
already appeared in [12] when studying the controllability properties of a compressible
fluid (without structure and controls acting on the whole boundary), where it helps to
weaken the coupling of the parabolic and hyperbolic effects of the system.
Here, the interesting point is that this quantity is also suitable to deal with the coupling
with the structure lying on the boundary. There, we strongly use that the force acting
on the beam is given by (4.1.7) instead of the more natural one (4.1.9), which would not
yield such a clean understanding of the coupling between the fluid and the structure.
4.2.1.1 Step 1. The system satisfied by (σ, q, β)
We first derive the system that (σ, q, β) should satisfy provided (σ, v, β) satisfies (4.1.27)
and has the regularity given by (4.1.30). Indeed, these regularities allow to take the trace
of ∇2v and ∇σ on (TL×{0, 1}× (0, T ). Hence we can consider the trace of the equation
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(4.1.27)2 and use (4.1.27)3-(4.1.27)5 to have the following on ((TL × {1}))× (0, T ) :
0 = −ρ(∂tv2 + u1∂xv2)− µ(∂xxv2 + ∂zzv2)− (µ+ µ′)(∂xzv1 + ∂zzv2)− ρ∂zσ
= −ρ(∂tψ + u1∂xψ)− (µ′ + 2µ)(∂xzv1 + ∂zzv2)− ρ∂zσ
(using (4.1.27)3, (4.1.27)5)
= −ρ(∂tψ + u1∂xψ)− ∂zq.
(4.2.2)
Similarly one can obtain that on the boundary (TL × {0})× (0, T ), q satisfies
∂zq = 0 on (TL × {0})× (0, T ).
Hence with the formal calculations above and using (4.1.27) we obtain the following
system satisfied by the unknowns (σ, q, ψ) :
−∂tσ − u1∂xσ + P
′(ρ)ρ
ν
σ = P
′(ρ)
ν
q in (TL × (0, 1))× (0, T ),
−(∂tq + u1∂xq)− ν
ρ
∆q − P
′(ρ)ρ
ν
q = −P
′(ρ)ρ2
ν
σ in (TL × (0, 1))× (0, T ),
∂zq = −ρ(∂tψ + u1∂xψ) on (TL × {1})× (0, T ),
∂zq = 0 on (TL × {0})× (0, T ),
q(·, T ) = qT inTL × (0, 1),
σ(·, T ) = σT inTL × (0, 1),
∂ttψ + ∂txxψ + ∂xxxxψ = (∂t + u1∂x)q on (TL × {1})× (0, T ),
ψ(T ) = ψT and ∂tψ(T ) = ψ1T inTL × {1},
(4.2.3)
where ν = (µ′ + 2µ), and qT = νdivvT + ρσT .
We then deal with the well-posedness of (4.2.3):
Lemma 4.2.2. There exists a constant C > 0 such that for any
(σT , qT , ψT , ψ1T ) ∈ H1(TL × (0, 1))×H2(TL × (0, 1))×H3(TL × {1})×H1(TL × {1})
(4.2.4)
satisfying the following compatibility conditions
(i) ∂zqT = −ρ(ψ1T + u1∂xψT ) on TL × {1},
(ii) ∂zqT = 0 on TL × {0},
(4.2.5)
the system (4.2.3) admits a unique solution (σ, q, ψ) which satisfies the following estimate
‖σ‖C0([0,T ];H1(TL×(0,1)))∩C1([0,T ];L2(TL×(0,1))) + ‖q‖C0([0,T ];H2(TL×(0,1)))
+ ‖ψ‖C0([0,T ];H3(TL×{1}))∩C1([0,T ];H1(TL×{1}))
6 C(‖qT ‖H2(TL×(0,1)) + ‖σT ‖H1(TL×(0,1)) + ‖(ψT , ψ1T )‖H3(TL×{1})×H1(TL×{1})).
(4.2.6)
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Proof of Lemma 4.2.2. In this step we will prove the existence and regularity result for
(σ, q, ψ) solving the system (4.2.3). In fact, we will prove that under the assumptions
(4.2.4) and (4.2.5), the system (4.2.3) admits a unique solution in the following functional
framework:
(σ, q, ψ) ∈(C0([0, T ];H1(TL × (0, 1))) ∩ C1([0, T ];L2(TL × (0, 1))))
× (L2(0, T ;H3(TL × (0, 1))) ∩H3/2([0, T ];L2(TL × (0, 1))))
× (L2(0, T ;H4(TL × {1})) ∩H1(0, T ;H2(TL × {1}))
∩H2(0, T ;L2(TL × {1})))
(4.2.7)
We will first prove a local in time existence result for the problem (4.2.3). Then using the
linearity of (4.2.3) we iterate the time steps in order to show (4.2.7). Since the problem
(4.2.3) is posed backward in time by local in time existence, we first work in some time
interval of the form (T − T0, T ) for T0 sufficiently small.
Let 0 < T0 < T. We consider the system (4.2.3). We are going to define a suitable map
whose fixed point gives a solution to the system (4.2.3) in the time interval (T − T0, T ).
We define
HT01 = (L2(T − T0, T ;H1(TL × (0, 1))) ∩H1(T − T0, T ;L2(TL × (0, 1))))
× (H1(T − T0, T ;H3/2(TL × {1})) ∩H7/4(T − T0, T ;L2(TL × {1}))
∩ L2(T − T0, T ;H5/2(TL × {1})) ∩H3/4(T − T0, T ;H1(TL × {1}))),
(4.2.8)
and for (σ̂, ψ̂) ∈ HT01 satisfying the condition
(ψ̂, ∂tψ̂)(·, T ) = (ψT , ψ1T ), (4.2.9)
we solve the system
−∂tσ − u1∂xσ + P
′(ρ)ρ
ν
σ = P
′(ρ)
ν
q in (TL × (0, 1))× (T − T0, T ),
−(∂tq + u1∂xq)− ν
ρ
∆q − P
′(ρ)ρ
ν
q = −P
′(ρ)ρ2
ν
σ̂ in (TL × (0, 1))× (T − T0, T ),
∂zq = −ρ(∂tψ̂ + u1∂xψ̂) on (TL × {1})× (T − T0, T ),
∂zq = 0 on (TL × {0})× (T − T0, T ),
q(·, T ) = qT inTL × (0, 1),
σ(·, T ) = σT inTL × (0, 1),
∂ttψ + ∂txxψ + ∂xxxxψ = (∂t + u1∂x)q on (TL × {1})× (T − T0, T ),
ψ(T ) = ψT and ∂tψ(T ) = ψ1T inTL × {1},
(4.2.10)
This defines the following map:
LT0 : (σ̂, ψ̂) ∈ HT01 7−→ (σ, ψ). (4.2.11)
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We will show that LT0 maps HT01 into itself and is a contraction there. Observe that
a fixed point of the map infers a solution to the system (4.2.3) in the time interval
(T − T0, T ). In the sequel we will show that the map LT0 admits a fixed point in H1T0 ,
for T0 sufficiently small.
In that direction we first claim that there exists a positive constant C, independent of
T0 such that
‖q‖L2(T−T0,T ;H3(TL×(0,1)))∩H3/2(T−T0,T ;L2(TL×(0,1)))
6 C(‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H3/2(TL×{1}))∩H3/4(T−T0,T ;L2(TL×{1}))
+ ‖σ̂‖L2(T−T0,T ;H1(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1))) + ‖qT )‖H2(TL×(0,1))))
(4.2.12)
To begin with, we will just use the following regularities for the non-homogeneous source
term, boundary data and the initial condition
σ̂ ∈ L2(T − T0, T ;L2(TL × (0, 1))),
−ρ(∂tψ̂ + u1∂xψ̂) ∈ L2(T − T0, T ;H1/2(TL × {1}))
∩H1/4(T − T0, T ;L2(TL × {1})),
qT ∈ H1(TL × (0, 1)).
(4.2.13)
Hence using the regularities (4.2.13) one can apply [24, Theorem 5.3, p. 32] to solve
(4.2.10)2-(4.2.10)5 in the following functional framework
q ∈ L2(T − T0, T ;H2(TL × (0, 1))) ∩H1(T − T0, T ;L2(TL × (0, 1))). (4.2.14)
Moreover there exists a positive constant C independent of T0 such that
‖q‖L2(T−T0,T ;H2(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1)))
6 C(‖σ̂‖L2(T−T0,T ;L2(TL×(0,1))) + ‖(νdiv vT + ρσT )‖H1(TL×(0,1))
+‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H1/2(TL×{1}))∩H1/4(T−T0,T ;L2(TL×{1}))).
(4.2.15)
Let us explain how we obtain a constant C independent of T0 in the inequality (4.2.15).
The technique is inspired from [29]. We extend σ̂ and (∂tψ̂+u1∂xψ̂) in (0, T ) by defining
them zero in the time interval (0, T − T0). The extended functions are also denoted by
the same notations σ̂ and (∂tψ̂ + u1∂xψ̂). It is easy to verify that
σ̂ ∈ L2(0, T ;L2(TL × (0, 1))) and (∂tψ̂ + u1∂xψ̂) ∈L2(0, T ;H1/2(TL × {1}))
∩H1/4(0, T ;L2(TL × {1})).
One then has the following
‖q‖L2(T−T0,T ;H2(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1)))
6 ‖q‖L2(0,T ;H2(TL×(0,1)))∩H1(0,T ;L2(TL×(0,1)))
6 C(‖σ̂‖L2(0,T ;L2(TL×(0,1))) + ‖qT ‖H1(TL×(0,1))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(0,T ;H1/2(TL×{1}))∩H1/4(0,T ;L2(TL×{1})))
= C(‖σ̂‖L2(T−T0,T ;L2(TL×(0,1))) + ‖qT ‖H1(TL×(0,1))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H1/2(TL×{1}))∩H1/4(T−T0,T ;L2(TL×{1}))),
(4.2.16)
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where the constant C is independent of T0.
Now to prove (4.2.12) we write the equations (4.2.10)2-(4.2.10)5 as follows:
−∂tq − ν
ρ
∆q = −P
′(ρ)ρ2
ν
σ̂ + u1∂xq +
P ′(ρ)ρ
ν
q := Gσ̂,q in (TL × (0, 1))× (T − T0, T ),
∂zq = −ρ(∂tψ̂ + u1∂xψ̂) on (TL × {1})× (T − T0, T ),
∂zq = 0 on (TL × {0})× (T − T0, T ),
q(·, T ) = qT = νdivvT + ρσT inTL × (0, 1),
(4.2.17)
In view of (4.2.16) one has the following regularity estimate of ∂xq by interpolation
‖∂xq‖L2(T−T0,T ;H1(TL×(0,1)))∩H1/2(T−T0,T ;L2(TL×(0,1)))
6 C(‖σ̂‖L2(T−T0,T ;L2(TL×(0,1))) + ‖qT ‖H1(TL×(0,1))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H1/2(TL×{1}))∩H1/4(T−T0,T ;L2(TL×{1}))),
(4.2.18)
for some positive constant C independent of T0. Indeed, this can be obtained by per-
forming the interpolation process in the time interval (0, T ) instead of (T −T0, T ). Hence
the assumption (4.2.8), the obtained regularity (4.2.16) and (4.2.18) implies that
Gσ̂,q ∈ L2(T − T0, T ;H1(TL × (0, 1))) ∩H1/2(T − T0, T ;L2(TL × (0, 1)))
and
‖Gσ̂,q‖L2(T−T0,T ;H1(TL×(0,1)))∩H1/2(T−T0,T ;L2(TL×(0,1)))
6 C(‖σ̂‖L2(T−T0,T ;H1(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1)))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H1/2(TL×{1}))∩H1/4(T−T0,T ;L2(TL×{1}))
+ ‖qT ‖H1(TL×(0,1))).
(4.2.19)
At this stage we will use the following regularities of the boundary and initial datum
which follows from (4.2.8) and (4.1.28):
−ρ(∂tψ̂ + u1∂xψ̂) ∈ L2(T − T0, T ;H3/2(TL × {1}))
∩H3/4(T − T0, T ;L2(TL × {1})),
qT ∈ H2(TL × (0, 1)).
(4.2.20)
Furthermore, in view of (4.2.5), (4.2.19) and (4.2.20), we can apply [24, Theorem 5.3, p.
32] to solve (4.2.17) in the functional framework
q ∈ L2(T − T0, T ;H3(TL × (0, 1))) ∩H3/2(T − T0, T ;L2(TL × (0, 1))). (4.2.21)
It is well known that one can obtain a positive constant independent of T0 such that the
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solution q of the heat equation (4.2.17) satisfies the following estimate
‖q‖L2(T−T0,T ;H3(TL×(0,1)))∩H3/2(T−T0,T ;L2(TL×(0,1)))
6 C(‖Gσ̂,q‖L2(T−T0,T ;H1(TL×(0,1)))∩H1/2(T−T0,T ;L2(TL×(0,1)))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H3/2(TL×{1}))∩H3/4(T−T0,T ;L2(TL×{1}))
+ ‖qT ‖H2(TL×(0,1)))
6 C(‖σ̂‖L2(T−T0,T ;H1(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1)))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H3/2(TL×{1}))∩H3/4(T−T0,T ;L2(TL×{1}))
+ ‖qT ‖H2(TL×(0,1))).
(4.2.22)
In the final step of the estimate (4.2.22) we have used (4.2.19).
The regularity (4.2.21) implies that q ∈ C0([T −T0, T ];H1(TL×(0, 1))). Hence using the
regularity assumption σT ∈ H1(TL× (0, 1)), we obtain the following by solving (4.2.10)1
and (4.2.10)6,
σ ∈ HT02 ,
where we have set HT02 = C0([T−T0, T ];H1(TL×(0, 1)))∩C1([T−T0, T ];L2(TL×(0, 1))).
(4.2.23)
Moreover, we have the estimate
‖σ‖HT02 6 C(‖q‖L∞(T−T0,T ;H1(TL×(0,1))) + ‖σT ‖H1(TL×(0,1))), (4.2.24)
for some positive constant C independent of T0. For the proofs of (4.2.23) and (4.2.24)
one can follow the arguments used in proving [30, Lemma 2.4]. In fact the only difference
with [30, Lemma 2.4] is that we solve the transport equation with a non homogeneous
source term but this adaptation is straightforward.
Now one considers the equations (4.2.10)7-(4.2.10)8. Using standard trace theorem and
(4.2.21) one in particular has
(∂t + u1∂x)q |TL×{1}∈ L2(T − T0, T ;L2(TL × {1})) (4.2.25)
and the following holds in the view of (4.2.22)
‖(∂t + u1∂x)q‖L2(T−T0,T ;L2(TL×{1}))
6 C‖q‖L2(T−T0,T ;H3(TL×(0,1)))∩H3/2(T−T0,T ;L2(TL×(0,1)))
6 C(‖σ̂‖L2(T−T0,T ;H1(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1)))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H3/2(TL×{1}))∩H3/4(T−T0,T ;L2(TL×{1}))
+ ‖qT ‖H2(TL×(0,1))).
(4.2.26)
Now the regularity (4.2.25) and the assumption (4.1.28) on (ψT , ψ1T ) furnish the following
regularities for ψ :
ψ ∈L2(T − T0, T ;H4(TL × {1})) ∩H1(T − T0, T ;H2(TL × {1}))
∩H2(T − T0, T ;L2(TL × {1})).
(4.2.27)
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The above regularity result for ψ is a consequence of the fact that the corresponding
damped beam operator is the generator of an analytic semigroup. This result can be
found in [9] (see also [28]). Using standard interpolation results it is not hard to observe
from (4.2.27) that
ψ ∈ HT03 ,
where we have set HT03 = H5/4(T−T0, T ;H3/2(TL×{1}))∩H1(T−T0, T ;H2((TL×{1})))
∩H2(T − T0, T ;L2(TL × {1})) ∩H3/4(T − T0, T ;H5/2((TL × {1}))). (4.2.28)
Furthermore, one has the following in view of the estimate (4.2.26)
‖ψ‖HT03
6 C(‖(∂t + u1∂x)q‖L2(T−T0,T ;L2(TL×{1})) + ‖(ψT , ψ1T )‖H3(TL×{1})×H1(TL×{1}))
6 C(‖σ̂‖L2(T−T0,T ;H1(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1))) (4.2.29)
+ ‖(ψT , ψ1T )‖H3(TL×{1})×H1(TL×{1}) + ‖qT ‖H2(TL×(0,1))
+ ‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H3/2(TL×{1}))∩H3/4(T−T0,T ;L2(TL×{1}))),
for some positive constant C independent of T0.One can obtain a constant C independent
of T0 in the inequality (4.2.29) by defining (∂t + u1∂x)q equal zero in the times interval
(0, T − T0) and following the line of arguments already used in (4.2.16).
We further use (4.2.22) in (4.2.24) and combine with the estimate (4.2.29) to infer the
following
‖(σ, ψ)‖HT02 ×HT03
6 C(‖σ̂‖L2(T−T0,T ;H1(TL×(0,1)))∩H1(T−T0,T ;L2(TL×(0,1)))
+‖(∂tψ̂ + u1∂xψ̂)‖L2(T−T0,T ;H3/2(TL×{1}))∩H3/4(T−T0,T ;L2(TL×{1}))
+‖(σT , qT , ψT , ψ1T )‖H1(TL×(0,1))×H2(TL×(0,1))×H3(TL×{1})×H1(TL×{1}))
6 C(‖(σ̂, ψ̂)‖HT01
+‖(σT , qT , ψT , ψ1T )‖H1(TL×(0,1))×H2(TL×(0,1))×H3(TL×{1})×H1(TL×{1})),
(4.2.30)
for some positive constant C independent of T0.
So far we have observed that LT0 (defined in (4.2.11)) maps HT01 to HT02 ×HT03 , which is
obviously a subset of HT01 .
Now, we will choose T0 small enough such that the map LT0 admits a fixed point in the
space HT01 .
Let us compare the space HT01 with H
T0
2 × HT03 to observe that there exists a constant
s > 0 such that
‖(·, ·)‖HT01 6 CT
s
0 ‖(·, ·)‖HT02 ×HT03 , (4.2.31)
for some positive constant C independent of T0. Now let (σ̂1, ψ̂1) ∈ HT01 and (σ̂2, ψ̂2) ∈
HT01 and (σ1, ψ1) = LT0(σ̂1, ψ̂1) and (σ2, ψ2) = LT0(σ̂2, ψ̂2).
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Using (4.2.31) and the estimate (4.2.30), one has
‖(σ1 − σ2, ψ1 − ψ2)‖HT01 6 CT
s
0 ‖(σ1 − σ2, ψ1 − ψ2)‖HT02 ×HT03
6 CT s0 ‖(σ̂1 − σ̂2, ψ̂ − ψ̂2)‖HT01 ,
(4.2.32)
for some positive constant C independent of T0.
In view of these arguments for T − T0 close to T, i.e for T0 small enough, the map LT0
is a contraction from HT01 to itself. Hence applying the Banach fixed point theorem we
obtain that for T0 small enough, the map LT0 admits a unique fixed point (σ̂, ψ̂) in HT01 .
As (σ̂, ψ̂) = LT0(σ̂, ψ̂), we also have that (σ̂, ψ̂) belongs to HT02 ×HT03 and the following
regularities coming from (4.2.21) and (4.2.27):
σ ∈ C0([T − T0, T ];H1(TL × (0, 1))) ∩ C1([T − T0, T ];L2(TL × (0, 1))),
q ∈ L2(T − T0, T ;H3(TL × (0, 1))) ∩H3/2(T − T0, T ;L2(TL × (0, 1))),
ψ ∈ L2(T − T0, T ;H4(TL × {1})) ∩H1(T − T0, T ;H2(TL × {1}))
∩H2(T − T0, T ;L2(TL × {1})),
(4.2.33)
provided T0 is sufficiently small. Further (4.2.33) infers that{
σ ∈ C0([T − T0, T ;H1(TL × (0, 1))]), q ∈ C0([T − T0, T ];H2(TL × (0, 1)))
ψ ∈ C0([T − T0, T ];H3(TL × {1})) ∩ C1([T − T0, T ];H1(TL × (0, 1))).
(4.2.34)
The continuities (4.2.34) in time and the system (4.2.3) can be used to check the following
compatibilities at time t = T − T0 :
(i) ∂zq(·, T − T0) = −ρ(∂tψ + u1∂xψ)(·, T − T0) on TL × {1},
(ii) ∂zq(·, T − T0) = 0 on TL × {0}.
(4.2.35)
Further one recalls that in proving (4.2.33) we did no assumption on the size of the
initial datum. In view of (4.2.34), (4.2.35) and using that the linearity of the system
(4.2.3) the solution (σ, q, ψ) can be extended to the time interval (0, T ) by iteration in
order to prove:
σ ∈ C0([0, T ];H1(TL × (0, 1))) ∩ C1([0, T ];L2(TL × (0, 1))),
q ∈ L2(0, T ;H3(TL × (0, 1))) ∩H3/2(0, T ;L2(TL × (0, 1))),
ψ ∈ L2(0, T ;H4(TL × {1})) ∩H1(0, T ;H2(TL × {1}))
∩H2(0, T ;L2(TL × {1})).
(4.2.36)
This finishes the proof of (4.2.7) and thus of Lemma 4.2.2.
4.2.1.2 Step 2: Constructing v.
In order to make complete the proof of the existence of a solution (σ, v, ψ) of (4.1.27), we
first set qT = νdivvT +ρσT and solve the system (4.2.3) with initial data (σT , qT , ψT , ψ1T ).
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Note that the regularity and compatibility conditions of the initial data (σT , vT , ψT , ψ1T )
in Theorem 4.1.4 precisely imply the regularity and compatibility conditions of (σT , qT , ψT , ψ1T )
required by Lemma 4.2.2, so that Lemma 4.2.2 applies, yielding functions (σ, q, ψ) solv-
ing (4.2.3). Besides, if σT ∈ H2(TL × {1}), it is clear that the solution σ of (4.2.3)(1) in
fact satisfies
σ ∈ C0([0, T ];H2(TL × (0, 1))) ∩ C1([0, T ];H1(TL × (0, 1))),
since the source term of the transport equation belongs to C0([0, T ];H2(TL × (0, 1))).
We then construct the function v by solving the equation
−ρ(∂tv + u1∂xv)− µ∆v − (µ′ + µ)∇(divv)− ρ∇σ = 0 in (TL × (0, 1))× (0, T ),
v · n = v2 = ψ on (TL × {1})× (0, T ),
v(·, t) · n = 0 on (TL × {0})× (0, T ),
curlv = 0 on (TL × {0, 1})× (0, T ),
v(·, T ) = vT inTL × (0, 1).
(4.2.37)
Note that we already know the regularity of the source terms ρ∇σ and ψ from (4.2.36),
so this step only consists in constructing a solution to a parabolic equation with source
terms having given regularities. In order to analyze it properly, we will first do a lifting
of the boundary condition to recast it into a distributed source term.
Step 2.a. In this step we will only use the following regularity assumption on the
initial datum (which follows from (4.1.28))
vT ∈ H1(TL × (0, 1)), (4.2.38)
and the following compatibility assumption (which follows from (4.1.29)(i)),
(i) vT · n = (vT )2 = ψT , on TL × {1},
(ii) vT · n = (vT )2 = 0, on TL × {0},
(4.2.39)
and the regularities (4.2.36) obtained in Step 1 to prove that the solution v of (4.2.37)
has the following regularity
v ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))).
We consider the system (4.2.37). We will consider a lifting of the boundary term ψ to
work with a homogeneous boundary value problem. We define the lifting function ψlift
which satisfies, for all t ∈ (0, T ),
∆ψlift(·, t) = 0 in TL × (0, 1),
∂zψlift(·, t) |TL×{1}= ψ(·, t),
∂zψlift(·, t) |TL×{0}= 0,
(4.2.40)
169
for all t ∈ (0, T ].
The regularities of ψ from (4.2.36) infer the following regularity of ψlift :
ψlift ∈L2(0, T ;H11/2(TL × (0, 1))) ∩H1(0, T ;H7/2(TL × (0, 1)))
∩H2(0, T ;H3/2(TL × (0, 1))).
(4.2.41)
We define a new unknown as follows
V = (v −∇ψlift).
By using (4.2.37), we obtain the following equation satisfied by V :
−∂tV − u1∂xV − µρ∆V − (µ+µ
′)
ρ ∇divV = G in (TL × (0, 1))× (0, T ),
V (·, t) · n = 0 on (TL × {1})× (0, T ),
V (·, t) · n = 0 on (TL × {0})× (0, T ),
curlV = 0 on (TL × {0, 1})× (0, T ),
V (·, T ) = VT = vT −∇ψlift(·, T ) inTL × (0, 1).
(4.2.42)
where
G = ∇∂tψlift + u1∇∂xψlift + µ
ρ
∆∇ψlift + (µ+ µ
′)
ρ
∇div∇ψlift +∇σ. (4.2.43)
In order to prove the existence of a solution to the system (4.2.42), we first define the
following space
Hn = {V ∈ H1(TL × (0, 1)) | V · n = 0 on (TL × {0, 1}).
Now we introduce the following unbounded operator on L2(TL × (0, 1)) by
A = −u1∂x − µ
ρ
∆− (µ+ µ
′)
ρ
∇div, (4.2.44)
with domain
D(A) = {V ∈ Hn | AV ∈ L2(TL × (0, 1)), curlV = 0 and V · n = 0 on
(TL × {0, 1})}
= {V ∈ H2(TL × (0, 1)) | curlV = 0 and V · n = 0 on
(TL × {0, 1})}.
(4.2.45)
In (4.2.45)2 we have used that an element V of Hn satisfying
−u1∂xV − µρ∆V − (µ+µ
′)
ρ ∇divV ∈ L2(TL × (0, 1)),
curlV = 0 on (TL × {0, 1}),
V · n = 0 on (TL × {0, 1}),
(4.2.46)
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admits H2(TL × (0, 1)) regularity and this can be proved by following the line of ar-
guments used to prove [27, Theorem 3.2] (one can also consult [6, p. 332, Section 9.2]
and [31, p. 173, Lemma 2.4]). One can notice that in [27] and [31] the authors consider
Navier slip boundary condition whereas we consider no vorticity condition in (4.2.46).
Actually since our boundaries are flat, one can easily verify that
V · n = 0 and curlV = 0 on (TL × {0, 1})
⇔ Navier slip boundary condition i.e. V · n = 0
and (2µD(V ) + µ′divV Id)n · ~τ = 0 on (TL × {0, 1}) as considered in
[27] and [31],
(4.2.47)
where ~τ denotes the unit tangent vector to the boundary.
Corresponding to the operator A we define the following bilinear form
a(V1, V2) = −u1
∫
TL×(0,1)
∂xV1V2 +
µ
ρ
∫
TL×(0,1)
curlV1curlV2 +
(2µ+ µ′)
ρ
∫
TL×(0,1)
divV1divV2
on the space Hn.
Using the x-periodicity of the functions in Hn one readily checks that ∀V ∈ Hn,
a(V, V ) = µ
ρ
∫
TL×(0,1)
|curlV |2 + (2µ+ µ
′)
ρ
∫
TL×(0,1)
|divV |2.
Hence one verifies that a(·, ·) is a continuous bilinear form on Hn and satisfies the
following coercivity
a(V, V ) + ‖V ‖2L2(TL×(0,1)) > c‖V ‖2Hn , (4.2.48)
for some small positive constant c.
At this point one can apply [3, p. 115, Theorem 3.12] to deduce that (A,D(A)) generates
an analytic semigroup on L2(TL × (0, 1)).
We will use this analyticity and apply the isomorphism theorem [3, p. 143, Theorem
3.1] to prove the existence of a unique solution to the system (4.2.42). In that direction
in view of the compatibility condition (4.2.39) one observes that
VT · n = 0 on (TL × {0, 1}).
This in particular implies that
VT ∈ D(A1/2) = {V ∈ H1(TL × (0, 1)) | V · n = 0 on (TL × {0, 1})}. (4.2.49)
Also using the regularities of ψlift from (4.2.41) and σ from (4.2.36) we can verify that
G (defined in (4.2.43)) has the following regularity
G ∈ L2(TL × (0, 1)).
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At this point we apply the isomorphism theorem [3, p. 143, Theorem 3.1] to infer
the existence of a unique solution of the problem (4.2.42) in the following functional
framework
V ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(TL × (0, 1))). (4.2.50)
One further uses (4.2.41) to furnish that
v ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))). (4.2.51)
Step 2.b. In this step we will use the full regularity assumption (4.1.28), i.e.
(σT , vT ) ∈ H2(TL × (0, 1))×H3(TL × (0, 1)), (4.2.52)
the compatibility conditions (consequences of (4.1.29)(ii)-(4.1.29)(iii)),
(i) curl vT = 0, on (TL × {0, 1}),
(ii) − u1∂x(vT )2 + µ
ρ
∆(vT )2 +
(µ+ µ′)
ρ
∂z(div vT )∂zσT = ψ1T on TL × {1},
− u1∂x(vT )2 + µ
ρ
∆(vT )2 +
(µ+ µ′)
ρ
∂z(div vT )∂zσT = 0 on TL × {0},
(4.2.53)
and the regularities obtained in (4.2.36) to prove that the solution v of (4.2.37) has the
following improved regularity
v ∈ L2(0, T ;H3(TL × (0, 1))) ∩H1(0, T ;H2(TL × (0, 1))) ∩H2(0, T ;L2(TL × (0, 1))).
We introduce the new unknowns
V ∗ = ∂tV, and ψ∗lift = ∂tψlift.
One obtains the following system solved by V ∗:
−∂tV ∗ − u1∂xV ∗ − µρ∆V ∗ − (µ+µ
′)
ρ ∇divV ∗ = G∗ in (TL × (0, 1))× (0, T ),
V ∗(·, t) · n = 0 on (TL × {1})× (0, T ),
V ∗(·, t) · n = 0 on (TL × {0})× (0, T ),
curlV ∗ = 0 on (TL × {0, 1})× (0, T ),
V ∗(·, T ) = V ∗T = VT −∇ψ∗lift(·, T ) inTL × (0, 1),
(4.2.54)
where
G∗ = ∇∂tψ∗lift + u1∇∂xψ∗lift +
µ
ρ
∆∇ψ∗lift +
(µ+ µ′)
ρ
∇div∇ψ∗lift +∇∂tσ. (4.2.55)
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Now, we recall from (4.2.36) that
∂tψ ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))).
Hence ψ∗lift satisfies the following regularities
ψ∗lift ∈ L2(0, T ;H7/2(TL × (0, 1))) ∩H1(0, T ;H3/2(TL × (0, 1)))
∩ C0([0, T ];H5/2(TL × (0, 1))).
(4.2.56)
Applying (4.2.36) and (4.2.56) we infer
G∗ ∈ L2(0, T ;L2(TL × (0, 1))). (4.2.57)
Furthermore the regularity assumptions (4.2.52) and (4.2.36) furnish
V ∗T ∈ H1(TL × (0, 1)). (4.2.58)
One now uses (4.2.57), (4.2.58), the compatibility assumption (4.2.53)(ii) and imitates
the analysis used to show (4.2.50) to infer
V ∗ ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))).
Hence in view of (4.2.56) we conclude that
∂tv and ∂tV belong to L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))). (4.2.59)
Now we will improve on the space regularity of v. For that once again we get back to the
system (4.2.42) solved by V (= v − ∇ψlift). Using (4.2.59) and the regularity (4.2.36)
for σ we observe that (G + ∂tV ) (where G is defined in (4.2.43)) satisfies
(G + ∂tV ) ∈ L2(0, T ;H1(TL × (0, 1))). (4.2.60)
We write the equation satisfied by V in the following form
−u1∂xV − µρ∆V − (µ+µ
′)
ρ ∇divV = G + ∂tV in (TL × (0, 1))× (0, T ),
V · n = 0 on (TL × {1})× (0, T ),
V · n = 0 on (TL × {0})× (0, T ),
curlV = 0 on ((TL × {0, 1})× (0, T ).
(4.2.61)
Once again we recall the remark (4.2.47), imitate the proof of boundary regularity done
in [27, Theorem 3.2] along with the fact that the boundary of TL×(0, 1) is smooth (since
TL is a torus) in order to prove
V ∈ L2(0, T ;H3(TL × (0, 1))).
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This regularity of V with (4.2.41) implies
v ∈ L2(0, T ;H3(TL × (0, 1))). (4.2.62)
Conclusion. Next (4.2.51), (4.2.59), (4.2.62) combined together and the compatibilities
(4.1.29) allow us to conclude that v enjoys the regularity
v ∈ L2(0, T ;H3(TL × (0, 1))) ∩H1(0, T ;H2(TL × (0, 1)))
∩H2(0, T ;L2(TL × (0, 1)))
(4.2.63)
and solves the system (4.2.37). With the strong regularity framework (4.2.63) and with
σ in the space (4.2.36) one can verify the formal argument (4.2.2) and conclude that the
triplet (σ, v, ψ) solves the system (4.1.27) in the functional framework (4.1.30).
Now in order to prove the uniqueness of the solution (σ, v, ψ) of (4.1.27) in the spaces
(4.1.30), we proceed as follows. Let us assume that there exists two solutions (σ1, v1, ψ1)
and (σ2, v2, ψ2) to the problem (4.1.27) in the functional spaces (4.1.30) with the same
initial datum. The strong regularities of v1 (as well as v2) and σ1 (as well as σ2) allows
us to verify that (σ1, q1, ψ1) and (σ2, q2, ψ2) solves (4.2.3), where
q1 = (νdiv v1 + ρσ1) and q2 = (νdiv v2 + ρσ2).
But the solution of the system (4.2.3) is unique (thanks to the Banach fixed point
argument used in Step 2) in the framework (4.2.36). Hence σ1 = σ2 and ψ1 = ψ2.
Now one observes that v1 (respectively v2) solves (4.2.37) with (σ1, ψ1) (respectively
(σ2, ψ2)). Since (σ1, ψ1) = (σ2, ψ2), from the uniqueness of the solution to the linear
problem (4.2.37) we infer that v1 = v2. Hence the solution to the problem (4.1.27) is
unique in the functional framework (4.1.30).
This concludes the proof of Theorem 4.1.4.
4.2.2 Sketch of the proof of Theorem 4.1.3
The strategy used to prove Theorem 4.1.3 is very similar to the one used to prove
Theorem 4.1.4.
In a similar spirit of the Step 1 of the proof of Theorem 4.1.4 we introduce the new
unknown
q˜ = −νdivu˜+ P ′(ρ)σ˜,
where ν = (µ′ + 2µ). Again, the system satisfied by (σ˜, q˜, β) will be easier to analyze
than the full system (4.1.22). Hence, once we will have constructed (σ˜, q˜, β), we will
construct u˜ from (4.1.22)(2,3,4) and the knowledge of σ˜ and β.
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4.2.2.1 Step 1. The system satisfied by (σ˜, q˜, β)
One can follow the line of arguments used in the calculation (4.2.2) to formally verify
that the triplet (σ˜, q˜, β) solves the following system
∂tσ˜ + u1∂xσ˜ +
ρP ′(ρ)
ν
σ˜ = ρ
ν
q˜ + vσ˜χω in (TL × (0, 1))× (0, T ),
∂tq˜ + u1∂xq˜ − ν
ρ
∆q˜ − ρP
′(ρ)
ν
q˜ = −ρ(P
′(ρ))2
ν
σ˜
+(P ′(ρ)vσ˜χω −
ν
ρ
div(vu˜χω)) in (TL × (0, 1))× (0, T ),
∂z q˜ = −ρ(∂t + u1∂x)2β + (vu˜χω)2 on (TL × {1})× (0, T ),
∂z q˜ = 0 on (TL × {0})× (0, T ),
q˜(·, 0) = q˜0 = −νdivu˜0 + P ′(ρ)σ˜0 in TL × (0, 1),
σ˜(·, 0) = ρ̂0 − ρ = σ˜0 in TL × (0, 1),
∂ttβ − ∂txxβ + ∂xxxxβ = q˜ + vβχω1 on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 in TL × {1}.
(4.2.64)
We will follow the similar strategy as used in the proof of Theorem 4.1.4 to prove the
existence of a unique solution to the problem (4.1.22):
Lemma 4.2.3. Let
(σ˜0, q˜0, β0, β1) ∈ H2(TL × (0, 1))×H2(TL × (0, 1))×H9/2(TL × {1})
×H5/2(TL × {1}),
(4.2.65)
the following compatibility conditions hold
(i) ∂z q˜(·, 0) = −ρ(∂t + u1∂x)2β(·, 0) + (vu˜χω)2(·, 0) on (TL × {1})× (0, T ),
(ii) ∂z q˜(·, 0) = (vu˜χω)2(·, 0) on (TL × {1})× (0, T ). (4.2.66)
and (vσ˜χω, vu˜χω, vβχω1) satisfy the regularity assumptions (4.1.25), then the system
(4.2.64) admits a unique solution (σ˜, q˜, β) in the following functional framework
σ˜ ∈ C0([0, T ];H2(TL × (0, 1))) ∩ C1([0, T ];H1(TL × (0, 1))),
q˜ ∈ L2(0, T ;H3(TL × (0, 1))) ∩H3/2(0, T ;L2(TL × (0, 1))),
β ∈ L2(0, T ;H11/2(TL × {1})) ∩H1(0, T ;H7/2(TL × {1}))
∩H2(0, T ;H3/2(TL × {1})).
(4.2.67)
Sketch of the proof of Lemma 4.2.3. As for the proof of Lemma 4.2.2, we construct so-
lutions of (4.2.64) using a fixed point argument.
Namely, for
(̂˜σ, β̂) ∈L2(0, T ;L2(TL × (0, 1)))× (L2(0, T ;H4(TL × {1}))
∩H1(0, T ;H2(TL × {1})) ∩H2(0, T ;L2(TL × {1}))),
(4.2.68)
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we solve the following problem
∂tσ˜ + u1∂xσ˜ +
ρP ′(ρ)
ν
σ˜ = ρ
ν
q˜ + vσ˜χω in (TL × (0, 1))× (0, T ),
∂tq˜ + u1∂xq˜ − ν
ρ
∆q˜ − ρP
′(ρ)
ν
q˜ = −ρ(P
′(ρ))2
ν
̂˜σ
+(P ′(ρ)vσ˜χω −
ν
ρ
div(vu˜χω)) in (TL × (0, 1))× (0, T ),
∂z q˜ = −ρ(∂t + u1∂x)2β̂ + (vu˜χω)2 on (TL × {1})× (0, T ),
∂z q˜ = 0 on (TL × {0})× (0, T ),
q˜(·, 0) = q˜0 in TL × (0, 1),
σ˜(·, 0) = σ˜0 in TL × (0, 1),
∂ttβ − ∂txxβ + ∂xxxxβ = q˜ + vβχω1 on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 in TL × {1}.
(4.2.69)
In view of (4.1.23), (4.1.25)(b) and (4.2.68) one solves (4.2.69)2-(4.2.69)5 in the frame-
work
q˜ ∈ L2(0, T ;H3/2(TL × (0, 1))) ∩H3/4(0, T ;L2(TL × (0, 1))), (4.2.70)
and introduce the map LT : (̂˜σ, β̂) 7→ (σ˜, β).
With the regularity (4.2.70) we in particular have the following for the trace of q˜ (in fact
one can have a better trace regularity of q˜ but we just use the following in our proof):
q˜ |TL×{1}∈ L2(0, T ;H1/2(TL × (0, 1))) ∩H1/4(0, T ;L2(TL × (0, 1))). (4.2.71)
Now, to recover regularity estimates on β solving (4.2.69)(7,8), we use the following
lemma, whose proof can be found in Section 4.6.
Lemma 4.2.4. (i) Let
(β0, β1) ∈ H7/2(TL × {1})×H3/2(TL × {1}), (4.2.72)
and
G˜ ∈ L2(0, T ;H1/2(TL × {1})) ∩H1/4(0, T ;L2(TL × {1})), (4.2.73)
then the equations{
∂ttβ − ∂txxβ + ∂xxxxβ = G˜ on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 inTL × {1}.
(4.2.74)
admits a unique solution in the following functional framework
(β, ∂tβ) ∈L2(0, T ;H9/2(TL × {1})×H5/2(TL × {1}))
∩H1(0, T ;H5/2(TL × {1})×H1/2(TL × {1}))
∩H5/4(0, T ;H2(TL × {1})× L2(TL × {1})).
(4.2.75)
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(ii) Let
(β0, β1) ∈ H9/2(TL × {1})×H5/2(TL × {1}), (4.2.76)
and
G˜ ∈ L2(0, T ;H3/2(TL × {1})) ∩H3/4(0, T ;L2(TL × {1})), (4.2.77)
then the equations (4.2.74) admits a unique solution in the following functional frame-
work
(β, ∂tβ) ∈L2(0, T ;H11/2(TL × {1})×H7/2(TL × {1}))
∩H1(0, T ;H7/2(TL × {1})×H3/2(TL × {1}))
∩H3/2(0, T ;H2(TL × {1})× L2(TL × {1})).
(4.2.78)
Using item (i) of Lemma 4.2.4, the regularity (4.2.71) along with (4.1.23) we show
that
(β, ∂tβ) ∈L2(0, T ;H9/2(TL × {1})×H5/2(TL × {1}))
∩H1(0, T ;H5/2(TL × {1})×H1/2(TL × {1}))
∩H5/4(0, T ;H2(TL × {1})× L2(TL × {1})).
(4.2.79)
Furthermore, one uses (4.2.70) and (4.1.23) to solve (4.2.69)1 and (4.2.69)6 with
σ˜ ∈ C0([0, T ];L2(TL × (0, 1))). (4.2.80)
Using interpolation the regularities (4.2.79) and (4.2.80) yield
σ˜ ∈ C0([0, T ];L2(TL × (0, 1))),
β ∈ H1/4(0, T ;H4(TL × {1})) ∩H5/4(0, T ;H2(TL × {1}))
∩H9/4(0, T ;L2(TL × {1})).
(4.2.81)
In view of (4.2.68) and (4.2.81) we observe that the couple (σ˜, β) gains time integrability
in comparison with (̂˜σ, β̂). One can make this point precise by applying a similar line of
arguments used in the proof of Lemma 4.2.2 and prove that the map LT is a contraction
for T small enough. Using then Banach fixed point theorem, we show that, for T small
enough, the auxiliary system (4.2.64) admits a unique solution in the following functional
framework
q˜ ∈ L2(0, T ;H3/2(TL × (0, 1))) ∩H3/4(0, T ;L2(TL × (0, 1))),
σ˜ ∈ C0([0, T ];L2(TL × (0, 1))),
β ∈ L2(0, T ;H9/2(TL × {1})) ∩H1(0, T ;H5/2(TL × {1}))
∩H2(0, T ;H1/2(TL × {1})) ∩H9/4(0, T ;L2(TL × {1})).
(4.2.82)
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One can iterate this argument to deduce that for any T > 0, the auxiliary system (4.2.64)
admits a unique solution in the framework (4.2.82).
Now we use a bootstrap argument to improve the regularities of (σ˜, q˜, β). With the
regularity of β from (4.2.82) we obtain that
(∂t + u1∂x)2β |TL×{1}∈ L2(0, T ;H1/2(TL × {1})) ∩H1/4(0, T ;L2(TL × {1})). (4.2.83)
The assumption (4.1.23), (4.1.25), the regularities (4.2.82) of σ and (4.2.83) can be used
to show that q˜ solving (4.2.64)2-(4.2.64)5 has the following improved regularity
q˜ ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))). (4.2.84)
This in particular implies that{
q˜ |TL×{1}∈ L2(0, T ;H3/2(TL × {1})) ∩H3/4(0, T ;L2(TL × {1})),
q˜ ∈ C0([0, T ];H1(TL × (0, 1))) (4.2.85)
The regularities (4.2.85) along with the regularities of the initial datum (4.1.23) can
be used to solve consecutively the beam equation (4.2.64)7-(4.2.64)8 and the transport
equation (4.2.64)1-(4.2.64)6 in the following settings
β ∈ L2(0, T ;H11/2(TL × {1})) ∩H1(0, T ;H7/2(TL × {1}))
∩H2(0, T ;H3/2(TL × {1})) ∩H11/4(0, T ;L2(TL × {1})),
σ˜ ∈ C0([0, T ];H1(TL × (0, 1))) ∩ C1([0, T ];L2(TL × (0, 1))).
(4.2.86)
In obtaining (4.2.86)1 we have used the item (ii) of Lemma 4.2.4. From (4.2.86) one
in particular obtains that
(∂t + u1∂x)2β |TL×{1}∈ L2(0, T ;H3/2(TL × {1})) ∩H3/4(0, T ;L2(TL × {1})). (4.2.87)
Once again in view of the regularities (4.1.23) of the initial datum, (4.1.25) of the source
terms, (4.2.87) and the compatibility condition (4.2.66) are used to infer the following
additional regularity for q˜
q˜ ∈ L2(0, T ;H3(TL × (0, 1))) ∩H3/2(0, T ;L2(TL × (0, 1))). (4.2.88)
This by interpolation in particular implies that
q˜ ∈ C0([0, T ];H2(TL × (0, 1))). (4.2.89)
One can use the assumption on σ˜0 from (4.1.23), on vσ˜χω from (4.1.25) and (4.2.89) to
bootstrap and improve the regularity of σ˜
σ˜ ∈ C0([0, T ];H2(TL × (0, 1))) ∩ C1([0, T ];H1(TL × (0, 1))). (4.2.90)
This concludes the proof of Lemma 4.2.3.
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4.2.2.2 Step 2. Constructing u˜
Similarly as in the proof of Theorem 4.1.4, we start by solving (4.2.64) with initial
datum (σ˜0, q˜0, β0, β1), where q˜0 = −νdivu˜ + P ′(ρ)σ˜. Note that with this choice, the
assumptions (4.1.23), (4.1.24), (4.1.25) on (σ˜0, u˜0, β0, β1) allow to derive (4.2.65) and
(4.2.66) for (σ˜0, q˜0, β0, β1), so that Lemma 4.2.3 applies and provides functions (σ˜, q˜, β˜)
solving (4.2.64).
We then use the regularities obtained in Lemma 4.2.3 to verify that the solution u˜ of
ρ(∂tu˜+ u1∂xu˜)− µ∆u˜− (µ′ + µ)∇(divu˜)
+P ′(ρ)∇σ˜ = vu˜χω in (TL × (0, 1))× (0, T ),
u˜ · n = u˜2 = ∂tβ + u1∂xβ on (TL × {1})× (0, T ),
u˜(·, t) · n = 0 on (TL × {0})× (0, T ),
curlu˜ = 0 on (TL × {0, 1})× (0, T ),
u˜(·, 0) = u˜0 inTL × (0, 1).
(4.2.91)
satisfies
u˜ ∈ L2(0, T ;H3(TL × (0, 1))) ∩H1(0, T ;H2(TL × (0, 1)))
∩H2(0, T ;L2(TL × (0, 1))). (4.2.92)
This can be proved by following the line of arguments used in the Step 2 of the proof of
Theorem 4.1.4.
Finally one can conclude the proof of Theorem 4.1.3 by imitating the arguments in the
conclusion of the proof of Theorem 4.1.4.
Remark 4.2.5. At this point the role of the effective viscous flux q˜ and the dual version
of effective viscous flux q is clear in order to prove the existence results Theorem 4.1.3
and Theorem 4.1.4. We now explain more clearly the reason behind considering the
simplified model (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7) instead of using the more
physical expression (4.1.9) (recall Remark 4.1.1). In our analysis we use the effective
viscous flux (the dual version of that) to reduce the strength of the parabolic hyperbolic
coupling in the system (4.1.2) (respectively (4.1.27)). With the simplified expression
(4.1.7) of the net surface force on the beam we are able to write the linearized version of
the system (4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.7) as a closed loop system in terms
of the fluid density, effective viscous flux and the beam displacement. On the other hand
it does not seem to be possible if one considers the expression (4.1.9) for the net force
acting on the beam. In some sense the effective viscous flux does not prove to be a good
unknown to weaken the parabolic hyperbolic coupling near the boundary for the system
(4.1.2)-(4.1.3)-(4.1.4)-(4.1.5)-(4.1.6)-(4.1.9).
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4.3 Carleman estimates for scalar equations
From now onwards we fix our final time horizon T and the length L of our torus such
that they satisfy (4.1.31) and (4.1.32) respectively.
The goal of this section is to provide Carleman estimates for the various equations
involved in the system (4.1.27), in particular:
• a Carleman estimate for the beam equation set in the torus;
• a Carleman estimate for the heat equation with non-homogeneous Neumann bound-
ary conditions;
• a Carleman estimate for the transport equation.
One of the difficulties of our work is that, in order to prove Theorem 4.1.5, one should
be able to couple all these Carleman estimates in a suitable way. In order to do that,
we will consider one weight function which allows to derive Carleman estimates for the
beam equation, the heat equation and the transport equation simultaneously.
4.3.1 Construction of the weight function
1. We first introduce a function η on TL such that
η ∈ C6(TL), η(x) > 0 in TL,
inf {|∇η(x)| | x ∈ TL \ {(−3u1T,−2u1T ) ∪ (d+ u1T, d+ 3u1T )}} > 0, (4.3.1)
2. Now we define η0 ∈ C6(TL × [0, T ]) as follows
η0(x, t) = η(x− u1t) for all (x, t) ∈ TL × [0, T ]. (4.3.2)
In view of (4.3.1), one can easily verify the following
inf
{|∇η0(x, t)| ∣∣ (x, t) ∈ [−u1T, d+ u1T ]× [0, T ]} > 0, (4.3.3)
3. Next we will define a weight function in the time variable. Let T0 > 0, T1 > 0, small
enough such that
2T0 + 2T1 < T − d
u1
. (4.3.4)
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Now we choose a weight function θ(t) ∈ C4(0, T ) such that
θ(t) =

1
t2
, ∀ t ∈ [0, T0],
θ is strictly decreasing ∀ t ∈ [T0, 2T0],
1 ∀ t ∈ [2T0, T − 2T1],
θ is strictly increasing ∀ t ∈ [T − 2T1, T − T1],
1
(T − t)2 , ∀ t ∈ [T − T1, T ].
(4.3.5)
Observe that θ(t) blows up at the terminal points {0} and {T} of the interval (0, T ).
4. In view of η0(x, t) and θ(t) we finally introduce the following weight functions in
TL × [0, T ], {
φ(x, t) = θ(t)(e6λ‖η0‖∞ − eλ(η0(x,t)+4‖η0‖∞)),
ξ(x, t) = θ(t)eλ(η0(x,t)+4‖η0‖∞),
(4.3.6)
where λ > 1 is a positive parameter.
Remark 4.3.1. Recall that we have fixed L = 3u1T. The reason lies in the choice
(4.3.2) of η0 which travels along TL with a velocity u1. Of course this choice plays a very
important role in Section 4.3.4 while obtaining an observability estimate for a hyperbolic
transport equation. In that case the domain (0, d)× (0, 1) needs to be embedded in TL ×
(0, 1), for L large enough such that inf{|∇η0(x, t)|} is positive in a neighborhood of
(0, d) × (0, 1), since this is crucial to obtain parabolic Carleman estimates. Now the
choice L = 3u1T serves this purpose and provides enough room so that (4.3.3) holds.
From now on we will denote by c, a generic strictly positive small constant and by
C, a large constant, where both of them are independent of the parameters s (> 1) and
λ (> 1).
In our computations afterwards we will frequently use the following estimates, valid on
TL × (0, T ):
|∂(i)x φ| 6 Cλiξ for all i ∈ {1, 2, 3, 4},
|∂tφ| 6 Cλξ3/2, |∂ttφ| 6 Cλ2ξ2, |∂txφ| 6 Cλ2ξ3/2, |∂txxφ| 6 Cλ3ξ3/2,
|∂txxxφ| 6 Cλ4ξ3/2, |∂ttxφ| 6 Cλ3ξ2 and |∂ttxxφ| 6 Cλ4ξ2,
(4.3.7)
and
|∂(i)x ξ| 6 Cλiξ for all i ∈ {1, 2, 3, 4},
|∂tξ| 6 Cλξ3/2, |∂ttξ| 6 Cλ2ξ2, |∂txξ| 6 Cλ2ξ3/2, |∂txxξ| 6 Cλ3ξ3/2
|∂txxxξ| 6 Cλ4ξ3/2, |∂ttxξ| 6 Cλ3ξ2 and |∂ttxxξ| 6 Cλ4ξ2,
(4.3.8)
and, for λ large enough, for all (x, t) ∈ [−u1T, d+ u1T ]× (0, T ) and i ∈ {1, 2, 3, 4},
−∂(i)x φ = ∂(i)x ξ > cλiξ. (4.3.9)
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4.3.2 Carleman estimate for an adjoint damped beam equation
In the following section we derive a Carleman estimate for the adjoint of the damped{
∂ttψ + ∂txxψ + ∂xxxxψ = fψ in TL × (0, T ),
ψ(., T ) = ψT , ∂tψ(., T ) = ψ1T in TL.
(4.3.10)
The main theorem of this section is stated as follows
Theorem 4.3.2. There exist constants C > 0, s0 > 1, λ0 > 1 such that for all ψ
solving (4.3.10) with initial datum ψT ∈ H3(TL) and ψ1T ∈ H1(TL) and source term
fψ ∈ L2(TL × (0, T )), for all s > s0, and λ > λ0,
s7λ8
∫ T
0
∫
TL
ξ7|ψ|2e−2sφ + s5λ6
∫ T
0
∫
TL
ξ5|∂xψ|2e−2sφ
+ s3λ4
∫ T
0
∫
TL
ξ3(|∂xxψ|2 + |∂tψ|2)e−2sφ + sλ2
∫ T
0
∫
TL
ξ(|∂txψ|2 + |∂xxxψ|2)e−2sφ
+ 1
s
∫ T
0
∫
TL
1
ξ
(|∂ttψ|2 + |∂txxψ|2 + |∂xxxxψ|2)e−2sφ (4.3.11)
6 C
∫ T
0
∫
TL
|fψ|2e−2sφ + Cs7λ8
∫ T
0
∫
ω1
ξ7|ψ|2e−2sφ,
where the notation ω1 was introduced in (4.1.14).
Proof. We introduce the change of unknown
w = e−sφψ.
In view of (4.3.10), w satisfies:
e−sφfψ = e−sφ(∂ttψ + ∂txxψ + ∂xxxxψ)
= e−sφ(∂tt(esφw) + ∂txx(esφw) + ∂xxxx(esφw)) = Pφw.
(4.3.12)
We write Pφw in the form:
Pφw = P1w + P2w + Rw, (4.3.13)
where
P1w = s4(∂xφ)4w + 6s2(∂xφ)2∂xxw + ∂xxxxw + 2s∂xφ∂xtw + ∂ttw,
P2w = 4s3(∂xφ)3∂xw + 4s∂xφ∂xxxw + ∂xxtw + s2(∂xφ)2∂tw
+6(1 + ζ)s3(∂xφ)2∂xxφw,
Rw = s2(∂tφ)2w + s∂tφ∂xxw + s3∂tφ(∂xφ)2w + s∂tφ∂tw + 2s2∂tφ∂xφ∂xw
+ s2∂ttφw − s∂xxtφw + 2s∂xtφ∂xw + 4s2∂xφ∂xxxφw + s∂xxφ∂tw
+12s2∂xφ∂xxφ∂xw + 3s2(∂xxφ)2w + s2∂ttφw + 2s2∂xtφ∂xφw
+s2∂tφ∂xxφw + 6s∂xxφ∂xxw + s∂xxxxφw + 4s∂xxxφ∂xw
−6ζs3(∂xφ)2∂xxφw,
(4.3.14)
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where ζ is a free parameter which will be fixed later.
Based on the identity
P1w + P2w = fψe−sφ − Rw,
we obtain∫ T
0
∫
TL
|P1w|2 +
∫ T
0
∫
TL
|P2w|2 + 2
∫ T
0
∫
TL
P1wP2w =
∫ T
0
∫
TL
|fψe−sφ − Rw|2
6 2
∫ T
0
∫
TL
|fψ|2e−2sφ + 2
∫ T
0
∫
TL
|Rw|2.
(4.3.15)
The crucial point is to obtain suitable estimates for the product term
∫ T
0
∫
TL
P1wP2w.
We will denote by Ii,j the cross product of the i-th term of P1w and of the j-th term of
P2w, so that ∫ T
0
∫
TL
P1wP2w =
i=5,j=5∑
i,j=1
Iij .
In the following estimates to make the presentation simpler we will write L.O.T
(lower order terms) for the terms which are small (for large values of the parameters s
and λ) with respect to the left hand side of (4.3.11), i.e. for which there exists a constant
C independent of s and λ such that
|L.O.T | 6 C
(1
s
+ 1
λ
)(
s7λ8
∫ T
0
∫
TL
ξ7|ψ|2e−2sφ + s5λ6
∫ T
0
∫
TL
ξ5|∂xψ|2e−2sφ
+s3λ4
∫ T
0
∫
TL
ξ3(|∂xxψ|2 + |∂tψ|2)e−2sφ + sλ2
∫ T
0
∫
TL
ξ(|∂txψ|2 + |∂xxxψ|2)e−2sφ
)
.
In particular, note that we immediately get that∫ T
0
∫
TL
|Rw|2 = L.O.T. (4.3.16)
We list below the computations of each Iij .
I11 = 4s7
∫ T
0
∫
TL
(∂xφ)7w∂xw = −14s7
∫ T
0
∫
TL
(∂xφ)6∂xxφw2. (4.3.17)
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I12 = 4s5
∫ T
0
∫
TL
(∂xφ)5w∂xxxw = −120s5
∫ T
0
∫
TL
(∂xφ)2(∂xxφ)3w2
− 80s5
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xxxφw2 − 40s5
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xxxφw2
− 10s5
∫ T
0
∫
TL
(∂xφ)4∂xxxxφw2 + 30s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2
= L.O.T + 30s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2.
(4.3.18)
I13 = s4
∫ T
0
∫
TL
(∂xφ)4w∂xxtw
= −12s4
∫ T
0
∫
TL
(∂xφ)∂xtφ(∂xxφ)2w2 − 12s4
∫ T
0
∫
TL
(∂xφ)2∂xxφ∂xxtφw2
− 6s4
∫ T
0
∫
TL
(∂xφ)2∂xtφ∂xxxφw2 − 2s4
∫ T
0
∫
TL
(∂xφ)3∂txxxφw2
+ 2s4
∫ T
0
∫
TL
(∂xφ)3∂txφ(∂xw)2 + 4s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xw∂tw
= L.O.T + 4s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xw∂tw.
(4.3.19)
I14 = 3s6
∫ T
0
∫
TL
(∂xφ)5∂txφw2 = L.O.T. (4.3.20)
I15 = 6(1 + ζ)s7
∫ T
0
∫
TL
(∂xφ)6∂xxφw2. (4.3.21)
I21 = −60s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2. (4.3.22)
I22 = −36s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂xxw)2. (4.3.23)
I23 = −12s2
∫ T
0
∫
TL
(∂xφ)∂xtφ(∂xxw)2 = L.O.T. (4.3.24)
I24 = 6s4
∫ T
0
∫
TL
(∂xφ)4∂xxw∂tw
= −24s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xw∂tw + 12s4
∫ T
0
∫
TL
(∂xφ)3∂xtφ(∂xw)2
= L.O.T − 24s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xw∂tw.
(4.3.25)
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I25 = 36(1 + ζ)s5
∫ T
0
∫
TL
(∂xφ)4∂xxφw∂xxw = (1 + ζ)
(
216s5
∫ T
0
∫
TL
(∂xφ)2(∂xxφ)3w2
+144s5
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xxxφw2 +72s5
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xxxφw2 (4.3.26)
+18s5
∫ T
0
∫
TL
(∂xφ)4∂xxxxφw2 − 36s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2
)
= L.O.T − 36(1 + ζ)s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2.
I31 = 4s3
∫ T
0
∫
TL
(∂xφ)3∂xw∂xxxxw
= −12s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ∂xw∂xxxw − 4s3
∫ T
0
∫
TL
(∂xφ)3∂xxw∂xxxw
= L.O.T + 18s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂xxw)2.
(4.3.27)
I32 = −2s
∫ T
0
∫
TL
∂xxφ(∂xxxw)2. (4.3.28)
I33 =
∫ T
0
∫
TL
∂xxxxw∂xxtw = 0. (4.3.29)
I34 = s2
∫ T
0
∫
TL
(∂xφ)2∂xxxxw∂tw
= −2s2
∫ T
0
∫
TL
(∂xφ)∂xxφ∂xxxw∂tw − s2
∫ T
0
∫
TL
(∂xφ)2∂xxxw∂txw
= L.O.T + 4s2
∫ T
0
∫
TL
∂xφ∂xxφ∂xxw∂txw.
(4.3.30)
I35 = 6(1 + ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ∂xxxxww
= −12(1 + ζ)s3
∫ T
0
∫
TL
∂xφ(∂xxφ)2∂xxxww − 6(1 + ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxxφ∂xxxww
− 6(1 + ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ∂xxxw∂xw (4.3.31)
= L.O.T + 6(1 + ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂xxw)2.
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I41 = −16s4
∫ T
0
∫
TL
(∂xφ)3∂txφ(∂xw)2 = L.O.T. (4.3.32)
I42 = 8s2
∫ T
0
∫
TL
(∂xφ)2∂xtw∂xxxw
= −16s2
∫ T
0
∫
TL
∂xφ∂xxφ∂xtw∂xxw + 8s2
∫ T
0
∫
TL
∂xφ∂xtφ(∂xxw)2
= L.O.T − 16s2
∫ T
0
∫
TL
∂xφ∂xxφ∂xtw∂xxw.
(4.3.33)
I43 = −s
∫ T
0
∫
TL
∂xxφ(∂xtw)2. (4.3.34)
I44 = −3s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂tw)2. (4.3.35)
I45 = 12(1 + ζ)s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xtww
= (1 + ζ)
(
−36s4
∫ T
0
∫
TL
(∂xφ)2(∂xxφ)2∂tww − 12s4
∫ T
0
∫
TL
(∂xφ)3∂xxxφ∂tww
−12s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂tw∂xw
)
(4.3.36)
= L.O.T − 12(1 + ζ)s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂tw∂xw.
I51 = 4s3
∫ T
0
∫
TL
(∂xφ)3∂xw∂ttw
= −12s3
∫ T
0
∫
TL
(∂xφ)2∂xtφ∂xw∂tw − 4s3
∫ T
0
∫
TL
(∂xφ)3∂xtw∂tw
= L.O.T + 6s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂tw)2.
(4.3.37)
I52 = 4s
∫ T
0
∫
TL
∂xφ∂xxxw∂ttw
= −4s
∫ T
0
∫
TL
∂xtφ∂xxxw∂tw − 4s
∫ T
0
∫
TL
∂xφ∂xxxtw∂tw
= L.O.T − 6s
∫ T
0
∫
TL
∂xxφ(∂xtw)2.
(4.3.38)
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I53 =
∫ T
0
∫
TL
∂ttw∂xxtw =
∫ T
0
∫
TL
∂t(∂txw)2 = 0. (4.3.39)
I54 = s2
∫ T
0
∫
TL
(∂xφ)2∂tw∂ttw
= −s2
∫ T
0
∫
TL
∂xφ∂txφ(∂tw)2 = L.O.T.
(4.3.40)
I55 = 6(1 + ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ∂ttww = (1 + ζ)
(
−6s3
∫ T
0
∫
TL
∂xφ∂txφ∂xxφ∂t(w2)
−3s3
∫ T
0
∫
TL
(∂xφ)2∂txxφ∂t(w2)− 6s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂tw)2
)
(4.3.41)
= L.O.T − 6(1 + ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂tw)2.
Hence we find that∫ T
0
∫
TL
P1wP2w =
i=5,j=5∑
i,j=1
Iij
= (−8 + 6ζ)s7
∫ T
0
∫
TL
(∂xφ)6∂xxφw2 + (−66− 36ζ)s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2
+ (−12 + 6ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂xxw)2 + (−3− 6ζ)s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂tw)2
− 2s
∫ T
0
∫
TL
∂xxφ(∂xxxw)2 − 7s
∫ T
0
∫
TL
∂xxφ(∂xtw)2 (4.3.42)
+ (−32− 12ζ)s4
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xw∂tw − 12s2
∫ T
0
∫
TL
∂xφ∂xxφ∂xtw∂xxw + L.O.T
=
8∑
n=1
En + L.O.T.
Now, we adjust the parameter ζ such that all the coefficients of En for n ∈ {1, · · · , 6}
are negative and for some  > 0 independent of s and λ,
|E7|+ |E8| 6 (1− )(|E2|+ |E3|+ |E4|+ |E6|). (4.3.43)
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In that direction we observe that, according to Young’s inequality, for α1 and α2 positive,
|E7| = (32 + 12ζ)s4|
∫ T
0
∫
TL
(∂xφ)3∂xxφ∂xw∂tw|
6 (32 + 12ζ)2α1
s5
∫ T
0
∫
TL
|(∂xφ)4∂xxφ(∂xw)2|+ (32 + 12ζ)α12 s
3
∫ T
0
∫
TL
|(∂xφ)2∂xxφ(∂tw)2|
6 (32 + 12ζ)2α1|66 + 36ζ| |E2|+
(32 + 12ζ)α1
2|3 + 6ζ| |E4|, (4.3.44)
and
|E8| = 12s2
∫ T
0
∫
TL
|∂xφ∂xxφ∂xtw∂xxw|
6 12α22 s
∫ T
0
∫
TL
|∂xxφ(∂xtw)2|+ 122α2 s
3
∫ T
0
∫
TL
|(∂xφ)2∂xxφ(∂xxw)2|
6 12α214 |E6|+
12
2α2|12− 6ζ| |E3|,
(4.3.45)
We then choose ζ, such that
max{−8 + 6ζ,−66− 36ζ,−12 + 6ζ,−3− 6ζ} < 0, (4.3.46)
which imposes ζ ∈ (−1/2, 4/3), and such that there exist α1 > 0 and α2 > 0 such that
max
{ (32 + 12ζ)
2α1|66 + 36ζ| ,
(32 + 12ζ)α1
2|3 + 6ζ| ,
12α2
14 ,
12
2α2|12− 6ζ|
}
< 1. (4.3.47)
This can be done provided ζ ∈ (−1/2, 4/3) satisfies
8 + 3ζ
33 + 18ζ <
3 + 6ζ
16 + 6ζ , and
1
2− ζ <
7
6 .
These conditions can be easily satisfied by taking
ζ = 1. (4.3.48)
At this point in view of the choice (4.3.48), we fix α1 and α2 such that they satisfy
(4.3.47).
Hence from (4.3.42) we get that there exist positive constants K1, K2, K3, K4, K5 and
K6 such that∫ T
0
∫
TL
P1wP2w > −K1s7
∫ T
0
∫
TL
(∂xφ)6∂xxφw2 −K2s5
∫ T
0
∫
TL
(∂xφ)4∂xxφ(∂xw)2
−K3s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂xxw)2 −K4s3
∫ T
0
∫
TL
(∂xφ)2∂xxφ(∂tw)2
−K5s
∫ T
0
∫
TL
∂xxφ(∂xxxw)2 −K6s
∫ T
0
∫
TL
∂xxφ(∂xtw)2 + L.O.T.
(4.3.49)
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Hence in view of (4.3.7) and (4.3.9) one obtains that∫ T
0
∫
TL
P1wP2w > c
(
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2
+ s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2
+sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
)
− C
s7λ8 ∫∫
ω2T
ξ7w2 + s5λ6
∫∫
ω2T
ξ5(∂xw)2
+ s3λ4
∫∫
ω2T
ξ3(∂xxw)2 + sλ2
∫∫
ω2T
ξ(∂xxxw)2 + s3λ4
∫∫
ω2T
ξ3(∂tw)2
+sλ2
∫∫
ω2T
ξ(∂xtw)2
 ,
(4.3.50)
where
ω2T = (TL \ (−u1T, d+ u1T ))× (0, T ). (4.3.51)
Now in view of (4.3.15) and (4.3.16), (4.3.50) furnishes that for large enough values of
the parameter s and λ the following holds
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2
+ s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
6 C
∫ T0
∫
TL
|fψ|2e−2sφ + s7λ8
∫∫
ω2T
ξ7w2 + s5λ6
∫∫
ω2T
ξ5(∂xw)2 + s3λ4
∫∫
ω2T
ξ3(∂xxw)2
+sλ2
∫∫
ω2T
ξ(∂xxxw)2 + s3λ4
∫∫
ω2T
ξ3(∂tw)2 + sλ2
∫∫
ω2T
ξ(∂xtw)2
 . (4.3.52)
Now, our goal is to estimate ∂ttw, ∂txxw and ∂xxxxw. In order to do that, we set
τ = 1√
sξ
w. (4.3.53)
Using (4.3.12), let us observe that (since e−sφ vanishes at time T ) the new unknown τ
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solves the following set of equations ∂ttτ + ∂txxτ + ∂xxxxτ =
1√
sξ
fψe
−sφ − (F1 + F2 + F3)−F4 in TL × (0, T ),
τ(., T ) = 0, ∂tτ(., T ) = 0 in TL,
(4.3.54)
where
F1 = ∂ttτ − 1√
sξ
∂ttw, F2 = ∂txxτ − 1√
sξ
∂txxw, F3 = ∂xxxxτ − 1√
sξ
∂xxxxw,
=
[
∂tt,
1√
sξ
]
w, =
[
∂txx,
1√
sξ
]
w, =
[
∂xxxx,
1√
sξ
]
w.
and F4 is given by√
sξF4 = Rw + s4(∂xφ)4w + 6s2(∂xφ)2∂xxw + 2s∂xφ∂xtw + 4s3(∂xφ)3∂xw
+ 4s∂xφ∂xxxw + s2(∂xφ)2∂tw + 6(1 + ζ)s3(∂xφ)2∂xxφw.
It is then easy to check that
∫ T
0
∫
TL
(
|F1|2 + |F2|2 + |F3|2 + |F4|2
)
6 C
(
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2
+s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
)
.
Hence the maximal parabolic regularity result for the system (4.3.54) furnishes the fol-
lowing
τ ∈ L2(0, T ;H4(TL)) ∩H2(0, T ;L2(TL)). (4.3.55)
Besides one has the following inequality
‖τ‖2L2(0,T ;H4(TL))∩H2(0,T ;L2(TL)) 6 C(‖fψe−sφ‖2L2(TL×(0,T )) + ‖F1‖2L2(TL×(0,T ))
+ ‖F2‖2L2(TL×(0,T )) + ‖F3‖2L2(TL×(0,T )) + ‖F4‖2L2(TL×(0,T ))). (4.3.56)
This then yields the following estimate:
1
s
∫ T
0
∫
TL
1
ξ
(|∂ttw|2+|∂txxw|2+|∂xxxxw|2)e−2sφ 6 C(‖fψe−sφ‖2L2(TL×(0,T ))+‖F1‖2L2(TL×(0,T ))
+ ‖F2‖2L2(TL×(0,T )) + ‖F3‖2L2(TL×(0,T )) + ‖F4‖2L2(TL×(0,T ))). (4.3.57)
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Combining the inequalities (4.3.52) and (4.3.57) on obtains the following
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2
+ sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
+ 1
s
∫ T
0
∫
TL
1
ξ
(|∂ttw|2 + |∂txxw|2 + |∂xxxxw|2)e−2sφ
6 C
∫ T0
∫
TL
|fψ|2e−2sφ + s7λ8
∫∫
ω2T
ξ7w2 + s5λ6
∫∫
ω2T
ξ5(∂xw)2 + s3λ4
∫∫
ω2T
ξ3(∂xxw)2
+s3λ4
∫∫
ω2T
ξ3(∂tw)2 + sλ2
∫∫
ω2T
ξ(∂xxxw)2 + sλ2
∫∫
ω2T
ξ(∂xtw)2
 . (4.3.58)
Now, we need to suitably absorb the third to seventh observability terms appearing
in the R.H.S of (4.3.58). This is rather standard and such arguments can be found for
instance in [15, p. 461] and [2, p. 565]. We absorb it in a reverse way, starting from the
last terms.
We introduce a smooth cut-off function Υ2 such that
Υ2 ∈ C∞c (TL; [0, 1]), Υ2(x) = 1 inω2, Υ2(x) = 0 forx /∈ ω3,
where ω2 = TL \ [−u1T, d+ u1T ], and ω3 = TL \ [−u1T/2, d+ u1T/2]. (4.3.59)
In the following, we shall also use the notation ω3T = ω3 × (0, T ).
Using Young’s inequality, we have, for all ε > 0,
sλ2
∫∫
ω2T
ξ(∂xtw)2 6 sλ2
∫∫
ω3T
Υ2ξ(∂xtw)2 = sλ2
∫∫
ω3T
Υ2ξ∂xxw∂ttw + L.O.T.
6 ε2s
∫∫
ω3T
Υ2ξ−1(∂ttw)2 +
s3λ4
2ε
∫∫
ω3T
Υ2ξ3(∂xxw)2 + L.O.T.
6 ε2s
∫∫
ω3T
ξ−1(∂ttw)2 +
Cs3λ4
2ε
∫∫
ω3T
ξ3(∂xxw)2 + L.O.T.
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Similarly, we get
sλ2
∫∫
ω2T
ξ(∂xxxw)2 6 sλ2
∫∫
ω3T
Υ2ξ(∂xxxw)2 = −sλ2
∫∫
ω3T
Υ2ξ∂xxxxw∂xxw + L.O.T.
6 ε2s
∫∫
ω3T
ξ−1(∂xxxxw)2 +
s3λ4
2ε
∫∫
ω3T
ξ3(∂xxw)2 + L.O.T.
We then choose ε > 0 small enough so that Cε < 0, where C is the constant in (4.3.58),
and we plug these two estimates in (4.3.58). We obtain that there exists a constant
C > 0 such that for all s and λ large enough,
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2
+ sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
+ 1
s
∫ T
0
∫
TL
1
ξ
(|∂ttw|2 + |∂txxw|2 + |∂xxxxw|2)e−2sφ 6 C
(∫ T
0
∫
TL
|fψ|2e−2sφ
+s7λ8
∫∫
ω3T
ξ7w2 + s5λ6
∫∫
ω3T
ξ5(∂xw)2 + s3λ4
∫∫
ω3T
ξ3(∂xxw)2 + s3λ4
∫∫
ω3T
ξ3(∂tw)2 + L.O.T.
 .
(4.3.60)
We now introduce a smooth cut-off function Υ3 such that
Υ3 ∈ C∞c (TL; [0, 1]), Υ3(x) = 1 inω3, Υ3(x) = 0 in [0, d],
and we use the notation ω1 = TL \ [0, d], and ωT1 = ω1 × (0, T ).
Now, as before we can write, for ε1 > 0 to be fixed later,
s3λ4
∫∫
ω3T
ξ3(∂tw)2 6 s3λ4
∫∫
ω1T
Υ3ξ3(∂tw)2 = −s3λ4
∫∫
ω1T
Υ3ξ3∂ttww + L.O.T
6 ε12s
∫∫
ω1T
ξ−1(∂ttw)2 +
s7λ8
2ε1
∫∫
ω1T
ξ7w2 + L.O.T,
and
s3λ4
∫∫
ω3T
ξ3(∂xxw)2 6 s3λ4
∫∫
ω1T
Υ3ξ3(∂xxw)2 = s3λ4
∫∫
ω1T
Υ3ξ3∂xxxxww + L.O.T
6 ε12s
∫∫
ω1T
ξ−1(∂xxxxw)2 +
s7λ8
2ε1
∫∫
ω1T
ξ7w2 + L.O.T.
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Similarly,
s5λ6
∫∫
ω3T
ξ5(∂xw)2 6 s5λ6
∫∫
ω1T
Υ3ξ5(∂xw)2 = −s5λ6
∫∫
ω1T
Υ3ξ5∂xxww + L.O.T.
6 ε1s
3λ4
2
∫∫
ω1T
ξ3(∂xxw)2 +
s7λ8
2ε1
∫∫
ω1T
ξ7w2 + L.O.T..
Choosing now ε1 > 0 small enough so that Cε1 6 1 where C is the constant in (4.3.60),
we deduce the following inequality from (4.3.60): for all s and λ large enough,
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2
+ sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
+ 1
s
∫ T
0
∫
TL
1
ξ
(|∂ttw|2 + |∂txxw|2 + |∂xxxxw|2)e−2sφ
6 C
∫ T0
∫
TL
|fψ|2e−2sφ + s7λ8
∫∫
ω1T
ξ7w2 + L.O.T.
 . (4.3.61)
Now, the lower order terms L.O.T can be absorbed by taking s and λ large enough, so
that from (4.3.61), we obtain that for all s and λ large enough,
s7λ8
∫ T
0
∫
TL
ξ7w2 + s5λ6
∫ T
0
∫
TL
ξ5(∂xw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂xxw)2
+ sλ2
∫ T
0
∫
TL
ξ(∂xxxw)2 + s3λ4
∫ T
0
∫
TL
ξ3(∂tw)2 + sλ2
∫ T
0
∫
TL
ξ(∂xtw)2
+ 1
s
∫ T
0
∫
TL
1
ξ
(|∂ttw|2 + |∂txxw|2 + |∂xxxxw|2)e−2sφ
6 C
∫ T0
∫
TL
|fψ|2e−2sφ + s7λ8
∫∫
ω1T
ξ7w2
 . (4.3.62)
Finally to obtain (4.3.11) from (4.3.62) we just need to recall that w = e−sφψ, or
equivalently that ψ = wesφ. This argument is very standard and is left to the reader.
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4.3.3 Carleman estimate for an adjoint heat equation
In this section we consider the following adjoint heat equation:
−ρ
ν
∂tq −∆q = f1 in (TL × (0, 1))× (0, T ),
∂zq = f2 on (TL × {1})× (0, T ),
∂zq = 0 on (TL × {0})× (0, T ),
q(., T ) = qT in (TL × (0, 1)),
(4.3.63)
where f1 ∈ L2((TL × (0, 1))× (0, T )), f2 ∈ L2((TL × {1})× (0, T )).
For convenience, we further introduce the following shorthand notations which will
mainly be used in writing the domain of integrals.
QexT = (TL × (0, 1))× (0, T ), ωT = ω × (0, T ),
T1T = (TL × {1})× (0, T ), T0T = (TL × {0})× (0, T ).
(4.3.64)
Theorem 4.3.3. There exist positive constants C, s2 > 1 and λ2 > 1 such that for all
f1 ∈ L2(QexT ), and f2 ∈ L2(T1T ), (4.3.65)
and for all qT ∈ L2(TL × (0, 1)), for all s > s1 and λ > λ1, then the weak solution q of
(4.3.63) satisfies the following inequality∫∫
QexT
e−2sφ(sλ2ξ|∇q|2 + s3λ4ξ3|q|2) + s2λ3
∫∫
T1T
e−2sφξ2|q|2
6 C
∫∫
QexT
e−2sφ|f1|2 + sλ
∫∫
T1T
e−2sφξ|f2|2 + s3λ4
∫∫
ωT
e−2sφξ3|q|2
 ,
(4.3.66)
where the notations QexT , T1T and ωT are introduced in (4.3.64).
Theorem 4.3.3 will be proved mainly by using the similar line of arguments as used to
prove [15, Theorem 1]. The difference with [15] occurs in the construction of the weight
functions. To be precise, the weight θ(t) in time is defined in [15] as θ(t) = 1t(T−t) ,
whereas in our case θ(t) is as defined in (4.3.5). Further unlike [15], the function η0
(defined in (4.3.2)) travels in time with a constant velocity u1. Both of these differences
can be classically handled just by using the estimates (4.3.7), (4.3.8) and (4.3.9) of ξ
and φ. One can also consult [2] for similar issues.
Above all in [15] and in most other articles in the literature it is assumed that η0 vanishes
at the boundary of the domain. Of course this assumption does not serve our purpose
since we are working with a beam at the boundary. In our case, η0 just depends on (x, t)
implying in particular
∂zφ = ∂zξ = 0 on ((TL × {1}) ∪ (TL × {0}))× (0, T ). (4.3.67)
194
Using this property, we still recover the same Carleman estimate for the heat equation
with non homogeneous boundary condition obtained in [15].
Hence without going into the details we will just sketch the main steps of the proof of
Theorem 4.3.3 and comment with references for their proofs.
For the proof of Theorem 4.3.3 we will need an auxiliary result: a Carleman inequality
for heat equation with homogeneous Neumann boundary conditions, stated below:
Lemma 4.3.4. There exist positive constants C, s1 > 1 and λ1 > 1 such that for all
s > s1, λ > λ1, for all ϑ0 ∈ H1(TL × (0, 1)), and for all f3 ∈ L2(QexT ), the solution ϑ of
the following problem 
−ρ
ν
∂tϑ−∆ϑ = f3 in QexT ,
∂zϑ = 0 on T1T ∪ T0T ,
ϑ(., T ) = ϑ0 in TL × (0, 1),
(4.3.68)
satisfies ∫∫
QexT
e−2sφ
(
sλ2ξ|∇ϑ|2 + s3λ4ξ3|ϑ|2
)
6 C
∫∫
QexT
e−2sφ|f3|2 + s3λ4
∫∫
ωT
e−2sφξ3|ϑ|2
 . (4.3.69)
Lemma 4.3.4 will allow to construct by duality suitable solutions to a control problem:
Lemma 4.3.5. There exist positive constants C > 0, s1 > 1 and λ1 > 1, such that for
all s > s1, λ > λ1 and for all G satisfying∫∫
QexT
ξ−3|G|2e2sφ <∞, (4.3.70)
there exists a solution (Y,H) of the following control problem
ρ
ν
∂tY −∆Y = G+Hχω in QexT ,
∂zY = 0 on T1T ∪ T0T ,
Y (·, 0) = 0 in TL × (0, 1),
Y (·, T ) = 0 in TL × (0, 1),
(4.3.71)
which satisfies
Y ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))) ∩ C0([0, T ];H1(TL × (0, 1))).
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and the following estimate:
s3λ4
∫∫
QexT
|Y |2e2sφ + sλ2
∫∫
QexT
ξ−2|∇Y |2e2sφ
+s2λ3
∫∫
T1T
ξ−1|Y |2e2sφ +
∫∫
ωT
ξ−3|H|2e2sφ 6 C
∫∫
QexT
ξ−3|G|2e2sφ.
(4.3.72)
The proof of Theorem 4.3.3 then follows from Lemma 4.3.5 by duality.
Details of the proof are given hereafter. Section 4.3.3.1 is dedicated to the proof of
Lemma 4.3.4, Section 4.3.3.2 to the proof of Lemma 4.3.5, and Section 4.3.3.3 to the
proof of Theorem 4.3.3.
In Section 4.3.3.4, we prove an additional result, which is a corollary of Theorem
4.3.3:
Corollary 4.3.6. There exist positive constants C, s2(> s1) and λ2(> λ1) (where s1 and
λ1 are the constants as in Theorem 4.3.3) such that if all the assumptions of Theorem
4.3.3 satisfied and if s > s2 and λ > λ2, then the solution q of (4.3.63) satisfies the
following inequality∫∫
QexT
e−2sφ( 1
sξ
|∇q|2 + sλ2ξ|q|2) + λ
∫∫
T1T
e−2sφ|q|2
6 C
 1s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|f1|2 + 1
sλ
∫∫
T1T
e−2sφ
1
ξ
|f2|2 + sλ2
∫∫
ωT
e−2sφξ|q|2
 ,
(4.3.73)
where the notations QexT , T1T are introduced in (4.3.64).
4.3.3.1 Proof of Lemma 4.3.4
We set
ϑ1 = e−sφϑ. (4.3.74)
In view of (4.3.67) one observes that
∂zϑ1 = 0 on T1T ∪ T0T . (4.3.75)
Besides, with f3 as in (4.3.68), ϑ1 satisfies
e−sφf3 = e−sφ(− ρ¯
ν
∂tϑ−∆ϑ) = e−sφ(− ρ¯
ν
∂t(esφϑ1)−∆(esφϑ1)) = Pφϑ1,
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where the operator P is given by
Pφϑ1 = − ρ¯
ν
∂tϑ1 − s ρ¯
ν
∂tφϑ1 −∆ϑ1 − 2s∇φ · ∇ϑ1 − s2|∇φ|2ϑ1 − s∆φϑ1.
Now we use
∇φ = −ξλ∇η0,
and rewrite Pφ as
Pφ = P1ϑ1 + P2ϑ1 +Rϑ1,
where
P1ϑ1 = − ρ¯ν∂tϑ1 + 2sλξ∇η0 · ∇ϑ1 + 2sλ2|∇η0|2ξϑ1,
P2ϑ1 = −∆ϑ1 − ρ¯ν s∂tφϑ1 − s2λ2ξ2|∇η0|2ϑ1,
Rϑ1 = −sλ∆η0ξϑ1 − sλ2|∇η0|2ξϑ1.
(4.3.76)
We then use that P1ϑ1 + P2ϑ1 = f3e−sφ −Rϑ1 and then∫∫
QexT
|P1ϑ1|2 +
∫∫
QexT
|P2ϑ1|2 + 2
∫∫
QexT
P1ϑ1P2ϑ1 =
∫∫
QexT
|f3e−sφ −Rϑ1|2
6 2
∫∫
QexT
|f3|2e−2sφ + 2
∫∫
QexT
|Rϑ1|2.
(4.3.77)
We now compute the scalar product of P1ϑ1 with P2ϑ1. In fact, these computations are
very similar to the classical ones, and one should only remark that the integrations by
parts do not yield any bad terms on the boundaries of the domain.
Again, we shall write LO.T. to design lower order terms, that is terms which can be
bounded as follows:
|L.O.T | 6 C
(1
s
+ 1
λ
)∫∫
QexT
e−2sφ
(
sλ2ξ|∇ϑ|2 + s3λ4ξ3|ϑ|2
)
.
Note in particular that we have ∫∫
QexT
|Rϑ1|2 = L.O.T.
Computations. We write ∫∫
QexT
P1ϑ1P2ϑ1 =
3∑
i,j=1
Jij ,
where Ji,j is the scalar product of the i-th term of P1ϑ1 with the j-th term of P2ϑ1.
Computation of J11 :
J11 =
ρ¯
ν
∫∫
QexT
∂tϑ1∆ϑ1 = − ρ¯
ν
∫∫
QexT
∂t
(
|∇ϑ1|2
2
)
= 0. (4.3.78)
197
Computation of J12 :
J12 =
(
ρ¯
ν
)2
s
∫∫
QexT
(∂tϑ1 · ϑ1) ∂tφ = 12
(
ρ¯
ν
)2
s
∫∫
QexT
∂t|ϑ1|2∂tφ
= −12
(
ρ¯
ν
)2
s
∫∫
QexT
|ϑ1|2∂ttφ = L.O.T.
(4.3.79)
Computation of J13 :
J13 =
ρ¯
ν
s2λ2
∫∫
QexT
ξ2|∇η0|2∂tϑ1 · ϑ1 = ρ¯
ν
s2λ2
2
∫∫
QexT
∂t|ϑ1|2ξ2|∇η0|2
= − ρ¯
ν
s2λ2
2
∫∫
QexT
|ϑ1|2∂t(ξ2|∇η0|2) = L.O.T.
(4.3.80)
Computation of J12 :
J21 = −2sλ
∫∫
QexT
ξ(∇η0 · ∇ϑ1)∆ϑ1 = 2sλ
∫∫
QexT
∇(ξ(∇η0 · ∇ϑ1)) · ∇ϑ1
= 2sλ2
∫∫
QexT
ξ|∇η0 · ∇ϑ1|2 + 2sλ
∫∫
QexT
ξ∇2η0(∇ϑ1,∇ϑ1) + sλ
∫∫
QexT
ξ∇η0 · ∇|∇ϑ1|2
= 2sλ2
∫∫
QexT
ξ|∇η0 · ∇ϑ1|2 + 2sλ
∫∫
QexT
ξ∇2η0(∇ϑ1,∇ϑ1)− sλ2
∫∫
QexT
ξ|∇η0|2|∇ϑ1|2
− sλ
∫∫
QexT
ξ∆η0|∇ϑ1|2 (4.3.81)
= 2sλ2
∫∫
QexT
ξ|∇η0 · ∇ϑ1|2 − sλ2
∫∫
QexT
ξ|∇η0|2|∇ϑ1|2 + L.O.T.
Computation of J22 :
J22 = −2 ρ¯
ν
s2λ
∫∫
QexT
ξ(∇η0 · ∇ϑ1)∂tφϑ1 = ρ¯
ν
s2λ
∫∫
QexT
div
(
∂tφ∇η0ξ
)
|ϑ1|2 = L.O.T.
(4.3.82)
Computation of J23 :
J23 = −2s3λ3
∫∫
QexT
ξ3(∇η0 · ∇ϑ1)|∇η0|2ϑ1 = s3λ3
∫∫
QexT
div(|∇η0|2∇η0ξ3)|ϑ1|2. (4.3.83)
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Computation of J31 :
J31 = −2sλ2
∫∫
QexT
|∇η0|2ξϑ1∆ϑ1
= 2sλ2
∫∫
QexT
|∇η0|2ξ|∇ϑ1|2 + 2sλ2
∫∫
QexT
∇(|∇η0|2ξ)ϑ1 · ∇ϑ1
= 2sλ2
∫∫
QexT
|∇η0|2ξ|∇ϑ1|2 − sλ2
∫∫
QexT
∆(|∇η0|2ξ)|ϑ1|2
= 2sλ2
∫∫
QexT
|∇η0|2ξ|∇ϑ1|2 + L.O.T.
(4.3.84)
Computation of J32 :
J32 = −2s2λ2 ρ¯
ν
∫∫
QexT
|∇η0|2ξ|ϑ1|2∂tφ = L.O.T. (4.3.85)
Computation of J33 :
J33 = −2s3λ4
∫∫
QexT
ξ3|∇η0|4|ϑ1|2. (4.3.86)
Combining the above computations (4.3.78)-(4.3.86), we obtain the following:∫∫
QexT
P1ϑ1P2ϑ1 = +2sλ2
∫∫
QexT
ξ|∇η0 · ∇ϑ1|2 + sλ2
∫∫
QexT
ξ|∇η0|2|∇ϑ1|2 (4.3.87)
+ s3λ3
∫∫
QexT
|ϑ1|2
(
div(|∇η0|2∇η0ξ3)− 2λξ3|∇η0|4
)
+ L.O.T.
Now, it is clear that∣∣∣(div(|∇η0|2∇η0ξ3)− 2λξ3|∇η0)− λξ3|∇η0|4∣∣∣ 6 Cξ3.
We thus immediately deduce from (4.3.3) and (4.3.77) that there exists C > 0 such that
for all s and λ large enough,∫∫
QexT
sλ2ξ|∇ϑ1|2 +
∫∫
QexT
s3λ4ξ3|ϑ1|2
6C
∫∫
QexT
e−2sφ|f3|2 + s3λ4
∫∫
ω˜T
ξ3|ϑ1|2 + sλ2
∫∫
ω˜T
ξ|∇ϑ1|2
 ,
(4.3.88)
where ω˜T = (TL \ [−u1T, d+ u1T ]× (0, 1))× (0, T ). Now there are two steps to obtain
(4.3.69) from (4.3.88):
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• Absorbing the observation in (4.3.88) involving ∇ϑ1 on ω˜T : This can be done
similarly as in the proof of Theorem 4.3.2 when passing from (4.3.58) to (4.3.62).
In fact, here we can avoid estimating the highest order term ∂tϑ1, D2ϑ1 by simply
multiplying Pϑ1 by Υϑ1ξ, for a suitable cut off function Υ, similar to the one
defined in (4.3.59).
• One should then come back to the original unknown ϑ from ϑ1. This can be done
as it is done classically by recalling that ϑ = esφϑ1.
This concludes the proof of Lemma 4.3.4.
4.3.3.2 Proof of Lemma 4.3.5
The proof of this lemma follows the one of [2, Theorem 2.6], and we recall it only for
the convenience of the reader.
In order to solve (4.3.71) we will introduce a functional J whose Euler Lagrange equation
provides a solution of (4.3.71). For smooth functions ϑ on QexT with ∂zϑ = 0 on T1T ∪T0T ,
let us define
J(ϑ) = 12
∫∫
QexT
|(−ρ
ν
∂t −∆)ϑ|2e−2sφ + s
3λ4
2
∫∫
ωT
ξ3|ϑ|2e−2sφ −
∫∫
QexT
Gϑ. (4.3.89)
We introduce the following space
Xobs = {ϑ ∈ C∞(QexT ) such that ∂zϑ = 0 on T1T ∪ T0T }
‖·‖obs
, (4.3.90)
where ‖ · ‖obs is the Hilbert norm defined by
‖ϑ‖2obs =
∫∫
QexT
|(−ρ
ν
∂t −∆)ϑ|2e−2sφ + s3λ4
∫∫
ωT
ξ3|ϑ|2e−2sφ. (4.3.91)
We endow the space Xobs with the Hilbert structure given by ‖ · ‖obs. Of course, the fact
that ‖ · ‖obs is a norm follows from the Carleman estimate (4.3.69).
Observe that, from the assumption (4.3.70) and the Carleman estimate (4.3.69), one has
∣∣∣∣∣∣∣
∫∫
QexT
Gϑ
∣∣∣∣∣∣∣ 6 C‖ϑ‖obs
 1
s3λ4
∫∫
QexT
ξ−3|G|2e2sφ

1/2
, (4.3.92)
for some constant C > 0. Hence in view of (4.3.92), one observes that the functional J
can be uniquely extended as a continuous functional on Xobs. We denote this extension
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by the notation J itself. The inequality (4.3.92) also infers the coercivity of J on Xobs.
It is easy to check that J is strictly convex on Xobs. Hence J admits a unique minimizer
ϑmin on Xobs.
We further set
Y = (−ρ
ν
∂t −∆)ϑmine−2sφ and H = −s3λ4ξ3ϑmine−2sφχωT . (4.3.93)
From the Euler Lagrange equation of J at ϑmin, for all smooth functions ϑ on QexT such
that ∂zϑ = 0 on T
1
T ∪ T0T ,∫∫
QexT
Y (−ρ
ν
∂tϑ−∆ϑ)−
∫∫
QexT
Gϑ−
∫∫
ωT
Hϑ = 0, (4.3.94)
This equation easily implies that the solution Y of (4.3.71)(1,2,3) in the sense of transpo-
sition with source term G + Hχω with H given by (4.3.93) coincides with the function
Y given by (4.3.93) and satisfies the null controllability requirement Y (·, T ) = 0 in
TL × (0, 1).
Note that, since G ∈ L2(QexT ) and H ∈ L2(QexT ),
Y ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))) ∩ C0([0, T ];H1(TL × (0, 1))).
Moreover since ϑmin is the minimizer of J on Xobs, using (4.3.92) one gets
s3λ4
∫∫
QexT
|Y |2e2sφ +
∫∫
ωT
ξ−3|H|2e2sφ 6 C
∫∫
QexT
ξ−3|G|2e2sφ, (4.3.95)
for large enough values of the parameters s and λ.
One then follows the arguments used in proving [2, Theorem 2.6], which mainly consists
in a suitable energy estimate, i.e. a multiplication of (4.3.71) by ξ−2e2sφY , to show the
following
sλ2
∫∫
QexT
ξ−2|∇Y |2e2sφ 6 C
∫∫
QexT
ξ−3|G|2e2sφ, (4.3.96)
for large enough values of the parameters s and λ.
In order to finish proving (4.3.72) one only needs to show
s2λ3
∫∫
T1T
ξ−1|Y |2e2sφ 6 C
∫∫
QexT
ξ−3|G|2e2sφ, (4.3.97)
for large enough values of the parameters s and λ.
This can be achieved thanks to the estimates (4.3.95) and (4.3.96). In this direction we
introduce a function
κ = κ(x, z) =
(
0
z
)
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on TL × (0, 1). The function κ verifies
κ · n =
{
1 on TL × {1},
0 on TL × {0}, (4.3.98)
where n denotes the unit outward normal to (TL × {1}) ∪ (TL × {0}).
Now we perform the following calculations, using that ∂z(ξ−1e2sφ) = 0:
s2λ3
∫∫
T1T
ξ−1|Y |2e2sφ = s2λ3
∫∫
QexT
div(κξ−1|Y |2e2sφ)
= s2λ3
∫∫
QexT
div(κξ−1e2sφ)|Y |2 + 2s2λ3
∫∫
QexT
κξ−1e2sφY · ∇Y
= s2λ3
∫∫
QexT
ξ−1e2sφ|Y |2 + 2s2λ3
∫∫
QexT
κξ−1e2sφY · ∇Y
6 C
s3λ4 ∫∫
QexT
|Y |2e2sφ + sλ2
∫∫
QexT
ξ−2|∇Y |2e2sφ
 .
(4.3.99)
Finally combining the estimates (4.3.95), (4.3.96) and (4.3.97), we conclude the proof of
the estimate (4.3.72).
4.3.3.3 Proof of Theorem 4.3.3
Since we only assume that f1 ∈ QexT , f2 ∈ T1T , the solution of the problem (4.3.63) has
to be considered in the sense of transposition. In particular, for
Y ∈ L2(0, T ;H2(TL × (0, 1))) ∩H1(0, T ;L2(TL × (0, 1))) ∩ C0([0, T ];H1(TL × (0, 1))),
satisfying ∂nY = 0 on T1T ∪ T0T with Y (·, 0) = Y (·, T ) = 0 in TL × (0, 1), we have∫∫
QexT
f1Y =
∫∫
QexT
(ρ
ν
∂tY −∆Y )q +
∫∫
T1T
Y f2 (4.3.100)
We thus choose a particular function G which satisfies (4.3.70), namely
G = ξ3qe−2sφ, (4.3.101)
and Y the function given by Lemma 4.3.5, so that (4.3.100) yields:∫∫
QexT
ξ3|q|2e−2sφ =
∫∫
QexT
f1Y −
∫∫
T1T
Y f2 −
∫∫
QexT
qGχω. (4.3.102)
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With the choice (4.3.101) of G, observe in particular that∫∫
QexT
ξ−3|G|2e2sφ =
∫∫
QexT
ξ3|q|2e−2sφ.
Besides (4.3.102) furnishes, for all  > 0,
∫∫
QexT
ξ3|q|2e−2sφ 6 C
s3λ4 ∫∫
QexT
|Y |2e2sφ + 1
s3λ4
∫∫
QexT
|f1|2e−2sφ + 1

∫∫
ωT
ξ3|q|2e−2sφ
+
∫∫
ωT
ξ−3|H|2e2sφ + 1
s2λ3
∫∫
T1T
ξ|f2|2e−2sφ + s2λ3
∫∫
T1T
ξ−1|Y |2e2sφ
 . (4.3.103)
On the other hand with the particular choice (4.3.101) of G, the inequality (4.3.72) in
particular takes the form
s3λ4
∫∫
QexT
|Y |2e2sφ + s2λ3
∫∫
T1T
ξ−1|Y |2e2sφ +
∫∫
ωT
ξ−3|H|2e2sφ 6 C
∫∫
QexT
ξ3|q|2e−2sφ.
(4.3.104)
Incorporating (4.3.104) in (4.3.103) and choosing small enough value for the parameter
, we prove that
s3λ4
∫∫
QexT
ξ3|q|2e−2sφ
6 C
∫∫
QexT
e−2sφ|f1|2 + sλ
∫∫
T1T
e−2sφξ|f2|2 + s3λ4
∫∫
ωT
e−2sφξ3|q|2
 .
(4.3.105)
Now one needs to estimate the integral of ∇q on QexT and the integral of q on T1T to
finish proving the inequality (4.3.66).
In order to do that, we perform a weighted energy estimate on q by multiplying (4.3.63)
by ξqe−2sφ. This will lead to∫∫
QexT
ξ|∇q|2e−2sφ 6 Cs2λ2
∫∫
QexT
ξ3|q|2e−2sφ + C
∫∫
QexT
ξ|q||f1|e−2sφ + C
∫∫
T1T
e−2sφξf2q
6 Cs2λ2
∫∫
QexT
ξ3|q|2e−2sφ + C
s2λ2
∫∫
QexT
|f1|2e−2sφ + Csλ
∫∫
T1T
e−2sφξ|q|2
+ C
sλ
∫∫
T1T
e−2sφξ|f2|2. (4.3.106)
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Now, similarly as in (4.3.99), we can obtain
sλ
∫∫
T1T
e−2sφξ|q|2 6 sλ
∫∫
T1T
e−2sφξ2|q|2 (4.3.107)
6 C
s2λ2(1 + 1
ε
)
∫∫
QexT
ξ3|q|2e−2sφ + ε
∫∫
QexT
ξ|∇q|2e−2sφ
 .
Therefore, choosing ε > 0 small enough, we deduce from (4.3.106) and (4.3.107) that
there exists a constant C > 0 such that for all s and λ large enough,∫∫
QexT
ξ|∇q|2e−2sφ + sλ
∫∫
T1T
e−2sφξ2|q|2
6 Cs2λ2
∫∫
QexT
ξ3|q|2e−2sφ + C
s2λ2
∫∫
QexT
|f1|2e−2sφ + C
sλ
∫∫
T1T
e−2sφξ|f2|2.
With the estimate (4.3.105), this finishes the proof of Theorem 4.3.3.
4.3.3.4 Proof of Corollary 4.3.6
Let us introduce the new unknown:
q1 =
1
sλξ
q.
From (4.3.63) we obtain the following system satisfied by q1:
−ρ
ν
∂tq1 −∆q1 = 1
sλξ
f1 + F5 in (TL × (0, 1))× (0, T ),
∂zq1 =
1
sλξ
f2 on (TL × {1})× (0, T ),
∂zq1 = 0 on (TL × {0})× (0, T ),
q1(., T ) =
1
sλξ
qT in (TL × (0, 1)),
(4.3.108)
where
F5 = ρ
ν
1
sλξ2
∂tξq +
1
sλξ2
∇q · ∇ξ + 1
sλξ2
q∆ξ + 2
sλξ3
|∇ξ|2q − 1
sλξ2
∇ξ · ∇q.
(4.3.109)
In view of the estimates (4.3.8), F5 satisfies
∫∫
QexT
e−2sφ|F5|2 6 C
λ2
s2
∫∫
QexT
e−2sφ
1
ξ
|q|2 + 1
s2
∫∫
QexT
e−2sφ
1
ξ2
|∇q|2
 . (4.3.110)
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Now we apply Theorem 4.3.3 for the system (4.3.108) to have the following∫∫
QexT
e−2sφ(sλ2ξ|∇q1|2 + s3λ4ξ3|q1|2) + s2λ3
∫∫
T1T
e−2sφξ2|q1|2
6 C
 1s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|f1|2 +
∫∫
QexT
e−2sφ|F5|2 + 1
sλ
∫∫
T1T
e−2sφξ
1
ξ2
|f2|2
+s3λ4
∫∫
ωT
e−2sφξ3|q1|2

6 C
 1
s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|f1|2 + λ
2
s2
∫∫
QexT
e−2sφ
1
ξ
|q|2 + 1
s2
∫∫
QexT
e−2sφ
1
ξ2
|∇q|2
+ 1
sλ
∫∫
T1T
e−2sφ
1
ξ
|f2|2 + sλ2
∫∫
ωT
e−2sφξ|q|2
 ,
(4.3.111)
where the last step of (4.3.111) from the penultimate step follows by using (4.3.110) and
the definition of q1. Now, using q = sλξq1, one further checks the following∫∫
QexT
e−2sφ( 1
sξ
|∇q|2 + sλ2ξ|q|2) + λ
∫∫
T1T
e−2sφ|q|2
6 C
∫∫
QexT
e−2sφ(sλ2ξ|∇q1|2 + s3λ4ξ3|q1|2) + s2λ3
∫∫
T1T
e−2sφξ2|q1|2
 . (4.3.112)
Combining (4.3.111) and (4.3.112), we get∫∫
QexT
e−2sφ( 1
sξ
|∇q|2 + sλ2ξ|q|2) + λ
∫∫
T1T
e−2sφ|q|2
6 C
 1
s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|f1|2 + λ
2
s2
∫∫
QexT
e−2sφ
1
ξ
|q|2 + 1
s2
∫∫
QexT
e−2sφ
1
ξ2
|∇q|2
+ 1
sλ
∫∫
T1T
e−2sφ
1
ξ
|f2|2 + sλ2
∫∫
ωT
e−2sφξ|q|2
 .
Taking s and λ large enough, we conclude Corollary 4.3.6.
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4.3.4 Observability of an adjoint transport equation
In this section we derive an observability inequality for the adjoint transport equation{
−∂tσ − u1∂xσ + P
′(ρ)
ν σ = f4 in (TL × (0, 1))× (0, T ),
σ(·, T ) = σT inTL × (0, 1).
(4.3.113)
Theorem 4.3.7. Let us recall the notations QexT and ωT introduced in (4.3.64). There
exists a positive constant C such that for all σT ∈ L2(TL× (0, 1)), f4 ∈ L2(QexT ) and for
all values of the parameters s > 1 and λ > 1, the solution σ of (4.3.113) satisfies the
following inequality
‖σe−sφ‖2L2(QexT ) 6 C(‖f4e
−sφ‖2L2(QexT ) + ‖σe
−sφ‖2L2(ωT )). (4.3.114)
There exists a positive constant C such that for all σT ∈ H1(TL×(0, 1)), f4 ∈ L2(0, T ;H1(TL×
(0, 1))), and for all values of the parameter s > 1, the solution σ of (4.3.113) satisfies
the following inequality
‖∂xσe−sφ‖2L2(QexT ) 6 C(‖∂xf4e
−sφ‖2L2(QexT ) + ‖∂xσe
−sφ‖2L2(ωT )). (4.3.115)
Consequently there exists a positive constant C such that for all f4 ∈ L2(0, T ;H1(TL ×
(0, 1))), and for all values of the parameter s > 1, the solution σ of (4.3.113) satisfies
the following inequality
‖∂tσe−sφ‖2L2(QexT ) 6C(‖∂xf4e
−sφ‖2L2(QexT ) + ‖f4e
−sφ‖2L2(QexT )
+ ‖σe−sφ‖2L2(ωT ) + ‖∂xσe−sφ‖2L2(ωT )).
(4.3.116)
Proof. We first prove the inequality (4.3.114). The proof depends on a controllability
estimate of the following problem
∂tσ˜ + u1∂xσ˜ +
P ′(ρ)
ν
σ˜ = f˜4 + vσ˜χω in (TL × (0, 1))× (0, T ),
σ˜(·, 0) = 0 inTL × (0, 1),
σ˜(·, T ) = 0 inTL × (0, 1).
(4.3.117)
and a duality argument. The controllability estimate for the problem (4.3.117) will be
adapted from [12]. In fact following [12, Theorem 3.5], we have the following result:
If
‖f˜4esφ‖L2(QexT ) <∞,
there exists a control function vσ˜χω ∈ L2(QexT ), such that σ˜ solving (4.3.117)(1,2) satisfies
the control requirement (4.3.117)3. Besides, σ˜ solves
‖σ˜esφ‖L2(QexT ) + ‖vσ˜e
sφ‖L2(ωT ) 6 C‖f˜4esφ‖L2(QexT ). (4.3.118)
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In fact, the result stated in [12, Theorem 3.5] involves an additional weight in time θ−3/2,
but the proof of the above result truly follows line by line the one of [12, Theorem 3.5].
The only difference is that one should use the multiplier σ˜e2sφ instead of θ−3σ˜e2sφ in
[12, Theorem 3.5].
Now, for f˜4 satisfying ‖f˜4esφ‖L2(QexT ) < ∞, we associate (σ˜, vσ˜) given by the above
process.
We then do the following computations
‖σe−sφ‖L2(QexT ) = sup
‖f˜4esφ‖61
|〈f˜4, σ〉L2(QexT )|
6 sup
‖f˜4esφ‖61
(|〈σ˜, f4〉L2(QexT )|+ |〈vσ˜χω, σ〉L2(QexT )|)
6 C(‖f4e−sφ‖L2(QexT ) + ‖σe
−sφ‖L2(ωT )).
This provides the inequality (4.3.114).
The inequality (4.3.115) can be obtained by applying (4.3.114) to the system satisfied
by ∂xσ. Once we have (4.3.115), the estimate (4.3.116) can be obtained directly by using
the equation (4.3.113)1.
4.4 Observability of the system (4.1.27)
The goal of this section is to prove Theorem 4.1.5. In order to do that, as for the proof
of Theorem 4.1.4, the key step is first to prove an observability result for the system
(4.2.3). In fact, we will start by showing the following result:
Lemma 4.4.1. There exists a constant C > 0 such that for all (σ, q, ψ) solving (4.2.3)
with initial datum (σT , qT , ψT , ψ1T ) having the regularity (4.2.4) and satisfying the com-
patibility conditions (4.2.5),
‖(ψ(·, 0), ∂tψ(·, 0))‖H3(TL×(0,1)))×H1(TL×(0,1))+‖q(·, 0)‖H2(TL×(0,1))+‖σ(·, 0)‖H1(TL×(0,1))
6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ), (4.4.1)
where ωT is defined in (4.3.64).
Lemma 4.4.1 is proved in Section 4.4.1 below, and follows from a suitable use of the
various Carleman estimates proved in the previous section.
Based on Lemma 4.4.1, it will be rather easy to derive an estimate on v(·, 0) in
L2(TL × (0, 1)) and conclude the proof of Theorem 4.1.5, which will be done in Section
4.4.2.
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4.4.1 Proof of Lemma 4.4.1
Note that, from Lemma 4.2.2, for (σT , qT , ψT , ψ1T ) having the regularity (4.2.4) and
satisfying the compatibility conditions (4.2.5), we have that (∂t + u1∂x)q|TL×{1} belongs
to L2(TL × {1} × (0, T )). We thus apply Theorem 4.3.2 with fψ = (∂t + u1∂x)q|TL×{1}:
s7λ8
∫∫
T1T
ξ7|ψ|2e−2sφ + s5λ6
∫∫
T1T
ξ5|∂xψ|2e−2sφ + s3λ4
∫∫
T1T
ξ3(|∂xxψ|2 + |∂tψ|2)e−2sφ
+ sλ2
∫∫
T1T
ξ(|∂txψ|2 + |∂xxxψ|2)e−2sφ + 1
s
∫∫
T1T
1
ξ
(|∂ttψ|2 + |∂txxψ|2 + |∂xxxxψ|2)e−2sφ
6 C
∫∫
T1T
|∂tq + u1∂xq|2e−2sφ + Cs7λ8
∫∫
ωT1
ξ7|ψ|2e−2sφ. (4.4.2)
From this estimate we deduce that ∂tψ+ u1∂xψ ∈ H1(0, T ;L2(TL))∩L2(0, T ;H2(TL)).
We also know from Lemma 4.2.2 that σ ∈ C0([0, T ];H1(TL × (0, 1)), so we can apply
Corollary 4.3.6 to q, ∂tq and ∂xq:∫∫
QexT
e−2sφ( 1
sξ
|∇q|2 + sλ2ξ|q|2) (4.4.3)
6 C
 1s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|σ|2 + 1
sλ
∫∫
T1T
e−2sφ
1
ξ
|∂tψ + u1∂xψ|2 + sλ2
∫∫
ωT
e−2sφξ|q|2
 ,
∫∫
QexT
e−2sφ( 1
sξ
|∇∂tq|2 + sλ2ξ|∂tq|2) + λ
∫∫
T1T
e−2sφ|∂tq|2 (4.4.4)
6 C
 1s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|∂tσ|2 + 1
sλ
∫∫
T1T
e−2sφ
1
ξ
|∂ttψ + u1∂xtψ|2 + sλ2
∫∫
ωT
e−2sφξ|∂tq|2
 ,
∫∫
QexT
e−2sφ( 1
sξ
|∇∂xq|2 + sλ2ξ|∂xq|2) + λ
∫∫
T1T
e−2sφ|∂xq|2 (4.4.5)
6 C
 1s2λ2
∫∫
QexT
e−2sφ
1
ξ2
|∂xσ|2 + 1
sλ
∫∫
T1T
e−2sφ
1
ξ
|∂txψ + u1∂xxψ|2 + sλ2
∫∫
ωT
e−2sφξ|∂xq|2
 .
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Now, we apply the observability estimates of Theorem 4.3.7:∫∫
QexT
e−2sφ(|σ|2 + |∂xσ|2 + |∂tσ|2)
6 C
∫∫
ωT
e−2sφ(|σ|2 + |∂xσ|2 + |∂tσ|2) + C
∫∫
QexT
e−2sφ(|q|2 + |∂tq|2 + |∂xq|2). (4.4.6)
Therefore, summing up (4.4.2)–(4.4.3)–(4.4.4)–(4.4.5)–(4.4.6), we obtain:
s7λ8
∫∫
T1T
ξ7|ψ|2e−2sφ + s5λ6
∫∫
T1T
ξ5|∂xψ|2e−2sφ + s3λ4
∫∫
T1T
ξ3(|∂xxψ|2 + |∂tψ|2)e−2sφ
+ sλ2
∫∫
T1T
ξ(|∂txψ|2 + |∂xxxψ|2)e−2sφ + 1
s
∫∫
T1T
1
ξ
(|∂ttψ|2 + |∂txxψ|2 + |∂xxxxψ|2)e−2sφ
+
∫∫
QexT
e−2sφ( 1
sξ
(|∇q|2 + |∇∂tq|2 + |∇∂xq|2) + sλ2ξ(|q|2 + |∂tq|2 + |∂xq|2))
+ λ
∫∫
T1T
e−2sφ(|∂tq|2 + |∂xq|2) +
∫∫
QexT
e−2sφ(|σ|2 + |∂xσ|2 + |∂tσ|2)
6 C
∫∫
T1T
|∂tq + u1∂xq|2e−2sφ + Cs7λ8
∫∫
ωT1
ξ7|ψ|2e−2sφ + 1
s2λ2
∫∫
QexT
e−2sφ
1
ξ2
(|σ|2
+ |∂xσ|2 + |∂tσ|2) + 1
sλ
∫∫
T1T
e−2sφ
1
ξ
(|∂ttψ|2 + |∂xtψ|2 + |∂xxψ|2 + |∂tψ|2 + |∂xψ|2)
+ sλ2
∫∫
ωT
e−2sφξ(|q|2 + |∂xq|2 + |∂tq|2)
+ C
∫∫
ωT
e−2sφ(|σ|2 + |∂xσ|2 + |∂tσ|2) + C
∫∫
QexT
e−2sφ(|q|2 + |∂tq|2 + |∂xq|2).
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Using that ξ > θ > 1, taking s and λ large enough, we can absorb all the terms in the
right hand side which are not localized in the observation set, so that we deduce
s7λ8
∫∫
T1T
ξ7|ψ|2e−2sφ + 1
s
∫∫
T1T
1
ξ
(|∂ttψ|2 + |∂xxxxψ|2)e−2sφ
+
∫∫
QexT
e−2sφ( 1
sξ
(|∇∂tq|2 + |∇∂xq|2) + sλ2ξ|q|2) +
∫∫
QexT
e−2sφ(|σ|2 + |∂xσ|2 + |∂tσ|2)
6 Cs7λ8
∫∫
ωT1
ξ7|ψ|2e−2sφ + Csλ2
∫∫
ωT
e−2sφξ(|q|2 + |∂xq|2 + |∂tq|2) (4.4.7)
+ C
∫∫
ωT
e−2sφ(|σ|2 + |∂xσ|2 + |∂tσ|2).
We now fix s and λ such that (4.4.7) holds. We then use the fact that
e−2sφ 6 C onωT , ξie−2sφ 6 C on ωT for i ∈ {1, 7},
∃c > 0, s.t. e−2sφ > c on (TL × (0, 1))× (2T0, T − 2T1)
and ξie−2sφ > c on (TL × {1})× (2T0, T − 2T1) for i ∈ {1, 7}.
to deduce from (4.4.7) that
‖ψ‖L2(2T0,T−2T1;H4(TL×(0,1)))∩H2(2T0,T−2T1;L2(TL×(0,1))) + ‖q‖H1(2T0,T−2T1;H1(TL×(0,1)))
+ ‖σ‖L2(2T0,T−2T1;H1(TL×(0,1)))∩H1(2T0,T−2T1;L2(TL×(0,1)))
6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ). (4.4.8)
The next step consists in proving that there exists a constant C such that
‖(ψ(·, 2T0), ∂tψ(·, 2T0))‖H3(TL×(0,1)))×H1(TL×(0,1)) + ‖q(·, 2T0)‖H2(TL×(0,1))
+ ‖σ(·, 2T0)‖H1(TL×(0,1)) 6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ). (4.4.9)
From (4.4.8), we have an estimate on ψ in L2(2T0, T−2T1;H4(TL×(0, 1)))∩H2(2T0, T−
2T1;L2(TL×(0, 1))) and thus by interpolation on ψ ∈ C0([2T0, T−2T1];H3(TL×(0, 1)))∩
C1([2T0, T − 2T1];H1(TL × (0, 1))), so that we obtain
‖(ψ(·, 2T0), ∂tψ(·, 2T0))‖H3(TL×(0,1)))×H1(TL×(0,1)) 6 C‖ψ‖L2(ωT1 )+C‖q‖H1(ωT )+C‖σ‖H1(ωT ).
(4.4.10)
Then, from (4.4.8), we also have an estimate on q in C0([2T0, T − 2T1];H1(TL× (0, 1))),
therefore
‖q(·, T − 2T1)‖H1(TL×(0,1)) 6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ). (4.4.11)
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Now, q satisfies the heat equation (4.2.3)(2,3,4) so that, taking T ∗ ∈ (2T0, T − 2T1),
‖q‖L2(2T0,T ∗;H3(TL×(0,1)))∩H3/2(2T0,T ∗;L2(TL×(0,1)))
6 C‖q(·, T − 2T1)‖H1(TL×(0,1)) + C‖σ‖H1(TL×(0,1)×(2T0,T−2T1))
+ C‖∂tψ + u1∂xψ‖L2(2T0,T−2T1;H2(TL×(0,1)))∩H1(2T0,T−2T1;L2(TL×(0,1)))
6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ),
where the last estimate is a consequence of (4.4.8) and (4.4.11). We thus immediately
deduce that
‖q(·, 2T0)‖H2(TL×(0,1)) 6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ). (4.4.12)
Finally, to get an estimate on σ at time 2T0, we first remark that (4.4.8) gives an estimate
on σ in C0([2T0, T − 2T1];L2(TL × (0, 1))), so that we already have
‖σ(·, 2T0)‖L2(TL×(0,1)) 6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ). (4.4.13)
Then, we take the gradient of (4.2.3)1 and multiply by ∇σ for t ∈ [2T0, T − 2T1]:
1
2
d
dt
(∫
TL×(0,1)
|∇σ(·, t)|2
)
−ρP
′(ρ)
ν
∫
TL×(0,1)
|∇σ(·, t)|2 = −P
′(ρ)
ν
∫
TL×(0,1)
∇q(·, t)·∇σ(·, t).
Setting α = −ρP ′(ρ)/ν, it follows that∣∣∣∣ ddt
(
eαt‖∇σ(·, t)‖L2(TL×(0,1))
)∣∣∣∣ 6 Ceαt‖∇q(·, t)‖L2(TL×(0,1)).
We then easily deduce that
‖∇σ(·, 2T0)‖L2(TL×(0,1)) 6 C‖∇σ‖L1(2T0,T−2T1;L2(TL×(0,1)))+C‖∇q‖L1(2T0,T−2T1;L2(TL×(0,1)))
In view of (4.4.8), we deduce that
‖∇σ(·, 2T0)‖L2(TL×(0,1)) 6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ). (4.4.14)
The combination of (4.4.10)–(4.4.12)–(4.4.13)–(4.4.14) then concludes the proof of (4.4.9).
Then, to deduce (4.4.1), we use Lemma 4.2.2 to solve (4.2.3) starting from the time 2T0
and the estimate (4.4.9) (note that (σ(·, 2T0), q(·, 2T0), ψ(·, 2T0), ∂tψ(·, 2T0)) satisfies the
regularity assumption (4.2.4) and the compatibility conditions (4.2.5)).
4.4.2 Proof of Theorem 4.1.5
For (σT , vT , ψT , ψ1T ) as in Theorem 4.1.5, we start by solving (4.2.3) with initial datum
(σT , qT , ψT , ψ1T ), where qT = νdiv vT + ρσT . Using Lemma 4.4.1 and recalling that
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q = νdiv v + ρσ, we deduce that
‖σ(·, 0)‖H1(TL×(0,1)) + ‖div v(·, 0)‖H1(TL×(0,1)) + ‖(ψ(·, 0), ∂tψ(·, 0))‖H3(TL×(0,1)))×H1(TL×(0,1))
6 C‖ψ‖L2(ωT1 ) + C‖q‖H1(ωT ) + C‖σ‖H1(ωT ) (4.4.15)
6 C‖ψ‖L2(ωT1 ) + C‖v‖L2(0,T ;H2(ω))∩H1(0,T ;H1(ω)) + C‖σ‖H1(ωT ).
Thus, to obtain the result of Theorem 4.1.5, it only remains to estimate v(·, 0). As we
already have an estimate on div v(·, 0), we first focus on getting an estimate on curl v.
One now uses the system (4.2.37) to obtain the following set of equations solved by curlv:

−ρ(∂t(curlv) + u1∂x(curlv))− µ∆(curlv) = 0 in (TL × (0, 1))× (0, T ),
curlv = 0 on (TL × {0, 1})× (0, T ),
curlv(·, T ) = curlvT in TL × (0, 1).
(4.4.16)
Thus, curl v satisfies a parabolic heat type equation with homogeneous Dirichlet bound-
ary condition. Classical observability estimates for the heat equation (see e.g. [20] or
[15]) immediately yields
‖curl v(·, 0)‖H1(TL×(0,1)) 6 C‖curl v‖L2(ωT ) 6 C‖v‖L2(0,T ;H1(ω)). (4.4.17)
Now we recover v(·, 0) by solving the following elliptic problem at times t = 0:
∆v(·, 0) = ∇div (v(·, 0)) +
(
∂z
−∂x
)
(curl v(·, 0)) in TL × (0, 1),
v(·, 0) · n = ψ(·, 0) onTL × {1},
v(·, 0) · n = 0 onTL × {0},
curl v(·, 0) = 0 onTL × {0, 1}.
(4.4.18)
One can then do a lifting of the non-homogeneous boundary condition and use [27,
Theorem 3.2] to deduce that
‖v(·, 0)‖H2(TL×(0,1)) 6 C‖curl v(·, 0)‖H1(TL×(0,1)) +C‖div v(·, 0)‖H1(TL×(0,1))
+C‖ψ(·, 0)‖H3(TL×{1}).
With the estimates (4.4.15)–(4.4.17) and this last estimate, we then deduce that
‖v(·, 0)‖H1(TL×(0,1)) 6 C‖ψ‖L2(ωT1 ) + C‖v‖L2(0,T ;H2(ω))∩H1(0,T ;H1(ω)) + C‖σ‖H1(ωT ).
(4.4.19)
Together with (4.4.15), this concludes the proof of Theorem 4.1.5.
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Appendix
4.5 Derivation of the energy dissipation law (4.1.10)
First write ∆u in the following form
∆u = ∇div(u) +
(
∂y
−∂x
)
(curlu).
Multiply (4.1.2)2 by u and integrate over Ωη(t). After integration by parts and using the
periodicity of u in the x−direction and the boundary conditions (4.1.4)-(4.1.5) we get∫
Ωη(t)
ρ∂tu · u+
∫
Ωη(t)
ρ(u · ∇)u · u+ µ
∫
Ωη(t)
|curlu|2 + (µ′ + 2µ)
∫
Ωη(t)
|divu|2
+
∫
Ωη(t)
∇P (ρ) · u−
∫
Γs,t
(
((µ′ + 2µ)(divu)Id) · nt
) · u = 0. (4.5.1)
We know that for any function g which is integrable on Ωη(t)
d
dt
 ∫
Ωη(t)
g
 = ∫
Ωη(t)
∂tg +
∫
∂Ωη(t)
gu · nt. (4.5.2)
Now let us simplify some terms from (4.5.1).∫
Ωη(t)
ρ(u · ∇)u · u =
∫
Ωη(t)
ρ(
2∑
i=1
ui∂xiu) · u
= 12
∑
{i,j}∈{1,2}
∫
Ωη(t)
ρui∂xi |uj |2
= −12
∑
{i,j}∈{1,2}
(
∫
Ωη(t)
∂xi(ρui)|uj |2) +
1
2
∫
Γs,t
(ρ|u|2)u · nt.
(4.5.3)
Using (4.5.2) from (4.1.2)1 and (4.5.3) we get
d
dt
 ∫
Ωη(t)
ρ|u|2
 = ∫
Ωη(t)
∂t(ρ|u|2) +
∫
Γs,t
(ρ|u|2)u · nt
= 2
∫
Ωη(t)
(ρu · ∂tu+ ρ((u · ∇)u) · u).
(4.5.4)
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As P (ρ) = aργ − aργ for γ > 1, we have:
u · ∇P (ρ) = u · ∇(aργ) = aγργ−1∇ρ · u
= aγ(γ − 1)ρ
γ−1 ((∂tρ+ div(ρu)) + (γ − 1)u · ∇ρ)
= aγ(γ − 1)ρ
γ−1 (∂tρ+ ρdivu+ γu · ∇ρ)
= ∂t
(
a
(γ − 1)ρ
γ
)
+ div
(
u
aγ
(γ − 1)ρ
γ
)
.
(4.5.5)
Hence using (4.5.2) and (4.5.5) we obtain∫
Ωη(t)
(∇(aργ)) · u =
∫
Ωη(t)
(
∂t(
a
(γ − 1)ρ
γ) + div(u aγ(γ − 1)ρ
γ)
)
=
∫
Ωη(t)
∂t
(
a
(γ − 1)ρ
γ
)
+
∫
Γs,t
aγ
(γ − 1)ρ
γu · nt
= d
dt
 ∫
Ωη(t)
a
(γ − 1)ρ
γ
+ ∫
Γs,t
aργu · nt.
(4.5.6)
We combine the identities (4.5.1)-(4.5.6) and the definition (4.1.6)of P (ρ) to deduce
d
dt
 ∫
Ωη(t)
(12ρ | u |
2 + a(γ − 1)ρ
γ)
+ µ ∫
Ωη(t)
|curlu|2 + (µ′ + 2µ)
∫
Ωη(t)
|divu|2
−
∫
Γs,t
(((µ′ + 2µ)(divu)Id) · nt − Pnt) · u = −Pext
∫
Γs
∂tβ.
(4.5.7)
Multiplying (4.1.2)3 by ∂tβ and integrate over (0, L), we obtain
1
2
d
dt
 L∫
0
|∂tβ|2
+ L∫
0
|∂txβ|2 + 12
d
dt
 L∫
0
|∂xxβ|2
 = L∫
0
(Tf )2βt. (4.5.8)
Recalling the definition (4.1.7) of Tf , using the interface condition (4.1.3) and adding
(4.5.7) with (4.5.8) the energy equality (4.1.10) follows.
4.6 Proof of Lemma 4.2.4
Proof. It is well known (see for instance [28]) that provided
(β0, β1) ∈ H3(TL × {1})×H1(TL × {1}), (4.6.1)
214
and
G˜ ∈ L2(0, T ;L2(TL × {1})), (4.6.2)
the equations (4.2.74) admits a unique solution in the space
β ∈ L2(0, T ;H4(TL × {1})) ∩H2(0, T ;L2(TL × {1})). (4.6.3)
Now we will improve on this regularity by assuming that
(β0, β1) ∈ H5(TL × {1})×H3(TL × {1}), (4.6.4)
and
G˜ ∈ L2(0, T ;H2(TL × {1})) ∩H1(0, T ;L2(TL × {1})). (4.6.5)
We write the system (4.2.74) in the following form ∂t
(
β
∂tβ
)
−
(
0 I
−∂xxxx ∂xx
)(
β
∂tβ
)
=
(
0
G˜
)
on (TL × {1})× (0, T ),
β(0) = β0 and ∂tβ(0) = β1 inTL × {1}.
(4.6.6)
Let us operate (4.6.6)1 by ∂t and write the resulting equation in the following form ∂t
(
∂tβ
∂ttβ
)
−
(
0 I
−∂xxxx ∂xx
)(
∂tβ
∂ttβ
)
=
(
0
∂tG˜
)
on (TL × {1})× (0, T ),
∂tβ(0) = β1 ∂ttβ(0) = G˜(0) + ∂xxβ1 − ∂xxxxβ0 inTL × {1}.
(4.6.7)
In view of (4.6.4) and (4.6.5) one has the following
(
0
∂tG˜
)
∈ L2(0, T ;L2(TL × {1})),
(∂tβ(0), ∂ttβ(0)) ∈ H3(TL × {1})×H1(TL × {1}).
(4.6.8)
Hence in view of (4.6.8) one can solve (4.6.7) in the following settings
∂tβ ∈ L2(0, T ;H4(TL × {1})) ∩H2(0, T ;L2(TL × {1})). (4.6.9)
Now we write (4.6.6)1 in the form
−
(
0 I
−∂xxxx ∂xx
)(
β
∂tβ
)
=
(
0
G˜
)
− ∂t
(
β
∂tβ
)
on (TL × {1})× (0, T ). (4.6.10)
In view of (4.6.5) and (4.6.9) we infer that the right hand side of the equation (4.6.10)
belongs to L2(0, T ;H4(TL × {1})×H2(TL × {1})).
Since the one dimensional beam is defined on a torus TL, one can use the Fourier
transform to prove that
β ∈ L2(0, T ;H6(TL × {1})) ∩H3(0, T ;L2(TL × {1})). (4.6.11)
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Hence in view of (4.6.9) and (4.6.11), we show that the assumptions (4.6.4) and (4.6.5)
imply the existence of a unique solution β of the problem (4.2.74) in the following settings
β ∈ L2(0, T ;H6(TL × {1})) ∩H3(0, T ;L2(TL × {1})). (4.6.12)
Now we will use interpolation results for the linear problem (4.2.74) stating the following
map
HG,` ×Hβ0,β1,` −→ Hβ,`
(G˜, β(0), ∂tβ(0)) 7−→ β (4.6.13)
is an isomorphism for all ` ∈ [0, 1], where
HG,` = [L2(0, T ;L2(TL × {1})), L2(0, T ;H2(TL × {1})) ∩H1(0, T ;L2(TL × {1}))]`
= L2(0, T ;H2`(TL × {1})) ∩H`(0, T ;L2(TL × {1})),
Hβ0,β1,` = [H3(TL × {1})×H1(TL × {1}), H5(TL × {1})×H3(TL × {1})]`
= H2`+3(TL × {1})×H2`+1(TL × {1}),
Hβ,` = [L2(0, T ;H4(TL × {1})) ∩H2(0, T ;L2(TL × {1})), L2(0, T ;H6(TL × {1}))
∩H3(0, T ;L2(TL × {1}))]` = L2(0, T ;H2`+4(TL × {1}) ∩H`+2(0, T ;L2(TL × {1})).
Hence using the isomorphism result (4.6.13) one proves the item (i) of Lemma 4.2.4 by
taking ` = 14 and the item (ii) of Lemma 4.2.4 by taking ` =
3
4 .
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Analysis and control of some fluid models with variable density 
 
Titre de la thèse:  Analyse et contrôle de certains modèles de fluide à densité variable. 
Résumés:  Dans cette thèse, nous étudions des modèles mathématiques concernant certains problèmes 
d'écoulement de fluide à densité variable. Le premier chapitre résume l'ensemble de la thèse et se 
concentre sur les résultats obtenus, la nouveauté et la comparaison avec la littérature existante. Dans le 
deuxième chapitre, nous étudions la stabilisation locale des équations non homogènes de Navier-Stokes 
dans un canal 2d autour du flot de Poiseuille. Nous concevons un contrôle feedback de la vitesse qui agit 
sur l'entrée du domaine de sorte que la vitesse et la densité du fluide soient stabilisées autour du flot de 
Poiseuille, à condition que la densité initiale soit donnée par une constante additionnée d'une 
perturbation dont le support se situe loin du bord latéral du canal. Dans le troisième chapitre, nous 
étudions un système couplant les équations de Navier-Stokes compressibles à une structure élastique 
située à la frontière du domaine fluide. Nous prouvons l'existence locale de solutions solides pour ce 
système couplé. Dans le quatrième chapitre, notre objectif est d'étudier la nulle-contrôlabilité d'un 
problemè d'interaction fluide-structure linéarisé dans un canal bi dimensional. L'écoulement du fluide 
est ici modélisé par les équations de Navier-Stokes compressibles. En ce qui concerne la structure, nous 
considérons une poutre de type Euler-Bernoulli amortie située sur une partie du bord. Dans ce chapitre, 
nous établissons une inégalité d'observabilité pour le problème considéré d'interaction fluid-structure 
linéarisé qui constitue le premier pas vers la preuve de la nulle contrôlabilité du système. 
Mots-clés:  Equations de Navier-Stokes incompressibles, Equations de Navier-Stokes compressibles, 
interaction fluide-structure, stabilisation, existence locale en temps, nulle contrôlabilité, inégalité 
d'observabilité. 
Abstract:  In this thesis we study mathematical models concerning some fluid flow problems with 
variable density. The first chapter is a summary of the entire thesis and focuses on the results obtained, 
novelty and comparison with the existing literature. In the second chapter we study the local 
stabilization of the non-homogeneous Navier-Stokes equations in a 2d channel around Poiseuille flow. 
We design a feedback control of the velocity which acts on the inflow boundary of the domain such that 
both the fluid velocity and density are stabilized around  Poiseuille flow  provided the initial density is 
given by a constant added with a perturbation, such that the perturbation is supported away from the 
lateral boundary of the channel. In the third chapter we prove the local in time existence of strong 
solutions for a system coupling the compressible Navier-Stokes equations with an elastic structure 
located at the boundary of the fluid domain. In the fourth chapter our objective is to study the null 
controllability of a linearized compressible fluid structure interaction problem in a 2d channel where the 
structure is elastic and located at the fluid boundary. In this chapter we establish an observability 
inequality for the linearized fluid structure interaction problem under consideration which is the first 
step towards the direction of proving the null controllability of the system. 
Keywords:  Incompressible Navier-Stokes equations,  Compressible Navier-Stokes equations, fluid-
structure interaction, stabilization, local in time existence, null controllability, observability inequality. 
