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The set of all continuous functions, deﬁned on the interval I, is
denoted by C(I). For any f 2 C([0,1]), the corresponding
Bernstein polynomials are deﬁned as follows:
Bnðf; xÞ :¼
Xn
k¼0
f
k
n
 
pn;kðxÞ;
where
pn;kðxÞ ¼
n
k
 
xkð1 xÞnk; k ¼ 0; 1; 2; . . . ; n; x 2 ½0; 1:
Let wðxÞ ¼ jx nja; 0 < n < 1; a > 0 and Cw :¼ ff 2 Cð½0; 1
nfngÞ : limx!nðwfÞðxÞ ¼ 0g. The norm in Cw is deﬁned by
kfkCw :¼ kwfk ¼ sup06x 6 1jðwfÞðxÞj. Deﬁnem (W.-m. Lu), godyalin@163.
ing Center, Huzhou 313012,
ptian Mathematical Society.
g by Elsevier
ical Society. Production and hostin
8.015W2/ :¼ ff 2 Cw : f0 2 A:C:ðð0; 1ÞÞ; kw/2f00k <1g;
W2w;k :¼ ff 2 Cw : f0 2 A:C:ðð0; 1ÞÞ; kwu2kf00k <1g:
For f 2 C w, the weighted modulus of smoothness is deﬁned
by
x2/ðf; tÞw :¼ sup
0<h 6 t
sup
0 6 x 6 1
jwðxÞM2h/ðxÞfðxÞj;
where
D2h/fðxÞ ¼ fðxþ h/ðxÞÞ  2fðxÞ þ fðx h/ðxÞÞ;
and uðxÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃxð1 xÞp ; dnðxÞ ¼ uðxÞ þ 1ﬃﬃnp .
Recently Felten showed the following two theorems in [1]:
Theorem A. Let uðxÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃxð1 xÞp and let /:[0,1]ﬁ R, / „ 0
be an admissible step-weight function of the Ditzian–Totik
modulus of smoothness [4] such that /2 and u2//2 are concave.
Then, for f 2 C[0,1] and 0< a< 2,
jBnðf; xÞ  fðxÞj 6 x2/ f; n1=2
uðxÞ
/ðxÞ
 
:
Theorem B. Let uðxÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃxð1 xÞp and let /:[0,1]ﬁ R, / „ 0
be an admissible step-weight function of the Ditzian–Totikg by Elsevier B.V. Open access under CC BY-NC-ND license.
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Then, for f 2 C[0,1] and 0< a< 2,
jBnðf; xÞ  fðxÞj ¼ O n1=2 uðxÞ/ðxÞ
 a 
implies x2/ðf; tÞ ¼ OðtaÞ.
Approximation properties of Bernstein polynomials have
been studied very well [2–5]. In order to approximate the func-
tions with singularities, Della Vecchia et al. [3] introduced
some kinds of modiﬁed Bernstein polynomials. Throughout
the paper, C denotes a positive constant independent of n
and x, which may be different in different cases.
Let /: [0,1]ﬁ R, / „ 0 be an admissible step-weight func-
tion of the Ditzian–Totik modulus of smoothness, that is, /
satisﬁes the following conditions:
(I) For every proper subinterval [a,b] ˝ [0,1] there exists a
constant C1 ” C(a,b) > 0 such that C11 6 /ðxÞ 6 C1
for x 2 [a,b].
(II) There are two numbers b(0)P 0 and b(1)P 0 for which
/ðxÞ  x
bð0Þ; as x! 0þ;
ð1 xÞbð1Þ; as x! 1 :
(
(X  Y means C1Y 6 X 6 CYfor some C).
Combining conditions (I) and (II) on /, we can deduce that
C1/2ðxÞ 6 /ðxÞ 6 C/2ðxÞ; x 2 ½0; 1;
where /2(x) = x
b(0)(1  x)b(1).
2. The main results
Let
wðxÞ ¼
10x3  15x4 þ 6x5; 0 < x < 1;
0; x 6 0;
1; x P 1:
8><
>:
Obviously, w is non-decreasing on the real axis,
w 2 C2((1,+1)), w(i)(0) = 0, i= 0, 1, 2. w(i)(1) = 0,
i= 1,2 and w(1) = 1. Further, let
x1 ¼ nn 2
ﬃﬃﬃ
n
p½ 
n
; x2 ¼ nn
ﬃﬃﬃ
n
p½ 
n
; x3 ¼ nnþ
ﬃﬃﬃ
n
p½ 
n
;
x4 ¼ nnþ 2
ﬃﬃﬃ
n
p½ 
n
;
and
w1ðxÞ ¼ w x x1
x2  x1
 
; w2ðxÞ ¼ w x x3
x4  x3
 
:
Consider
PðxÞ :¼ x x4
x1  x4 fðx1Þ þ
x1  x
x1  x4 fðx4Þ;
the linear function joining the points (x1, f(x1)) and (x4, f(x4)).
And let
Fnðf; xÞ :¼ FnðxÞ
¼ fðxÞð1 w1ðxÞ þ w2ðxÞÞ þ w1ðxÞð1 w2ðxÞÞPðxÞ:
From the above deﬁnitions it follows thatFnðf; xÞ ¼
fðxÞ; x 2 ½0; x1 [ ½x4; 1;
fðxÞð1 w1ðxÞÞ þ w1ðxÞPðxÞ; x 2 ½x1; x2;
PðxÞ; x 2 ½x2; x3;
PðxÞð1 w2ðxÞÞ þ w2ðxÞfðxÞ; x 2 ½x3; x4:
8>>><
>>>:
Evidently, Fn is a positive linear polynomials which depends
on the functions values f(k/n), 0 6 k/n 6 x2 or x3 6 k/n 6 1, it
reproduces linear functions, and Fn 2 C2ð½0; 1Þ provided
f 2W2/. Now for every f 2 Cw deﬁne the Bernstein type
polynomials
Bnðf;xÞ :¼ BnðFnðfÞ;xÞ
¼
X
k=n2½0;x1 [½x4 ;1
pn;kðxÞf
k
n
 
þ
X
x2<k=n<x3
pn;kðxÞP
k
n
 
þ
X
x1<k=n<x2
pn;kðxÞ f
k
n
 
1 w1 k
n
  
þ w1 k
n
 
P
k
n
  
þ
X
x3<k=n<x4
pn;kðxÞ P
k
n
 
1 w2 k
n
  
þ w2 k
n
 
f
k
n
  
:
ð2:1Þ
Obviously, Bn is a positive linear polynomials, BnðfÞ is a
polynomial of degree at most n, it preserves linear functions,
and depends only on the function values f(k/n), k/n 2 [0,x2] [
[x3,1]. Now we state our main results as follows:
Theorem 1. If a> 0, for any f 2 Cw, we have
wB00nðfÞ
  6 Cn2kwfk: ð2:2Þ
Theorem 2. For any a > 0; minfbð0Þ; bð1Þg P 1
2
; 0 < n < 1,
we have
jwðxÞ/2ðxÞB00nðf; xÞj 6
Cnkwfk; f 2 C w;
Ckw/2f00k; f 2W2/:
(
ð2:3Þ
Theorem 3. For f 2 Cw; 0 < n < 1; a > 0; minfbð0Þ;bð1Þg P
1
2
; a0 2 ð0; 2Þ, we have
wðxÞjfðxÞ  Bnðf; xÞj ¼ O n12/1ðxÞdnðxÞ
 	a0 	() x2/ðf; tÞw
¼ Oðta0Þ:3. Lemmas
Lemma 1. [7] For any non-negative real u and v, we have
Xn1
k¼1
k
n
 u
1 k
n
 v
pn;kðxÞ 6 Cxuð1 xÞv: ð3:1Þ
Lemma 2. [3] For any a  0; f 2 C w, we have
kwBnðfÞk 6 Ckwfk: ð3:2Þ
Lemma 3. [6] Let minfbð0Þ; bð1Þg P 1
2
, then for 0 < t < 1
4
and
t< x< 1  t, we have
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2
t2
Z t
2
t2
/2 xþ
X2
k¼1
uk
 !
du1 du2 6 Ct2/2ðxÞ: ð3:3Þ
Proof From the deﬁnition of /(x), it is enough to prove (3.3)
for t < x 6 1
2
since the proof for 1
2
< x < 1 t is very similar.
Obviously, we have
Z t
2
t2
Z t
2
t2
1
xþP2k¼1uk du1 du2 6 Ct
2x1:
Therefore, by the Ho¨lder inequality, we have
Z t
2
t2
Z t
2
t2
/2 xþ
X2
k¼1
uk
 !
du1 du2
6 Cð16=7Þ2bð1Þ
Z t
2
t2
Z t
2
t2
1
xþP2k¼1uk 	2bð0Þ
du1 du2
6 Cð16=7Þ2bð1Þt2ð12bð0ÞÞ
Z t
2
t2
Z t
2
t2
1
xþP2k¼1uk du1 du2
 !2bð0Þ
6 Cð16=7Þ2bð1Þt2x2bð0Þ: 
Lemma 4 [3]. If c 2 R, then
Xn
k¼0
pn;kðxÞjk nxjc 6 Cn
c
2ucðxÞ: ð3:4Þ
Lemma 5. Let AnðxÞ :¼ wðxÞ
P
jknnj 6 ﬃﬃnp pn;kðxÞ. Then AnðxÞ 6
Cn
a
2 for 0< n< 1 and a> 0.
Proof 2. If jx nj 6 3ﬃﬃ
n
p , then the statement is trivial. Hence
assume 0 6 x 6 n 3ﬃﬃ
n
p (the case nþ 3ﬃﬃ
n
p 6 x 6 1 can be
treated similarly). Then for a ﬁxed x the maximum of pn,k(x)
is attained for k ¼ kn :¼ nn
ﬃﬃﬃ
n
p½ . By using Stirling’s formula,
we get
pn;knðxÞ 6 C
n
e

 n ﬃﬃﬃ
n
p
xkn ð1 xÞnkn
kn
e

 kn ﬃﬃﬃﬃﬃ
kn
p
nkn
e

 nkn ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n kn
p
6 Cﬃﬃﬃ
n
p nx
kn
 kn nð1 xÞ
n kn
 nkn
¼ Cﬃﬃﬃ
n
p 1 kn  nx
kn
 kn
1þ kn  nx
n kn
 nkn
:
Now from the inequalities
kn  nx ¼ nn
ﬃﬃﬃ
n
p  nx > nðn xÞ  ﬃﬃﬃnp  1P 1
2
nðn xÞ;
and
1 u 6 eu12u2 ; 1þ u 6 eu; u P 0;
it follows that the second inequality is valid. To prove the ﬁrst
one we consider the function kðuÞ ¼ eu12u2 þ u 1. Here
kð0Þ ¼ 0; k0ðuÞ ¼ ð1þ uÞeu12u2 þ 1; k0ð0Þ ¼ 0; k00ðuÞ ¼ uðuþ
2Þeu12u2 P 0, whence k(u)P 0 for uP 0. Hencepn;kn ðxÞ 6
Cﬃﬃﬃ
n
p
 exp kn  kn  nx
kn
 1
2
kn  nx
kn
 2" #
þ kn  nx
( )
¼ Cﬃﬃﬃ
n
p exp ðkn  nxÞ
2
2kn
( )
6 eCnðnxÞ2 :
Thus AnðxÞ 6 Cðn xÞaeCnðnxÞ2 . An easy calculation
shows that here the maximum is attained when n x ¼ Cﬃﬃ
n
p
and the lemma follows. h
Lemma 6. For 0< n< 1, a, b> 0, we have
wðxÞ
X
jknnj 6 ﬃﬃnp jk nxj
b
pn;kðxÞ 6 Cn
ba
2 ubðxÞ: ð3:5Þ
Proof 3. By (3.4) and the Lemma 5, we have
wðxÞ 12n wðxÞ
X
jknnj6 ﬃﬃnp pn;kðxÞ
0
@
1
A
2n1
2n X
jknnj6 ﬃﬃnp jk nxj
2nb
pn;kðxÞ
0
@
1
A
1
2n
6 Cn
ba
2 ubðxÞ: 
Lemma 7. For any a > 0; f 2W2/; minfbð0Þ; bð1Þg P 12, we
have
wðxÞjfðxÞ  Pðf; xÞj½x1 ;x4  6 C
dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
kw/2f00k: ð3:6Þ
Proof If x 2 [x1,x4], for any f 2W2/, we have
fðx1Þ ¼ fðxÞ þ f0ðxÞðx1  xÞ þ
Z x
x1
ðt x1Þf00ðtÞdt;
fðx4Þ ¼ fðxÞ þ f0ðxÞðx4  xÞ þ
Z x
x4
ðt x4Þf00ðtÞdt;
dnðxÞ  1ﬃﬃﬃ
n
p ; n ¼ 1; 2; . . . :
So
wðxÞjfðxÞ  Pðf; xÞj 6 wðxÞ x x4
x1  x4


Z x
x1
jðt x1Þf00ðtÞjdt
þ wðxÞj x1  x
x1  x4 j
Z x
x4
jðt x4Þf00ðtÞjdt
:¼ I1 þ I2:
Whence t between x1 and x, we have
jtx1 j
wðtÞ 6
jxx1 j
wðxÞ , then
I1 6 Cn
1
2kw/2f00kjðx x1Þðx x4Þj
Z x
x1
/2ðtÞdt
6 C uðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
kw/2f00k 6 C dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
kw/2f00k:
Analogously, we have
I2 6 C
dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
kw/2f00k:
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together. h
Lemma 8. If f 2W2/; minfbð0Þ; bð1Þg P 12, then
w/2F00n
  ¼ Oðkw/2f00kÞ: ð3:7Þ
Proof Again, it is sufﬁcient to estimate w/2F00n

 ðxÞ for
x 2 [x3,x4], and the same as x 2 [x1,x2]. For x 2 ½x2; x3;
F00nðxÞ ¼ 0, while for x 2 ½0; x1 [ ½x4; 1; FnðxÞ ¼ fðxÞ. Thus
for x 2 [x3,x4], then FnðxÞ ¼ PðxÞ þ w2ðxÞðfðxÞ  PðxÞÞ and
F00nðxÞ ¼ nw00 n
1
2ðx x3Þ
h i
ðfðxÞ  PðxÞÞ
þ 2n12w0 n12ðx x3Þ
h i
ðfðxÞ  PðxÞÞ0
þ w n12ðx x3Þ
h i
f00ðxÞ
:¼ I1ðxÞ þ I2ðxÞ þ I3ðxÞ:
From the proof of Lemma 7, we have
jwðxÞ/2ðxÞI1ðxÞj ¼ Oðn/2ðxÞw00 n12ðx x3Þ
h i
wðxÞðfðxÞ  PðxÞÞÞ
¼ O n/2ðxÞ  uðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
kw/2f00k
 !
¼ Oðkw/2f00kÞ:
For I3(x), it is obvious that
jwðxÞ/2ðxÞI3ðxÞj ¼ Oðkw/2f00kÞ:
Finally
jwðxÞ/2ðxÞI2ðxÞj ¼ O n12 wðxÞ/2ðxÞjf0ðxÞ  P0ðxÞj
 	
¼ O n12 wðxÞ/2ðxÞ f0ðxÞ  n12
Z x4
x1
f0ðtÞdt


 
¼ O n12 wðxÞ/2ðxÞ n12
Z x4
x1
Z x
t
f00ðuÞdu dt


 
¼ O n12 wðxÞ/2ðxÞ
Z x4
x1
f00ðuÞdu


 
¼ Oðkw/2f00kÞ: 4. Proof of theorem
4.1. Proof of Theorem 1
Case 1. If f 2 Cw, when x 2 1n ; 1 1n
 
, by [2], we have
wðxÞB00nðf; xÞ
  6 nu2ðxÞwðxÞ Bnðf; xÞ 
þ wðxÞu4ðxÞ
Xn
k¼0
pn;kðxÞjk
 nxj Fn k
n
 
þ wðxÞu4ðxÞXn
k¼0
pn;kðxÞ
 ðk nxÞ2 Fn k
n
 

:¼ A1 þ A2 þ A3: ð4:1ÞBy (3.2), we have
A1ðxÞ ¼ nu2ðxÞwðxÞ Bnðf; xÞ
  6 Cn2kwfk: ð4:2Þ
and
A2 ¼ wðxÞu4ðxÞ
X
k=n2A
k nx Fn k
n
 
pn;kðxÞ


"
þ
X
x2 6 k=n 6 x3
k nx
P kn
 pn;kðxÞ
#
:¼ r1 þ r2:
thereof A:¼[0,x2] [ [x3,1]. If kn 2 A, when wðxÞw knð Þ 6 Cð1þ n
a2j
k nxjaÞ, we have jk nnjP
ﬃﬃ
n
p
2
, by (3.4), then
r1 6 Ckwfku4ðxÞ
Xn
k¼0
pn;kðxÞjk nxj½1þ n
a
2jk nxja
¼ Ckwfku4ðxÞ
Xn
k¼0
pn;kðxÞjk nxj
þ Cna2kwfku4ðxÞ
Xn
k¼0
pn;kðxÞjk nxj1þa
6 Cn12u3ðxÞkwfk þ Cn12u3þaðxÞkwfk 6 Cn2kwfk:
For r2, P is a linear function. We note P kn

   6 max
ðjPðx1Þj; jPðx4ÞjÞ :¼ PðaÞ. If x 2 [x1,x4], we have wðxÞ 6
wðaÞ. So, if x 2 [x1,x4], by (3.4), then
r2 6 CwðaÞPðaÞu4ðxÞ
Xn
k¼0
pn;kðxÞjk nxj 6 Cn2kwfk:
If x R [x1,x4], then wðaÞ > na2, by (3.5), we have
r2 6 CwðxÞu4ðxÞ
X
x2 6 k=n 6 x3
jPðaÞjjðk nxÞjpn;kðxÞ
6 Cna2kwfku4ðxÞwðxÞ
X
x2 6 k=n 6 x3
jk nxjpn;kðxÞ
6 Cn2kwfk:
So
A2 6 Cn2kwfk: ð4:3Þ
Similarly
A3 6 Cn2kwfk: ð4:4Þ
It follows from combining with (4.1)–(4.4) that the inequal-
ity is proved.
Case 2.When x 2 0; 1
n
 
(The same as x 2 1 1
n
; 1
 
), by [4],
then
B00nðf; xÞ ¼ nðn 1Þ
Xn2
k¼0
D
!2
1
n
Fnðk=nÞpn2;kðxÞ:
We have
wðxÞB00nðf; xÞ
  6 Cn2 wðxÞXn2
k¼0
D
!2
1
n
Fnðk=nÞ
 pn2;kðxÞ
¼ Cn2 wðxÞ
X
k=n2A
pn2;kðxÞ D
!2
1
n
Fnðk=nÞ
 
"
þ
X
x2 6 k=n 6 x3
pn2;kðxÞ D
!2
1
n
Pðk=nÞ
 
#
:
176 W.-m. Lu, L. ZhangWe can deal with it in accordance with Case 1, and prove it
immediately, then the theorem is done. h
4.2. Proof of Theorem 2
(1) We prove the ﬁrst inequality of Theorem 2.
Case 1. If 0 6 uðxÞ 6 1ﬃﬃ
n
p , by (2.2), we have
jwðxÞ/2ðxÞB00nðf; xÞj ¼ u2ðxÞ 
/2ðxÞ
u2ðxÞ jwðxÞB
00
nðf; xÞj 6 Cnkwfk:
Case 2. If uðxÞ > 1ﬃﬃ
n
p , by [4], we have
B00nðf; xÞ ¼ B00nðFn; xÞ ¼ ðu2ðxÞÞ1
X2
i¼0
Qiðx; nÞni

Xn
k¼0
x k
n
 i
Fn
k
n
 
pn;kðxÞ; ðu2ðxÞÞ1Qiðx; nÞni
6 C½n=u2ðxÞ1þi=2:
So
wðxÞ/2ðxÞB00nðf; xÞ
 
6 CwðxÞ/2ðxÞ
X2
i¼0
n
u2ðxÞ
 1þi=2Xn
k¼0
x k
n


i
Fn
k
n
 
pn;kðxÞ
¼ CwðxÞ/2ðxÞ
X2
i¼0
n
u2ðxÞ
 1þi=2X
k=n2A
x k
n


i
Fn
k
n
 
pn;kðxÞ
þ CwðxÞ/2ðxÞ
X2
i¼0
n
u2ðxÞ
 1þi=2

X
x2 6 k=n 6 x3
x k
n


i
P
k
n
 
pn;kðxÞ :¼ r1 þ r2:
where A:¼[0,x2] [ [x3,1]. Working as in the proof of Theorem
1, We can get r1 6 Cnkwfk, r2 6 Cnkwfk. By bringing these
facts together, we can immediately get the ﬁrst inequality of
Theorem B.
(2) If f 2W2/, by (2.1), then
wðxÞ/2ðxÞB00nðf; xÞ
  6 n2 wðxÞ/2ðxÞXn2
k¼0
D
!2
1
n
Fn
k
n
 
pn2;kðxÞ
¼ n2 wðxÞ/2ðxÞ
Xn3
k¼1
D
!2
1
n
Fn
k
n
 
pn2;kðxÞ
þ n2 wðxÞ/2ðxÞ D!21
n
Fnð0Þ
 pn2;0ðxÞ
þ n2 wðxÞ/2ðxÞ D!21
n
Fnðn 2
n
Þ

pn2;n2ðxÞ
:¼ I1 þ I2 þ I3:
ð4:5Þ
By [4], if 0 < k< n  2, we have
D
!2
1
n
Fn
k
n
 
 6 Cn1
Z 2
n
0
F00n
k
n
þ u
 
du; ð4:6Þ
If k= 0, we have
D
!2
1
n
Fnð0Þ
  6 C Z 2n
0
u F00nðuÞ
 du; ð4:7Þ
SimilarlyD
!2
1
n
Fn
n 2
n
 
 6 Cn1
Z 1
12n
ð1 uÞ F00nðuÞ
 du: ð4:8Þ
By (4.6), then
I1 6 CnwðxÞ/2ðxÞ
Xn3
k¼1
Z 2
n
0
F00n
k
n
þ u
 
dupn2;kðxÞ
¼ CnwðxÞ/2ðxÞ
X
k=n2A
Z 2
n
0
F00n
k
n
þ u
 
dupn2;kðxÞ
þ CnwðxÞ/2ðxÞ
X
x2 6 k=n 6 x3
Z 2
n
0
P00
k
n
þ u
 
dupn2;kðxÞ
:¼ T1 þ T2:
where A:¼[0,x2] [ [x3,1], P is a linear function. If k/n 2 A,
when wðxÞ
wðk=nÞ 6 Cð1þ n
a
2jk nxjaÞ, we have jk nnj P
ﬃﬃ
n
p
2
, by
(3.1), (3.4) and (3.7), then
T1 6 CwðxÞ/2ðxÞ w/2F00n
 X
k=n2A
pn2;kðxÞw1ðk=nÞ/2ðk=nÞ
6 C/2ðxÞ w/2F00n
 Xn2
k¼0
pn2;kðxÞ 1þ n
a
2jk nxja
 /2ðk=nÞ
6 C w/2F00n
  6 Ckw/2f00k:
Working as the Theorem 1, we can get
T2 6 C w/2f00
 :
So, we can get
I1 6 C w/2f00
 : ð4:9Þ
By (3.7) and (4.7), we have
I2 6 Cn2 wðxÞ/2ðxÞð1 xÞn2
Z 2
n
0
u F00nðuÞ
 du
6 Cn2 wðxÞ/2ðxÞð1 xÞn2 w/2F00n
  Z 2n
0
uw1ðuÞ/2ðuÞdu
6 C w/2F00n
  6 C w/2f00 : ð4:10Þ
Similarly
I3 6 C w/2f00
 : ð4:11Þ
By bringing (4.5), (4.9)–(4.11) together, we can get the sec-
ond inequality of TheoremB. h
Corollary 1. For any a> 0, 0 6 k 6 1, we have
wðxÞu2kðxÞB00nðf;xÞ
  6 Cnfmaxfn1k;u2ðk1Þggkwfk; f 2C w;
C wu2kf00k k; f 2W2w;k:

ð4:12Þ4.3. Proof of Theorem 3
4.3.1. The direct theorem
We know
FnðtÞ ¼ FnðxÞ þ F0nðtÞðt xÞ þ
Z t
x
ðt uÞF00nðuÞdu; ð4:13Þ
Bnðt x; xÞ ¼ 0: ð4:14Þ
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any g 2W2/, we have Bnðg; xÞ ¼ BnðGnðgÞ; xÞ, then
wðxÞ GnðxÞ  BnðGn; xÞ
  ¼ wðxÞ BnðR2ðGn; t; xÞ; xÞ ; ð4:15Þ
thereof R2ðGn; t; xÞ ¼
R t
x
ðt uÞG00nðuÞdu.
wðxÞ GnðxÞ  BnðGn; xÞ
 
6 CwðxÞ
Xn1
k¼1
pn;kðxÞ
Z k
n
x
k
n
 u

 G00nðuÞ du
þ CwðxÞpn;0ðxÞ
Z x
0
u G00nðuÞ
 du
þ CwðxÞpn;nðxÞ
Z 1
x
ð1 uÞ G00nðuÞ
 du :¼ I1 þ I2 þ I3:
ð4:16Þ
If u between k
n
and x, we have
k
n
 u 
w2ðuÞ 6
k
n
 x 
w2ðxÞ ;
k
n
 u 
/4ðuÞ 6
k
n
 x 
/4ðxÞ : ð4:17Þ
By (3.4) and (4.17), then
I1 6 C w/2G00n
 wðxÞXn1
k¼1
pn;kðxÞ
Z k
n
x
k
n
 u 
wðuÞ/2ðuÞdu
6 C w/2G00n
 wðxÞXn1
k¼1
pn;kðxÞ
Z k
n
x
k
n
 u 
w2ðuÞ du
 !1
2 Z k
n
x
k
n
 u 
/4ðuÞ du
 !1
2
6 Cn2 w/2G00n
 /2ðxÞXn1
k¼0
pn;kðxÞðk nxÞ2
6 Cn1u
2ðxÞ
/2ðxÞ w/
2G00n
  6 Cn1 d2nðxÞ
/2ðxÞ w/
2G00n
 
¼C dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2G00n
 :
ð4:18Þ
For I2, when u between
k
n
and x, we let k= 0, then u
wðuÞ 6
x
wðxÞ, and
I2 6 C w/2G00n
 wðxÞpn;0ðxÞ
Z x
0
uw1ðuÞ/2ðuÞdu
6 CðnxÞð1 xÞn1  n1 u
2ðxÞ
/2ðxÞ w/
2G00n
 
6 C dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2G00n
 : ð4:19Þ
Similarly, we have
I3 6 C
dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2G00n
 : ð4:20Þ
By bringing (4.18)–(4.20), we have
wðxÞ GnðxÞ  BnðGn; xÞ
  6 C dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2G00n
 : ð4:21Þ
By (3.6) and (4.21), when g 2W2/, thenwðxÞ gðxÞ  Bnðg; xÞ
 
6 wðxÞ gðxÞ  Gnðg; xÞ
 þ wðxÞ Gnðg; xÞ  Bnðg; xÞ 
6 wðxÞ gðxÞ  Pðg; xÞj j½x1 ;x4  þ C
dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2G00n
 
6 C dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2g00
 : ð4:22Þ
For f 2 Cw, we choose proper g 2W2/, by (3.2) and (4.22),
then
wðxÞ fðxÞ  Bnðf; xÞ
  6 wðxÞjfðxÞ  gðxÞj þ wðxÞ Bnðf g; xÞ 
þ wðxÞ gðxÞ  Bnðg; xÞ
 
6 C kwðf gÞk þ dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 2
w/2g00
  !
6 Cx2/ f;
dnðxÞﬃﬃﬃ
n
p
/ðxÞ
 
w
: 4.3.2. The inverse theorem
The main-part K-functional is given by
K2;/ðf; t2Þw ¼ sup
0<h 6 t
inf
g
kwðf gÞk þ t2 w/2g00 ; g0 2 A:C:loc :
By [4], we have
C1K2;/ðf; t2Þw 6 x2/ðf; tÞw 6 CK2;/ðf; t2Þw: ð4:23ÞProof Let d> 0, by (4.23), we choose proper g so that
kwðf gÞk 6 Cx2/ðf; dÞw; w/2g00
  6 Cd2x2/ðf; dÞw:
ð4:24Þ
then
wðxÞD2h/fðxÞ
  6 wðxÞD2h/ fðxÞBnðf;xÞ
  
þ wðxÞD2h/Bnðf g;xÞ
 þ wðxÞD2h/Bnðg;xÞ 
6
X2
j¼0
Cj2 n
12 dnðxþð1 jÞh/ðxÞÞ
/ðxþð1 jÞh/ðxÞÞ
 a0
þ
Z h/ðxÞ
2
h/ðxÞ2
Z h/ðxÞ
2
h/ðxÞ2
wðxÞB00n f g;xþ
X2
k¼1
uk
 !
du1 du2
þ
Z h/ðxÞ
2
h/ðxÞ2
Z h/ðxÞ
2
h/ðxÞ2
wðxÞB00n g;xþ
X2
k¼1
uk
 !
du1 du2
:¼ J1þ J2þ J3: ð4:25Þ
Obviously
J1 6 C n
1
2/1ðxÞdnðxÞ
 	a0 	
: ð4:26Þ
By (2.2) and (4.24), we have
J2 6 Cn2kwðf gÞk
Z h/ðxÞ
2
h/ðxÞ2
Z h/ðxÞ
2
h/ðxÞ2
du1du2
6 Cn2h2/2ðxÞkwðf gÞk 6 Cn2h2/2ðxÞx2/ðf; dÞw: ð4:27Þ
By the second inequality of (4.12) and (4.24), we have
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Z h/ðxÞ
2
h/ðxÞ2
Z h/ðxÞ
2
h/ðxÞ2
u2 xþ
X2
k¼1
uk
 !
du1 du2
6 Cnh2/2ðxÞu2ðxÞkwðf gÞk 6 Cnh2/2ðxÞu2ðxÞx2/ðf;dÞw:
ð4:28Þ
By the second inequality of (2.3), (3.3)and (4.24), we have
J3 6 C w/2g00
 wðxÞZ h/ðxÞ2
h/ðxÞ2
Z h/ðxÞ
2
h/ðxÞ2
w1 xþ
X2
k¼1
uk
 !
/2
 xþ
X2
k¼1
uk
 !
du1 du2
6 Ch2 w/2g00
  6 Ch2d2x2/ðf; dÞw: ð4:29Þ
Now, by (4.25)–(4.29), there exists a constant M> 0 so
that
wðxÞD2h/fðxÞ
  6 C n12 dnðxÞ
/ðxÞ
 a0
þmin n/
2ðxÞ
u2ðxÞ ;n
2/2ðxÞ
 
h2x2/ðf;dÞ wþ h2d2x2/ðf;dÞw
!
6 C n12 dnðxÞ
/ðxÞ
 a0
þ h2M2 n12uðxÞ
/ðxÞþ n
12 n
1=2
/ðxÞ
 2 
x2/ðf;dÞ wþ h2d2x2/ðf;dÞw
!
6 C n12 dnðxÞ
/ðxÞ
 a0
þ h2M2 n12 dnðxÞ
/ðxÞ
 2 
x2/ðf;dÞ wþ h2d2x2/ðf;dÞw
!
:
When nP 2, we have
n
1
2dnðxÞ < ðn 1Þ
1
2dn1ðxÞ 6
ﬃﬃﬃ
2
p
n
1
2dnðxÞ;
Choosing proper x, d, n 2 N, so that
n
1
2
dnðxÞ
/ðxÞ 6 d < ðn 1Þ
12 dn1ðxÞ
/ðxÞ ;Therefore
wðxÞD2h/fðxÞ
  6 C da0 þ h2d2x2/ðf; dÞwn o:
Which implies
x2/ðf; tÞw 6 C da0 þ h2d2x2/ðf; dÞw
n o
:
So, by Berens–Lorentz lemma in [4], we get
x2/ðf; tÞw 6 Cta0 : 
We can obtain the similar results when the Bernstein poly-
nomials have no singularities. Now,we can consider the combi-
nations of Bernstein Polynomials with inner singularities as
Theorem 3 with countable or uncountable singularities.References
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