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Zusammenfassung-Die Prozessharmonisierung (PH) in der Phase 
der Post Merger Integration (PMI) ist für den Erfolg eines M&A 
unerlässlich. Vor alem im Dienstleistungssektor wird das Know-
how in  Prozessen  gebündelt  und stelen  damit  den  Wert einer 
Organisation  dar. Ziel  dieser Forschung ist  die  Entwicklung  der 
in   der   Post-Merger-Situation  idealen   Methode  zur 
Prozessharmonisierung für  Dienstleistungsunternehmen  nach 
dem  Design  Science  Research (DSR)  Ansatz laut Hevner (2004). 
Im vorliegenden Beitrag wird das Vorgehen ausgehend von einer 
Literaturanalyse  und empirischer  Forschung zur Identifizierung 
der  Anforderungen  an ein entsprechendes  Artefakt  vorgestelt. 
Daran  anschließend  wird  die  Entwicklung  des  Artefakts 
beschrieben.  Das  Procedure Model  namens  ProMerge!  mit 
zugehörigen   Tool   ProMergeTool!  führt  fusionierte 
Dienstleistungsunternehmen  systematisch   durch   die 
Prozessharmonisierung   nach   M&A   und  trägt  zur 
Entscheidungsfindung insbesondere in  den Integrationsansätzen 
Symbiose  und  Absorption  bei.  Aus  wissenschaftlicher  Sicht wird 
ein  Beitrag zur  Forschung in  der Schnitstele  Business  Process 
Management, M&A und Change Management geleistet. 
Keywords—business   process   management;   process 
harmonization; post merger integration; design science research 
I. EINLEITUNG 
Um  Unternehmen  wetbewerbsfähig zu  halten, finden 
zahlreiche  Merger  &  Acquisitions (M&A) stat,  die  Mehrheit 
davon im  Dienstleistungssektor [1].  Diese  Zusammenschlüsse 
bedingen eine  neue Struktur in  den  Unternehmen,  die  die 
Prozesse und das Managementsystem erheblich beeinflussen.  
Der  Begriff  Merger  &  Acquisitions stammt aus  dem  US-
amerikanischen Investmentbanking  und  wird  mit „Fusionen 
und Unternehmensübernahmen“ übersetzt [2]. M&A umfassen 
Unternehmenskäufe,   Übernahme,   Merger   of   Equals, 
Strategische  Alianzen  und  Kooperationen,  wobei sich  diese 
Liste  weiter fortsetzen ließe [3].  Bei  der  Akquisition erwirbt 
ein  Unternehmen  die  Eigentumsrechte eines anderen 
Unternehmens oder eine in sich geschlossene und abgegrenzte 
Teileinheit  und erhält  die Möglichkeit einer  beherrschenden 
Einflussnahme auf das erworbene Unternehmen [4]. 
Gerade im  Dienstleistungssektor ist  das  Wissen in  den 
Prozessen  gebunden, so  dass  die  Prozessharmonisierung (PH) 
das  Gelingen  der  Post  Merger Integration (PMI)  wesentlich 
beeinflusst.  Dienstleister  bewegen sich im  Spannungsfeld  von 
mehreren   Herausforderungen:   Nachfrage  nach 
Kompletangeboten,  verstärkte  Kundenorientierung,  hohe 
Innovationsrate, starker Preiswetbewerb, hohe Lieferfähigkeit, 
hohe   Qualitätsanforderungen  [5].  Business   Process 
Management (BPM) spielt eine  wesentliche  Role bei 
organisatorischen  Veränderungen [6,  7],  daher ist  die  PH ein 
Schlüsselelement  der  PMI.  Vor alem,  wenn  Symbiose  oder 
Absorption der gewählte Integrationsansatz des Unternehmens 
ist,  müssen zwei  Welten  von  Geschäftsprozessen  und 
Managementsystemen in einem sich schnel  verändernden 
Prozessumfeld effizient harmonisiert werden. Alerdings ist die 
Wertschöpfung  nach  M&A eher selten  und  die  Unternehmen 
ereichen häufig nicht die gewünschten Ziele [8]. Nach einem 
M&A sind  gemeinsame  Prozesse  von  vorangiger  Bedeutung, 
da die Wissensverteilung über Strukturen, Personen, Prozessen 
und Systemen erfolgt [9]. 
Somit sind zahlreiche  Anforderungen im  Unternehmen 
vorhanden,  die in  der Integrationsstrategie  und in  der 
Harmonisierung  des  BPM und  Managementsystems zu 
berücksichtigen sind.  
Unter   Prozessharmonisierung   versteht   man   die 
Standardisierung   von   Geschäftsprozessen   des 
Prozessmanagement   und   der   Prozesssteuerung   über 
unterschiedliche  Organisationseinheiten  und  Standorte  hinweg 
[10]. 
Die  Post-Merger-Integration  bezieht sich auf  die  Einbindung 
des  Unternehmens  nach  der  Vertragsunterzeichnung eines 
M&A. Entsprechend  der  Notwendigkeit  der  organisatorischen 
Autonomie  und  der  Notwendigkeit einer strategischen 
Interdependenz   gibt  es   verschiedene   Arten   von 
Integrationsansätzen:  Absorption,  Symbiose,  Preservation  und 
Holding  [11–13]. Für  die  Prozessharmonisierung sind 
insbesondere  die Integrationsansätze  Symbiose (partiele 
Integration, zunehmende  Verschmelzung  der fusionierten 
Unternehmen) und Absorption (volkommende Eingliederung)
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von  Bedeutung,  da  bei  Holding  und Preservation keine  oder 
lediglich marginale Integration beabsichtigt ist [11]. 
Weiter  wird  die  Forschung aus  dem  Aspekt Industrie  4.0 / 
Qualität  4.0  beleuchtet, ein  Thema,  das in letzten Jahren  von 
steigendem Interesse ist.  Wenn  Prozesse im  Rahmen  der  PH 
ohnehin angepasst werden müssen, wird untersucht, inwieweit 
eine  Modernisierung  hinsichtlich  Qualität 4.0  Elementen  von 
Bedeutung ist. 
Das  Themenfeld  bewegt sich in  der  Schnitstele von Post 
Merger Integration /  M&A  und  Prozessmanagement / 
Qualitätsmanagement sowie Change Management. Trotz einer 
Vielzahl an  Literatur zu  diesen  Themen  gibt es  kaum eine 
Verbindung  zwischen   Post   Merger  Integration   und 
Prozessharmonisierung  - insbesondere eine  Methode zur 
Prozessharmonisierung existiert nicht. 
Die zentralen  Forschungsfragen für  das  Promotionsvorhaben 
lauten deshalb: 
FF1: Welche Voraussetzungen und Anforderungen müssen zur 
Entwicklung einer Methode zur PH erfült werden? 
FF2:  Wie  wird eine  Methode zur  PH entwickelt,  die sowohl 
von theoretischem als auch  von  praktischem  Nutzen für 
Dienstleistungsorganisationen ist? 
II.ZIELSETZUNG
Das Promotionsvorhaben beschäftigt sich mit der Entwicklung 
und Evaluierung eines Artefakts, das fusionierte Unternehmen 
systematisch durch die PH in der PMI führt. 
Das  Ziel  der  Forschungsarbeit ist  die  Eruierung  der in  der 
Post-Merger-Situation  idealen   Methode  zur 
Prozessharmonisierung.   Die  Ergebnisse  solen  für 
Dienstleistungsunternehmen  praktisch  nutzbar sein  und 
erlauben, die Post-Merger-Integrationsphase zu verkürzen und 
typische Fehler zu vermeiden, so dass die Unternehmen zügig 
die angestrebte Performance erreichen.  
Mit der empirischen  Analyse  können  Organisationen  von  der 
Erfahrung  von  Unternehmen  profitieren,  die  bereits eine  PH 
durchliefen.  Mit  klar  definierten  Anforderungen  wird ein 
Artefakt  entwickelt,   das   die   Entscheidungsfindungen 
insbesondere in  den Integrationsansätzen  Symbiose  und 
Absorption in  Unternehmen  vereinfacht.  Das  Artefakt ist 
einfach zu bedienen und bietet einen ganzheitlichen Blick und 
neutralen  Gesichtspunkten auf  die  Post  Merger  Situation.  Es 
wird  dadurch zu einer  wichtigen  Voraussetzung einer 
erfolgreichen   Post   Merger   PH   und  schließt  eine 
wissenschaftliche  Lücke in  der  Schnitstele  von  BPM,  PMI 
und Change Management.  
III.FORSCHUNGSDESIGN
Die  Definition  des  Forschungsdesigns erfolgt  nach  dem 
Ansatz  von  Braun  &  Esswein [14] und setzt sich aus  der 
wissenschaftstheoretischen   Positionierung,   des 
Forschungsziels  und  der  genutzten  Forschungsmethode 
zusammen [15]. Die wissenschaftstheoretische Positionierung 
folgt dem gemäßigtem Konstruktivismus, der sich laut Becker 
et al. (2004) aus  der  Kombination  der  ontologischen  und 
epistemologischen  Position ergibt [16]. Das  Forschungsziel 
leitet sich aus der eingangs vorgestelten Problemstelung ab: 
Ziel  der  Arbeit ist  die  Konzeption eines  Artefakts,  das  die 
Prozessharmonisierung  von  fusionierten 
Dienstleistungsunternehmen in  der  Post  Merger Integration 
unterstützt. Das Forschungsziel läst sich nach der Gliederung 
laut  Braun  &  Esswein (2006) in  die  Technologieebene  der 
Modelierungsforschung einordnen [14] und  besteht laut  der 
Einordnung   von   Aufträgen   und   Zielen   der 
Wirtschaftsinformatik  nach  Becker et al. (2003) aus  der 
Kombination  Gestaltungsziel  und inhaltlich-funktionalem 
Auftrag  [15] (vgl. Abbildung  1:  Aufträge  und  Ziele  der 
Wirtschaftsinformatik (Becker et al. 2003). 
Abbildung 1: Aufträge und Ziele der Wirtschaftsinformatik (Becker et al. 
2003) 
Die  Forschungsmethode folgt  dem  Design  Science  Research 
(DSR)  Paradigma  nach   Hevner et al. (2004)  und 
berücksichtigt   dementsprechend folgende  DSR-Zyklen: 
Relevanz-Zyklus,  Rigor-Zyklus,  Design-Zyklus  und  Change- 
und  Einfluss-Zyklus [17–19]. Die  Forschungsphasen folgen 
dem  Ansatz  nach  Peffers et al. (2007),  der sich in folgende 
Phasen  unterteilt:  Problemidentifikation   &   Motivation, 
Definition  der  Ziele einer  Lösung,  Design  &  Entwicklung, 
Demonstration,  Evaluation  und  Kommunikation  [20]. Als 
Input zur  Entwicklung  des  Artefakts  wird zusätzlich eine 
empirische  Analyse  durchgeführt,  um  die  Anforderungen aus 
der Praxis adäquat berücksichtigen zu können. Diese wird im 
folgenden Abschnit näher beschrieben. 
IV.METHODIK
Die Forschungsarbeit folgt grundsätzlich dem Design Science 
Approach und somit den Richtlinien von Hevner et al. (2004) 
[17]. 
Eine anfänglich  durchgeführte systematische  Literaturanalyse 
mit entsprechender  Dokumentation laut  den  Richtlinien  von 
vom  Brocke et al. (2009) und  Kitchenham (2007) [21,  22] 
ergab,  dass  Prozessharmonisierung in  der  Literatur  kaum 
diskutiert wird. Die Ergebnisse des Suchprozesses in diversen 
Datenbanken  und Conference  Proceedings  wurden in einer 
Konzeptmatrix  nach  Webster  &  Watson aufbereitet  [23]. 
Ausgehend  von  den  Suchbegriffen  wurden  drei  Perspektiven 
gebildet:   M&A/PMI   Perspektive,   Qualitäts-
/Prozessmanagement  Perspektive  und  Change  Management 
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Perspektive.   Aus   diesen   Perspektiven   wurden 
Überschneidungen  geprüft  und  geclustert.  Das  Ergebnis 
zeigte,  dass es außerhalb  von IT-/IS-Integrationen  kaum 
Literatur zu  PH  gibt.  Trotz einer immensen  Vielfalt an 
Forschungen in  den  drei  Perspektiven  wurden  nur  vereinzelt 
Aspekte in der Themenschnitstele beleuchtet, deren Ergebnis 
für  die  Entwicklung einer  Methode zur  PH  hilfreich ist.  Eine 
Methode zur Prozessharmonisierung ist nicht verfügbar.  
Nachdem in  der  Literatur  keine  Methode zur  PH  verfügbar 
war,  wurde  das  Vorhandensein einer  Methode in  der  Praxis 
geprüft. Es wurden leitfadengestützte Interviews mit Experten 
durchgeführt,  die  bereits aktiv in einer  PH mitwirkten  oder 
diese steuerten. Der Interviewer  hat  dabei  die  Möglichkeit,
vom  Fragebogen abzuweichen, zusätzliche  Fragen zu stelen 
und  die  Reihenfolge zu  verändern,  um  den  Gesprächsfluss 
entsprechend zu steuern [24].  
Als   Variante   des   Experteninterviews   wurde   das 
„Prozesswissen“   gewählt.   Das   Prozesswissen  ist 
Erfahrungswissen  zu   bestimmten   Ereignissen   und 
Handlungsabläufen, in die die Befragten involviert waren [25]. 
Demzufolge  wurden in  diesem  Zusammenhang  Personen 
befragt,  die aktiv in  die  Prozessharmonisierung „ihres“ 
Unternehmens  nach  dem  M&A eingebunden  waren.  Die 
befragten  Experten  haten  durchgehend eine federführende 
Position in der Prozessharmonisierung und waren unmitelbar 
in  der  Post-Merger-Integration  beteiligt. Befragt  wurden  12 
Experten  (33%   Geschäftsführer/CEO/COO,  66% 
Qualitätsmanager) aus  den  Branchen  Computer  Software, 
Supplies   &   Services,   Gesundheitsbranche, 
Unternehmensberatung,  Anlagenbau,  Behindertenwerkstäte 
und Mehrbranchendienstleister. 
Für die Transkription wurde das einfache Transkript gewählt, 
da  der  Schwerpunkt auf  den inhaltlichen  Aussagen  des 
Interviewten liegt. Bei Auffäligkeiten oder Emotionen wurde
direkt im Interview  nachgehakt, so  dass  diesbezüglich  keine 
weitere Interpretation  nötig ist.  Die  Auswertung  der 
Experteninterviews erfolgte mit der qualitativen Inhaltsanalyse 
nach Mayring (2015, 2014) [26, 27]. Diese zeichnet sich beim 
methodischen  Umgang  mit sprachlichem  Material  durch 
folgende Ziele aus [26]: 




§ Ziel, Rückschlüsse auf bestimmte Aspekte der
Kommunikation zu ziehen
Die  Fakten aus  den Interviews  werden  verdichtet  und 
Erkenntnisse abgeleitet.  
Die Inhaltsanalyse selbst ist eine  non-reaktive  Methode,  da 
kein  Kontakt zwischen Interviewer  und  Befragten  besteht. 
Somit  können  keine  Verzerrungen auftreten,  da  die  Analyse 
streng  nach einer  methodologischen  Auswertung  durch 
Kategorisierung und Codes erfolgt [28]. 
Die  Erkenntnisse aus  den  verdichteten  Fakten  der Interviews 
waren ein  wesentlicher  Ausgangspunkt für  die  weitere 
Forschung.  
Unter anderem  wurde  die empirische  Forschung  um eine 
quantitative Analyse ergänzt. Ausgehend aus den Ergebnissen 
der qualitativen Analyse wurde ein Fragebogen mit folgendem 
Inhalt entwickelt: 
• Abschnit 1, Fragen 1-6: Hintergrund der
Organisation (Größe, Branche, ..)
• Abschnit 2, Fragen 7-10: Integrationsansatz
(Absorption, Symbiose, Holding, Preservation)
• Abschnit 3, Fragen 11-17: Information über das
Vorgehen während der PH (Harmonisierung auf
Prozessebene, Methoden in den einzelnen Phasen mit
einer Multi-Item-Skala, zu bewertende Aussagen in
einer Likert-Skala) -> unabhängige Variablen
• Abschnit 4, Fragen 18-21: Ergebnisse (zu
bewertende Aussagen in einer Likert-Skala) ->
abhängige Variablen
• Abschnit   5,   Fragen  22-23:   Demographische
Angaben
Der  Fragebogen  wurde  von  91  Teilnehmern  befült,  die 
Erfahrung in  der  PH  nach einem  M&A  mitbrachten.  Die 
Ergebnisse wurden zum Testen von Hypothesen benutzt, dazu 
wurde eine Regressionsanalyse mit SPSS durchgeführt. Auch 
die empirische  Analyse zeigte,  dass es  keine eindeutige 
Methode zur  PH in  der  Praxis  gibt.  Es  wird häufig  der 
„gesunde   Menschenverstand“  eingesetzt,  andererseits 
bestätigte ein Großteil der Experten eine gewisse Hilflosigkeit 
nach einem M&A, die auch zum Scheitern der PMI führte. 
Insgesamt diente die empirische Analyse als Vorbereitung zur 
Entwicklung  des  Artefakts.  Die  Voraussetzungen  und 
Anforderungen für eine erfolgreiche PH  wurden zunächst in 
der  Literatur  geprüft, anschließend in  der  praktischen 
Anwendung.  
V. VORAUSSETZUNGEN ZUR ENTWICKLUNG DES ARTEFAKTS 
A. Qualitätskriterien 
Um  den  Erfolg einer  PH  messen zu  können,  wurden 
Qualitätskriterien   definiert,   die  als  algemeingültige 
Anforderungen aus den Experteninterviews aggregiert und mit 
einschlägiger   Literatur  abgeglichen   wurden.   Die 
Qualitätskriterien  wurden  den  Zielebenen  der Integration  von 
Jansen (2008) zugeordnet, die abhängig von der angestrebten 
Integrationstiefe in strategische,   organisatorische   und 
administrative,  personele,  kulturele,  operative  und externe 
Integration  unterteilt ist  [11]. Insgesamt  wurden  27 
Qualitätskriterien identifiziert.   Die  Qualitätskriterien liefern 
die Grundlage zur Evaluierung des Artefakts. 
Abbildung 2:  Qualitätskriterien
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 zeigt  die  Qualitätskriterien
strukturiert  nach  der  Zielebene  der Integration  und  Kategorie 
sowie deren Beschreibung.  
Abbildung 2: Qualitätskriterien 
B. Phasenmodel 
Das  Phasenmodel  definiert  die  Meilensteine  der  PH. 
Ausgehend   von   unterschiedlichen   Modelen  zur 
Prozessgestaltung  und –optimierung in  der  Literatur sowie 
zwei erfolgreichen   Case  Studys  geschildert in  den 
Experteninterviews  wurden  9  Ansätze identifiziert,  die für 
eine  PH  von  Relevanz sind.  Die  Vorgehensweise  dieser 
Ansätze  wurde abgeglichen, Gemeinsamkeiten identifiziert 
und aggregiert.  Als  Ergebnis  wurden folgende  Phasen 
ermitelt:   Analysephase,   Konzeptionsphase, 
Realisierungsphase und Verifizierungsphase. 
Weiter  unterscheiden  das  PH  Phasenmodel zwischen 
Managementsystem-Ebene  (MS)   und   Prozessebene. 
Unterschiedliche   Verantwortlichkeiten  in   der   PH, 
unterschiedliche  Reifegrade auf  MS-Ebene  und einzelnen 
Porzessen sowie eine  durchgehende strategische  Ausrichtung 
sprechen für  diese  Unterscheidung. Zahlreiche  doppelt 
vorhandene  Prozesse führen zu einer  hohen  Komplexität in 
der PH, die MS-Ebene richtet sich dabei kontinuierlich an den 
strategischen  Vorgaben aus. Abbildung 3:  PH  phase  model 
demonstriert zum einen  die  Phasen  der  PH  und  die  Prozess- 
bzw.  MS-Ebene, zum anderen  wird  der zentrale Inhalt  der 
jeweiligen Phase festgehalten. 
Das  Phasenmodel  definiert  die  Meilensteine  der  PH  und ist 
somit eine  wichtige  Grundlage für  die  Entwicklung  des 
Artefakts.  
Abbildung 3: PH phase model 
C. Industrie 4.0 / Qualität 4.0 
In  den letzten Jahren ist "Industrie 4.0"  von  wachsendem 
Interesse.  Geschäftsprozesse  können  durch  den  Einsatz  von 
standardisierten  unterstützenden IT-Tools  nach einem  M&A 
vereinfacht  werden [29].  Eine  Studie  von  Mendling et al. 
(2016) zeigt eine hohe Bedeutung der Digitalisierung im BPM 
[30].  Es  wird angenommen,  dass  die  PH in  der  PMI  die 
Möglichkeit zur  Modernisierung  mit  unterstützenden IT-
Systemen  bietet  und strategische  Schrite für  die  Zukunft 
einnimmt,  da  die  Prozesse  ohnehin angepasst  bzw.  neu 
entwickelt  werden.  Unterstützende IT-Lösungen erreichen 
mehr  Prozess-Standardisierung  und sind  damit robuster, 
effektiver  und  weniger anfälig für  Fehler – eine  getrennte 
Betrachtung von organisatorischen und technischen Lösungen 
lässt sich im Prozessdesign nicht realisieren [31]. Qualität 4.0 
bedeutet die Integration und Synchronisation von Prozessen in 
der  Produktion  und  Prozesssicherheit  mit  verbundenen 
Maßnahmen zur  Qualitätssicherung [32]. Im  Algemeinen ist 
der   Anschluss   von   Betriebsdaten-  und 
Qualitätsmanagementsystemen zu wenig verbunden. 
Ausgehend von den Experteninterviews wurde untersucht, ob 
Industrie  4.0 bzw.  Qualität  4.0 in  der  Dienstleistungsbranche 
generel eine Role spielt und inwieweit Elemente davon in die 
Gestaltung  der PH einfließen. Darüber  hinaus  wurde eine 
systematische Literaturanalyse mit den Suchwörtern „Industrie 
4.0“  und „Qualität  4.0“ in  deutscher  und englischer  Sprache 
durchgeführt,  um  die  Publikationsfüle zu  diesem  Thema zu 
eruieren.  Das  Ergebnis zeigt,  dass  die  Anzahl  der 
Publikationen von "Industrie 4.0" Artikeln nach einem starken 
Anstieg ab 2012 seit 2015 stagniert und für "Qualität 4.0" nur 
wenige Ergebnisse erzielen.  
Das  Ergebnis  der  Experteninterviews ist eindeutig: für  91% 
hate Industrie  4.0  keine  Bedeutung  während  der  PH  und 
somit Einfluss auf unterstützende IT-Tools hat. 55% der  
konsultierten  Experten  hate  keine Assoziation mit  dem 
Begriff.  Alerdings könnte der Dienstleistungssektor immens 
von  dem  Potential  profitieren,  der  mit cyber-physischen 
Systemen  einhergeht.   Mit  einer  inteligenten 
Informationstechnologie entstehen enorme  Chancen im 
Bereich  Wissensmanagement  und  Risikomanagement  [33] 









Qualitätskriterien Beschreibung der Qualitätskriterien
Steuerung und Koordination
Benennung eines Verantwortlichen für Prozessharmonisierung bzw. 
Harmonisierung des Managementsystems, klare Definition und Kommunikation 
von dessen Aufgaben und Verantwortlichkeiten sowie Eskalationswege, 
Durchführung von Lessons Learned und regelmäßigen Reviews, Beachtung 
betriebswirtschaftlicher Aspekte
Fehlerfreie Prozessdurchführung Definition eines Qualitätssicherungskonzepts, Ausrichtung auf Fehlervermeidung
Kommunikation
Ofene Kommunikation, Transparenz des Projektes Prozessharmonisierung, 
Schafung eines einheitlichen Verständnisses und einheitliches Wording, 
Gesprächsangebote für Mitarbeiter
Gemeinsames Prozessverständnis Konformität der Prozessstrategie mit der Unternehmensstrategie
Gemeinsame Zertifizierung Anwendung der globalen Unternehmensprozesse, Verbundzertifizierung
Integriertes Managementsystem
Ganzheitliche Managementsysteme, Nutzung von Synergieefekten in beiden 
Unternehmensteilen, einheitliche Prozesslandschaft, einheitliches 
Prozesscontroling, einheitliche Qualitätssicherung
Dokumentation Festlegung der Dokumentationstiefe und Dokumentationspflicht, Definition der Prozessarchitektur
Zeitfaktor Ausreichend Zeit für Prozessharmonisierung (Qualität steht über Geschwindigkeit), Testphase vor Rol-Out
Gegenseitiges Verständnis Schafung von Zeitressourcen, Betrachtung und Verständnis der Prozesse beider Unternehmensteile
Planung und Priorisierung Vorgehen nach Projektplan, Priorisierung der zu harmonisierenden Prozesse, Step-by-Step Integration
Commitment der Mitarbeiter  Gelebte Qualitätskultur und gelebte Prozesse durch die Mitarbeiter
Einbezug der Mitarbeiter
Einbeziehung der Mitarbeiter in die Planung und Umsetzung der 
Prozessharmonisierung, Möglichkeit zu Input und Äußerung von Bedenken für die 
Mitarbeiter, unternehmensübergreifende Projektgruppen
Wis
sen Wissensmanagement Etablierung eines Wissensmanagements, gezielte und systematische Schulung der Mitarbeiter, Nutzung flexibler Kapazitäten / Kapazitätenshifts
Unternehmenskulturanalyse Durchführung einer Unternehmenskulturanalyse im Vorfeld der Prozessharmonisierung
Qualitäts- und Unternehmens-
kultur Gemeinsame Qualitätskultur, gemeinsame Qualitätspolitik
Kulturele Zufriedenheit Definierte und gelebte Prozesse, Akzeptanz der Unternehmens- und Prozessstrukturen
Prozess-Befähiger-Kriterien
Prozessaufbau nach den Prozess-Befähiger-Kriterien nach Hammer (2015): 
Process Design, Process Metrics, Process Performers, Process Infrastructure, 
Process Owner
Efiziente Prozesse
Optimierte und schlanke Prozesse, einfache und transparente 
Prozessdurchführung, Sicherstelung der Messbarkeit der Prozesse, 
Durchgängigkeit, Risikomanagement in Prozessen, Prozesstransparenz, 
Übereinstimmmung der festgelegten Process Owner und Verantwortlichkeiten mit 
neuer Aufbauorganisation
IT-Systeme Gemeinsam genutzte IT-Systeme, einheitliche Datenbanken
Best Practices Erhalt der Best Practices, Best-Practice-Transfer
QM-Unterstützung bei 
Implementierung








Vermeidung von Zwangsstandardisierung, Definition der Harmonisierung als 
Summe aus standardisierten Prozessen und individuelen Varianten
Met
ho
dik Methoden Nutzung einheitlicher Methoden, Tools und Techniken für jede Phase des Prozesslebenszyklus
Kundenbestand Erhaltung des Kundenstamms
Kontaktqualität Kommunikationsqualität in Service und Kundenbetreuung 
Erfülung der Kunden-
anforderungen




























































































Entwicklungsfehlern  durch  die  vernetzte  Messbarkeit  von 
Qualitätssicherungssystemen [34]. 
Zusammenfassend lässt sich feststelen,  dass zwar ein 
erhebliches   Potential  für   Dienstleistungsorganisationen 
vorhanden ist, dieses aber in der PH bislang kaum Bedeutung 
hat.  Für  die  Entwicklung  des  Artefakts  wird  dieser  Bereich 
daher  nur  untergeordnet  betrachtet  und  nicht als speziele 
Anforderung aufgenommen.  
D. Hypothesen im Bereich Methode, Capabilities, Akzeptanz 
Der Handlungsbedarf zur PH nach PMI steht außer Frage [35]. 
Die Einstelungen und Verhaltensweise der Stakeholder, deren 
Erwartungen und Sichtweisen sich in der Regel nicht decken, 
spielen in  dieser  Phase  die  größte  Erfolgsrole [36]. 
Organisationsstrukturen  und  Prozessabläufe  müssen so 
definiert  werden,  dass sie  von alen  Mitarbeitern  verstanden 
und  mitgetragen  werden [37], ansonsten ist  das  PH  Projekt 
zum Scheitern verurteilt. So spielt also neben einer geeigneten 
Methode zur  Prozessharmonisierung  die  Akzeptanz eine 
tragende  Role.  Auch  die entsprechenden  Fähigkeiten zur 
Durchführung  des  Projektes  müssen  vorhanden sein, somit 
wurden  die  Capabilities als  drite  Säule identifiziert (siehe 
Abbildung  4:  Prozessharmonisierungs-Triangel). Um  die
notwendigen  Voraussetzungen für eine erfolgreiche  PH in 
dieser  Triangel zu erforschen,  wurden  12  Hypothesen 
aufgestelt strukturiert nach dieser Triangel aufgestelt und im 
Bereich  Methode  und  Capabilities zusätzlich  nach  den  PH 
Phasen  unterteilt.  Der  Test  wurde auf  Basis  der  quantitativen 
Analyse mit Regressionsanalyse durchgeführt.  
Das  Ergebnis im  Bereich  Methodology  bestätigt  bisherige 
Untersuchungen, dass es keine erfolgsversprechende Methode 
zur Prozessharmonisierung gibt. Die befragten Personen gaben 
an, in  welcher  Phase sie  welche  Methode angewendet  haben 
(unabhängige  Variable)  und  die  Zufriedenheit  mit  dem 
Ergebnis in  der jeweiligen  Phase.  Dabei  wurde eine  Serie an 
verbreiteten  Methoden zur  Auswahl  gestelt,  darüber  hinaus 
gab es  die  Option  weitere  Methoden anzugeben.  Die 
statistischen  Ergebnisse zeigen  keinen signifikanten  Wert. Es 
wird daraus geschlossen, dass keine der bekannten Methoden 
punktgenau auf  PH anzuwenden ist  und eine  Methode 
entwickelt werden solte, die exakt auf den Bedarf der PH in 
der PMI zugeschniten ist.  
Abbildung 4: Prozessharmonisierungs-Triangel 
Die  Capabilities zeigen  den  Bedarf einer  Analyse auf 
Prozessebene  und einer  Reifegradbewertung auf  MS-Ebene 
an.  Weiter  bewährt sich  Flexibilität im  Unternehmen,  die 
Kombination aus  Standardisierung auf  MS-Ebene  und 
definierte Varianten auf Prozessebenen führen zu höherem PH 
Erfolg.  Die  Modernisierung  von  Prozessen  mit  Workflows 
und  Automatismen führt ebenfals zu  besseren  Ergebnissen. 
An  dieser  Stele solte  unterstützende IT-Tools  und  ERP-
Systeme  geprüft  werden,  um  ggf. zielführende Industrie  4.0 
Elemente zu implementieren.   Mit einer  gemeinsamen 
Zertifizierung  des  gemergten  MS lässt sich  die  PH 
verifizieren.  
TABELLE 1: HYPOTHESEN IN DER PH TRIANGEL
Bereich  Hypothese Ergebnis 
Metho-
dology 
H1: The results in the particular phases are 
beter if a certain methodology in the phase 






H2: Using process analysis and maturity level 







H3: Organizations that alow a mixture of 
standardized and individual processes achieve 
beter results in the conception phase. 
bestätigt
H4: The modernization of processes lead to 





H5: The chronological introduction correlates 
with the results in the realization phase. abgelehnt 
H6: A clear defined implementation plan 






H7: A common certification leads to beter 
results in the verification phase. bestätigt 
Accep-
tance 
H8: Power struggles of single employees lead 
to a worse employee acceptance. bestätigt
H9: Conflicts of interests lead to a worse 
employee acceptance. bestätigt
H10: Regular information about the PH 
progress increase employee acceptance. bestätigt
H11: A systematic information policy leads to 
a higher employee acceptance. bestätigt
H12: Composing the project team with 
employees of both merged companies leads to 
a higher employee acceptance. 
abgelehnt 
Zur  Erreichung  der  Mitarbeiterakzeptanz führt  neben einer 
regelmäßigen  und systematischen Informationspolitik eine 
frühzeitig klar definierte Struktur zu höherem Erfolg.  
VI. PROMERGE! UND PROMERGETOOL!
Nachdem im  vorherigen  Abschnit  die  Anforderungen zur 
Entwicklung  eines   Artefakts  erörtert   wurden,   wird 
nachfolgend  das entwickelte  Artefakt  namens  ProMerge! 
beschrieben.  
Zunächst wird alerdings  die  Qualität  des  Artefakts anhand 
folgender Ergebnisanforderungen definiert: 
1. Die  Methode zur  Prozessharmonisierung folgt  dem
PH  Phasenmodel, sowohl  die  vier  Phasen, als auch
die MS- und Prozessebene werden berücksichtigt.
2. Die  27  Qualitätskriterien  der  PH  werden in  die  PH
Methode eingebunden.
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3. Die   PH   Methode   berücksichtigt   die   PMI
Integrationsziele nach Jansen (2008).
4. Der  Reifegrad auf  MS-Ebene  wird anhand  der ISO
9001:2015 Anforderungen gemessen.
5. Beide Ebenen werden mit neutralen Faktoren in einer
multidimensionalen  Bewertungsskala  gemessen,  die
die  gemeinsamen  Anforderungen  nach  dem  M&A
berücksichtigt.
ProMerge! wurde nach den Richtlinien des DSR Ansatz nach 
Hevner (2004) entwickelt und stelt ein Procedure Model dar, 
das  das  PH-Phasenmodel  mit  den Integrationszielen  nach 
Jansen (2008)  kombiniert  und  damit in seiner  Struktur  die 
Anforderungen  1  und  3 erfült. Abbildung 5:  Procedure  Model 
ProMerge! zeigt  die  PH-Phasen  mit  den  Phasenzielen auf 
Prozessebene  und  MS-Ebene.  Die  Spalten strukturieren ale 
Aktionen  nach  den Integrationszielen.  Die   Aktionen 
beschreiben  das  Vorgehen zur  PH in  den jeweiligen  Phasen 
und führen die Organisation gezielt an Entscheidungen heran. 
Die  PH  Phasen  kombiniert  mit  den Integrationszielen 
garantieren  eine   ganzheitliche   Betrachtung   und   die 
verschiedenen  Stakeholder.  Die  Aktionen  bauen logisch 
aufeinander auf und jede Phase wird mit einer Präsentation der 
Phasenergebnisse, einem  Review  des  PH  Teams  und einer 
Untersuchung   der   Mitarbeiterakzeptanz  abgeschlossen. 
ProMerge!   berücksichtigt   die   27   Qualitätskriterien 
(Anforderung   2)  sowie   weitere   Erkenntnisse   der 
vorangegangenen  Forschung aus   Literaturanalyse  und 
empirischer Forschung. 
Das referenzierte Tool verweist auf die zweite Dimension der 
PH Methode: ProMergeTool! 
ProMergeTool!   basiert  auf  einem   vergleichenden 
Reifegradmodel für  die  Bewertung auf  MS-Ebene  und auf 
Prozessebene.  Es lenkt  das fusionierte   Unternehmen 
systematisch  durch  die  PH  Phasen.  Da  manchmal  mehr als 
zwei Unternehmen fusioniert werden, ermöglicht das Tool den 
Vergleich  von  bis zu  drei fusionierten  Organisationen. 
Aufgrund  der  Verbreitung  und  der  guten  Zugänglichkeit 
wurde das Tool mit Microsoft Excel erstelt und ist öffentlich 
im Internet zugänglich.  Die  Gestaltung  des  Tools folgt  den 
Schriten zur Entwicklung eines Reifegrades nach de Bruin et 
al. (2005)  mit  den  Schriten  Scope,  Design,  Populate,  Test, 
Deploy,  Maintain  [38].  Die  Schrite  wurden in  der 
Entwicklung  befolgt, einzig „maintain“ ist zum  derzeitigen 
Stand  nicht  möglich,  da  keine  Erfahrungswerte  von 
Unternehmen   vorliegen,   die   ProMergeTool!   bereits 
anwendeten.  
Auf  MS  Ebene erfült  das  Tool  die  Anforderungen  4  und  5, 
die ISO  9001  Kriterien  werden  bewertet  und in einer  5-
dimensionalen  Skala  bewertet.  Unternehmensindividuele 
Komponenten  und  Subkomponenten zur  Bewertung  können 
ergänzt werden. Das Ergebnis in einem Spinnennetzdiagramm 
demonstriert zum einen  den  Reifegrad  der einzelnen 
bewerteten   Komponenten   und   die   Ausprägung   der 
Dimensionen:  Availability, simplicity and speed, robustness 
and stability, efficiency und performance.  
Abbildung 5: Procedure Model ProMerge! 
Auf  Prozessebene folgt  die  Bewertung  den  Prozessbefähiger-
Kriterien  von  Hammer (2015),  die  mit  weiteren  Kriterien 
ergänzt  wurden:  process strategy,  process transparency, 
process  design,  process  performance,  process  organization 
[39] und erfült  Anforderung  5. Dabei  werden  die  paralel 
vorhandenen  Prozesse  verglichen  und ein  Konzept für  das 
weitere Vorgehen erarbeitet. Hinweise sowie Instrumente zur 
Konzeption werden durch das Tool zur Verfügung gestelt.  
Nach Einführung des PH Konzepts eignet sich ProMergeTool! 
als Instrument zur Verifizierung und Messung des PH Erfolgs.  
Mit  der  Evaluierung  des  Artefakts  wird  die  beste alternative 
Lösung in einem iterativen  Prozess  gewählt,  bis ein 
befriedigendes Ausmaß, in dem ein Artefakt seine gewünschte 
Spezifikation erfült, vor seiner Umsetzung erreicht wird [40]. 
Die   Design-Evaluierungsmethode  "beschreibend"   mit 
“informed argument” wurde ausgewählt,  um Informationen 
aus  der  Wissensbasis zu  nutzen [17].  Die identifizierten  27 
Qualitätskriterien für PH stelen somit strenge Anforderungen 
und Informationen aus  der  Wissensbasis  dar,  um ein 
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schaffen  und  die  Ergebnisse  der  bisherigen empirischen 
quantitativen  und  qualitativen  Analyse zu  bestätigen – 
Anforderung   2  ist  erfült.  Mit   dem   positiven 
Auswertungsergebnis stelt  das  Artefakt einen  klaren  Beitrag 
im  PMI- und  BPM-Kontext  dar  und erweitert  den  Stand  der 
Forschung  mit einer innovativen  Kombination eines  PH-
Verfahrens  mit zugehörigem  Tool.  Das  Artefakt löst ein 
identifiziertes   organisatorisches   Problem   und  zeigt 
Qualitätsmerkmale   wie   Praktikabilität,   Funktionalität, 
Volständigkeit, Zuverlässigkeit etc. (vgl. [17]). 
VII.ZUSAMMENFASSUNG UND AUSBLICK
In  diesem  Beitrag  wurde  die  Entwicklung einer  Methode zur 
PH  nach  M&A für  Dienstleistungsorganisationen  dargestelt, 
die  zahlreiche   Aspekte  für  eine  erfolgreiche   PH 
berücksichtigt. Es wurde schritweise das Forschungsvorgehen 
dargestelt,  in   dem  zunächst  eine   Literaturanalyse 
durchgeführt  wurde, anschließend  die  Anforderungen  nach 
und  nach  definiert  und  mit  dem PH Phasenmodel  die 
Meilensteine der PH identifiziert wurden.  
Auf  Grundlage  der  Qualitätskriterien,  dem  Phasenmodel  und 
den  bestätigten  Hypothesen  wurde ein  Artefakt  bestehend aus 
dem  Procedure  Model  ProMerge!  und zugehörigem  Tool 
ProMergeTool!  nach  den   DSR  Richtlinien erarbeitet. 
ProMerge!   verbindet   das   Phasenmodel   mit   den 
Integrationszielen  nach Jansen (2008) [11] und  verweist zur 
praktischen  Anwendung auf  das zugehörige  Tool  namens 
ProMergeTool!.  Dieses  besteht im wesentlichen aus einem 
Reifegradmodel,  das  Organisationen systematisch  durch  die 
verschiedenen  PH  Phasen führt  und auf  Prozess-Ebene  und 
Managementsystem-Ebene einen  Vergleich  von  bis zu  drei 
Unternehmen erlaubt.  Es  wurde  nach  den  Richtlinien zur 
Entwicklung eines  Reifegradmodels  nach  De  Bruin et al. 
(2005) erstelt [38].  Das entwickelte  Artefakt  bietet  durch  die 
Berücksichtigung  der  verschiedenen Integrationsziele einen 
ganzheitlichen  Blick  und  vereinfacht  dadurch  neutrale 
Entscheidungsfindungen,  die im  Rahmen  der  PH  notwendig 
sind. Aus  wissenschaftlicher  Sicht schließt  das  Artefakt eine 
Lücke in  der  Schnitstele  von  BPM,  PMI  und  Change 
Management  und  bildet eine  bedeutende  Voraussetzung für 
eine erfolgreiche Prozessharmonisierung. 
Somit  wurde  das  Forschungsziel – die  Entwicklung einer 
Methode  zur   Prozessharmonisierung  für  fusionierte 
Dienstleistungsunternehmen – erreicht.  Die  Veröffentlichung 
des Artefakts steht zum momentanen Zeitpunkt noch aus.  
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Zusammenfassung— Datenschutz gewinnt zunehmend an 
Bedeutung bei der Entwicklung und Bereitstelung moderner IT-
Lösungen. Neben zukünftigen technischen Herausforderungen 
ergeben sich Fragestelungen wirtschaftlicher, rechtlicher, 
politischer und geselschaftlicher Natur. Neue Technologien 
können hierbei als Ermöglicher von neuen innovativen 
Lösungsansätzen  dienen. Im  Fokus steht  dabei  die 
Dezentralisierung, da die Nutzer eine höhere Verantwortung 
einhergehend mit einer größeren Kontrole innerhalb des 
gesamten Ökosystems übernehmen können. Für eine umfassende 
Betrachtung des Themengebietes, sowie für die Konstruktion von 
Lösungsansätzen ist eine  wissenschaftliche  Betrachtung 
notwendig. Die Umsetzung von Datenschutzaspekten bei einer 
gleichzeitig geringen Komplexität der Anwendung stelt aktuel 
eine Herausforderung dar. Dieser Beitrag widmet sich dieser 
Problemstelung und stelt die gewonnenen Forschungsergebnisse 
in Form von vier Artefakten vor: Model der Organisatorischen 
Dezentralisierung, Anforderungskatalog, Architekturmodel und 
Erweitertes  Architekturmodel.  Weiterhin  findet die 
Hauptevaluation des Architekturmodels in Form eines Proof of 
Concept stat. 
Keywords—Datenschutz; Dezentralisierung; 
Informationssystem; Cloud Computing 
I. EINLEITUNG 
Datenschutz gewinnt zunehmend an Bedeutung bei der 
Entwicklung und Bereitstelung moderner IT-Lösungen. Neben 
zukünftigen technischen Herausforderungen ergeben sich 
Fragestelungen wirtschaftlicher, rechtlicher, politischer und 
geselschaftlicher Natur. Die Wirtschaftsinformatik hat hierbei 
die Aufgabe verschiedene Teilbereiche zu verbinden und 
Lösungen zu generieren, welche das Problem der 
informationelen Selbstbestimmung gezielt adressiert, sowohl 
für private Endnutzer als auch für kleine und mitlere 
Unternehmen (KMU). In diesem Zusammenhang bieten 
dezentrale Systeme eine Möglichkeit den Datenschutz gezielt 
zu steigern, da die Nutzer eine höhere Verantwortung innerhalb 
des gesamten Ökosystems übernehmen müssen. Gleichzeitig 
steigt dadurch aber die Komplexität sowohl der Systeme als 
auch der Anwendbarkeit für den Nutzer. Aufgrund einer immer 
stärkeren Verteilung von Wertschöpfungsprozessen über 
verschiedene Unternehmen, einer immer flexibler und 
schneler  statfindenden   Neuausrichtung  von 
Unternehmenspartnerschaften, aber auch aufgrund einer immer 
intensiveren Integration von Kunden zur gemeinsamen 
Wertschöpfung, nimmt der Bedarf an Dezentralisierung und 
einer technischen und organisatorischen Neuausrichtung von 
Informationssystemen immer stärker zu [1],[2]. Auch aktuele 
informations- und kommunikationstechnische Entwicklungen, 
beispielsweise unter den Schlagwörtern Internet der Dinge [3], 
Cyberphysische Systemen [4], emergente Softwaresysteme [5] 
oder auch Fog Computing [6], fördern eine höhere 
Dezentralisierung von Informationssystemen. In diesem 
Zusammenhang liefern Cloud-Systeme eine infrastrukturele 
Lösung. Sie erlauben durch die Anbindung an das Internet 
sowie durch die Bereitstelung von Software- und 
Integrationslösungen nach dem As-a-Service-Paradigma 
verschiedene  dezentrale   Komponenten  eines 
Informationssystems zu integrieren. Aufgrund der vielfältigen 
Herausforderungen sowie umfangreichen Rahmenbedingungen 
ist eine  wissenschaftliche  Bearbeitung  notwendig. 
Unterschiedliche  Interessensgruppen,  technische 
Lösungsansätze und Lösungsstrategien müssen betrachtet, 
analysiert und verglichen werden, um anschließend die durch 
Anforderungen gestützte Gestaltung eines dezentralen 
Informationssystems zu realisieren. Daraus resultiert die 
übergeordnete design-orientierte Forschungsfrage: Wie muss 
ein Informationssystem (IS) gestaltet sein, welches den Schutz 
und die Kontrole von Datenbeständen in zentralen 
Anwendungssystemen mit dezentraler Datenhaltung ermöglicht 
und welches in seiner Komplexität beherrschbar bleibt? Diese 
Arbeit stelt die Ergebnisse, die durch die Beantwortung der 
Forschungsfrage entstanden sind, dar. Dies beinhaltet als 
Ergebnisartefakte: einen Anforderungskatalog, ein Model zur 
Kategorisierung von organisatorischer Dezentralisierung, ein 
Architekturmodel und ein erweitertes Architekturmodel. Der 
Beitrag ist wie folgt strukturiert: In Abschnit I wird der 
Forschungsrahmen sowie die verwendeten Methoden für die 
entworfenen Artefakte aufgezeigt. Abschnit II stelt das 
Model der organisatorischen Dezentralisierung vor. Ein 
Model  welches entgegen rein technischer  Aspekte 
organisatorische Aspekte in Verbindung mit technischen 
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Möglichkeiten thematisiert. In Abschnit IV wird die Erstelung 
eines  Anforderungskataloges für ein  dezentrales 
Informationssystem  beschrieben,   welcher   gezielt 
Datenschutzaspekte adressiert. Abschnit V zeigt das 
entworfene Architekturmodel. In Abschnit VI wird das 
vorgestelte  Architekturmodel erweitert  mit  dem 
Microservice-Paradigma,  um   Performanz-  und 
Sicherheitsaspekte zu adressieren. In Abschnit VII wird die 
Hauptevaluation des Architekturmodels vorgestelt. Abschnit 
VII zeigt nächste Forschungsschrite auf. Abgeschlossen wird 
der Beitrag mit einer Zusammenfassung und einem Ausblick in 
Abschnit IX. 
II.FORSCHUNGSRAHMEN UND METHODIKEN
Die bei der Forschung verwendete Forschungsmethodik 
basiert auf dem Rahmenwerk Design Science nach Hevner et 
al. [7]. Hierbei handelt es sich um ein Forschungsparadigma, 
welches der Entwicklung von innovativen Artefakten zur 
Lösung von relevanten Problemen aus Wissenschaft und Praxis 
dient. Der Problemlösungsprozess teilt sich ausgehend von 
Hevner et al. [7] in einen Entwurfsprozess und in einen 
Evaluationsprozess (engl.: build and evaluate process) auf. Der 
Entwurfsprozess dient der Entwicklung von Artefakten, um 
ungelöste Probleme zu adressieren. Der Evaluationsprozess 
bewertet anschließend die Nützlichkeit der Artefakte. Für eine 
erfolgreiche Beantwortung der Forschungsfrage wird der 
Ablauf ausgehend von Österle et al. [8] und den Design 
Science Research Cycles (vgl. [9], [10]) ausführlich geplant. 
Für die Analyse wurde eine systematische Literaturanalyse 
nach Denyer [11] sowie ein Systemvergleich bestehend aus 
acht  Lösungskonzepten aus  der  Forschung, um 
Herausforderungen und Ziele zu extrahieren, durchgeführt. 
Darauf aufbauend  wurde ein  Model  Konstruiert 
(Modelierung),   welches   Dezentralisierung  aus 
organisatorischer Sicht betrachtet und ein Anforderungskatalog 
erstelt. In der Übergeordneten Entwurfsphase dienten die 
gewonnen Erkenntnisse der Konstruktion (Modelierung) eines 
Architekturmodels. Ausgebaut wurde dieses in einer zweiten 
Konstruktion (Modelierung), um ein erweitertes 
Architekturmodel mit Hilfe des Microservice-Paradigmas zu 
erstelen. Abschließend fand die übergeordnete Evaluation mit 
Hilfe einer prototypischen Implementierung stat. Diese zeigte, 
dass sämtliche  Anforderungen,  umgesetzt in einem 
Architekturmodel, erfült werden können. Zusammengefasst 
wurden folgende Methodiken verwendet: 




 Prototypische Implementierung (Evaluation)
Nachfolgend wird das Model der organisatorischen 
Dezentralisierung,  der  Anforderungskatalog  und  die 
entworfenen Architekturen vorgestelt. 
III.MODELL DER ORGANISATORISCHEN DEZENTRALISIERUNG
Basierend auf einem Systemvergleich, bestehend aus
Lösungsansätzen aus Forschung und Praxis, können 
verschiedene Organisationsstufen für die Rolenverteilung in 
Bezug auf den Datenschutz in Cloud-(Öko-)Systemen 
abgeleitet werden. Hierbei können die Beteiligten 
verschiedene Rolen als Teilnehmer einnehmen: Bereitsteler 
von Infrastruktur, Nutzer von Infrastruktur oder beides. Von 
besonderer Bedeutung ist hierbei das Vertrauen gegenüber 
anderen Teilnehmern, gerade bei einer hohen Zentralisierung. 
Dies benötigt neue Vertrauenskonzepte und darf nicht 
unabhängig vom Umfeld betrachtet werden. So ist der Staat 
als oberste vertrauenswürdige Instanz, einhergehend mit 
rechtlichen  Rahmenbedingungen, in  die  Betrachtung 
einzubeziehen. Aus  diesen  Erkenntnissen ist ein 
organisatorisches  Model entstanden,  welches ein 
Beziehungsnetzwerk-Model basierend auf der technischen 
Voraussetzung der verschiedenen Akteure darstelt. Durch 
Beteiligte mit unterschiedlichen Anforderungen und Zielen an 
das Netzwerk ergeben sich verschiedenen Ausprägungen einer 
Beziehungskonstelation. Abbildung 1 stelt die verschiedenen 
Formen der organisatorischen Dezentralisierung dar. 
Abb. 1: Model der Organisatorischen Dezentralisierung [12] 
Insgesamt ist das  Model  der  organisatorischen 
Dezentralisierung in fünf Stufen eingeteilt, wobei die erste 
Stufe keine Dezentralisierungsaspekte beinhaltet. Diese Stufe 
entspricht dem derzeit am Markt am stärksten verbreiteten 
Lösungsansatz, bei dem ale Daten der Kunden zentral 
gespeichert werden. Der Übergang zu jeder Stufe stelt eine
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andere   Organisationsstruktur  dar.  Bestehende 
Systemumsetzungen und -ansätze können hierbei genau einer 
Stufe zugeordnet werden. Mit steigender Stufe steigt auch die 
Höhe der Dezentralisierung und gleichzeitig die Komplexität 
bei der Anwendung für den Nutzer. Nachfolgend werden die 
Stufen der organisatorischen Dezentralisierung näher erläutert. 
[12] 
A. Stufe 0: Zentral 
Stufe 0 zeichnet sich durch volständig zentral organisierte 
Anwendungen und Dienstleistungsangebote aus. Dieser Ebene 
können die meisten aktuelen Platformen des Internets 
zugeordnet werden. Dies liegt vor alem daran, dass die 
Leistungsangebotserstelung unabhängig von den Teilnehmern 
erfolgen kann. Damit ist es möglich, ein System einfach und 
ohne Restriktionen umzusetzen. Weiterhin besteht der Vorteil 
für Unternehmen darin, Daten als Wirtschaftsgut innerhalb der 
Anwendung zu halten. Bei diesem Konzept gibt es keine 
Abgabe von Verantwortlichkeiten, Rechten und Pflichten an 
Drite. Die Teilnehmer müssen dem Anbieter volständiges 
Vertrauen entgegenbringen. Dies wird derzeit von vielen 
Leistungsabnehmern kritisiert [13]. 
B. Stufe 1: Dezentrale Daten 
In Stufe 1 erfolgt die erste Dezentralisierung in Form einer 
Externalisierung der Nutzerdaten. Für eine technische 
Umsetzung eignet sich die Cloud Computing-Technologie 
Storage Cloud, die eine einfache Integration von 
Datenbeständen von Nutzern in das System ermöglicht. Der 
zentral agierende Anbieter übernimmt hierbei sowohl die Role 
der vertrauenswürdigen Instanz, als auch das Management der 
Daten, speichert selbst aber keine Daten der Nutzer. Das 
volständige Vertrauen wird partiel aufgelöst und der Nutzer 
übernimmt mehr Rechte und Pflichten. Für ein qualitativ 
hochwertiges Leistungsangebot ist es notwendig, dass die 
Verfügbarkeit von Daten gewährleistet wird.  
C. Stufe 2: Zentrales Management 
Stufe 2 zeichnet sich durch die Auslagerung von 
Anwendungen und Daten zu den Teilnehmern und einem 
zentralen Management aus. Bei vielen Systemen wird für die 
Verbindung der einzelnen Knoten eine zentrale Registry 
verwendet, um die Teilnehmer miteinander zu verbinden. Das 
serviceorientierte Paradigma ist ein typischer Vertreter dieser 
Organisationsform. Weiterhin ist dieses Konzept im World 
Wide Web umgesetzt. Mit sogenannten Domain Name Servern 
werden zentral verwaltete Internetadressen auf Server 
umgeleitet. Hierbei ist zu beachten, dass dem zentralen 
Management ein  hohes  Vertrauen in  Bezug auf 
Identitätsprüfung der Teilnehmer entgegengebracht werden 
muss. 
D. Stufe 3: Dezentrale Knoten 
In Stufe 3 entfält das zentrale Management des Netzwerkes 
und die Teilnehmer müssen sich für eine Zusammenarbeit und 
Interaktion selbst organisieren. Im Bereich der sozialen 
Netzwerke ist Diaspora* [14] ein Vertreter, welcher dieses 
Konzept einsetzt. Hierbei ist zu beachten, dass die eigene 
Verwaltung der Knoten nichtechnikafine Nutzer vor eine 
schwierige Aufgabe stelt. Grundsätzlich folgt dieses Prinzip 
dem Peer-to-Peer-Ansatz. Einige Ansätze verfolgen das Prinzip 
Daten auf die verschiedene Teilnehmer zu verteilen, um eine 
hohe Datenverfügbarkeit zu ereichen. 
E. Stufe 4: Volständig Dezentral 
Die letzte Ebene, Stufe 4, beschreibt eine volständige 
Dezentralisierung aler Komponenten, das heißt, sowohl Daten 
als auch Anwendungen werden getrennt voneinander 
gespeichert bzw. betrieben. Dieses Konzept ist zu finden im 
Bereich Internet der Dinge [3] und beim Fog Computing-
Paradigma [6]. Die Umsetzung dieser Stufe ist derzeit noch 
Gegenstand aktueler Forschung. Interessant ist hierbei, dass 
keinem zentralen Anbieter Vertrauen entgegengebracht werden 
muss, sondern dem gesamten Ökosystem an sich. Hierbei muss 
zukünftig untersucht werden, ob ein solches Konzept ohne ein 
zentrales Management funktionieren kann. 
Jede der beschriebenen Stufen kann mit unterschiedlichen 
Arten der technischen Dezentralisierung umgesetzt und 
betrieben werden. Es handelt sich somit um ein rein 
organisatorisches Model. Zur Evaluation des vorgestelten 
Models wurden Systeme und Konzepte in die jeweilige Stufe 
eingeordnet. Eine Falsifizierung erfolgt bei einer eventuelen 
Nichtzuordnung eines Systems. Im nachfolgenden Abschnit 
erfolgt die Beschreibung von Anforderungen für ein zu 
entwickelndes Architekturmodel. Die Erkenntnisse des 
Models der organisatorischen Dezentralisierung haben einen 
direkten Einfluss auf Teilaspekte des Anforderungskataloges. 
IV.ANFORDERUNGSKATALOG
Neben dem Systemvergleich wurde zur weiteren 
Strukturierung des Forschungsthemas eine systematische 
Literaturecherche durchgeführt und daraus Anforderungen zur 
Gestaltung eines datenschutzgerechten Cloud-Ökosystems 
abgeleitet. Die Literaturecherche wurde in internationalen A+, 
A und B Journals der Wirtschaftsinformatik (z.B. Information 
Systems Research, Management Information Systems 
Quarterly und Journal of Management Information Systems) 
basierend auf dem VHB-Ranking [15] durchgeführt. Nach dem 
methodischen Vorgehen nach Denyer [11] [16] wurde eine 
Schlüsselwortsuche mit dem Kontext Dezentralisierung, 
Informationssysteme und Datenschutz verwandt. Anschließend 
erfolgte eine Auswahl nach Titel und Abstract. Schlussendlich 
wurden durch Extraktion und Synthese Erkenntnisse und 
Vorgaben zur  Gestaltung  von Informationssystemen 
gewonnen. Insgesamt konnten 14 Beiträge mit hohem Bezug 
für das Themengebiet identifiziert werden. Aus diesen 
Beiträgen konnten wiederum 24 Empfehlungen für die 
Konzipierung des Datenschutzes in dezentralen Cloud-
Systemen entnommen werden. Diese Empfehlungen wurden in 
einer inhaltlichen Strukturierung den Bereichen Grundsätzliche 
Systemanforderungen,  Datenschutz,   Vertrauen, 
Beziehungsmanagement und Systementwurf zugeordnet. 
Ergänzt wurden diese Anforderungen um sechs weitere 
Anforderungen,  die aus  den  Erkenntnissen  des 
Systemvergleichs und aus Hinweisen durch die jeweiligen 
Autoren gewonnen wurden. Jede Anforderung wurde nach 
Qualitätskriterien bewertet und angepasst. Diese bestehen nach 
Pohl [17] 
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aus:  Volständigkeit,  Nachvolziehbarkeit, 
Korrektheit, Eindeutigkeit, Verständlichkeit, Konsistenz, 
Überprüfbarkeit, Bewertet, Aktualität und Atomarität. Dadurch 
war es möglich, Unspezifiziertheit zu erkennen und durch 
gezielte  Anpassungen zu  korrigieren. Der erstelte 
Anforderungskatalog besteht insgesamt aus 30 Anforderungen 
(siehe [12]). Der Bereich Grundsätzliche Systemanforderungen 
beschreibt Basisanforderungen für eine zukünftige Konzeption. 
Es zeigte sich, dass eine zentrale Instanz als sogenannte 
„Trusted Party“ einen besonders zielführenden Lösungsansatz 
darstelt [18]. Dadurch erfolgt alerdings eine erste 
Einschränkung bezüglich der Dezentralisierung, da eine für ale 
Beteiligten neutrale und vertrauenswürdige Instanz notwendig 
ist. Weiterhin muss es das Ziel sein möglichst geringe Kosten 
zu realisieren und auf bestehende Angebote des derzeitigen 
Marktes zurückzugreifen. Somit wird durch eine Aufteilung 
der Leistungserbringung und der jeweiligen Spezialisierung der 
Dienstleister ein höherwertiges Gesamtangebot erstelt. Dies 
kann zum Beispiel in Form der externen Speicherung von 
Nutzerdaten geschehen. Dadurch wird ebenfals ereicht, nicht 
notwendigerweise eine alumfassende Neuentwicklung zu 
erstelen. Eine alternative Datenschutzhöhe kann gezielt auf 
verschiedene  Zielgruppen für zukünftige  Teilnehmer 
abgestimmt werden [19], [20]. Durch die Verwendung von 
externen Ressourcen muss sichergestelt werden, dass die 
Verfügbarkeit weitestgehend ereicht werden kann [21]. Der 
Bereich Datenschutz setzt sich gezielt mit Datenschutzaspekten 
und deren Umsetzung innerhalb von Informationssystemen 
auseinander. Grundsätzlich benötigt es eine umfassende 
Datenschutzkontrole einhergehend mit hoher Transparenz und 
Nachvolziehbarkeit für den Nutzer [22]. Ein einfaches 
Rechtemanagement unterstützt den Anwender bei der 
Festlegung von Regeln. Durch eine geringe Komplexität 
können eine bessere Umsetzung und eine Veringerung von 
Fehlentscheidungen positiv beeinflusst werden [23]. Damit 
nicht mehr benötigte Daten gelöscht werden, muss das System 
dieses automatisiert und für den Nutzer nachvolziehbar 
durchführen [24]. Angeheftete Schutzrichtlinien, zum Beispiel 
als Metadaten, helfen bei der Zuordnung und erlauben 
theoretisch einen Transfer in andere Systeme [25]. Heutzutage 
sind viele Daten nicht nur einem Nutzer zuzuordnen, sondern 
bestehen auch aus der Zusammensetzung von verschiedenen 
Bestandteilen. Der sogenannte Co-Datenschutz (Co-Privacy) 
muss daher konzeptionel in einem Informationssystem 
abgebildet und umgesetzt werden können [25]. Der Bereich 
Vertrauen legt nochmals explizit fest, dieses zu zentralisieren. 
Weiterhin wird darauf hingewiesen, Vertrauen bei den 
Nutzern, zum Beispiel durch andere Nutzer, zu erzeugen [26]. 
Ein Beziehungsmanagementkonzept solte hierfür erstelt 
werden. Dieses muss in der Lage sein Beziehungen 
automatisch abzuleiten [25], [27]. Der Bereich Systementwurf 
legt grundsätzliche Anforderungen an das System fest. Hierbei 
sind Feingranularität, Robustheit und Interoperabilität die 
Grundbausteine. Monitoring und Feedback helfen dem Nutzer 
bei der Verwendung des Systems. Die Quelenvielfalt an 
externen Daten steht für die Öfnung des Systems nach außen. 
[21], [25] Mit Hilfe des Models der organisatorischen 
Dezentralisierung  und  des soeben  beschriebenen 
Anforderungskataloges ist es im nächsten Forschungsabschnit, 
dem  Entwurf, möglich  die Konstruktion eines 
Architekturmodels durchzuführen.  
V. ARCHITEKTURMODELL 
Wie bereits in der Einleitung thematisiert ist es algemein in 
der  Forschungsgemeinschaft akzeptiert,  dass  die 
Dezentralisierung das Mitel ist, um den Datenschutz in 
modernen Softwareanwendungen zu gewährleisten. Für die 
Konstruktion eines Lösungsansatzes ist es zunächst notwendig 
eine  Stufe  der  organisatorischen  Dezentralisierung 
auszuwählen. Stufe 1 ist dabei eine Möglichkeit den Anwender 
große Freiheit über Datenschutzaspekte zu ermöglichen und 
gleichzeitig die Komplexität für den Nutzer gering zu halten. 
Das heißt, die Nutzerdaten werden dezentralisiert, die 
Anwendung zentralisiert und von einer vertrauenswürdigen 
Instanz betrieben (Unternehmen, Unternehmensverbund, 
Staatliche Organisation, etc.). Dadurch können die Nutzer ihre 
Daten selbst verwalten. Das System gibt mit Hilfe einer Logik- 
und Präsentationsschicht, Benutzern die Möglichkeit sich 
miteinander zu verbinden und neue Inhalte zu erstelen. Um 
dieses Konzept zu realisieren, kamen die Prinzipien der 
Serviceorientierten Architektur (SOA) [28] zum Einsatz. In 
einer SOA ist das zentrale Element das Dienstregister. Die 
Registrierung wird von den Anbietern verwendet, um ihre 
Dienste zu veröfentlichen und Informationen über diese 
bereitzustelen. Die Verbraucher können die Registrierung 
durchsuchen, um Dienstleistungen zu finden welche ihre 
Bedürfnisse umsetzen. Anschließend können die Verbraucher 
die identifizierten Dienste nutzen. Bei dem vorliegenden 
Entwurf wird das SOA-Paradigma als Entwurfsmuster 
verwendet und abgewandelt von Diensten hin zu Daten. Das 
heißt, die Nutzer erstelen Daten und stelen diese anderen 
Nutzern bereit. So werden die Benutzer sowohl zum 
Dienstanbieter als auch zum Dienstabnehmer. Abbildung 2 
zeigt das Model als grafische Repräsentation. 
Abb. 2: Decentral Cloud Network-Architekturmodel [29]
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Das so  konstruierte Decentral  Cloud  Network-
Architekturmodel besteht aus drei Komponenten: Portal, 
Nutzerverzeichnis und Verbinder. Das Portal stelt dem 
Benutzer eine Schnitstele zum Netzwerk zur Verfügung. Es 
hilft ihm bei der Erstelung, Aktualisierung und Löschung von 
Daten. Das Nutzerverzeichnis stelt einen Datenspeicher für 
administrative Daten dar, der benötigt wird, um Informationen 
über den Speicherort (Storage Cloud) der Benutzer zu 
hinterlegen. Der Verbinder hat die Aufgabe die Storage Cloud 
der Benutzer zu integrieren und den Zugrif auf die darin 
gespeicherten Daten zu ermöglichen. Nachfolgend werden die 
Komponenten Portal, Nutzerverzeichnis und Verbinder näher 
beschrieben. Zusätzlich wird die Ökosystemkomponente 
Storage Clouds thematisiert. 
A. Portal 
Die Portal-Komponente ermöglicht den Zugrif auf das 
Gesamtsystem durch die Bereitstelung von Schnitstelen, die 
über Webbrowser oder mobile Anwendungen zugänglich sind. 
Es verwaltet die Darstelung von Benutzerdaten und bietet 
Zugrif auf grundlegende Dienste innerhalb des Netzwerkes. 
Benutzer können sich im Netzwerk anmelden und durch das 
Portal mit anderen  Anwendern  interagieren  und 
kommunizieren sowie Inhalte verwalten. Das Portal selbst ist 
eine separate Anwendung, die aus drei Schichten besteht. Die 
Benutzerschnitstele ist für  die  Datenrepräsentation 
verantwortlich. Die Logikschicht verarbeitet die Daten für eine 
qualitativ  hochwertige  Repräsentation.  Schließlich 
kommuniziert die Datenzugrifsschicht mit dem Verbinder und 
dem Nutzerverzeichnis. Daten, die vom Benutzer hinzugefügt 
werden, werden hier angereichert um Zusatzinformationen und 
für die Speicherung auf der Cloud der Benutzer vorbereitet. 
B. Nutzerverzeichnis 
Aufgabe des Nutzerverzeichnisses ist die Speicherung von 
Registrierungs- und Administrationsdaten der Benutzer. Bei 
der Registrierung werden die Benutzer mit einer eindeutigen 
ID und einem Authentifizierungsschlüssel versehen. Dieses 
Vorgehen dient zur Sicherung der Kommunikation der 
Komponenten, ohne sich auf das Benutzerpasswort zu 
verlassen. Um die Sicherheit zu erhöhen, wird der 
Authentifizierungsschlüssel in regelmäßigen  Abständen 
geändert. Das Verzeichnis enthält darüber hinaus die 
Zugrifsdaten der Nutzer für deren jeweilige Storage Clouds. 
Dadurch ist es dem Verbinder möglich Daten zu erstelen, zu 
lesen und zu löschen. 
C. Verbinder 
Der Verbinder realisiert den Zugrif auf die externen 
Storage Clouds der Anwender. Er beinhaltet unterschiedliche 
Adapter, die den Zugrif auf verschiedene Storage Cloud-
Systeme ermöglichen. Dazu gehören spezialisierte APIs sowie 
die WebDAV-Schnitstele für die Datenübertragung. Der 
Verbinder ist eine statische Komponente und speichert 
keinerlei Daten. Bei der Integration von Daten in das Netzwerk 
kann er notwendige Vorverarbeitungsschrite durchführen, wie 
etwa Ver-/Entschlüsselung oder Zusammenfassung von Daten. 
Weiterhin setzt er das Rechtemanagement um und erlaubt die 
Weitergabe von Daten nur für Anwender, welche die 
entsprechenden Zugrifsrechte besitzen. 
D. Storage Cloud 
Der Einsatz des Storage-as-a-Service-Paradigmas (StaaS) 
in Form von Storage Clouds gibt die Kontrole über 
Benutzerdaten in die Hände der Nutzer. Das heißt, die 
Anwender können nun selbst entscheiden wo ihre Daten 
gespeichert werden. Wie bereits beim Model der 
organisatorischen Dezentralisierung beschrieben steigt hierbei 
die Komplexität für den Nutzer bei der Anwendung. Den 
technischen Herausforderungen, deren sich nicht-technikafine 
Anwender ausgesetzt sehen, wird mit unterschiedlichen Arten 
von Storage Clouds bzw. Dienstleistungen begegnet. Dem 
Benutzer wird hierbei die Wahl gelassen, für welche 
Komplexität, Höhe an Datenschutz und Kosten er sich 
entscheidet. 
Im  nächsten  Abschnit  wird  das  bestehende 
Architekturmodel erweitert mit Hilfe des Microservice-
Paradigmas, um Performanz- und Sicherheitsaspekte zu 
adressieren. 
VI.ERWEITERTES ARCHITEKTURMODELL
Das im  vorangegangen  Abschnit  vorgestelte 
Architekturmodel bildet die Grundlage für die Erweiterung der 
Architektur. Unter Verwendung der Container- und Cluster-
Technologie wird für ale drei Komponenten der Architektur 
(Portal, Verbinder und Nutzerverzeichnis) das Microservice-
Paradigma umgesetzt. Hierbei werden die jeweiligen Stärken 
der Technologie verwendet, um einen Mehrwert für die 
Gesamtarchitektur zu realisieren. Insgesamt besteht das Ziel 
darin eine Verbesserung bzw. Erweiterung des Konzeptes zu 
ereichen. Im Fokus stehen hierbei Skalierungs-, Performanz- 
und Sicherheitsaspekte. Diese Zielstelung ergibt sich aus der 
Erkenntnis, dass die vorgestelte Architektur eine hohe Zahl an 
Abfragen und Zugrifen realisieren muss und sich daraus eine 
hohe Rechenlast ergibt. Im Spezielen werden die Bereiche 
Storage Clouds, Endgeräte und die Datenbank des 
Nutzerverzeichnisses adressiert. Im Bereich Storage Clouds 
geht es dabei um die Verbesserung des Zugrifes auf die 
externen Datenquelen. Microservices werden eingesetzt für 
verschiedene Zugrifsarten auf Storage Clouds und als 
Möglichkeit der einfachen Skalierung, damit eine Vielzahl an 
Services für eine Vielzahl an Clouds zur Verfügung steht. Das 
Ziel im Bereich Endgeräte ist die Anbindung einer Vielzahl an 
Eingabegeräten mit unterschiedlichen Eigenschaften. Auch für 
die Darstelung der Inhalte für verschiedene Nutzer und deren 
heterogene Endgeräte werden jeweils Microservices eingesetzt. 
Im Bereich Nutzerverzeichnis ist die Erhöhung der Sicherheit 
ausschlaggebend. Für eine gesteigerte Sicherheit wird die 
Datenbank des Nutzerverzeichnisses durch eine Schicht aus 
Mircoservices geschützt, welche nicht die kompleten Daten 
der Datenbank enthalten. Die grundsätzliche Funktionsweise 
des Netzwerkes wird durch die konzeptionelen Eingrife nicht 
verändert. Abbildung 3 zeigt die Erweiterung der Architektur 
bei jeder Komponente des Netzwerkes. Nachfolgend werden 




Abb. 3: Erweitertes Architekturmodel  
A. Erweitetes Portal 
Die Aufgabe des Portals ist die Darstelung von 
bestehenden Informationen und Daten für die Anwender. 
Grundsätzlich wird eine Vorlage für jede Art von 
Betriebssystem und Gerätetyp bereitgestelt, welche als Basis 
für die spezifischen Versionen dient. Daraus werden 
Unterversionen abgeleitet für Versionen an Betriebssystemen. 
Weiterhin gibt es eine Standardversion, fals keine spezifische 
Version gefunden werden kann. Ein Gateway bzw. Load 
Balancer  verteilt  die  Anfragen an  die jeweiligen 
verantwortlichen Container. Bei einer hohen Nutzungsfrequenz 
eines Typs wird dieser als Instanz dupliziert. Es ist weiterhin 
vorstelbar, dass für jeden Nutzer ein eigener Microservice 
gestartet wird, welcher ale Session-Daten enthält und nach der 
Verwendung gelöscht wird. Dies würde zusätzlich den 
Datenschutz positiv beeinflussen. Abbildung 4 zeigt die 
angepasste Architektur für die Portal-Komponente. 
B. Erweitetes Nutzerverzeichnis 
Das Ziel dieser angepassten Architektur ist, neben einer 
Steigerung der Sicherheit, eine einfache Skalierung der 
verwendeten Container nach Bedarf basierend auf der 
Frequenz an Zugrifen. Ale Container halten dabei dieselben 
Daten der aktuel aktiven Nutzer des Netzwerkes. Daten, auf 
die für eine zuvor festgelegte Zeit nicht mehr zugegrifen 
wurde, werden paralel aus alen Containern entfernt. Denkbar 
ist ebenfals, Gruppen an Containern zu bilden welche die 
gleichen Daten halten, zum Beispiel kategorisiert nach Ländern 
und Regionen. Zu keiner Zeit sind somit ale Daten der 
Datenbank innerhalb des Netzwerkes verfügbar. Nur die 
Datenbank-Container haben das Recht auf die Datenbank des 
Nutzerverzeichnisses direkt zuzugreifen. Ein Status-Container 
überwacht dabei den Inhalt aler Container. Dieser weist die 
Container an, Daten zu löschen fals diese nicht mehr benötigt 
werden. Weiterhin sorgt er dafür, dass ale Container jederzeit 
den selben Datenbestand aufweisen. Werden Daten für den 
Betrieb des Netzwerkes benötigt, erfolgt die Anfrage direkt an 
einen der zur Verfügung stehenden Container. Ein Gateway 
bzw. Load Balancer sorgt für eine gleichmäßige Verteilung der 
Anfragen. Sind die angefragten Daten vorhanden werden diese 
übertragen. Sind Daten nicht vorhanden werden diese aus der 
Datenbank des Nutzerverzeichnisses geladen. Zusätzlich 
erfolgt eine Information an den Status-Container, damit dieser 
ale anderen Container anweist ebenfals diese Daten zu laden. 
Abbildung 5 zeigt die angepasste Teilarchitektur für das 
Nutzerverzeichnis. 
C. Erweiteter Verbinder 
Beim Verbinder werden verschiedene Microservices 
verwendet, um die verschiedenen Storage Clouds zu 
adressieren.  Die  Verbinder-Komponente  dient als 
grundlegende Struktur und kann im softwaretechnischen Sinn 
als Vorlage betrachtet werden. Darauf aufbauend wird für 
verschiedene Zugrifsarten, unter anderem WebDAV und 
OAuth, eine spezialisierte Anwendung entwickelt. Das stetige 
Voranschreiten softwaretechnischer Produkte aus funktionalen 
und fehlerbehebenden Gründen sorgt nicht nur für eine 
Variantenvielfalt der Technologien, sondern auch der 
Softwareversionen. Da die Aktualisierung der Software durch 
die Nutzer teilweise nicht durchgeführt wird oder durchgeführt 
werden kann, besteht die Aufgabe darin, sehr viele Varianten 
zu entwickeln und anzubieten. Eine spezialisierte Anwendung 
greift die grundlegenden Verfahren auf und prägt Versionen für 
die verschiedenen Arten aus. Im Fokus stehen hierbei die 
Verfahren: WebDAV, OAuth/OAuth2, OpenIDConnect und 
weitere spezialisierte APIs. Abbildung 6 zeigt die angepasste 
Architektur für die Verbinder-Komponente. 
Abb. 4: Erweiterung der Architektur für GUI 
Abb. 5: Erweiterung Architektur für Nutzerverzeichnis
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Abb. 6: Erweiterung Architektur für Storage Cloud-Zugrif 
Im nächsten Abschnit wird die Evaluation des Decentral 
Cloud  Network-Architekturmodel in  Form einer 
prototypischen Implementierung vorgestelt. 
VII.EVALUATION
Der  Proof  of  Concept  belegt  die  praktische 
Durchführbarkeit eines Vorhabens (Machbarkeitsnachweis). 
Dies kann erreicht werden durch die Entwicklung eines 
Prototypens, welcher ale benötigten Kernfunktionalitäten 
beinhaltet. Ziele dieses Vorgehens sind die Risikominimierung 
für Entscheidungsgrundlagen, die Validierung kritischer 
Anforderungen an die Anwendung und ein Akzeptanztest der 
Anwendung in Zusammenarbeit mit Herstelern und Partnern. 
(vgl. [30]) In Bezug auf diese Arbeit wird dieser Nachweis 
durch einen Softwareprototypen erreicht, welcher die 
technische Machbarkeit isoliert betrachtet. Da es sich bei dem 
vorgestelten Architekturmodel um ein grundlegendes Model 
für verschiedene Anwendungsbereiche und Domänen handelt, 
wurde zunächst ein Szenario definiert und ausgeprägt. Da die 
Forschung rund um Datenschutz, Dezentralisierung und 
Informationssysteme den Fokus auf soziale Netzwerke legt, 
wurde ebenfals der zu entwickeltende Prototyp im Bereich der 
onlinebasierten sozialen Netzwerke festgelegt. Zu erwähnen ist 
hierbei, dass nicht ale Funktionalitäten umgesetzt werden, 
sondern eben solche, die sich eignen die grundlegende 
Funktionsweise abzudecken sowie die Anforderungen zu 
adressieren. Hierfür wurden variable Konzeptelemente 
ausgeprägt (XML, JSON, Java, REST). Im Mitelpunkt stand 
hierbei die WebDAV-Schnitstele. Integriert wurden drei 
verschiedene Storage Clouds: ownCloud, NextCloud und 
MagentaCloud. Dadurch konnte eine eigene Infrastruktur, eine 
firmenähnliche Infrastruktur und die Infrastruktur eines großen 
Dienstleisters adressiert werden. Das Speicherformat für 
Hinterlegung von Daten bei den Nutzern ist das XML-Format, 
für die interne Kommunikation kam das JSON-Format zum 
Einsatz. Mit Hilfe des Java Spring Framework wurde ein 
kompletes Portal entwickelt. Für die Speicherung von 
Administrationsdaten  wurde die MySQL-Datenbank 
verwendet. Umgesetzt wurde ein Beitragsmanagement, Chat-
System und Newsfeed.  Weiterhin  wurde ein 
Aggregationssystem sowie Verifizierungssystem integriert. 
Das Rechtemanagement wurde mit Hilfe angehefteter 
Datenschutzrichtlinien und einem 6-stufigen Vertrauensmodel 
realisiert, welches Privacy by Design und Privacy by Default 
implementiert. Es konnte gezeigt werden, dass die entworfene 
Architektur softwaretechnisch realisierbar ist. 
VIII. ZUKÜNFTIGE FORSCHUNG
Nachdem die erstelte Architektur entwickelt und getestet 
wurde ist eine Betrachtung der Zielumwelt bzw. des Ziel-
Ökosystems notwendig. Die zukünftige Forschung muss 
untersuchen in wie weit sich die Lösung in den Markt 
integrieren lässt, um einer möglichst hohen Zahl an Anwendern 
diesen Lösungsansatz zu bieten. Im Fokus stehen hierbei die 
Storage Clouds der Nutzer. Die prototypische Umsetzung des 
Architekturmodels hat gezeigt, dass sehr viele Anfragen in 
kurzen Zeitabständen an die Storage Clouds der Nutzer gestelt 
werden. Hierbei ist zu vermuten, dass nicht jede Infrastruktur 
geeignet ist, die notwendigen Ressourcen zur Verfügung zu 
stelen um einen praktikablen Einsatz zu gewährleisten. Erste 
Untersuchungen haben gezeigt, dass kommerziele Anbieter 
(Telekom   MagentaCloud)   und   performante 
Unternehmensinfrastrukturen (WIFA-Cloud) geeignet sind das 
entworfenen Konzept einzusetzen. Grundsätzlich ist es daher 
zielführend einen Storage Cloud Score einzuführen, welcher 
aufzeigt, ob eine Cloud-Infrastruktur für die Umsetzung des 
Lösungskonzeptes  geeignet  ist.  Bestehende 
Performanzmessungen testen Infrastrukturen derzeit auf 
einmalige hochvolumige Zugrife, nicht aber das Verhalten bei 
vielen kurzfristigen Anfragen. Penetrationstests sind das Mitel 
der Wahl für die Extraktion grundsätzlicher Kennzahlen. 
Darauf basierend werden gewichtete Leistungskennzahlen 
definiert und in einer aggregierten Gesamtzahl vereint (Storage 
Cloud Score). 
Abbildung 7 zeigt die Ergebnisse eines Penetrationstestes, 
welcher auf einer eigenen ownCloud innerhalb der Universität 
Leipzig WIFA-Cloud-Infrastruktur durchgeführt wurde. Es ist 
zu erkennen, dass sich bei einer Verringerung der Pausenzeiten 
zwischen einer Abfrage die Antwortzeiten linear erhöhen. 
Hierbei muss zusätzlich erwähnt werden, dass es ich nicht um 
ein isoliertes Experiment handelt, da direkt eine bestehende 
Infrastruktur verwendet wurde. Dennoch lässt sich daraus eine 
Grundaussage bezüglich des Performanzverhaltens trefen: Je 
geringer die Pausenzeiten von Abfragen sind, desto länger 
benötigt die Storage Cloud um zu antworten. Dies gilt bei 
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Abb. 7: Penetrationstest mit eigener ownCloud innerhalb der Universität 
Leipzig WIFA-Cloud-Infrastruktur (Antwortzeit in Milisekunden) 
Aus den gewonnen Daten wurde eine erste Funktion 
entwickelt (1), welche die Berechnung auf zwei Variablen 
















1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
 
Abb. 8: Trendlinien für die ermitelten Zugrifswerte der ownCloud 
(Antwortzeit in Milisekunden) 
Daraus lässt sich schließen, dass die durchschnitliche 
minimale  Antwortzeit (hier: 110  ms) und der 
Leistungsabfalindikator (hier: -15,84 ln(Pausenzeit) + 58,812), 
die primären Schlüsselfaktoren für einen Vergleichswert 
darstelen. Die gewonnenen Ergebnisse geben einen ersten 
Hinweis auf das Verhalten von Storage Clouds unter realen 
Einsatzbedingungen  des  Lösungskonzeptes.  Weitere 
Infrastrukturen müssen getestet werden, um einen Storage 
Cloud Score zu erstelen.  
IX.ZUSAMMENFASSUNG UND AUSBLICK
Diese Arbeit zeigte die Forschungsergebnisse und 
Evaluation der  Konstruktion eines  dezentralen 
Informationssystems mit dem Namen Decentral Cloud 
Network. Vier Artefakte ermöglichten eine fundierte 
Beantwortung der design-orientierten Forschungsfrage: Model 
der organisatorischen Dezentralisierung, Anforderungskatalog 
Architekturmodel und erweitertes Architekturmodel. Durch 
die Verwendung des Design Science Framework konnten 
sowohl Interessen aus der Forschung als auch aus der Praxis 
adressiert werden. Damit trägt das vorgestelte Lösungskonzept 
zur Erweiterung der Wissensbasis im Bereich Datenschutz und 
dezentraler Systeme bei. Die zukünftige Forschung hat die 
Aufgabe den vorgestelten Lösungsansatz in die aktuele 
Umwelt zu integrieren und einen Transformationsprozess 
voranzutreiben, welcher den Datenschutz für KMU und 
Privatpersonen erhöht. Der Autor versteht sich als Teil der 
Bewegung der Europäischen Datensouveränität und strebt 
einen   geordneten   Transformationsprozess  zur 
Informationsgeselschaft unter den Rahmenbedingungen des 
Grundrechtes und der europäischen Menschenrechtskonvention 
an. Die Unanfechtbarkeit der Alternativlosigkeit ist nicht 
akzeptabel und aktuele Ansätze aus der Forschung lösen 
diesen Konflikt auf. 
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Die Anzahl der im Internet durchgeführten geschäftlichen 
Transaktionen wächst rasant an. Dies ist mit einem großen 
Angebot an Online-Shops verbunden, bei welchen immer größere 
Mengen an personenbezogene Daten erhoben werden. Wie diese 
gespeicherten Daten verarbeitet werden, ist in den jeweiligen Da-
tenschutzbestimmungen festgehalten, welche jedoch selten 
gänzlich vom Nutzer wahrgenommen werden. Dies kann dazu 
führen, dass die personenbezogenen Daten für Zwecke verwendet 
werden, den ein Nutzer bei expliziter Kenntnis nicht zugestimmt 
häte. Aus diesem Grund beschäftigt sich der Beitrag mit 
grundlegenden   Arbeiten  zur   Einführung  eines 
Datenschutzmodels, das durch eine Umsetzung den Benutzer 
beim Online-Einkauf datenschutztechnisch unterstützen sol. Im 
Rahmen des Beitrages wird zunächst in die beschriebene 
Problemstelung eingeführt und die im Dissertationsvorhaben 
eingesetzte Forschungsmethodik erläutert. Anschließend werden 
der Stand der Wissenschaft und Technik zum Thema Datenschutz 
und E-Commerce dargestelt und der aktuele Stand aus einer 
andauernden  Untersuchungsreihe  vorgestelt.  Diese 
Untersuchungsreihe sol zukünftig als Grundlage für die 
Konzeption des Datenschutzmodels verwendet werden. 
Keywords:  Datenschutz,  Privacy,  E-Commerce, 
Datenschutzarchitektur, Datenschutzmodel 
I.  EINLEITUNG 
Mit der herausragenden Efizienz, dem algemeinen Erfolg 
und der hohen Verfügbarkeit ist das Angebot von 
Dienstleistungen ein fundamentaler Teil des Internets geworden. 
Insbesondere auf digitale Dienstleistungen wie beispielsweise 
soziale Netzwerke, Buchungsportale oder den E-Commerce 
kann auf direktem Wege zugegrifen werden. Die Anzahl der 
Online-Käufer im B2C-E-Commerce in Deutschland wuchs laut 
einer Studie des Statistischen Bundesamtes [1] in den Jahren 
2007 bis 2015 von 33,5 Mio. auf 47 Mio. Eine weitere Statistik 
[2] zeigt den Wachstum des Umsatzes im B2C-E-Commerce in 
Deutschland in den Jahren 1999 bis 2016 sowie eine Prognose 
für das Jahr 2017. Demnach betrug der Umsatz im E-Commerce 
in Deutschland im Jahr 1999 1,1 Miliarden Euro und stieg 
kontinuierlich bis zum Jahr 2016 auf 44,2 Miliarden Euro an. 
Für das Jahr 2017 wird ein Umsatz in Höhe von 48,7 Miliarden 
Euro prognostiziert. Mit dem immer mehr wachsenden B2C 
Online-Handel geht ein hoher Grad des Datenverkehrs einher, 
welcher bei jedem Kauf personenbezogene Daten beinhaltet.  
Besondere Bedeutung gewinnt im B2C-E-Commerce der 
Datenschutz, welcher die personenbezogenen Daten von 
Kunden vor der unrechtmäßigen Nutzung, Weitergabe oder 
Speicherung schützen sol. Um die Nutzer über den 
angewandten Rahmen des Datenschutzes der eigenen 
Dienstleistungen zu informieren, hat jeder Anbieter eine eigene 
Form der Datenschutzerklärung verfasst, welcher der Nutzer zur 
Nutzung der Dienstleistung zwingend zustimmen muss. Zur 
Standardisierung des Datenschutzes wurde innerhalb der EU 
1995 die Richtlinie 95/46/EG des europäischen Parlaments und 
des Rates zum Schutz natürlicher Personen bei der Verarbeitung 
personenbezogener Daten und zum freien Datenverkehr 
festgesetzt. Die Neufassung dieses Gesetzes wurde 2016 unter 
dem Namen General Data Protection Regulation (GDPR) 
verabschiedet, welche ab dem 25. Mai 2018 in Kraft trit. In 
Deutschland wird die bisherige Fassung durch das 
Bundesdatenschutzgesetz in seiner Neufassung von 2003 
umgesetzt. 
Für  Dienstleister ist  Privacy im  Kontext  von 
Regelkonformität und Geschäftsrisiko essentiel und dennoch 
verhalten sich viele Dienstleister von Internet-Diensten 
unterschiedlich in der Formulierung und dem Umfang ihrer 
Datenschutzerklärungen. Die Datenschutzerklärung klärt dabei 
Nutzer über die Art, den Umfang und Zwecke der Erhebung und 
Verwendung personenbezogener Daten durch den Dienstleister 
auf. Die Unterichtung über diese Erklärung ist bei der 
erstmaligen Datenerhebung durchzuführen. Diese Erklärungen 
varieren jedoch von wenigen Zeilen bis zu umfangreichen 
Webseiten und sind zudem nicht einheitlich gestaltet. Durch die 
viel zu langen und unverständlichen Texte in den 
Datenschutzbestimmungen stimmen die meisten Nutzer diesen 
in den häufigsten Fälen blind zu. Dies wird anhand der im Jahr 
2015 durch die Symantec durchgeführten Umfrage „Lesen Sie 
die Kaufbedingungen und Datenschutzbedingungen vor einem 
Online-Einkauf?“ [3] verdeutlicht. Bei der Umfrage wurden 
7.000 Personen in Europa befragt, ob sie vor dem Online-
Einkauf die Datenschutzbestimmungen durchlesen. Dies tun in 
Deutschland 23% der befragten Personen. Der Durchschnit der 
befragten  Personen,   die  in   Europa   die 
Datenschutzbestimmungen vor einem Online-Einkauf lesen, 
beträgt 25%. 
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Um mehr Personen dazu zu bewegen, die 
Datenschutzbestimmungen  zu  lesen  und  die 
Benutzerfreundlichkeit  trotz   Beachtung   der 
Datenschutzerklärung des jeweiligen Dienstleisters zu erhalten, 
benötigt es einerseits einer Vereinfachung, Vereinheitlichung 
und  Verkürzung  der  Datenschutzbestimmungen [4], 
andererseits benötigt es einen  Automatismus.  Der 
Automatismus erkennt genannte Erklärung einer Webseite 
(Online-Shop) automatisch, identifiziert das Verhalten des 
Dienstleisters und spricht dem Nutzer auf Basis seiner 
eingestelten Präferenzen eine Empfehlung aus. Zusätzlich 
erfolgt eine regelmäßige Überprüfung der Erklärungen der in 
Anspruch genommen Dienstleister und der Nutzer wird bei 
jeglichen Änderungen kontaktiert. 
Um einen solchen Automatismus zu entwickeln, muss ein 
Datenschutzmodel konzipiert werden, in dem mögliche Inhalte 
aus gängigen Datenschutzbestimmungen abgebildet sind. Aus 
diesem Grund setzt sich diese Dissertation zum Ziel ein Konzept 
eines Datenschutzmodels im  E-Commerce für ein 
automatisiertes Datenschutzsystem zu entwickeln und zu 
evaluieren. Die Betrachtung des Datenschutzes erfolgt dabei 
innerhalb von Deutschland. Um das gesetzte Ziel strukturiert 
ereichen zu können, muss die folgende Hauptforschungsfrage 
(HF) und die untergliederten Unterforschungsfragen (UFF) 
beantwortet werden: 
HFF Wie kann ein Datenschutzmodel für den 
B2C-E-Commerce gestaltet werden, um 
einen Automatismus zur Erkennung und 
Auswertung von Datenschutzbestimmungen 
zu konzipieren? 
UFF1 Welche Datenschutzeigenschaften des B2C-
E-Commerce müssen für die Konzeption 
des  Datenschutzmodels  betrachtet 
werden? 
UFF2 Wie kann ein Datenschutzmodel aus den 
identifizierten  Datenschutzeigenschaften 
aufgebaut werden um dieses für die 
Konzeption und Umsetzung eines Prototyps 
zu verwenden? 
UFF3 Wie kann eine automatische Erkennung und 
Bewertung von Datenschutzerklärungen 
konzipiert werden? 
Da  die  Unterforschungsfragen  Bestandteil  der 
Hauptforschungsfrage sind und zudem aufeinander aufbauen, 
werden bei der weiteren Bearbeitung der Dissertation noch 
weitere Unterforschungsfragen entwickelt. 
II. FORSCHUNGSMETHODIK
Die Dissertation richtet sich an dem gestaltungsorientierten 
Forschungsansatz des Design Science Research (DSR) 
Prozessmodels [5] und nutzt dieses als methodischen Rahmen. 
Das  DSR  beschreibt einen  konstruktions- und 
gestaltungsorientierten Ansatz und verfolgt das Ereichen 
beschriebener Ziele mithilfe der Gestaltung anwendbarer und 
nutzenstiftender Artefakte [6, 7]. Diese Artefakte basieren auf 
den vier fundamentalen Artefakt-Typen Konstrukt, Model, 
Methode und Instanz [8]. Der Gestaltungsprozess wird unterteilt 
in die Problemidentifikation, Zieldefinition der Lösung, 
Gestaltung des Artefaktes, Demonstration und Evaluation sowie 
iterative Anpassung mit erneuter Evaluation [9]. Durch die 
Evaluation eines Artefaktes wird die Realisierung von 
Erkenntnis- und Gestaltungszielen überprüft [8]. 
Die  vorgestelten  Artefakte  werden  nach  der 
gestaltungsorientierten Wirtschaftsinformatik gestaltet, welche 
als Ziel innovative Gestaltung von Informationssystemen hat 
[10]. In dieser Dissertation wird nicht ein bereits bestehendes 
System  untersucht, sondern  die  Konzeption eines 
Datenschutzmodels und dessen Umsetzung als Prototyp 
angestrebt. Das Ergebnis der Dissertation richtet sich an Nutzer 
(Bürger) im B2C-E-Commerce und auch an Wissenschaftler, 
die das Ergebnis für weitere Forschungsarbeiten als Grundlage 
verwenden können. Der Hauptergebnistyp ist eine prototypische 
Umsetzung des konzipierten Datenschutzmodels im B2C-E-
Commerce, der auf der Grundlage weiterer Konzepte in Form 
von spezifischen Modelen und Architekturen entwickelt wird. 
In Abbildung 1 findet sich der Forschungsrahmen, an dem sich 
die Vorgehensweise der Dissertation orientiert. Der Prozess der 
gestaltungsorientierten Wirtschaftsinformatik besteht aus den 
grundlegenden vier Phasen Analyse, Entwurf, Evaluation und 
Difusion, die in kurzen iterativen Schriten durchlaufen werden 
solen [10, 11]. Zudem muss das Forschungsvorhaben den 
geforderten Prinzipien Abstraktion, Originalität, Begründung 
und Nutzen befolgen [10]. 
Abbildung 1: Forschungsrahmen innerhalb der gestaltungsorientierten Wirtschaftsinformatik 
Die  vier  Phasen  der  gestaltungsorientierten 
Wirtschaftsinformatik sind folgendermaßen gegliedert: 
A. ANALYSE-PHASE 
Die Analyse-Phase bildet innerhalb dieser Dissertation den 
ersten Schrit der gestaltungsorientierten Wirtschaftsinformatik. 
Nach Becker [11] wird in dieser Phase folgendes gefordert: „Der 
Forscher hat sich auf alen Ebenen des Erkenntnisgewinns über 
seine Positionierung im Klaren zu sein“. Das bedeutet für diese 
Dissertation, in welcher von einem ontologischen Realismus 
ausgegangen wird (reale Welt existiert) wird auf der 
epistemologischen Ebene der Konstruktivismus verfolgt. Dabei 
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ist der Erkenntnisgewinn nicht unabhängig vom Erkennenden 
[11]. Die Korespondenztheorie wird zur Überprüfung des 
Erkenntnisgewinns angewendet. Demnach sind ale 
Erkenntnisse dann wahr, wenn sie widerspruchsfrei mit dem zu 
beschreibenden Sachverhalt korespondieren [12]. 
In der Analyse-Phase erfolgt die Definition des Zieles der 
Dissertation.  Das  Ziel ist  die  Konzeption eines 
Datenschutzmodels im E-Commerce. Hierfür werden 
Datenschutzbestimmungen analysiert und der Datenschutz im 
E-Commerce kategorisiert. Außerdem wird innerhalb der 
Analyse-Phase  eine  repräsentative,  kontinuierliche 
Literaturecherche nach dem beschriebenen Vorgehen nach vom 
Brocke [13] durchgeführt, die den Stand der Forschung darstelt. 
Die Literaturrecherche dient als Basis eines jeden 
Forschungsvorhabens. Sie ist sowohl für die Vorarbeiten als 
auch bei der anfänglichen und kontinuierlichen Bearbeitung 
eines Forschungsvorhabens essentiel [13–15]. Das Ziel einer 
gut durchgeführten Literaturecherche ist die Identifikation 
themenrelevanter Literatur und die sich daraus resultierende 
Forschungslücke für das eigene Forschungsvorhaben. Durch die 
recherchierten Informationen  können  die eigenen 
Forschungsergebnisse auf der durch die Ergebnisse der 
Literaturecherche fundierten Wissensbasis gestützt werden [15, 
16]. Das Vorgehen bei der für die Dissertation durchgeführten 
Literaturecherche richtet sich nach dem von vom Brocke [13] 
definierten Framework für Literaturrecherche, welches in der 
Abbildung 2 dargestelt ist. Durch das Ergebnis der 
Literatureche wird neben der ausführlichen Betrachtung des 
Stands der Wissenschaft und Technik die Forschungslücke 
identifiziert. 
Erste Untersuchungen der Literaturanalyse ergaben, dass das 
Themengebiet Datenschutzmodel im E-Commerce noch relativ 
unbekannt ist und der mit der Dissertation anvisierte 
Forschungsbereich noch zu entdecken gilt. 
Abbildung 2: Framework für Literaturecherche (in Anlehnung an [13]) 
B. Entwurf-Phase 
Die in der Abbildung 1 dargestelten Artefakte 
Datenschutzmodel und Architekturmodel werden anhand der 
anerkannten  Methoden (Referenz-)Modelierung  und 
Prototyping entwickelt. Die Artefakte werden dabei modeliert, 
strukturiert beschrieben und in Form einer prototypischen 
Software umgesetzt.  
C. Evaluation-Phase 
In der Evaluation-Phase werden die beiden entwickelten 
Artefakte Datenschutzmodel und Architekturmodel anhand der 
festgelegten Forschungsziele auf ihre Anwendbarkeit und ihren 
Nutzen evaluiert. In der geplanten Dissertation findet dies im 
Rahmen des entwickelten Prototyps sowie durch die 
Begutachtungsverfahren der wissenschaftlichen Publikationen 
stat. 
D. Difusion-Phase 
Die  vierte  Phase  behandelt im  Grundsatz  die 
„Kommunikation“ in der DSR [9, 17]. Hier werden die 
Forschungsergebnisse der Öfentlichkeit zur Verfügung gestelt. 
Dies erfolgt in Form von wissenschaftlichen Publikationen, 
Projekt-Reports, Forschungsanträgen und Lehrmaterial für 
Lehrveranstaltungen. Die angestrebte Dissertation ist ebenfals 
ein Teil der Difusion-Phase. 
Bei der Bearbeitung des Dissertationsvorhabens werden die 
vier Phasen des Konsortialforschungsprozesses mehrfach 
iterativ durchlaufen. 
III. STAND DER WISSENSCHAFT UND TECHNIK
A. E-Commerce 
Eine elektronische Geschäftsabwicklung (engl. Electronic 
Commerce)  beschreibt jede  Art  von  geschäftlichen 
Transaktionen (z.B. Verkauf oder Kauf von Waren und 
Dienstleistungen) sowie elektronisch abgewickelte 
Geschäftsprozesse (z.B. Werbung, „After-Sales-Services“, 
Onlinebanking), bei denen die Beteiligten auf elektronischem 
Wege (z.B. über das Internet oder Netzwerke von 
Mobilfunkanbietern) miteinander verkehren und nicht durch 
physischen Austausch in direktem physischen Kontakt stehen 
[18]. 
Im Kontext des E-Commerce werden in dieser Ausarbeitung 
primär Online-Shops (auch Web-Shop genannt) betrachtet. Der 
Verkäufer präsentiert die Waren oder Leistungen, die er 
verkauft, in einem elektronischen Shop-System, meist in Form 
einer Website. Interessierte können auf dieser Seite im 
Sortiment des Anbieters nach Produkten suchen. Haben sie sich 
für einen Artikel entschieden, kaufen sie diesen, indem sie eine 
elektronische Kaufabwicklung abschließen. Die Ware wird 
meist auf bargeldlosem Weg bezahlt, die Auslieferung der Ware 
erfolgt auf dem Postweg oder per Selbstabholung. 
Die Abwicklung von Kauftransaktionen (v.a. Konsum- und 
Gebrauchsgüter) mithilfe von Internetechnologien stelt einen 
wichtigen Teilbereich des E-Commerce dar [18]. 
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B. Datenschutz  
In der weitesten Fassung ist Privacy in den Menschrechten 
der vereinten Nationen verankert [19], dennoch ist die 
Definition des Begrifes selbst komplex. Es gibt verschiedene 
Formen von Privacy, zum Beispiel das Recht „alein gelassen zu 
werden“ oder das Recht „Informationen über sich selbst zu 
kontrolieren“. Eine Taxonomie der Privacy [20] wurde erstelt, 
welche sich auf die Folgen von Privacy-Verletzungen 
konzentriert, was sich als hilfreiche Grundlage für die 
Entwicklung einer Risiko- und Nutzenanalyse darstelt [21]. 
Die Nutzung des Begrifes Privacy bezieht auf die 
Betrachtung des Datenschutzes, wie in der Richtlinie 95/46/EG 
des europäischen Parlaments und des Rates zum Schutz 
natürlicher Personen bei der Verarbeitung personenbezogener 
Daten und zum freien Datenverkehr 1995 definiert wurde [22]. 
Eine Neufassung dieses Gesetzes (General Data Protection 
Regulation, GDPR) wurde im Jahr 2015 final vorgestelt. Eine 
endgültige Fassung wurde im Trilog, bestehend aus Ministerat, 
EU-Parlament und Kommission abgestimmt [23]. Diese trat am 
24.05.2016 in Kraft und ist ab dem 25.05.2018 anzuwenden. 
Besonderes Merkmal des GDPR ist die EU-weite Umsetzung, 
sodass die aktuelen, einzelnen, nationalen Gesetze ersetzt 
werden. Dadurch gibt es für internationale Unternehmen keine 
gesetzlichen Schlupflöcher mehr, welche bisher über Nationen 
mit geringem Datenschutz-Standard ausgenutzt werden 
konnten. Zusätzlich wird in der Gesetzesnovele das Recht auf 
Vergessen und die Portabilität der Daten beschlossen. Fals 
Unternehmen gegen das GDPR verstoßen solten, wurden dafür 
hohe Geldstrafen festgesetzt [24]. In Deutschland wird die 
bisherige Fassung von 1995 durch das Bundesdatenschutzgesetz 
in seiner Neufassung von 2003 umgesetzt [25]. Laut dem 
Electronic Privacy Information Center (EPIC) [26] ist 
„Datenschutz weitestgehend zu verstehen, als das Recht eines 
Individuums die Sammlung, Nutzung und Verbreitung seiner 
personenbezogenen Informationen, welche von anderen 
gehalten werden, zu kontrolieren“. 
Personenbezogene  Daten (Personaly Identifiable 
Information, PI) sind in [22] definiert als „ale Informationen 
über eine bestimmte oder bestimmbare natürliche Person 
(„betrofene Person“); als bestimmbar wird eine Person 
angesehen, die direkt oder indirekt identifiziert werden kann, 
insbesondere durch Zuordnung zu einer Kennnummer oder zu 
einem oder mehreren spezifischen Elementen, die Ausdruck 
ihrer   physischen,   physiologischen,   psychischen, 
wirtschaftlichen, kulturelen oder sozialen Identität sind.“ Dies 
ist in neueren Definition und Richtlinien [27] noch erweitert 
worden um „sensible PI, welche so wichtig für das Individuum 
sind, dass diese Informationen eines spezielen Schutzes 
benötigen.“ 
In diesem Bezug wird die Betrachtung des Datenschutzes 
um juristische Personen, Behörden und anderweitige 
Einrichtungen erweitert.  Die  wirtschaftlichen  und 
geschäftlichen Betrachtungen von Privacy und Datenschutz im 
Spezielen geschieht auf verschiedenen Ebenen der Analyse und 
Umsetzung [28]: 
1. Ebene des Individuums: Das Individuum nimmt Privacy 
von einem psychologischen und manchmal auch 
juristischen Standpunkt wahr. 
2. Ebene des ökonomischen Individuums: Das ökonomische 
Individuum übt seine Rechte der Privacy, besonders die 
des Datenschutzes, auf wirtschaftlicher und sozialer Ebene 
aus (möglicherweise, aber nicht zwingend für den Erhalt 
eines Einkommens). 
3. Ebene  des  Wirtschaftsvertreters (Unternehmen, 
Regierung): Der Wirtschaftsvertreter interagiert mit 
ökonomischen Individuen, fals diese eine Dienstleistung 
oder ein Produkt in Anspruch nehmen, welche den 
Wirtschaftsvertreter einbeziehen. Das Ausmaß dieser 
Interaktionen hängt jedoch von den Entscheidungen und 
Empfindungen des Wirtschaftsvertreters, sowie von 
juristischen Aspekten ab. 
4. Ebene einer Wirtschaft: Die Wirtschaftsebene besteht aus 
mehreren Wirtschaftsvertretern, welche zeitweilig unter 
wirtschaftlichen, sozialen und geschäftlichen Bedingungen 
interagieren. Die Art dieser Interaktionen hängt 
letztendlich  von  den  Privacy-Vorstelungen  der 
Individuen, welche davon betrofen sind, ab. 
5. Ebene eines Geschäftsprozesses: Diese Ebene beinhaltet 
verschiedene Wirtschaftsvertreter und/oder ökonomische 
Individuen,  welche  bewusst als  Teil eines 
Geschäftsprozesses miteinander agieren. Die Parteien der 
Individuen und Vertreter des Prozesses wünschen eine 
Aufrechterhaltung von Privacy gegenüber Driter. 
Privatheit von geschäftlichen und verfahrensbezogenen 
Daten werden als „Business Privacy“ bezeichnet [29]. 
Um Organisationen und Unternehmen bei der Privacy-
Einhaltung zur Seite zu stehen und diese vermehrt in die Pflicht 
zu nehmen, haben sich Vereinigungen gefunden, die 
Anforderungen von Privacy an neue und bestehende Systeme 
formuliert haben. Zum Beispiel wurde im November 2007 vom 
UK Information Commissioners Ofice (ICO) ein „Privacy 
Impact Assessment (PIA) Prozess“ veröfentlicht, um 
Organisationen bei der Beurteilung des Einflusses ihrer 
Operationen auf den eigenen Datenschutz zu bewerten. Das 
Unternehmen Microsoft hat im Jahr 2008 „Privacy Guidelines 
for Developing Software Products and Services“ veröfentlicht 
[27, 30], um die Einhaltung von Datenschutz bei der 
Entwicklung neuer Software umzusetzen. Das deutsche 
Bundesamt für Sicherheit in der Informationstechnik (BSI) hat 
im Jahr 2011 eine „PIA Guideline for RFID Applications“ [30] 
veröfentlicht, um Privacy-Risiken und deren Kontrole in 
Bezug auf RFID-Anwendungen zu adressieren. Im Jahr 2011 hat 
das National Institute of Standard and Technology (NIST) 
„Guidelines for Security and Privacy in Public Cloud 
Computing“ veröfentlicht [31]. 
Bei der Entwicklung neuer Produkte und Dienstleistungen 
besonders im Bereich Internet-gestützter Dienste wie dem E-
Commerce ist ein Privacy by Design nötig, welches laut [32] 
„vor alem bei Datenschützern als ideales Gestaltungsprinzip 
gilt. Doch konkrete Umsetzungshinweise und Anregungen für 
Entwickler gibt es nicht“.  
In der Forschung der European Privacy Protection Research 
wurden drei hauptsächliche Schutz-
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Ziele für Privacy 
identifiziert, welche auch bekannt sind als Schutz-Ziele 
(Vertraulichkeit, Verfügbarkeit und Integrität) algemeiner 
Sicherheit [33]. Jedes dieser Schutz-Ziele kann zusammen mit 
den klassischen Sicherheits-Zielen zu einem 6-Dimension-Stern 
mit gegenüberliegenden Ecken betrachtet werden, siehe 
Abbildung 3. Mithilfe dieses Sterns kann man die Privacy und 
den Schutz von persönlichen Daten in fast jedem System 
argumentieren [33]. 
Abbildung 3: Die 6 Privacy-Schutz-Ziele [33] 
IV. AUSWERTUNG VON DATENSCHUTZBESTIMMUNGEN
Im E-Commerce findet stets eine automatisierte 
elektronische Datenverarbeitung stat. Diese kann nur unter 
Betrachtung  von  Datenschutz-Bestimmungen zulässig 
durchgeführt werden. Um diesen Vorgang für den Kunden 
transparent zu gestalten, muss jeder Online-Shop eine eigene, 
öfentlich einsehbare Datenschutzbestimmung aufweisen 
können. Dabei relevant sind das Telemediengesetz [34], das E-
Commerce- und  Fernabsatzrecht  des  Bürgerlichen 
Gesetzbuches [35], der Art. 246a des Einführungsgesetzes zum 
Bürgerlichen Gesetzbuch [36] und die Richtlinie 2011/83/EU 
des Europäischen Parlaments und des Rates [37]. Bei dem 
erstmaligen elektronischen Geschäftsprozess muss der Kunde 
explizit und bei jeder Änderung dieser implizit zustimmen.  
Als Grundlage zur Entwicklung eines Datenschutzmodels 
ist eine ausführliche Betrachtung, Analyse und Auswertung 
mehrerer Datenschutzbestimmungen verschiedenster Domänen 
notwendig. Im Rahmen dieses Dissertationsvorhabens wurde 
von der Studie der Statista GmbH „B2C-E-Commerce: Ranking 
der Top100 größten Online-Shops nach Umsatz in Deutschland 
im Jahr 2016 (in Milionen Euro)“ [38] ausgegangen, in welcher 
die Top 100 Online Shops absteigend sortiert nach dem 
jeweiligen Umsatz analysiert wurden. Von diesen Online Shops 
wurden bisher die Datenschutzbestimmungen der Top 40 Online 
Shops auf die Kriterien der Shop-Kategorie, auf die Art der 
gespeicherten Daten, die Verwendung von Cookies, die 
Zweckbindung  der  Daten,  die Speicherdauer,  die 
Speicherortbeschränkung, die Übermitlung an Drite und die 
Einbindung von Werbung, Tracker und „Social Plug-Ins“ 
Driter untersucht. Ziel ist es, am  Ende des 
Dissertationsvorhabens die Datenschutz-bestimmungen aler 
100 Online Shops analysiert zu haben und auf Basis dieser 
Analyse ein Datenschutzmodel zu entwickeln. 
In Abbildung 4 sind die prozentualen Anteile der Kategorien 
der Top 40 Online Shops im E-Commerce Deutschlands im Jahr 
2016 dargestelt. Dabei ist deutlich zu erkennen, dass der digitale 
Handel von Technik und Kleidung fast die Hälfte (kombinierter 
Anteil 49%) der untersuchten Online Shops darstelt. Weit 
dahinter sind Gesamthändler, Möbelhäuser und Apotheken zu 
nennen. 
Abbildung 4: Anteilige Kategorien der Online Shops 
Ale bisher untersuchten Datenschutzbestimmungen der 
ersten  40   Online-Shops   geben  in  ihren 
Datenschutzbestimmungen an, Cookies einzusetzen. Dies ist 
nicht weiter verwunderlich, da Cookies beispielsweise 
notwendig sind um den Besucher auf einer Online-Seite anhand 
einer sogenannten Session-ID zu authentifizieren. Trotzdem 
können fehlerhafte Cookies unter Umständen dazu verwendet 
werden Schadsoftware im Webbrowser einzuschleusen oder sie 
können für die Identifikation eines Benutzers und damit zur 
direkten Verknüpfung von für anonym angenommene 
Aktivitäten mit dem Benutzer missbraucht werden. 
V. AUSBLICK DER WEITEREN ARBEITEN 
Der  nächste  Schrit  bei  der  Auswertung  der 
Datenschutzbestimmungen ist  die  Untersuchung  der 
Datenschutzbestimmungen der Top 40 Shops auf die Art der 
gespeicherten Daten. Die bisherige Auswertung dieser 
Untersuchung muss noch weiter analysiert und vereinheitlich 
werden, damit die dort gesammelten Daten als Grundlage für die 
Konzeption des Datenschutzmodeles im B2C-E-Commerce 
verwendet werden können. Anschließend erfolgt dann noch die 
genauere Auswertung und weitere Detailierung der Kriterien 
die Zweckbindung der Daten, die Speicherdauer, die 
Speicherortbeschränkung, die Übermitlung an Drite und die 
Einbindung von Werbung, Tracker und „Social Plug-Ins“ 
Driter. Nach Fertigstelung dieser solen zusätzlich die übrigen 
60 Online Shops auf selbiges komplet untersucht werden. 
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Das durch die Auswertung der Datenschutzbestimmungen 
entworfene Datenschutzmodel wird dann mit vorhanden 
Datenschutzmodelen  verglichen,  um  Paralelen  oder 
Diferenzen identifizieren zu können. Mithilfe des konzipierten 
Datenschutzmodels  wird eine  Datenschutzarchitektur 
entworfen, welche die Kernpunkte des Models aufgreift. 
Anschließend wird ein Prototyp in Form eines Browser-Plugins 
entworfen, der als Datenbasis die analysierten Daten der Top 
100 Online-Shops enthält.  
Der  Prototyp  wird für  die  Evaluation  des 
Datenschutzmodels- und  der  Datenschutzarchitektur 
verwendet. Der Benutzer kann seine persönlichen Einstelungen 
für seine Daten in dem Browser-Plugin vornehmen (z. B. 
Speicherort ist Deutschland, Speicherdauer maximal 6 Monate, 
…). Anschließend kann eine Online-Shop-Webseite aufgerufen 
werden. Sobald diese geladen wurde, werden die dort 
identifizierten Datenschutzbestimmungen analysiert und mit 
den persönlichen Einstelungen verglichen. Sind Diferenzen zu 
den persönlichen Einstelungen des Benutzers vorhanden, so 
wird diesem dies visuel mitgeteilt. Der Benutzer kann 
anschließend selbst entscheiden, ob er seinen Online-Einkauf 
trotzdem fortsetzen oder doch abbrechen möchte.  
VI. LITERATURVERZEICHNIS
[1] STATISTA GMBH: Anzahl der Online-Käufer in Deutschland in 
ausgewählten Jahren von 2007 bis 2015 (in Milionen). URL 
htps://de.statista.com/statistik/daten/studie/169774/umfrage/entwi
cklung-der-anzahl-der-online-shopper-in-deutschland/ – 
Überprüfungsdatum 2017-09-30  
[2] STATISTA GMBH: Umsatz durch E-Commerce (B2C) in Deutschland in den 
Jahren 1999 bis 2016 sowie eine Prognose für 2017 (in Miliarden 
Euro). URL 
htps://de.statista.com/statistik/daten/studie/3979/umfrage/e-
commerce-umsatz-in-deutschland-seit-1999/ – Überprüfungsdatum 
2017-09-30  
[3] STATISTA GMBH: Lesen Sie die Kaufbedingungen und 
Datenschutzbedingungen vor einem Online-Einkauf? URL 
htps://de.statista.com/statistik/daten/studie/415975/umfrage/kauf-
und-datenschutzbedingungen-europa/ – Überprüfungsdatum 2017-
09-30  
[4] STATISTA GMBH: Wenn Sie einmal an Ihre bisherigen Erfahrungen mit 
der Verständlichkeit von AGB und Datenschutzbestimmungen denken: 
Wie könnten diese für Nutzer besser und leichter verständlich 
aufbereitet werden? URL 
htps://de.statista.com/statistik/daten/studie/477361/umfrage/verbe
sserungsvorschlaege-fuer-agb-und-datenschutzbestimmungen-im-
internet/ – Überprüfungsdatum 2017-09-30  
[5] MARCH, Salvatore T. ; STOREY, Veda C.: Design Science in the 
Information Systems Discipline: An Introduction to the Special Issue on 
Design Science Research. In: MIS Q 32 (2008), Nr. 4, S. 725–730. URL 
htp://dl.acm.org/citation.cfm?id=2017399.2017404  
[6] HEVNER, Alan R. ; MARCH, Salvatore T. ; PARK, Jinsoo ; RAM, Sudha: 
Design Science in Information Systems Research. In: MIS Q 28 (2004), 
Nr. 1, S. 75–105. URL 
htp://dl.acm.org/citation.cfm?id=2017212.2017217 
[7] WILDE, Thomas ; HESS, Thomas: Forschungsmethoden der 
Wirtschaftsinformatik. In: WIRTSCHAFTSINFORMATIK 49 (2007), Nr. 4, 
S. 280–287  
[8] MARCH, Salvatore T. ; SMITH, Gerald F.: Design and natural science 
research on information technology. In: Decision Support Systems 15 
(1995), Nr. 4, S. 251–266  
[9] PEFFERS, Ken ; TUUNANEN, Tuure ; ROTHENBERGER, Marcus A. ; CHATTERJEE, 
Samir: A Design Science Research Methodology for Information 
Systems Research. In: Journal of Management Information Systems 24 
(2007), Nr. 3, S. 45–77  
[10] ÖSTERLE, Hubert; BECKER, Jörg (Mitarb.); FRANK, Ulrich (Mitarb.); HESS, 
Thomas (Mitarb.); KARAGIANNIS, Dimitris (Mitarb.); KRCMAR, Helmut 
(Mitarb.); LOOS, Peter (Mitarb.); MERTENS, Peter (Mitarb.); OBERWEIS, 
Andreas (Mitarb.); SINZ, Elmar J. (Mitarb.) : Memorandum zur 
gestaltungsorientierten Wirtschaftsinformatik. In: Österle (Hg.) 2010 
– Gestaltungsorientierte Wirtschaftsinformatik.
[11] JÖRG BECKER: Prozess der gestaltungsorientierten 
Wirtschaftsinformatik. In: Österle (Hg.) 2010 – Gestaltungsorientierte 
Wirtschaftsinformatik. 
[12] JÖRN MÜLLER: Zwischen Korrespondenz, Kohärenz und Konsens. : Zum 
Pluralismus der philosophischen Wahrheitstheorien. In: NISSING, 
Hanns-Gregor (Hrsg.): Was ist Wahrheit? : Zur Kontroverse um die 
Diktatur des Relativismus. München : Pneuma-Verl., 2011, S. 56–79  
[13] VOM BROCKE, Jan ; SIMONS, Alexander ; NIEHAVES, Björn ; RIEMER, Kai ; 
PLATTFAUT, Ralf ; CLEVEN, Anne: Reconstructing the giant: On the 
importance of rigour in documenting the literature search process: 
Reconstructing the giant: On the importance of rigour in documenting 
the literature search process. 2009 
[14] GARFIELD, Eugene: Proposal for a new profession: Scientific reviewer. 3 





UmM7ZzG6TOduPoyWQQ&cad=rja – Überprüfungsdatum 2015-11-03  
[15] ROWLEY, Jennifer ; SLACK, Frances: Conducting a literature review. In: 
Management Research News 27 (2004), Nr. 6, S. 31–39  
[16] LEVY, Yair ; ELLIS, Timothy J.: A systems approach to conduct an 
efective literature review in support of information systems research. 
In: Informing Science 9 (2006), S. 181–211  
[17] ÖSTERLE, Hubert ; OTTO, Boris: Konsortialforschung. In: 
WIRTSCHAFTSINFORMATIK 52 (2010), Nr. 5, S. 273–285  
[18] SJURTS, Insa (Hrsg.): Gabler Lexikon Medienwirtschaft. 2., aktualisierte 
und erw. Aufl. Wiesbaden : Gabler, 2011  
[19] VEREINTE NATIONEN: Algemeine Erklärung der Menschenrechte (idF v. 
Drite Tagung) (1948-12-10). URL 
htp://www.un.org/depts/german/menschenrechte/aemr.pdf  
[20] SOLOVE, Daniel J.: A Taxonomy of Privacy. In: University of Pennsylvania 
Law Review (2006), Vol. 154, S. 477–564  
[21] PEARSON, Siani: Taking account of privacy when designing cloud 
computing services. In: 2009 ICSE Workshop on Software Engineering 
Chalenges of Cloud Computing, 2009, S. 44–52  
[22] DAS EUROPAISCHE PARLAMENT UND DER RAT DER EUROPÄISCHEN 
UNION: RICHTLINIE 95/46/EG DES EUROPAISCHEN PARLAMENTS UND 
DES RATES zum Schutz natürlicher Personen bei der Verarbeitung 
personenbezogener Daten und zum freien Datenverkehr (in Kraft getr. 
am 1995). In: Amtsblat der europäischen Gemeinschaften, 1995, S. 
31  
[23] SÜDDEUTSCHE ZEITUNG: EU einigt sich auf Datenschutzreform : 
Datenschutz in Europa. In: Süddeutsche Zeitung (2015-12-16)  
[24] SÜDDEUTSCHE ZEITUNG: EU plant hohe Bußgelder bei Datenschutz-
Verstößen : Datenschutz (2015-12-14)  
[25] BUNDESMINISTERIUMS DER JUSTIZ UND FÜR VERBRAUCHERSCHUTZ: 
Bundesdatenschutzgesetz (in Kraft getr. am 20. 12. 1990) (1990-12-20)  
[26] JUTLA, D. N. ; BODORIK, P.: Sociotechnical Architecture for Online 
Privacy. In: IEEE Security and Privacy Magazine 3 (2005), Nr. 2, S. 29–
39  
[27] MICROSOFT CORPORATION: Privacy Guidelines for Developing Software 
Products and Services 
[28] PEARSON, Siani ; CHARLESWORTH, Andrew: Accountability as a Way 
Forward for Privacy Protection in the Cloud, Bd. 5931. In: HUTCHISON, 
David; KANADE, Takeo; KITTLER, Josef; KLEINBERG, Jon M.; MATTERN, 
Friedemann; MITCHELL, John C.; NAOR, Moni; NIERSTRASZ, Oscar; PANDU 
RANGAN, C.; STEFFEN, Bernhard; SUDAN, Madhu; TERZOPOULOS
23
, Demetri; 
TYGAR, Doug; VARDI, Moshe Y.; WEIKUM, Gerhard; JAATUN, Martin Gilje; 
ZHAO, Gansen; RONG, Chunming (Hrsg.): Cloud Computing. Berlin, 
Heidelberg : Springer Berlin Heidelberg, 2009 (Lecture Notes in 
Computer Science), S. 131–144  
[29] SCHIER, Arkadius ; PETRICH, Lucas ; TEN HOMPEL, Michael ; SCHWARZBACH, 
Björn ; FRANCZYK, Bogdan: Cloud-Architektur für Privacy-Management 
in kolaborativen Logistikprozessen. In: NOCHE, Bernd (Hrsg.): 
Tagungsband : 11. Fachkoloquium Logistik : 30. September und 1. 
Oktober 2015. Duisburg : TuL - Lehrstuhl für Transportsysteme und -
logistik Universität Duisburg-Essen, 2015  
[30] BUNDESAMT FÜR SICHERHEIT IN DER INFORMATIONSTECHNIK: Privacy Impact 
Assessment Guideline for RFID Applications (PIA) 
[31] NIST COMPUTER SECURITY DIVISION; Wayne Jansen (Mitarb.); Timothy 
Grance (Mitarb.) : Guidelines on Security and Privacy in Public Cloud 
Computing. 11a 
[32] STAHL, Florian ; BURGMAIR, Stefan: Bolwerk : Top 10 der 
Datenschutzrisiken in Webapplikationen. In: iX (2015), Nr. 4, S. 76–79 
– Überprüfungsdatum 2015-04-02 
[33] JENSEN, Meiko: Towards Privacy-Friendly Transparency Services in 
Inter-organizational Business Processes. In: 2013 IEEE 37th Annual 
Computer Software and Applications Conference Workshops : IEEE, 
2013, S. 200–205  
[34] BUNDESMINISTERIUMS DER JUSTIZ UND FÜR VERBRAUCHERSCHUTZ: 
Telemediengesetz (idF v. Zuletzt geändert durch Art. 1 G v. 21. 7. 2016 
I 1766) (2007-02-26). URL htps://www.gesetze-im-
internet.de/tmg/TMG.pdf – Überprüfungsdatum 2017-09-05  
[35] S BUNDESMINISTERIUMS DER JUSTIZ UND FÜR VERBRAUCHERSCHUTZ: 
Bürgerliches Gesetzbuch (idF v. Neugefasst durch Bek. v. 2. 1. 2002 I 
42, 2909; 2003, 738;) (1896-08-18). URL htps://www.gesetze-im-
internet.de/bgb/BGB.pdf – Überprüfungsdatum 2017-09-05  
[36] BUNDESMINISTERIUMS DER JUSTIZ UND FÜR VERBRAUCHERSCHUTZ: 
Einführungsgesetz zum Bürgerlichen Gesetzbuche (idF v. Neugefasst 
durch Bek. v. 21. 9. 1994 I 2494; 1997, 1061) (1896-08-18). URL 
htps://www.gesetze-im-internet.de/bgbeg/BJNR006049896.html – 
Überprüfungsdatum 2017-09-05  
[37] EUROPÄISCHES PARLAMENT UND RAT: RICHTLINIE 2011/83/EU (in 
Kraft getr. am 25. 10. 2011) (2011-10-25). URL htp://eur-
lex.europa.eu/legal-content/DE/TXT/?uri=CELEX%3A32011L0083 – 
Überprüfungsdatum 2017-09-05  
[38] STATISTA GMBH: B2C-E-Commerce: Ranking der Top100 größten Online-
Shops nach Umsatz in Deutschland im Jahr 2016 (in Milionen Euro). 
URL 
htps://de.statista.com/statistik/daten/studie/170530/umfrage/umsa


















































































































































































































































































I>J :5 '< $4)++)5&
5)5&-	
)5&'P2QP 2+  #	
>?@A&?O&>O
26
Inteligent Tutoring Systems für wenig frequentierte 
Lernsituationen 
Vorstelung eines Promotionsvorhabens 
Christian Ludwig 




Abstract— Inteligent Tutoring Systems sind in der Lage, 
Lernprozesse an unterschiedliche Vorkenntnisse und Lernstile 
anzupassen. Der Einsatz im Umfeld wenig frequentierter 
Lernsituationen, wie innerbetrieblichen Know-how-Transfers, ist 
jedoch häufig unrentabel. Möglicherweise können aufwandsarme 
Verfahren dennoch nutzenstiftende Prozessunterstützung leisten. 
Das vorliegende Promotionsvorhaben wil dies untersuchen und 
Szenarien der Unterstützung bilden. 
Keywords—Inteligent Tutoring Systems; wenig frequentierte 
Lensituationen; Erwachsenen- und Weiterbildung; Training near 
the job; Selbstgesteuertes Lernen 
I. HINTERGRUND 
Heute kann dank leistungsstarker Hardware und 
Algorithmen jeder Mensch leicht und in Echtzeit auf große 
Teile des auf der Welt vorhandenen Wissens zugreifen. So 
scheint es paradox, dass trotz Digitalisierung und Open Access 
die Bedeutung und Spannweite persönlicher Qualifizierung so 
groß sind wie sind nie zuvor. Jedoch genügt das reine Abrufen 
von Wissen häufig nicht, um Aufgaben höherer Komplexität zu 
lösen, die das Organisieren und Synthetisieren von Wissen 
erfordern. Die ökonomische Bedeutung dieser Fähigkeiten 
zeigt sich in der Korelation von Bildung und Einkommen. 
Infolge technologischer Innovationszyklen  und  der 
Abwanderung und Automation einfacher Tätigkeiten steigt der 
Anteil   wissensintensiver   Tätigkeiten  in 
Wertschöpfungsprozessen an [1]. Das führt wiederum zur 
Entstehung komplexerer und anspruchsvolerer Job-Profile und 
größerer Dynamik im Arbeitsmarkt. Für Arbeitskräfte wie 
Unternehmen bedeutet dies die Notwendigkeit einer 
permanenten Anpassung ihrer Fähigkeiten. 
Der statfindende Übergang in eine Wissensgeselschaft 
und die Erfordernisse „Lebenslangen Lernens“ resultieren in 
einer wachsenden Bedeutung der Wissensökonomie algemein. 
Innerhalb der steigenden Nachfrage nach Qualifizierung rücken 
neben explizitem auch implizites Wissen und Kompetenzen 
wie Urteilsvermögen und Selbstorganisation in den Fokus [2]. 
Um den so gewachsenen Anforderungen an Qualifizierung 
gerecht zu werden, setzte eine immer stärker werdende 
Digitalisierung und Personalisierung der Lernprozesse ein. Es 
entwickelte sich der Anspruch jeden Lernenden durch 
multimedial bereitgestelte Inhalte und den Einsatz individuel 
angepasster Strategien optimal zu unterstützen [3]. 
II.PROBLEMSTELLUNG
Die  Personalisierung  von  Lernprozessen  versucht 
algemein, den Erfolg des Lernens dadurch zu beeinflussen, 
dass Darstelung, Organisation und Reihenfolge der 
Lerninhalte abhängig von spezifischen Eigenschaften des 
Lerners gewählt werden. Sogenannte Inteligent Tutoring 
Systems (ITS) sind in der Lage, häufig mitels Verfahren 
Maschinelem Lernens, Lernprozesse etwa an unterschiedliche 
Vorkenntnisse oder Lernstile anzupassen und die Abhängigkeit 
des Lernerfolgs von diesen Parametern zu berücksichtigen [4; 
5]. Nach aktuelem Stand der Erkenntnis kann der Einsatz eines 
ITS eine ähnliche Efektstärke hinsichtlich des Lernerfolgs 
haben wie die Unterstützung durch einen menschlichen Tutor. 
VanLehn hat dies etwa für Lernthemen im MINT-Bereich 
gezeigt [6]. Generel solen die verschiedenen Ansätze des 
übergreifenden, sogenannten Technology Enhanced Learning 
ale Lehr- und Lernaktivitäten unterstützen, etwa Inhalte 
auswählen, Lernpfade bilden und Instruktionen, Aufgaben oder 
Feedback erstelen [7]. Erfolgreiche produktive Beispiele für 
ITS in Hinsicht auf ihre Verbreitung sind etwa der Cognitive 
Tutor von Carnegie Learning für die Vermitlung algebraischer 
Grundlagen an Schulen oder die Tutorsysteme verschiedener 
Universitäten für speziele  Domänen sowie ITS-
Implementierungen in Massive Open Online Courses (MOOC) 
wie edX. 
A. Wenig frequentierte Lernsituationen 
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Die größte Anwendung finden ITS in hoch frequentierten 
Lernumgebungen, etwa MOOC, die sich durch ein hohes 
Verhältnis von Usern pro Ressource kennzeichnen, sowie im 
schulischen und universitären Umfeld. Auch Unternehmen 
nutzen solche Systeme bei der Qualifizierung ihrer 
Beschäftigten. Vielfach muss jedoch zusätzlich spezialisiertes, 
betriebsindividueles  und  damit  kontextueles  Wissen 
vermitelt werden, das durch große Lernumgebungen nicht 
gedeckt werden kann, gleichzeitig aber einen erheblichen 
„Long Tail“ der erforderlichen Qualifizierung ausmacht. Für 
eben solches Know-how, das nicht von seinem unmitelbaren 
Anwendungsbezug lösbar ist und zumeist ebenfals strukturiert 
und digitalisiert vorliegt, übersteigen die Kosten der 
Entwicklung eines ITS häufig den Nutzen der Anwendung, da 
ihr Einsatz in der Regel konfigurations- und datenintensiv, die 
gegebene Lernsituation aber vergleichsweise klein und wenig 
frequentiert ist. Auch stoßen Empfehlungsverfahren wie 
Colaborative Filtering-Ansätze, die eine große Menge an 
Trainingsdaten aus vergleichbaren Lernprozessen benötigen, in 
stark spezialisierten und damit oft wenig frequentierten 
Lernsituationen auf Performanceprobleme, als Resultat einer 
geringen Anzahl an Usern pro Ressource [8]. Auch die 
Wiederverwendung  von   User-Modelen zwischen 
verschiedenen Systemen ist infolge des damit verbundenen 
erheblichen manuelen oder datenmäßigen Aufwandes derzeit 
kaum möglich [9]. Entsprechend kompensieren die Kosten der 
Entwicklung eines ITS häufig nur dort die Kosten eines 
menschlichen Tutors oder werden durch dessen gegebenenfals 
größeren Nutzen legitimiert, wo das Tutoring in hoher 
Frequentierung paralel oder wiederholt für viele Lernende 
statfindet. Insgesamt besteht also in wenig frequentierten 
Lernsituationen das Problem, algemein erfolgreiche Verfahren 
des systembasierten Tutoring wirtschaftlich lohnend zur 
Anwendung zu bringen. 
B. Unterstützungsmöglichkeiten 
Es stelt sich daher die Frage, wie in der skizzierten 
Lernsituation dennoch eine potentiel nutzenbringende 
Unterstützung für den Lerner generiert werden kann. Da die 
Situation durch geringe Frequentierung und damit ausgeprägte 
Kostensensitivität sowie  Spezialisierung  des  Wissens 
gekennzeichnet ist, können sich mögliche Ansätze in der 
Anwendung von Verfahren der Strukturbildung hinsichtlich der 
zu vermitelnden Inhalte, der Anreicherung um Meta-Daten zur 
Bildung von Beziehungen oder der Anwendung generischer 
und damit konfigurationsarmer Verfahren zur Erstelung von 
Lernaktivitäten oder Usermodelen richten [10]. Hieraus 
könnten dem Nutzer individuele Vorschläge generiert oder 
Anpassungen im Lernprozess vorgenommen werden. Da dabei 
das Ziel der Vermitlung kontextuelen Wissens angestrebt 
wird, könnte sich die Unterstützung zudem durch eine 
Einbetung  der  Lernaktivität in  den situativen 
Anwendungsbereich lohnen. Da durch die Prämisse des 
geringen manuelen und datenmäßigen Aufwands für die 
Unterstützung die Performance der einzelnen Ansätze jedoch 
fraglich ist, könnte insbesondere erst die Kombination 
verschiedener Verfahren einen Nutzen für den Lernenden 
generieren. 
II.WISSENSCHAFTLICHE ZIELSTELLUNG UND VORGEHEN
Im Rahmen des vorzustelenden Promotionsvorhabens sol 
vor dem Hintergrund der oben aufgeworfenen Fragestelung im 
Sinne einer explorativen Studie der Einsatz von Verfahren zur 
Unterstützung verschiedener Lernaktivitäten in wenig 
frequentierten Lernsituationen untersucht werden. In diesem 
Zuge solen auch Erfolgsfaktoren für die Unterstützung 
identifiziert werden. Abb. 1 fasst das für das Vorhaben 
geplante wissenschaftliche Vorgehen zusammen. 
Abb. 1 Wissenschaftliches Vorgehen 
A. Literaturanalyse 
Als Ausgangspunkt der Untersuchung solen in einer 
systematischen Literaturanalyse zunächst grundlegenden 
Eigenschaften der Lernsituation definiert und lerntheoretische 
Modele identifiziert werden, die die Betrachtung leiten. Darauf 
folgend solen mögliche Verfahren der Adaption von 
Lernaktivitäten innerhalb der vier Komponenten eines ITS 
(domain model, student model, tutoring model und user 
interface model) [11] sowie den verschiedenen Schriten eines 
modelhaften Lernprozesses hinsichtlich der Geeignetheit im 
obigen Sinne gegliedert und mithilfe einer sich anschließenden, 
tiefer gehenden Literaturanalyse bezüglich Aufwand und 
Nutzen abgeschätzt werden. 
B. Hypothesenbildung und Experiment 
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Darauf folgend können Hypothesen für den Einsatz in der 
gegebenen Lernsituation gebildet werden, um mögliche 
Verfahren oder deren Kombination auf ihren Nutzen unter den 
vorangestelten Prämissen zu untersuchen. Dabei könnte etwa 
nach verschiedenen Eigenschaften des Lerners, des Lernziels 
und Typen der Lehr-/Lernsituation unterschieden werden. 
Anhand der zugrunde gelegten Hypothesen solen dann 
geeignete Experimentalaufbauten entwickelt und implementiert 
werden. Denkbar ist etwa die Durchführung im Rahmen eines 
praxisnahen Moduls im universitären Bereich, das eine auf 
einen   Anwendungskontext   hin  ausgerichtete 
Wissensvermitlung nachempfindet. Unter Nutzung einer 
Lernumgebung kann die Anwendung der zu erprobenden 
Verfahren abhängig von Eigenschaften einzelner Lernender 
untersucht und der Erfolg des Lernprozesses insgesamt 
evaluiert werden. Die Bildung und Auswahl wichtiger 
Hypothesen sol dabei auch an konkreten Problemen realer 
Lernsituationen im Sinne der Aktionsforschung ansetzen. Für 
diesen Zweck sind sowohl die vorherige Erhebung der 
Wahrnehmungen der gegebenen Lernsituation durch die 
Anwender sowie deren konkreter Lernergebnisse als auch die 
Einschätzung von problembehafteten Aspekten hinsichtlich des 
Lernprozesses durch Experten zentral. Gemeinsam solen diese 
Ergebnisse zu einer Wichtung der aufgeworfenen Hypothesen 
führen und eine qualifizierte Auswahl ermöglichen. 
C. Szenariobildung 
Aus den experimentel gewonnenen Erkenntnissen in 
Bezug auf den Nutzen der geleisteten Unterstützung solen im 
Nachgang  algemeine Prämissen und Limitationen für die 
Verwendung in typischen wenig frequentierten Lernsituationen 
abgeleitet werden. Anschließend solen induktiv mögliche 
Szenarien für den Einsatz gebildet werden, die eine aus der 
Heterogenität der Lernsituationen mutmaßlich notwendige 
Diferenzierung der Ergebnisse widerspiegeln und durch ihre 
Handlungsorientierung den Ansprüchen der Praxis gerecht 
werden. Nach Maßgabe der Aktionsforschung wird auch die 
Erprobung der Ergebnisse in Zusammenarbeit Praktikern 
angestrebt. 
D. Fokus und Abgrenzung 
Deduktiv geleitet werden sol die Betrachtung in 
lerntheoretischer Hinsicht auf Unterstützungsmöglichkeiten in 
typischen Situationen der Erwachsenen- und Weiterbildung. 
Das bedeutet, die Unterstützung von Aktivitäten, die das 
handlungsorientierte, entdeckende und selbstgesteuerte Lernen 
in einem nicht-konsekutiven Lernprozess in den Fokus rücken. 
Hintergrund ist, dass in wenig frequentierten Lernsituationen 
der  Erwachsenen-  und  Weiterbildung  häufig ein 
Anwendungsbezug besteht, von dem das Lernen ausgeht und 
sowohl Umfang als auch Tiefe der Lernziele stark varieren 
können. 
Untersucht werden sol zudem, in wie fern metakognitive 
Lernstrategien, wie die Selbstorganisation, -kontrole und 
-regulation eine Role in der Betrachtung nutzenstiftender 
Unterstützung spielen können. Da die gegebene Lernsituation 
wegen des Fehlens eines festen Lernpfades durch eine große 
Freiheit des Lernenden gekennzeichnet ist, kommt diesem 
Aspekt eine besondere Bedeutung zu. 
IV.STAND DER FORSCHUNG
Zur Bildung untergeordneter Forschungsfragen und um 
mögliche Limitationen des Ansatzes auszuleuchten, wird das 
Forschungsziel nachfolgend, angelehnt an die oben genannten 
Komponenten eines ITS, innerhalb  der  Themen 
Wissensrepräsentation,  Lerntheorie,  Lernprozess  und 
Verfahren der Lernunterstützung eingeordnet. 
A. Wissensrepräsentation 
Da sich im unternehmerischen Kontext die Qualifizierung 
konkret auf den Zweck der Leistungserstelung richtet, stelt 
sich die Frage, in welcher Form das dafür notwendige Wissen 
vorliegt, das Ausgangspunkt eines ITS-domain models sein 
kann. In der Betrachtung der Forschungsfrage bezieht es sich 
auf dasjenige Wissen, das durch die Ausrichtung auf die 
konkreten Gegebenheiten des Betriebs außerhalb der 
Organisation nicht erworben werden kann und als solches 
häufig die zu Anfang sozialisierten Erfahrungen einer 
Arbeitsgruppe bzw. einer Community of Practice innerhalb der 
Unternehmung darstelt. In dieser Hinsicht ist die 
Externalisierung voraussetzend für den Transfer von Wissen 
und dieser wiederum essentiel für den Erhalt der 
Leistungsfähigkeit jeder Organisation, deren Wertschöpfung 
stark von Wissen abhängt [12]. Von einer vorherigen 
Externalisierung ist auch organisationales Lernen, das heißt die 
Synthese neuen Wissens durch Kombination, abhängig. Es 
bestehen jedoch Grenzen der Formalisierung. Etwa kann 
sogenanntes Expertenwissen häufig kaum praktikabel oder 
lohnend kodifiziert werden, da es hochgradig implizites und 
komplexes Wissen mit geringer Halbwertszeit darstelt. Zum 
anderen  können auch  persönliche  Motive einer 
Externalisierung im Wege stehen. Voraussetzung der 
konfigurations- und aufwandsarmen Vermitlung von Wissen 
in einem systemgestützten, selbstgesteuerten Lernprozess wie 
dem hier angedachten ist die jedoch seine Explizität. 
Um einen geeigneten Lernpfad aus vorhandenem Wissen 
bilden zu können, sind zudem die gegebenenfals vorhandene 
Repräsentation des Wissens beim Lernenden sowie dessen 
Interessens- beziehungsweise  Qualifizierungsschwerpunkte 
wichtig. Beide solten vor Beginn eines Lernprozesses 
systematisch unter Mitwirkung des Lernenden ermitelt werden 
und bilden Teile seines individuelen Profils (student model). 
B. Lernsituation 
Im  Kontext  der  Vermitlung spezialisierten, 
betriebsindividuelen  Wissens ergeben sich  mehrere 
szenariospezifische Eigenschaften des Lernprozesses. Von 
diesen solen lerntheoretische  Grundlagen für  die 
Unterstützung des Lernenden im Lernprozess (tutoring model) 
abgeleitet werden. 
Zunächst ist kennzeichnend, dass das erworbene Wissen 
mindestens   mitelbar   nach   Erwerb  zu 
wertschöpfungsbezogenen Aktivitäten genutzt werden sol. 
Insofern ist es von Bedeutung, wie stark abstrahiert die 
Vermitlung vom Anwendungskontext ist. In sogenannten 
handlungsorientieren  Lernsituationen  werden  die zu 
vermitelnden Inhalte nicht nach formal wissenschaftlicher 
Systematik, sondern auf Probleme und Fragestelungen 
bezogen ausgewählt. Dabei hat der Lernende die Gelegenheit, 
Handlungskompetenzen  durch eigenständig  geplantes, 
interessengeleitetes Erkunden der Lernthemen in einer nach 
außen geöfneten Lernsituation zu erwerben [13]. Dies ist etwa 
bei einem „Training near the job“ möglich, das hier denkbar 
ist. 
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Eine weitere Eigenschaft der Lernsituation ist somit, dass 
der Lernende das Themengebiet und damit den Lösungsraum 
einer Fragestelung selbstständig erkundet, in welchem er eine 
Lösung bezüglich eines gegebenen Problems konstruieren 
kann. Das zu Anfang aufgeworfene Problem motiviert dabei 
wiederum erst seine Exploration. Beim sogenannten 
entdeckenden Lernen generiert der Lerner grundlegend 
eigenständig Fragestelungen aus dem Problemkontext und hält 
Beobachtungen im Anwendungsbezug fest. Somit wird durch 
induktives Vorgehen die Generierung eigener Erkenntnisse 
über bestehende Zusammenhänge und damit auch die 
Generierung neuen Wissens möglich. In dessen Folge ist auch 
organisationales Lernen während der Vermitlung bestehenden 
Wissens denkbar. Alerdings ist der Prozess des entdeckenden 
Lernens auf das Lernen im Hinblick auf den gegebenen 
Problemfal beschränkt, weshalb die Volständigkeit der 
notwendigen  Wissensaneignung auf  dem  gegebenen 
Themengebiet durch äußere Bedingungen sichergestelt werden 
muss. Zudem bleiben die Efekte reinem entdeckenden Lernens 
beschränkt, wenn der Prozess nicht grundlegend geleitet ist und 
hinreichende algemeine Vorkenntnisse des Lerners fehlen 
[14]. Aus beiden ergibt sich ein Unterstützungsbedarf. 
Entsprechend der Notwendigkeit, den Lernprozess aktiv zu 
gestalten, ist schließlich die Fähigkeit zur Selbstorganisation 
und -regulation für den Erfolg eigenständigen Lernens 
voraussetzend. Diese beziehen sich auf die Fähigkeit, 
selbstständig Ziele zu definieren, Aktivitäten zu strukturieren 
und Ergebnisse zu reflektieren. Die Theorie des sogenannten 
selbstgesteuerten Lernens versucht, mithilfe verschiedener 
Techniken der aktiven Beteiligung, die Nachteile von 
Fremdbestimmtheit in Lernprozessen, etwa Passivität und 
damit häufig geringere Aufmerksamkeit, Rücksicht auf 
Vorerfahrung und die emotionale Einstelung zu mildern [15]. 
Fehlt die Fremdbestimmung im Lernprozess jedoch ganz, 
hängt ein Lernerfolg des Lerners (teils stärker als von der 
Inteligenz) von der Fähigkeit zur Selbstregulation ab [16]. 
Selbstregulation meint dabei den aktiven Umgang mit 
gemachten Lernerfahrungen und die Fähigkeit zielorientiert zu 
handeln. Metakognitive Strategien wie Planung, Kontrole und 
Reflektion von Lernaufgaben helfen, diese zu bewältigen. 
Diese Fähigkeiten zur Selbstregulation müssen jedoch bereits 
zu Beginn des Lernprozesses ausgeprägt sein. Denn ein 
Zusammenhang mit dem Lernerfolg ist zwar nachgewiesen 
[17], alerdings werden die Fähigkeiten als während des 
Lernprozesses wenig beinflussbar angesehen [9; 18]. 
C. Lernprozess 
Aus den oben umrissenen Eigenschaften der Lernsituation 
kann ein übergeordneter Lernprozess grob gegliedert werden. 
Ausgangs- und Endpunkt des Lernens könnte als Ergebnis 
obiger Betrachtungen ein durch einen Experten beschriebener, 
realer Problemfal sein, zu dem Gültigkeitsbedingungen einer 
Lösung sowie eine zugehörige Lerntiefe und –breite definiert 
werden. Der Problemfal wird dem Lernenden vorgestelt, 
bevor sich nachfolgender Lernprozess anschließen könnte: 
(1) Ermitlung der Vorerfahrung 
(2) Auswahl  und anwendungsnahes  Studium  der 
Lerninhalte (iterativ) 
(3) Prüfung des Lernziels (iterativ) 
(4) Erstelen einer Lösung für den Problemfal 
(5) Feedback bezüglich Gültigkeitsbedingungen 
Entsprechend des  modelhaften Lernprozesses nach 
Sistermann [19] beginnt der  Lernprozess mit Ermitlung der 
Vorerfahrung des Lernenden und somit die Bestimmung eines 
geeigneten Startpunkts. Die Artikulation der Lernnotwendigkeit 
im zweiten Schrit kann implizit durch die Beschreibung des 
Problemfals geleistet werden. Es folgen die Schrite zur 
selbstgesteuerte Lösungserprobung (2)-(4). Dort eignet sich 
der Lernende die Teile des zur Problemlösung notwendigen 
Wissens an, erhält über Kontrolfragen Feedback hinsichtlich 
seines Verständnisses und kann sich schließlich an der Lösung 
des Problemfals versuchen. Hiernach erhält er Rückmeldung 
zur Gültigkeit seiner Lösung sowie den gegebenenfals 
verletzten Gültigkeitsbedingungen. Entsprechend können sich 
weitere Lernprozessiterationen, in deren Verlauf das student 
model des ITS entsprechend des Lernfortschrits weiter 
angepasst wird. Eine angeleitete Lösungserprobung kann 
abschließend in der Betrachtung der Expertenlösung 
geschehen. Die nach Sistermann final definierten Schrite 
Ergebnisbewertung sowie Restrukturierung und Transfer, in 
denen das Gelernte gefestigt und in seinen realen Kontext 
integriert wird, sind auf die nachfolgende Anwendung des 
erworbenen Wissens durch den Lernenden verschoben. 
Der  Lösung des Problemfals kommt eine Schlüsselrole 
im obigen Lernprozess zu. Die Repräsentation der gesamten 
Lernaufgabe in einer zu erstelenden Problemlösung dient der 
Herstelung des Anwendungsbezugs. Gleichzeitig ist zur 
Lösung einer höher komplexen Aufgabe die Integration von 
Wissen notwendig, wie es auch die spätere Verwendung 
erfordert. Die einzelnen Teile des zu synthetisierenden Wissens 
müssen dabei zur Lernfortschritskontrole iterativ geprüft 
werden. Dazu ist die Verwendung von Automatic Factual 
Question Generation-Techniken denkbar, auch wenn damit 
lediglich das Ereichen lernzieltaxonomisch niedrigerer Stufen 
feststelbar ist [20]. Jedoch kann dies gegebenenfals durch die 
Bildung kleinerer Problemfäle kompensiert werden. 
D. Unterstützungsverfahren 
Die selbstgesteuerte Aneignung von spezialisiertem und 
betriebsindividuelem Wissen birgt das Risiko einer kognitiven 
Überforderung. Voraussetzung einer Selbststeuerung ist 
deshalb die Bildung eines Qualifikationsziels und die 
Strukturierung der Lernthemen zur Synthese eines Lernpfades 
zur Aneignung der Inhalte. Als Teil einer Lernumgebung (user 
interface model) führen ITS den Lernenden typischerweise 
Schrit für Schrit durch die verschiedenen Lernaktivitäten. 
Dabei werden Aktionen des Nutzers vom System erfasst, 
interpretiert und der Inhalt, dessen Reihenfolge oder 
Darstelung entsprechend der Bedürfnisse des Lernenden 
angepasst. Dem Einsatz dieses hochgradig adaptiven Tutorings, 
das oft ohne weitere Interaktion eines Lehrenden auskommt, 
gehen typischer Weise umfangreiche  Analyse-  und 
Entwicklungsaktivitäten im Hinblick auf Lernende, Lernthema, 
Lernprozess und Lernumgebung voraus. Die durch eine hohe 
Interaktionsdichte, teils über natürliche Sprache, entsprechend 
weniger notwendige Selbststeuerung des Lernenden  setzt 
zudem eine auch in kleinen Schriten hohe Performance des 
Tutoring voraus, wodurch ausgedehnte Evaluierungen des 
Systems unerlässlich sind. Aufgrund des insgesamt hohen 
Planungs-, Implementierungs- und Konfigurationsaufwands 
eines feingranularen, dialogischen Tutoring sol für die 
vorliegende Situation der neben diesem Ansatz bestehende 
generel antwortbasierte Tutoring-Ansatz in den Fokus gestelt 
werden, dessen Unterstützung sich stark auf Feedback zu 
lernzielprüfenden Kontrolfragen richtet [6]. 
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Hauptansatzpunkte der Lernunterstützung im oben grob 
entworfenen, fünfstufigen Lernprozess sind die Navigation 
durch die vorhandenen Lerninhalte, die Generierung 
faktenbasierter  Fragen zur  Lernzielprüfung  und die 
Generierung von Feedback in Bezug auf gegebene Antworten 
und erstelte Lösungen. Somit solen Ansätze des rein 
antwortbasierten Tutoring mit schritbasierten Verfahren 
kombiniert werden. 
1)Navigation durch Lerninhalte
Die Strukturierung der Lerninhalte ist Voraussetzung für 
die Bildung eines Lernpfads. Die grundlegende Strukturiertheit 
der Inhalte wird für die vorliegende Situation als gegeben 
angenommen und bezieht sich auf das Vorhandensein von 
Wissensthemen in abgegrenzter Form (beispielsweise in Form 
einer gegliederten Dokumentation oder eines Enterprise Wiki). 
Zwar kommt diese Anforderung nicht ohne ein qualifiziertes 
Authoring aus, jedoch kann die Wissensrepräsentation in 
mindestens  gliederungsähnlicher  Form für  viele 
Dokumentationen und algemein für formalisiertes Know-how 
in Unternehmen als existent angenommen werden. Um daraus 
Lernpfade bilden zu können, ist jedoch auch die Beziehung 
zwischen den vorhandenen Themen von Bedeutung. Neben der 
Identifikation von Ober- und Unterthemen sind für die 
Strukturbildung auch feinere inhaltliche Zusammenhänge 
wichtig, wie sie in Referenzen oder hypertext-ähnlicher Form 
existieren. Innerhalb dieses thematischen Graphen könnte der 
Lernpfad gebildet werden. Da sich der Lerner selbstgesteuert 
durch die Lerninhalte bewegt und dabei der Gefahr durch 
kognitiver Überlastung ausgesetzt ist [21], kann zur 
Unterstützung  der aktiven  Themenwahl etwa eine 
graphenbasierte Empfehlung generiert werden. Alerdings kann 
die  Performance  hier  unter  dem  Mangel an 
Strukturinformationen leiden, weshalb eine Anreicherung 
dieser um Informationen aus Linked Open Data-Datenbanken 
zur Verbesserung in Erwägung gezogen werden könnte. 
Entsprechend könnte der Graph so um Informationen erweitert 
werden, die auch Ontologie-ähnliche Empfehlungen zulassen. 
2)Generierung faktenbasierter Fragen
Ohne die Erstelung von lernzielprüfenden Aufgaben durch 
einen Experten, ist die Ermitlung des Lernfortschrits 
insbesondere im Hinblick auf höhere Kompetenzstufen durch 
das System schwierig. Das Paradigma des „Training near the 
job“ lässt zwar eine implizite Selbstkontrole des Lernenden im 
Zuge seiner eigenen Tätigkeit zu, diese kann jedoch kaum 
hinreichend zur Unterstützung erfasst werden. Deshalb solen, 
wie oben angeführt, zum Zweck der Abschätzung des 
Lernerfolgs auto-generierte, faktenbasierte Fragen genutzt 
werden. Diese können dann wie durch Heilman [20] 
vorschlagen, mit geringem Aufwand durch einen Experten 
hinsichtlich ihrer Nützlichkeit selektiert werden. Auch 
Möglichkeiten, automatisch Fragen auf Basis von Ontologien 
zu generieren, sind in Betrachtung zu ziehen [22]. Auf Basis 
der vom Lerner erreichten Erfolgsquote könnte auch die 
Empfehlung weiterer Inhalte im nächsten Iterationsschrit des 
Lernens angepasst werden. 
3)Generierung von Feedback
Die zentrale Prüfung des Lernerfolgs bildet die Lösung des 
anwendungsnahen Problemfals. Die dabei notwendige 
Organisation und gegebenenfals Synthese von Wissen 
ermöglicht, den Erwerb der notwendigen Kompetenzen 
hinsichtlich der realen Aufgaben festzustelen. Durch die 
beabsichtigt höhere Komplexität der Aufgabe lassen sich 
jedoch nur mit größerem Aufwand richtige von falschen 
Lösungen trennen, beziehungsweise bessere von schlechteren 
unterscheiden. Jedoch existieren mindestens notwendige und 
hinreichende Bedingungen für die Gültigkeit einer Lösung. 
Diese können vorab definiert und (gegebenenfals in 
standardisierter Form) durch das System geprüft werden. 
Sogenannte Contraint-Based Tutors [23] sind auf die 
Verarbeitung solcher Informationen ausgerichtet und folgen 
der Annahme, dass Lernen sowohl aus richtigen, als auch aus 
falschen Lösungen resultieren kann [24]. Dabei können die 
Bedingungen ausdrucksstark formuliert  und  wenig 
rechenintensiv ausgewertet werden [23]. 
V. HYPOTHESENBILDUNG 
Nach momentanem Stand der Betrachtung könnten aus der 
obigen Sekundäranalyse unter den Spezifika des hier 
analysierten   Lernmodels   mit   unmitelbarer 
Gestaltungsrelevanz folgende prototypische Hypothesen 
abgeleitet und untersucht werden. Gegebenenfals müssen 
weitere und aus kombinierten Ansätzen bestehende 
Hypothesen gebildet werden. 
1)Ontologie-ähnliche Empfehlungen unterstützen die
eigenständige Bildung eines Lernpfades. 
Entsprechend der notwendigen Selbstorganisation des 
Lernenden könnten Beziehungen zwischen den Lernthemen 
zur Empfehlung einer konkreten nächsten Iteration im 
Lernprozess genutzt werden, um die Selbstorganisation zu 
unterstützen. 
2)Eine graphenbasierte Visualisierung der Lernthemen
reduziert die empfundene kognitive Last beim Lernen. 
Die aus der Selbststeuerung resultierende zusätzliche 
kognitive Last beim Lernenden könnte sich mitels einer 
Visualisierung der Lernthemen veringern. 
3)Eine lernerseitige  Rückmeldung  aus  dem 
Anwendungsbezug der Lernthemen verbessert weitere 
Empfehlungen zur Bildung des Lernpfads. 
Aufgrund  der im  Anwendungskontext statfinden 
Qualifizierung kann die Einbeziehung des vom Lernenden 
praktisch erworbenen Wissens in die weitere Bildung des 
Lernpfads lohnenswert sein. 
4)Für Lernende mit wenig ausgeprägten Fähigkeiten der
Selbststeuerung sind kürzere Lerniterationen erfolgreicher. 
Unter der Annahme, dass Lernempfehlungen die 
Selbststeuerung unterstützen, könnte eine höhere Frequenz 
hinsichtlich angebotener Vorschläge eine mangelnde Fähigkeit 
zur Selbststeuerung mildern. 
5)Für Lernende ist der Nutzen aus Feedback zu
faktenbasierten  Fragen  unabhängig von  bestehenden 
Vorkenntnissen. 
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Während der notwendigen Ermitlung der Vorkenntnisse 
über faktenbasierte Fragen, könnten auch Lernende mit 
umfangreichen Vorkenntnissen aus der Anwendung ihres 
Wissens im Sinne des angestrebten Lernziels profitieren. 
6)Die im Rahmen des Forschungsansatzes geleistete
Unterstützung wirkt sich auch bei zusätzlichem menschlichem 
Tutoring noch positiv aus. 
Der vorgeschlagene, eher auf höherer Ebene anvisierte 
Ansatz des Tutoring könnte leicht durch menschliches Tutoring 
kompensiert werden. Da dieses jedoch in mancher Hinsicht, 
etwa zeitlicher  Verfügbarkeit  oder  gegebenenfals 
Gruppenorientiertheit, eingeschränkt ist, könnte dennoch ein 
zusätzlicher positiver Efekt resultieren. 
Ziel der Untersuchung ist dabei wie erwähnt, nicht die 
Erweiterung des wissenschaftlichen Hypothesenhintergrunds 
der zugrunde liegenden Lerntheorien, sondern das Aufinden 
von Indikatoren und Parametern für den Lernerfolg im Rahmen 
eines prototypischen Experiments für den gegebenen 
Anwendungskontext, deren ungelöste Probleme hinsichtlich 
der Wirtschaftlichkeit einer ITS-Implementierung sich in der 
momentan noch geringen Verbreitung solcher Systeme 
niederschlagen.  Die  Untersuchung  der aufgestelten 
Hypothesen  könnte  dabei einer  Erweiterung  des 
Anwendungsgebiets von ITS Vorschub leisten. 
VI.FAZIT
In der Gesamtbetrachtung scheint das Forschungsvorhaben 
insofern lohnend, als dass die Menge spezialisierten Wissens, 
insbesondere in großen Organisationen zunimmt und mehrere 
Anwendungsszenarien der skizzierten Lernsituation denkbar 
sind. Dies sind einerseits Lernsituationen für die Qualifizierung 
neuer Arbeitskräfte mit dem Ziel eine wissensintensive 
Tätigkeit aufzunehmen, andererseits für Arbeitskräfte, die 
mitelbar in der gegebenen Domäne tätig sind und deren 
Wissenserwerb in einem dazu peripheren Bereich der 
Integration zusammenhängender Aufgaben innerhalb des 
Gesamtprozesses mit dem Ziel einer stärkeren Ausrichtung auf 
das Prozessergebnis dient. 
Dennoch existieren nennenswerte Beschränkungen für den 
vorgestelten Ansatz. Dies sind, wie erwähnt, der schwer 
abzuschätzende Gesamtnutzen der Unterstützung, aufgrund der 
durch die Gegebenheiten der Situation eingeschränkten 
Verfahren, die oft fehlende, voraussetzende Externalisierung 
von Wissen im realen Anwendungsbezug, die anzunehmende 
Heterogenität der Lernsituationen und Wissensrepräsentationen 
und die voraussetzende Mitwirkung eines Experten für den 
Lernprozess. Zusätzlich findet die geplante Forschung unter 
gewissen „Laborbedingungen“ stat, die eine grundsätzliche 
Übertragbarkeit der Ergebnisse vermuten lassen, jedoch nicht 
nachweisen. 
Insgesamt ist es jedoch vorstelbar, dass die anvisierte 
Lernsituation hinreichend gut modeliert werden kann und die 
Ansätze der Unterstützung dem Lernenden gegenüber einem 
rein auto-didaktischen Wissenserwerb einen nutzenbringenden 
Vorteil generieren, der für den geleisteten Aufwand insgesamt 
kompensiert. 
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Abstract—Social media and changing customer requirements 
pose new chalenges to businesses in terms of customer orienta-
tion. Businesses are increasingly facing the need to transform 
from product-centric to customer-centric business models as 
markets are geting increasingly competitive and customers are 
more demanding than ever before. Focusing on customers and 
their integration in business processes implies new opportunities 
for both businesses and customers as wel and drives a paradigm 
change from product to customer orientation. This requires a 
beter understanding of the customer and his/her respective 
needs. Here, social media are a promising and rich data source. 
The incorporation of social media in business processes refers to 
an integration problem, which is chalenging for businesses. 
Therefore, this thesis focuses on the integration of social media 
and Customer Relationship Management (CRM) applications on 
a data level and on a strategic level. More specificaly, the thesis 
describes the enrichment of customer profiles in CRM applica-
tions (inside-out view) with dynamic customer data from social 
media (so-caled customer context; outside-in view) and describes 
the application of customer context in CRM use cases. Therefore, 
the thesis addresses four research questions, which are framed 
using the Design Science Research (DSR) process. The overal 
aim is to enable businesses to beter understand and serve their 
customers on an individual basis and to likewise increase their 
level of customer orientation using social media data. The thesis 
does not only consider the business perspective but also the cus-
tomer perspective in order to emphasize the necessity of custom-
er orientation. 
Keywords—social media, Social CRM, customer context, 
customer-dominant logic 
I.  INTRODUCTION 
A. Motivation 
Within the last decades, at least two technological devel-
opments have caused both societal and economic changes 
[41:3]. On the one hand, the development of social media, 
which are a means for their users to communicate not only in 
real-time but also via various channels, drives the ongoing so-
cietal transformation towards an information society. This de-
velopment is fostered by both the growing ubiquity of mobile 
internet and mobile devices [16,37]. On the other hand and at 
the first glance apart from this, customers are increasingly be-
coming part of business processes [50], for example through 
customer-oriented application systems such as Customer Rela-
tionship Management (CRM). An integrated view on both 
trends, which means the use of social media data within CRM 
processes, is refered to as Social CRM [25:34]. 
Social networks such as Twiter and Facebook, which are 
among the largest social networks, report 320 milion respec-
tively 1.8 bilion users as of 2017 [19,68] and stil report grow-
ing user numbers. Therefore, both are used as examples 
throughout the thesis but, however, it has to be considered that 
the introduced approach might also be aplied to other social 
networks, such as YouTube, Instagram or LinkedIn. Within 
these platforms milions of content pieces are created on a daily 
basis. For example, Facebook counts approximately 55 milion 
status updates per day whereas 500 milion tweets are sent in 
the same time [39,67]. Along with the rising popularity and 
propagation of social media, consumers are increasingly ex-
pecting business-to-customer (B2C) interactions via social me-
dia, which ultimately influences CRM [41:7]. This content is of 
high interest for businesses [31,38,45] as consumers do not 
only exchange privately within those media but they also ex-
change publicly on, for example, brands, companies and prod-
ucts they are interested in [35]. Besides the postings that are 
created (i.e. user generated content, UGC), user profiles are 
available as wel and both form a rich set of data. In order to 
analyze those large amounts of UGC from social media, so-
caled social media analytics (SMA) applications have emerged 
(e.g. Synthesio1, Earshot2, Talkwalker3). These tools help busi-
nesses to aggregate and analyze UGC and user profiles from 
diferent sources and to gain first insights into the market. Cur-
rent Social CRM analytics research addresses potentials and 
pitfals of SMA [11,36,38,72], the development of tools 
[7,34,40] as wel as practical use cases [22,59,61,64]. However, 
curent tools stil sufer diferent shortcomings with regard to, 
for example, data quality and filtering mechanisms [6]. Folow-
ing [43], Social CRM research mostly addresses organizational 
determinants, process perspectives or frameworks. Aspects 
such as definitions (e.g. [8,18,26,43,62]) and the adoption of 
Social CRM in practice (e.g. [2,57]) are under research, where-






level as wel as research on the use of context knowledge for 
CRM purposes are relatively scarce. 
CRM applications have emerged in relationship marketing 
[28,33:19 f] and focus on establishing long-term profitable 
relationships with customers. They are transforming the way 
customers are integrated into business processes. On this, 
Österle (2001) formulated that “In many markets we are cur-
rently witnessing a major move away from market and product 
centricity towards a complete realignment of business process-
es in order to integrate with customer processes, which creates 
additional customer values and finaly leads to lasting custom-
er relations” [50:136]. CRM applications are a means to focus 
on the customer and his/her respective needs. Therefore, those 
applications capture and hold customer data (cf. customer pro-
files as described in [48:64 f]) in order to beter understanding 
customers. Based on this technological state, most businesses 
declare being customer-oriented [4] but there are, however, two 
perspectives on customer-orientation–a business perspective 
and a customer perspective–which are known as inside-out and 
outside-in perspectives, respectively [60]. 
B. Research Problems and Research Questions 
This thesis is based on the argument that the two above 
mentioned perspectives on customer orientation are insufi-
ciently aligned yet and that the customer perspective needs 
further consideration in order to foster the customer’s role in 
business processes and to further increase personalization of 
B2C interactions. Therefore, the folowing core problems (P) 
were formulated: 
P1: There is a perception gap between businesses and their 
customers of what customer orientation means and therefore 
there are two diferent approaches on customer orientation. 
P2: There are no automated approaches to accurately cap-
ture customer context from social media and to use context in 
CRM processes. 
From these problems, the according research questions 
(RQ) were formulated and frame the thesis’ aims: the devel-
opment of a means to beter understanding the customer and 
his/her individual situation; the capturing of appropriate data 
from social media as a rich information source; the application 
of a customer-dominant logic (CDL) to this scenario in order to 
foster the customer’s role in B2C processes and, finaly, the 
definition and description of practical use cases in order to de-
scribe the appropriate use of context knowledge in business 
processes. The overal research question is how the inside-out 
(i.e. CRM data) and the outside-in (customer context4 data) 
views on customer data can be combined in order to close the 
described gap between businesses and their customers. Based 
on this question, four sub-questions detail the overal research 
question and the research aim as wel: 
RQ1: Which context information can be captured from social 
media and which methods to capture those data are available? 
RQ2: How can context data be mapped to Social CRM data on 
a data level? 
4 See for a definition of „customer context” chapter II.A and there therein 
given reference to an own research paper. 
RQ3: How can a customer-approach be incorporated in order 
to strengthen the focus on the customer? 
RQ4: Which use cases can be defined for the use of customer 
context in B2C Social CRM scenarios? 
The research questions were consecutively answered using 
a multi-step approach. Here, the thesis uses the DSR approach 
folowing [32,52], which aims to overcome the lack of practi-
cal relevance in behavioristic research [51]. Therefore, DSR as 
a design-oriented approach complements theory-based behav-
ioristic research through qualitative research methods. The 
DSR process encompasses six research activities which are 
postulated by [52]. After answering al RQ, the thesis reflects 
on the formulated overal RQ. Firstly (RQ1), a structured litera-
ture research (cf. [12,17]) was conducted in order to define 
both the inside-out view (i.e. a general customer profile stored 
in CRM applications) and the outside-in view (i.e. a customer 
context model). Both definitions serve as a basis for under-
standing customers. In addition, SMA applications were ana-
lyzed (e.g. Synthesio, Microsoft Social CRM5 and Earshot) 
with regard to their ability to delivering customer context in-
formation. Furthermore, the application programming interfac-
es (API) of social networks were analyzed as a comparison. 
This finaly leads to an understanding of which information are 
available and how they might be captured from social media. 
To store those data, a CRM profile is suggested on the one 
hand and a customer context profile is derived on the other 
hand. In research question two, the mapping of both views was 
investigated. 
Secondly (RQ2), a schema mapping was conducted in order 
to integrate both views on the customer and to ultimately de-
scribe the enrichment of CRM profiles by using social media 
data. Here, the outcome was the description of a mapping itself, 
which serves as the basis for a software implementation. There-
fore, this thesis builds the basis for customer profiles enriched 
by social media. As this stil focused on how companies can 
beter understand their customers and did not suficiently con-
sider the customer’s needs, this directly led to the third research 
question. 
Thirdly (RQ3), literature was reviewed with regard to cus-
tomer-centric business models and approaches. Those models 
were investigated with respect to their ability to strengthen the 
customer’s role in the B2C relationship. Here, the CDL, which 
is an extension of the service-dominant logic and a change of 
the perspective from business processes to customer processes, 
was applied to customer context. Using a prototyping ap-
proach, a mobile application (app) for smartphones wil be 
developed (currently, a mockup exists) and aims at ofering the 
customer a means to capture, hold and selectively share his/her 
context data when he/she wants it. This, however, addresses 
privacy concerns that are inherent in the thesis’ considerations. 
Having a definition of what customer context is, which data 
could be captured and how to stronger incorporate the custom-
er in business processes, the final research question addresses 
the application of customer context in curent and future B2C 




Finaly (RQ4), a qualitative research method (i.e. semi-
structured interviews) wil be applied to define and describe 
practical use cases of customer context. Therefore, pioneering 
businesses from the industries of CRM and electronic com-
merce were selected and domain experts wil be interviewed. 
The resulting use cases for customer-dominant Social CRM 
processes wil describe the realization of using customer con-
text data in real world scenarios and their respective benefits. 
The folowing figure (Figure I-1) summarizes the research 
questions and the applied research methods to answer them as 
wel as their respective (intended) results. 
Figure I-1: Research questions, methods and results 
II.FOUNDATIONS
This chapter introduces the necessary foundations, high-
lighting social media and Social CRM first, folowed by cus-
tomer centricity as wel as customer profiles. 
A. Social media and Social CRM 
Social media are defined as web-based internet applications 
that alow the creation, access and exchange of user-generated 
content [25]. Folowing literature, those applications are classi-
fied into social networking sites (e.g. Facebook) and micro 
blogs (e.g. Twiter) among others [38]. These channels repre-
sent platforms for the information exchange between customers 
and are therefore a valuable source of customer and context 
information. For example, a single tweet provides up to 60 
diferent atributes that help to enrich CRM data with infor-
mation originating from customers themselves (e.g. their cur-
rent situation, needs or problems). 
The term Social CRM denotes a customer-oriented concept 
that integrates both social media and CRM applications and 
thereby opens a broad spectrum of potential use cases in the 
area of marketing, sales and service [5,24]. It aims at deriving 
knowledge on target customers and influencers or on product 
improvements as wel as online customer interaction. It there-
fore extends the understanding of classical CRM applications, 
which hold an inside-out perspective on the customer and are 
defined as a business strategy that integrate internal processes 
and are enabled by technology [14], as it includes the outside-
in perspective on a customer. An important element of Social 
CRM is the integration of unstructured data from the social 
web, such as product- or brand-based data and further context 
elements. This requires techniques for analyzing UGC and 
integrating results into CRM processes. Here, [5] proposed five 
task areas which define an integrated Social CRM and which 
encompass SMA for automaticaly identifying business-
relevant information from the social web. The related analytics 
steps [10,13,63] and their respective outcomes [65,72] are de-
scribed in literature and further consolidated in an own research 
contribution [69]. 
B. Customer centricity and customer-dominant logic 
In today’s globalized world, there are multiple reasons that 
drive the necessity for customer-centric business models in-
stead of product-centric ones. Among those reasons are highly 
saturated and competitive markets, which are changing faster 
than ever before and the increasing power of customers in cur-
rent markets [20:26]. Today’s customers are smarter, having 
more information at the tip of their hands than ever before. In 
such a situation, the product-centric approach does not deliver 
any diferentiators and therefore, a customer-centric approach 
is promising. Even though the customer-centric model folows 
the same ultimate business goal (maximum profitability), it 
difers from the product-centric model as it is a strategy which 
“aligns a company’s development and delivery of products and 
services with the current and future needs of a selected set of 
customers in order to maximize their long-term financial value 
to the firm” [20:39]. Here, a clear focus on the customer and 
his/her curent and future needs is formulated. Due to the be-
fore mentioned lack in data quality regarding customer profiles 
in CRM applications, this understanding of the customer is yet 
weakly addressed from a research perspective. 
As customer-centricity stil refers to a business perspective 
on the B2C relationship, an even more detailed view on cus-
tomer-centric business is proposed by the CDL [29,30]. The 
CDL refers to “shifting the focus from how (…) providers in-
volve customers in their processes to how customers in their 
ecosystems engage diferent (…) providers” [29:472]. There-
fore, the thesis conceives CDL as a specialization of customer-
centric business, providing the customer with the opportunity 
to stronger influence business processes based on his/her (con-
text) data. In order to make use of this perspective, the concept 
of customer context was used to describe the data necessary 
therefor. 
C. Customer profiles 
As mentioned before and from a business perspective, 
CRM applications store customer data in so-caled customer 
profiles. Folowing [48:62 f,55], a customer profile (inside-out 
view) encompasses information about the customer, his/her 
needs, behavior paterns as wel as information on marketing 
activities and his/her respective responses to those activities 
based on past transactions. Each of these dimensions has mul-
tiple more specific atributes, which are exemplarily shown in 
the folowing table (Table I-1).
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Table I-1: Elements of a CRM profile (refering to [42:64 f]) 
CRM profile dimension  Exemplary atributes 
Basic data Name 
Address 
Potential data  Customer value 
Customer classification 
Action data Company-initiated activities 
Frequency of Customer contact 
Reaction data  Reactions on marketing activities 
Customer inquiries 
Behavior paterns  Known behavior-paterns 
Buying behavior-related paterns 
Despite improved database and data storage technologies 
since the development of early CRM applications [41:12 f], 
accurate and complete customer data are stil a major issue for 
businesses [1,23,46,54] and limit the efectivity of CRM pro-
cesses. This research therefore proposes that within customer 
profiles (inside-out) atributes from social media profiles (out-
side-in view) can add valuable information about customers 
and their respective needs. The thesis hereby aims at creating 
“social enriched” customer profiles which are expected to im-
prove the understanding of customers from a business perspec-
tive. Complementary to CRM profiles, social media provide 
information on customers and their specific situation. More 
specificaly, the social network Facebook, for example, pro-
vides data on nodes (i.e. users, images, pages and postings), 
edges (i.e. linking nodes within a page) and fields (i.e. further 
atributes about nodes) based on its API6 whereas the mi-
croblogging service Twiter7 provides data in similar dimen-
sions: tweets, users, places and metadata. As a summary, litera-
ture defines that from a Social CRM perspective, social media 
ofer five resources: (1) posting body, (2) posting envelope, (3) 
profile body, (4) profile envelope and (5) links [56]. As these 
information are less structured, a conceptional customer con-
text model is needed to match both perspectives. 
As the first considerations within the thesis (see chapters 
II.A and II.B) stil refer to the outside-in or product-centric
thinking, a second research step aims at using context data 
from an outside-in perspective (see chapter II.C) in order to 
emphasize the customer orientation. 
III.CUSTOMER CONTEXT IN SOCIAL CRM
Within this chapter, both perspectives of the B2C relation-
ship are regarded. The first two chapters aim at describing the 
research results answering RQ1 und RQ2 and thereby take a 
business perspective, whereas the third chapter outlines the 
curent approach to answer RQ3 and thereby drives a custom-
er-dominant perspective. The final chapter then describes the 
folowing research method to ultimately answering RQ4 as 
wel as the overal RQ. 
6 htps:/developers.facebook.com/docs/graph-api/reference/ 
7 htps:/dev.twiter.com/overview/api 
A. Understanding customer context (RQ1) 
Based on a literature review (cf. RQ1), the term customer 
context was defined in an own publication and a conceptual 
model was derived [58,70]. Within this research, customer con-
text is conceived as being customer-centered, dynamic (i.e. 
from social media) and domain-independent information that 
might be used in diferent spheres of life (e.g. electronic com-
merce, mobility, health). It provides additional, i.e. outside-in, 
information about customers and their respective environment. 
The model, which resulted from the conducted literature re-
view (see Figure II-1), is conceived as being a conceptual 
model of customer context dividing context data on rather-long 
term valid and short-term valid data. Furthermore, this model 
incorporates two perspectives–the customer and his/her envi-
ronment. 
In addition to the above mentioned definition of context, 
literature also provides both a framework for structuring cus-
tomer context and a description of specific context elements. 
For this research, the schema of [49] was used as it is the only 
framework that addresses context dimensions and clusters con-
text elements as wel. The resulting model summarizes context 
elements provided in the reviewed literature and was extended 
by examples for each element. It has to be considered that the 
given list of context elements is not exhaustive. However, the 
model diferentiates the two before mentioned perspectives on 
context data: the customer and his/her environment. With re-
gard to a Social CRM system, individual context information 
belong to a specific customer whereas global information form 
the basis for describing customer segments. As gathered con-
text is grouped into rather short-term or long-term valid infor-
mation, it signals either a temporary interaction opportunity 
(e.g. based on the location and preferences of a customer) or a 
general market demand (e.g. based on a community’s demand). 
Figure II-1: Conceptual model of customer context 
To capture customer context data from social media (RQ1), 
an own publication suggests two principle methods which may 
be distinguished [58] (see Figure II-2). The first method is a 
direct user input as a response to an input prompt. This may be 
the case when a customer inputs data himself/herself, for ex-
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ample in order to configure a service ofering (e.g. services 
such as Quixxit8 or Outfitery9). The second method is an indi-
rect user input, which gathers data with or without a customer’s 
knowledge. This may be the case when mobile apps automati-
caly colect, for example, location data in order to ofer rele-
vant services. To ensure this awareness, either a customer’s 
declaration of consent or a social login are a means to capture 
and process customer data conformable to law, especialy in 
countries with restrictive privacy policies (e.g. Germany). This 
research, and therefore the intended use case for the conceptual 
customer context model, focuses on the later method, assum-
ing that customers agree with this means of data capturing. 
Figure II-2: Methods of capturing context from social media 
B. Matching customer context and CRM profiles (RQ2) 
Regarding customer profiles, the atributes in the customer 
context model describe the before mentioned CRM profile (see 
Table I-1) and thereby enable businesses to enrich their cus-
tomer profiles. This serves as a basis for improved CRM pro-
cesses such as, for example, customer segmentation and cam-
paign management. In addition to social media, other data 
sources such as wearables (e.g. smart watches) are a second 
source of information. They deliver relevant user-centered in-
formation such as pulse rate, activity level, pedometer, altime-
ter, location, time, distance or temperature. Especialy health-
related information from those devices are regarded as an addi-
tion to specific medical devices, such as heart rate monitors, 
which are a further source of information and may possess a 
higher accuracy of data capturing as they are calibrated and 
approved. However, as this thesis focuses on Social CRM, so-
cial media are regarded as the primary data source. 







Social media atributes 
Facebook API  Twiter API 
Basic data Name1  first_name, 
last_name, name 
name 
Address1  hometown, lo-
cale 
location 











Preferences2  likes, languages Language 
8 htp:/quixxit.de/ (mobility service) 
9 htps:/www.outfitery.de/ (clothing service) 
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Loyalty level2 - - 
Key  1 = mineable information 
2 = derivable information 
In a first approach (see Table II-1), an own publication 
suggests a simple matching of social media data from Twiter 
and Facebook on the one hand and CRM profiles on the other 
hand [71]. The customer context model hereby served as a ba-
sis for businesses to understand which information are general-
ly available in the social web. The referenced paper describes 
the task of defining both data structures (CRM and social me-
dia) and then the matching of fiting atributes. The paper 
thereby explicitly points out that the matching encompasses 
two diferent types of data matching: minable and derivable 
data. Whereas the former represent profile atributes that can 
directly be assigned to social media atributes, the later need a 
further data processing in order to gather the relevant infor-
mation. The current insights on this research step are that basic 
and potential data ilustrate a higher potential for directly 
matching data than action data or reaction data. Furthermore, 
the amount of data that cannot be directly captured from API 
indicates the necessity of further information processing meth-
ods (e.g. data mining, clustering or categorization) in order to 
obtain relevant knowledge which represents the second insight. 
It becomes obvious that the solely access to API is insuficient. 
Dedicated applications from the fields of, for example, busi-
ness inteligence, SMA, data mining and machine learning are 
required. During the matching process, it became obvious that 
the exact meaning (i.e. a definition) of each customer profile 
atribute has to be clarified in order to exclude misinterpreta-
tions and thereby a mismatching of these elements with social 
media data. The need for a context model that provides rele-
vant atributes in CRM and social media guiding the matching 
wa
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s a third insight from this paper. However, with regard to 
RQ1 the paper addresses the potentialy relevant customer con-
text within social media that might be suitable to complement 
CRM profiles. Therefore, this early research indicates that so-
cial media are suited to overcome the initialy formulated prob-
lem of incomplete and inaccurate customer profiles. However, 
questions of data quality and curency stil need to be an-
swered. With regard to RQ2, the paper indicates data that either 
directly or indirectly match social media data with CRM pro-
files. 
The overal aim of this research step was to describe the 
matching of social media data and CRM profiles using the cus-
tomer context model as a general example and the social net-
works Facebook and Twiter as two exemplary and specific 
examples. Based on this, an automation of the process could be 
implemented. 
C. Strengthen customer centricity (RQ3) 
In order to address the already mentioned privacy and data 
control issues (see chapter II.A) and to simultaneously provide 
a simple solution to overcome these issues in Social CRM, the 
thesis aims at developing a mobile app. With regard to these 
two most prominent aspects, a customer-owned “context app” 
is suggested to store customer context and to provide a central 
control mechanism to its user. This approach is based on the 
idea to prevent personal data from social media from misuse. 
For example, a customer captures his/her context data from a 
selected social media channels and could then decide selective-
ly, for example during a service configuration process, which 
additional context information he/she wil provide in order to 
configure a service congenial to his/her individual needs. Im-
plementing this app therefore implies a paradigm change (from 
product-centric business to customer-centric business) as users 
could directly contribute CRM-relevant data by themselves 
(outside-in) whenever they want. In addition, this ofers a 
means for businesses to easily accessing customer context data 
in order to complement their understanding of the customer 
and to personalize their oferings. Al available customer con-
text data is to be stored in a central social media profile, which 
is translated in a machine-readable format (e.g. XML-based 
structures), and could then be exchanged with businesses. The 
application’s user defines from which social media profiles 
context data should be captured. 
The hereby used research method is a (rapid) prototyping 
approach which aims at realizing selected functionalities of a 
future application system [9:538 f,21,53]. More specificaly, 
the thesis aims to realize the prototype as a so-caled vertical 
prototype implementing selected aspects of several software 
layers (i.e. graphical user interface, application layer, data lay-
er) of the target system [9:539 f]. However, as this artefact does 
not focus on the proper derivation and implementation of user 
requirements regarding such a mobile app, this is not in the 
scope of the thesis. Instead, it focuses on a first and simple 
realization in order to demonstrate the idea and to enable both 
businesses and customers to conveniently exchanging customer 
context data given the conditions of privacy regulations. The 
folowing figure (Figure II-3) ilustrates two selected screens 
of a first mockup that was developed as a basis for the proto-
typical implementation. In the first screen (left), the customer 
chooses which data he/she wants to capture given his/her per-
sonal Facebook profile. The second screen (right) then ilus-
trates a selected profile as the basis for an exchange with busi-
nesses. As an extension, the manual editing and finaly the 
sharing of customer context data need to be implemented. 
Figure II-3: Mockup of a customer context app 
It has to be mentioned that privacy issues as wel as issues 
of data quality and reliability in social media are not in the 
scope of the thesis. However, there are publications discussing 
these research issues [3,15,66]. 
D. Next steps (RQ3, RQ4) 
Based on the curent research results, the next research 
steps encompass two major research activities. Firstly, the mo-
bile app needs to be implemented in order to ofer a practical 
means of customer-centricity towards a CDL. This research 
artefact is then used within the second research activity: inter-
viewing experts from practice with regard to application sce-
narios of customer context. 
In order to answer RQ4, semi-structured interviews 
[42,44,47] aim at defining and describing practical use cases of 
customer context. The interviews thereby focus on finding both 
curent and future use cases of customer context. With regard 
to existing use cases, the existing customer context model 
serves as a stimulation for using and acquiring further context 
data and wil be complemented with respect to its attributes as 
a second aspect. With respect to potential new use cases based 
on customer context, it is intended to use the model and the 
mobile app as stimulators. Additionaly, it is aimed to put the 
participants of the interviews in the customer’s situation in 
order to define valuable processes from a customer’s perspec-
tive instead of thinking solely from a business perspective. In a 
first interview, the concept of customer context wil be ex-
plained and discussed together with the participants (appr. one 
hour) and in a second interview use cases wil be discussed 
(appr. two hours). Those use cases wil then be structured using 
the known CRM processes of marketing, sales and service as 
wel as their respective sub-processes [27:21,41:18]. 
As the thesis’ main scope is Social CRM, businesses from 
the broader industries of electronic commerce as wel as CRM 
and Social CRM ar
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e relevant. In a first selection process, four 
businesses interested and knowledgeable in Social CRM on the 
one hand and employing experts in CRM, customer orientation 
and social media on the other hand were asked to participate 
and responded positively. Further interviews are planned in 
order to ensure the generalizability of results. 
IV.SUMMARY AND OUTLOOK
This thesis focuses on the integration of social media data 
and CRM applications. Two specific core problems (P1 and 
P2) are formulated and refined by four research questions 
(RQ1 – RQ4). More specificaly, P1 is addressed by RQ1 (i.e. 
understanding customers), RQ3 (i.e. integrating customers on 
the one and enabling CDL-based business models on the other 
hand) and RQ4 (i.e. overcoming the mentioned gap) whereas 
P2 is addressed by RQ2 (i.e. development of an approach). 
The current results encompass a detailed understanding of 
the term and concept of customer context (cf. [58,70]), the 
mapping (published as research in progress, cf. [71]) as wel as 
a mockup of a mobile application. The thesis’ main contribu-
tions are twofold and address practitioners as wel as research. 
Its main contributions for research are: 
- The linking of Social CRM literature and CDL litera-
ture and thereby the support of the curent trend of 
customer orientation (cf. [50]) to further put the 
customer into the center of al business (i.e. CRM) 
activities. 
- Customer context as a means to drive CDL by provid-
ing a means to define the “customer’s world” as an 
extension to the description in [29] and customer 
context as a basis for customer-centric business 
models. 
Additionaly, the constructed research artefacts aim at con-
tributing to the current state of practice as folows: 
- Use cases of customer context in electronic commerce 
and Social CRM scenarios combining the capturing 
of context as wel as specific atributes from social 
media in order to provide a comprehensive over-
view. 
- A deeper understanding of customers and their indi-
vidual needs based on social media data by intro-
ducing the concept of customer context as a basis 
for personalization and the fulfilment of higher-
order needs. 
- A description of methods for the capturing of custom-
er context from social media and a detailed descrip-
tion of the mapping between social media data and 
CRM profiles as a basis for an automation. 
- In addition and from a customer’s perspective, the es-
tablishment of a control and sharing mechanism for 
context data and thereby a means for customer-
induced CRM processes and the preservation of 
privacy. 
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Abstract—Die Digitale Transformation hat zur Folge, dass al-
le Unternehmen und deren Beschäftigte stärker mit den Aufga-
ben des Datenmanagements konfrontiert sind. Diese Entwicklung 
führt zu Veränderungen, die von der Mitarbeiterebene bis zur 
strategischen Ausrichtung eines Unternehmens reichen können. 
Diese Veränderungen zu gestalten, die einem Unternehmen den 
Weg hin zu einem datenzentrierten Unternehmen ebenen kön-
nen, stelt die übergeordnete Zielstelung der Forschungsarbeit 
dar. Unternehmen durchlaufen hierbei verschiedene Entwick-
lungsstufen, die als Reifegrad der Datenkompetenz zu charakte-
risieren sind. Das Gestaltungsziel der Arbeit ist somit die Ent-
wicklung und Evaluation eines Reifegradmodels zur Beschrei-
bung der Entwicklungsstufen von Datenkompetenz – das Daten-
kompetenzmodel (DAKOMO). 
Keywords—Datenkompetenz;  Digitale   Transformation; 
Reifegradmodel; Capabilities 
I. HERAUSFORDERUNGEN DER DIGITALEN TRANSFORMATION 
Daten rücken verstärkt ins Zentrum unternehmerischen 
Handelns. Einerseits entstehen durch die Nutzung von Daten 
als Ressource neue unternehmerische Perspektiven, indem Ge-
schäftsmodele und Kernkompetenzen maßgeblich auf Daten-
ressourcen zurückzuführen sind [1]. Andererseits rücken Da-
tenressourcen auch bei Unternehmen des klassischen sekundä-
ren und tertiären Sektors immer mehr in den Mitelpunkt. Un-
ternehmen grenzen sich zunehmend über die Ressource Daten 
vom Wetbewerb ab und wolen durch die Nutzbarmachung 
von Datenmengen unternehmerische Werte erzeugen. Diese 
Unternehmen lassen sich als datenzentrierte Unternehmen be-
schreiben [2]. Derartige Veränderungen in der Wirtschaft wer-
den auch unter dem Begrif der Industrie 4.0 diskutiert. In de-
ren Mitelpunkt steht die Nutzbarmachung von Datenmengen, 
die durch die Vernetzung und Kommunikation von Maschinen 
erzeugt werden und durch die Integration in betriebswirtschaft-
liche Prozesse eine Bedeutung erhalten [3]–[5]. Dass diese 
Nutzung und Integration auch neue Kompetenzen abverlangt, 
um den wachsenden Herausforderungen durch Industrie 4.0 
Rechnung zu tragen, ist eine immer wiederkehrende Forderung 
in Forschung und Praxis [6]–[8]. Das deutschsprachige Phä-
nomen der Industrie 4.0 tangiert alerdings nur einen Teilbe-
reich der Gesamtwirtschaft. Wesentlich umfassender beschreibt 
der Begrif der Digitalen Transformation die Veränderungen in 
Wirtschaft und Geselschaft. In der Literatur finden sich hierzu 
unterschiedlich weit gefasste Definitionen. Mertens et al. 
(2017) stelen zunächst fest, dass die Digitale Transformation 
von softwarebasierter Gerätesteuerung bis hin zu neuen oder 
veränderten Geschäftsmodelen reichen kann [9]. Kreutzer 
(2017) fügt hinzu, dass die Veränderungsprozesse der Digitalen 
Transformation in zentrale Leistungsfelder der Unternehmung 
eingreifen und neue Gestaltungsmöglichkeiten für Produkte 
und Dienstleistungen möglich machen [10]. Eine weiterführen-
de Aufassung liefern Schalmo und Rusnak (2017). Demnach 
beschreibt die Digitale Transformation die Vernetzung aler 
Bereiche in Wirtschaft und Geselschaft. Sie stelen zudem fest, 
dass die Digitale Transformation Fähigkeiten erfordert, die die 
Gewinnung und den Austausch von Daten, deren Nutzung und 
Umwandlung in Informationen beinhaltet [11]. 
Diese Fähigkeiten müssten sich demnach auch in den An-
forderungen und Kompetenzprofilen von Arbeitsplätzen wider-
spiegeln. Es ist davon auszugehen, dass aufgrund der Digitalen 
Transformation Jobprofile stärker IT-orientierte Faceten bein-
halten und damit ein größeres Spektrum an Kompetenzen ab-
verlangen [12], [13]. 
Zusammenfassend lassen sich zunächst folgende Heraus-
forderungen feststelen, die die grundlegende Problemstelung 
der Arbeit repräsentieren. 
 Die Digitale Transformation führt zu einem tiefgrei-
fenden Wandel in Wirtschaft und Geselschaft, der ei-
nen Bedeutungszuwachs von Daten als Ressourcen be-
günstigt.
 Die Digitale Transformation führt zu Veränderungen
auf alen Ebenen der Unternehmung.
 Mit der Digitalen Transformation gehen Änderungen
in Kompetenzprofilen einher. Datenbezogene Fähig-
keiten gewinnen zunehmend an Bedeutung.
II.ZIELE, AUFBAU UND METHODISCHE ÜBERLEGUNGEN
In diesem Kapitel solen aus der zuvor beschriebenen Prob-
lemstelung konkrete Zielstelungen für die Arbeit abgeleitet 
werden. Daraufolgend sind ferner methodische Überlegungen 




Die Wirtschaftsinformatik lässt sich als gestaltungsorien-
tierte Disziplin verstehen, deren Forschungsbeiträge dann 
grundsätzlich zwei Zielkategorien folgen – den Erkenntniszie-
len und den Gestaltungszielen [14], [15]. Die Erkenntnisziele 
spiegeln die theoretischen Ziele der Arbeit wider, wohingegen 
Gestaltungsziele die praktischen Vorhaben fokussieren [16]. 
Gemäß der im Kapitel I beschriebenen Problemstelung ist 
es das überordnete Ziel der Arbeit, ein Reifegradmodel zu 
Datenkompetenzen zu entwickeln und zu evaluieren. Zunächst 
sind hierzu Erkenntnisziele für die Arbeit abzuleiten: 
EZ1. Identifikation von Methoden und Modelen zur Be-
schreibung von Datenkompetenz oder datenbezogenen 
Capabilities. 
EZ2. Bestimmung, durch welche Dimensionen Datenkom-
petenz beschrieben werden kann. 
EZ3. Konzeption von Datenkompetenz im Kontext des 
Capability Ansatzes. 
Die Gestaltungsziele der Arbeit korrespondieren stark mit dem 
übergeordneten Ziel und lassen sich wie folgt diferenzieren: 
GZ1. Beschreibung eines oder mehrerer Datenkompetenz-
Sets. 
GZ2. Entwicklung eines Reifegradmodels für Datenkompe-
tenz. 
GZ3. Beschreibung des Nutzenbeitrags der Artefakte. 
Die Zielstelungen ofenbaren den interdisziplinären Charakter 
der Arbeit. Der Forschungsbeitrag tangiert aus dem Bereich der 
Wirtschaftsinformatik vor allem das strategische IT-
Management und das Datenmanagement. Die Bezüge zur Be-
triebswirtschaftslehre zeigen sich insbesondere bei der Einbe-
ziehung der ressourcenorientierten Ansätze und den Überle-
gungen zur Kompetenzgenerierung.  
B. Methodik und Aufbau 
Grundlegend ist das Vorgehen am Design Science Rese-
arch Prozess von Hevner et al. (2004) orientiert [17]. Pefers 
et al. (2007) liefern dazu ein strukturiertes Vorgehen, das die 
methodische Konzeption ergänzt [18]. Zu Beginn der For-
schungsarbeit steht die Formulierung einer Problemstelung 
aus der Umwelt, deren Relevanz dazulegen ist. Das zu entwi-
ckelnde Artefakt muss dem Bedarf von Wissenschaft, For-
schung und Praxis genügen. Ferner ist die Wissensbasis zu 
geeigneten theoretischen, technischen und methodischen 
Grundlagen zu erarbeiten. Zentral ist der eigentliche Design-
Prozess, in dem die Entwicklung von Lösungen für das Prob-
lem unter Zuhilfenahme der Wissensbasis mit deren geeigne-
ten Methoden und Theorien statfindet. Schlussendlich ent-
steht ein Artefakt der Arbeit, welches wiederum durch geeig-
nete Methoden zu evaluieren ist. 
Die Erstelung des Artefakts orientiert sich an Vorgehens-
modelen zur Entwicklung von Reifegradmodelen. Ausfüh-
rungen hierzu folgen im Abschnit III. B. dieses Beitrags. Die 
Problemstelung und damit verbundenen Zielstelungen sind 
im Kapitel I. sowie im Abschnit A. dargelegt. In der Arbeit 
wird die Relevanz der Thematik, insbesondere die Verände-
rungen von Kompetenzprofilen mit einer Zunahme datenbe-
zogener Fähigkeiten – auch in IT-ferneren Beschäftigungen – 
durch eine Text-Mining-basierte Stelenanzeigen-Analyse 
untermauert. Die abschließenden Ergebnisse hierzu sind noch 
nicht formalisiert und strukturiert. Alerdings zeigt sich eine 
deutliche Häufung der Forderung von Arbeitgebern nach ana-
lytischen datenbezogenen Fähigkeiten. Diese Erkenntnisse 
bekräftigen die durch die digitale Transformation hervorgeru-
fenen Veränderungen. Die Erstelung der Wissensbasis und 
der Überblick über Theorien, Frameworks und Methoden, 
geschieht literaturbasiert. Für die Grundlagen zu Kompeten-
zen, den ressourcenbasierten Ansätzen und Capabilities ist 
eine unüberschaubare Vielzahl an Beiträgen zu finden, sodass 
hier Sekundärliteratur eine wichtige Role einnimmt. Zusam-
mengefasst sind diese Erkenntnisse im folgenden Kapitel. Das 
daran anschließende Kapitel IV. dient zum einem noch der 
Wissensbasis, in dem vorhandene Ansätze zu Datenkompetenz 
aufzeigt werden. Andererseits ist dieses strukturierte Literatur-
Review der erste Schrit für die Konzeption von Datenkompe-
tenz und hat damit bereits Anteil an der eigentlichen Entwick-
lung des Artefakts. 
III.THEORETISCHE GRUNDLAGEN
Der Begrif der Kompetenzen erfährt in vielen Fachdomä-
nen eine Würdigung. Eine diferenzierte Auseinandersetzung 
mit den Bedeutungsinhalten des Begrifs ist für die Arbeit un-
erlässlich. Eine umfassende Diskussion des Kompetenzbegrifs 
findet jedoch in diesem Beitrag nicht stat, da der Begrif sehr 
unterschiedliche Interpretationen aufweisen kann und im Fol-
genden nur Definitionen im Kontext ressourcenbasierter An-
sätze aufgenommen werden. Die Einbeziehung von Capabili-
ties erschwert zudem eine Abgrenzung, da – insbesondere in 
englischsprachiger Literatur – Capabilities und Kompetenzen 
nicht immer voneinander abgrenzbar sind. Grundsätzlich be-
steht die Annahme, dass Kompetenzen einen komplexeren 
Charakter als Capabilities aufweisen. Die Betrachtung erfolgt 
im Kontext ressourcenbasierter Ansätze – insbesondere des 
Dynamic Capability Ansatzes. 
A. Kompetenzen und Capabilities 
Ansätze zur Definition von Kompetenzen in den Wirt-
schaftswissenschaften korespondieren regelmäßig mit dem 
ressourcenbasierten Ansatz. Dieser geht davon aus, dass Un-
ternehmen hinsichtlich ihrer Ressourcenausstatung heterogen 
sind und alein daraus ihre Wetbewerbsvorteile begründen 
[19]. In diesem Kontext sind Ressourcen sämtliche Vermö-
genswerte, Fähigkeiten, organisatorische Prozesse, Informatio-
nen und Wissen, die von einem Unternehmen kontroliert wer-
den und dazu helfen, dessen Efektivität und Efizienz zu ver-
bessern [20], [21]. Es stelt sich nun die Frage, ob Kompeten-
zen eine speziele Ressource oder eine komplexere, übergeord-
nete Ebene darstelen. Ein Exkurs in die Entwicklungshistorie 
ressourcenbasierter Ansätze kann hierzu hilfreich sein. Der 
althergebrachte Resource-based View (RBV) ist ein rein öko-
nomischer Ansatz, der Unternehmen als einzigartiges Ressour-
cenbündel charakterisiert. Der darauf aufbauende Competence
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based View (CBV) erweitert den Ansatz des RBV und stelt 
Kompetenzen in den Mitelpunkt der Begründung von Wet-
bewerbsfähigkeit und –vorteilen. Dabei sind Kompetenzen als 
Bündel von Ressourcen zu verstehen [22]. Teece et al. (1997) 
stelen fest, dass die erfolgreichsten Unternehmen in der Lage 
sind, durch flexible und rasche Produktinnovationen dyna-
misch auf Umweltbedingungen zu reagieren. Deren Ansatz – 
die Dynamic Capabilities – beschreibt die Fähigkeit von Un-
ternehmen Ressourcenkombinationen nicht nur aufzubauen 
und zu verstetigen sondern auch zu rekonfigurieren [23], [24]. 
Der Dynamic Capability Ansatz (DCA) hat eine hohe interna-
tionale Verbreitung. Damit einher geht auch die Unklarheit 
über die Abgrenzung von Kompetenzen und Capabilities [25]. 
Auf der Grundlage der bisherigen Erläuterungen und aufbau-
end auf dem CBV unter Einbindung des DCA wird für Kompe-
tenzen im Folgenden die nachfolgende Aufassung vertreten: 
1. Ressourcen sind ale immaterielen und materielen
Werte, Fähigkeiten, Routinen etc.
2. Kompetenzen sind ein Bündel von Ressourcen und
damit komplexer als diese.
3. Capabilities sind speziele Ressourcen, die zum indi-
viduelen Ressourcenbünden gehören.
4. Kompetenzen und Capabilities sind nicht synonym
verwendbar.
Für die weitere Betrachtung wird die Annahme zugrunde ge-
legt, dass Kompetenzen durch mehrere Dimensionen beschrie-
ben werden können. Den Dimensionen lassen sich anschlie-
ßend Capabilities zuordnen. Daraus folgt, dass Dimensionen 
ein Bündel von Capabilities darstelen. Der Zusammenhang ist 
abschließend in Abbildung 1 darstelt. 
Abb. 1. Zusammenhang von Kompetenzen und Capabilities 
B. Reifegradmodele 
Becker et al. (2009) umschreiben ein Reifegradmodel als 
eine Folge von Reifegraden für eine Klasse von Objekten so-
wie deren antizipierter, gewünschter oder typischer Entwick-
lungspfad [26]. Der Begriff des Reifegrads ist dabei in der 
Literatur zur Wirtschaftsinformatik oftmals unzureichend de-
finiert. Hansen und Neumann (2015) führen den Begriff in 
Kontext informationswirtschaftlicher Reifegrade ein. Dieser 
Reifegrad beschreibt auf der Grundlage vergleichender Analy-
sen von Einzelkriterien die Qualität von IT-Infrastruktur und 
deren Nutzungsmöglichkeiten [27]. Als wesentliche Merkmale 
von Reifegraden ist festzuhalten, dass diese 
 auf unterschiedliche Objekte anwendbar sind (Men-
schen, Organisationen, Prozesse etc.),
 als Entwicklungsstufe zu charakterisieren sind und
 ihre Aussagekraft auf der Grundlage von Vergleichen
entfalten.
Zur Entwicklung von Reifegradmodelen existieren einige 
etablierte Vorgehensmodele. Das von de Bruin et al. (2005) 
definiert sechs Phasen mit dem dazugehörigen Gestaltungs-
aufgaben [28]. Im deutschsprachigen Raum findet vor alem 
das Vorgehensmodel von Becker et al. (2009) eine breite 
Anwendung, welches die Entwicklung als iterativen Prozess 
gestaltet [26]. Vorteilhaft an diesem Vorgehensmodel ist, dass 
es mit dem Design Science Research Prozess korrespondiert. 
Die Prozessschrite sind in Abbildung 2 vereinfacht darge-
stelt. Das Abbilden der zu erstelenden Dokumente jeder Pha-
se entfält aus Gründen der Übersichtlichkeit. 
Abb. 2. Phasen der Reifegradmodelentwicklung (Vereinfachte Darstelung 
des Vorgehensmodels) [26] 
Aus dem dargestelten Vorgehensmodel lassen sich Kriterien 
für den Entwicklungsprozess ableiten. Dass die Entwicklung in 
mehreren Schriten – iterativ – abläuft ist dabei ofenkundig. 
Das Vorgehen solte dabei, auch in Verbindung mit dem De-
sign Science Ansatz, multimethodisch sein [29]. Die vorgese-
hene Entwicklung wird, wie im Abschnit I. B. erläutert, in 
mehreren Stufen durchlaufen. Diese beginnt mit einer Aufar-
beitung von Literatur zu Datenkompetenzen und Capability 
Maturity Models. Um frühzeitig eine Praxisperspektive in den 
Entwicklungsprozess einfließen zu lassen, schließt sich nach 
der theoretischen Erarbeitung der Dimensionen von Daten-
kompetenz eine qualitative empirische Untersuchung an, die 
zur Weiterentwicklung des Models beiträgt und gleichzeitig 
der Evaluation vorhandener Erkenntnisse dient.  
Die beiden folgenden Kapitel liefern eine Zusammenfas-
sung des ersten Teils der Literaturaufarbeitung. Ziel ist es, zur 
Konzeption von Datenkompetenz nach dem in Abbildung 1 
dargestelten Ansatz Dimensionen der Datenkompetenz zu 
bestimmen. 
IV.STAND DER FORSCHUNG UND VERWANDTE ARBEITEN
Um eine Aussage über den bisherigen Forschungsstand zu 
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trefen und die Würdigung der Thematik in verwandten For-
schungsarbeit darzulegen, ist ein Literatur-Review sinnvol. 
Ziel des Reviews ist es auch zu untersuchen, ob und welche 
Datenkompetenzen in der Literatur eine Role spielen, welche 
Bestandteile (beispielsweise Dimensionen, Felder und konkrete 
Capabilities) diskutiert werden und in welchem thematischen 
Zusammenhang die Arbeiten stehen. Das Vorgehen orientiert 
sich an den grundlegenden methodischen Ausführungen zum 
Literatur-Review von Webster und Watson (2002) [30] sowie 
zum State oft the Art von Fetke (2006) [31]. 
Die Festlegung der Suchterme stelt die erste Herausforde-
rung dar, da für Datenkompetenzen insbesondere durch eng-
lischsprachige Forschungsbeiträge viele Varianten möglich 
sind. Für einen ersten und weitreichenden Überblick erfolgte 
die Recherche zunächst über Google Scholar. Zur gezielteren 
Suche qualitativ besonders hochwertiger Beiträge diente die 
Fachdatenbank EBSCO Business Source Complete. Als 
Suchterme kommen zunächst „Datenkompetenz“ beziehungs-
weise „Daten“ und „Kompetenz“ infrage. Im Englischen ana-
log hierzu „data competence“ oder „competency“ sowie „data 
capabilities“. Die Tabele I gibt zunächst einen Überblick über 
die verwendeten Suchbegrife und deren Trefer. Außerdem ist 
in der rechten Spalte die Anzahl relevanter Beiträge zu ent-
nehmen, deren Zustandekommen im Folgenden noch erläutert 
wird. 










competence" 5 1 
alintitle: "Daten-
kompetenz" 5 2 
alintitle: "data 
capabilities" 79  13 
alintitle: "data 
competency" 8 1 
EBSCO 
data   AND 
capabilities (TI) 179  10 
data   AND 
competence (TI) 4 0 
data   AND 
competency (TI) 9 2 
Summe 289  29 
Es zeigt sich als erstes, dass der Kompetenzbegrif im 
Deutschen wie im Englisch im Zusammenhang mit Daten kei-
ne besondere Würdigung erfährt. Alerdings ist bereits eine 
Vielzahl an Veröfentlichungen über Capabilities im Kontext 
von Daten (algemein) vorhanden. Da der Capability Begrif 
weit gefasst ist, können damit eine ganze Reihe an Themen 
fokussiert werden. Es ist auch aufgefalen, dass der Begrif in 
vielen Fachdomänen eine Role spielt. Sowohl in der reinen 
Informatik und Elektrotechnik sind Beträge zu finden, wie 
auch – naheliegend – im Bereich der Sozial- und Geisteswis-
senschaften. Für die angegebene Relevanz 1 ist die Anzahl der 
Beiträge angegeben, die im Fachbereich der Wirtschaftsinfor-
matik oder Information Systems Research zu verorten sind. 
Dabei reichte eine Betrachtung der Abstracts oder das konkrete 
Publikationsmedium aus. Insbesondere bei Data Capabilities 
zeigt sich eine Häufung an Beiträgen, die mit Big Data in Ver-
bindung stehen. Ein weiteres Ergebnis ist die vergleichsweise 
kurze Zeitspanne der gefundenen Veröfentlichungen. Im 
Durchschnit sind die 29 als relevant erachteten Beträge nur 
knapp über zwei Jahre alt. Die Erforschung von datenbezoge-
nen Fähigkeiten und Datenkompetenz im Kontext des Capabi-
lity-Ansatzes in der Wirtschaftsinformatik ist ein verhältnismä-
ßig junges Phänomen und ofenbart Potenzial für weiterfüh-
rende Forschungsarbeiten. Ale Publikationen, die die Maßgabe 
der ersten Relevanzüberprüfung standhielten, wurden detailiert 
gesichtet. Als wesentliche Kriterien für den Einbezug in die 
weitere Betrachtung sind die folgenden Kriterien ausschlagge-
ben: 
1. Es handelt sich um eine wissenschaftliche, hinrei-
chend fundierte Publikation.
2. Die Aufassung von Capabilities oder Kompetenzen
steht im Einklang mit den Arbeitsdefinitionen (Bezug
zu ressourcenbasierten Ansätzen, Dynamic Capability
Ansatz etc. erkennbar).
3. Fokus der Beträge sind Unternehmen, öfentliche
wirtschaftliche Einrichtungen oder deren Aufgaben-
träger.
4. Da es Ziel der Untersuchung ist, beispielsweise Di-
mensionen, Bereiche, Felder etc. von Datenkompe-
tenzen oder datenbezogen Capabilities zu finden, sind
nur diejenigen Beiträge relevant, die auch hierzu Aus-
sagen liefern.
Nach der umfassenden Sichtung der Beiträge erfülen zehn 
Veröfentlichungen die vier Kriterien. Drei Beiträge erörtern 
datenbezogene Capabilities auf sehr kleinteiliger Ebene, sodass 
diese nicht den übergeordneten Charakter von Dimensionen 
haben. Diese können jedoch für den weiteren Verlauf der Ar-
beit interessant sein, wenn es darum geht, die Dimensionen der 
Datenkompetenz mit konkreten datenbezogenen Fähigkeiten 
(Capabilities) auszustaten. 
Zusätzlich sei hier noch angemerkt, dass in der englisch-
sprachigen Literatur als weiteres Synonym der Begrif „lite-
racy“ existiert, der sowohl für Kompetenzen als auch für Fä-
higkeiten stehen kann. Der Begrif lässt sich häufig in Verbin-
dung mit Daten aufinden. Es existieren alerdings sehr unter-
schiedliche Aufassung was unter „data literacy“ zu verstehen 
ist, wie Koltay (2015) feststelt [32]. Datenfähigkeiten und 
Datenkompetenzen wären hierfür somit adäquate Übersetzun-
gen. Der Begrif soll hier alerdings zunächst keine grundle-
gende Role spielen, da dieser nicht im Zusammenhang mit 
ressourcenbasierten Ansätze steht und eher eine pädagogische, 
sozial- und geisteswissenschaftliche Einfärbung besitzt und 
darum im Bereich der Bildung zu finden ist. 
V. DIMENSIONEN DER DATENKOMPETENZ 
Zur Definition von Dimensionen der Datenkompetenz, 
können zunächst die Ergebnisse der Literaturecherche einflie-
ßen. In der Literatur lassen sich anstat Dimensionen auch Be-
grife wie Kompetenzfelder („fields“) finden
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. Teilweise wer-
den auch Capabilities als das komplexere Konstrukt betrachtet, 
welches sich wiederum durch mehrere Eigenschaften, Fähig-
keiten etc. charakterisieren lässt. Dimensionen der Datenkom-
petenz sol hier als Übergrif dienen.  
Die in der Literatur aufgefundenen Dimensionen sind in der 
Tabele I zusammengefasst. Die aufgefundenen Dimensionen 
sind dabei – so weit möglich – durch die einzelnen Spalten 
inhaltlich gegliedert. 
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Es zeigt sich, dass die Bereiche Management und Organisa-
tion beziehungsweise auch Strategie und Planung häufig auf-
findbar sind. Genauso verhält es sich mit Technologie und Inf-
rastruktur. Damit sind zunächst zwei wesentliche Dimensionen 
von Datenkompetenz möglich: 
1. Management und Organisation (inbegrifen sind hier
auch Planung und Strategie) sowie
2. Technologie und Infrastruktur.
Weitere mögliche Dimensionen können aufgrund der eher 
schwachen oder nicht eindeutigen Quelenlage noch nicht fest-
gehalten werden. Es zeigt sich aber, dass über eine fachliche 
Dimension nachzudenken ist, die weniger technische und infra-
strukturele Fragstelungen fokussiert, sondern sich in konkre-
ten Aufgaben des Datenmanagements und der Analyse mani-
festiert. Schließlich bleibt ofen, ob auch eine juristische-
ethische Dimension eröfnet werden kann. Insbesondere der 
Datenschutz und die Datensicherheit könnten sich hier wider-
spiegeln. Ob noch eine fünfte Dimension sinnvol ist, die bei-
spielweise auch soziale oder kulturele Aspekte umfasst, ist 
zum jetzigen Zeitpunkt ofenkundig nicht einzuschätzen. Diese 
Komponente solte aber zur Überprüfung weiterhin möglich 
bleiben. So sind nachfolgend drei weitere Dimensionen festzu-
halten, wobei Nummer 4 und 5 derzeitig noch einzuklammern 
sind: 
3. Fachliche Expertise,
4. (Recht und Ethik) und
5. (Soziales und Kultureles).
Das Ergebnis stelt das erste Zwischenergebnis zur Konzeption 
der Datenkompetenz dar und ist in der Abbildung 3 dargestelt. 
Die Dimensionen 4 und 5 sind aus den genannten Gründen 
noch ausgegraut. 
Abb. 3. Datenkompetenz: Ergebnis des Literature Review 
VI.ZUSAMMENFASSUNG UND WEITERES VORGEHEN
Um nun die theoretisch hergeleiteten Dimensionen auch prak-
tisch zu validieren, umfasst der nächste Entwicklungsschrit zur 
Konzeption von Datenkompetenz eine qualitative empirische 
Untersuchung. Die durchzuführenden Interviews verfolgen 
dabei die Ziele: 
 die bisherigen Dimensionen zu bestätigen,
 eventuel weitere Dimensionen aus Sicht der Praxis zu
diskutieren, die bisher theoretisch keine oder nur eine
untergeordnete Role spielen und
 Anhaltpunkte für konkrete Capabilities der einzelnen
Dimensionen zu erhalten.
Das Thema ist für Beschäftigte außerhalb der Forschung relativ 
abstrakt. Der Leitfaden sol deshalb nicht zu stark standardisiert 
sein. Zur Unterstützung kommen Mindmaps zum Einsatz, um 
gemeinsam mit den Respondenten strukturiert Ideen zu daten-
bezogenen Capabilities zu sammeln. 
Es zeigt sich bisher, dass Datenkompetenzen und Data 
Capabilities bereits Forschungsgegenstand der Wirtschaftsin-
formatik sind. Es fält jedoch auf, dass das Thema vergleichs-
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weise jung ist und relativ wenige Publikationen verfügbar sind. 
Insgesamt ist auch festzustelen, dass die aufindbaren Modele 
zu Datenkompetenz und Data Capabilities einen Fokus haben, 
der vor alem die Capabilities für das Management von Big 
Data betrift oder Data Analytics im Spezielen betrachtet. An-
spruch des zu hier zu erstelenden Reifegradmodels ist es, ei-
nen umfassenden Einsatz zu ermöglichen. Das Reifegradmo-
del adressiert nicht nur Unternehmen und Beschäftigte, die mit 
Big Data konfrontiert sind und bereits auf hohem Niveau in der 
Lage sind, Datenanalysen zu betreiben. Auch Unternehmen, 
die gerade erst anfangen Daten als Ressource stärker wertzu-
schätzen und ihre datenbezogenen Fähigkeiten erst auf- und 
ausbauen, sind einbezogen. Das Model sol zudem unabhängig 
von der Unternehmensgröße und -branche sein. Der abzubil-
dende Reifegrad sind die Stufen der Datenkompetenz. Die we-
sentlichen Elemente des Reifegradmodels sind: 
 die Bezeichnung des Reifegrads (Datenkompetenz-
Reifegrad 1 bis Datenkompetenz-Reifegrad X),
 die Beschreibung des Reifegrads,
 die zugehörigen Datenkompetenz-Dimensionen und
 die zum Reifegrad gehörigen Capabilities.
Zum Abschluss des Beitrags zeigt die Abbildung 4, wie das 
Reifegradmodel, ausgehend von den bisherigen Erkenntnissen 
und der genannten Elemente, aufgebaut ist. Das Datenkompe-
tenzmodel (DAKOMO) ist hier aufgrund des noch frühen 
Entwicklungsstadium großenteils generisch, vermitelt aber 
einen Eindruck, wie das Artefakt auszusehen hat. 
Abb. 4. Generisches Datenkompetenz-Reifegradmodel (DAKOMO) 
LITERATUR 
[1] B. Oto und S. Aier, „Business Models in the Data Economy: A Case 
Study from the Business Partner Data DomainTitle“, in Proceedings of 
the 11th International Conference on Wirtschaftsinformatik, 2013, S. 
475–489. 
[2] H. Österle und B. Oto, „Das datenzentrierte Unternehmen: Eine 
Business-Engineering-Perspektive“, in Enterprise -Integration: Auf 
dem Weg zum kolaborativen Unternehmen, G. Schuh und V. Stich, 
Hrsg. Berlin, Heidelberg: Springer, 2014, S. 91–105. 
[3] T. Kaufmann, Geschäftsmodele in Industrie 4.0 und dem Internet der 
Dinge Der Weg vom Anspruch in die Wirklichkeit, Wiesbaden: 
SpringerVieweg, 2015. 
[4] H. Lasi, P. Fetke, H.-G. Kemper, T. Feld, und M. Hofmann, 
„Industrie 4.0“, Wirtschaftsinformatik, Bd. 56, Nr. 4, S. 261–264, 2014. 
[5] A.-W. Scheer, „Industrie 4.0: Von der Vision zur Implementierung“, in 
Industrie 4.0 als unternehmerische Gestaltungsaufgabe: 
Betriebswirtschaftliche, technische und rechtliche Herausforderungen, 
R. Obermaier, Hrsg. Wiesbaden: Springer Fachmedien, 2016, S. 35–52. 
[6] S. Erol, A. Jäger, P. Hold, K. Ot, und W. Sihn, „Tangible Industry 4.0: 
a scenario-based approach to learning for the future of production“, 
Procedia CIRP, Bd. 54, S. 13–18, 2016. 
[7] A. Richter, P. Heinrich, A. Stocker, und W. Unzeitig, „Der Mensch im 
Mitelpunkt der Fabrik von morgen“, HMD Praxis der 
Wirtschaftsinformatik, Bd. 52, Nr. 5, S. 690–712, 2015. 
[8] B. Zinn, „Conditional variables of Ausbildung 4.0—vocational 
education for the future“, Journal of Technial Education, Bd. 3, Nr. 2, 
S. 1–9, 2015. 
[9] P. Mertens, F. Bodendorf, W. König, M. Schumann, T. Hess, und P. 
Buxmann, Digitale Transformation von Unternehmen. Berlin, 
Heidelberg: Springer, 2017. 
[10] R. T. Kreutzer, „Treiber und Hintergründe der digitalen 
Transformation“, in Digitale Transformation von Geschäftsmodelen: 
Grundlagen, Instrumente und Best Practices, D. Schalmo, A. Rusnjak, 
J. Anzengruber, T. Werani, und M. Jünger, Hrsg. Wiesbaden: Springer 
Fachmedien, 2017, S. 33–58. 
[11] D. Schalmo und A. Rusnjak, „Roadmap zur Digitalen Transformation 
von Geschäftsmodelen“, in Digitale Transformation von 
Geschäftsmodelen: Grundlagen, Instrumente und Best Practices, D. 
Schalmo, A. Rusnjak, J. Anzengruber, T. Werani, und M. Jünger, 
Hrsg. Wiesbaden: Springer Fachmedien, 2017, S. 1–31. 
[12] J. H. Henning Kargermann, Wolfgang Wahlster, 
„Umsetzungsempfehlungen für das Zukunftsprojekt Industrie 4.0“, 
Bundesministerium für Bildung und Forschung, Abschlussbericht des 
Arbeitskreises Industrie 4.0, April, S. 1–116, 2013. 
[13] J. Smit, S. Kreutzer, C. Moeler, und M. Carlberg, „Industry 4.0“, 
European Parliament, Directorate General for Internal Policies, 
Brüssel, 2016. 
[14] J. Becker, R. Holten, R. Knackstedt, und B. Niehaves, 
„Forschungsmethodische Positionierung in der Wirtschaftsinformatik: 
Epistemologische, ontologische und linguistische Leitfragen“, Instistut 
für Wirtschaftsinformatik, Münster, 2003. 
[15] J. Becker, R. Knackstedt, R. Holten, H. Hansmann, und S. Neumann, 
„Konstruktion von Methodiken: Vorschläge für eine begrifliche 
Grundlegung und domänenspezifische Anwendungsbeispiele“, 
Arbeitsberichte des Instituts für Wirtschaftsinformatik. Westfälische 
Wilhelms-Universität, Nr. 77, S. 1–49, 2001. 
[16] M. Welter, „Die Forschungsmethode der Typisierung“, WiSt - 
Wirtschaftswissenschaftliches Studium, Nr. 2, S. 113–116, 2006. 
[17] A. R. Hevner, S. T. March, J. Park, und S. Ram, „Design Science in 
Information Systems Research“, MISQ., Bd. 28, Nr. 1, S. 75–105, 
2004. 
[18] K. Peffers, T. Tuunanen, M. Rothenberger, und S. Chaterjee, „A 
design science research methodology for information systems 
research“, Journal of Management Information System,s, Bd. 24, Nr. 3, 
S. 45–77, 2007. 
[19] B. Wernerfelt, „A Resource-Based View of the Firm“, Strategic 
Management Journal, Bd. 5, Nr. 2, S. 171–180, 1984. 
[20] J. B. Barney, „Firm resources and sustained competitive advantage“, 
Journal of Management, Bd. 17, Nr. 1, S. 99–120, 1991. 
[21] J. B. Barney, „Firm resources and sustained competitive advantage“, in 
Economics Meets Sociology in Strategic Management (Advances in 
Strategic Management), Bd. 17, Emerald Group, 2000, S. 203–227. 
[22] S. A. Friedrich, K. Matzler, und H. K. Stahl, „Quo vadis RBV?“, in 
Aktionsfelder des Kompetenz-Managements: Ergebnisse des I. 
Symposiums Strategisches Kompetenz-Management, K. Belmann, J. 
Freiling, P. Hammann, und U. Mildenberger, Hrsg. Wiesbaden: 
Deutscher Universitätsverlag, 2002, S. 29–58. 
[23] D. D. Teece, G. Pisano, und A. Shuen, „Dynamic capabilities and 
strategic management“, Strategic Management Journal., Bd. 18, Nr. 7, 
S. 509–533, 1997. 
[24] G. Schreyögg und M. Kliesch, „Zur Dynamisierung Organisational 
Kompetenzen -- „Dynamic Capabilities`als Lösungsansatz?“, 
Schmalenbachs Zeitschrift für betriebswirtschaftliche Forschung., Bd. 
58, Nr. 4, S. 455–476, Juni 2006. 
[25] J. Wolersheim und I. M. Welpe, „Kompetenz versus Dynamic 
Capability–Unterschiede und Gemeinsamkeiten zweier verwandter 
Konzepte“, Integriertes Kompetenzmanagement: 
Innovationsstrategienals als Aufgabe der Organisations- 
47
und 
Personalentwicklung, S. 53–65, 2011. 
[26] J. Becker, R. Knackstedt, und J. Pöppelbuß, „Entwicklung von 
Reifegradmodelen für das IT-Management“, Wirtschaftsinformatik, 
Bd. 51, Nr. 3, S. 249–260, 2009. 
[27] H. R. Hansen, J. Mendling, und G. Neumann, Wirtschaftsinformatik 
Grundlagen und Anwendungen, Berlin u.a.: De Gruyter, 2015. 
[28] T. De Bruin, R. Freeze, U. Kaulkarni, und M. Rosemann, 
„Understanding the Main Phases of Developing a Maturity Assessment 
Model“, in Australasian Conference on Information Systems (ACIS), 
2005, S. 8–19. 
[29] R. Knackstedt, J. Pöppelbuß, und J. Becker, „Vorgehensmodel zur 
Entwicklung von Reifegradmodelen.“, in Tagungsband 9. 
internationale Tagung Wirtschaftsinformatik, 2009, S. 535–544. 
[30] J. Webster und R. T. Watson, „Analyzing the Past to Prepare for the 
Future : Writing a Literature Review, MISQ, Bd. 26, Nr. 2, S. 13–23, 
2002. 
[31] P. Fetke, „State-of-the-art des state-of-the-art: Eine Untersuchung der 
Forschungsmethode ‚Review‘ innerhalb der Wirtschaftsinformatik“, 
Wirtschaftsinformatik, Bd. 48, Nr. 4, S. 257–266, 2006. 
[32] T. Koltay, „Data literacy: in search of a name and identity“, Journal of 
Documentation., Bd. 71, Nr. 2, S. 401–415, 2015. 
[33] K.-S. Noh, S. T. Park, und K.-H. Park, „Convergence Study on Big 
Data Competency Reference Model“, Journal of Digital Convergence, 
Bd. 13, Nr. 3, S. 55–63, 2015. 
[34] T. H. Davenport, J. G. Haris, D. W. De Long, und A. L. Jacobson, 
„Data to Knowledge to Results“:, Nr. 2, 2001. 
[35] S. Akter, S. F. Wamba, A. Gunasekaran, R. Dubey, und S. J. Childe, 
„How to improve firm performance using big data analytics capability 
and business strategy alignment?“, International Journal of Production 
Economics, Bd. 182, S. 113–131, 2016. 
[36] S. F. Wamba, A. Gunasekaran, S. Akter, S. J. Ren, R. Dubey, und S. J. 
Childe, „Big data analytics and firm performance: Efects of dynamic 
capabilities.“, Journal of Business Research, Bd. 70, S. 356–365, 2017. 
[37] M. M. Herterich, „Stepwise Evolution of Capabilities for Harnessing 
Digital Data Streams in Data- Driven Industrial Services“, MISQ - 
Executive Bd. 15, Nr. 4, S. 5–23, 2016. 
[38] J. Mneney, C. Town, S. Africa, und J. Van Bele, „Big Data 
Capabilities and Readiness of South African Retail Organisations“, 
IEEE 6th International Conference, 2016, S. 279–286. 
[39] M. Janssen, E. Estevez, und T. Janowski, „Interoperability in Big, 
Open, and Linked Data— Organizational Maturity, Capabilities, and 
Data Portfolios“, IEEE Computer Society, Bd. 2014, Nr. Oktober, S.44 
- 49, 2014 . 
[40] G. Pryor, „A Maturing Process of Engagement : Raising Data 
Capabilities in UK Higher Education“, International Journal of Digital 
Curation, Bd. 8, Nr. 2, S. 181–193, 2013. 
[41] D. Vieru, S. Bourdeau, A. Bernier, und S. Yapo, „Digital competence: 
A multi-dimensional conceptualization and a typology in an SME 
context“, Processings of the Annual Hawai International Conference 
on System Science, S. 4681–
48
4690, 2015.
Cloud Computing Referenzarchitektur 
IT-Dienstleistungszentren der öfentlichen Verwaltung in der Ebenen-übergreifenden 
Verzahnung digitaler Infrastrukturen
Stephan Burow 
Institut für Wirtschaftsinformatik 
Universität Leipzig 
D-04109 Leipzig, Deutschland 
stephan.burow@uni-leipzig.de 
Zusammenfassung: Die  Digitalisierung  der  deutschen 
Verwaltung und des deutschen Staates steht, wie nie zuvor, ganz 
oben auf der politischen Charta und gewinnt, als eines der zentralen 
politischen Themen, mehr und mehr an Bedeutung. Um den 
nachfolgenden Generationen gerecht zu werden, sind ein Umdenken 
im Umgang mit der Informations- und Kommunikationstechnik 
(IKT) insgesamt und ein smartes  Angebot an digitalen 
Verwaltungsdienstleistungen erforderlich. Die globale Vernetzung 
über das Internet und mit ihm die Verbreitung des gesamten Social 
Media Angebotes sind heute nicht mehr wegzudenken und versetzen 
die handelnden Akteure in einen immer stärker werdenden 
Handlungszwang, wobei Themen wie Sicherheit und Datenschutz 
nach wie vor ganz oben stehen. Der vorliegende Beitrag befasst sich 
mit der digitalen Vernetzung der föderalen Verwaltungsebenen 
innerhalb Deutschlands sowie den Herausforderungen und zugleich 
Chancen, die sich für die IT-Dienstleister der öfentlichen 
Verwaltung daraus ergeben. Dafür wird in dem hier vorgestelten 
Promotionsprojekt eine Cloud Computing Referenzarchitektur 
(CCRA) hergeleitet und auf deren möglichen Einsatz im Mehr-
Ebenen-Model hingewirkt. 
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I.  EINLEITUNG 
Beim Ausbau des digitalen Angebotes strebt Deutschland 
nach wie vor nach Verbesserung und muss feststelen, dass das 
gewünschte Ziel längst noch nicht ereicht ist. Der Schlüssel 
zum Erfolg sol die Verknüpfung der Verwaltungsportale der 
drei föderalen Ebenen Bund, Land und Kommune sein.  Die 
bereits existierenden Anwendungen solen von Anfang an 
eingebunden und berücksichtigt werden [1; 2]. 
Grundvoraussetzung hierfür ist eine Ebenen-übergreifende 
Infrastruktur und die Anwendung einheitlicher Standards, die 
die gewünschte Verzahnung des digitalen Angebotes und somit 
eine efiziente Aufgabenerfülung des Staates und der 
Verwaltung zulassen. Es braucht heute nicht nur zeitgemäße 
und von alen Akteuren akzeptierte E-Government-Lösungen, 
sondern auch zukunftsfähige Konzepte, Referenzmodele und 
Infrastrukturlösungen, die die Zusammenarbeit über die 
föderalen Ebenen hinweg ermöglichen  [3]. Nur so kann dem 
digitalen Fortschrit nachhaltig begegnet werden. Gemessen an 
den Herausforderungen gilt es den Anforderungen an eine 
zukunftssichere  und souveräne Informations-  und 
Kommunikationstechnik (IKT) gerecht zu werden. Die IKT-
Ausgaben von Bund, Länder und Kommunen belaufen sich 
zusammen mitlerweile auf ca. 20 Miliarden Euro. Tendenz 
steigend. Der Anteil am Umsatz der deutschen IKT-Branche 
steigt [4]. 
Die Schnellebigkeit bei IKT-Entwicklungen und die 
föderalen  Verwaltungsstrukturen führen zu enormen 
Ressourcenengpässen. Unterschiedliche rechtliche Regelungen 
im  Datenschutz, fehlende technische  Standards, 
Hoheitsdenken,  Sicherheit als auch  unzureichende 
Interoperabilität stelen dabei u. a. große Barieren für eine 
efiziente Ebenen-übergreifende Zusammenarbeit dar [5]. Für 
Staat und Verwaltung, insbesondere deren IT-Dienstleister, 
stelt der Einsatz von neuen Technologien wie z. B. „Cloud 
Computing“ durchaus reele Chancen zur Verbesserung der 
Gesamtsituation dar. Dieses IT-Betriebsmodel hat sich in der 
Wirtschaft bereits durchgesetzt und sol jetzt Einzug in der 
öfentlichen Verwaltung halten. 
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Übergreifende Zielstelung des Forschungsvorhabens ist es, 
Modele, Strategien und Methoden zur Umsetzung nachhaltiger 
Geschäftsmodele (im  Cloud  Computing) für IT-
Dienstleistungszentren der öfentlichen Verwaltung zu 
untersuchen und unter Anwendung der Methoden der 
Gestaltungsorientierten  Wirtschaftsinformatik [6] zu 
entwickeln. Hieraus ergeben sich konkrete Fragestelungen. 
Welche Anforderungen bestehen an eine Cloud-Lösung in der 
öfentlichen Verwaltung? Welcher Nutzen liegt darin? Aus 
welchen Artefakten besteht eine geeignete Referenzarchitektur 
und wie lässt sich diese herleiten? Wie kann diese im föderalen 
System umgesetzt werden? Worin unterscheiden sich nationale 
und internationale Ansätze und welche Auswirkungen hat 
Cloud Computing auf die IT-Konsolidierungsvorhaben in der 
öfentlichen Verwaltung? Zu den entscheidenden Artefakten 
des Promotionsprojektes gehören demnach die Ermitlung von 
Domänen-spezifischen Anforderungen, die Entwicklung einer 
CCRA,  dessen  Modelierung  und  Aufstelung  von 
Handlungsempfehlungen zur Verwertung in der Praxis. Zur 
Evaluation der Ergebnisse und der Referenzarchitektur solen 
ausgewählte   Domänen-spezifische   Anwendungsfäle 
durchlaufen und gezielte Experteninterviews durchgeführt 
werden.  
Nach der Einführung in das Thema und der Vorstelung des 
Forschungsvorhabens (Kapitel 1) wird, aufbauend auf den 
aktuelen Problemstelungen öfentlicher IT-Dienstleister 
(Kapitel 2), eine CCRA und dessen Herleitung zur Anwendung 
im Mehr-Ebenen-Model (Kapitel 3) vorgestelt. In Kapitel 2 
wird dafür zunächst der Handlungsbedarf aufgrund der 
möglichen Probleme in der öfentlichen Verwaltung 
herausgestelt und im Zusammenhang mit aktuelen 
Entwicklungen diskutiert. Anschließend wird in Kapitel 3 der 
aktuele Stand der entwickelten CCRA vorgestelt und das 
EAM dabei herangezogen. Abschließend werden in Kapitel 4 
die Erkenntnisse zusammengefasst und ein Ausblick über die 
nächsten Schrite in diesem Promotionsprojekt gegeben. 
II.PROBLEMSTELLUNGEN
Aus Sicht der IKT haben die drei föderalen 
Verwaltungsebenen Deutschlands 3 gleiche Handlungsfelder, 
innerhalb derer sie ihre Aufgaben erledigen, nur in 
unterschiedlichen Ausprägungen und Dimensionen: 
A. Interne Verwaltung (IT-Einsatz im eigenen 
Zuständigkeitsbereich) 
B. E-Government (Online Angebote für Bürger und 
Unternehmen sowie Open Government) 
C. Digitale Geselschaft od. auch Geselschaft im Netz 
(Einsatz von IT im privatrechtlichen und zivilrechtlichen 
Bereich) [5]. 
Aufgrund der oftmals heterogenen, komplexen IT-
Landschaften  und sehr  unterschiedlich  gewachsenen 
Architekturen sowie Organisationsstrukturen, lassen sich 
Kooperationen und Gemeinschaftsvorhaben unter den drei 
föderalen Ebenen Bund, Land und Kommune oftmals nur 
schwer durchführen [7]. Verschiedene Initiativen der 
öfentlichen Verwaltung wie die Gründung des IT-
Planungsrates 2010, die Verabschiedung des E-Government-
Gesetzes 2013 und die Digitale Agenda 2014 zeigen aber, dass 
die Weichen in Richtung „digitale Zukunft“ gestelt sind [1]. 
Darüber hinaus schafen die neuesten Änderungen am 
Grundgesetz hinsichtlich des Artikels 91C GG [8] oder der 
jüngsten Bund-Länder Finanzreform wichtige rechtliche 
Grundlagen für  die  Ebenen-übergreifende  digitale 
Zusammenarbeit. 
Die technische Realisierung von Cloud Computing alein 
wird voraussichtlich nicht gänzlich zu der gewünschten 
Vernetzung führen, da weiterhin jede der föderalen Ebenen 
weitestgehend unabhängig agiert und in erster Linie ihre 
eigenen Zielstelungen verfolgen dürfte [3; 9]. Mit dem Einsatz 
von Cloud Computing auf Basis einer gemeinsamen Ebenen-
übergreifenden Infrastruktur sind vor alem neue Rolen, 
übergreifende   Verwaltungsprozesse  und atraktive 
Geschäftsmodele zu etablieren, die sowohl zur Entlastung der 
IKT in der öfentlichen Verwaltung beitragen als auch Chancen 
für einen efizienten Ressourceneinsatz bei den IT-
Dienstleistern  darstelen.  Vor alem sind zukünftig 
Doppelentwicklungen [3; 9] zu vermeiden und Bürokratie 
weiter abzubauen.  Die IT-Dienstleistungszentren  der 
öfentlichen Verwaltung haben in den letzten Jahren einigen 
Umstrukturierungen   und   Konsolidierungsaktivitäten 
unterlegen. Sie kämpfen oftmals mit Problemen wie begrenzte 
Umsetzungs- und Entwicklungszeit, fehlende Finanzmitel, 
eingeschränktes Vertrauen und Mangel an IT-Fachkräften. 
Gewachsene  Strukturen sind in  der  Vergangenheit 
aufgebrochen und die Akzeptanz der Kunden ist somit in 
vielen Fälen neu aufzubauen. Bei nahezu fehlendem 
Wetbewerb sind geeignete Geschäfts-, Abrechnungs- und 
Finanzierungsmodele zu entwickeln, um professionele IT-
Dienstleistungen gemäß den Anforderungen anbieten zu 
können und so den hohen Erwartungen der Kunden gerecht 
werden zu können. 
Der Einsatz einer neuen Technologie wie z. B. „Cloud 
Computing“ stelt die öfentlichen IT-Dienstleistungszentren 
hierbei vor große Herausforderungen. Der rechtssichere 
Umgang mit den Anforderungen an die Sicherheit, an den 
Datenschutz und der Wunsch nach digitaler Souveränität sind 
weiterhin zu klären. Die zentrale Frage, welche Daten in die 
Cloud ausgelagert werden können oder ob zwingend ale Daten 
in der eigenen Hoheit verbleiben müssen, gilt es weiterhin zu 
beantworten. [3; 9]. Forschungsprojekte wie z. B. Government 
Green Cloud Laboratory - GGC-Lab [10]), Studien (z. B. 
ISPRAT  Studie  2010 [11])  und  wissenschaftliche 
Untersuchungen (z.B. Bestandsaufnahme Cloud Computing 
[12]) haben sich in der Vergangenheit mit diesen 
Fragestelungen intensiv auseinandergesetzt. 
Bereits 2012 atestierte zudem die Geselschaft für 
Informatik in ihrem „Memorandum zur Öfnung von Staat und 
Verwaltung“ einen hohen Forschungsbedarf [12]. Die 
Ergebnisse zeigen, dass die technische Realisierung oftmals 
kein Problem darstelt [9]. Vielmehr sind die menschlichen, 
rechtlichen und organisatorischen Hemmnisse zu überwinden. 
Kenntnis über die eigene IT-Architektur, das Wissen über die 
Verwaltungsprozesse, ein leistungsfähiges Netz, der sichere 
Umgang mit Daten als auch die Umsetzung von 
entscheidenden   Sicherheitsmaßnahmen  stelen 
Grundvoraussetzungen dar, die von den öfentlichen IT-
Dienstleistern erbracht werden müssen [5].  Die Verknüpfung 
der unterschiedlichen Verwaltungsnetze der drei föderalen 
Ebenen ist hierbei entscheidend für eine übergreifende 
Servicebereitstelung und Sicherstelung einer qualitativ hohen 
Leistungserbringung [7]. Beim Nationalen IT-Gipfel 2013 hat 
die Arbeitsgruppe 3 in einem Strategiepapier verschiedene 
Ansätze und Empfehlungen untersucht, die die Art der 
Zusammenarbeit in einer Ebenen-übergreifenden IT-Steuerung 
ermöglichen. Die handelnden Akteure sind sich einig, dass der 
Einsatz der zur Verfügung stehenden Ressourcen efektiver zu 
steuern ist [5]. 
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Seit dem 20. Mai 2015, als das Bundeskabinet das 
Grobkonzept zur IT-Konsolidierung Bund beschlossen hat, 
wird auch die IKT auf Bundesebene in wenigen IT-
Dienstleistungszentren (z. B. ITZBund) zusammengeführt. 
Neben neuen Großprojekten wie dem Aufbau einer 
„Bundescloud“ zählen auch die Umsetzung vorangegangener 
Konzepte wie z.B. die „IT-Rahmenarchitektur Bund“ zu 
maßgeblichen Erfolgsfaktoren dieses Vorhabens [14]. 
Unterstrichen hat die Bundesverwaltung ihre digitale 
Ausrichtung zusätzlich mit der Erstelung der „IT-Strategie der 
Bundesverwaltung 2017-2021“, in der zehn strategische Ziele 
und sechs Handlungsfelder als Grundlage für zukünftige IT-
Maßnahmen beschrieben sind [15]. 
Die derzeitigen Aktivitäten,  Problemstelungen und 
laufenden Maßnahmen wie z. B. die „Föderale IT-
Kooperationen  (FITKO)“,  einschlägige  IT-
Konsolidierungsprojekte auf alen Verwaltungsebenen, der 
geplante Portalverbund, die Cloud-Anforderungen des 
Bundesamt für Sicherheit in der Informationstechnik (BSI), der 
Datenzentralen der Länder sowie in der Europäischen Union 
(z. B. ENISA) zeigen, dass es ein nationales übergreifendes 
Konzept im föderalen Mehr-Ebenen-System bedarf. Cloud 
Computing scheint hierbei ein geeignetes Mitel, um dieses 
Konzept zu realisieren. 
III.CLOUD COMPUTING IM MEHR-EBENEN-MODELL
Das vorangegangene Kapitel beschreibt bestehende 
Probleme und Herausforderungen auf dem Weg zur digitalen 
Vernetzung der föderalen Verwaltungsebenen. Für die Ebenen-
übergreifende  Zusammenarbeit  von  öfentlichen IT-
Dienstleistungszentren sind zukunftsorientierte Konzepte und 
übergreifende Modele notwendig [3]. Im Hinblick dessen wird 
in diesem Kapitel eine Referenzarchitektur für IT-
Dienstleistungszentren der öfentlichen Verwaltung vorgestelt. 
Neben  den  Methoden  der  Gestaltungsorientierten 
Wirtschaftsinformatik kommen hierzu die in Abb. 1 
dargestelten Methoden zum Einsatz, um eine geeignete CCRA 
für IT-Dienstleister in der Domäne „IT-Dienstleistungszentren 
der öfentlichen Verwaltung“ zu entwickeln. 
In einem ersten  Schrit sind die individuelen 
Anforderungen aler drei föderalen Ebenen von Bund, Land 
und Kommunen zu identifizieren. Hierfür ist eine 
Anforderungsanalyse  nach  gesetzlichen, technischen, 
organisatorischen,  fachlichen   und   ökonomischen 
Gesichtspunkten erfolgt. 
Die Architekturen der betrefenden IT-Dienstleister sind 
durchaus unterschiedlich strukturiert (vgl. Kapitel 1) und 
unterliegen eigenen spezifischen Anforderungen.  Sie weisen 
aber auch viele Gemeinsamkeiten auf. Deshalb sind an dieser 
Stele ausgewählte Enterprise Architekturen im Hinblick auf 
ihre  Geschäftsarchitektur,  Anwendungsarchitektur  und 
Technologiearchitektur auf  Gemeinsamkeiten  hin zu 
untersuchen. Als Grundvoraussetzung für eine über ale drei 
Ebenen hinweg funktionierende Vernetzung wird hier die 
Managementdisziplin des EAM herangezogen, welches in der 
Privatwirtschaft seit Jahren erfolgreich eingesetzt wird [16]. 
Als „Modelierung einer real-weltlichen Domäne“ versteht 
Wand  die  konzeptionele  Modelierungsforschung im 
Fachgebiet der Wirtschaftsinformatik [17]. Nach Fetke und 
Loos dient die Referenzmodelierung zur Domänenabbildung 
[18]. Um die im Promotionsprojekt identifizierten Artefakte 
wiederverwenden zu können, werden hier zudem Bestandteile 
des Domain Engineering nach Kang, Czarnecki und Eisenecker 
eingesetzt. Nach jetzigem Kenntnisstand existiert in der 
Domäne „IT-Dienstleistungszentren  der  öfentlichen 
Verwaltung“ bisher keine übergreifende Architektur oder 
Infrastruktur. Um die „reale Welt“ der vorgestelten Domäne in 
einem Referenzmodel abbilden zu können und eine geeignete 
Referenzarchitektur zu entwickeln, werden die Cloud-
Anforderungen der jeweiligen föderalen Ebene herangezogen 
und zusätzliche Annahmen getrofen. Das EAM verfügt über 
50 verschiedenen Enterprise Architecture Frameworks (EAF) 
[19] zur Erstelung von Unternehmensarchitekturen und wird 
hier zur Erstelung einer CCRA herangezogen. Das Thema 
EAM beschäftigt die öfentliche Verwaltung schon länger. So 
wurden 2013 von Obermeier, Wolf und Krcmar 36 spezifische 
Anforderungen an ein EAM-Konzept für die öfentliche 
Verwaltung Deutschlands vorgestelt [20]. Im Weiteren 
beschäftigte sich Obermeier intensiver mit dem Thema EAM 
und analysierte einige EAF- und EAM Ansätze für den 
spezifischen Einsatz in der öfentlichen Verwaltung [7]. 
Bei der derzeitigen Entwicklung und einem gewissen 
Umsetzungsdruck ist anzunehmen, dass sich kurzfristig 
einzelne übergreifende IT-Lösungen oder auch Cloud-Services 
durchsetzen werden, aber dies für ein zukunftsfähiges 
Gesamtkonzept bei weitem nicht ausreichend ist. Es bedarf 
einschlägige Vorarbeiten und Voraussetzungen, um Ebenen-
übergreifende  Verwaltungsprozesse  und erfolgreiche 
Geschäftsmodele nachhaltig zu etablieren. Die in Abb. 2 
aufgezeigten  Schrite sind  notwendig  um  die 
Dienstleistungszentren der öfentlichen Verwaltung in die Lage 
zu versetzen professionele Cloud-Dienstleistungen Ebenen-
übergreifend anzubieten. Cloud Computing kann als 
Instrument der IT-Konsolidierung angesehen werden, da es 
eine einheitliche Steuerung zentraler und dezentraler 
Ressourcen ermöglicht und die Einhaltung technischer 
Standards erfordert. 
Nach einigen Iterationen, der in diesem Kapitel 
beschriebenen Methoden (vgl. Abb. 1), ist die nachfolgende 
CCRA (vgl. Abb. 3), zur Anwendung in der Domäne „IT-
Dienstleister der öfentlichen Verwaltung“, entstanden. Sie 
bildet einen Referenzrahmen für die zu vernetzenden IT-
Dienstleister innerhalb und außerhalb der betrachteten 
Domäne. 








Abb.1 Methodenüberblick (Eigene Darstelung)
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Es wird davon ausgegangen, dass die CCRA sich 
weitestgehend in die bestehenden Architekturen der 
betrefenden IT-Dienstleister einbeten oder mindestens 
paralel anwendbar ist, da deren spezifische Anforderungen 
Berücksichtigung  gefunden  haben.  Als technische 
Grundvoraussetzung werden die Etablierung eines einheitlich 
definierten Cloud-Stack (Hersteler-unabhängig) und eine über 
die drei Ebenen verfügbare „Digitale Infrastruktur“ (sicheres 
Behördennetz) angesehen. So dass eine Steuerung zentraler als 
auch dezentraler Ressourcen möglich ist. Aufgrund der 
unterschiedlichen   Akteure,   Anforderungen   und 
Gesetzmäßigkeiten solte die jeweilige Dienstbeziehung 
zwischen den IT-Dienstleistern und Ihren Kunden die Art der 
Cloud-Lösung (Betriebs- und Geschäftsmodel) in einer 
Rolen-bezogenen Einzelfalbetrachtung bestimmen. Auf diese 
Weise kann je Cloud-Dienst individuel entschieden werden, 
wie sich dieser zusammensetzt und welchen Restriktionen er 
unterlegen ist. Die in der CCRA modelierten Rolen, 
Betriebsmodele,   Organisations-(Einheiten)   und 
Themengebiete werden in diesem Promotionsprojekt einzeln 
betrachtet und anhand der besonderen Anforderungen der 
Domäne beschrieben. 
IV.ZUSAMMENFASSUG UND AUSBLICK
Eine  algemeingültige   Ebenen-übergreifende 
Referenzarchitektur im Mehr-Ebenen-Model zu entwickeln, 
um die übergreifende IT-Leistungserbringung in der Domäne 
„IT-Dienstleister der öfentlichen Verwaltung“ zu ermöglichen, 
stelt eine komplexe Herausforderung angesichts vieler 
Schnitstelen  und  Akteure  dar.  Eine  volständige 
Zentralisierung oder architektonische Gleichheit unter den IT-
Dienstleistern herzustelen, ist dabei aus heutiger Sicht nicht 
erforderlich. Darüber hinaus trägt die Anwendung von EAM 
unterstützend beim Einsatz neuer Technologien und 
übergreifender Verwaltungs- und Geschäftsprozesse bei. EAM 
spielt eine entscheidende Role, um die „reale Welt“ möglichst 
getreu abbilden zu können. Eine efektive IT-Steuerung und 
eine qualitativ hohe Leistungserbringung können langfristig 
nur gesichert werden, wenn ein Ordnungsrahmen, wie ihn 
Referenzarchitekturen zur Verfügung stelen, bei der digitalen 
Vernetzung der föderalen Verwaltungsebenen herangezogen 
wird. Neue nationale, europäische und internationale Cloud-
Konzepte erhöhen zunehmend die Notwendigkeit eigene 
Strategien zu entwickeln. Bei weiter anhaltendem Einzug des 
Cloud Computing werden sich auch in der öfentliche 
Verwaltung ein dynamisch skalierbarer Servicemarkt und 
transparente Geschäftsmodele entwickeln. Zur Evaluation der 
CCRA werden im weiteren Verlauf des Promotionsvorhabens 
ausgewählte   Anwendungsfäle   durchlaufen   und 
Experteninterviews durchgeführt, um die Einsatzfähigkeit der 
Architektur nachzuweisen. 
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