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Abstract 
For finite and compact infinite metric spaces, a concept of a (weighted) r-design is introduced 
which depends on a choice of a substitution function. To estimate the minimum size of a t- 
design a system of orthogonal polynomials is defined using the average measure of metric balls 
and the substitution function. A universal lower bound on the size of z-designs is obtained with 
the help of the solution of the known extremum problem for systems of orthogonal polynomials. 
The concept of a T-design and the bound considered coincide with those in the case of poly- 
nomial association schemes of Delsarte and the Euclidean sphere for the proper choices of the 
substitution functions. This bound is also calculated for some other spaces. @ 1998 Elsevier 
Science B.V. All rights reserved 
1. Introduction 
Compact metric spaces X = (X, d(n, u), p) with a measure p defined on metric balls 
are considered. All finite metric spaces (in particular, all graphs with the path metric) 
with the ordinary counting measure are included in the consideration. The compactness 
condition implies that, for any d > 0, any set A 2 X, for which the open metric balls of 
(packing) radius d/2 with centers at points of A do not intersect, is finite and, for any 
p > 0, there exists a finite set C LX such that the closed metric balls of (covering) 
radius p with centers at all points of C cover the whole space X. This gives rise to the 
classical packing and covering problems for compact metric spaces: for any d > 0, find 
a finite set (code) C &X of the maximum size with the packing radius d/2 (or with 
distance at least d between its distinct points) and, for any p > 0, find a finite set (code) 
C G X of the minimum size with the covering radius p. The covering problem can be 
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treated as an approximation of the whole space X by a code C CX of the minimum 
size, and the covering radius p of C characterizes a degree of the approximation. 
One of the most important and fruitful results of Delsarte theory [l l] is a concept 
of a design C of strength r (or r-design) in an association scheme X with s classes. 
A chain of certain subspaces Ws c WI c . . . c V( of functions S(z), ZEX, is considered 
and a code C CX is called a r-design (r = 1,2,. . . ,s) if for any f(z) E W, the mean 
values of f(z) over X and over C are the same. Thus, any code C LX can be 
also considered as an approximation of the whole space X in another sense, and the 
strength r of the design C characterizes a degree of the approximation. This gave 
rise to a new design problem: for any r, r = 1,2,. . . , s, find a r-design C 5 X of the 
minimum size. Later the definition of a r-design based on subspaces of functions of 
one variable was extended to the Euclidean sphere, the projective spaces and some 
other spaces (see [12-141, [26-28,18,38,21,9]). The concept of design allowed to 
understand the unified nature of such different notions as the tactical configurations, 
orthogonal arrays, sets of nodes of cubature formulas, and to apply general methods 
for their investigation and for obtaining universal bounds on their size. Furthermore, it 
turns out to be that a number of extremum problems of significant interest in factorial 
experiments, cryptology, complexity theory, and calculation theory are reduced to the 
design problem for some spaces (see [7,30,17,40,1,19,34, lo]). 
The purpose of the paper is to extend the notion of a z-design to an arbitrary 
compact metric space X = (X, d(x, y), ,u) and obtain an universal bound on the size of 
r-designs. In Section 2 a concept of a (weighted) r-design in X is presented, which 
depends on a fixed monotone substitution function o(d) and is defined as follows: 
a (weighted) finite set C CX is called r-design (r= 1,2,. . .) if for any polynomial 
f(z) of degree at most r, the mean value of f(a(d(x, y))) over X xX with the 
given measure and over C x C coincide. For certain choices of g(d) this concept 
includes r-designs of Delsarte in P- and Q-polynomial association schemes and their 
generalizations mentioned above. To study (weighted) r-designs and obtain a universal 
(valid for all X,o(d) and r) lower bound on their size in Section 3, for an arbitrary 
compact metric space X = (X,d(x, y),p), a system Q of orthogonal polynomials on 
interval [- 1, l] is introduced. This system is defined using the substitution function 
a(d) and the function ,E(d) being equal to the mean measure of metric balls in X 
of the radius d. One can expect that the system Q might be useful not only for the 
design and packing problems. In Section 3 we also find the systems Q for different 
spaces as examples. The desirable universal bound on the size of (weighted) r-designs 
is given in Section 4. As in the case of Delsarte designs it is obtained with the 
help of the solution of the known extremum problem for systems Q of orthogonal 
polynomials. This bound includes the known bounds on the size of r-designs in P- 
and Q-polynomial association schemes and of spherical r-designs. It was calculated 
for some other metric spaces, for example, for the n-dimensional torus and cube with 
natural substitution functions. Necessary and sufficient conditions for attainability of 
this bound are found. In particular, the necessary conditions show that although this 
bound is valid for weighted r-designs, it may be attained only for simple designs (i.e., 
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when all weights are equal). In Section 5 we introduce the classes of so-called FDNDF- 
polynomial and polynomial compact metric spaces. For such spaces the definition of 
a z-design given above is equivalent to that of Delsarte. Moreover, some additional 
possibilities to improve the universal bound for r-designs are appeared and an extremum 
problem for the system Q can be used for obtaining universal (upper) bounds on the 
size of codes with given packing radius. An universal bound on the size of codes in 
FDNDF-polynomial spaces, which is, in a sense, dual to the universal bound for r- 
designs, is given. More general results on the packing problem can be found in [24,25]. 
It should be noted that in the paper we put some restrictions which are useful for 
the consideration of the packing and design problems simultaneously. Some of them, 
in particular, the triangle axiom for d(x, y) and the monotony of a(d), can be omitted 
for the consideration of the design problem. 
2. Designs in compact metric spaces 
We consider compact metric spaces X with distance d(x, y) including all finite metric 
spaces. In particular, we consider arbitrary connected undirected graphs r, since the 
set X =X(T) of vertices of r may be considered as a finite metric space with the path 
metric d(x, y) equal to the minimum number of edges in a path connecting the vertices 
x and y. Any finite set (code) C, C C X, is characterized by its minimal distance 
d(C) = 
,T.12&v d(x, y) 
when ICI 22 and by its covering radius 
p(C) = y:;d(x, C), 
where d(x, C) denotes the minimal distance between x and points of C. The classical 
packing and covering problems consist in finding a code C &X of the maximum size 
with given minimum distance and a code C CX of the minimum size with given 
covering radius. 
We assume that X is endowed with a normalized measure p, p(X) = 1, such that 
for any p (p > 0) and any x EX the metric ball 
s,(x,X) = {Y: Y EX 0, y) <p) 
is measurable and 
&p)=@&X))>O if p>O. (2.1) 
In the infinite case for simplicity we also will assume that pb(x, p) = a,u(x, p)/ap exists 
and is a continuous function in two variables. In the case of finite X we assume that 
p is the normalized counting measure, that is, 
IAl p(A)= IxI for any ACX. 
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The space X is called distance invariant if &,p) does not depend on XEX for any p. 
In the general case the function 
P(P) = J x Ax, P> d/4x), (2.2) 
characterizes the mean measure of a metric ball of radius p. Thus, for distance invariant 
spaces j?(p) = p(x, p) for any xEX. 
We also consider some other parameters of codes connected with their metric prop- 
erties. For any IV, W G X, let d(W) denote the set of values of d(x, y) when x, y E W 
and let &( IV) be A( W)\(O). F or any finite set (code) C, C C X, the parameter 
s(C) = Ido(C)I, (2.3) 
characterizes the number of (distinct) distances between distinct points of C. In par- 
ticular, s(X) is defined in the case of a tinite metric space X. In the case of compact 
infinite metric spaces X, we put s(X) = co since then the set d(X) is infinite. Clearly, 
for any code C, 
d(C) = min do(C). (2.4) 
Together with the diameter D(X) = max da(X) of the whole space X, we define the 
diameter of a code C by 
D(C) = max Ao( C). 
We also consider the following auxiliary 
P(C) = 
1 if D(C)=D(X), 
0 otherwise. 
Note that for any code C S X, x EX and 
$(G)={Y: VEC, d(x,y)=p} 
is finite and one can define 
B&9 C) = I$(& C)l. 
parameter of a code C: 
(2.5) 
p, the set 
(2.6) 
Now, we introduce one more fundamental parameter of a code C and the concept 
of a r-design (r = 1,2,. . .). For some applications it is useful to consider a finite set C 
as a weighted set C = (C, m) where m is a certain positive-valued function on C (for 
example, multiplicity or probability). It is convenient to normalize weights m(x) of 
elements x E C such that 
C m(x) = ICI, (2.7) 
XEC 
where ICI as always is the number of distinct elements (the size) of a weighted set 
C = (C, m). Hereafter we consider a code C as a special case of a weighted set when 
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m(n) F 1 for all x E C. The concept of a (weighted) r-design depends on a continuous 
strictly monotone real function (substitution) a(d) defined on the interval [O,D(X)] 
(for example, o(d) = d, d* or ed). A weighted set C = (C, m) will be referred to as a 
weighted z-design (in X with respect to the substitution o(d)) if for any polynomial 
f(t) in a real t of degree at most r, 
JJ x x _/-(44x> v))) d/O) d/-Q) =& cf(44x, v))M(~>W>. (2.8) x, YEC 
A z-design is a special case of a weighted r-design when m(x) F 1 for all XE C. 
Such r-designs are also called simple. The maximum integer z (z f s(X)) such that a 
(weighted) set C is a (weighted) r-design is called the strength of C and denoted by 
r(C). The value 
d’(C) = z(C) + 1 (2.9) 
is referred to as the dual distance of C. These definitions of a r-design and of the 
dual distance are natural extensions to compact metric spaces of the corresponding 
definitions of Delsarte for association schemes [l l] and Delsarte, Goethals and Seidel 
for the Euclidean sphere [13]. We shall see in Section 5 that they coincide with the 
classical definitions for corresponding substitutions (linear for Hamming and Johnson 
spaces and quadratic for the Euclidean sphere). 
The equality (2.8) shows that in a definite sense a (weighted) r-design C is a good 
approximation to the whole space X, and the parameter (2.9) characterizes the degree 
of such an approximation. The design problem consists in finding a (weighted) r-design 
C LX of the minimum size. 
3. A system Q of orthogonal polynomials for a compact metric space: examples 
We endow a compact metric space X = (X, d(x, y), p) and a given substitution a(d) 
with a system of orthogonal polynomials Qi(t) of degree i, i = 0, 1,. . . ,s(X). This 
system Q = {Qi(t)} IS, in fact, defined by the substitution a(d) and the mean measure 
d(d) of closed metric balls of radius d. Considering some properties of the system Q 
we obtain universal bounds on the sizes of designs and codes in compact metric spaces. 
Notice that the definition of a (weighted) r-design (with respect to substitution o(d)) 
is invariant under any linear transformation of o(d). This allows us to assume without 
additional loss of generality that o(d) is a continuous strictly decreasing function on 
[O,D(X)] such that 
c@)(X)) = -1 d o(d) f o(0) = 1. (3.1) 
Such a substitution function a(d) is referred to as standard. The inverse function of 
the standard function a(d) is denoted by a-‘( ), i.e., for any t, -l<t<l, a-‘(t)=d 
when o(d) = t. 
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Consider the following inner product for continuous functions f(t) and g(t) in a 
real t on the interval [-1, 11: 
f.s= ss x x .044x, y))M44xv v))) &4x) d,dY). (3.2) 
We verify that the integral on the right-hand side of (3.2) can be rewritten as the 
Rimann-Stieltjes integral on [- 1, 11. To this end we consider the function v(t) in a 
real t on the interval [- 1, l] defined by 
v(t) = 1 - /q&(t)), (3.3) 
which increases with t from v( - 1) = 0 up to v( 1) = 1 - p(O). When X is finite and 
d(X)= {do =O,dt,...,d,} where s=s(X), v(t) is left continuous (i.e., v(t -O)=v(t)) 
and has s + 1 steps at points ti = a(di) with positive step sizes 
wi = 4tl + 0) - V(ti) = fi(di) - p(di - 0) = jj$j C Bd, (X,X), 
XEX 
(3.4) 
i=O,l , . . . ,s, zEo w, = 1 (see (2.6)). In the infinite case we assumed that &(x, p) 
is continuous and hence p’(p) = J, pL(x, p) dp(x). Therefore, for some natural ad- 
ditional assumptions on o(d), v(t) is differentiable and w(t) = v’(t) = -j?(d)/o’(d) 
is continuous on [- 1, l] and positive inside the interval. An arbitrary left continu- 
ous function v(t) on [- 1, l] generates the Lebesgue-Stieltjes measure v on the same 
interval by 
v[a, b] = v(b + 0) - v(u), v(u,b) = v(b) - v(a + O), (3.5) 
v(a, b] = v(b + 0) - v(u + O), v[u, b) = v(b) - v(u). (3.6) 
In our case the measure v is normalized (v[- 1, l] = 1 ), 
v[u, b] = fi(&) - p(db - 0) where a = o(&), b = b(db) 
and we can rewrite (3.2) as 
f . g = /’ f(tMt) dv(t). 
-I 
(3.7) 
Since I&,(X)/ =s(X), the polynomials t’, i= 0,. . . ,s(X), for t = a(d), d E d(X), are 
linearly independent, and using them in the orthogonalization process with respect to 
(3.7) we obtain the following statement. 
Theorem 3.1. For a compact metric space X = (X, d(x, y), p) with a fixed standard 
substitution a(d) there exists a unique system Q of orthogonal polynomials Q<(t) 
of degree i on the interval [-1, l] and a unique system of positive constants ri 
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(i = 0, 1, . . , s(X)) such that 
s I rl _, Qi(t)Qj(t> dv(t) = Ji,j, 
Qi(l)= 1, i=O, l,..., S(X), 
where v(t) is defined by (3.3). 
(3.8) 
(3.9) 
Notice that 
es(t) z 1 and rs= 1, (3.10) 
since the measure is normalized. Under our assumption, the orthogonality condition 
(3.8) for a finite and infinite X takes, respectively, the following forms: 
riC Ql(a(dk))Qj(O(dk))Wk=~r,j, i,j=O,L...,s=@'), 
k=O 
(3.11) 
s I ri _, Qi(t)Qj(t)w(t) dt = 6i,j, i, j = 0, 1,. . . . (3.12) 
Example 3.2. The Hamming space X =H: (n, u = 2,3,. . .) consists of vectors 
x=(x,,..., x,) where XiE{O,l,..., u - 1) with the distance d(x,y) being equal to 
the number of coordinates in which x and y differ. In this case d(X) = (0, 1, . . . , rz} 
and hence s(X) = n, D(X) = n. The Hamming space is distance invariant and 
/l(d)=0 c (;)(u - 1)‘. 
O$i<d 
For X = H,” with the standard substitution a(d)= 1 - 2d/n we have s= n, di = i, 
Wi=U-“(~)(U-l)i, i=O,l,... , n, and conditions (3.11) and (3.9) uniquely determine 
constants Ti = WiU’ and polynomials Qi(t) which are connected with the Krawtchouk 
polynomials 
K;J(~)= k(-l)i(L’- l)i-j 
.j=O (:) (r_t) 
as follows: 
Qi(t) = (ri)-‘K,“,” 
Example 3.3. The Johnson space J,” (n = 2,3,. . . ; w = 1, . . , L;J ) is the set of all 
w-subsets of the n-set { 1,. . . , n}, where the distance between two elements x, y E J,; is 
definedbyw-Ixny(.Inthiscased(X)={O,l,...,w}andhences(X)=w,D(X)=w. 
The Johnson space is distance invariant and 
D(d)= (c)logd (:“) (“rw). . . 
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J,” can also be considered as the subset of the binary Hamming space H; consisting 
of vectors which have w non-zero coordinates, with distance being equal to half of the 
Hamming distance. For the Johnson space J,” (W <<n/2) with the standard substitution 
o(d)=1 -2d/w we have S=W, di=i, wi=(z)-‘(y)(“T”), i=O,l,...,w, and condi- 
tions (3.11) and (3.9) uniquely determine constants ri = (r) - (in,) and polynomials 
Q;(t) which are connected with the Hahn polynomials 
Ji(Z)= 2(-l)’ ’ (i) y-i) z 
j=O 0 (r)(“;“) j 
as follows: 
Qi(t)= Ji v . 
( > 
Example 3.4. The unit Euclidean sphere in R" 
s-1 = x=(x* ,...,x,)cR", &f=l 
i=l 
with the Euclidean distance d(x,y) = &~=,(xi - yi)* is a compact metric space. 
In this case d(X) = [0,2] and, hence, D(S’-‘) = 2, s(X) = 00. We can also measure 
the distance between x,y ES-’ by the angle cp(x,y) where 
COS Cp(X,y)= 5XiJ’i = 1 - id*(xyy). 
i=l 
The following facts are well known [32]. The isometry group G of S”-’ consists 
of all orthogonal matrices of order n and acts transitively on S”-‘. There exists the 
unique normalized measure p on S”-’ which is invariant (i.e., p(gA)=&A) for any 
measurable A c S”-* and any g E G). This measure p coincides with the normalized 
Lebesgue measure on S”-’ (the normalized surface area). The metric space S-i is 
distance invariant and for any d, 0 <d <2, 
Gl(cp) P(d) = d if cos cp = 1 - d*/2, 
n 
(3.13) 
where o,_,(rp) is the surface area of a spherical cap on S”-’ of radial radius cp 
(i.e., of the set {y:y~S”-‘, cp(x,y)<cp} with XES”-*) and 0,-l =2a,-1(x/2) is the 
surface area of P-l. It is also known that 
an-l(cp) &/2 > s I -= (1 _ z2)(n-3)/2 dz on-1 Q(n - WW(9 cosq (3.14) 
and ~,_i = 2n”l*/r(n/2), where T(X) is the gamma function (T(X) = sooo ux-‘e-” du). 
For the Euclidean sphere X = S”-’ with the standard substitution a(d) = 1 - d*/2 we 
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have s=oo and w(t)=v’(t)= &(l-t2)(“-3)/2 (see (3.3), (3.13) and (3.14)). 
It is known [5] that the Jacobi polynomiks 
(3.15) 
(a 2 - 3, /I 2 - i), normalized by <.‘jB( 1) = 1, satisfy the following orthogonality 
condition: 
2i+a+p+l 
i+cr+/?+l 
i+cl+fi+l OcLL,fi 
i > (i+p> 
X s -1 q”‘(t)q”“(t)( 1 - t)“( 1 + t)’ dt = 6i,j, (3.16) 
where the constant 
& = r(a + /-I + 2) 
2a+B+lT(a + l)r(/3 + 1) 
normalizes the measure, i.e., c”,8 J!,(l - t)“(l + t)fld(t)= 1. Therefore, in the case 
S’+‘, n = 2,3,. . . , we have ri = s (%‘) and 1 
Example 3.5. The real, complex, and quatemionic projective spaces. For m = 1,2, 
and 4, consider 
T~={U=(U,y...jU,); UiETm}, 
where T, = R is the real number field, T2 = C is the complex number field, and T4 = H 
is the associative (but noncommutative) quatemionic algebra. In H there is the basis 
1 (the unity), i, j, k, such that i2 = j2 = k2 = - 1, ij = -ji = k, and any u E H can be 
represented in the form u =xo+xti+xz j+xgk, where XO,X~,X~,X~ E R. Thus, R c C c H 
and m is the dimension of T,,, over R. For any UE H there is defined the conjugate 
element u* =x0 - xii - xzj - xjk. Since uu* = u*u=xi + xf + x22 + xf, one can 
define a norm (u] of u E T, by means of Ju] = m and verify that (uo)* = v*u* and 
IUD] = ]uI . (VI for any u,uc T,,,. For any vectors (or points) u = (ut , . . . , u, ) E T; and 
u = (U,) . . . ) u,, ) E T;, define the inner product as follows: 
Points u=(u I,..., u~)ET; and u=(ui ,..., u,) E Tz are said to be equivalent if there 
exists a non-vanishing A. E T, such that Ui = Aui for each i = 1,. . . , n. Elements of pro- 
jective spaces T,,,P”-’ are defined as equivalence classes of non-zero points of T; and 
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called lines (through the origin in T,“). For any U, V E TmPn-‘, one can define the 
angle cp = cp( U, V), 0 d cp d 5, between lines U and V by means of 
Ku, a)l coscp(U,V)= dm for any uEU, VEV, (3.17) 
since the right-hand side of (3.17) does not depend on a choice of points u, u on these 
lines, and the distance 
cp(U, V) d(U,V)=dl -cosq(U,V)=fisin_. 
For the metric space X = T,P”-’ we have d(X) = [0, l] and D(X) = 1. The following 
facts are well known (see [16,20]). The isometry group of T,,,P”-’ for m = 1,2, and 4, 
respectively, consists of all orthogonal, unitary, and symplectic matrices of order n 
and acts transitively. As in the case of S-‘, on T,,,P”-1 there exists the unique 
normalized invariant measure p. The metric space T,,,P”-’ is distance invariant and 
for any d = v’?! sin (p/2, 0 < cp d ~12, 
QhP)n) 
jXd)= r((m/2)(n - l))T(m/2) 
(42)(n-‘)-‘Z”d-’ dz. 
Therefore, for the projective spaces X = T,P”-’ with the standard substitution 
o(d) = 2( 1 - d2)2 - 1 (or a(d) = cos29 if d = &sin (p/2), 
using (3.3) and the change of variable 22 = t + 1 we have s= 03 and w(t)= v’(t)= 
2,~~*i~_,r~~~~~~‘~~~~~,2~(l - t)(m’2)(n-1’-1 (1 + t)(m/2)-1. Hence, in the case T,,,Pn-‘, 
m = 1,2, and 4, n = 3,4,. . ., with this substitution, 
Example 3.6. Consider the n-dimensional torus T” = ([0, 1 )“, d(x,y), p) with metric 
d(x, y) = ‘~a:~ min( Ixi - J+ I, 1 - Ixi - Y; I ) 
and the n-dimensional cube I” = ([0, l]“,d(x,y),p) with metric 
In both cases p is the normalized n-dimensional volume. It is clear that T” is a dis- 
tance invariant space while I” is not, and D(T”) = i, D(Z”) = 1. In the case of the n- 
dimensional torus T” we have ~(1, p) = (2~)” for any XE T” and any p, 0 <p <D(T”) 
=- i. The linear substitution a(d) = 1 - 4d is standard and by (3.3) v(t) = 
1 - ((1 - t)/2)” and, hence, w(t)= v’(t) =n2-“(1 - t)n-l. According to Theorem 3.1 
and (3.16) in this case rj = (n + Zi)/n(“-l”)’ and 
Qi(t) = <“-“O(t). 
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For the n-dimensional cube I”, ~(x, p) in general depends on x E I”. However, it is pos- 
sible to calculate that fi(p)=s,, ~(x, ~)dp(x)=(2p-p2)” for any p. O<p<D(Z”)= 1. 
The substitution o(d)= 1 - 2(2d - d2) is standard and by (3.3) v(t) also equals 
1 - (( 1 - t)/2)“. Hence, the polynomials Q,(t) and constants r; coincide with those for 
the torus T” but under the latter standard substitution. 
4. An universal bound on the size of z-designs 
We formulate an extremum problem for a system of orthogonal polynomials. This 
problem has a unique optimal solution. An application to the system Q introduced 
above gives a universal bound on the size of weighted r-designs in a compact metric 
space X. 
Let F[t] be the set of polynomials in a real t. Any fcF[t] of degree at most 
s = s(X) can be uniquely represented in the form C’:=, fiQ;(t) where 
(4.1) 
We also introduce the notation 
L?(f)=n,(f)=~ when fo # 0. (4.2) 
Remark 4.1. We can extend definitions (4.1) and (4.2) to polynomials f(t) of degree 
more than s when s = s(X) (and X) are finite. It is correct because in this case the 
polynomials f(t) and cf=, fiQi(t), where f; are defined in (4.1), coincide at all 
t = a(d) when d E d(X). 
Notice that by (3.2) (3.7)-(3.10) and (4.1) 
f=JJ 0 x *f(cs(d(x,y)))d~(x)d~(~') 
and fo is equal to zero when f(t) = Qi(t), i = 1,. , s(X). This gives the following 
corollary. 
Corollary 4.2. A weighted set C = (C, m) is a weighted z-design if and only if 
C C Qi(dd(x, y)>k(x)m(v) = 0, i = 1,. , z. 
XEC .rEC 
Consider an arbitrary weighted set C = (C, m). A polynomial f cF[t] is called anni- 
hilating for C if f(o(d(x, y))) = 0 for any x, y E C, x # y. A polynomial, annihilating 
for C, of minimal degree (i.e., s(C)), is called minimal. Let fc(t) denote the minimal 
polynomial for C such that fc( 1) = 1. Let 
d’(C) = {i: iE {O,l , . . . ,4X)}, B:(C) #O>, 
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B;(C) = h C Qi(a(d(x,v)))m(x)m(r), i = 0, 1, . . . ,4.V 
&YEC 
(the normalization (2.7) is used). Notice that 
%(C) = ICI 
and hence Ocd’(C). Let d&(C)= d’(C)\(O). From the definition 
distance d’(C) and Corollary 4.2 it follows (cf. (2.4)) that 
d’(C) = mind;(C) 
when the set Ah(C) is not empty. 
(4.3) 
(4.4) 
(2.9) of the dual 
For arbitrary weighted set C = (C, m) and f EF[t], by (4.3) we have 
c f(o(d(x, y)))m(n)m(y) = ICI F y&(C). 
x,.YcC id) z 
(4.5) 
Theorem 4.3. For any weighted z-design C = (C, m) and any polynomial f E F[t] of 
degree at most z such that fo(Q) > 0 and f(t) > 0 for - 16 t 6 1, 
ICI = c m(x) 2 szQ(f) (4.6) 
XEC 
with equality if and only if C is a simple (i.e., m(x) - 1 for all x E C) z-design and 
f(t) is annihilating for C. 
Proof. By Corollary 4.2 and (4.3), B:(C)=0 for i= 1,. . .,z and hence (4.5), (4.4), 
(3.1) and (2.7) imply the following inequalities: 
c xd2W > f(l) 
fo 2f (fl(O))(& m(X))2 1- ICI 
with the above-mentioned conditions of attainability. 0 
This theorem extends Delsarte’s results [l l] to the case of weighted designs in 
compact metric spaces and also gives rise to the following extremum problem for the 
system Q of orthogonal polynomials whose solution ensures the best bound in (4.6). 
A restricted2 z-design problem. In the class of polynomials f cF[t] of degree 
at most z such that fo(Q) >O and f(t) 20 for -1 <t d 1 find a polynomial which 
maximizes a,( f ). 
* The term ‘restricted’ means that we only consider polynomials of degree at most 5; later we remove the 
restriction for polynomial metric spaces. 
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Note that any polynomial f from this class implies the bound (4.6). Delsarte [ 1 I] 
used a certain polynomial f = gcT) defined below for r-designs (r even) in polynomial 
association schemes. Later Dunkl [ 151 gave the definition of g(‘) for odd r, calculated 
sZ,(g(“)) for some systems Q of a discrete variable, and remarked that by the result 
of Schoenberg and Szego [33] for all r the polynomial f = g(” is a unique (up to a 
constant factor) solution of the restricted r-design problem. Proofs of these results can 
also be found in [24,25] as special cases of the solution of the restricted a-packing 
problem for systems of orthogonal polynomials. 
To describe the optimal polynomial g(‘) and calculate !&(gc7)) for some compact 
metric spaces we define systems Qn,b, a, b E { 0, 1, . . .}, of orthogonal polynomials which 
in a certain sense are adjacent to an arbitrary system Q satisfying the conditions 
(3.8) and (3.9). As before we assume that v(t) is a left continuous step function 
or continuously differentiable, and hence (3.11) or (3.12) holds. First, we choose a 
function v”,b(t) and constants ~“3’ as follows. If v(t) is continuously differentiable and 
v’(t) = w(t), then so is P,‘(t) and (v”,‘(t))’ = ~“,~(l - t)“(l + t)b~(t). If v(t) is a step 
function, then so is +‘(t) and it is produced from v(t) by multiplying its steps wi 
at points ti=o(di) (i=O,l,..., s) by ca,‘( 1 - o(di))“(l + o(di))b (thus the number 
~“.~+l of steps of v’,‘(t) will be s-1+6,0+6 &a since a(do) = 1 and a(d,) = - 1; we 
put s a,b = co in the continuous case). Constants ~‘7~ are chosen so that the Lebesgue- 
Stieltjes measure va,b on [-1, l] generated by the function v”,b(t) (similar to (3.5) and 
(3.6)) would be also normalized, i.e., 
Similar arguments as in Theorem 3.1 show that there exists a unique system Q”,b of 
orthogonal polynomials QFb(t) of degree i on interval [- 1, l] and a unique system of 
positive constants only r1f7b (i = 0, 1, . . . ,f,‘) such that 
I 
r-p,’ 
.I 
Q4’“(t)Qyb(t)dva3’(t) = &+ (4.8) 
QYqb(l)= 1, i=O,l,..., Sa*‘. (4.9) 
It is easily seen that Q2b(t) = 1, r-:’ = 1, Q?‘(t) = Qi(t), rp” = riy co,’ = 1. Sometimes 
we shall omit the indices a,b if they both equal 0. Let 
T>‘(x, y) = & r,".bQ;b(~)QTb(y), i=O,l,..., Sa’b. 
j=O 
By Christoffel-Darboux formula (see [5]), 
Q>b+l(t)= T?b(t,-l) 
qa,“<l, -1)’ 
Q;+l,b(t) = q’“‘b(t, ‘1 
TP”(l, 1)’ 
(4.10) 
(4.11) 
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Let tlf,b denote the largest root of polynomial Q> b(t) and put 
d,!,b = O-‘(ti”‘b). 
To define gcT) we represent r as an odd or even integer in the form 
r-21-8 where I=Z(r)~{1,2,...} and ~=~(r)~{O,l}. 
It is clear that I = [(r + 1)/2] and 6’ = 2 [(r + 1)/2J - r. Let 
g”‘(t)=(l +t)’ (geOQTO(t))? 
(4.12) 
(4.13) 
In accord with (4.8) 
s 
I 
$3 QcO, fJ 
I QF’(t)QT”(t)( 1 + t)‘dv(t)= 6i,j 
-1 
and, hence, by (4.1) and (4.7) 
s!'(Q)= ./‘_‘, I-8 g@)(t)dv(t) = (co,‘)-’ C r?,’ , 3 
i=O 
where co,’ = 1 and 
’ (co>I)-I = 
J -1 
(1 + t)dv(t)= I-f;i:-_::, 
since 1 + t = 2( Qt (t)- Ql (- 1 ))/( 1 - Qr (- 1)). Using the polynomial gcT) in Theorem 4.3 
and taking (4.9)-(4.11) into account, we get the following theorem. 
Theorem 4.4. For any weighted z-design C = (C, m) in a compact metric space X, 
(4.14) 
where I= [(z + 1)/2J and 8 = 21- z with equality in (4.14) holding if and only if C 
is a simple z-design and (1 + t)*Q:f,(t) is annihilating for C. 
A z-design C for which the bound (4.14) is attained is called a tight design. The 
following two statements of Delsarte [ll] are also valid for codes in compact metric 
spaces. 
Lemma 4.5. For any code C in a compact metric space X 
z(C) Q2s(C) - P(C). (4.15) 
Proof. For any code C there exists a polynomial g(t) of degree s - fi where s = s(C) 
and j? = /I(C), such that the polynomial f(t) = (1 - t)(l + t)b(g(t))’ is annihilating 
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for C and, moreover, the left-hand side of (4.5) equals zero. The polynomial f(t) is 
nonnegative for - 1 d t < 1 and by (4.1), fo(Q) > 0 (if its degree 2s - p + 1 does not 
exceed s(X) in the case of finite spaces X). Therefore, the inequalities 
s(X>>t(C)32s(C) - P(C) + 1 
imply that B:(C) = 0, i = 1,. . ,2s - /I + 1, and contradict the equality (4.5) for the 
polynomial f(t) of degree 2s - p + 1 <s(X). ??
Lemma 4.6. A code C in a compact metric space X is a tight design if and only if 
z(C) = 2s(C) - /?(C) and fc(t) = (( 1 i- t)/2)8(C)Q,~;~jC_b~C,(t). 
Proof. If the polynomial (1 + t)“Q:fO(t) where 8~ (0, l} is annihilating for a code 
C, then s(C) - /I(C)<1 - 0, and /I(C)<0 since a@(X))=-1 and Q:“(-1) # 0. 
Therefore for a tight (2Z- @)-design C, 
z(C)>,21 - 0>2s(C) - 2/3(C) + l9>2s(C) - p(c) 
and hence by Theorem 4.4 and Lemma 4.5 r(C) = 2s( C) - B(C), 2 = s(C), 8 = ,!3( C). 
On the other hand, if the conditions of the lemma are satisfied, then using f(t) = fc(t) 
in (4.5) shows that ICI =s2(fc). However, taking (4.9)-(4.11) into account again, it 
is easy to verify that sL(fc) = a(g(‘(‘))), and we have equality in (4.14). 0 
The systems Q”,’ for the Hamming space H,” and for the Johnson space J,” coincide 
with systems Q for spaces H,Y’ and Ji:f, respectively (see, for example, [24]). For 
the Euclidean sphere A’+‘, the projective spaces T,,,P+‘, the torus T”, and the cube 
I”, the polynomials Qi(t) are equal to Jacobi polynomials e::“‘“(t) with some a and fi; 
hence, Q: ’ (t) = e.‘,‘+’ (t) in these cases. It is known (see, for example, [5]) that for 
normalized Jacobi polynomials e”‘“(t) (see (3.15) and (3.16)), 
I 
5 ( y? =1 i+a+B+l) (i+a,l>l(i+p) 
and 
l- 
1 N-t/IS2 
p;q-q= fl+1 . 
Therefore, for Qi(t)=c.“‘(t) the right-hand side of (4.14) equals 
( Zfa+P+l 1 >( ‘+;‘i-“)l(‘;fi). 
(4.16) 
(4.17) 
(4.18) 
We can use examples considered and Theorem 4.4 to obtain the lower bounds on the 
size of a weighted (21-@-design given in Table 1. In the connection with these bounds 
for the projective spaces the following references are relevant: [ 1 1 - 13,22,26,21,3]. 
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Table 1 
Lower bounds on the size of (21- @-designs 
Space 
x 
Standard substitution 
44 
1-U 
n 
1-X w 
1-q 
2(1 -d*)’ - 1 
2(1 - d2)2 - 1 
2(1 - d2)2 - 1 
1 -4d 
1 - 2d(2 - d) 
Lower bound on the 
size of a (21- @-design 
References 
H,” 
J," 
p-l 
Rp”4 
cp”” 
HP"=' 
T” 
I” 
[301 
[31] when 0=0 
[15] when 0= 1 
[I31 
5. Designs and codes in polynomial spaces 
Now, we put a restriction on the system Q and, hence, on the compact metric space 
X = (X,d(x, y), ,u) which the system corresponds to. This allows us to simplify the 
definition (2.8) of a r-design and apply the system Q for obtaining a universal bound 
on the size of codes with a given minimum distance. 
For a compact metric space X = (X, d(x, y), cl) we discuss real- and complex-valued 
functions F(x, y) in two variables X, y EX. In the case of a finite X, F(x, y) might be 
considered as an element of a matrix of order 1x1 x wl in row x&Y and column y&Y. 
A function F(x, y) is called Hermitian if F(x, y) = F(y,x) for any X, y EX where Z is 
the conjugate of a. A Hermitian function F(x, y) is called nonnegative definite on X 
if for any finite set (code) C GX and any complex function u(x), x&Y: 
c mYP(xP(Y)~o (5.1) 
.wEC 
(since F(x, y) is Hermitian, the left-hand side of (5.1) is real). For a finite X, a matrix 
F(x, y), x, y EX, is nonnegative definite if and only if there exists some number h of 
functions WI(X),..., wh(x) on x such that 
F(x~ Y)= 6 Wj(x)wj(Y). (5.2) 
j=l 
For our purposes in the case of infinite metric spaces it is also suhicient to consider 
only nonnegative-definite functions of this type. We shall call a function which can 
be represented in the form (5.2) with continuous nonzero functions wi(x), i = 1,. . . , h 
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(h> l), a finite dimensional3 nonnegative dejinite function (FDNDF) on X. The most 
significant example of a FDNDF on the Euclidean complex space C” is the usual inner 
product (x, y) = xi”=, xix of vectors x = (xi,. . . ,x,,) and y = (~1,. . . , yn). To discuss 
simultaneously FDNDFs on finite and compact infinite metric spaces X with normalized 
measure ,M we consider the (possibly, finite dimensional) Hilbert space Lz(X,p) of 
complex-valued functions u on X satisfying 
with the inner product 
(u, u) = .I, @P(x) &4x). (5.3) 
(Functions are equivalent if they differ on a set A with p(A) = 0, and hence equiva- 
lent continuous functions coincide by our assumption (2.1)) We associate with every 
FDNDF F(x, y) a linear operator F which transforms u&(X,p) to the function 
Fu= 
s 
F(x,y)u(y)dP(y)= I$ wj(x) / wj(y)u(y)dAy) (5.4) 
X j=l X 
of a subspace V(F) of continuous functions generated by WI(X), . . . , wh(x). This finite- 
dimensional operator F is self-conjugate, since 
(Fu,a) = (UFO) =I$ (U, W’) (U,Wj). (5.5) 
From (5.4), (5.5) it follows that all eigenvalues of F are nonnegative, all eigen- 
functions with positive eigenvalues belong to V(F), and all eigenfunctions with zero 
eigenvalue are orthogonal to V(F). It follows that for any FDNDF F(x, y) on X, 
there exists in F’(F) an orthonormal basis of m = dim V(F) continuous eigenfunctions 
cl(x),..., e,(x) with positive eigenvalues Ii,. . . , I, (i.e., (ei, ej) = 6,, Fei = Aiei) such 
that (5.2) can be reduced to the following diagonal form: 
F(x, Y) = ? Ae&k(y>. 
i=l 
(5.6) 
We shall call a compact metric space X FDNDF-polynomial (with respect to a stan- 
dard substitution a(d)) if Qi(a(d(x, y))) is a FDNDF on X for any i = 0, 1,. . . ,s(X). 
For a FDNDF-polynomial space X (which, in general, is not distance invariant) let 
4(x, y) = Q(a(d(x, y))), K = V(E), mi = dim l$, and E;;(x, y) has the following diag- 
onal form (5.6): 
(5.7) 
3 Below we consider the function F(n, y) as the kernel of a linear finite-dimensional operator on Lz(X, p). 
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The functions ei,i(x), i = 0, I,. . . , s(X), j = 1,. . . , mi, form an orthonormal system with 
respect to the inner product (5.3), since by (3.8), (3.7) and (3.2), 
J 
I 
ri _, Qdt)Qj(t)dv(t)=ri2 3 ni.knj,,l(ei,k,ej,[)12 =di,j. (5.8) 
k=l I=1 
Note that by (3.9) and (5.7) for any XEX. 
1 = Qi(a(d(x,x))> =,gl Ai,jIeq(x)12 
and hence CT:, Ai,j = 1. (We used that 
follows that ri cjT, A%j = 1. Since 
(5.9) 
(eV,ei,j) = 1.) Furthermore, from (5.8) it 
2 
1 =ri 2 Af,j = ( ) 5 Ai,j <TTlifJ il:j, j=l j=l j=l 
then ri <mi with equality if and only if all Ili,j, j = 1,. . . ,mi, are equal and, hence, 
equal to l/ri. In this important case, when for any i, i = 0, 1, . . . ,s(X), all eigenvalues 
/li,j, j= l,..., ml, are equal, we shall call a FDNDF-polynomial space X polynomial 
(cf. [26,18]). Thus, for polynomial spaces the constants ri in (3.8) are integers and 
equal to the dimensions of the subspaces E, and (5.7) takes the form 
(5.10) 
Fortunately, some metric spaces of significant interest in coding theory, in particular, 
the Hamming space, the Johnson space, the unit Euclidean sphere, and the projec- 
tive spaces (with the standard substitutions given above) turn out to be polynomial. 
Moreover, the theory of group representation applied to the isometty groups of the 
spaces gives the explicit description of the subspaces K and the basis functions ei,j(x) 
(see [ll, 13,22,23,37,39]). 
The representation (5.7) (and (5.10)) allows us to extend some results of Delsarte 
[l l] on codes in Q-polynomial association schemes to the general case. 
Theorem 5.1. For any weighted set C = (C, m) in a FDNDF-polynomial space X with 
the standard substitution o(d) and any i = 0, 1, . , . ,s(X), 
B:(C) = i c Qdddh y)>>m(x)m(y> 
XJEC 
m, 2 
=- 
,:, j=l ii9j xEC 
c /c 
ei, j(x)m(x> Z 0. (5.11) 
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Corollary 5.2. A weighted set C = (C,m) in a FDNDF-polynomial space X is a 
weighted T-design if and only if 
C ej.i(x)m(x) = 0 for any i and j, i = 1,. . , z, j = 1,. . , mi, (5.12) 
xE(‘ 
or, equivalently, if and only @for any us IJ:70 K, 
s ..I, 4x1 @L(x) = & c u(x>m(x). .XEC (5.13) 
In particular, in the case of X = S”-’ with a(d) = 1 - d2/2 the set U:za K consists of 
all functions u(x), which are polynomials in coordinates of x = (xi,. . . ,x,) E S”-’ of the 
total degree at most r, and (5.13) coincides with the classical definition of a spherical 
r-design (see [13]). In the case of Hamming space X = H[Y and Johnson space X = J,” 
(with linear substitutions) Delsarte [l l] proved that for a code C (i.e., m(x) E 1) the 
conditions (5.12) are satisfied if and only if C is an orthogonal array OAi(z, n, v) with 
A= IClv-’ or a block design S;.(z,w,n) with ;1= ICj(T)(:)-‘, respectively. 
For any weighted set C = (C, m) and any polynomial f(t) consider (4.5). Taking into 
account that B;(C)= ICI, B:(C)20 for i= l,..., s(X), and that f (a(d(x, y))) = f (1) 
if d(x, y) = 0 and o(d(x, y)) 6 a(d) if d(x, y) bd, we obtain the following statements. 
Theorem 5.3. For any weighted z-design C = (C, m) in a FDNDF-polynomial space 
X and any polynomial f(t) such that j-o(Q) > 0, fj(Q) 60 for i = z + 1,. . . ,s(X) and 
f(t)>0 for -l<tfl, 
ICI = Cm(x)a%(f )= $& 
XEC 
(5.14) 
with equality tf and only if C is a simple z-design, the polynomial f(t) is annihilating 
for C and 
f,(Q)B~(C)=O for i=T+ l,..., s(X). (5.15) 
Theorem 5.4. For any code C with minimal distance d(C) = d in a FDNDF- 
polynomial space X and any polynomial f(t) such that fo(Q)>O, fi(Q)>O for 
i=l,...,s(X) and f(t)60 for -l<t<a=a(d), 
f(l) 
ICI G%(f) = fO(Q) (5.16) 
with equality tf and only tf the polynomial f(t) is annihilating for C and 
f;(Q)B~(C)=O for i=l,...,s(X). (5.17) 
The comparison of Theorem 5.3 with Theorem 4.3 shows that one can use polynomi- 
als of degree more than r to obtain a lower bound on the size of r-designs in FDNDF- 
polynomial spaces. This was really used to improve the bound (4.14) for sufficiency 
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large r (see [25,41]). Moreover, for polynomial spaces the condition r(C) = 2s(C) - 
p(C) is already sufficient for a code C to be a tight design (cf. Lemma 4.6). 
At the same time Theorem 5.4 allows us to use the system Q for obtaining universal 
(upper) bounds on the size of codes with given minimum distance d in compact metric 
spaces, which are FDNDF-polynomial. A review of the known results in this direction 
can be found in [24,25]. Now, we only give an universal bound for codes, which is, 
in a sense, dual to the bound of Theorem 4.4. For any positive integer 1 and 8~ (0, 1) 
put g= t:‘$ =a(dj’$) (see (4.12)) and r=2Z - f3 and consider the polynomial 
f’“‘(f) = t + l CT) t_aS (t) 
where gcT) is defined in (4.13). It is possible to show (see [24] or [25]) that this poly- 
nomial f(t) = f(“)(t) satisfies all conditions of Theorem 5.4 and a,(g(‘)) = &(f(“)). 
This implies the following universal bound. 
Theorem 5.5. For any code C in a FDNDF-polynomial space X such that d(C)> 
d& for some positive integer 1 and 8~ (0, 1) , 
(5.18) 
where z = 21- 9, with equality in (5.18) holding if and only if d(C) = d& and C 
is a tight z-design. 
In conclusion we should note that in the paper the problems of the existence of 
(tight) r-designs were not considered, although numerous examples are known for 
association schemes, the Euclidean sphere, and the projective spaces (see 
[ll, 13,12,21,35,2,6,8,4]). It is also interesting to consider connections of this con- 
cept of a design with the calculation theory, in particular, with codes for Monte Carlo 
method (see [36,29]). 
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