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dynamic ontology which includes the dynamic relation among proper nouns, except for the 
names of places. 
We refer to this dynamic ontology "Rhizome type ontology" as described by Deleuze 
& Guattari6. We want to develop this ontology and make self-generate meta-data function 
by consulting new words to Wikipedia's database automatically. Of course, it is impossible 
that the system could compile Wikipedia's data completely automatically. However, it is 
more probable that the system compiles data to some degree, and then will be able to help 
system engineers or administrators, if the data format of Wikipedia became easy to consult 
automatically. 
7 Conclusion 
The Media Browser for the Digital Asia Project has the "technology that limits accurate 
intelligence", as the system can classify texts by focusing on the characteristics of the news 
items and through a correct understanding of "a proper nouns and time". Our system also 
has "Architecture that guarantees the transparency" as the system is open to the public and 
is automatically updated through the synchronization of content from Wikipedia.We be-
lieve that the future ontology will be Rhyzome type ontology which supports a technology 
that limits accurate intelligence, and an architecture that guarantees the transparency. 
6 Gilles Deleuze and F'elix Guattari "Mille Plateaux", Editions de Minuit, 1980 
' 
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Abstract. We present some ideas on logical process descriptions, using relations from the 
DIO (Drug Interaction Ontology) as examples and explaining how these relations can be 
naturally decomposed in terms of more basic structured logical process descriptions using 
terms from linear logic. In our view, the process descriptions are able to clarify the usual 
relational descriptions ofDIO. In particular, we discuss the use oflogical process descriptions 
in proving linear logical theorems. Among the types of reasoning supported by DIO one can 
distinguish both (1) basic reasoning about general structures in reality and (2) the domain-
specific reasoning of experts. We here propose a clarification of this important distinction 
between (realist) reasoning on the basis of an ontology and rule-based inferences on the basis 
of an expert's view. 
1 Introduction 
The purpose of this rel'lort is to discuss some issues related to the logical way of describing 
and analyzing processes using linear logic or of some similar logical calculus. We are, 
in particular, interested in applying such a logical framework to the analysis of certain 
types of generating processes represented especially in biomedical ontologies. We shall 
discuss some logical descriptions of the underlying reasoning in DIO (Drug Interaction 
Ontology [Yoshikawa et al. 2003]) as an example. On the linear logical process description 
level one can distinguish, among the types ofreasoning supported by DIO, both (1) certain 
basic types of reasoning about the reality which DIO represents, and (2) certain domain-
specific types of reasoning on the part of experts. This distinction is however not explicitly 
visible on the original first-order predicate logical representation of DIO. We think that a 
clarification of the distinction is important, and our contribution to such clarification falls 
into three parts: 
1. [Okada et al. 2006] presents a way to transform some primitive relations usually repre-
sented in traditional predicate-logical form (or by means of equivalent graph-theoretical 
artifacts) into more structured process descriptions on the level of linear logic. The drug 
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interaction relations targeted in this report are process-properties (or certain associated 
functions) of drugs, involving both drug components and cellular components in which 
these drugs are active. We demonstrate a way to spell out the primitive relations ofDIO 
in lower-level process terms. We show by means of examples how on this level a gen-
eration process can be described more precisely for the analysis of reasoning involved 
inDIO. 
2. As is known from recent advances of logic such as linear logic, substructural logics 
and some process calculi, the process description level of logic brings a distinction 
between consumption-sensitive and repeatedly usable resources. On this level of log-
ical process descriptions, a resource that is repeatedly usable (potentially infinitely 
reusable) resources in the process of reasoning may be treated as a kind of univer-
sal, while the consumable resources are treated as instances in the same reasoning. 
(Compare the distinction between instances and types in [Smith 2004].) The process 
description level of logic also offers the facility for describing concurrent subpro-
cesses [Girard 1987,0kada 1998]. Additional expressiveness is hereby provided both 
by the distinction between the consumption-sensitive instances and the repeatedly us-
able component names and by the ability to handle concurrent or parallel occurrences 
of subprocesses, and this added expressiveness offers an enhanced logical tool for 
automated reasoning. Thus on the one hand it allows and for new kinds of abstract 
simulations of processes such as drug interactions, which on the other it can poten-
tially allow also for the use of automated theorem proving (i.e., symbolic computation) 
techniques. To realize this potential will involve addressing a number of logical chal-
lenges presented by the computational complexity of the approach. But there already 
exist variousresource~sensitive concurrent logic programming style symbolic theorem 
provers based on linear logics, that cover the proposed framework of this paper (cf. 
[Miller 1996], [Rodas et al. 1994], and [Banbara et al. 1998]). 
3. We shall also discuss what kinds of linear logic and similar reasoning should be used in 
addition to those referred to in the original DIO paper. Some higher levels of reasoning 
presented in the latter are analyzed and classified using the technical terms of proof 
theory. For example, some examples of expert reasoning referred to in the DIO paper 
in discussion of the relation of inhibition require non-linear logical modal inferences 
in addition to the standard process description level. This additional modal operator 
(related to an expert's reasoning about a quantitative property), allows the domain ex-
perts using DIO to treat what is a repeatedly reusable resource on the basic process 
description level as a partially consumption-sensitive resource in the specific context 
of reasoning about inhibition effects brought about thorough the concurrent use of dif-
ferent drugs. These kinds of inference rules are additional ones; they do not, in our 
opinion, belong in the basic inference level of the ontology proper. 
The significance and merits of the ontology method have been recognized in a wide range 
of areas, including biomedical informatics, semantic web engineering and others. Ontolo-
gies provide a framework for describing and structuring data in a way which can be shared 
by many different users and for many different purposes, and also make for more efficient 
use and for easier accessibility of the data to external users. Current ontology technology 
is not well-suited to support reasoning about time and process, especially where concur-
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rent processes are involved. The process description level of logic (shared by linear logic, 
some variants of substructural logic, and process calculi) can to some extent help to fill this 
gap. Such logics provide the expressive power to deal with parallel or concurrent subpro-
cesses. This added expressiveness can be useful for logical analyses especially when the 
logical process descriptions are used for analysis of simulations of real-world process on 
the symbolic level. 
2 Linear Logic for Process Descriptions 
The process description level of logic rests on a distinction between two kinds of resources: 
those which are the consumption-sensitive and those which are consumption-non-sensitive. 
The distinction is hidden in traditional relational logics, either classical, intuitionistic or 
modal logics. It is well-known that such traditional logics (for example standard first-order 
predicate logic) can be obtained from linear logic by forgetting the information on the 
consumption sensibility [Girard 1987,0kada 2004]. As a result, Barwise and Perry once 
claimed that the traditional logical proof-theory is in fact applicable only to mathematics 
in the strict sense according to which mathematical facts are defined by the fact that they 
cannot be consumed [Barwise et al. 1983]; a true mathematical lemma still remains true 
even after it has been used for the proof of a theorem. A mathematical proof (for example, 
as represented by traditional first-order predicate logic) can be viewed as a proving pro-
cess description; however, a traditional first-order predicate logical proof represents a very 
special kind of process, where the use of a resource (e.g., a lemma or an axiom) does not 
require us to take account of this use as an expense. 
On the other hand, in our reasoning about reality, and in logical process descriptions 
of specific aspects of reality, we often face the situation where the use of some resource 
require it to be treated as expense. Resources can be consumed. Certainly in the normal 
circumstances of reasoning the relational queries performed against the logical framework 
of an ontology (specifically, a biological ontology using a description logic framework) 
need only a relational answer, the situation is different where consumption-sensitive in-
formation processes are needed in reasoning. This is so for example where one would 
like to use an ontology-based automated reasoning system to create a symbolic abstract 
simulation embodying a distinction between consumption sensitive and non-sensitive con-
tinuants and their effects. In our case study on DIO, we consider some drug components 
as consumption-sensitive finite resources while treating enzymes (for example those which 
<:, 
facilitate the binding of a drug with some cell components) as repeatedly usable resources 
within the cell. 
Linear logic proposed by Girard [Girard 1987] (c.f. [Okada 1998]) and its substructural 
logic variants and process calculi variants are known to provide a logical framework for 
such a new situation occurring in describing consumption-sensitive and concurrency sensi-
tive processes. 3 For example, instead of the traditional logical connective /\ ("and"), linear 
3 There are some other approaches in which the traditional first-order logic is refined in 
order to capture actions and changes of state. The situation calculus proposed by J. 
McCarthy[McCarthy et al. 1969] is one such approach. 
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logic provides two different kinds of logical connectives 181 (the superpositive "and") and 
& (the selective "and") (c.f. [Okada 2006] for the distinction), where A 181 B means "A and 
B hold in parallel (at the same time)" while A & B means "Either A or B can be chosen to 
hold (as you like) but only one of them at once." 
The traditional logical implication "~" is replaced in linear logic by the linear im-
plication "--o", where A --o B means: "By the consumption of A, Bis generated." With 
the explicit appearance of the resource consumption relation, the conjunction "A and B" 
naturally yields the co-existence of A and B. We use "comma" ("A, B") to denote the co-
existence A and B. We can then introduce a stronger notion of co-existence to express the 
specific case of molecular binding "A 181 B". 4 5 
On the other hand, where the amount of a resource of A is (potentially infinite) this is 
expressed as: !A, with the help of the linear logic modal operator !. (!A is such that one can 
consume it as many times as one wants without any loss.) By using this modal operator 
! one can gain back the full logical expressiveness of the traditional logical truth (i.e., 
eternal or timeless truth) within the framework of linear logic. Hence, linear logic contains 
the traditional logic (with the help of modal operator) as a modal expression part (c.f. 
[Girard 1987,0kada 2004]), and linear logic itself can be considered as a refined (or fine-
grained) form of the traditional logic, rather than as a logic different from the traditional 
logic. 
The linear logical implication A --o B means: "by consuming A, B is generated." In 
other words, when A holds and A --o B holds, then B can _be obtained at the expense of A. 
Traditional logical implication does not have to take account of the expense of consump-
tion. In the context of traditional logic, one can conclude from the two premises, 
If 0:::; x then 100:::; f(x) 
O:::;x 
to the conclusion: 
100:::; f(x) 
and also still have the truth of 0 :::; x. That is to say, the traditional implication A ~ B 
means that when A holds and A --o B holds, then B holds, where A continues to hold even 
after Bis obtained from A and A ~ B. (For a precise list of the formal inference rules, see 
[Girard 1987,0kada 1998].) 
The traditional implication may be expressed by the linear implication (the resource-
consumptional implication) together with the bang operator !. Thus the traditional A ~ B 
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a slight different symbolism for it in this paper. See [Okada 1998], [Girard 1995]. 
5 The logical inference rule for"," is: 
Cf-A Df-B 
(C,D) f- (A,B) 
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may be represented by the linear logical formula: (!A)~ B. 6 7 
One problem of employing the traditional relational logic may be explained as follows: 
Assume that a relational expression Generate(A, B) is used for the generation of B by in-
curring A as expense. When A is given, if Generate( A, B) then B is generated and A is used 
up. We can then express "by spending a quarter q one gets a candy c", as Generate(q, c) 
and "by spending a quarter q one gets an ice cream i" as Generate(q, i). If we use predi-
cates Quarter(x), Condy(x), IceCream(x) instead of names for universals, we can specify 
these generation properties as follows (where we assume that if q is a quarter coin, then q 
generates a candy c and that if q is a quarter coin, then q generates an icecream i): 
Vq(Quarter(q) ~ 3c(Candy(c) /\ Generate(q, c))) 
Vq(Quarter(q) ~ 3i(IceCream(i) /\ Generate(q, i))) 
8 Now we assume that a single quarter coin q0 is given, so that Quarter(q0) holds. Then, 
following the traditional logic, one could conclude among other things, 
3c3i(Candy(c) /\ IceCream(i)) 
(One has obtained both a candy instance and an ice-cream instance (from the assumption 
that the single quarter coin q0 is given).) 
Moreover: 
Quarter(qo) 
(One still has the quarter coin q0 .) 
This kind of naive use of traditional logic brings a nuniber of inconveniences. In this ex-
ample, the resource q is consumed when c or i is produced and a single resource q cannot 
provide both c and i at the same time. One could consider a more precise setting with a triple 
relation Generate(q, v, c) when vis a vending machine and Generate(q, v, c) represents "a 
quarter coin q with the vending machine v generates a candy c." With this relation, not 
6 This corresponds to the traditional intuitionistic implication in the sense of Heyting since 
essentially ! follows the structure of Gi:idel's S4 modal interpretation (see [Okada 2004]) and 
the Gi:idel-Kolmogorov style modification or a SS-based Gi:idel modal interpretation corre-
sponds to the classical mathematical implication. 
7 The standard rules for the bang-modal operator! are formulated as follows: 
! -left. 
(dereliction-left) 
A,I' f-.d 
!A,I'f-LI (contraction-left) 
!A, !A,I' f-L1 
!A,I' f- LI 
8 One could also abbreviate these two propositions as follows: 
Vq E Quarter 3c E Candy (Generate(q, c)) 
Vq E Quarter 3i E lceCream (Generate(q, i)) 
131 
1 I 
Mitsuhiro Okada, Barry Smith, aud Yutaro Sugimoto 
only the consumption-sensitive instances of quarter coin and candy but also the repeatedly 
usable vending machine v, can be represented as being involved in the process-relation. 
(Alternatively, Generate(q, v, c) may also be understood as a representation of a function 
·of the vending machine v.) In linear logic, Generate(q, v, c) tells that at a particular spatio-
temporal location, for example, a quarter q may be changed into a candy c at the expense 
of the quarter coin q by employing a vending machine v. Using the primitive connectives 
of linear logic this reads: !(q, !v) -o c. 
In this. report, we are particularly interested in cases where the same process classes 
are described or captured via relations between different classes of continuants as occurs 
in chemical reaction processes studied in chemistry and in the biosciences. For example, 
a reaction process class P, when instantiated in a cell, involves instances of continuant 
classes a, b, c in such a way that P is a process of the reaction of a drug element a with 
enzyme b to produce effect c in the cell. This kind of drug effect is represented in the 
Drug Interaction Ontology (DIO) in [Yoshikawa et al. 2003], which includes the following 
primitive relations: 
- a and b are combined by a reaction to form c 
- a facilitates the production of c in an environment in which b co-exists (for example, 
when b is some enzyme in a certain cell). 
- a inhibits the facilitating process P under conditions where b co~exists (for example, 
in a case of simultaneous use of another drug). 
DIO captures these basic relations graphically by means of certain triadic (graph-theoretic) 
representations. For example, "a facilitates a reaction process producing c giving the co-
existence of repeatedly or continuously available environmental resource class b" was rep-
resented graphically as a triadic relations abbreviated: Facilitate(a, b, c). Similarly, Bind 
(a, b, c), Inhibit(a, b, c) were represented as a triadic (ternary) relations in DIO. The goal 
was to find symbolic prototypes of certain drug interactions. In earlier work carried out 
jointly between our group and the Konagaya-Yoshikawa group, we formalized the types 
of relational reasoning used in Yoshikawa-Konagaya papers on DIO using linear logic 
descriptions of processes and where a symbolic prototype for a series of reactions can 
be expressed as a linear-logical proof [Okada et al. 2006]. We also compared this type of 
symbolic logical inference method to find prototypes for the simulation of interactions with 
other simulation methods (e.g., [Yamaguchi et al. 2007]). 
Linear logic (and certain related logical calculi such as then-calculus [Milner 1999]) 
can also be used to represent reactions involving parallel sub-processes (the concurrent 
parts of sub-processes). Here again we can use the linear-logical process description frame-
work as a means to create symbolic simulation prototypes. If simulate concurrent processes 
in terms of proofs, then a proof discovered by a bottom-up proof search can then be inter-
preted as a simulation prototype on the abstract symbolic level. 
For example, the triadic basic relation Facilitate(a, b, c) ofDIO can be used in.repre-
sentations of consumption processes where an input is consumed to generate an output. We 
formulate the consumption relation by means of a linear-logical consumption relation as in 
[Okada et al. 2006], using the following abbreviations: a1 : input, a2 : repeatedly-available-
environmental-resource and a3 : output. Now the triadic relation of Facilitate(ai, a2 , a3) is 
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linear-logically described as follows: 
The following consequence relation then holds 
This means that if there is an environmental resource (for example an enzyme) !a2, and if 
F acilitate(a1, a1, a3), then 
- if a1 is added, a3 is generated, (in other words, addition of a1 generates a3), and 
- !a2 is still available 
If 
- !a2 exists as an environmental resource; and 
- F acilitate(a1, a2 , a3) simultaneously holds 
/ 
Then the state a1 -o a3 which means "if instance a1 is provided, instance a3 can be gen-
erated" can be deduced via linear-logical deduction. The above conclusion tells us that the 
state (a1 -o a3) can be obtained while at the same time the enzyme !a2 still remains and is 
ready to be used for another (or for concurrent) reactions in the same cell. 
To describe biomolecular binding, the ® (or "tensor") symbol is used as a connective 
as in [Okada et al. 2006]. The linear-logical expression a1 ® a2 stands for the binding of a1 
and a1S-.-The linear logical expression (a1, a1) -o a1 ® a2 means that if a1 and a2 exist, and 
it is known that they will actually bind together, then the consumption of a1 and a2 will 
generate the bound molecule a1 ® a2• Some examples of the specific reactions dealt with 
by the DIO can be expressed via the linear- logical process descriptions as follows: 
Ketoconazale, an anti-fungal drug, is known to be slowly metabolized by CYP3A49 form-
ing stable complexes. We express this as follows: 
(Ketoconazale, CYP3A4) -o Ketoconazale ® CYP3A4 
This means that if Ketoconazale and CYP3A4 co-exist, then Ketoconazale and 
CYP3A4 can bind together. 
The above-mentioned level of primitive-relations used in DIO is represented straightfor-
wardly via the linear logical process descriptions using Horn clause expressions, as ex-
plained for example in [Okada 1998]. Linear logic theorem provers (or linear logical pro-
gramming language), such as Forum [Miller 1996], LLP [Banbara et al. 1998], Lolli 
[Hodas et al. 1994], allow any queries using three primitive relations, such as Facilitate 
and Bind, to be not only formally expressed but also be examined and analyzed. When 
the theorem prover succeeds in proving a query, then the linear logical proof itself can 
9 Cytochrome P-450 isoform 3A4, one of the so-called drug metabolizing enzymes existing 
mainly in the humanJiver 
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be identified with a process to reach the state described by the query on the basis of the 
simulation methodology which sees the linear logical proofs as simulations of processes 
(c.f. [Okada 1998]). 
Concurrent parts of subprocesses on the same "proofs-as-process" paradigm. In our 
opinion, the resultant expressive power is useful for the use of the proposed logical process 
description framework to examine logically described queries against ontologically anno-
tated data describing drug interaction processes and to search possible symbolic simulation 
prototypes logically with the help of the linear logical theorem provers. 
3 Inferences Concerning Inhibition Relations in DIO 
In DIO-style reasoning, the user sometimes wishes to obtain certain information concern-
ing relations of inhibition within the cell. Suppose for example that the production of a is 
normally generated by a drug b. But, with the use of another drug c in the same environ-
ment, the production of a is inhibited, or in other words, the amount of the production of a 
is substantially decreased due to the use of c. 
To deal with such cases, DIO's authors [Yoshikawa et al. 2003] introduced another 
triadic-relation Inhibit(a, b, c), and informally described how to reason with 
Inhibit(a, b, c). In former work, we characterized that reasoning on.linear logic. We intro-
duce a new modal operator, which is called the quantitative modality, in symbol v. 10 
In our former work [Okada et al. 2006], we showed that basic reasoning on the inhibition-
relation of DIO requires inferences in terms of this additional modality ~ is a domain-
specific modality, which falls outside the set of modalities which can be defined in strict 
linear logical terms. Va expresses "the amount of a decreases." In the presence of this 
quantitative modality V, !a, for example, is no longer assumed to be a consumption-non-
sensitive (potentially infinitely re-usable) resource but is rather treated in such a way that 
we are required to be taken account of the decreasing effects brought about by expenses 
incurred along the way; v !a stands for: "!a has an decreasing effect." 11 
The relation Inhibit(a, b) of DIO is formalized as a -o v!b, using v. Using v-rules, 
we can infer the inhibiting relations of DIO. For convenience, we also use the following 
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vleft vright 
A,I'r-I 
vA,Tr-vI 
11 Modality Rule I: vright 
I'r-I,!a 
Tr-I, a, V!a Vright 
I'r-I,!A 
I'r-I,A,v!A 
An environmental resource !a can be considered as the sum of a and v !a. This means that 
if a part of !a is used in the environmental resource !a, then the environmental resource is 
consumed, and the amount of usable environmental resource !a will decrease. This inference 
rule will be used to express the basic "inhibition" relation in DIO; a use of !a which results 
in a product which may inhibit !a. 
Modality Rule II: vleft 
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abbreviations: a1: drug-1, a2: enzyme, a3: product, and a4: drug-2. 
In DIO we reason about inhibition as follows: "if there is an environmental resource 
!a2 and if Bind(a, b) actually holds, then if a4 is added, a bound molecule a4 ® a2 together 
with a decrease in a2 are generated. (The addition of a1 and a4 generates the decreased 
a2.)" This reasoning is expressed as (a4, a2) -o (a4 ® a2), !a2 I- Inhibit(a4, !a2) with the 
additional v operator. This is deducible in linear logic with the addition of the above-
mentioned inference rules on v. 12 
The query "May Ketoconazole decrease the amount of CYP3A4 ?"was expressed in the 
above form in [Okada et al. 2006]. Any linear logical proof for the corresponding assertion 
(see footnote12 for one such proof) describes a process to realize the state of the query, 
according to the "proofs-as-processes" interpretation (c.f. [Okada 1998]). 13 
Bind(a4, a2), !a2, F acilitate(a1, a2, a3) I- Inhibit((a1, a4), V a3) 
The DIO incorporates reasoning to the effect that if bind(a, b) currently holds, and if 
there is an environmental resource !a2, and if F acilitate(a1, a1, a3) currently holds, then if 
a1 and a4 are added, a decrease in a3 is generated (the addition of a1 and a4 generates a 
decreased a3). In symbols: 
Assume it is known that a and I' produce b1, b2, ... , and bm then one knows that some decrease 
of a entails some decrease of each of the products b1, .• ., bn (with constant availability of I'). 
12 Proof: 
!a2 f-!a2 
----- Vright 
a4 f- a4 !a2 f- v!a2,a2 
a4,!a2 r-v!a2,(a4,a2) a40a2f-a40a2 -oleft 
(a4, a2) -o (a4 0 a2), a4, !a2 f- a4 0 az, V !a2 k . . ht 
wea emng-ng (a4, a2) -o (a4 0 a2), a4, !a2 f- V !a2 . h 
-0 rig t (a4, a2) -o (a4 0 a2), !a2 f- a4 -o V !a2 
13 Here, we can adopt the token symbols a2, a4 to the query by the following interpretation. 
a2: CYP3A4 
a4 : Ketoconazole 
We can see, 
!a2 really exists as an environmental resource; and 
a2 and a4 are actually bound together, namely Bind(a4, a2) holds. 
Therefore, the two premises hold. Then it can be proved that "a4 may decrease the amount 
of a2 ". 
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for (a1, !a2) -0 a3, and Inhibit((a1' a4), a3) stands for (ar, a4) -0 v !a3 . 
The DIO query "May Ketoconazole inhibit the generation of APC ?" can also be linear-
logically expressed and answered in this way (cf.[Okada et al. 2006]). 
Note that "non-monotonic reasoning" is used in these inferences regarding the presence 
in the resource of a4 (Ketoconazale in the above example). The proof of a3 is replaced 
by a proof of Va3 under the assumptions that Facilitate(a1, a2 , a3 ) and giving a1 with !a. 
This non-monotonicity of the reasoning is one of the essential features of inhibition-related 
reasoning in DIO. It is well known that the fundamental proof theoretic properties (such as 
cut-elimination or proof-normalization) are closely related to narrowing the proof-search 
space for theorem proving. 
Although the introduction of the quantitative modality v A preserves the consistency 
of the standard linear-logical proof system, it causes heavy additional costs on logical 
analysis and automated proof search. This is because (1) the additional rule destroys the 
cut-elimination property (or proof-normalization property), a fundamental proof-theoretic 
property for efficient proof search, and (2) it destroys the basic model-checking property in 
model theory because of the non-monotonicity. 
On the other hand, the addition of this new modality does not affect reasoning on ba-
sic logical process description level, i.e., it does not hamper what we can achieve using 
the standard (essentially Hom-Clause) formalism of linear logic. Technically speaking, it 
is a conservative extension of the standard linear logic; if some conclusion without the 
additional modality is obtained by the use of this new modality, one s;an obtain the same 
conclusion with a proof without the use of modality. In our opinion, this lfnear logical 
reasoning offers the basic reasoning on processes for ontological considerations, while the 
non-linear-logical modality rules are only situation-depending auxiliary rules. 
This basic reasoning part is in fact a rather simple fragment of linear logic. There exist 
many linear logical theorem provers and formal proof-tools to support logical analyses and 
proof-searches for this range of linear logical proofs, such as Forum [Miller 1996], LLP 
[Banbara et al. 1998], Lolli [Rodas et al. 1994]. Such logical tools could accommodate the 
framework proposed in this report. 
4 Conclusion 
We presented basic ideas on logical process descriptions, with using some basic relations 
of the DIO (Drug Interaction Ontology) as examples and explaining how the primitive rela, 
tions could be naturally decomposed to more basic structured logical process descriptions 
in terms of linear logic. In our opinion, the resultant process descriptions help to clarify 
the usual relational descriptions of DIO. In particular, we discussed the use of logical pro-
cess descriptions in linear-logical proofs. On the linear logical process description level one 
could distinguish, among the types of reasoning allowed by DIO, certain basic reasoning 
on general and domain-neutral structures and also certain domain-specific types of reason-
ing carried out by experts. This distinction is not drawn explicitly in the original (first-order 
predicate logical, or graphical) relational descriptions level of DIO. We think that such a 
clarification of the distinction is important to distinguish domain-neutral reasoning sup-
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ported by ontology from the rule-based inferences carried out by domain experts. 
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Abstract. Ontology plays very important role in semantic web where machines can pro-
cess web data and help to solve various problems. However, creating ontologies is difficult 
for ordinally users. In this paper, we show some attempts to automatically extract ontology 
. information from current web pages and web activities. 
Natural language processing (NLP) research has been using ontology (concept dictionary) 
since 1980's. It is crucial for text understanding systems. As one of the concept dictionaries, 
an associative concept dictionary is built by using large scale association experiments, and is 
used for NLP systems such as metaphor understanding or word sense disambiguation. 
1 Ontology in Web Applications 
The current web has a lot of useful information, but most of the information is written in 
HTML and can only be understood by human. When we try to solve some problem using 
the web, the most popular way is to use search engines, but they cannot directly solve the 
problem. They just list several pages related to our question expressed as a few keywords. 
We need to look through each page to really solve the problem. It is a time consuming 
process and we often wander to have some automatized mechanism. 
Semantic web [Berners-Lee et al 2001] approaches this problem by creating web space 
for data which machines can understand and process. Data are expressed by RDF (Resource 
Description Framework). In semantic web, human readable content is written in HTML and 
its machine understandable meaning is written in RDF. For a given problem, software agent 
gathers RDF data from the web, combine them, apply rules, does some inference and lists 
the results. Human only needs to make the final decision of selecting suitable one from the 
results. 
As semantic web dreams, if there are a lot of RDF data, we can solve various problems 
automatically. However, vocabularies used for RDF data need to be defined and it is quite 
difficult to do so. In addition, in order to make vocabularies useful, they need to be defined 
as an ontology. Creating ontologies is not an easy task for ordinary users and is becoming 
one of the big hurdles needed to be overcome in order to make semantic web more popular. 
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