Statistical challenges
Y i : # of read counts covering location i, i = 1, · · · , n; or Y i : # of read counts in 100bp intervals.
n is ultra-high, computational challenge.
Y i usually does not follow a normal distribution, outliers. Existing methods do not work well when noise distribution is non-Gaussian and hard to be estimated.
Cauchy distribution: data, LRS, RSI. 
Statistical model for read depth data -one sample
For a given individual, observe read counts {Y i , i = 1, ..., n} with
n: length of genome (billions); q = q n : unknown number of the signal segments; I = {I 1 , . . . I q }: disjoint intervals representing signal segments with unknown locations; µ 1 , . . . µ q are unknown means ξ i is symmetric at 0 (median(ξ i )=0) and density function h s.t.
in an open nbhd of 0.
We want to (a) (detection) test H 0 : I = ∅ against H 1 : I = ∅, (b) (identification) if the alternative is true, identify each I j ∈ I.
Methods Assuming Gaussian Noise (Jeng et al., 2010)
Methods for detecting the presence of segments assuming Gaussian noise: Arias-Castro, Donoho and Huo (2005) Identification methods assuming Gaussian noise: likelihood ratio selector (LRS) (Jeng, Cai and Li 2010 JASA).
Key of the LRS:
(1) For any given intervalĨ ⊆ {1, 2, ..., n}, define its likelihood ratio statistic as
(2) Scan the genome with intervals of length ≤ L, threshold σ 2 log(nL). 
Non-normal Data -Local median transformation
Equally divide the n observations (e.g., counts at each bp) into T = T n groups with m = m n observations in each group.
Define kth interval J k = {i : (k − 1)m + 1 ≤ i ≤ km} and take median:
We have
Key point:
(Brown, Cai and Zhou: AoS 08).
Robust Segment Detection (RSD)
For any intervalĨ, define
and threshold λ n = 2 log n/(2h(0) √ m).
The RSD rejects H 0 when maxĨ ∈J T X(Ĩ) > λ n , where J T is the collection of all possible intervals in {1, . . . , T }.
Note the effect of h(0).
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Robust Segment Detection -Type 1 error and power
Under the assumed model and median transformation with m = log 1+b n for some b > 0.
Type 1 error: For the collection J T of all the possible intervals in {1, . . . , T },
Power: If there exists some segment I j ∈ I that satisfies
for some ǫ > 0, then RSD has the sum of the probabilities of type I and type II errors going to 0.
Robust Segment Identifier (RSI)
Perform local median transformation with bin size m, get
Set data-driven threshold at λ * n =σ 2 log n,σ 
Theory -consistency
Assume the general condition on the background noise ξ i and some sparsity conditions on the signal segments. Define s = min I j ∈I |I j |, s = max I j ∈I |I j |, and d = min I j ∈I {distance between I j and I j+1 }, assume s ≥ log 2 n and logs = o(log n) and log q = o(log n).
If all I j ∈ I satisfies |I j |/m → ∞ and
for some ǫ > 0, then the RSI with m = log 1+b n for b > 0 ands ≤ L < d, is consistent for I, i.e., for some δ n = o(1),
Theory -Optimality
If for all I j ∈ I, µ j |I j | ≤ 2(1 − ǫ) log n/(2h(0)), then no method constructed on X k with m → ∞ is consistent.
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Comparison with Gaussian noises
Compare to the case with Gaussian noise:
Assume ξ i ∼ N (0, 1), then the original GLRT based on Y i is optimal.
Further, if ∃I j ∈ I s.t.
then the original GLRT is consistent.
Possible price for robustness:
Simulation studies n = 5 × 10 4 , |I| = 3, |I 1 | = 100, |I 2 | = 40 and |I 3 | = 20, the signal mean for all segments at µ = 1.0, 1.5, and 2.0.
Noise is generated from Cauchy(t (1) Simulation results -robustness n = 5 × 10 4 , |I| = 3. Noise is generated from t(1), t(3), t(30).
Estimation error for I j :
Medians of D j and #O for RSI with m = 20,L = 120, 100 replications. Homogenous noise is generated from the t-distribution with degrees of freedom 1, 3, and 30. Heterogeneous noise is generated from a mixture of N (0, 1) and N (0, σ 2 ), where σ ∼ Gamma(2, τ ). µ is fixed at 2.0. Simulation results -effect of m Table 2 : Effect of bin size m on the performance of RSI. µ is fixed at 2. 
Simulation results -comparison with LRS and CBS
RSI LRS CBS D 2(|I 2 |=40) #O D 2(|I 2 |=40) #O D 2(|I 2 |=40) #O t(D 1(|I 1 |=100) D 2(|I 2 |=40) D 3(|I 3 |=20) #O t(
