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Abstract
Through an exhaustive search, we produce a 5-parameter family of
propagation identities for the closed conformal Killing-Yano equation on
2-forms, which hold on an Einstein cosmological vacuum spacetime in
any dimension n > 4. It is well-known that spacetimes admitting a non-
degenerate 2-form of this type are exhausted by the Kerr-NUT-(A)dS
family of exact higher dimensional black hole solutions. As a consequence,
we identify a set of necessary and sufficient conditions ensuring that the
cosmological vacuum development of an initial data set for Einstein’s field
equations admits a closed conformal Killing-Yano 2-form. We refer to
these conditions as closed conformal Killing-Yano initial data (cCYKID)
equations. The 4-dimensional case is special and is treated separately,
where we can also handle the conformal Killing-Yano equation without
the closed condition.
1 Introduction
Solutions of the Killing equation are vector fields generating infinitesimal isome-
tries of Lorentzian spacetimes or more generally (pseudo-)Riemannian geome-
tries. Generalizations of the Killing equation to higher rank tensors [8] include
the Killing-Sta¨ckel equations on symmetric tensors, as well as the Killing-Yano
equations on p-forms. Solutions of these equations, the higher rank Killing ten-
sors, can be associated with so-called hidden symmetries, which are responsible
for the integrability of geodesic equation, and the separability of Hamilton-
Jacobi or wave/Laplace equations, as well as supersymmetric or spinorial gen-
eralizations of any of these equations [8, 17, 28]. The existence of solutions of a
closely related equation, the closed conformal Killing-Yano 2-form equation [4]
is also responsible for the complete integrability of Einstein’s equations, resulting
∗E-mail: alfonso@utf.mff.cuni.cz
†E-mail: khavkine@math.cas.cz
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in the so-called Kerr-NUT-(A)dS family of higher dimensional rotating black
holes [10].
In the recent work [14] we returned to the question of how to detect the
presence of solutions of a geometric PDE on the bulk of a solution of Einstein’s
equations just by looking at the initial data for the metric. This question had
been studied and successfully answered, by deriving the corresponding initial
data equations, for only for a small number of examples: Killing equation [6, 25,
26, 9, 5], homothetic Killing equation [7], and some Killing spinor equations [13,
1, 2, 16] (though, only in 4 dimensions). In [14] we have succeeded in adding the
conformal Killing equation to this short list. In the this work, motivated by the
possibility of characterizing the initial data giving rise to the Kerr-NUT-(A)dS
family of spacetimes, we use the methods of [14] to derive to the initial data
equations for closed conformal Killing-Yano (cCYK) 2-forms.
In Section 2 we recall the general strategy from [14], setup the notation,
and recall the simplest example of the Killing initial data (KID). The strategy
involves identifying a propagation identity (Proposition 2.1), whose existence
is then responsible for the successful identification of the desired initial data
conditions. At the moment, such a propagation identity can only be found by
trial and error, or by an exhaustive search. In Section 3, we use representation-
theoretic ideas to carry out an exhaustive search, at low differential order, for a
propagation identity for cCYK 2-forms. Some of the more technical details are
relegated to Appendices A and B. The search is successful in all spacetime di-
mensions higher than n = 4 and yields a multi-parameter family of propagation
identities (Theorem 3.1). The n = 4 case is handled separately (Theorem 3.4),
where the needed propagation identity was discovered after some trial and er-
ror. The corresponding initial data conditions are derived in Theorems 3.3
and 3.5, respectively. Finally, in Section 4, we adapt our methods to conformal
Killing-Yano 2-forms (without the closed condition) in n = 4 dimensions. The
equivalent spinorial result was first obtained in [13], but we give a purely tenso-
rial result and derivation, which are in line with our motivation to improve the
characterization of the initial data of 4-dimensional rotating black holes [15].
While we concentrate on Lorentzian geometries, all the covariant identities
that we present are valid also for pseudo-Riemannian geometries of any signa-
ture. All the computations of this paper have been double-checked with the
tensor computer algebra system xAct [23, 24].
2 Propagation equations and initial data
From now on, all of our differential operators are presumed to be defined between
vector bundles over a manifold M and have smooth coefficients.
We call a linear partial differential equation (PDE) P [ψ] = 0 a propagation
equation (of order k ≥ 1) if it has a well-posed initial value problem: given
a Cauchy surface Σ ⊂ M with unit normal na, the equation can be put into
Cauchy-Kovalevskaya form (solved for the highest time derivative) and for each
assignment of arbitrary smooth initial data ψ|Σ = ψ0, . . . ,∇
k−1
n ψ|Σ = ψk−1
2
(where ∇n = n
a∇a) there exists a unique solution of P [ψ] = 0 on all of M . In
particular, due to the linearity of the propagation equation, if the initial data all
vanish, ψ0 = · · · = ψk−1 = 0, then ψ = 0 is the corresponding unique solution
on M .
There are multiple examples of propagation equations: (a) Wave (a.k.a
normally-hyperbolic) equations, P [ψ] = ψ+P ′(∇ψ, ψ) [3], and generalized ver-
sions of those [14, Sec.2]. (b) Transport equations, P [ψ] = ua∇aψ+P
′(ψ), with
ua everywhere transverse to Σ [19]. (c) Special cases, like Pbcd[ψ] = ∇
aψabcd for
ψabcd satisfying the symmetry and tracelessness conditions of the Weyl tensor
in 4 dimensions (a so-called Weyl candidate [19]).
Proposition 2.1 ([14, Lem.1–2]). Consider a globally hyperbolic spacetime
(M, g), satisfying the Einstein Λ-vacuum equations, Gab = Rab−
1
2Rgab+Λgab =
0. Let E[φ] = 0 be a PDE (system) defined on some (possibly multicomponent)
field φ. Suppose that there exist propagation equations P [ψ] = 0, Q[φ] = 0 (of
respective orders k and l), where the differential operators P and Q satisfy the
identities
(1)P [E[φ]] = σ[Q[φ]] + τP [G], Q[φ] = ρ[E[φ]] + τQ[G]
for some linear differential operators ρ, σ, τP and τQ. Then, given a Cauchy
surface Σ ⊂ M with unit timelike normal na, there is a bijection between the
solutions of E[φ] = 0 and the solutions of Q[φ] = 0 whose initial data φ|Σ =
φ0, . . . ,∇
l−1
n φ|Σ = φl−1 satisfies ψ|Σ = 0, . . . ,∇
k−1
n ψ|Σ = 0, for ψ = E[φ].
In addition, there exists a purely spatial linear PDE on Σ, EΣ[φ0, . . . , φl−1] =
0 such that the conditions Q[φ] = 0 and EΣ[φ|Σ, . . . ,∇
l−1
n φ|Σ] = 0 are equivalent
to the vanishing of the initial data ψ|Σ = 0, . . . ,∇
k−1
n ψ|Σ = 0 for ψ = E[φ].
For an operator EΣ satisfying the second part of Proposition 2.1, we call
EΣ[φ0, . . . , φl−1] = 0 (2)
a set of E-initial data conditions or a E-initial data system. Clearly, the operator
EΣ is not uniquely fixed. For instance, its components may contain many
redundant equations. Thus, in practice, once some E-initial data conditions
have been obtained, they will be significantly simplified by eliminating as many
higher order (in spatial derivatives) terms as possible. Also, when some of the
components of EΣ[φ0, . . . , φl−1] = 0 can be used to directly solve for one of the
arguments, say φl−1, in terms of the remaining ones, we can split the initial
data system into (a) φl−1 = · · · and (b) a system involving only the remaining
arguments, E′Σ[φ0, . . . , φl−2] = 0. When presenting an initial data system, we
will omit from EΣ those components that can be rewritten as type (a) and only
write the remaining components of type (b), reduced to the smallest convenient
set of arguments. Of course, the derivation of the initial data system will provide
the information about how all type (a) components can be recovered.
For our purposes, in order to establish that any particular propagation equa-
tion has a well-posed initial value problem, it will be sufficient to check that it
belongs to the class that we called generalized normally hyperbolic in [14, Sec.2].
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We showed how equations from that class inherit the well-posedness properties
from the better known normally hyperbolic class [3]. An operator Q (of order l)
is generalized normally hyperbolic when it is determined (acts between vector
bundles of equal rank) and there exists an operator Q′ (of order 2m− l, m ≥ 1)
such that
N [φ] := Q′[Q[φ]] = mφ+ l.o.t, (3)
where l.o.t stands for term of differential order lower than 2m. That is, the
principal symbol of N [φ] is a power of the wave operator. We call Q′ an adjugate
operator for Q.
One of the consequences [14, Lem.3] of generalized normal hyperbolicity of
an operatorQ is the non-degeneracy of its principal symbol σp(Q) as a numerical
matrix for any p ∈ T ∗M that is not null (recall that σp(Q) is a vector bundle
morphism obtained by collecting the highest order terms of Q and replacing ∇a
with multiplication by a covector pa, and hence, for given frames on the source
and target vector bundles, the principal symbol is a numerical matrix valued
function of pa). Therefore, to show that some Q cannot be generalized normally
hyperbolic, it is sufficient to exhibit at least one non-null (pap
a 6= 0) value of
p ∈ T ∗M for which σp(Q) is singular (equivalently, it possesses at least one
left or right null-vector). To save the trouble of explicitly writing down such a
covector pa, for instance when there is no single canonical choice, the following
is a useful result:
Lemma 2.2. Suppose that Q is a determined operator of order l and there exists
a non-vanishing differential operator Q′ of order l′ such that Q′◦Q = 0+l.o.t (or
Q ◦Q′ = 0+ l.o.t), where 0 is to be interpreted as a special case of a differential
operator of order l+ l′. Then Q cannot be generalized normally hyperbolic.
Proof. The hypotheses basically mean that σp(Q
′)σp(Q) = 0 (or σp(Q)σp(Q
′) =
0) with σp(Q
′) not being identically zero at least for some x ∈M . Since σp(Q
′)
depends polynomially on p ∈ T ∗xM , it has rank ≥ 1 on an open dense subset of
T ∗xM . Pick any non-null covector pa from that set, so that the row (column)
space of σp(Q
′) has at least one non-vanishing element, which is then a left
(right) null-vector of σp(Q). Since this implies that σp(Q) is singular for a non-
null covector pa, the operator Q cannot be generalized normally hyperbolic.
2.1 Example: Killing initial data in an Einstein space
To show a practical application of Proposition 2.1 we review here the case of
the Killing equation as it was presented in [14, Subsect.2.1] ,
(4)Kab[v] = ∇avb +∇bva = 0 (E[φ] = 0).
If we assume that Gab = 0 then the corresponding propagation equations are
(5)va +
2Λ
n− 2
va = 0 (Q[φ] = 0),
(6)hab − 2R
c
ab
dhcd = 0 (P [ψ] = 0),
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where hab is considered to be symmetric, while the propagation identities (1)
take the form
(7)Kab[v]− 2R
c
ab
dKcd[v] = Kab
[
v +
2Λ
n− 2
v
]
,
(P [E[φ]] = σ[Q[φ]] + τ [G])
(8)va +
2Λ
n− 2
va = ∇
bKab[v]−
1
2
∇aK
b
b[v],
(Q[φ] = ρ[E[φ]])
To obtain the K-initial data conditions, or more commonly the Killing initial
data (KID) conditions, we must first introduce a space-time split around a
Cauchy surface Σ ⊂ M , dimM = n and dimΣ = n − 1. Let us use Gaussian
normal coordinates to set up a codimension-1 foliation on an open neighborhood
U ⊃ Σ by level sets of a smooth temporal function t:U → R, of which Σ = {t =
0} is the zero level set. Choose t such that na = ∇at is a unit normal to
the level sets of t. Let us identify tensors on Σ by upper case Latin indices
A,B,C, . . ., denote the pullback of the ambient metric to Σ by gAB and its
inverse by gAB, and also denote by haA the injection TΣ → TM induced by the
foliation. Raising and lowering the respective indices on haA with gab and gAB,
we get the corresponding injections and orthogonal projections between TΣ,
T ∗Σ, TM and T ∗M . In our notation, all covariant and contravariant tensors
split according to
va = v0na + h
A
a vA, u
b = −u0nb + hbBu
B, (9)
which we also denote by
va →
[
v0
vA
]
, ub →
[
u0
uB
]
. (10)
Thus, in our convention, the ambient metric splits as
gab →
[
−1 0
0 gAB
]
. (11)
Let DA denote the Levi-Civita connection on (Σ, gAB), depending on the folia-
tion time t of course, and let ∂t = L−n denote the Lie derivative with respect to
the future-pointing normal vector −na. The action of ∂t extends to t-dependent
tensors on Σ in the natural way. The (t-dependent) extrinsic curvature on Σ is
then defined by
piAB =
1
2
∂tgAB (12)
and the ambient spacetime connection decomposes as
∇avb →
[
∇0vb
∇Avb
]
, (13)
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where
∇0va →
[
∇0v0
∇0vA
]
=
[
∂t 0
0 ∂tδ
B
A − piA
B
] [
v0
vB
]
, (14)
∇Avb →
[
∇Av0
∇AvB
]
=
[
DA −piA
C
−piAB DAδ
C
B
] [
v0
vC
]
. (15)
The ambient Λ-vacuum Einstein equations Rab −
2Λ
n−2gab = 0 decompose as[
−∇0pi − pi · pi +
2Λ
n−2 D
CpiCB −DBpi
DCpiCA −DApi ∇0piAB + pipiAB + rAB −
2Λ
n−2gAB
]
= 0, (16)
where now rAB is the Ricci tensor of gAB on Σ, pi = piC
C , (pi · pi)AB = piA
CpiCB
and pi · pi = (pi · pi)C
C . Note that we have found it convenient to use the ∇0 op-
erator instead of ∂t, because of its preservation of both the orthogonal splitting
with respect to the foliation and of the spatial metric, ∇0gAB = ∇0g
AB = 0.
For convenience, we note the commutator
(∇0DA −DA∇0)
[
v0
vB
]
= −piA
CDC
[
v0
vB
]
+
[
0
(DCpiAB −DBpiA
C)
]
vC , (17)
and the identity
(18)
∇0rABCD =−D(ADC)piBD+D(ADD)piBC +D(BDC)piAD−D(BDD)piAC
−
(
pi[A|
ErE|B]CD + pi[C|
ErABE|D]
)
,
which can be obtained by splitting the Bianchi identity ∇[aRbc]de = 0. Taking
the trace and using the vacuum equations yields
(19)∇0rAC = DADCpi −D
BDBpiAC − 2rABCDpi
BD.
According to Proposition 2.1 and the specific identity (7), the Killing equa-
tion Kab[v] = 0 is satisfied when va is any solution of (5) where both Kab[v]|Σ =
∇0Kab[v]|Σ = 0. Using respectively K00[v] = 0 and K0B[v] = 0 to eliminate
the time derivatives of v0 and vB from these conditions, while also eliminating
the time derivatives of piAB using the Λ-vacuum Einstein equations (16), we
obtain the well-known Killing initial data (KID) conditions [5] in the presence
of a cosmological constant:
(20a)DAvB +DBvA − 2piABv0 = 0,
(20b)
DADBv0 + (2(pi · pi)AB − pipiAB − rAB)v0
− 2pi(B
CDA)vC − (D
CpiAB)vC +
4Λ
n− 2
gABv0 = 0.
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3 Closed Conformal Killing-Yano initial data
Consider an n-dimensional Lorentzian manifold (M, g) satisfying the vacuum
Einstein equations with a cosmological constant Λ, Rab −
1
2Rgab + Λgab = 0
or equivalently Rab =
2Λ
n−2gab. We will restrict ourselves to dimensions n > 2.
Let Yab = Y[ab] be a 2-form. The conformal Killing-Yano (CYK) equation in
n dimensions is
(21)
CYKa:bc[Y ] := 2∇aYbc −∇bYca +∇cYba
+
3
n− 1
gab∇
dYcd −
3
n− 1
gca∇
dYbd = 0.
In our index notation a:bc, the : only serves to visually separate groups of indices.
When both CYK[Y ] = 0 and the exterior derivative dY = 0, we call Yab a closed
conformal Killing-Yano (cCYK) 2-form.
Remark 3.1. The CYKa:bc operator takes values in 3-tensors that transform
pointwise irreducibly under SO(1, n − 1) (the group of orientation preserving
linear transformations respecting the Lorentzian metric gab), which is tradition-
ally labelled by the Young tableau
b a
c . Given any such tableau (consisting of
left-aligned rows of boxes of non-increasing length) filled with tensor indices,
the corresponding subspace carrying the irreducible representation is obtained by
first symmetrizing over the rows, then antisymmetrizing over the columns and
finally subtracting all the traces. The resulting representation is always irre-
ducible, with the possible exception of tableaux with columns of length exactly
n/2 (due to the possibility of decomposing (n/2)-forms into self-dual and anti-
self-dual subspaces). But such exceptions only occur for some dimensions and
signatures and we will not encounter them below (since we use Lorentzian sig-
nature and real representation), with the exception of 3-forms in dimension
n = 6. If we do not subtract the traces, then we obtain a subspace transform-
ing irreducibly under GL(n) (the group of general linear transformations), but
which may be reducible with respect to SO(1, n − 1). Below, we will freely use
Young diagrams (unfilled Young tableaux) to label other irreducible tensor rep-
resentations. Although we will not need more of them, basic facts about Young
diagrams and their relation to GL(n) and SO(p, q) representation theory can be
found in [12, 11, 18].
The representation type of the conformal Killing-Yano operator implies that
it must satisfy the following identities
CYKa:(bc)[Y ] = CYK[a:bc][Y ] = g
abCYKa:bc[Y ] = 0, (22)
which can be straightforwardly verified from its definition in (21). Our use of :
is to separate out the antisymmetric index group bc.
The covariant derivative of Yab decomposes as
(23)( ∇a)( Ybc) =
1
3
CYKa:bc[Y ] +
1
6
( dY )abc −
2
n− 1
ga[b( δY )c],
(24)with (dY )abc := 2(∇aYbc +∇bYca +∇cYab),
(25)and (δY )b := ∇
aYab,
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where we have prefixed Yab and various operators with Young diagrams in-
dicating that they take values in the corresponding irreducible SO(1, n − 1)
representation. The most important information contained in (23) can be sum-
marized representation-theoretically by the decomposition of the following ten-
sor product of representations into irreducible ones: = + + . Since each
irreducible representation on the right-hand side appears with multiplicity one,
Schur’s lemma guarantees that the projection of ∇aYbc onto the corresponding
representation is uniquely fixed up to a scalar multiple, which we explicitly fix in
the definitions (21), (24) and (25). In the case of multiplicity greater than one,
there will exist multiple independent projectors onto the same representation,
with the number of independent ones equal to the multiplicity. Of course, the
choice of basis in this space of projectors is not unique and has to be made by
hand.
The above basic ideas from representation theory will help us carry out
an exhaustive search for a covariant, second order propagation identity of the
form (1) for the cCYK equations. A priori, the order of the differential operators
in (1) is not bounded, nor do they have to be covariant, but for practical reasons,
we have restricted our search to operators P and Q that are of second order are
covariantly constructed from the Levi-Civita connection ∇a, the metric gab and
the Riemann tensor1 Rabcd. Expanding the search to higher orders would be
prohibitively expensive, at least without significant automation of our methods.
In any case, our search will succeed (Theorem 3.1) in all dimensions (n > 2)
except n = 4. The 4-dimensional case will be handled separately in Section 4.
Let us also briefly remark that the two separate CYK[Y ] = 0 and dY = 0
equations can be combined into the single equivalent equation
∇aYbc −
2
n− 1
ga[b∇
dYc]d = 0, (26)
where the left-hand side is just the traceless part of ∇aYbc. The tensor type
of this equation is not irreducible in the sense of SO(1, n− 1) representations.
So it would not be as helpful in the representation-theoretic exhaustive search
described above. Projecting this equation onto the and tensor types recovers
the original separate equations, also demonstrating the complete equivalence of
the two formulations.
3.1 Dimensions n < 4
The lowest dimension in which the CYK operator makes sense is n = 2. How-
ever, in that case, the SO(1, 1) representations and are both 0-dimensional,
meaning that the equations CYK[Y ] = 0 and dY = 0 are both trivial conditions
of the form 0 = 0.
In dimension n = 3, we can represent any 2-form as Yab = ηab
cYc, where Yc
1Our conventions are 2∇[a∇b]vc = Rabc
dvd and Rab = Racb
c.
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is a 1-form and ηabc is the Levi-Civita tensor. We then have the identities
−
1
3
η(a
cdCYKb):cd[Y ] = ∇aYb +∇bYa −
2
3
gab∇
cYc, (27)
−
1
2
ηabc(dY )abc = ∇
cYc. (28)
This means that CYK[Y ] = 0 is equivalent to the conformal Killing equation
on Yc,
CKab[Y ] := ∇aYb +∇bYa −
2
n
gab∇
cYc = 0, (29)
while imposing the additional condition (dY )abc = 0, or the equivalent ∇
cYc =
0, turns it into the Killing equation. The propagation identities and initial data
for the conformal Killing equation were found in our previous work [14], where
we also reviewed the analogous well-known results for the Killing equation as
well as their history.
Thus, in the rest of this work we concentrate on dimension n ≥ 4.
3.2 Propagation identity in dimension n > 4
Our search strategy has the following steps: (a) identify a basis for the potential
P , Q, ρ, and σ operators in the propagation identity (1), (b) find the most
general solution for these operators and identify the free parameters that it
depends on, (c) check for which values of the free parameters the operators P
and Q are generalized normally hyperbolic. The result of this search, recorded
in Theorem 3.1, is that there exists a 5-parameter family of identities satisfying
all of our search criteria.
(a) We start by listing the basis elements of for all the operators we want to
parametrize. The following schematic identity illustrates the number of basis
elements and their labels:
(30a)
[
P 1,2,3,4,5,6 P 7,8
Pˆ 5,6 Pˆ 1,2,3,4
] [
CYK
d
]
−
[
σ1
σˆ1
] [
ρ1 ρ2
] [CYK
d
]
=
[
T 1,2,3,4,5,6,7,8
Tˆ 1,2,3,4
]
,
(30b)
[
ρ1 ρ2
] [CYK
d
]
= Q1,2,3,4 .
To visually help the reader, we have inserted Young diagram labels to illustrate
the irreducible tensor representations that each operator acts between.
To explain the size of each basis, we first need to define precisely what we
mean by a second order operator. Obviously, it cannot contain terms with more
than two iterated ∇a derivatives. But each subleading term should also be of
total order two. Being covariant, each such subleading term consists of a number
of iterated ∇a derivatives multiplied by copies of the Riemann tensor R and its
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covariant derivatives. We count the total order as follows: it is additive for
products, ∇k has total order k, ∇lR has total 2+ l, the cosmological constant Λ
has total order 2, while other constants, the metric gab and tensor contractions
have total order zero. It is easy to see that this total order is preserved by the
Leibniz rule, exchange of covariant derivatives and substitution of Einstein’s
equations, while it is additive under operator composition.
Thus, in the identities (30), CYK, d, ρ1, ρ2, σ1, σˆ1 are all of total order one,
P i, Pˆ i, Qi are all of total order two, and T i, Tˆ i are all of total order three.
To see how many independent ways there are to combine two ( ∇a) derivatives
with a tensor like Ca:bc, consider the tensor product decomposition
( ) = (R+ ) = ( ) + ( + + + + + 2 + + ) , (31)
where in the first product, the trivial representation R corresponds to  =
gab∇a∇b, while corresponds to the traceless symmetrized projection of∇a∇b.
We need only consider symmetrized derivatives ( )∇(a∇b), since the antisym-
metric part is equivalent to contractions with the Riemann tensor. The total
multiplicity of appearing on the right-hand side is 3 = 1 + 2, thus there are
three independent ways of applying two derivatives to Ca:bc. This number auto-
matically counts all possible index permutations, index contractions and prod-
ucts with metric gab or Levi-Civita ηa1···an tensors, as all such operations are
SO(1, n−1) equivariant. Similarly, we can work out the number of independent
ways to combine the Riemann tensor Rabcd with a tensor argument by recall-
ing [27, p.193] that the Λ-vacuum Weyl tensor Wabcd = Rabcd−
4Λga[cgd]b
(n−1)(n−2) (due
to the algebraic Bianchi identity and being fully traceless) belongs to a repre-
sentation of type , while the (appropriately symmetrized traceless) derivatives
∇W , ∇∇W , . . . (due to the differential Bianchi identity and its contractions)
have independent projections only onto the respective representations , ,
. . . , with other projections being expressible in terms of lower order derivatives.
For sufficiently large n (cf. Remark 3.2), the following tensor decomposition
product tables, show how all the operator basis elements from (30) fit into the
above scheme, where to save space we have dropped all summands that are
irrelevant for identity (30), with multiplicity indicated by listing multiple basis
element labels. For economy of notation, we refer directly to the Riemann tensor
and its derivatives R and ∇R, rather than the Weyl tensor expressions W and
∇W , since in explicit computations Wabcd must anyway be expressed in terms
of Rabcd and Λ (cf. Remark A.1). For the second order operators:
Yab Ca:bc Ξabc
∇ σ1 + σˆ1 ρ1 ρ2
 R Q1 P 1 Pˆ 1
∇∇ Q2 P 2,3 + Pˆ 5 P 7 + Pˆ 2
R Q3 P 4,5 + Pˆ 6 P 8 + Pˆ 3
Λ R Q4 P 6 Pˆ 4
And the same for the third order operators:
10
( )∇aYbc
Yab δY CYK[Y ] dY
∇ T 1 + Tˆ 1
∇∇∇ T 2
∇R T 7
R T 6 T 3,4 + Tˆ 2 T 5 + Tˆ 3
Λ R T 8 Tˆ 4
Remark 3.2. For sufficiently large n (larger than the total number of boxes
involved in the product, for instance) these product tables can be checked using
Littlewood’s rule [22, Thm.I] (cf. [20, 21] for complete proofs and modern gener-
alizations). In our case, we need to take n ≥ 8 for Littlewood’s rule to apply for
all products that we are interested in. For small values of n, namely 4 < n < 8,
the above multiplication tables can be checked using computer algebra [29, 30].
We have found exceptions only in dimension n = 6. Basically, the 3-form rep-
resentation becomes reducible for n = 6 in Lorentzian signature, and splits
into the eigen-subspaces of the Hodge ∗ operator. Thus the tensor product tables
need to be rewritten taking that into account. In addition, the multiplicity of
in the product is 3 instead of 2. Thus, we cannot claim that our lists of
operators give complete bases in dimension n = 6.
The simplest possibilities are for the σ and ρ operators:
σ1a:bc[Y ] = CYKa:bc[Y ], (32)
σˆ1abc[Y ] = (dY )abc; (33)
ρ1ab[C] = ∇
cCc:ab[Y ], (34)
ρ2ab[Ξ] = (δΞ)ab := ∇
cΞcab. (35)
The definitions of the operators P i, Pˆ i, T i, Tˆ i and Qi are somewhat lengthy
and their precise form can be found in Appendix A. What is salient about these
operators are their composition rules, which are reported in the next paragraph.
(b) The left-hand side in the schematic identity (30a) is parametrized by the
coefficients in front of the P i, Pˆ i, and ρi terms (up to rescaling, there is a
unique possibility for each of the σ1 and σˆ1 operators, so their coefficients can
be absorbed into those of the P i and Pˆ i, respectively), while the right-hand side
is parametrized by the coefficients of T i and Tˆ i. By explicitly computing all the
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relevant operator compositions, we end up with the following matrix identities:


P 1 ◦ CYK
P 2 ◦ CYK
P 3 ◦ CYK
P 4 ◦ CYK
P 5 ◦ CYK
P 6 ◦ CYK
P 7 ◦ d
P 8 ◦ d
σ1 ◦ ρ1 ◦ CYK
σ1 ◦ ρ2 ◦ d


=


1 0 0 0 0 0 0 0
0 3 (n−2)
(n−1)
0 0 0 − 92 (n− 2) 0 0
−2 −3 (n−4)
(n−1)
0 2 3 − 32 (n+ 8) 3 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1
2 −6 1 −2 0 −3(n− 1) 6 − 12
n−2
0 0 0 0 1 0 0 0
2 3 (n−4)
(n−1)
0 −2 −3 32 (n+ 8) −3 0
2 −6 1 −2 0 −3(n− 1) 6 − 12
n−2




T 1
T 2
T 3
T 4
T 5
T 6
T 7
T 8


, (36a)


Pˆ 1 ◦ d
Pˆ 2 ◦ d
Pˆ 3 ◦ d
Pˆ 4 ◦ d
Pˆ 5 ◦ CYK
Pˆ 6 ◦ CYK
σˆ1 ◦ ρ1 ◦ CYK
σˆ1 ◦ ρ2 ◦ d


=


1 0 0 0
−2 0 −2 12
n−2
0 0 1 0
0 0 0 1
1 −1 12 0
0 1 0 0
2 −2 1 0
2 0 2 − 12
n−2




Tˆ 1
Tˆ 2
Tˆ 3
Tˆ 4

 . (36b)
The goal now is to find a set of coefficients for the left-hand side of the
propagation identity (30a) such that the right-hand side is identically zero. It
is easy to see that such coefficients correspond exactly to left null-vectors of the
matrix C defined by the identity


P 1,2,3,4,5,6 ◦ CYK
P 7,8 ◦ d
Pˆ 1,2,3,4 ◦ d
Pˆ 5,6 ◦ CYK
σ1 ◦ ρ1 ◦ CYK σˆ1 ◦ ρ1 ◦ CYK
σ1 ◦ ρ2 ◦ d σˆ1 ◦ ρ2 ◦ d


= C
[
T 1,2,3,4,5,6,7,8
Tˆ 1,2,3,4
]
. (37)
The matrix C can be easily constructed from the blocks of the coefficient matrices
in (36a) and (36b). It is now a matter of basic linear algebra to check that (for
n > 2) C has a 5-dimensional left null-space. The general 5-parameter solution
for a left-null vector recorded in Theorem 3.1.
(c) It remains to check that the possible P and Q operators in the propaga-
tion identity (30) are generalized normally hyperbolic (according to the defi-
nition given in Section 2). To that end, only the coefficients of the operators
that contribute to the principal symbol are important (those actually of second
differential order). For P , these are P 1,2,3, P 7, Pˆ 1,2 and Pˆ 5, while for Q these
are Q1,2. Note that, explicitly working out the operator compositions in (30b)
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gives the following relation between the coefficients of ρ1,2 and those of Q1,2,3,4:
[
ρ1 ◦ CYK
ρ2 ◦ d
]
=
[
2 − (n−4)(n−1) −1
4
n−2
2 2 2 − 8
n−2
]
Q1
Q2
Q3
Q4

 . (38)
Checking generalized normal-hyperbolicity of an operator comes down to pa-
rametrizing an ansatz for the adjugate operator and checking whether the key
identity (3) can be satisfied for some values of the parameters. In Appendix B,
we have recorded the necessary and sufficient conditions for generalized normal
hyperbolicity of Q in Lemma B.1 and of P in Lemma B.2. Applied to the family
of identities obtained in step (b), we find that for n > 2 (with the exception of
n = 4) a generic element of the family both P and Q are generalized normally
hyperbolic, with the exceptional values of the parameters consisting of the union
of certain hyperplanes. The full result is recorded in Theorem 3.1.
We are now ready to state the main result of this section in
Theorem 3.1. For n > 2, there exists the following identity of the form (30)
(with vanishing right-hand side):
P =


6∑
i=1
piP
i p7P
7 + p8P
8
pˆ5Pˆ
5 + pˆ6Pˆ
6
4∑
i=1
pˆiPˆ
i

 , Q = r1ρ1 ◦ CYK+ r2ρ2 ◦ d, (39)
with
p1 = x, pˆ1 = y,
p2 = −
x
n− 2
, pˆ2 =
x1 + y + z
2
,
p3 =
x
3
− y1, pˆ3 =
2y + z
2
− y1,
p4 =
x
6
, pˆ4 = −
6(y + z)
n− 2
+
12
n− 2
y1,
p5 = −x, pˆ5 = z,
p6 = −
2x
n− 2
, pˆ6 = z − 2y1,
p7 = −
x
6
−
x1
2
− y1, r1 = y1,
p8 = −x, r2 = −
x1
2
− y1,
(40)
where x, y, z, x1 and y1 are free parameters. Moreover, for n > 2, necessary
and sufficient conditions on these free parameters for the generalized normal
hyperbolicity of Q consist of
x1 6= 0, y1 6= 0, (41a)
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and for P they consist of
x 6= 0, (n− 4)x 6= 0, y 6= 0,
x1(3z − x− 6y1) 6= 0, and y1 6= 0.
(41b)
For n > 4 and n 6= 6, the family of operators P and Q in (39) is the most
general one of its kind.
Proof. The theorem follows from the calculations discussed in steps (a), (b) and
(c) above. As explained in Remark 3.2, the structure of the tensor product
decomposition tables from step (a) allows us to claim that we have carried out
an exhaustive search in all dimensions n > 4, with the exception of n = 6.
Remark 3.3. The propagation identity from the above theorem can now be used
to construct cCYKID conditions, for generic values of the free parameters. The
free parameters can also be chosen to simplify P in some ways. For instance, we
can make its principal symbol block diagonal (p7 = pˆ5 = 0) by setting z = 0 and
x1 = −(x+6y1)/3. But we cannot make P either lower (p7 = p8 = 0) or upper
(pˆ5 = pˆ6 = 0) block triangular without violating at least one of the hyperbolicity
inequalities. As a consequence, it is also impossible to decouple the CYK[Y ] = 0
equation from the dY = 0 equation (p7 = p8 = r2 = 0).
The exhaustive nature of the search which produced Theorem 3.1 then leads
to the following
Corollary 3.2. In dimensions n > 4, n 6= 6, there does not exist a propagation
identity for the equation CYK[Y ] = 0 with operators P and Q of total order 2.
Likely, dimension n = 6 is not an exception to the corollary, but our anal-
ysis would have to be extended to arrive at that conclusion rigorously (cf. Re-
mark 3.2).
3.3 Construction of cCYKID in dimension n > 4
Let us denote by Ca:bc the left-hand side of (26), the combined form of the
cCYK operator. Then we have the following integrability condition
∇[dCa]:bc −
gc[d∇
eCa]:be − gb[d∇
eCa]:ce
(n− 2)
= Rdae[bYc]
e + 2Λ
gc[dYa]b − gb[dYa]c
(n− 2)2
+
(
gb[dRa]cef − gc[dRa]bef
)
Y ef
2(n− 2)
=: Ida:bc[Y ]. (42)
The zeroth order operator Ida:bc[Y ] acting on Yab is traceless and antisymmetric
in both groups of : separated indices, but has no other symmetries. It will be
useful in giving the precise form of the cCYKID conditions below.
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Theorem 3.3. Consider a globally hyperbolic Einstein Λ-vacuum Lorentzian
manifold, (M, g) of dimension n > 4 with Rab =
2Λ
n−2gab, and a Cauchy surface
Σ ⊂M . The necessary and sufficient conditions yielding a set of closed confor-
mal Killing-Yano initial data (cCYKID) for Yab on Σ are given by the following
equations, where we also indicate the provenance of each equation, and each
equality holds modulo the preceding ones.
1
3 (CYKA:B0[Y ] +
1
2 (dY )AB0)
∣∣
Σ
= 0:
(43a)DAYB0 −
1
n− 1
gABD
CYC0 − piA
CYBC = 0 ,
1
3 (CYKA:BC [Y ] +
1
2 (dY )ABC)
∣∣
Σ
= 0:
(43b)
DAYBC −
2
n− 2
gA[B|D
DYD|C]
+ 2piA[BYC]0 −
2
n− 2
gA[B(pigC]D − piC]D)Y
D
0 = 0 ,
(n−3)
3(n−2) ∇0CYK(A:B)0[Y ]
∣∣
Σ
= 0:
(43c)
2I0(A:B)0[Y ] = (DCpiAB −D(ApiB)C)Y
C
0
+ pipi(A
CYB)C + pi(A|Cpi
CDYD|B) + r(A
CYB)C = 0 ,
− 16 ∇0CYKA:BC [Y ]|Σ = 0:
(43d)
−I0A:BC [Y ] = (D[CpiB]
E)YAE + (D[C|piA
E)Y|B]E
+ (DEpiA[B)YC]E +
1
2
(
rBCA
E + 2piA[BpiC]
E
)
YE0
+
(
rA[B − piAEpi
E
[B + pipiA[B −
2Λ
n− 2
gA[B
)
YC]0 = 0 ,
(n−3)
6 ∇0(dY )AB0|Σ = 0:
(43e)
2(n− 2)I0[A:B]0[Y ] =
1
2
(
2piA
CpiB
D + rAB
CD
)
YCD
− (n− 2)(piCDpiC[AYB]D − pipi[A
CYB]C − r[A
CYB]C)
+ (n− 4)D[ApiB]
CYC0 +
2(n− 3)
(n− 2)
ΛYAB = 0 .
Proof. First, we compute the split form of the independent and non-trivial com-
ponents of these CYK[Y ] and dY operators:
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(44a)CYK0:0C [Y ] =
3
n− 1
(
2piF [FYC]0 −DFYC
F − (n− 2)∇0YC0
)
,
(44b)
CYK0:BC [Y ] = 2CYK[B:C]0[Y ]
= 2(pi[B
AYC]A −D[BYC]0 +∇0YBC),
(44c)CYK(A:B)0[Y ] =
3
2
(
CKAB[Y·0]− 2pi(A
DYB)D
)
,
(44d)
CYKA:BC [Y ] = CYKA:BC [Y ]
+ 6piA[BYC]0 −
6
n− 2
gA[B(pigC]D − piC]D)Y
D
0
+
2
n− 2
gA[BCYK0:0|C][Y ],
(44e)(dY )AB0 = 2(2D[AYB]0 − 2pi[A
CYB]C +∇0YAB),
(44f)(dY )ABC = (dY )ABC ,
where we have used CK, CYK, d to denote the (n−1)-dimensional versions of the
operators defined in (29), (21) and (24) respectively. We will use CYK0:0C [Y ] =
0 and CYK0:BC [Y ] = 0 to systematically eliminate ∇0 derivatives of YA0 and
YAB from the rest of the calculations. Specifically, this results in the substitu-
tions
(45a)∇0YA0 =
1
n− 2
(
DCYCA − piA
CYC0 + piYA0
)
,
(45b)∇0YAB = D[AYB]0 − pi[B
CYA]C .
Similarly, we will use the Einstein equations (16) to systematically eliminate
∇0piAB , ∇
BpiAB and the spatial Ricci scalar r throughout our calculations.
Further, the conditions ∇0CYK0:0C [Y ] = ∇0CYK0:BC [Y ] = 0 will appear
as part of setting to zero the ∇0 derivatives of all the components in (44).
However, they can always be satisfied by solving for ∇20YA0 and ∇
2
0YAB , in
analogy with (45). Strictly speaking, these second order derivatives are con-
strained by the propagation equation Qab[Y ] = 0. But one of the requirements
on the propagation identities, imposed by Proposition 2.1 and verified by Theo-
rem 3.1, is that Q[Y ] factors through the CYK[Y ] and dY , which means that we
can solve for ∇20YA0 and ∇
2
0YAB just by differentiating (45) and the conditions
∇0CYK0:0C [Y ] = ∇0CYK0:BC [Y ] = 0 do not impose any independent purely
spatial constraints on the initial data for Yab.
Now, in the same way that we obtained the combined form (26) of the
spacetime cCYK operator, combining CYK(A:B)0[Y ] = 0 and (dY )AB0 = 0
immediately gives (43a), while combining CYKA:BC [Y ] = 0 and (dY )ABC = 0
immediately gives (43b), the first two cCYKID conditions.
It now remains to take the ∇0 derivatives of the already obtained (43a)
and (43b), systematically eliminate ∇0YA0 and ∇0YAB as above, and to sim-
plify the results (meaning trying to eliminate as many high order spatial deriva-
tives of Y as possible) using purely spatial integrability conditions of the same
equations. We can shortcut this process by taking advantage of the spacetime
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integrability condition (42). Splitting that identity results in the following rel-
evant components:
(46a)
(n− 3)
6(n− 2)
∇0CYK(A:B)0[Y ] +O(CYK[Y ]) +O(dY ) = I0(A:B)0[Y ],
(46b)
1
6
∇0CYKA:BC [Y ] +O(CYK[Y ]) +O(dY ) = I0A:BC [Y ],
(46c)
(n− 3)
12(n− 2)
∇0(dY )AB0[Y ] +O(CYK[Y ]) +O(dY ) = I0[A:B]0[Y ],
(46d)
1
12
∇0(dY )ABC [Y ] +O(CYK[Y ]) +O(dY ) = I0[A:BC][Y ],
where O(−) denotes linear dependence on the argument and any of its spatial
derivatives. Each right-hand side is already a zeroth order operator acting on
Y . Computing the components of I0(A:B)0[Y ] and I0[A:B]0[Y ] directly gives us
the desired cCYKID conditions (43c) and (43e). Next, we find
(47)I0[A:BC][Y ] = −Y[A
DDBpiC]D ,
which is of spatial tensor type . It happens to be proportional to an inte-
grability condition obtained by applying DC to (43a) and projecting onto .
Another integrability condition that we can get is the projection of the deriva-
tive of (43a) onto spatial tensors of type (in one of the two possible ways),
which helps us simplify the explicit expression for I0A:BC [Y ]. The resulting
simplified expression is our remaining cCYKID condition (43d).
Finally, having established that the cCYKID conditions (43) are equivalent
to CYK[Y ] = 0, (dY ) = 0, and ∇0CYK[Y ] = 0, ∇0(dY ) = 0 on Σ, a joint
application of Theorem 3.1 and Proposition 2.1 completes the proof.
3.4 Propagation identity in dimension n = 4
The 5-parameter propagation identity from Theorem 3.1 can be specialized to
dimension n = 4, but it fails one of the seven inequalities needed to establish
hyperbolicity of the P and Q operators, for any value of the parameters. More
specifically, it fails the inequality associated with the coefficient of the operator
P 2. Fortunately, we can use the same trick that was used for the conformal
Killing operator in [14]. The idea is to reduce P 2 from a second order to a first
order operator by decoupling a differential consequence of the cCYK system
and propagating it independently. Ultimately, instead of a second order one, we
will find a fourth order propagation identity for the cCYK system in dimension
n = 4.
Note the following identity (valid in general dimension and without restric-
tion on the Ricci tensor Rab):
(48)Kab[δY ] =
(n− 1)
3(n− 2)
Sab[CYK[Y ]] +
(n− 1)
(n− 2)
2R(a
cYb)c,
(49)with Sab[C] := 2∇
cC(a:b)c.
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The Ricci-dependent term vanishes for Λ-vacua, when Rab =
2Λ
n−2gab. This
identity can be used to factor
(50)P 2a:bc[CYK[Y ]] = −
3(n− 2)
(n− 1)
P¯a:bc[K[δY ]],
(51)with P¯a:bc[h] := 2∇[bhc]a −
2
n− 1
ga[b∇
dhc]d +
2
n− 1
ga[b∇c]hd
d.
But the Killing operator Kab[v] satisfies its own propagation identity (7), which
is compatible with that from Theorem 3.1 in the sense that
(+ 2Λ
n−2 )(δY )a +
(n− 1)
3(n− 2)
Ra
bcdCYKb:cd[Y ] =
1
y1
(n− 1)
3(n− 2)
(δQ[Y ])a, (52)
with Q[Y ] defined by Theorem 3.1. Writing the propagation identity (7) in
terms of Y , we get
(53)
Kab[δY ]−
(n− 1)
3(n− 2)
2Rcab
dScd[CYK[Y ]] +
(n− 1)
3(n− 2)
Kab[R · CYK[Y ]]
=
1
y1
(n− 1)
3(n− 2)
Kab[δQ[Y ]],
where (R · CYK[Y ])a = Ra
bcdCYKb:cd.
We can now use the same strategy as was used for the conformal Killing
equation in [14, Sec.4] to prove
Theorem 3.4. Under the same hypotheses as Theorem 3.1, but for n = 4, there
exists a 6-parameter family of 4th order propagation identities of the form
(54)

[
p1P
1 + (p2 − y2)P
2 + p3P
3 p7P
7
pˆ5Pˆ
5 pˆ1Pˆ
1 + pˆ2Pˆ
2
] [
CYK
d
]
+ l.o.t
=
[
σ1 − y2
y1
P¯ ◦K ◦ δ
σˆ1
] [
r1ρ
1 r2ρ
2
] [CYK
d
]
,
where l.o.t stands for operators of differential order three or lower acting on the
cCYK system, while the pi, pˆj and rk coefficients depend on the free parameters
x, y, z, x1, y1 in the same way as in Theorem 3.1 and y2 is an additional free
parameter. The necessary and sufficient conditions for the generalized normal
hyperbolicity of the corresponding Q operator are still
x1 6= 0, y1 6= 0, (55a)
and for the corresponding P operator they are now
x 6= 0, y2 6= 0, y 6= 0,
x1(3z − x− 6y1) 6= 0, and y1 6= 0.
(55b)
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Proof. The first step is to apply the wave operator  to both sides of the
propagation identity from Theorem 3.1 restricted to n = 4 dimensions. Then,
note that we are completely free to do the following rewriting:
(56)
p2P
2 ◦ CYK = (p2 − y2)P
2 ◦ CYK− y2
3(n− 2)
(n− 1)
P¯ ◦K ◦ δ
= (p2 − y2)P
2 ◦ CYK− y2
3(n− 2)
(n− 1)
P¯ ◦K ◦ δ + l.o.t.
Finally, using (53) to eliminate K◦δ from the above formula, we arrive directly
at the desired propagation identity (54). Recalling the relevant hyperbolicity
conditions from Lemmas B.1 and B.2, which are unchanged when the operators
contributing to the principal symbol are multiplied by a power of , we get the
corresponding inequalities (55).
3.5 Construction of cCYKID in dimension n = 4
In contrast to the case of n > 4 dimensions (Section 3.3), the fact that in n = 4
dimensions we must use the fourth order propagation identity from Theorem 3.4
to apply Proposition 2.1 means that the corresponding cCYKID conditions must
be obtained by evaluating ∇k0CYK[Y ]
∣∣
Σ
= 0 and ∇k0dY
∣∣
Σ
= 0 for k = 0, 1, 2, 3.
But, our task is simplified by the observation, already exploited in the proof
of Theorem 3.4, that the fourth order identity (54) follows from the coupled
set of second order propagation identities (53) for K[δY ] = 0 and (39) for
CYK[Y ] = 0, dY = 0. We have previously encountered an analogous situation
in the construction of the conformal Killing initial data [14]. The same argument
as in the proof of Theorem 3 of [14], which we do not reproduce here, shows that
it is in fact sufficient to evaluate the initial data conditions ∇k0CYK[Y ]
∣∣
Σ
= 0,
∇k0dY
∣∣
Σ
= 0 and ∇k0K[δY ]
∣∣
Σ
= 0 only for k = 0, 1.
Theorem 3.5. Consider a globally hyperbolic Einstein Λ-vacuum Lorentzian
manifold, (M, g) of dimension n = 4 with Rab = Λgab, and a Cauchy surface
Σ ⊂ M . The necessary and sufficient conditions yielding a set of closed con-
formal Killing-Yano initial data (cCYKID) for Yab on Σ are the initial data
conditions of Theorem 3.3 (specialized to n = 4) together with the KID condi-
tions (20) applied to v = δY , which can be rewritten in two equivalent ways,
modulo the conditions already included in Theorem 3.3. The first consists of
only the (20b) condition
DADBv0 + (2(pi · pi)AB − pipiAB − rAB)v0
− 2pi(B
CDA)vC − (D
CpiAB)vC +
4Λ
n− 2
gABv0 = 0, (57)
with
v0 = D
BYB0, vA =
3
2
(DBYBA − piA
BYB0 + piYA0). (58)
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The second equivalent condition is
12pi(A|Br
BDYD|C) + 12pi
BDr(A|BYD|C) − 12pir(A|
BYB|C)
+ 24pipiBDpi(A|BYD|C) − 12
(
Λ + piDEpi
DE + pi2
)
pi(A|
BYB|C)
− 12Y(A|BD|C)D
Bpi + 12Y(A|BD
EDEpi|C)
B
+ 6
[
5piBDDDpiAC + piD
BpiAC + 2piACD
Bpi
− 3piBDD(ApiC)D + 4piD(ADC)pi
DB − piD(ApiC)
B − 2piB(ADC)pi
−4pi(A|
DDDpi|C)
B − 2pi(A
DDBpiC)D
]
YB0 = 0. (59)
Proof. As summarized before the statement of the theorem, in imitation of
the proof of [14, Thm.3], an application of Proposition 2.1 implies that the
conditions necessary and sufficient to identify the initial data of a cCYK 2-form
Yab are equivalent to
(60a)∇k0CYK[Y ]
∣∣
Σ
= 0,
(60b)∇k0dY
∣∣
Σ
= 0,
(60c)∇k0K[δY ]
∣∣
Σ
= 0,
for k = 0, 1. In Theorem 3.3, we have already given a set of initial data con-
ditions that are intrinsic to Σ and are equivalent to (60a) and (60b). Though
these results were stated for n > 4, all the same calculations remain valid in
dimension n = 4.
On the other hand, when n = 4, the propagation identity (39) fails to be gen-
eralized normally hyperbolic and so (60a) and (60b) cannot be used to solve for
the ∇20CYK[Y ] and ∇
2
0dY . So these conditions may no longer be sufficient. Suf-
ficiency is restored by adding the conditions (60c), which are of course equivalent
to the well-known KID conditions (20) applied to va = (δY )a, whose compo-
nents specialize to (58) after eliminating ∇0YA0 and ∇0YAB using CYK0:0C = 0
and CYK0:BC = 0.
However, these additional KID conditions are not all independent. Namely,
splitting the identity (48) gives us the schematic identities
K00[δY ] = O(CYK[Y ]), KA0[δY ] = O(CYK[Y ]),
and KAB[δY ] = −∇0CYK(A:B)0[Y ] +O(CYK[Y ]),
(61)
where O(−) denotes linear dependence on the argument and any of its spatial
derivatives. Hence, the only independent initial data conditions will come from
∇0KAB[δY ]|Σ = 0 or only the (20b) part of the KID conditions, which we
have copied to (57) in the statement of the theorem. Equivalently, as can be
seen from the preceding identities, this remaining independent condition can
be replaced by ∇20CYK(A:B)0
∣∣
Σ
= 0. In the proof of Theorem 3.3, we have
already shown that the condition ∇0CYK(A:B)0
∣∣
Σ
= 0 is equivalent to (43c),
which no longer contains any spatial derivatives of Yab. Thus, to obtain the
new independent condition on Yab, it is sufficient to apply ∇0 to (43c) and once
again eliminate all ∇0Yab. In this way, while also eliminating ∇0piAB using the
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Einstein equations (16) and ∇0rABCD using (18), direct calculation gives us the
desired initial data condition (59).
4 Conformal Killing Yano initial data
In a general dimension n it is not yet known how to construct a propagation
identity for the conformal Killing-Yano (CYK) system, without the closed con-
dition that was used in the successful construction in Section 3 on an Einstein
(Λ-vacuum) background. But, as we will analyze in this section, the problem
can be solved if n = 4. In principle, the solution can be extracted from the pre-
viously studied case of the Killing (2, 0)-spinor [13, 1, 2], which is the spinorial
version of a self-dual conformal Killing-Yano 2-form. Instead, we give a purely
tensorial derivation, taking advantage of the explicit calculations from Section 3
and the conceptually clear approach to the problem that we have described in
Section 2 and our previous work [14]. Below, we will freely use the notation and
results introduced in Sections 2 and 3.
Recall formula (48), which factors Kab[δY ] through CYKa:bc[Y ] in general
dimension. And also note the following formula, which is valid only in 4 dimen-
sions (but without restriction on the Ricci tensor Rab):
(62)Kab[∗dY ] = 3S¯ab[CYK[Y ]]− 18R
c
(aηb)c
deYde.
(63)with S¯ab[C] = 2η(a|
cde∇eC|b):cd.
The Ricci-dependent term vanishes for Λ-vacua, when Rab =
2Λ
n−2gab. For ref-
erence, our 4-dimensional conventions for the Hodge ∗ operation are
(∗v)abc = ηabc
dvd, (∗Y )ab =
1
2
ηab
cdYcd, (∗w)a =
1
6
ηa
bcdwbcd, (64)
with ηabcd being the Levi-Civita tensor.
Recall also that the general 5-parameter propagation identity can be spe-
cialized to both n = 4 dimensions and also to the case which decouples the
CYK[Y ] operator from the exterior derivative dY (setting p7 = p8 = r2 = 0).
But in both cases at least one of the inequalities from the hyperbolicity condi-
tions (55) fails. In Section 3.4, this failure when n = 4 was fixed by decoupling
Kab[δY ] operator and propagating it separately. By analogy, in this section, we
will fix the failure of hyperbolicity for the n = 4 propagation identity decoupled
from dY , by also decoupling Kab[∗dY ] and propagating it separately. In general
dimension, restoring the hyperbolicity for the decoupled case remains an open
problem.
By decoupling the general 5-parameter propagation cCYK identity (Theo-
rem 3.1) from dY (setting p7 = p8 = r2 = 0), what remains is the following
1-parameter identity
−P3 = σ
1 ◦ ρ1 ◦ CYK, (65)
where the single parameter is just an overall multiplicative constant. To apply
the decoupling strategy in Section 3.4, we used the fact that P 2a:bc[CYK[Y ]]
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factors through Kab[δY ], according to (50). Unfortunately, P
3
a:bc[CYK[Y ]] does
not directly factor through Kab[∗dY ]. Thus, it is convenient to introduce the
alternative operator P¯ 3, which does factor:
P¯ 3a:bc[CYK[Y ]] :=
3
2
(∗P¯ [K[∗dY ]])a:bc, (66)
where the operator P¯ was defined in (51) and we have extended the Hodge ∗
operator to
(∗C)a:bc[Y ] :=
2
3
(ηbc
pqCa:pq + ηa[b
pqCc]:pq). (67)
With this choice, identity (65) gets rewritten as
3P 1 −
3
2
P 2 −
1
2
P¯ 3 +
1
2
P 4 − 3P 5 − 5P 6 = σ1 ◦ ρ1 ◦ CYK. (68)
To clarify the structure of this identity, let us rewrite it more explicitly as
3CYKa:bc[Y ] + 3P¯a:bc[K[δY ]]−
3
4
(∗P¯ [K[∗dY ]])a:bc + l.o.t
= CYKa:bc[Q[Y ]], (69)
where both P 1a:bc[C] = Ca:bc and Q[Y ] = ρ
1◦CYK[Y ] are generalized normally
hyperbolic in the required way (Theorem 3.4), while the P 2 and P¯ 3 terms have
been rewritten as first order operators on K[δ] and K[∗dY ].
Before proceeding, let us specialize identity (52) to our choice of dimension
and parameters (n = 4, y1 = 1), which shows that the Kab[δY ] propagates in a
way compatible with our choice of Q[Y ]:
(70)(+ Λ)(δY )a +
1
2
Ra
bcdCYKb:cd[Y ] =
1
2
(δQ[Y ])a,
where (R ·CYK[Y ])a = Ra
bcdCYKb:cd. Similarly, we must verify that Kab[∗dY ]
also propagates in a way that is compatible with Q[Y ]. A direct calculation
shows that
(71)( + Λ)(∗dY )a +Ra
bcd∗CYKb:cd[Y ] =
1
2
(∗dQ[Y ])a.
Alternatively, substituting Y 7→ ∗Y into (70), we immediately get (71), after
using the following helpful identities:
(δ∗Y )a =
1
2
(∗dY )a, (72)
CYKa:bc[∗Y ] = ∗CYKa:bc[Y ], (73)
Qab[∗Y ] = (∗Q[Y ])ab. (74)
Thus, rewriting the Killing equation propagation identity (7) adapted to our
situation, we get
(75)Kab[δY ]−R
c
ab
dScd[CYK[Y ]] +
1
2
Kab[R · CYK[Y ]] =
1
2
Kab[δQ[Y ]],
(76)Kab[∗dY ]− 2R
c
ab
dScd[∗CYK[Y ]] + Kab[R · ∗CYK[Y ]] =
1
2
Kab[∗dQ[Y ]],
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where again (R · C)a = Ra
bcdCb:cd.
Theorem 4.1. Under the same hypotheses as Theorem 3.1, but for n = 4, there
exists the following 2-parameter family of 4th order propagation identities of the
form
(77)(3P
1 + (y2 − 3)
1
2P
2 + (y3 − 1)
1
2 P¯
3) ◦ CYK + l.o.t
=
(
σ1 + 12y2P¯ ◦K ◦ δ +
3
8y3∗P¯ ◦K ◦ ∗d
)
◦ ρ1 ◦ CYK,
where l.o.t stands for operators of differential order three or lower acting on the
CYK operator and y2, y3 are free parameters. The necessary and sufficient con-
ditions for the generalized normal hyperbolicity of the corresponding P operator
are
y3 6= 0, y2 6= 0, and y3 6= −2. (78)
and the corresponding Q = ρ1 ◦ CYK operator is always normally-hyperbolic
(being independent of the free parameters).
The proof is directly analogous to that of Theorem 3.4.
Proof. The first step is to apply the wave operator  to both sides of the
propagation identity (68). Then, note that we are completely free to do the
following rewriting:
(79)(−
3
2 )P
2 ◦ CYK = (y2 − 3)
1
2P
2 ◦ CYK− y2P¯ ◦K ◦ δ
= (y2 − 3)
1
2P
2 ◦ CYK− y2P¯ ◦K ◦ δ + l.o.t,
(80)(−
1
2 )P¯
3 ◦ CYK = (y3 − 1)
1
2 P¯
3 ◦ CYK− 34y3∗P¯ ◦K ◦ ∗d
= (y3 − 1)
1
2 P¯
3 ◦ CYK− 34y3∗P¯ ◦K ◦ ∗d + l.o.t.
Finally, using (75) and (76) to eliminate K ◦ δ and K ◦ ∗d from the above
formulas, we arrive directly at the desired propagation identity (77). Recall-
ing the relevant hyperbolicity conditions from Lemmas B.1 and B.2 (the latter
lemma is adapted by setting x = y = 0 and w = 1 to decouple the d and CYK
operators, while the translation from the P¯ 3 to the P 3 operator is done by com-
paring (65) and (68)), which are unchanged when the operators contributing to
the principal symbol are multiplied by a power of , we get the corresponding
inequalities (78).
Next we use the previous propagation equations to construct conformal
Killing-Yano initial data (CYKID) in dimension four.
Theorem 4.2. Consider a globally hyperbolic Einstein Λ-vacuum Lorentzian
manifold, (M, g) of dimension n = 4 with Rab = Λgab, and a Cauchy hypersur-
face Σ ⊂M . The necessary and sufficient conditions yielding a set of conformal
Killing-Yano initial data (CYKID) for Yab on Σ are the following equations,
where we indicate the provenance of each of them. Each equality holds modulo
the ones preceding it.
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2
3 CYK(A:B)0[Y ]
∣∣
Σ
= 0: part of (43a) for n = 4, or
(81a)CK[Y·0]AB − 2pi(A
CYB)C = 0,
CYKA:BC [Y ]|Σ = 0: part of (43b) for n = 4, or
(81b)CYK[Y ]A:BC − 6piA[BY0C] − 3gA[BpiC]
EY0E + 3pigA[BY0C] = 0.
1
6 ∇0CYK(A:B)0[Y ]
∣∣
Σ
= 0: (43c) for n = 4, or
(81c)
(DCpiAB −D(ApiB)C)Y
C
0
+ pipi(A
CYB)C + pi(A|Cpi
CDYD|B) + r(A
CYB)C = 0 ,
− 16 ∇0CYKA:BC [Y ]|Σ = 0: (43d) for n = 4, or
(81d)
(D[CpiB]
E)YAE + (D[C|piA
E)Y|B]E
+ (DEpiA[B)YC]E +
1
2
(
rBCA
E + 2piA[BpiC]
E
)
YE0
+
(
rA[B − piAEpi
E
[B + pipiA[B −
2Λ
n− 2
gA[B
)
YC]0 = 0 ,
∇0KAB[δY ]|Σ = 0:
(81e)DADBv0 + (2(pi · pi)AB − pipiAB − rAB)v0
− 2pi(B
CDA)vC − (D
CpiAB)vC + 2ΛgABv0 = 0,
∇0KAB[∗dY ]|Σ = 0:
(81f )
DADB(∗w)0 + (2(pi · pi)AB − pipiAB − rAB)(∗w)0
− 2pi(B
CDA)(∗w)C − (D
CpiAB)(∗w)C + 2ΛgAB(∗w)0 = 0,
where we have used the same spatial differential operators CK and CYK as in
the proof of Theorem 3.3, and the components v0, vA of va = (δY )a are the same
as in (58), while the (∗w)0, (∗w)A components of (∗w)a = (∗dY )a are
(∗w)0 := εABCD
CY AB, (∗w)A := εABC
(
piDBYD
C + 3DBY C0
)
, (82)
with εABC := η0ABC .
The proof is directly analogous to that of Theorem 3.5.
Proof. To construct the CYKID conditions, it is sufficient to, once again, ap-
ply Proposition 2.1 to the 4th order propagation identity (77) for the CYK[Y ]
operator obtained in Theorem 4.1. But, more practically, following the logic
explained in the proof of Theorem 3.5, since the 4th order identity was obtained
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by combining compatible second order propagation identities for the CYK[Y ],
K[δY ] and K[∗dY ] operators, the following initial data conditions are sufficient:
(83a)∇k0CYK[Y ]
∣∣
Σ
= 0,
(83b)∇k0K[δY ]
∣∣
Σ
= 0,
(83c)∇k0K[∗dY ]
∣∣
Σ
= 0,
for k = 0, 1.
We can get (81a) and (81b) by computing CYK(A:B)0[Y ] and CYKA:BC [Y ]
from the formulas (44), or just take the appropriately symmetrized projec-
tions of (43a) and (43b), specialized to n = 4, as indicated in the theorem. The
remaining components allow us to systematically eliminate any∇0 derivatives of
YA0 and YAB in the remaining calculations. The computation of∇0CYK(A:B)0[Y ]
and ∇0CYKA:BC [Y ] follows the same logic as in the proof of Theorem 3.3, pro-
ducing (81c) and (81d) as indicated in the theorem.
Again following the logic of the proof of Theorem 3.5, splitting the identi-
ties (48) and (62) and systematically eliminating all ∇0 derivatives of YA0 and
YAB, allows us to write
K00[δY ] = O(CYK[Y ]), KA0[δY ] = O(CYK[Y ]),
KAB[δY ] = −∇0CYK(A:B)0[Y ] +O(CYK[Y ]),
(84)
K00[∗dY ] = O(CYK[Y ]), KA0[∗dY ] = O(CYK[Y ]),
KAB[∗dY ] = −6ε
CDEgC(A∇0CYK[Y ]B):DE +O(CYK[Y ]),
(85)
where, as usual, O(−) denotes linear dependence on the argument and any of
its spatial derivatives. Hence, setting any of the above expressions to zero does
not add any new independent initial data conditions. Obviously, the same will
be true of ∇0K00[δY ], ∇0KA0[δY ], and ∇0K00[∗dY ] and ∇0KA0[∗dY ].
It remains only to compute the initial data conditions from ∇0KAB[δY ] and
∇0KAB[∗dY ]. Again, as in the proof of Theorem 3.5, we know that it would be
sufficient to plug into the second KID condition (20b) the vectors va = (δY )a
and (∗w)a = (∗dY )a, whose split components, with ∇0 derivatives eliminated,
are by direct computation given by (58) and (82) respectively. The result gives
us the remaining CYKID conditions (81e) and (81f). The resulting expres-
sions are third order spatial differential operators on YA0 and YAB. We can
reduce them to first order differential operators by simply applying ∇0 to (84)
and (85), respectively substituting (81c) and (81d) for ∇0CYK(A:B)0[Y ] and
∇0CYKA:BC [Y ], and systematically eliminating ∇0YA0 and ∇0YAB . However
the resulting expressions become rather long and unenlightening, so we omit
them.
5 Discussion
We derived a set of necessary and sufficient conditions (the cCYKID equations)
ensuring that a Λ-vacuum initial data set for the Einstein equations admits a
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closed conformal Killing-Yano 2-form (Theorem 3.3 in dimensions n > 4, and
Theorem 3.5 for n = 4) or, in the special dimension n = 4, just a conformal
Killing-Yano 2-form (Theorem 4.2). These initial data equations include both
differential conditions on the spatial components YA0 and YAB of the spacetime
2-form Yab, as well as purely algebraic conditions that involve the intrinsic and
extrinsic geometry of the initial data surface. While these results are special to
Lorentzian signature, the propagation identities (Theorems 3.1, 3.4 and 4.1) that
we have used to derive the initial data conditions are fully covariant and hence
remain valid in any pseudo-Riemannian signature. The method that we have
used to arrive at Theorem 3.1 is a representation-theoretic exhaustive search
based on covariance and fixed total degree of various differential operators. In
fact, we have shown that, in dimensions n > 4 (excluding n = 6), the result
is guaranteed to be the most general one. As a result, we have also concluded
(Corollary 3.2) that there does not exist a second order covariant propagation
identity for non-closed CYK 2-forms.
As we have indicated in the introduction, the ability to describe Λ-vacuum
Einstein initial data giving rise to a cCYK (or, for n = 4, also CYK) 2-form
can improve the characterization given in [15] of initial data giving rise to the
Kerr rotating black hole solution. In higher dimensions, the same idea could be
used to give the first characterization of the initial data giving rise to members
of the Kerr-NUT-(A)dS rotating black holes. It would be interesting to explore
these possibilities in future work.
At the moment, no propagation identity is known for the higher dimen-
sional CYK 2-forms (n > 4) or for higher rank cCYK p-forms (p > 2). It
would be interesting to study these equations using the approaches used in
this work: representation-theoretic exhaustive search and clever decoupling of
independently propagated integrability conditions.
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A Tensor bases
In this appendix, we list several sequences of tensor-valued covariant differential
operators which, according to the representation-theoretic discussion in Sec-
tion 3 span the space of operators of a certain total order and tensor type.
The notation for these operators follows tables preceding Remark 3.2. We
presume throughout that the cosmological vacuum Einstein equations hold,
Rab =
2Λ
n−2gab, so that the Ricci tensor never appears in the formulas below.
Remark A.1. In the representation-theoretic discussion of Section 3, we noted
that, being traceless, the Weyl tensor Wabcd is precisely of representation type
. The Riemann tensor Rabcd has all the same symmetries, but is not traceless,
due to a possibly non-vanishing cosmological constant Λ. Thus, following strict
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representation-theoretic logic, we should write all terms involving Wabcd and Λ
separately, like so:
c1O(Wabcd) + c
′
2O(Λ) + · · · . (86)
However, expressing Wabcd in terms Rabcd, gab and Λ, any such expression
becomes
c1O(Rabcd) + c2O(Λ) + · · · , (87)
where c1 stays the same but c2 may now be different. Since for the purposes
of computer algebra it is more economical to work directly with Rabcd, rather
than Wabcd, we choose to work with the coefficients c1 and c2 in the second
formulation directly.
The following is a basis of the possible second total order covariant differen-
tial operators of type Y → Q:
Q1ab[Y ] = Yab, (88)
Q2ab[Y ] = 2∇[a∇
dYb]d = −(dδY )ab, (89)
Q3ab[Y ] = Rab
deYde, (90)
Q4ab[Y ] = ΛYab. (91)
The following are bases of the possible second total order covariant differen-
tial operators of type C → P and Ξ→ P :
P 1a:bc[C] = Ca:bc, (92)
P 2a:bc[C] = ∇b∇
d(Ca:dc + Cc:da)−∇c∇
d(Ca:db + Cb:da)
−
2
n− 1
ga[b|∇
e∇fC(e:f)|c] +
3
2(n− 1)
ga[bRc]
defCd:ef , (93)
P 3a:bc[C] = 2∇a∇
dCd:cb −∇b∇
dCd:ac +∇c∇
dCd:ab
+
6
n− 1
ga[b|∇
e∇fC(e:f)|c] +
3
2(n− 1)
ga[bRc]
defCd:ef , (94)
P 4a:bc[C] = 2Rbc
efCa:ef −Rca
efCb:ef +Rba
efCc:ef
+
6
(n− 1)
ga[bRc]
defCd:ef , (95)
P 5a:bc[C] = Ra
e
b
f (Ce:cf + Cf :ce)−Ra
e
c
f (Ce:bf + Cf :be)
+
3
(n− 1)
ga[bRc]
defCd:ef , (96)
P 6a:bc[C] = ΛCa:bc; (97)
P 7a:bc[Ξ] = CYKa:bc[δΞ], (98)
P 8a:bc[Ξ] =
1
6
(2Rbc
deΞade −Rab
deΞcde +Rac
deΞbde). (99)
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The following are bases of the possible second total order covariant differen-
tial operators of type Ξ→ Pˆ and C → Pˆ :
Pˆ 1abc[Ξ] = Ξabc, (100)
Pˆ 2abc[Ξ] = −(dδΞ)abc, (101)
Pˆ 3abc[Ξ] = Rab
deΞcde +Rbc
deΞade +Rca
deΞbde, (102)
Pˆ 4abc[Ξ] = ΛΞabc; (103)
Pˆ 5abc[C] = ∇a∇
dCd:bc +∇b∇
dCd:ca +∇c∇
dCd:ab, (104)
Pˆ 6abc[C] = Rab
deCc:de +Rbc
deCa:de +Rca
deCb:de. (105)
The following is a basis of the possible third total order covariant differential
operators of type Y → T :
T 1a:bc[Y ] = CYKa:bc[Y ],
T 2a:bc[Y ] = ∇(a∇b)(δY )c −∇(a∇c)(δY )b −
2
n− 1
ga[b(δY )c]
+
2Λ
(n− 1)(n− 2)
ga[b(δY )c], (106)
T 3a:bc[Y ] = 2Rbc
efCYKa:ef [Y ]−Rca
efCYKb:ef [Y ] +Rba
efCYKc:ef [Y ]
+
6
n− 1
ga[bRc]
defCYKd:ef [Y ], (107)
T 4a:bc[Y ] = 2Ra
(e
b
f)CYKe:cf [Y ]− 2Ra
(e
c
f)CYKe:bf [Y ]
+
3
(n− 1)
ga[bRc]
defCYKd:ef [Y ], (108)
T 5a:bc[Y ] =
2
6
Rbc
de(dY )ade −
1
6
Rab
de(dY )cde +
1
6
Rac
de(dY )bde, (109)
T 6a:bc[Y ] = −
1
n− 1
Rbca
d(δY )d +
4Λ
(n− 1)2(n− 2)
ga[b(δY )c], (110)
T 7a:bc[Y ] = ∇aRbc
deYde, (111)
T 8a:bc[Y ] = ΛCYKa:bc[Y ]. (112)
The following is a basis of the possible third total order covariant differential
operators of type Y → Tˆ :
Tˆ 1abc[Y ] = (dY )abc, (113)
Tˆ 2abc[Y ] = Rab
deCYKc:de[Y ] +Rbc
deCYKa:de[Y ] +Rca
deCYKb:de[Y ], (114)
Tˆ 3abc[Y ] = Rab
de(dY )cde +Rbc
de(dY )ade +Rca
de(dY )bde, (115)
Tˆ 4abc[Y ] = Λ(dY )abc. (116)
28
B Generalized normal-hyperbolicity
In this appendix, we find the necessary and sufficient conditions for which the
generic P and Q operators from identity (30) are generalized normally hyper-
bolic. Our strategy is to first pick a differential order, say k, and to parametrize
the most general covariant ansatz for the principal symbols of the potential
adjugate operators P ′ and Q′ at that order. Then one can check whether the
adjugate identity (3) could be satisfied at that order.
Before proceeding, in addition to the second order P i, Pˆ i and Qi operators
introduced in Section 3 and explicitly defined in Appendix A, we also need to
define a fourth order operator
(117)
P 9a:bc[C] = ∇
(e∇f)(∇(a∇b)Ce:cf −∇(a∇c)Ce:bf )
+
1
n− 1
∇(d∇e)(gabCd:ec − gacCd:eb).
Since P and Q are of second order, they act (by pre-composition and up to
lower-order terms) as a linear map between the spaces of principal symbols of or-
der k and k+2. As can be seen from the following tensor product decomposition
table (cf. Remark 3.2 and the explanations of the tables in Section 3)
 ∇2 ∇4 ∇6 ∇8 · · ·
R · · ·
Yab Q
1 Q2 · · ·
Ca:bc P
1 P 2,3 + Pˆ 5 P 9 · · ·
Ξabc Pˆ
1 Pˆ 2 + P 7 · · ·
,
there is an order k (k = 2 for Q, and k = 4 for P ) after which there are
essentially no new principal symbols, meaning that for k′ ≥ k all operators
with independent principal symbols of order k′ + 2 can be obtained by acting
with  on the operators of order k′. Therefore, starting at order k, the pre-
composition action of say P on the space of potential adjugate operators P ′ can
be represented by a square matrix. If this matrix is invertible, then the adjugate
identity (3) can be satisfied, which shows generalized normal hyperbolicity of
P . If this matrix is singular, then it has a right null-vector, which parametrizes
an operator P ′ such that P ′ ◦P = 0+ l.o.t. But then, by Lemma 2.2, P cannot
be generalized normally hyperbolic. The same argument works for Q.
In the next two Lemmas, we record the results of these calculations for P
and Q from (30).
Lemma B.1. An operator of the form
Qab[Y ] = sQ
1
ab[Y ] + (s− t)Q
2[Y ]ab + l.o.t, (118)
is generalized normally hyperbolic iff
s 6= 0, t 6= 0, (119)
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due to the adjugate identity[
1
s
Q1 +
(
1
s
−
1
t
)
Q2
]
◦Q = 2 + l.o.t. (120)
Lemma B.2. An operator of the form
P =
[
uP 1 + (v − u)12P
2 + u 12P
3 0
0 qPˆ 1 + q 12 Pˆ
2
]
+
[
wP 3 xP 7
yPˆ 5 z 12 Pˆ
2
]
(121)
is generalized normally-hyperbolic iff
u 6= 0, v 6= 0, q 6= 0,
xy − wz 6= 0, and (n− 2)(6w − v + 2u)− 2u 6= 0,
(122)
due to the adjugate identity
P ′ ◦ P =
[

3 0
0 3
]
+ l.o.t (123)
for
P ′ =
[

(
u′P 1 + (v′ − u′) 1
2
P 2 + u′ 1
2
P 3
)
+ (p′ − 3
4
w′)P 9 0
0 
(
q′Pˆ 1 + q′ 1
2
Pˆ 2
)
]
+
[
w′ 14P
3 x′ 12P
7
y′ 12 Pˆ
5 z′ 12 Pˆ
2
]
, (124)
with
u′ =
1
u
, v′ =
1
v
, q′ =
1
q
, (125)
[
w′ x′
y′ z′
]
=
1
xy − wz
[
−z x
y −w
]
=
[
w x
y z
]−1
, (126)
p′ =
(n− 3)[2(u− v)2 + 3(uv + 2uw − 4vw)] + 3u(5v + 2w)
2uv[(n− 2)(6w − v + 2u)− 2u]
. (127)
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