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The η-invariant was introduced by Atiyah, Patodi, and Singer [APS] in a series of papers treating
index theory on even dimensional manifolds with boundary. It first appears there as a boundary
correction in the usual local index formula. Suppose X is a closed odd dimensional spin manifold
(which in their index theorem is the boundary of an even dimensional spin manifold). The Dirac
operator1 DX is self-adjoint and has discrete real spectrum. Define
ηX(s) =
∑
λ6=0
signλ
|λ|s , Re(s) >> 0,
where the sum ranges over the nonzero spectrum of DX . Then ηX(s) is analytic in s and has a
meromorphic continuation to s ∈ C. It is regular at s = 0, and its value there is the η-invariant.
More precisely, what appears in the Atiyah-Patodi-Singer index formula is the ξ-invariant
ξX =
ηX(0) + dimkerDX
2
.
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1For simplicity we only consider the basic Dirac operator, though as usual in geometric index theory all of our
results hold for twisted Dirac operators, i.e., for operators of “Dirac-type”.
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Under a smooth variation of parameters (for example, the metric on X) the ξ-invariant jumps by
integers, whereas ξ (mod 1) is smooth. In this paper we are interested in the latter, so consider
the exponentiated ξ-invariant
τX = e
2πiξX
instead. In fact, our interest is in manifolds with boundary and we use “global” self-adjoint elliptic
boundary conditions for the Dirac operator which are the odd dimensional analog of the Atiyah-
Patodi-Singer boundary conditions [APS]. To formulate these boundary conditions we need to
choose a “trivialization” of the graded kernel of the Dirac operator on ∂X.2 The exponentiated
ξ-invariant depends on this trivialization (Theorem 1.4) in a simple way.
Our first observation is that this dependence means that the exponentiated ξ-invariant naturally
lives in the inverse3 determinant line of the Dirac operator on the boundary (Proposition 2.15).
In fact, it has unit norm in the Quillen metric. For a family of Dirac operators this invariant is
then a section of the inverse determinant line bundle over the parameter space. In Theorem 1.9
we generalize the usual formula for the variation of the ξ-invariant to a formula for the covariant
derivative of this section. Here we use the natural connection on the (inverse) determinant line
bundle defined by Bismut and Freed [BF1]. The proof of Theorem 1.9 occupies §3. Our other
main result is a gluing formula for the exponentiated ξ-invariant, which we state in Theorem 2.20
and prove in §4. To get the signs right in that theorem we view the determinant line as a graded
vector space, as explained in §2. In §5 we give a new proof of the holonomy formula for the natural
connection on the determinant line bundle [BF2], [C2]. This formula was originally conjectured
by Witten [W] in connection with global anomalies. It expresses the holonomy, or global anomaly,
as the adiabatic limit of an exponentiated ξ-invariant. In §6 we explain how our results lead to a
conjecture about the geometrical index of families of Dirac operators on odd dimensional manifolds
with boundary.4
Our results build on previous work treating η-invariants on manifolds with boundary. Many
different kinds of boundary conditions appear in these works. Cheeger [C1,§6] introduced the η-
invariant (for the signature operator) on manifolds with conical singularities, and he notes that this
corresponds to global boundary conditions on a manifold with boundary when one attaches a cone
to the boundary. Further, his “ideal boundary conditions” correspond to the trivialization of the
graded kernel on the boundary. In later work [C2] he proves a variational formula for the η-invariant
2Other authors describe this choice as a Lagrangian subspace of the kernel, or as an involution on the kernel. All
of these descriptions are equivalent.
3An unfortunate choice of sign in the whole index theory—-perhaps dating back to Fredholm—explains why it
is the inverse determinant line which occurs here. An operator D : H+ → H− is an element of H− ⊗ (H+)∗, so
the codomain appears with a + sign and the domain with a − sign. It would be better, then, to define the index
of D as dim cokerD− dimkerD. To make the index theorem for manifolds with boundary come out, the ξ-invariant
would also be defined with the opposite sign from the usual one, as would the Aˆ-genus. On the other hand, the
determinant line (2.7) is defined with the “proper” sign. Regardless of what is proper, this discrepancy explains
some of the funny signs which crop up in index theory.
4We understand that ongoing work of Melrose and Piazza is expected to prove this conjecture.
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on a manifold with conical singularities. Gilkey and Smith [GS] discuss the η-invariant for local
boundary conditions, which were used in the original proof of the Atiyah-Singer index theorem to
show that the index is a bordism invariant [P]. Singer [Si] proved a formula relating the difference
of η-invariants for two specific local boundary conditions with the determinant of the laplacian on
the boundary. Mazzeo and Melrose [MM] assume that the boundary Dirac operator is invertible
and then define an η-invariant using Melrose’s “b-calculus”. With this assumption they prove a
gluing law. Dai [D1] proved a formula relating this “b-eta invariant” to the η-invariant defined with
local boundary conditions. Another approach is to attach a half-cylinder to the boundary and use
L2 spinor fields. This was considered in special cases by the della Pietras [dlP1], [dlP2] and more
generally by Klimek/Wojciechowski [KW] and Mu¨ller [Mu¨]. Mu¨ller proves that this η-invariant
is equal to the η-invariant for the global boundary conditions with a certain trivialization of the
kernel picked out by the kernel of the Dirac operator on L2 spinor fields. It is also easy to see that
it agrees with the b-eta invariant if the metric near the boundary is asymptotically cylindrical. The
self-adjoint global boundary conditions, and certain generalizations, were first studied by Douglas
and Wojciechowski [DW]. Mu¨ller [Mu¨] gives a systematic treatment of the analytic aspects of these
self-adjoint boundary conditions. Lesch and Wojciechowski [LW] determine the dependence of the
exponentiated ξ-invariant on the boundary trivialization (Theorem 1.4). Mu¨ller [Mu¨] derives this
result as well; his argument rests on a variational formula. Bunke [B1] proves a gluing formula
for the (unexponentiated) η-invariant in case a closed manifold is split into two pieces. Recent
preprints of Wojciechowski [Wo1], [Wo2] also prove gluing formulas for the η-invariant modulo one.
Our contribution here begins with our geometric formulation of the exponentiated ξ-invariant
as taking values in the inverse determinant line. For example, this leads to a geometric variational
formula (1.10) which is crucial in all of our subsequent work. In particular, the variational formula
relates the exponentiated ξ-invariant to the natural connection on the determinant line bundle. The
gluing law we prove (Theorem 2.20) is more general than that obtained by cutting a closed manifold
into two pieces. This is necessary for example in §5, where we glue together cylinders. Thus we
must consider gluing along manifolds where the index of the Dirac operator may be nonzero. The
most natural formulation of the result is in terms of graded determinant lines. This notion is
discussed in Knudsen and Mumford [KM] who credit the idea to Grothendieck. It also appears in
later work of Deligne [Del] as clearly the best way to avoid a cauchemar de signes! Our proof of
the gluing law in §4 is simpler than previous proofs. We begin with the same patching of spinor
fields as in Bunke [B1]. Then we note a symmetry which allows us to conclude easily with the
variation formula. It is tempting to speculate that this approach to gluing may be useful in other
linear problems and in nonlinear problems as well.
Our proof of the holonomy theorem—also known as the global anomaly formula—is considerably
simpler than previous proofs, partly due to our simple proof of the gluing law. We rely heavily on
geometric ideas. Thus we avoid any consideration of large time behavior of heat kernels, and we also
avoid using non-pseudodifferential operators [BF2]. Cheeger’s argument in [C2,§9], which proves
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the adiabatic limit formula for the signature operator in the invertible case, bears much resemblance
to our proof here. He works on a manifold with conical singularities and applies his variational
formula and his “singular continuity method”; the latter is analogous to our use of gluing. The idea
of considering parallel transport also appears in papers of the della Pietras [dlP1], [dlP2], but they
failed to consider gluing. Our proof proceeds as follows: We use gluing to show that the adiabatic
limit of exponentiated ξ-invariants on cylinders defines the parallel transport of a connection on the
determinant line bundle. Then we apply our geometric variational formula to prove that it agrees
with the natural connection. In a sense we use the gluing law to break up the holonomy—a global
problem on the circle—into a composition of parallel transports—local problems on small intervals.
The idea of computing global invariants on closed manifolds from local invariants on manifolds
with boundary using gluing laws is informed by recent work in quantum field theory , particularly
topological quantum field theory. The gluing is a characteristic property of the path integral,
and it follows formally from a similar property of the classical action. These gluing laws are
fundamental for computing quantum Chern-Simons invariants, Donaldson polynomials, and other
topological and geometric invariants. Older invariants in topology and geometry also obey gluing
laws [F3], [F4] and our work here fits the η-invariant into this story. The theory of the classical
Chern-Simons invariant [F2] is very similar, and of course the original papers of Atiyah, Patodi,
and Singer [APS] discuss the relationship of η-invariants (and so exponentiated ξ-invariants) to
Chern-Simons invariants for closed manifolds. We also remark that certain ratios of exponentiated
ξ-invariants are topological invariants which live in K−1-theory with R/Z coefficients [APS]. Our
work gives a factorization of these topological invariants as well. It is tempting to say that the
exponentiated ξ-invariant is local and so can serve as an action for a field theory, just as the Chern-
Simons invariant can. (For example, see the recent preprint [B2].) One crucial difference is that
the Chern-Simons invariant is multiplicative in coverings, whereas the exponentiated ξ-invariant is
not . In any case, the gluing law does exhibit some local properties of the η-invariant.
The suggestion that the η-invariant of a (3-)manifold with boundary lives in the determinant
line of the boundary was made in a manuscript of Graeme Segal [S]. We thank Segal for sharing
his ideas with us. We also benefited from conversations with Ulrich Bunke and John Lott.
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§1 The exponentiated ξ-invariant
Suppose X is a compact odd dimensional spin5 manifold with nonempty boundary. Assume
that X has a metric with an explicit product structure near ∂X. Thus in a neighborhood of the
boundary there is a given isometry with (−1, 0]×∂X. Let HX denote the Hilbert space of L2 spinor
fields on X and DX : HX → HX the formally self-adjoint Dirac operator. We use similar notation
for the induced Dirac operator on the boundary.
Our first job is to specify self-adjoint elliptic boundary conditions. Our discussion here is some-
what formal. We leave the detailed analysis to the appendix. Let J : H∂X → H∂X be Clifford multi-
plication by the outward unit normal vector field to the boundary. Then J is skew-adjoint, J2 = −1,
and D∂XJ = −JD∂X . The ∓i-eigenspaces of J induce the usual splitting H∂X = H+∂X ⊕ H−∂X .
Now integration by parts yields the formula
(DXψ,ϕ)X − (ψ,DXϕ)X = (Jψ,ϕ)∂X , ψ, ϕ ∈ HX .
Thus if our boundary condition is described by ψ
∣∣
∂X
∈ W ⊂ H∂X , then the corresponding Dirac
operator is self-adjoint if JW =W⊥, at least formally. We also need elliptic boundary conditions, so
we choose W “close” to the subspace which describes the Atiyah-Patodi-Singer nonlocal boundary
conditions [APS].
Our precise choice is this. The nonnegative self-adjoint operator D2∂X induces decompositions
H±∂X = K
±
∂X ⊕
⊕
λ>0
E±∂X(λ),
where K+∂X ⊕K−∂X is the kernel of D∂X and E+∂X(λ)⊕E−∂X(λ) is the eigenspace with eigenvalue λ.
The sum is over the spectrum spec(D2∂X). Note that
D∂X : E
+
∂X(λ) −→ E−∂X(λ)
is an isomorphism, though it is not unitary—it is
√
λ times a unitary map. Also, by the cobordism
invariance of the index [P] we have indexD∂X = 0 and so dimK
+
∂X = dimK
−
∂X . Now for any
positive a /∈ spec(D2∂X) let
(1.1)
K±∂X(a) = K
±
∂X ⊕
⊕
0<λ<a
E±∂X(λ)
H±∂X(a) =
⊕
λ>a
E±∂X(λ).
5We understand a spin manifold to have a definite metric, orientation, and spin structure. Our work extends to
spinc manifolds and to Dirac operators twisted by a vector bundle with connection, but for simplicity we omit these
refinements.
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By ellipticity K±∂X(a) is finite dimensional. A choice of boundary condition W〈a,T 〉 is determined
by the number a and by a choice of isometry
T : K+∂X(a) −→ K−∂X(a).
Let
D∂X√
D2∂X
denote the operator which restricts to D∂X/
√
λ on E+∂X(λ); it is defined onH
+
∂X⊖K+∂X .
We denote its restriction toH+∂X(a) by
D∂X(a)√
D∂X(a)2
. A spinor field φ+ ∈ H+∂X decomposes according
to H+∂X = K
+
∂X(a)⊕H+∂X(a). Then
(1.2) W〈a,T 〉 =
{
〈φ+, φ−〉 ∈ H∂X : φ− +
(
T ⊕ D∂X(a)√
D∂X(a)2
)
φ+ = 0
}
.
This is a generalization of the boundary condition studied by previous authors6 ([DW], [LW], [B1],
[Mu¨]), who choose a less than the first eigenvalue of D2∂X . We need this generalization to treat
families.
Now for any choice 〈a, T 〉 of boundary conditions the Dirac operator DX(a, T ) is self-adjoint
elliptic and has a well-defined η-invariant ηX(a, T ). (See Appendix.) We use the more refined
ξ-invariant
ξX(a, T ) =
ηX(a, T ) + dimkerDX(a, T )
2
and set
τX(a, T ) = e
2πiξX(a,T ).
Our first result is a generalization of [LW], [B1,Corollary 9.3], and [Mu¨,Theorem 2.21]. It computes
the dependence of τX(a, T ) on 〈a, T 〉. To state it note that if 0 < a < b with a, b /∈ spec(D2∂X), and
T : K+∂X(a)→ K−∂X(a) is an isometry, then T ⊕
D∂X(a, b)√
D∂X(a, b)2
: K+∂X(b)→ K−∂X(b) is also a unitary
isomorphism. Here D∂X(a, b) denotes the restriction of D∂X to
(1.3) H±∂X(a, b) =
⊕
a<λ<b
E±∂X(λ).
6Other authors describe the isometry T by its graph, which is a lagrangian subspace of the kernel.
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Theorem 1.4. Suppose 0 < a < b with a, b /∈ spec(D2∂X) and T, T1, T2 : K+∂X(a) → K−∂X(a) are
isometries. Then
τX(a, T2) = det(T
−1
1 T2) τX(a, T1),(1.5)
τX(b, T ⊕ D∂X(a, b)√
D∂X(a, b)2
) = τX(a, T ).(1.6)
Equation (1.6) is trivial since W〈b,T⊕D∂X(a,b)/
√
D∂X(a,b)2〉 = W〈a,T 〉. We defer the proof of (1.5)
to §4 (Corollary 4.22).
We can interpret (1.5) and (1.6) as instructions for constructing a hermitian line L∂X and an
element τX ∈ L∂X . Namely, let C∂X = {〈a, T 〉} be the set of possible boundary conditions and
then define the complex line
(1.7) L∂X = {τ : C∂X → C : τ satisfies (1.5) and (1.6)}.
Since |det(T−11 T2)| = 1 in (1.5) we see that the expression
(τ1, τ2) = τ1(a, T )τ2(a, T )
is independent of 〈a, T 〉 and so defines a hermitian metric on L∂X . By construction τX ∈ L∂X is
an element of unit norm.
We use a patching construction to extend to families (cf. [F1]). Let π : X → Z be a fiber bundle
whose typical fiber is a compact odd dimensional manifold with boundary, and let ∂π : ∂X → Z
be the fiber bundle of the boundaries. A Riemannian structure on X → Z is a metric on the
relative tangent bundle T (X/Z) together with a field of horizontal planes on X, which we specify
as the kernel of a projection P : TX → T (X/Z). Suppose also that T (X/Z) is endowed with an
orientation and spin structure. For simplicity we term π a ‘spin map’. For our purposes we also
assume that the metrics are products near the boundaries. Now for each a > 0 define
Ua = {z ∈ Z : a /∈ spec(D2∂Xz )}.
On this open set K±∂Xz (a) are smooth vector bundles of equal rank. Choose a cover
(1.8) Ua =
⋃
i
Ua,i
so that these bundles are isomorphic over each Ua,i. Then choose a smooth family of isomor-
phisms Tz(a, i) : K
+
∂Xz
(a) → K−∂Xz(a) and compute τXz
(
a, Tz(a, i)
)
, which is a smooth function
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of z. The collection of these functions for various choices of a, i, and Tz(a, i) satisfy (1.5) and (1.6).
Definition (1.7) extends to this situation—now everything depends smoothly on z—to define a
hermitian line bundle L∂X/Z → Z. The functions τXz
(
a, Tz(a, i)
)
patch together to form a smooth
section τX/Z of L∂X/Z .
In §2 we identify L∂X/Z as the inverse determinant line bundle of the family of Dirac operators
on ∂X → Z with its Quillen metric. This line bundle carries a natural unitary connection7 ∇, con-
structed in [BF1]. The following theorem computes the covariant derivative of τX/Z with respect to
this connection; it generalizes the standard formula on closed manifolds (e.g. [BF2,Theorem 2.10]).
Theorem 1.9. Let π : X → Y be a spin map whose typical fiber is an odd dimensional manifold
with boundary. Let ΩX/Z denote the curvature of the relative tangent bundle and Aˆ(ΩX/Z) its
Aˆ-polynomial. Then the covariant derivative of the exponentiated ξ-invariant is8
(1.10) ∇τX/Z = 2πi
∫
X/Z
[
Aˆ(ΩX/Z)
]
(1)
· τX/Z .
We defer the proof to §3.
7In §5 we define a connection ∇′ directly on L∂X/Z using the invariant τX . We prove that it agrees with ∇ under
the isomorphism with the inverse determinant line bundle.
8In (1.10) we use the standard sign convention (e.g. [BT]) for integration over the fiber. For example, if α is a
form on Z and β an n-form on an oriented manifold Xn, then
∫
(Z×X)/Z
α ∧ β =
(∫
X
β
)
α.
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§2 Graded Determinant Lines
Our first goal in this section is to identify the hermitian line L∂X (1.7) with the inverse
9 de-
terminant line Det−1∂X of the Dirac operator D∂X . The hermitian structure on Det∂X is due to
Quillen [Q]. We then state various properties of τX and L∂X , the most important of which is the
gluing law (Theorem 2.20). Here we encounter inverse determinant lines for operators of nonzero
index. Then the gluing law involves some signs which are best understood in terms of the grading
on the determinant line given by the index [KM]. Hence we begin this section with an exposition
of graded vector spaces.
A graded vector space V = V + ⊕ V − is simply a direct sum of two vector spaces, which in
this paper we always take to be complex. We call V + (resp. V −) the even (resp. odd) part of V ,
and write |v| = 0 (resp. |v| = 1) for v ∈ V + (resp. v ∈ V −). For graded vector spaces V,W
we write V ⊗ˆW for the graded vector space whose underlying vector spaces is V ⊗W and with
|v ⊗ w| ≡ |v| + |w| (mod 2) for homogeneous elements v ∈ V , w ∈ W . We use the ⊗ˆ notation to
keep track of signs in the isomorphism
(2.1)
V ⊗ˆW −→W ⊗ˆ V
v ⊗ w 7−→ (−1)|v| |w|w ⊗ v, v ∈ V, w ∈W.
Here, as in subsequent expressions, we use homogeneous elements and extend by linearity. The
dual space V ∗ = (V +)∗ ⊕ (V −)∗ of a graded vector space is also graded, and we use the natural
pairing
(2.2)
V ∗ ⊗ˆ V −→ C
vˇ ⊗ v 7−→ vˇ(v), v ∈ V, vˇ ∈ V ∗.
The order of the factors in (2.2) is important! With this choice there is no sign in (2.2), nor is there
any in the isomorphisms
(2.3)
V ∗ ⊗ˆW ∗ −→ (W ⊗ˆ V )∗
vˇ ⊗ wˇ 7−→ (ℓ : w ⊗ v 7→ vˇ(v) wˇ(w))
and
(2.4)
W ⊗ˆ V ∗ −→ Hom(V,W )
w ⊗ vˇ 7−→ (T : v 7→ vˇ(v)w).
9The inverse L−1 of a one dimensional vector space L is its dual L∗.
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Notice that the natural isomorphism
(2.5)
V −→ V ∗∗
v −→ (ℓ : vˇ 7→ (−1)|v| |vˇ| vˇ(v))
picks up a sign in the graded context. The sequence of homomorphisms
(2.6) Trs : End(V )
(2.4)−−−→ V ⊗ˆ V ∗ (2.1)−−−→ V ∗ ⊗ˆ V Tr−−→ C
is the supertrace: For T =
(
A B
C D
)
∈ End(V + ⊕ V −) we have Trs T = TrA−TrD.
The determinant line Det V of an ungraded vector space V is the one dimensional vector space
of totally antisymmetric tensors ω = v1 ∧ · · · ∧ vn. We view DetV as a graded vector space whose
degree is dimV (mod 2). If V = V + ⊕ V − is graded, then define
(2.7) Det V = (Det V −) ⊗ˆ (Det V +)−1.
This is again a graded line, the grading given by
|Det V | ≡ dimV ≡ dimV + − dimV − (mod 2).
Using (2.4) we see that if dimV + = dimV − then the top exterior power of a homomorphism
T : V + → V − determines an element
(2.8) DetT ∈ DetV.
If V + = V − then T has a numerical determinant detT ∈ C, and this is related to (2.8) via the
supertrace (2.6):
(2.9) Trs(Det T ) = (−1)dim V
+
detT.
Let −V denote V with the opposite grading: (−V )± = V ∓. Note the sign in the isomorphism
(2.10)
Det(−V ) −→ Det(V )−1
ω+ ⊗ ωˇ− 7−→ (ℓ : ω− ⊗ ωˇ+ 7→ (−1)dimV + ωˇ+(ω+) ωˇ−(ω−)),
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where ω± ∈ Det(V ±) and ωˇ± ∈ Det(V ±)−1. Similarly, if W is another graded vector space, then
there is a sign in the isomorphism
(2.11)
Det(V ⊕W ) −→ DetV ⊗ˆDetW
ω− ⊗ η− ⊗ ηˇ+ ⊗ ωˇ+ 7−→ (−1)dim V + dimW ω− ⊗ ωˇ+ ⊗ η− ⊗ ηˇ+,
where ω± ∈ Det(V ±) and η± ∈ Det(W±).
As a matter of notation, if ω ∈ L is a nonzero element of a graded line L, then we denote
by ω−1 ∈ L−1 the unique element so that ω−1(ω) = 1 under the pairing (2.2).
Suppose V,W are graded vector spaces with dimV + = dimV − and dimW+ = dimW−. Note
in particular that dimW and dimV are even. Then for T : V + → V − and S : W+ →W− we have
Det(T−1) = (−1)dim V +(Det T )−1
Det(T ⊕ S) = DetT ⊗DetS.
The equalities here stand for the isomorphisms (2.10) and (2.11).
Next, we review the construction of the determinant line of a Dirac operator (see [F1] for details),
but now as a graded line. Let Y be a closed even dimensional spin manifold. The spinor fields
HY = H
+
Y ⊕H−Y on Y are graded, and the Dirac operator DY : H+Y → H−Y anticommutes with the
grading. We use the notations KY (a), HY (a), and HY (a, b) from (1.1) and (1.3), where a < b are
positive numbers not in spec(D2Y ). Now DY (a, b) = DY : H
+
Y (a, b) → H−Y (a, b) is an isomorphism,
so
DetDY (a, b) ∈ DetHY (a, b)
is a nonzero element. Define an isomorphism
(2.12)
θY (a, b) : DetKY (a) −→ DetKY (a) ⊗ˆDetHY (a, b) ∼= DetKY (b)
ω(a) 7−→ ω(a)⊗DetDY (a, b).
Then the determinant line is defined to be a set of compatible elements ω(a) ∈ DetKY (a):
DetY =
{
ω = {ω(a) ∈ DetKY (a) }a/∈spec(D2Y ) : ω(b) = θY (a, b)ω(a)
}
.
Note that
|DetY | ≡ indexDY (mod 2).
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Now the lines DetKY (a) and DetHY (a, b) inherit hermitian metrics from the L
2 metric on HY ,
and we compute
|θ(a, b)ω(a)|2KY (b) =
( ∏
a<λ<b
λ
)
|ω(a)|2KY (a), ω(a) ∈ DetKY (a).
Hence the expression
|ω|2DetY =
(∏
λ>a
λ
)
|ω(a)|2DetKY (a)
is independent of a, where the product is defined using a ζ-function. Equation (2.8) defines the
Quillen metric on DetY .
A careful computation shows that (2.10) and (2.11) are compatible with the “patching” isomor-
phism θ(a, b) in (2.12), so they determine isometries
Det−Y ∼= Det−1Y(2.13)
DetY1⊔Y2 ∼= DetY1 ⊗ˆDetY2 .(2.14)
Here Y, Y1, Y2 are closed spin manifolds, ‘−Y ’ denotes the spin manifold Y with the opposite
orientation,10 and ‘Y1 ⊔ Y2’ denotes the disjoint union of Y1 and Y2.
The patching isomorphism used to patch the inverse determinant line (which appears in (2.13),
for example) is
(
θY (a, b)
∗)−1 : (DetKY (a))−1 −→ (DetHY (a, b))−1 ⊗ˆ (DetKY (a))−1 ∼= (DetKY (b))−1
η(a) 7−→ (DetDY (a, b))−1 ⊗ η(a).
With this understood we can identify the hermitian line determined by the exponentiated ξ-
invariant.
Proposition 2.15. Let X be a compact odd dimensional spin manifold and L∂X the hermitian
line defined in (1.7). Then
(2.16)
L∂X −→ Det−1∂X
{ τ(a, T ) ∈ C } 7−→

η(a) = τ(a, T )
(∏
λ>a
λ
)1/2
(Det T )−1 ∈ (DetK∂X(a))−1


10Let Spin(Y ) → Y denote the principal Spinn bundle which defines the spin structure of Y ; it is a double
cover of the bundle of oriented orthonormal frames. Then the spin structure on −Y is defined by the complement
of Spin(Y ) in the Pinn bundle of frames Spin(Y )×Spinn Pinn → Y .
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is an isometry.
The proof is straightforward. First, (1.5) and (1.6) imply that {η(a)} defines an element of Det−1∂X .
Then (1.7) and (2.21) imply that the isomorphism (2.16) is an isometry. Here, following Ray and
Singer [RS], we use a ζ-function to define the infinite product in this isometry.
From now on we identify L∂X as the inverse determinant line. So for any closed even dimensional
spin manifold Y the hermitian line LY is defined.
Now we state some properties of the lines LY and the exponentiated ξ-invariant τX . (It
might be illuminating to compare with the analogous assertions about the Chern-Simons invariant
in [F2,Theorem 2.19].) For simplicity we state these for a single manifold X rather than for families.
However, they work as stated for families, and the proofs are designed to work with the patching
construction of §1. (Recall that this is our motivation to allow arbitrary a in (1.2).)
First, (2.13) and (2.14) imply that there are isometries
L−Y ∼= L−1Y(2.17)
LY1⊔Y2 ∼= LY1 ⊗ˆ LY2 .(2.18)
(Note that (2.17) is not the inverse of (2.13); the sign in (2.5) enters. Also, one must keep in
mind (2.3) when comparing (2.14) and (2.18).) For the exponentiated ξ-invariant we have
τ−X = τ
−1
X
τX1⊔X2 = τX1 ⊗ τX2 ,
where we use the isomorphisms (2.17) and (2.18) to compare the left and right hand sides of these
equalities.
If Y, Y ′ are spin manifolds, then we define a spin isometry f˜ to be an ordinary isometry f : Y ′ →
Y together with a lift f˜ : Spin(Y ′) → Spin(Y ) to the spin bundle of frames. A spin isometry
induces an isometry
LY ′
f˜∗−→ LY
of inverse determinant lines. If F˜ : Spin(X ′)→ Spin(X) is a spin isometry, then
(∂F˜ )∗(τX′) = τX .
Any spin manifold Y has a naturally defined spin isometry ι˜ : Spin(Y ) → Spin(Y ) which is mul-
tiplication by −1 ∈ Spinn; it covers the identity diffeomorphism on Y . The induced map on the
inverse determinant line is
(2.19) ι˜∗ = (−1)indexDY
The most important property of the exponentiated ξ-invariant is the gluing law .
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Theorem 2.20. Let X be a compact odd dimensional spin manifold, Y →֒ X a closed oriented
submanifold, and Xcut the manifold obtained by cutting X along Y . (See Figure 1.) We assume
that the metric on Xcut is a product near ∂Xcut = ∂X ⊔ Y ⊔−Y . Then
(2.21) τX = Trs(τXcut),
where Trs is the contraction
(2.22) L∂Xcut
(2.18)−−−−→ L∂X ⊗ˆ LY ⊗ˆ L−Y
(2.17)−−−−→ L∂X ⊗ˆ LY ⊗ˆ L−1Y
Trs−−→ L∂X
using the supertrace (2.6).
Notice that indexDY is not necessarily zero, which is why we introduce graded determinant lines.
We prove Theorem 2.20 in §3.
To illustrate the gluing law consider an arbitrary closed even dimensional spin manifold Y
and form the cylinder C = [−1, 1] × Y with the product metric and spin structure. Then
τC ∈ LY ⊗ˆ L−Y ∼= End(LY ). If we cut C along {0} × Y we obtain a manifold “spin isometric”
to C ⊔ C. Then (2.21) asserts that τC = τC ◦ τC , where ‘◦’ denotes composition in End(LY ). We
conclude
(2.23) τC = id ∈ End(LY ).
This equation is derived assuming the gluing law (2.21). In §4 we compute it directly (Proposi-
tion 4.7) as part of our proof of (2.21).
Recall that the circle S1 admits two inequivalent spin structures, and we denote the correspond-
ing spin manifolds ‘S1bounding’ and ‘S
1
nonbounding’. The former is the boundary of the disk (with its
unique spin structure), while for the latter the bundle Spin(S1nonbounding) → SO(S1) is the trivial
double cover of the bundle of oriented orthonormal frames SO(S1). Now consider S1nonbounding×Y
with the product metric and product spin structure. If we cut along {pt} × Y we obtain C, and
the gluing law (2.21) asserts
(2.24) τS1
nonbounding
×Y = Trs(τC) = Trs(id) = (−1)indexDY .
On the other hand, if we apply the spin isometry ι to one boundary component of C and then glue,
we obtain S1bounding × Y . It follows from (2.19) that
(2.25) τS1
bounding
×Y = (−1)indexDY Trs(τC) = 1.
Equations (2.24) and (2.25) agree with known results and provide a simple check of the signs in
the gluing law.
14
§3 The Variation formula
The purpose of this section is to present the proof of Theorem 1.9.
Let π : X → Z be a spin map whose typical fiber is a compact odd dimensional manifold with
boundary. Since the assertion to be proved is local, it suffices to work over an open set Ua,i,
defined in (1.8). Over Ua,i we have smooth isomorphic hermitian bundles K
±
∂X/Z(a) and we choose
a smooth family of isometries
(3.1) T = Tz(a, i) : K
+
∂Xz
(a) −→ K−∂Xz (a).
By Proposition 2.15 over the open set Ua,i, the smooth section τX/Z of L∂X/Z → Z can be identified
with
τX/Z = e
2πiξX(a,T )u−1,
where
(3.2) u = (Det T )/
√
detD2∂X/Z(a) ∈ Det∂X/Z
is a smooth section of unit Quillen norm. Clearly, then, Theorem 1.9 is equivalent to the following.
Theorem 3.3. Modulo the integers ξX
(
a, T (a, i)
)
defines a smooth function on Ua,i and
dξX(a, T ) =
[∫
X/Z
Aˆ(ΩX/Z)
]
(1)
+
1
2πi
u−1∇u.
As we mentioned earlier the connection ∇ here is the natural unitary connection on the de-
terminant line bundle introduced in [BF1] by Bismut-Freed. It is a natural generalization of the
induced connection in the finite dimensional case to the infinite dimensional setting and uses the
heat equation regularization. For our purpose we recall its construction. (See [F1] for a treatment
in terms of ζ-functions.)
Let π : Y = ∂X → Z be a spin map and D+ = D+Y/Z the family of fiber Dirac operators.
(Everything works even if Y is not a boundary.) Now D+ can be considered as a smooth section of
Hom(H+,H−), where H± are infinite dimensional hermitian bundles over Z (see [BF1] for details).
Assume for the moment that H± are finite dimensional hermitian bundles over Z. In this case the
determinant line bundle can be identified with (DetH−)⊗ˆ(DetH+)−1, and so is naturally endowed
with a hermitian metric. Clearly DetD+ is a smooth section. Now if H± are also endowed with
unitary connections ∇˜, then they induce a unitary connection ∇ on the determinant line bundle.
In fact when D+ is invertible,
(3.4) ∇DetD+ = Tr[(D+)−1∇˜D+] ·DetD+.
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Further if H± = K± ⊕H±1 is an orthogonal decomposition invariant under D+, then
(3.5) ∇ = ∇K +∇H1 .
These two properties fully suggest how to define it in the infinite dimensional setting.
Thus over Ua let
H± = K±(a)⊕H±(a)
be the orthogonal decomposition defined in §1. The infinite dimensional hermitian bundles H± are
equipped with the unitary connection ∇˜ defined in [BF2, Def. 1.3].11 Over Ua we have smooth
finite dimensional subbundles K±(a) of H±. Hence they inherit a unitary connection, which in
turn induces a unitary connection ∇a on (DetK−(a)) ⊗ˆ (DetK+(a))−1. By the additivity (3.5)
this is the K±(a)-part of the connection.
To define the H±(a)-part of the connection one makes sense of (3.4) in the infinite dimensional
setting by the heat equation regularization. Note that the restriction D+(a) of D+ to H+(a) is
indeed invertible. When there is no confusion we also use ‘D2(a)’ (instead of ‘D−(a)D+(a)’) to
denote the restriction of D2 toH+(a). The formal expression Tr[(D+(a))−1∇˜D+(a)] will be defined
by
(3.6) Tr[(D+(a))−1∇˜D+(a)] = f.p.
{
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)]
}
,
where f.p. is a suitably defined finite part of the right hand side of (3.6) as t→ 0.
To define this finite part, note that
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)] =
∫ ∞
t
Tr[(D−(a))∇˜D+(a)e−sD2(a)] ds.
It follows that as t→ 0
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)] ∼
−1∑
j=−n/2
ajt
j + a0 + a0,1 log t+
∞∑
j=1
ajt
j .
Then the finite part is defined as
f.p.
{
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)]
}
= a0 + Γ
′(1)a0,1,
11Note that the notation there for that connection is ‘∇˜u’.
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or symbolically,
f.p.
{
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)]
}
=LIM
t→0
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)]
+ Γ′(1) LIM
t→0
1
log t
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)].
(3.7)
Finally the Bismut-Freed connection is defined as
∇ = ∇a + f.p.
{
Tr[(D+(a))−1∇˜D+(a)e−tD2(a)]
}
.
Coming back to Theorem 3.3, when D∂X/Z is invertible we can choose a less than the smallest
nonzero eigenvalues of D∂X/Z . In this case u =
DetD+
∂X/Z
‖detD+
∂X/Z
‖ and thus u
−1∇u = Im ω, where ω is
the connection form for the Bismut-Freed connection:
∇(DetD+∂X/Z) = ω ·DetD+∂X/Z ,
The imaginary part of ω has the following explicit formula:
(3.8) Im ω =
1
2
∫ ∞
0
Trs(D∂X/Z∇˜D∂X/Ze−tD
2
∂X/Z ) dt.
That the integral in (3.8) is well-defined comes from the following cancellation result ([BF2], [C2]):
(3.9) Trs(D∂X/Z∇˜D∂X/Ze−tD
2
∂X/Z ) = O(1) as t→ 0.
This result holds without the assumption on the invertibility of D∂X/Z and is also crucial in our
proof of Theorem 3.3.
Thus in the invertible case our formula states
dξX =
[∫
X/Z
Aˆ(ΩX/Z)
]
(1)
+
1
4πi
∫ ∞
0
Trs(∇˜D∂X/Z ·D∂X/Ze−tD
2
∂X/Z ) dt
=
[∫
X/Z
Aˆ(ΩX/Z)− η˜
]
(1)
,
where η˜ is the differential form generalization of η introduced in [BC2]. We point out that
Cheeger [C2] has also proven a formula similar to the above in the context of conical singular-
ity.
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The proof of Theorem 3.3 is divided into several lemmas and two propositions.
The first lemma deals with a special case. Namely, we assume that the metrics along the fibers
are of the form
gz = du
2 + g∂Xz ,
near the boundary, where g∂Xz is independent of z, i.e. the metrics near the boundary are all the
same (and of product type). Fix a choice of boundary condition 〈a, T 〉.
Lemma 3.10. Under these conditions ξ(a, T ) (mod 1) is a smooth function on Ua and
dξ(a, T ) = − 1√
π
LIM
t→0
t1/2 Tr(∇˜D(a, T )e−tD2(a,T )),
where LIM means taking the constant term in the asymptotic expansion.
Proof. This is a slight generalization of [Mu¨,Prop. 2.15]. His proof can be easily generalized to this
situation and is given in Proposition A.17.
In general the boundary geometry and the boundary conditions vary. The idea here is to conju-
gate to a family with fixed boundary conditions.
Thus write the metric gz near the boundary as
gz = du
2 + g∂Xz .
and let Πa(z) denote the orthogonal projection onto the space spanned by eigensections of D∂M (z)
with eigenvalues λ >
√
a. Then Πa(z) is a smooth family of (pseudodifferential) projections on
L2(∂X/Z, S) (for z ∈ Ua), and let ΠT (z) denote the corresponding orthogonal projection onto the
graph of Tz(a, i), defined in (3.1). Then
Π(a,T )(z) = Πa(z) + ΠT (z)
is a smooth family of pseudodifferential projections which describes the family of the boundary
conditions. From the general perturbation theory, for any fixed z0 ∈ Z there is a smooth family of
unitary operator U(z) on L2(∂Xz , S) (see [D2, Lemma 2.9], for example) such that
U(z)Π(a,T )(z0)U
−1(z) = Π(a,T )(z)
U(z0) = Id.
In fact, as we will see later,
(3.11) U(z) =
(
B−1(z)B(z0) 0
0 1
)
,
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where B(z) = T (z)⊕ D∂Xz (a)√
D2∂Xz (a)
: H+ → H−.
Now extend U(z) to a smooth family of unitary operators on L2(X/Z,S) such that U(z) is
constant along normal directions to a neighborhood of ∂X/Z and identity in the interior and
interpolate in between. This can be done, at least in a neighborhood of z0. For example, let χ(u)
be a smooth function on [0, 1] such that χ(u) = 0 for u ≥ 3/4 and χ(u) = 1 for u ≤ 1/2. Then
U
(
χ(u)z + (1 − χ(u))z0
)
does the job. (Here we interpret z as local coordinates around z0.) For
simplicity we still denote this extension by U(z).
Lemma 3.12. Modulo the integers ξ(a, T (z)) defines a smooth function on Ua and
dξ(a, T (z)) =− 1√
π
LIM
t→0
t1/2 Tr(∇˜D(a, T )e−tD2(a,T ))
− 1√
π
LIM
t→0
t1/2 Tr[D(a, T ), ∇˜Ue−tD2(a,T )].
(3.13)
Proof. Since D(a, T (z)) and U(z)−1D(a, T (z))U(z) have the same eigenvalues we have
ξ(a, T ) = ξ
(
U(z)−1D(a, T (z))U(z)
)
.
But now U(z)−1D(a, T (z))U(z) is a smooth family of operators satisfying conditions (Ha), (Hb),
and (Hc), which are defined in the Appendix preceding Lemma A.14 and Lemma A.15. Therefore,
we apply Lemma A.17 of the Appendix to obtain
dξ
(
U(z)−1D(a, T (z))U(z)
)
= − 1√
π
LIM
t→0
t1/2 Tr(∇˜[U(z)−1D(a, T (z))U(z)]e−t(U(z)−1D(a,T (z))U(z))2)
= − 1√
π
LIM
t→0
t1/2 Tr(∇˜D(a, T )e−tD2(a,T ))
− 1√
π
LIM
t→0
t1/2 Tr[D(a, T ), ∇˜Ue−tD2(a,T )].
Remark. In the second term of (3.13), [D(a, T ), ∇˜Ue−tD2(a,T )] should be interpreted as an op-
erator acting on the Sobolev space H1(X,S). As we see from the proof, this term comes from
[D(a, T ), ∇˜U ]e−tD2(a,T ), which is clearly trace class on L2(X,S). Of course, both traces are equal.
We now look at the first term in (3.13).
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Proposition 3.14. We have
− 1√
π
LIM
t→0
t1/2 Tr(∇˜D(a, T )e−tD2(a,T )) =
[∫
X/Z
Aˆ(ΩX/Z)
]
(1)
.
Proof. By the explicit construction of the heat kernel e−tD
2(a,T ) (see (A.8)), the asymptotic ex-
pansion separates into an interior part and a boundary part, and by the corresponding result for
closed manifold we have
− 1√
π
LIM
t→0
t1/2 Tr(∇˜D(a, T )e−tD2(a,T )) =
[∫
X/Z
Aˆ(ΩX/Z)
]
(1)
+ boundary term.
As to computing the boundary term we can replace the manifold X/Z by the half cylinder R+ ×
∂X/Z, with the family of the metrics given by
gz = du
2 + g∂Xz .
To compute the heat kernel e−tD
2(a,T ) on the half cylinder, we let {ϕλ} be an orthonormal basis
of eigensections of D∂X/Z such that Jϕλ = ϕ−λ. Then
(3.15) e−tD
2(a,T ) = E>a(t) + E<a(t),
where
E>a(t) =
∑
λ>
√
a
e−λ
2t
√
4πt
(e−(u−v)
2/4t − e−(u+v)2/4t)ϕλ ⊗ ϕ∗λ
+
e−λ
2t
√
4πt
(e−(u−v)
2/4t + e−(u+v)
2/4t)Jϕλ ⊗ Jϕ∗λ
− λeλ(u+v) erfc(u+ v
2
√
t
+ λ
√
t)Jϕλ ⊗ Jϕ∗λ,
with
erfc(x) =
2√
π
∫ ∞
x
e−ξ
2
dξ,
and E<a(t) is the heat kernel of the following system on the half line u ≥ 0:


(∂t − ∂2u +A2)E<a(t, u, v) = 0
E<a|t=0 = Id
ΠTE<a|u=0 = 0
JΠTJ(∂u +A)E<a|u=0 = 0.
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Here A = D∂X/Z |K(a). Note that A is a smooth family of finite dimensional (symmetric) endomor-
phisms and the boundary condition here is local.
Therefore,
tr(∇˜D(a, T )E>a(t))(u) =
∑
λ>
√
a
e−λ
2t
√
4πt
(1− e−u2/t) 〈J∇˜Dϕλ, ϕλ〉
+
e−λ
2t
√
4πt
(1 + e−u
2/t) 〈∇˜Dϕλ, Jϕλ〉
− λe2λu erfc( u√
t
+ λ
√
t) 〈∇˜Dϕλ, Jϕλ〉
=
∑
λ>
√
a
d
du
[
1
2
e2λu erfc(
u√
t
+ λ
√
t)
]
〈J∇˜Dϕλ, ϕλ〉.
Here, and also in what follows, we have suppressed the subscript ∂X/Z of D. Integrating with
respect to u from 0 to ∞ yields
Tr(∇˜D(a, T )E>a(t)) =
∑
λ>
√
a
1
2
erfc(λ
√
t)〈J∇˜Dϕλ, ϕλ〉
=
i
2
√
π
∫ ∞
√
t
Trs(D(a)∇˜D(a)e−s
2D2(a)) ds.
Here the last equation follows from the fact that
〈J∇˜Dϕ−λ, ϕ−λ〉 = −〈J∇˜Dϕλ, ϕλ〉
which is a consequence of the following equations:
(3.16) J∇˜D = −∇˜DJ, Jϕλ = ϕ−λ.
Now,
Trs
(
D(a)∇˜D(a)e−s2D2(a)) = O(1) as t→ 0,
as it follows from (3.9). Consequently,
LIM
t→0
t1/2 Tr
(∇˜D(a, T )E>a(t)) = 0.
On the other hand,
Tr
(∇˜D(a, T )E<a(t)) = Tr(J∇˜DE<a(t)) = iTrs(∇˜DE<a(t)).
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By (3.16) ∇˜D is an odd operator. However the heat kernel E<a(t) is not even because of the
boundary condition. The crucial observation here is that the leading asymptotic as t → 0 is
indeed even, for local boundary conditions do not contribute to the leading asymptotic. Since the
underlying manifold here is one dimensional, the leading asymptotic is t−1/2, which implies
Trs(∇˜DE<a(t)) = O(1) as t→ 0.
Therefore,
LIM
t→0
t1/2 Tr
(∇˜D(a, T )E<a(t)) = 0.
Thus the boundary term is zero. This finishes our proof.
We now turn to the computation of the commutator term in (3.13). In general the trace of the
commutator of a bounded linear operator with a trace class operator is zero. On a closed manifold,
this can be extended to
Tr [D,K] = 0
for D a differential operator and K a smoothing operator (say). This is no longer true on a manifold
with boundary. However, we have
Lemma 3.17. For D the Dirac operator and K a smoothing operator with smooth kernel K(x, x′)
on a compact spin manifold M with boundary we have
(3.18) Tr[D,K] = −
∫
∂M
tr
(
JK(y, y)
)
d vol(y).
Remark. This is quite similar to the characteristic feature of the b-trace introduced by Melrose [M]
in the context of manifolds with asymptotically cylindrical ends.
Proof. Clearly DK is a smoothing operator with kernel given by DxK(x, x
′). Thus
Tr(DK) =
∫
M
tr(DxK(x, x
′)|x′=x) dvol(x).
On the other hand,
(KD)f(x) =
∫
M
K(x, x′)(Df)(x′)dvol(x′)
=
∫
M
Dx′K(x, x
′)f(x′)dvol(x′) +
∫
∂M
JK(x, y′)f(y′)dvol(y′).
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Therefore the kernel of KD is given by Dx′K(x, x
′) + JK(x, x′)δ∂M . And hence
Tr[D,K] = Tr(DK)− Tr((DK)∗)−
∫
M
tr JK(x, x)δ∂M dvol(x)
= −
∫
∂M
tr(JK(y, y)) dvol(y).
It should be pointed out that for the above equation the Lidskii’s theorem does not apply
immediately to JK(x, x′)δ∂M . But this can be overcome by approximating the delta function via
smooth functions and estimating the trace norm of the approximation via the Hilbert-Schmidt
norms.
With this lemma at our disposal we now turn to the commutator term. Recall the definition
of u from (3.2).
Proposition 3.19. We have
LIM
t→0
t1/2 Tr[D(a, T ), ∇˜Ue−tD2(a,T )] = i
2
√
π
u−1∇u.
Proof. Clearly ∇˜Ue−tD2(a,T ) is a smoothing operator. Therefore according to (3.18) the trace
of the commutators part can be computed by taking pointwise trace of the Schwartz kernel of
∇˜Ue−tD2(a,T ) and integrated over the boundary. Thus U can be taken to be the original family
of unitary operators on the boundary, extended radially constant to the whole cylinder. For our
computation we need the precise construction of U .
Recall that U is constructed to conjugate the family of boundary conditions, which are described
by (see (1.2))
W〈a,T 〉 = {〈φ+, φ−〉 ∈ H∂X/Z : φ− + (T ⊕
D∂X/Z(a)√
D2∂X/Z(a)
)φ+ = 0}.
In other words, they are described by the graph of the pseudodifferential operator:
B(z) = T (z)⊕ D∂Xz(a)√
D2∂Xz (a)
: H+∂Xz −→ H−∂Xz .
Then it is not hard to verify that formula (3.11) defines such a unitary conjugation. One easily
finds
∇˜U(z0) =
(−B−1(z0)∇˜B(z0) 0
0 0
)
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and
B−1∇˜B = T−1∇˜T ⊕ ((D+(a))−1∇˜D+(a)− 1
2
(D2(a))−1∇˜(D2(a))).
Using these and (3.15) we obtain
−
∫
∂X/Z
tr J∇˜Ue−tD2(a,T ) =tr(JT−1∇˜TE<a(t)|u=0)
+
∫
∂X/Z
tr(J [(D+(a))−1∇˜D+(a)− 1
2
(D2(a))−1∇˜(D2(a))]E>a(t)).
(3.20)
For the first term we have
LIM
t→0
t1/2 tr(JT−1∇˜TE<a(t)|u=0) = 1√
4π
tr(JT−1∇˜T )
=
i
2
√
π
∇aDet T
DetT
,
(3.21)
where again we have made use of the observation that the leading asymptotic of tr(JT−1∇˜TE<a(t))
is independent of the boundary condition.
The second term is a little bit more complicated. We first note that
E>a(t)|∂X/Z =
∑
λ>
√
a
(
e−λ
2t
√
πt
− λ erfc(λ
√
t))Jϕλ ⊗ Jϕ∗λ,
and
λ erfc(λ
√
t) =
2λ2√
π
∫ ∞
t
1
2
√
s
e−sλ
2
ds
=
1√
πt
e−tλ
2 − 1
2
√
π
∫ ∞
t
s−3/2e−sλ
2
ds.
Hence
E>a(t)
∣∣
∂X/Z
=
∑
λ>
√
a
1
2
√
π
∫ ∞
t
s−3/2e−sλ
2
dsJϕλ ⊗ Jϕ∗λ,
and
∫
∂X/Z
tr
(
J [(D+(a))−1∇˜D+(a)− 1
2
((D2(a))−1∇˜(D2(a))]E>a(t)
)
=
i
4
√
π
∫ ∞
t
s−3/2 Tr
(
(D+(a))−1∇˜D+(a)e−sD2(a)) ds
− i
8
√
π
∫ ∞
t
s−3/2 Tr
(
(D2(a))−1∇˜(D2(a))e−sD2(a)) ds.
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One finds
(3.22) LIM
t→0
t1/2
∫
∂X/Z
tr
(
J [(D+(a))−1∇˜D+(a)− 1
2
((D2(a))−1∇˜(D2(a))]E>a(t)
)
=
i
2
√
π
LIM
t→0
Tr
(
(D+(a))−1∇˜D+(a)e−tD2(a))+ i√
π
LIM
t→0
1
log t
Tr
(
(D+(a))−1∇˜D+(a)e−tD2(a))
− i
4
√
π
LIM
t→0
Tr
(
(D2(a))−1∇˜(D2(a))e−tD2(a))− i
2
√
π
LIM
t→0
1
log t
Tr
(
(D2(a))−1∇˜(D2(a))e−tD2(a)).
From (3.9) and the identity
(3.23) Trs[(D(a))
−1∇˜D(a)e−tD2(a)] =
∫ ∞
t
Trs[(D(a))∇˜D(a)e−sD
2(a)] ds.
we find
LIM
t→0
1
log t
Trs[(D(a))
−1∇˜D(a)e−tD2(a)] = 0,
or equivalently,
(3.24) LIM
t→0
1
log t
Tr
(
(D+(a))−1∇˜D+(a)e−tD2(a)) = 1
2
LIM
t→0
1
log t
Tr
(
(D2(a))−1∇˜D2(a)e−tD2(a)).
Thus the right hand side of (3.22) reduces to
i
2
√
π
LIM
t→0
Tr
(
(D+(a))−1∇˜D+(a)e−tD2(a))− i
4
√
π
LIM
t→0
Tr
(
(D2(a))−1∇˜(D2(a))e−tD2(a)).
On the other hand, we have by (3.7)
∇Det T
DetT
=
∇aDet T
DetT
+ LIM
t→0
Tr
(
(D+(a))−1∇˜D+(a)e−tD2(a))
+ Γ′(1) LIM
t→0
1
log t
Tr
(
(D+(a))−1∇˜D+(a)e−tD2(a))
(3.25)
and
d(
√
detD2(a))√
detD2(a)
=
1
2
LIM
t→0
Tr
(
(D2(a))−1∇˜(D2(a))e−tD2(a))
+
1
2
Γ′(1) LIM
t→0
1
log t
Tr
(
(D2(a))−1∇˜D2(a)e−tD2(a)).
(3.26)
We combine (3.20)–(3.26) to complete the proof.
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§4 The Gluing Formula
In this section we prove Theorem 2.20. We assume the notation of that theorem and of §1.
Fix a positive number a′ /∈ spec(D2∂X). Choose an isometry
T ′ : K+∂X(a
′)→ K−∂X(a′).
Then according to (1.7) and (2.16), the pair 〈a′, T ′〉 induces a trivialization of L∂X . This trivi-
alization is simply carried along in the computation below. Much more essential is the following.
Choose a /∈ spec(D2Y ) and denote
K± = K±Y (a) = K
∓
−Y (a).
Now choose an isometry
(4.1) T : K+ ⊕K− −→ K+ ⊕K−.
Note that T has a numerical determinant detT ∈ C. Now K+Y ⊔−Y ∼= K+ ⊕ K− and K−Y ⊔−Y ∼=
K− ⊕ K+ (note the swap in factors from the right hand side of (4.1)), so there is an induced
trivialization
(4.2) (−1)dimK+ dimK−(Det T )−1 ∈ LY ⊔−Y .
Our first task is to compute the image of (4.2) under the sequence of maps (2.22), where we leave
off the L∂X factor for convenience. Recall that (2.22) is the composition
(4.3) Trs ◦(2.17) ◦ (2.18).
Each of the three maps in (4.3) involves a factor, and these factors are computed in (2.9), (2.10),
and (2.11). The total factor (including the factor in (4.2)) is
(−1)dimK+ dimK−(−1)dimK++dimK−(−1)dimK+(−1)dimK+(dimK++dimK−) = (−1)indexDY ,
from which it follows that the image of (4.2) is
(4.4) (−1)dimK+ dimK−(Det T )−1 (2.22)−−−−→ (−1)indexDY (detT )−1.
Thus equation (2.21) is equivalent to the following statement.
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Proposition 4.5. Let X be a compact odd dimensional spin manifold, Y →֒ X a closed oriented
submanifold, and Xcut the manifold obtained by cutting X along Y . We assume that the metric
on Xcut is a product near ∂Xcut = ∂X ⊔ Y ⊔ −Y . Choose a, a′, T, T ′ as above. Then
(4.6) τXcut(a
′, T ′; a, T ) = (−1)indexDY detT · τX(a′, T ′).
Equation (4.6) is an equality of complex numbers.
As a preliminary to proving Proposition 4.5 we compute directly the exponentiated ξ-invariant
of the cylinder. This generalizes [LW,§3].
Proposition 4.7. Let Y be a closed even dimensional spin manifold and C = [−1, 1] × Y the
corresponding cylinder. Choose a, T as above to define boundary conditions for the Dirac operator
on C. Then
(4.8) τC(a, T ) = detT.
This is compatible with (2.23), which we derived in §2 as a consequence of the gluing law.12 Namely,
the element of End(LY ) corresponding to (4.8) is τC(a, T )(Det T )
−1—the ζ-factor in (2.19) cancels
out for End(LY )—and as in (4.4) we compute
(4.9)
τC(a, T )
(
(−1)dimK+ dimK−(Det T )−1) (2.22)−−−−→ (−1)indexDY τC(a, T )(det T )−1 = (−1)indexDY ,
which agrees with the supertrace of id ∈ End(LY ).
Proof. We first prove (4.8) assuming that a = ǫ is less than the first positive eigenvalue of D2Y . In
other words, K = K+⊕K− is the kernel of DY . Then we use the variation formulas of §3 to derive
the general formula.
A spinor field on C is a sum of fields of the form
(4.10) ψ = f(t)φ+λ + g(t)φ
−
λ ,
where f, g : [−1, 1]→ C and φ±λ ∈ E±Y (λ) are eigenfunctions of D2Y . If λ > 0 we choose φ−λ = DY φ+λ ,
and then
DCψ =
(−if ′(t) + iλg(t))φ+λ + (−if(t) + ig′(t))DY φ+λ .
In this case the involution
f(t)φ+λ + g(t)DY φ
+
λ 7−→
√
λg(t)φ+λ +
f(t)√
λ
DY φ
+
λ
12Of course, that derivation was not a proof as the proof of the gluing law depends on Proposition 4.7.
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anticommutes with DC and preserves the boundary conditions (1.2), which reduce to the equations
(4.11)
g(1) +
f(1)√
λ
= 0
f(−1) +
√
λg(−1) = 0
Therefore, the part of the spectrum of DC coming from spinor fields (4.9) with λ > 0 is symmetric
about the origin, so does not contribute to the η-invariant. An easy computation shows that KerDC
contains no nonzero spinor fields which are sums of fields of the form (4.10) subject to the boundary
constraint (4.11). So there is no contribution to the ξ-invariant.
We are left to consider spinor fields
ψ = f(t)φ+ + g(t)φ−, φ ∈ K+, φ− ∈ K−,
subject to the boundary condition
(4.12)
(
f(−1)φ+
g(1)φ−
)
+ T
(
f(1)φ+
g(−1)φ−
)
= 0.
Now
DCψ = −if ′(t)φ+ + ig′(t)φ−,
and it is straightforward to see that DCψ = µψ subject to (4.12) if and only if
ψ = eiµtφ+ + e−iµtφ−
with
T
(
φ+
φ−
)
= −e−2iµ
(
φ+
φ−
)
.
So each eigenvalue ν of T contributes a set of the form µ+ πZ to the spectrum of DC , where 0 ≤
µ < π satisfies −e−2iµ = ν. A standard computation (e.g. [APS]) shows that the η-invariant of the
set µ+πZ is 1− 2µ
π
if µ 6= 0. Thus if µ 6= 0 the ξ-invariant is 1
2
− µ
π
, and exponentiating we obtain
e2πi(
1
2
−µpi ) = −e−2iµ = ν. This is the correct value of the exponentiated ξ-invariant for µ = 0 as
well. Combining the contribution from all of the eigenvalues we obtain (4.8).
Now for a > 0 the boundary condition is a unitary map
(4.13) T : K+Y (a)⊕K−Y (a) −→ K+Y (a)⊕K−Y (a).
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If T = T0 has the form T0 = T
′⊕ D√
D2
for D = D∂C(ǫ, a) and some isometry T
′ : K+Y (ǫ)⊕K−Y (ǫ)→
K+Y (ǫ)⊕K−Y (ǫ), then the desired result follows from the previous argument and (1.6). (Recall that
(1.6) is a triviality.) Another isometry T (4.13) is connected to T0 via a path of isometries Tt, and
by Theorem 3.3 and (3.2) we have
1
τC(a, Tt)
dτC(a, Tt)
dt
=
1
detTt
d(detTt)
dt
.
It follows that τC(a, Tt) = detTt as desired.
Proof of Proposition 4.5. Following Bunke [B1] we will first construct an isometry
(4.14) U : HXcut(a
′, T ′; a, T ) −→ HX(a′, T ′)⊕HC(a, T˜ ),
where the notation means the subspace of spinor fields which satisfy the appropriate boundary
condition (1.2). Note the appearance of
(4.15) T˜ =
(
1
−1
)
T
(−1
1
)
.
We then compute
(4.16) Q = U−1(DX ⊕DC)U −DXcut ,
which turns out to be a bundle endomorphism supported on the disjoint union of two cylinders. It
follows that
(4.17)
d
du
e2πiξ(DXcut+uQ)
may be computed locally, and we use a symmetry argument to prove that it vanishes. Equating
the values at u = 0 and u = 1 we see that
(4.18) τXcut(a
′, T ′; a, T ) = τX(a′, T ′)τC(a, T˜ ),
which reduces to (4.6) using (4.8).
To begin let fL, fR : [−1, 1]→ [0, 1] be smooth cutoff functions which satisfy (Figure 2)
(4.19)
fL
(
[−1,−1/2]) = fR([1/2, 1]) = 1
fL
(
[1/2, 1]
)
= fR
(
[−1,−1/2]) = 0
f2L + f
2
R = 1
fL(−x) = fR(x).
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The functions fL, fR lift to functions on C = [−1, 1] × Y .
As in Figure 3 we choose isometric embeddings C →֒ Xcut near the boundary pieces Y and −Y .
Denote the image cylinders by C1 and C2 respectively. Similarly, we choose an isometric embedding
C →֒ X with image C3 so that we obtainXcut fromX by cutting along {0}×Y ⊂ C3. If we cutXcut
along {0} × Y ⊂ C1 and {0} × Y ⊂ C2 then two extra pieces fall out, and they reassemble to form
an extra cylinder C4. Define U as follows. Let ψ be a spinor field on X
cut. Let U map its restriction
to the complement of C1 ⊔ C2 unchanged to the complement of C3 in X. Then let ψ1, ψ2 be the
restrictions of ψ to C1, C2, and define
(4.20) U :
(
ψ1
ψ2
)
7−→
(
fL fR
−fR fL
)(
ψ1
ψ2
)
.
The right hand side of (4.20) is an element of HC3 ⊕HC4 , and it patches to ψ on X − C3 to give
a smooth spinor field on X ⊔ C4. Note the change in the boundary values on C4, as indicated
in (4.14) and (4.15). It is easy to check that U is unitary.
Next we compute Q, which is defined in (4.16). Since U is the identity on the complement
of C1 ⊔ C2, the operator Q has support on C1 ⊔ C2. An easy computation yields
Q :
(
ψ1
ψ2
)
7−→
(
0 θ
−θ 0
)(
ψ1
ψ2
)
,
where the 1-form
θ = fLdfR − fRdfL
acts by Clifford multiplication. Notice that θ is supported in the interior of C1 ⊔ C2.
Consider the map
I :
(
ψ1
ψ2
)
7−→
(
dx · ψ2(−x)
dx · ψ1(−x)
)
,
where ‘·’ denotes Clifford multiplication. This is the map on spinor fields induced by the orientation
preserving diffeomorphism 〈x1, x2〉 7→ 〈−x2, x1〉 of C1 ⊔ C2. We only apply I on the domain of Q,
so we need only consider 〈ψ1, ψ2〉 with support in the interior of C1 ⊔ C2. It is easy to verify
(4.21)
I2 = −1
ID = −DI
IQ = −QI,
where D = DC is the Dirac operator on C. For the second equation, note that any orientation-
reversing isometry anticommutes with the Dirac operator. For the third, note that
θ(−x) = θ(x)
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from equations (4.19).
Let ξu denote the ξ-invariant of Du = DXcut + uQ. As in Lemma 3.10 its variation is computed
by the formula
dξu
du
=
−1√
π
lim
t→0
t1/2 TrXcut(Qe
−tD2u).
Now the right hand side is the integral over Xcut of a locally computed quantity, and since Q has
support in C1 ⊔C2 the integral may be computed there. But from (4.21) we have
Tr(Qe−tD
2
u) = −Tr(I2Qe−tD2u)
= Tr(IQIe−tD
2
u)
= Tr(IQe−tD
2
uI)
= Tr(I2Qe−tD
2
u)
= −Tr(Qe−tD2u).
This proves that (4.17) vanishes, from which (4.18) and then (4.6) follow.
As a corollary of Proposition 4.5 we derive (1.5), which is a generalization of [LW,Theorem 3.1].
Corollary 4.22. Let X be a compact odd dimensional spin manifold with boundary. Choose a
positive number a /∈ spec(D2∂X) and isometries T1, T2 : K+∂X(a)→ K−∂X(a). Then
(4.23) τX(a, T2) = det(T
−1
1 T2) τX(a, T1).
Proof. Let C = [−1, 1]×∂X →֒ X be an isometric embedding mapping {1}×∂X onto ∂X, and let
Y be the image of {0} × ∂X. Cutting along Y we obtain Xcut which is (spin) isometric to X ⊔C.
Consider the boundary conditions defined by T2 on ∂X. On Y ⊔−Y we use the boundary conditions
T =
(
0 T−11
T2 0
)
.
Note that
detT = (−1)dimK+∂X(a) det(T−11 T2).
The induced boundary conditions on C are
T˜ =
(
0 T−11
T1 0
)
,
and
det T˜ = (−1)dimK+∂X(a).
Now (4.6) and (4.8) imply the desired result (4.23).
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§5 Adiabatic limits and holonomy
In this section we reprove the main result in [BF2] which computes the holonomy of the nat-
ural connection ∇ on the (inverse) determinant line bundle as the adiabatic limit of exponen-
tiated ξ-invariants (on a closed manifold). Our proof here uses the curvature formula13 proved
in [BF1], [BF2], the variation formula (1.10), and the gluing law (2.21). We define a new connec-
tion ∇′ by specifying its parallel transport as the adiabatic limit of exponentiated ξ-invariants, now
defined on manifolds with boundary. We then show that ∇′ = ∇.
Let π : Y → Z be a spin map whose typical fiber is a closed even dimensional manifold, and let
L → Z denote the inverse determinant line bundle. According to [BF1] it comes equipped with a
(Quillen) metric and a natural unitary connection ∇. The curvature14 of ∇ is [BF2,Theorem 1.21]
(5.1) ΩL = −2πi
[∫
Y/Z
Aˆ(ΩY/Z)
]
(2)
.
We now define ∇′. Let PZ denote the space of smooth parametrized paths γ : [0, 1] → Z with
γ
∣∣
[0,0.1]
and γ
∣∣
[0.9,1]
constant. For γ ∈ PZ let Yγ = γ∗Y denote the pullback of π : Y → Z via γ;
then πγ : Yγ → [0, 1] is a spin map. Let g[0,1] denote an arbitrary metric on [0, 1] and gY/Z the
metric on the relative tangent bundle T (Y/Z). Define a family of metrics on Yγ by the formula
(5.2) gǫ =
g[0,1]
ǫ2
⊕ gY/Z , ǫ 6= 0.
The metric gǫ on Yγ is determined by requiring that πγ be a Riemannian submersion. Physicists
term ‘lim
ǫ→0
’ the adiabatic limit . The spin structure on T (Yγ/Z) induces one on TYγ since
(5.3) TYγ ∼= π∗γT ([0, 1]) ⊕ T (Y/Z)
and the latter factor is trivial. Now the exponentiated ξ-invariant is a map
τYγ (ǫ) : Lγ(0) −→ Lγ(1).
Here we use the isomorphisms (2.17) and (2.18).
13In fact, it suffices to consider the case where the base Z is a circle, and then the curvature obviously vanishes.
So the curvature formula is not really needed.
14Since we use the inverse determinant line bundle the sign in (5.1) differs from that in [BF2].
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Lemma 5.4. The adiabatic limit τγ = lim
ǫ→0
τYγ (ǫ) exists and is independent of the choice of
metric g[0,1].
Proof. As a preliminary we state without proof a simple result about the Riemannian geometry
of adiabatic limits. Let ∇Yγ (ǫ) denote the Levi-Civita connection on Yγ with the metric (5.2) and
ΩYγ (ǫ) its curvature. Then lim
ǫ→0
∇Yγ (ǫ) exists and is torsionfree. Furthermore, the curvature of this
limiting connection is the limit of the curvatures of ∇Yγ (ǫ) and has the form
(5.5) lim
ǫ→0
ΩYγ (ǫ) =
(
0 0
∗ ΩYγ/[0,1]
)
relative to the decomposition (5.3). We will apply this result in families, where it also holds.
Consider the spin map p : Yγ × (R− {0})→ R−{0}, where the metric on the fiber at ǫ is (5.2).
According to Theorem 1.9 we have
d
dǫ
τYγ (ǫ) = 2πi
[∫
p
Aˆ(Ωp)
]
(1)
.
Now (5.5) immediately implies that the component of the integrand in the [0, 1] direction approaches
zero as ǫ → 0. In other words, if t is the coordinate in the [0, 1] direction, then any term in the
integrand involving dt approaches zero as ǫ→ 0. Hence lim
ǫ→0
d
dǫ
τYγ (ǫ) = 0 and so lim
ǫ→0
τYγ (ǫ) exists.
A similar argument proves that τγ is independent of g[0,1]. Let M denote the space of metrics
on [0, 1] and consider the spin map
Yγ × (R− {0}) ×M −→ (R− {0}) ×M,
where the metric on the fiber over 〈ǫ, g[0,1]〉 is (5.2). As in the previous argument we see that the
differential of τYγ (ǫ, g[0,1]) with respect to g[0,1] vanishes as ǫ → 0. The desired conclusion follows
immediately.
An immediate corollary is that τγ is invariant under reparametrization of paths. Also, if γ1, γ2 ∈
PZ with γ1(1) = γ2(0), and γ2 ◦γ1 denotes the composed path, then τγ2◦γ1 = τγ2 ◦τγ1 . This follows
from the gluing law (Theorem 2.20). Now a general theorem [F2,Appendix B] applies to construct
a connection ∇′ on L whose parallel transport is τ .
Now we compute the holonomy of ∇′. Let γ¯ : S1 → Z be a loop in Z and Yγ¯ → S1 the corre-
sponding fibered manifold. Realize γ¯ as the gluing of a path γ : [0, 1] → Z; then Yγ¯ is obtained by
identifying the ends of Yγ → [0, 1]. This identification induces the spin structure on Yγ¯ obtained by
lifting the nonbounding spin structure on S1. The gluing law Theorem 2.20 implies (compare (2.24))
lim
ǫ→0
τYγ¯ (ǫ) = TrY
(
lim
ǫ→0
τYγ (ǫ)
)
= TrY (parallel transport along γ)
= (−1)indexDY · (holonomy around γ¯).
(5.6)
33
If L = Lγ(0) then the parallel transport is an element of L ⊗ˆ L∗. The sign comes since the
composition L ⊗ˆ L∗ → L∗ ⊗ˆ L → C is (−1)|L| = (−1)indexDY times the usual contraction. Let
Y ′γ¯ denote Yγ¯ with spin structure induced by lifting the bounding spin structure on S
1. If we
substitute Y ′γ¯ for Yγ¯ in (5.6), then the resulting equation has no factor (−1)indexDY . This follows
as in (2.25). (Compare [F1,Theorem 1.31].)
Our main result in this section is the following.
Proposition 5.7. ∇′ = ∇.
To prove Proposition 5.7 we compare the covariant derivative of their parallel transports using
the following general lemma.
Lemma 5.8. Let L→ Z be an arbitrary line bundle with connection ∇ and curvature ΩL. Denote
the parallel transport of ∇ along a path γ by ργ . Then
(5.9) ∇ρ = −(∫
p2
ev∗ ΩL
) · ρ,
where ev and p2 are the maps
[0, 1] × PZ ev−−−−→ Z
p2
y
PZ
To interpret (5.9) view ρ as a section of the line bundle
(
ev∗0(L)
)∗ ⊗ (ev∗1(L)) → PZ with its
connection induced from ∇. Here evt(γ) = γ(t). The proof is elementary.
Corollary 5.10. If ∇,∇′ are connections on L→ Z with parallel transports ρ, τ , and if ∇ρ
ρ
=
∇τ
τ
,
then ∇′ = ∇.
For if ∇′ = ∇+ α for a 1-form α on Z, then
∇τ
τ
− ∇ρ
ρ
= −(d∫
p2
ev∗ α
)
,
and if α 6= 0 then the right hand side is nonzero.
We now verify the hypotheses of Corollary 5.10 for the natural connection ∇ and the new
connection ∇′ on the inverse determinant line bundle. We use the diagram
ev∗Y −−−−→ Y
π′
y yπ
[0, 1] × PZ ev−−−−→ Z
p2
y
PZ
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We compute ∇τ using the variation formula (1.10). Namely, τγ is the adiabatic limit of τYγ , and
Yγ is the fiber (p2 ◦ π′)−1(γ). So by the variation formula
∇τ = 2πi
[∫
p2◦π′
a-lim Aˆ(Ωp2◦π
′
)
]
(1)
· τ
= 2πi
∫
p2
[∫
π′
Aˆ(Ωπ
′
)
]
(2)
· τ
=
∫
p2
ev∗
[
2πi
∫
π
Aˆ(Ωπ)
]
(2)
· τ,
where we use (5.5) to pass from the first equation to the second. (Of course, ‘a-lim’ is the adiabatic
limit.) But by (5.9) and the curvature formula (5.1) this latter expression is the covariant derivative
of the parallel transport of ∇. This concludes the proof of Proposition 5.7.
Therefore, (5.6) also computes the holonomy of the canonical connection ∇ on the inverse de-
terminant line bundle as the adiabatic limit of exponentiated ξ-invariants. This is exactly15 the
content of Theorem 3.16 in [BF2]:
Corollary 5.11. Let γ¯ : S1 → Z be a loop and Yγ¯ → S1nonbounding the corresponding fibered man-
ifold. Then the holonomy around γ¯ of the natural connection ∇ on the inverse determinant line
bundle L→ Z is
(5.12) (−1)indexDY a-lim (e2πiξYγ¯ ) .
15Again, since we use the inverse determinant line bundle the sign in (5.12) differs from [BF2].
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§6 Remarks on the Families Index Theorem
Let π : X → Z be a spin map whose typical fiber is a compact even dimensional manifold
with boundary. When kerD∂Xz has constant rank there is a well-defined index bundle IndDX/Z ∈
K0(Z). The families index theorem of Bismut-Cheeger states that its Chern character ch(IndDX/Z)
is represented in de Rham cohomology by (cf. [BC2], [BC3], [D3], a more general version has been
proved in [MP])
(6.1)
∫
X/Z
Aˆ(ΩX/Z)− η˜,
where η˜ is a differential form on the base Z, defined as follows.
Consider a spin map π : Y → Z whose typical fiber is a closed manifold. (Our application
takes Y = ∂X.) The associated Bismut superconnection At is
At = ∇˜+ t1/2DY/Z −
c(T )
4t1/2
,
where c(T ) =
∑
α≤β dz
α dzβT (fα, fβ) with T the curvature form of the fibration, fα a local or-
thonormal basis on Z, and dzα the 1-form dual to fα. The asymptotics of heat kernels associated
to the Bismut superconnection exhibit some remarkable cancellations. The first one is expressed
in the local index theorem for families [Bis], [BF2]. More essential to our discussion are two other
cancellation results [BC1]:
trs[(DY/Z +
c(T )
4t
)e−A
2
t ] = O(t1/2) as t→ 0, if dimY/Z is even;(6.2)
treven[(DY/Z +
c(T )
4t
)e−A
2
t ] = O(t1/2) as t→ 0, if dimY/Z is odd.(6.3)
where treven indicates the even form part of tr. When kerDY/Z has constant rank, the expressions
on the left hand sides of (6.2), (6.3) are also well behaved for the large time. In fact, it is shown
in [BGV] (in a more general setting) that
trs[(DY/Z +
c(T )
4t
)e−A
2
t ] = O(t−1) as t→∞, if dimY/Z is even;(6.4)
treven[(DY/Z +
c(T )
4t
)e−A
2
t ] = O(t−1) as t→∞, if dimY/Z is odd.(6.5)
By virtue of (6.2)–(6.5) we now define a differential form on Z, the ηˆ form:
ηˆ =


1√
π
∫ ∞
0
trs[(DY/Z +
c(T )
4t
)e−A
2
t ]
dt
2t1/2
, if dimY/Z is even;
1√
π
∫ ∞
0
treven[(DY/Z +
c(T )
4t
)e−A
2
t ]
dt
2t1/2
, if dimY/Z is odd.
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For example, the first integral is convergent at 0 because of (6.2), and convergent at ∞ because
of (6.4). We normalize ηˆ by defining
η˜ =


∑ 1
(2πi)j
[ηˆ](2j−1), if dimY/Z is even;∑ 1
(2πi)j
[ηˆ](2j), if dimY/Z is odd.
Here we decompose the odd (respectively even) form ηˆ into its homogeneous components [ηˆ](2j−1)
(respectively [ηˆ](2j)). The η˜ form satisfies a transgression formula. If dimY/Z is odd, then [BC2],
[D2]
(6.6) dη˜ = −
∫
Y/Z
Aˆ(ΩY/Z).
If dimY/Z is even and kerDY has constant rank, then [D2]
(6.7) dη˜ = ch(IndDY/Z)−
∫
∂X/Z
Aˆ(ΩY/Z).
Return now to a spin map π : X → Z whose typical fiber is a compact manifold with boundary.
If dimX/Z is even, which is the case considered by Bismut-Cheeger, then (6.6) immediately implies
that the differential form (6.1) is closed. We are interested in the case where dimX/Z is odd, and
then (6.7) implies that unless D∂X/Z is invertible, the differential form (6.1) is not closed. Thus in
the odd dimensional case one expects a correction term in the Bismut-Cheeger index formula from
kerD∂X/Z .
Theorem 3.3 suggests what the correction term should be, assuming that kerD∂X/Z has constant
rank. To define the odd index bundle we need self-adjoint operators. In our case this amounts to
a choice of a (smooth) family of isometries
T : kerD+∂X/Z −→ kerD−∂X/Z .
The resulting family of self-adjoint operators DX/Z(T ) gives rise to a well-defined index bundle
IndDX/Z(T ) ∈ K1(Z). On the other hand, ch(IndD∂X/Z) = Trs(e−(∇a)2), where a is chosen to
be smaller than the smallest eigenvalue of D∂X/Z . Consider the superconnection ∇a +
√
tV on
kerD∂X/Z , with V the symmetric endomorphism
V =
(
0 T ∗
T 0
)
.
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One has the following transgression formula
d
dt
Trs(e
−(∇a+√tV )2) = −d[ 1
2
√
t
Trs(V e
−(∇a+√tV )2)],
which, by the invertibility of V , yields
dη˜T = ch(IndD∂X/Z),
with η˜T defined by
η˜T =
∫ ∞
0
1
2
√
t
Trs(V e
−(∇a+√tV )2) dt.
Conjecture 6.8. The (odd) Chern character of IndDX/Z(T ) is represented in the de Rham coho-
mology by ∫
X/Z
Aˆ(ΩX/Z)− η˜ − η˜T
We have the following evidence for this conjecture.
Theorem 6.9. The degree one component of the odd Chern character of the index bundle
ch1(IndDX/Z(T )) ∈ H1(Z) is represented by
[∫
X/Z
Aˆ(ΩX/Z)− η˜ − η˜T
]
(1)
.
Proof. By the Duhamel principle
[
Trs(V e
−(∇a+√tV )2)
]
(1)
= −
√
tTrs(V (∇aV )e−tV
2
).
Therefore,
[η˜T ](1) = −
∫ ∞
0
1
2
Trs(V (∇aV )e−tV
2
)dt
= −1
2
Trs(V
−1∇aV )
= −Tr(T−1∇aT ).
(6.10)
Similarly, we have
(6.11) [η˜](1) = −
1
2
∫ ∞
0
Trs(D∂X/Z∇˜D∂X/Ze−tD
2
∂X/Z ) dt.
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On the other hand, the degree one component of ch(IndDX/Z(T )) is given by dξX(a, T ), which,
according to Theorem (3.3), gives
ch1(IndDX/Z(T )) =
[∫
X/Z
Aˆ(ΩX/Z)
]
(1)
+
1
2πi
u−1∇u.
From (3.24), (3.25), (3.26) and our choice of a we have
u−1∇u = (Det T )−1∇a(DetT ) + LIM
t→0
Tr
(
(D+)−1∇˜D+e−tD2)
− 1
2
LIM
t→0
Tr
(
(D2)−1∇˜(D2)e−tD2),(6.12)
and the first term in (6.12) is exactly − [η˜T ](1) by (6.10). For the remaining terms we note
from (6.11) and (3.23)
[η˜](1) = −
1
2
LIM
t→0
Trs
[
D−1∇˜De−tD2]
= −1
2
LIM
t→0
Tr
[
(D+)−1∇˜D+e−tD2]+ 1
2
LIM
t→0
Tr
[
(D−)−1∇˜D−e−tD2]
= −LIM
t→0
Tr
[
(D+)−1∇˜D+e−tD2]+ 1
2
LIM
t→0
Tr
[
(D2)−1∇˜(D2)e−tD2].
This finishes the proof.
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§A Appendix: Generalized APS Boundary Conditions
In this appendix we discuss the analytical aspects of the generalized APS boundary conditions.
For simplicity of notation we restrict ourself to the case of Dirac operators, although our discussion
extends easily to the more general situation of Dirac-type operators.
Let X be an odd dimensional compact oriented spin manifold with smooth boundary ∂X = Y .
We shall always assume that the Riemannian metric on X is a product near the boundary. Let
D : C∞(X,S)→ C∞(X,S)
be the formally self-adjoint Dirac operator acting on the spinor bundle S → X. Then in a collar
neighborhood [0, 1) × ∂X of the boundary, D takes the form
D = J(∂u +D∂X),
where J = c(du) and
D∂X : C
∞(∂X,S|∂X )→ C∞(∂X,S|∂X)
is the self-adjoint Dirac operator on ∂X under the identification S
∣∣
∂X
∼= S(∂X).
As an unbounded operator in L2(X,S) with domain C∞0 (X,S), D is symmetric. (In other words,
D is formally self-adjoint). To obtain self-adjoint extensions of D, one has to impose boundary
conditions. For our purpose, we would like to restrict our attention to boundary conditions of
elliptic type. Appropriate boundary conditions that are of elliptic type are considered by Atiyah-
Patodi-Singer [APS]. Namely if we denote by Π+ the orthogonal projection of L
2(∂X,S|∂X ) onto
the subspace spanned by the eigensections of D∂X with nonnegative eigenvalues, then D+ = D
with domain
dom(D+) = {ϕ ∈ H1(X,S)
∣∣ Π+(ϕ|∂X) = 0}
is an elliptic boundary value problem (in the generalized sense, see [APS], [Se]). D+ is a closed
symmetric extension of D, although, in general, D+ is not self-adjoint. However, one can obtain
elliptic self-adjoint boundary value problems by considering further self-adjoint extensions of D+.
More generally, let a 6∈ specD2∂X be a positive number and Π−a (respectively Πa) denote the
orthogonal projection of L2(∂X,S|∂X ) onto the subspace spanned by eigensections of D∂X with
eigenvalues > −√a (respectively > √a). Consider the operator Da = D with domain given by
dom(Da) = {ϕ ∈ H1(X,S)
∣∣ Π−a(ϕ|∂X) = 0}.
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Lemma A.1. Da is a closed symmetric extension of D, and its adjoint D
∗
a is given by D with
domain
dom(D∗a) = {ϕ ∈ H1(X,S)
∣∣ Πa(ϕ|∂X) = 0}.
Proof. Proceeding in the same way as in [APS1], we can construct a two-sided parametrix
R : C∞(X,S)→ C∞(X,S; Π−a)
such that DR− Id and RD − Id are smoothing operators and
R : H l(X,S)→ H l+1(X,S) (l ≥ 0).
Thus if ϕn ∈ dom(Da) such that ϕn → ϕ, Dϕn → ψ in L2, the existence of the paramatrix R
shows that in fact ϕ ∈ H1(X,S) and ϕn → ϕ in H1(X,S). By the continuity of the restriction
map
r : H1(X,S)→ H1/2(∂X,S|∂X)→ L2(∂X,S|∂X),
ϕ ∈ dom(Da) and Daϕ = ψ. This shows that Da is closed.
To show Da is symmetric, it suffices to prove the statement about D
∗
a. Integration by parts
gives, for all ϕ,ψ ∈ C∞(X,S),
(A.2) (Dϕ,ψ) − (ϕ,Dψ) =
∫
∂X
〈J(ϕ|∂X), ψ|∂X〉
def
=
(
J(ϕ|∂X), ψ|∂X
)
∂X
.
Again, the continuity of the restriction map r shows that (A.2) actually holds for all ϕ,ψ ∈
H1(X,S).
Let D−a denote D with domain
dom(D−a) = {ϕ ∈ H1(X,S)
∣∣ Πa(ϕ|∂X) = 0}.
Then, for all ϕ ∈ dom(Da), ψ ∈ dom(D−a),
J(ϕ|∂X) = J(Id−Π−a)(ϕ|∂X )
= ΠaJ(ϕ|∂X)
ψ|∂X = (Id−Πa)(ψ|∂X )
Thus (J(ϕ|∂X ), ψ|∂X)∂X = 0 and (A.2) shows that D−a ⊂ D∗a.
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The equality D∗a = D−a requires considerably more effort. Let
L2int(X,S) = {ϕ ∈ L2(X,S)
∣∣ dist(suppϕ, ∂X) ≥ 1
3
},
and
L2bd(X,S) = {ϕ ∈ L2(X,S)
∣∣ suppϕ ⊂ [0, 2
3
]× ∂X}.
Then L2(X,S) = L2int(X,S) + L
2
bd(X,S) and we just have to specify D
∗
a restricted to each of the
subspaces.
Clearly for ψ ∈ L2int(X,S) ∩ dom(D∗a), we have D∗aψ = Dψ and
L2int(X,S) ∩ dom(D∗a) = L2int(X,S) ∩H1(X,S).
The subspace L2bd(X,S) splits further:
L2bd(X,S) = L
2([0,
2
3
],K∂X(a))⊕ L2([0, 2
3
],H∂X(a)),
whereK∂X(a), H∂X(a) are defined in (1.1). Moreover, Da is diagonal with respect to this splitting.
Now restricted to L2([0, 23 ],K∂X(a)), Da = J(∂u + A), with A a symmetric endomorphism of
K∂X(a) which anticommutes with J , and the boundary condition at u = 0 is ϕ|u=0 = 0. Clearly
then, D∗a = D−a on L
2([0, 23 ],K∂X(a)).
On the other hand, for Da restricted L
2([0, 2
3
],H∂X(a)), the construction in [APS1] actually
gives bounded inverse Ra for Da and R−a for D−a. From
(Daϕ,ψ) = (ϕ,D−aψ)
for ϕ ∈ dom(Da), ψ ∈ dom(D−a), we obtain, by continuity, R∗a = R−a. Since adjoints commute
with inverses, the lemma is established, for the discussion above shows that D∗a ⊂ D−a.
From the lemma it is clear that Da is in general not self-adjoint so we need to consider self-
adjoint extensions of Da. Suppose Ds is such a self-adjoint extension, then Da ⊂ Ds ⊂ D∗a, i.e.
Ds = D with
(A.3) dom(Da) ⊂ dom(Ds) ⊂ dom(D∗a).
Recall our notation from §1. We have K∂X(a) = Im(Π−a − Πa) splits into the (±i)-eigenspace
of J (Cf (1.1)):
K∂X(a) = K
+
∂X(a)⊕K−∂X(a).
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Lemma A.4. We have dimK+∂X(a) = dimK
−
∂X(a).
Proof. This is a consequence of the cobordism invariance of index. Alternatively, it follows from
the Atiyah-Patodi-Singer index formula, as follows. First of all, by the symmetry of specD∂X , we
just need to show that for a less than the smallest nonzero eigenvalue of D2∂X . Namely, dimK
+
∂X =
dimK−∂X , where K
±
∂X are the ±i-eigenspace of J restricted to kerD∂X . Applying the APS index
formula to Da yields
(A.5) dimL =
dimkerD∂X
2
,
where L ⊂ kerD∂X is the subspace of limiting values of the extended L2-solutions ofD (see [APS1]).
Alternatively, L = Πr(kerD∗a) = Πr(kerD−a), where Π is the orthogonal projection onto kerD∂X .
From (A.2), together with (A.5), we see that L is a “lagrangian” subspace of (kerD∂X , (·, ·)∂X , J):
(Jα, β)∂X = 0 for all α, β ∈ L. This shows that the (+i)-eigenspace of J has the same dimension
as the (−i)-eigenspace.
We now denote h+(a) = dimK+∂X(a).
Proposition A.6. There is a one-one correspondence
{self-adjoint extensions of Da} ←→ {unitary maps T : K+∂X(a)→ K−∂X(a)}.
For a unitary map T , its corresponding self-adjoint extension D(a, T ) is given by D with
dom(D(a, T )) = {ϕ ∈ H1(X,S) ∣∣ (Πa +ΠT )(ϕ|∂X) = 0},
where ΠT is the orthogonal projection onto the graph of T in K∂X(a).
Proof. Any self-adjoint extension of Da is given by Ds = D with domain satisfying (A.3). Thus
r(dom(Da)) ⊂ r(dom(Ds)) ⊂ r(dom(D∗a)).
Or
r(dom(Da)) ⊂ r(dom(Ds)) ⊂ r(dom(Da))⊕K∂X(a).
From (A.2),
(A.7) (J(ϕ|∂X ), ψ|∂X)∂X ≡ 0
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for all ϕ,ψ ∈ dom(Ds), or equivalently, for all ϕ|∂X , ψ|∂X ∈ r(dom(Ds)). Since Da is symmetric,
(A.7) is automatically satisfied on r(dom(Ds)). Let L = r(dom(Ds)) ∩K∂X(a) be a subspace of
K∂X(a). Then (A.7) shows that L is an “isotropic” subspace of (K∂X(a), J). Since Ds is self-
adjoint, L must be maximal isotropic, hence “lagrangian”. Now it is a little linear algebra to show
that there is a one-one correspondence
{lagrangian subspace L of (K∂X(a), J)↔ {unitary map T : K+∂X(a)→ K−∂X(a)}
given by L = the graph of T . This shows one way of the correspondence. But the other direction
is completely similar to the proof of Lemma A.1.
Remark. This is very similar to von Neumann’s theory of deficiency indexes which completely
characterizes self-adjoint extensions of a closed symmetric operator.
Remark. Formally, for D with domain C∞0 (X,S), there is also a one-one correspondence
{self-adjoint extensions of D} ↔ {unitary maps : H+∂X → H−∂X}
↔ {lagrangian subspaces of H∂X = L2(∂X,S|∂X)}.
However, one loses the ellipticity in this generality.
Thus, given a 6∈ specD2∂X positive and T : K+∂X(a) → K−∂X(a) an isometry (unitary), the
operator D(a, T ) is self-adjoint, and, as we mentioned earlier, elliptic in a generalized sense. We
will not, however, go into the discussion of the ellipticity of D(a, T ), but instead, derive some of its
consequences from the study of the heat kernel, e−tD
2(a,T ).
For this purpose, we first consider the situation on the infinite half cylinder R+ × ∂X. In this
case, D = J(∂u +D∂X) and we have a global decomposition.
L2(R+ × ∂X,S) = L2(R+, L2(∂X,S|∂X))
= L2(R+,K∂X(a))⊕ L2(R+,H∂X(a)).
Since both D and the boundary condition are diagonal with respect to this decomposition,
e−tD
2(a,T ) = E<a(t) + E>a(t) splits into two pieces as well. As the boundary condition on
L2(R+,H∂X(a)) is completely analogous to the APS boundary condition, E>a(t) can be given
an explicit formula. Let {ϕλ;λ ∈ specD∂X , λ >
√
a} be an orthonormal basis for ImΠa consisting
of eigensections of D∂X . Then the same construction in [APS] gives
E>a(t) =
∑
λ>
√
a
e−λ
2t
√
4πt
(e−(u−v)
2/4t − e−(u+v)2/4t)ϕλ ⊗ ϕ∗λ
+
{e−λ2t√
4πt
(e−(u−v)
2/4t + e−(u+v)
2/4t)− λeλ(u+v)erfc(u+ v
2
√
t
+ λ
√
t)
}
Jϕλ ⊗ Jϕ∗λ.
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On the other hand, there is no explicit formula for E<a(t). But it is reduced to a heat kernel on
the half line R+, with L
2 boundary condition at ∞ and local elliptic condition at 0:
(∂t − ∂2u +A2)E<a(t, u, v) = 0
E<a|t=0 = Id
ΠTE<a|u=0 = 0
JΠTJ(∂u +A)E<a|u=0 = 0,
with A = D∂X |K∂X(a) a finite dimensional symmetric endomorphism.
To discuss the heat kernel on X, we use the patching construction of [APS1]. More precisely, let
ρ(a, b) be an increasing C∞ function on R such that ρ = 0 for u ≤ a and ρ = 1 for u ≥ b. Define
φ1 =ρ(
1
6
,
2
6
), ψ1 = ρ(
3
6
,
4
6
)
φ2 =1− ρ(5
6
, 1), ψ2 = 1− ψ1.
These extend to smooth functions on X in an obvious way. Let D˜ be the Dirac operator on the
double of X. Then
e = φ1e
−tD˜2ψ1 + φ2(E<a(t) + E>a(t))ψ2
is a parametrix for the heat operator ∂t +D
2(a, T ), and
(A.8) e−tD
2(a,T ) = e+
∞∑
m=1
(−1)mcm ∗ e,
where ∗ denotes the convolution of kernels, c1 = (∂t +D2(a, T ))e, and cm = cm−1 ∗ c1, m ≥ 2. It
follows that for t > 0, e−tD
2(a,T ) is a C∞ kernel which differs from e by an exponentially small
term as t→ 0.
Lemma A.9. (i) Both e−tD
2(a,T ) and D(a, T )e−tD
2(a,T ) are trace class for t > 0.
(ii) As t→ 0,
Tr(e−tD
2(a,T )) ∼
∞∑
j=0
aj(D(a, T ))t
(j−n)/2,
and
Tr(D(a, T )e−tD
2(a,T )) ∼
∞∑
j=0
bj(D(a, T ))t
(j−n−1)/2,
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with aj , bj given by integral of local densities computable from the (total) symbol of D and boundary
conditions.
Proof. (i) Since for t > 0, e−tD
2(a,T ) is smooth, it is Hilbert-Schmidt. Now the semi-group prop-
erties show that e−tD
2(a,T ) = e−
t
2
D2(a,T ) ◦ e− t2D2(a,T ) is a product of Hilbert-Schmidt operators,
hence trace class. Similarly for D(a, T )e−tD
2(a,T ).
(ii) From (i) and Lidskii’s theorem
Tr(e−tD
2(a,T )) =
∫
X
tr(e−tD
2(a,T ))(x, x)dx.
For the asymptotic expansion we may replace e−tD
2(a,T ) by its parametrix e. The asymptotic
expansion for e follows from its explicit construction, as in [APS1].
Corollary A.10. The spectrum of D(a, T ) consists of eigenvalues of finite multiplicities satisfying
Weyl’s asymptotic law:
N(λ) = #{λj
∣∣ |λj | ≤ λ}
=
vol(X)
(4π)n/2Γ(n2 + 1)
λn + o(λn) as λ→∞.
Thus, the eta function
η(s,D(a, T )) =
∑
λj 6=0
signλj |λj |−s
is well-defined for Re s > n. Further by Mellin transform,
(A.11) η(s,D(a, T )) =
1
Γ( s+1
2
)
∫ ∞
0
t(s−1)/2Tr(D(a, T )e−tD
2(a,T ))dt.
And Lemma (A.9) shows that η(s,D(a, T )) admits a meromorphic continuation to the complex
plane with only simple poles.
Proposition A.12. η(s,D(a, T )) is actually holomorphic in Re s > − 12 . Therefore the eta invari-
ant η(a, T ) = η(0,D(a, T )) is well-defined. Moreover
η(a, T ) =
1√
π
∫ ∞
0
t−1/2Tr(D(a, T )e−tD
2(a,T ))dt.
Proof. It suffices to show that
Tr(D(a, T )e−tD
2(a,T )) = O(1) as t→ 0.
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The same argument as in the proof of Lemma (A.9) shows that
Tr(D(a, T )e−tD
2(a,T )) =
∫
X
tr(Dxe(t, x, x
′)|x=x′)dx+O(e−c/t)
=
∫
X
tr(Dxe
−tD˜2(x, x′)|x=x′)ψ1(x)dx
+
∫
R+×∂X
tr(Dx(E<a(t) +E>a(t))|x=x′ψ2(x)dx+O(e−c/t).
(A.13)
The local cancellation result for closed manifold gives
tr(Dxe
−tD˜2(x, x′)|x=x′) = O(t1/2)
uniformly in x. Therefore the first term in (A.13) is O(t1/2).
For the second term, a straightforward calculation shows that
∫
∂X
tr(DxE>a(t)|x=x′) ≡ 0.
Also tr(JAE<a(t)) ≡ 0 since JA = −AJ . Thus
Tr(D(a, T )e−tD
2(a,T )) =
∫
R+×∂X
tr[J∂uE<a(t)|u=v]ψ2(u)dudy +O(t1/2).
Since E<a(t) is the heat kernel of an elliptic local boundary value problem on R+, we have
E<a(t, u, v) =
e−(u−v)
2/4t
√
4πt
(1 + b1(T, u, v)t
1/2 +O(t))
uniformly in u, v. Therefore
J∂uE<a(t)|u=v = 1√
4π
J∂ub1(T, u, v)|u=v +O(t1/2),
and our claim follows.
We now turn to the variation of eta invariants. For our purpose we are going to work in complete
generality. So let P (z) be a family of operators satisfying:
(Ha) P (z) is a smooth family of (unbounded) self-adjoint operators on L2(X,S) with dom (P (z))
independent of the parameter z;
(Hb) The heat semi-group e−tP
2(z) (t > 0) is a smooth family of smoothing operators, i.e. the
heat kernel is given by smooth functions on X depending smoothing on z.
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Lemma A.14. For a family satisfying (Ha), (Hb), we have
∂
∂z
Tr(P (z)e−tP
2(z)) = (1 + 2t
∂
∂t
)Tr(P˙ (z)e−tP
2(z)).
Proof. First of all,
∂
∂z
Tr(P (z)e−tP
2(z)) = Tr(P˙ (z)e−tP
2(z)) + Tr(P (z)
∂
∂z
e−tP
2(z)).
To compute ∂∂z e
−tP 2(z), we apply the heat operator:
(
∂
∂t
+ P 2(z))
∂
∂z
e−tP
2(z)) = [P 2(z),
∂
∂z
]e−tP
2(z)).
Now, with the initial condition of the heat equation and dom(P (z)) independent of z, Duhamel’s
principle gives
∂
∂z
e−tP
2(z)) =
∫ t
0
e−(t−s)P
2(z)[P 2(z),
∂
∂z
]e−sP
2(z)ds.
Consequently
Tr(P (z)
∂
∂z
e−tP
2(z)) = −2tTr(P˙ (z)P 2(z)e−tP 2(z))
= 2t
∂
∂t
Tr(P˙ (z)e−tP
2(z)).
This finishes the proof.
We now consider the variation of eta function η(s, P (z)) defined by (A.11). For it to be well-
defined we make the following additional assumption:
(Hc) There is a uniform asymptotic expansion of Tr(P (z)e−tP
2(z)) at t = 0:
Tr(P (z)e−tP
2(z)) ∼
∑
j≥−N
aj(P (z))t
j/d,
and aj(P (z)) are smooth in z.
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Lemma A.15. Let P (z) be a family of operators satisfying (Ha), (Hb), and (Hc). Furthermore,
assume that dimkerP (z) is constant. Then for Re s > N , we have
∂
∂z
η(s, P (z)) = − s
Γ( s+1
2
)
∫ ∞
0
t(s−1)/2Tr(P˙ (z)e−tP
2(z))dt.
Proof. By (Hb), P (z) all have discrete spectrum. It follows from the assumption on dimkerP (z)
that Tr (P (z)e−tP
2(z)) is exponentially decaying, uniformly in z, as t → ∞. (Hc) implies that
η(s, P (z)) analytically continues to a meromorphic function smooth in z.
Let T > 0 and Re s > N , By Lemma A.14,
(A.16)
∂
∂z
∫ T
0
t(s−1)/2Tr(P (z)e−tP
2(z))dt
= 2T (s+1)/2Tr(P˙ (z)e−TP
2(z))− s ∂
∂z
∫ T
0
t(s−1)/2Tr(P˙ (z)e−tP
2(z))dt.
Denote byH(z) the orthogonal projection of L2(X,S) onto kerP (z). Since dimkerP (z) is constant,
H(z) depends smoothly on z. Furthermore, the self-adjointness of P (z) implies that
P (z)H(z) = H(z)P (z) = 0.
Therefore
P (z) = (Id−H(z))P (z)(Id −H(z)),
and hence
P˙ (z) = −H˙(z)P (z)(Id −H(z)) + (Id−H(z))P˙ (z)(Id −H(z)) − (Id−H(z))P (z)H˙(z).
Since (Id − H(z))e−tP 2(z) is given by a smooth kernel decaying exponentially in t as t → ∞, it
follows that the right hand side of (A.16) is absolutely convergent so we can take the limit of (A.16)
as T →∞ and exchange the limit with the differentiation. The same discussion applies to the left
hand side of (A.16) and we obtain the lemma.
An immediate consequence of the lemma is that when η(s, P (z)) are all regular at s = 0,
∂
∂z
η(P (z)) = − 2√
π
LIMt→0t1/2Tr(P˙ (z)e−tP
2(z)),
where LIMt→0 means taking the constant term in the asymptotic expansion at t = 0.
Now define
ξ(P (z)) =
η(P (z)) + dimkerP (z)
2
.
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Proposition A.17. Let (Ha), (Hb), (Hc) hold for P (z). Then ξ(P (z)) (mod 1) defines a smooth
function and
d
dz
ξ(P (z)) = − 1√
π
LIMt→0t1/2Tr(P˙ (z)e−tP
2(z)).
Proof. Choose a c > 0 such that c is not in the spectrum of P (z) for all z in a small neighborhood.
Let Πc(z) be the orthogonal projection onto the space spanned by all eigensections with eigenvalues
λ satisfying |λ| < c. Define a new family
P c(z) = P (z)(Id −Πc(z)) + Πc(z).
Namely one replaces by 1 all eigenvalues λ of PB(z) satisfying |λ| < c and leave the rest unchanged.
Therefore P c(z) is clearly invertible, ξ(P c(z)) = 1
2
η(P c(z)) is smooth, and
d
dz
ξ(P c(z)) = − 1√
π
LIMt→0t1/2Tr(P˙ c(z)e−t(P
c(z))2).
Now
ξ(P (z)) = ξ(P c(z)) +
∑
λ∈specP (z),|λ|<c(signλ− 1)
2
,
here
signλ =
{
1, if λ ≥ 0;
−1, if λ < 0.
Clearly then
ξ(PB(z)) ≡ ξ(P cB(z)) mod Z.
On the other hand,
e−t(P
c(z))2 = e−tP
2(z) + finite rank,
and
P˙ c(z) = P˙ (z) + finite rank,
which implies that
Tr(P˙ c(z)e−t(P
c(z))2) = Tr(P (z)e−tP
2(z)) +O(1).
Therefore
LIMt→0t1/2Tr(P˙ c(z)e−t(P
c(z))2) = LIMt→0t1/2Tr(P˙ (z)e−tP
2(z)).
Finally, we point out that although the L2-norm on L2(X,S) depends on the metric, a smooth
family of metrics gives rise to a smooth family of equivalent norms. Therefore the resulting trace
functional on L2(X,S) is independent of the metric change.
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Figure 1: Cutting a manifold X along Y
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