Finding the natural language equivalent of structured data is both a challenging and promising task. In particular, an efficient alignment of knowledge bases with texts would benefit many applications, including natural language generation, information retrieval and text simplification. In this paper, we present an approach to build a dataset of triples aligned with equivalent sentences written in natural language. Our approach consists of three main steps. First, target sentences are annotated automatically with knowledge base (KB) concepts and instances. The triples linking these elements in the KB are extracted as candidate facts to be aligned with the annotated sentence. Second, we use textual mentions referring to the subject and object of these facts to semantically simplify the target sentence via crowdsourcing. Third, the sentences provided by different contributors are post-processed to keep only the most relevant simplifications for the alignment with KB facts. We present different filtering methods, and share the constructed datasets in the public domain. These datasets contain 1,050 sentences aligned with 1,885 triples. They can be used to train natural language generators as well as semantic or contextual text simplifiers.
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Introduction
A large part of the information on the Web is contained in databases and is not suited to be directly accessed by human users. A proper exploitation of these data requires relevant visualization techniques which may range from simple tabular presentation with meaningful queries, to graph generation and textual description. This last type of visualization is particularly interesting as it produces an additional raw resource that can be read by both computational agents (e.g. search engines) and human users. From this perspective, the ability to generate high quality text from knowledge and data bases could be a game changer.
In the Natural language Processing community, this task is known as Natural Language Generation (NLG). Efficient NLG solutions would allow displaying the content of knowledge and data bases to lay users; generating explanations, descriptions and summaries from ontologies and linked open data 1 ; or guiding the user in formulating knowledge-base queries.
However, one strong and persistent limitation to the development of adequate NLG solutions for the semantic web is the lack of appropriate datasets on which to train NLG models. The difficulty is that the semantic data available in knowledge and data bases need to be aligned with the corresponding text. Unfortunately, this alignment task is far from straightforward. In fact, both human beings and machines perform poorly on it.
Nonetheless, there has been much work on datato-text generation and different strategies have been used to create the data-to-text corpora that are required for learning and testing. Two main such strategies can be identified. One strategy consists in creating a small, domain-specific corpus where data and text are manually aligned by a small group of experts (often the researchers who work on developing the NLG system). Typically, such corpora are domain specific and of relatively small size while their linguistic variability is often restricted.
A second strategy consists in automatically building a large data-to-text corpus in which the alignment between data and text is much looser. For instance, Lebret et al. (2016) extracted a corpus consisting of 728,321 biography articles from English Wikipedia and created a data-to-text corpus by simply associating the infobox of each article with its introduction section. The resulting dataset has a vocabulary of 403k words but there is no guarantee that the text actually matches the content of the infobox.
In this paper, we explore a middle-ground approach and introduce a new methodology for semi-automatically building large, high quality data-to-text corpora. More precisely, our approach relies on a semantic sentence simplification method which allows transforming existing corpora into sentences aligned with KB facts. Contrary to manual methods, our approach does not rely on having a small group of experts to identify alignments between text and data. Instead, this task is performed (i) by multiple, independent contributors through a crowdsourcing platform, and (ii) by an automatic scoring of the quality of the contributions, which enables faster and more reliable data creation process. Our approach also departs from the fully automatic approaches (e.g., (Lebret et al., 2016) ) in that it ensures a systematic alignment between text and data.
In the following section we present work related to corpus generation for NLG. In section 3 we describe our approach. Section 4 presents the experiments, evaluations, and the statistics on the initial corpora and the generated (aligned) datasets.
Related Work
Many studies tackled the construction of datasets for natural language generation. Several available datasets were created by researchers and developers working on NLG systems. Chen and Mooney (2008) created a dataset of text and data describing the Robocup game. To collect the data, they used the Robocup simulator (www.robocup.org) and derived symbolic representations of game events from the simulator traces using a rulebased system. The extracted events are represented as atomic formulas in predicate logic with timestamps. For the natural language portion of the data, they had humans comment games while watching them on the simulator. They manually aligned logical formulas to their corresponding sentences. The resulting data-to-text corpus contains 1,919 scenarios where each scenario consists of a single sentence representing a fragment of a commentary on the game, paired with a set of logical formulas.
The SumTime-Meteo corpus was created by the SumTime project (Sripada et al., 2002) . The corpus was collected from the commercial output of five different human forecasters, and each instance in the corpus consists of three numerical data files produced by three different weather simulators, and the weather forecast file written by the forecaster. To train a sentence generator, (Belz, 2008) created a version of the SumTime-Meteo corpus which is restricted to wind data. The resulting corpus consists of 2,123 instances for a total of 22,985 words and was used by other researchers working on NLG and semantic parsing (Angeli et al., 2012) .
Other data-to-text corpora were proposed for training and testing generation systems, including WeatherGov (Liang et al., 2009) , the ATIS dataset, the Restaurant Corpus (Wen et al., 2015) and the BAGEL dataset (Mairesse et al., 2010) . WeatherGov consists of 29,528 weather scenarios for 3,753 major US cities. In the air travel domain, the ATIS dataset (Dahl et al., 1994) consists of 5,426 scenarios. These are transcriptions of spontaneous utterances of users interacting with a hypothetical online flight-booking system. The RESTAU-RANTS corpus contains utterances that a spoken dialogue system might produce in an interaction with a human user together with the corresponding dialog act. Similarly, the BAGEL dataset is concerned with restaurant information in a dialog setting.
In all these approaches, datasets are created using heuristics often involving extensive manual labour and/or programming. The data is mostly created artificially from sensor or web data rather than extracted from some existing knowledge base. As the data are often domain specific, the vocabulary size and the linguistic variability of the target text are often restricted.
Other approaches tackled the benchmarking of NLG systems and provided the constructed dataset as a publicly available resource. For instance, a Surface Realisation shared task was organised in 2011 to compare and evaluate sentence generators (Belz et al., 2011) . The dataset prepared by the organisers was derived from the PennTreebank and associates sentences with both a shallow representation (dependency trees) and a deep representation where edges are labelled with semantic roles (e.g., agent, patient) and the structure is a graph rather than a tree. While the data-to-text corpus that was made available from this shared task was very large, the representation associated with each sentence is a linguistic representation and is not related to a data schema.
The KBGen shared task (Banik et al., 2013) followed a different approach and focused on generating sentences from knowledge bases. For this task, knowledge base fragments were extracted semi-automatically from an existing biology knowledge base (namely, BioKB101 (Chaudhri et al., 2013) ) and expert biologists were asked to associate each KB fragments with a sentence verbalising their meaning. The resulting dataset was small (207 data-text instances for training, 70 for testing) and the creation process relied heavily on domain experts, thereby limiting its portability.
In sum, there exists so far no standard methodology for rapidly creating data-to-text corpora that are both sufficiently large to support the training and testing of NLG systems and sufficiently precise to support the development of natural language generation approaches that can map KB data to sentences. The procedures designed by individual researchers to test their own proposals yield data in non-standard formats (e.g., tabular information, dialog acts, infoboxes) and are often limited in size. Data used in shared tasks either fail to associate sentences with knowledge base data (SR shared task) or require extensive manual work and expert validation.
Methods
Our approach tackles the conversion of existing textual corpora into a dataset of sentences aligned with <subject, predicate, object> triples collected from existing KBs. It is independent from the selected corpus, domain, or KB.
In the first step, we annotate automatically the target textual corpus by linking textual mentions to knowledge base concepts and instances (KB entities for short). In the second step, we collect triples from the knowledge bases that link the entities mentioned in a given sentence. In the third step, we keep only the mentions that refer to the subject and object of the same triple and perform semantic simplification with a crowdsourcing task. Finally we apply several post-processing algorithms, including clustering and scoring to keep the most relevant semantic simplifications of each sentence as a natural language expression of the set of collected triples.
The alignment that we aim to achieve is not binary, as an output of our approach, one sentence could be aligned with N triples (N ≥ 1). This property is particularly interesting for NLG as it allows training generation systems on expressing sets of triples in the same sentence; enabling the production of more fluent texts.
Corpus Annotation and Initial Sentence Selection
In the following we present our methods to obtain automatic initial annotations of the target corpora and to select the sentences that will be used in the final aligned dataset.
Corpus Annotation
In order to have varied empirical observations, we use two different methods for initial corpus annotation. In the first annotation method we do not check if the candidate triples are actually expressed in the sentence, only their subjects and objects. This method is particularly suitable to discover new linguistic expressions of triple predicates, and can provide actual expressions of the triple by accumulating observations from different sentences.
To implement this method we use KODA (Mrabet et al., 2015) to link textual mentions to KB entities. KODA is an unsupervised entity linking tool that relies only on the KB contents to detect and disambiguate textual mentions. More precisely, it detects candidate textual mentions with a TF-IDF search on the labels of KB entities, and disambiguates them by maximizing the coherence between the candidate KB entities retrieved for each mention using KB relations.
In the second step we query the KB (e.g., SPARQL endpoint of DBpedia) to obtain the predicates that link the KB entities mentioned in the sentence and keep them as candidate facts. For instance, the 8 highlighted terms in figure 1 were linked to DBpedia entities, but only 4 terms mention KB entities that are linked in DBpedia triples.
This first method is scalable w.r.t. the domain of interest as it can be ported to other KBs with the same implementation.
In the second annotation method, we perform the automatic annotation by checking that the triples are actually expressed in the sentence. We use SemRep (Rindflesch and Fiszman, 2003) , a biomedical relation extraction system. SemRep extracts binary relations from unstructured texts. The subject and object of these relations are concepts from the UMLS Metathesaurus (Lindberg et al., 1993) and the predicate is a relation type from an expanded version of the UMLS Semantic Network (e.g., treats, diagnoses, stimulates, inhibits). SemRep uses MetaMap (Aronson and Lang, 2010) to link noun phrases to UMLS Metathesaurus concepts. For example, the 4 highlighted terms in figure 2 were linked to UMLS concepts and all terms mention either the subject or the object of a relation extracted with SemRep.
In both methods, we keep only the annotations that refer to subjects and objects of candidate facts.
Initial Sentence Selection.
Due to the unsupervised aspect of automatic annotation and the incompleteness of the KBs, some sentences are expected to be annotated more heavily than others, and some sentences are expected to have more triples associated with them than others. In practice, different targets of annotation (e.g. specific semantic categories) could also lead to similar discrepancies.
In order to train automatic sentence simplifiers with our datasets, we have to consider different levels of coverage that can correspond to different annotation tools and dissimilar annotation goals. Accordingly, once the initial corpus is annotated, we select three sets of sentences: (1) a first set of sentences that are heavily annotated w.r.t. the number of triples (e.g. between 5 and 10 tokens per triple), (2) a second set with average annotation coverage (e.g. between 10 and 20 tokens per triple), and (3) a third set of weakly annotated sentence (e.g. above 20 tokens per triple).
Semantic Sentence Simplification (S3)
In order to obtain the final dataset of KB facts aligned with natural language sentences from the initial automatically annotated corpus, we define the task of Semantic Sentence Simplification (S3) and introduce the crowdsourcing process used to perform it.
Definition. Given a sentence S, a set of textual mentions M (S) linked to a set of KB instances and concepts E(S) and a set of triples T (S) = {t i (e i 1 , p i , e i 2 ), s.t.e 1 ∈ E(S), e 2 ∈ E(S), the semantic simplification task consists of shortening the sentence S as much as possible according to the following rules:
• Keep the textual mentions referring to the subject and object of candidate facts.
• Keep the relations expressed between these textual mentions in the sentence.
• Keep the order of the words from the original sentence as much as possible.
• Ensure that the simplified sentence is grammatical and meaningful.
• Avoid using external words to the extent possible.
Crowdsourcing. We asked contributors to provide simplifications for each sentence through a crowdsourcing platform. We highlighted the textual mentions referring to subjects and objects of candidate facts in these sentences. The contributors are then asked to follow the S3 requirements to shorten the sentences. The quality requirement that was set during the experiment is that each contributor should dedicate at least 15 seconds for each set of 3 sentences. After several preliminary experiments, we opted for a crowdsourcing process without quiz questions to attract more participants; and we monitored closely the process to filter out irrelevant contributors such as spammers (e.g. people typing in random letters), foreign-language speakers who misunderstood the task and tried to provide translations of the original sentence, and contributors who simply copied the original sentence. By flagging such contributors we also optimized significantly the monitoring for the second corpus.
Sacco flew as a payload specialist on STS-73, which launched on October 20, 1995, and landed at the Kennedy Space Center on November 5, 1995. 
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Selecting the best simplification
In order to select the most relevant simplification for a given sentence from the set of N simplifications proposed by contributors, we test two baseline methods and two advanced scoring methods.
Baselines.
The first baseline method is simply the selection of the simplification that has more votes. We will refer to it as V ote in the remainder of the paper. The second baseline method, called Clustering, is based on the K-Means clustering algorithm. It uses the Euclidean distance measured between word vectors to cluster the set of N simplifications of a given sentence into K clusters. The cluster with the highest cumulative number of votes is selected as the most significant cluster, and the shortest sentence in that cluster is selected as the candidate simplification.
Scoring Methods
Our first selection method scores a simplification according to the original sentence and to the simplification goals expressed in section 3.3. We define four elementary measures to compute a semantic score: lexical integrity, semantic preservation, conformity and relative shortening.
Given an initial sentence s o and a simplification s i proposed for s o , these measures are defined as follows.
Conformity (cnf ).
The conformity score represents how much the simplification s i conforms to the rules of the S3 task. It combines lexical integrity and semantic preservation: Relative Shortening (η). Simplifications that are too short might miss important relations or entities, whereas simplifications that are too long might be too close (or equal) to the original sentence. We represent both aspects through a Gaussian and make use of the "wisdom of the crowd" by setting the maximum value at the average length of the simplifications proposed by the contributors. In order to have a moderate decrease around the average, we set both the maximum value and the standard deviation to 1. Length is measured in terms of tokens.
) Semantic score (ψ). We compute the semantic score for a simplification s i of s o by combining the above elements. This combination, expressed in equation 3, is based on the following intuitions: (1) between two simplifications of the same sentence, the difference in conformity should have more impact than the difference in shortening, (2) for the same conformity value, simplifications that are farther from the original sentence are preferred, and (3) simplifications that have a more common shortening extent should be better ranked.
ψ(si, so) = η(si, so)×exp(cnf (si, so)×euclidean(si, so))
The Euclidean function is the Euclidean distance between the original sentence and the simplification in terms of tokens. Our second scoring method relied first on the clustering of the contributors' sentences. As the baseline it identifies the cluster with more votes as most significant. However, the representative sentence is selected according to the semantic score ψ, instead of simply taking the shortest sentence of the cluster. We denote this in-cluster scoring method ξ.
Experiments and Results
In the first experiments, we build two datasets of natural language sentences aligned with KB facts. Corpora and knowledge bases.
Our first dataset is built by aligning all astronaut pages on Wikipedia 2 (Wiki) with triples from DBpedia 3 . The main motivation behind the choice of this corpus is to have both general and specific relations. We used KODA as described in section 3.1.1 to obtain initial annotations.
Our second dataset is built by aligning the medical encyclopedia part of Medline Plus 4 (MLP) with triples extracted with SemRep. The motivation behind the selection of this corpus is twofold: a) to experiment with a domain-specific corpus, and b) to test the simplification when the triples are extracted from the text itself. Table 1 Crowdsourcing. We used CrowdFlower 5 as a crowdsourcing platform. We submitted 600 annotated sentences for the Wiki corpus and 450 sentences for the MLP corpus. Selection of relevant simplifications. We implemented several methods to select the best simplification among the 15 contributions for each sentence (cf. section 3.3). To evaluate these methods we randomly selected 90 initial sentences from each dataset, then extracted the best simplification according to each of the 4 scoring metrics. The authors then rated each simplification from 1 to 5, with 1 indicating a very bad simplification, and 5 indicating an excellent simplification. One of the authors prepared the evaluation tables, anonymized the method names and did not participate in the evaluation. The remaining 6 authors shared the 180 sentences and performed the ratings. ating the selection methods we selected the most relevant simplification for each sentence in the dataset according to ξ (i.e., in-cluster scoring), and generated the final datasets that link the best simplification to the facts associated with its original sentence. Table 3 Automatic Annotation. From our observations on both datasets, we came to the conclusion that uncertainty is required to some extent in the selection of candidate triples. This is due to the fact that relations extracted from the text itself will follow the patterns that were used to find them (e.g., regular expressions, or classifier models) and that will not allow finding enough variation to enrich NLG systems. From this perspective, the best option would be to rank candidate triples according to their probability of occurrence in the sentence and filter out the triples with very low probability. This ranking and filtering are planned for the final version of our open-domain corpus. Initial sentence selection. The second goal of our datasets is to be able to train automatic semantic simplifiers that would reduce the need for manual simplification in the long term. Therefore, our first method took into account different levels of annotation coverage in order to cope with different performance/coverage of annotation tools and dissimilar goals in terms of the semantic categories of the mentions. However, for NLG, it is also important to have a balanced number of samples for each unique predicate. The first extension of our datasets will provide a better balance of examples for each predicate while keeping the balance in terms of annotation coverage to the extent possible.
Crowdsourcing. Our crowdsourcing experiment showed that it is possible to obtain relevant semantic simplifications with no specific expertise. This is supported by the fact that the V ote baseline in the selection of the final simplification obtained the same best performance as our scoring method that relies on the semantics of the S3 process. Overall, the experiment cost was only $180 for 15,750 simplifications collected for 1,050 sentences. Our results also show that collecting only 10 simplifications for each sentence (instead of 15 in our experiments) would be more than adequate, which reduces the costs even further. The two jobs created for each dataset were generally well-rated by the contributors (cf. Table 5 ). The MLP corpus was clearly more accessible than the Wiki corpus with an ease of job estimated at 4.4 vs 3.8 (on a 5 scale). Interestingly, the identical instructions were also rated differently according to the dataset (4.2 vs. 3.8). The Wiki corpus was harder to process, due to the high heterogeneity of the relations and entity categories. 
Conclusions
We presented a novel approach to build a corpus of natural language sentences aligned with knowledge base facts, and shared the first constructed datasets in the public domain. We introduced the task of semantic sentence simplification that retains only the natural language elements that correspond minimally to KB facts. While our simplification method relied on crowdsourcing, our midterm goal is to collect enough data to train automatic simplifiers that would perform the same task efficiently. Besides the simplification aspect and the portability of the method, the shared datasets are also a valuable resource for natural language generation systems. Future work includes the expansion of these datasets and the improvement of sentence selection using grammatical-quality factors.
