Bai (2009) proposes a recursive least-squares estimation method for large panel data models with unobservable interactive fixed effects, but the impact of recursion on the asymptotic properties of the least-squares estimators is not taken into account. In this paper, we extend Bai (2009) by investigating the recursive estimator asymptotically. In general, the asymptotic properties we establish for the recursive estimators largely complement the theory and practice of the recursive least-squares procedure suggested by Bai (2009). In particular, we show that consistency of the recursive estimator depends on three key points, consistency of the initial OLS estimator, the number of recursive steps and the endogeneity arising due to the dependence between regressors and interactive effects. Compared to the theoretical estimator in Bai (2009), such endogeneity affects the convergence rate of recursive least-squares estimators. Finite sample properties of the proposed estimators are investigated using a simulation study.
Introduction
Recent econometric literature has shown a great deal of interest on panel data regression models with factor structures, especially when both the cross section dimension (N ) and the length of time periods (T ) are large. The prevalent use of these models is motivated by the flexibility of factor structures in capturing the unobservable heterogeneity. In fact, a factor structure is often interpreted as the "interactive fixed effects" (e.g., Bai, 2009; Moon and Weidner, 2015) . The multiplicative structure allows the time-varying common shocks to have different impact on different individuals. It also covers the traditional additive random and fixed effects models as special cases.
There are no simple transformations to eliminate the multiplicative effects. Bai (2009) advocates to treat both the individual-specific and time-specific effects as unknown constants and proposes the least-squares based recursive approach that involves the use of principal components analysis (PCA) for estimating the factor structure. This approach has the advantage of accommodating the estimation of the regression coefficients and factor components simultaneously, and attracts a large amount of attention (e.g., Bai and Li, 2014; Moon and Weidner, 2015) in the literature. Alternatively, Pesaran (2006) proposes the common correlated effects (CCE) approach which utilizes the weighted cross section average of the dependent variables and regressors to approximate the unobserved factors, and has been widely extended by Chudik et al. (2011) , Harding and Lamarche (2011) , Kapetanios et al. (2011) , Pesaran and Tosetti (2011) , , and Huang (2013) . In this paper, we focus on the convergence issues of the recursive estimation method proposed by Bai (2009) .
A main feature of the approach of Bai (2009) is that the sum of squared residuals function does not possess closed-form least-squares estimators for the slope coefficients and factor components. As a consequence, Bai establishes the asymptotic theory for these least-squares solutions without closed forms. Bai (2009) suggests implementing this approach using the recursive estimation which iteratively alternates the PCA method applied to the least-squares residuals for estimating the factors and the least-squares estimation of the augmented regression with these PCA estimates. Figure 1 shows exactly how the theory and the practice may interact with each other in Bai (2009) by noting that β N T is the theoretical least squares estimator (without closed-form expression) investigated in Bai (2009), β (m) N T is numerically the recursive estimator at the m-th iteration and β 0 is the parameter of interest (which are notations that will be introduced later). Precisely, Bai takes the horizontal route of "double arrow" to establish the asymptotic theory and the vertical route to implement the estimator practically. In this paper, the first main contribution is that we provide a unified framework accommodating the theory and practice in Bai (2009) by deriving asymptotic properties of the recursive estimator β N T for a fixed number of iterations when N and T tend to infinity jointly. Compared to the work of Bai (2009) depicted in Figure 1 , we take the direct route of "dashed arrow" to β 0 in one go. The asymptotic properties of β (m) N T build up a bridge connecting the numerical estimator applied only in practice straight to the statistical inference about the target parameter.
Under this framework, we are able to complement Bai (2009) in two significant directions. First, note that the validity of the numerical estimator as approximation for the theoretical one relies on the numerical convergence (which refers to the convergence of sample iterates to the sample fixed point conditioning on observed data with respect to the increase of iterative steps) of the algorithm. If numerical convergence fails, the least-squares based approach would be very difficult to implement. However, it is unclear about what conditions cause this failure and under what circumstances the recursive estimation works in this particular problem. We provide conditions that guarantee the consistency of the recursive estimators for the regression parameter and the common factors. An important lesson we learn is that recursion itself does not secure either the consistency of the recursive estimators or their numerical convergence to the infeasible theoretical estimators. Recursive estimation is only valid when regressors are weakly cross-sectionally and serially dependent and the endogeneity due to the interdependence between the regressors and factor residuals is not strong. Second, as the practical estimator implemented in Bai (2009) , exploring statistical properties of the recursive estimator is interesting in its own right. Recently, there are quite a few econometricians who have examined the inference problems for specific EM-type recursive procedures. For example, Dominitz and Sherman (2005) develop general conditions for rates of convergence and convergence in distribution of recursive procedures for estimating finite-dimensional parameters. Pastorello et al. (2003) propose the latent backfitting recursive technique which is particularly designed for estimating structural nonadaptive models involving latent variables such as financial market models like CAPM and Black-Scholes option pricing models. Song et al. (2005) present a maximization by parts (MBP) algorithm to avoid numerical intractability of solving complicated likelihood functions and Frazier (2013) generalizes the MBP algorithm to cover semiparametric models.
The second main contribution of this paper is that we establish the asymptotic orders of recursive estimators which reveal how consistency is related to the number of iterations for a particular data generating process. These asymptotics can be used as guidelines for determining checkable stopping rules based on user-specific numerical accuracy (e.g., Dominitz and Sherman, 2005) .
Finally, it is worth mentioning that we employ a generalized α-mixing framework for panel data (e.g., Dong et al., 2015) under which cross-sectional and serial dependence in the idiosyncratic errors can be captured in a concrete and checkable manner. By doing so, we can deliver a better understanding about the high-order moment conditions given in Bai (2009, Assumption C) . In addition, we weaken the independence among the regressors, factor components and idiosyncratic errors assumed in the Assumption D of Bai (2009) by replacing it with the conditional mean independence which covers some dependent scenarios in particular forms.
The rest of the paper is organized as follows. Section 2 provides the panel data regression model with interactive fixed effects and the recursive estimators we consider. Section 3 discusses the main assumptions. Section 4 analyzes the asymptotic properties of these recursive estimators. A number of finite sample simulation results are present in Section 5. Section 6 concludes this paper. All proofs and technical details are documented in the appendix.
Model and Recursive Estimation
We revisit the large panel data regression model with interactive fixed effects in Bai (2009) 
where X it is a p × 1 vector of regressors, β 0 is a p × 1 vector of slope coefficients, λ 0 i is a r × 1 vector of factor loadings and F 0 t is a r × 1 vector of the unobserved common factors; it is the idiosyncratic error.
Alternatively, one can rewrite this model in matrix notation as below
We find it also convenient to work with the following vector form of model (2.1) in some occasions
For the identification of the factor structure, a common practice is to impose the normalization restriction
which ensures the identification of factors F 0 and the factor loadings Λ 0 up to an orthogonal matrix. Bai (2009) proves that minimizing the sum of squared residuals objective function
, yields consistent and asymptotically normally distributed estimator of β 0 when (N, T ) → ∞. However, simultaneously solving the first-order conditions to derive the least-squares solution ( β N T , F, Λ) to the minimization problem (2.5) is computationally tedious. Hence, Bai (2009) suggests the following recursive procedure to obtain the least-squares estimator of β 0 . It should be noticed that we use ( β
for the recursive estimator at step m in what follows.
1. Initialize the recursive procedure with the ordinary least-squares estimator by ignoring the factor components
) from the least-squares residuals using principal components approach. In particular, given the m-th step β (m) N T , estimate the m-th step F (m) as the eigenvectors (multiplied by √ T in order to admit the normalization restriction (2.4)) corresponding to the r largest eigenvalues of the matrix
, that is,
N T is a r × r diagonal matrix with diagonal elements being the r largest eigenvalues of S (m) . For each i = 1, 2, . . . , N , obtain λ
4. Repeat steps 2 and 3 until numerical convergence.
In this paper, we extend Bai (2009) by examining the asymptotic properties of the recursive estimator β N T is important in its own right and is also more relevant compared to β N T when applying the recursive procedure in empirical studies. Intuitively, we can understand the relationship between the theoretical estimator β N T Bai (2009) considers and the recursive estimator noting that the estimation procedure above essentially defines a mapping θ → M N T (θ) from parameter space Θ to itself
where F (θ) and λ (m) i (θ) are derived from (2.6) and (2.7) with β (m) N T replaced by θ for any N and T . Moreover, this procedure implies
so that β N T is the fixed point of the sample mapping M N T (·) as the number of iterations m goes to infinity for any fixed (N, T ) under some regularity conditions.
Assumptions
In this section, we provide assumptions required for deriving asymptotic properties of the recursive estimation along with necessary explanations.
Assumption 1 (Regularity Conditions).
Let F = F :
Assumption 1 guarantees the denominator on the right hand side of (2.9) to be non-singular so that the recursive estimator β Assumption 2 (Moment Conditions).
E||F t ||
4 < ∞ and E||λ i || 4 < ∞ for i = 1, 2, . . . , N and t = 1, 2, . . . , T . Moreover,
. . , N and t = 1, 2, . . . , T .
E||X it ||
4 < ∞ for i = 1, 2, . . . , N and t = 1, 2, . . . , T . Moreover, as (N, T ) tend to infinity,
−→ Σ x which is a p × p positive matrix.
3. E| it | 4 < ∞ for i = 1, 2, . . . , N and t = 1, 2, . . . , T and E( it |X js , λ j , F s ) = 0 for all i, j = 1, 2, . . . , N and t, s = 1, 2, . . . , T .
Assumption 2.1 and 2.2 are essentially the same as the Assumption B of Bai (2009) except that we assume the factor components to have zero mean. Compared to the Assumption D of Bai (2009), we impose a weaker restriction on the correlation among the idiosyncratic error components, common factor components and regressors. Rather than assuming independence strictly, we only require that the first moment of the idiosyncratic errors conditional on the common components and regressors is equal to zero. For example, we do not rule out cases it = g(X js , λ j , F s ) · ζ it for any j and s where g(·) is an arbitrary deterministic function and ζ it is i.i.d. with zero mean across i and t.
Assumption 3 (Mixing Conditions).
1. For each i = 1, 2, . . . , N , the random sequence {v it := (X it , F t , it ) : t ≥ 1} is a stationary and α-mixing process with mixing coefficient α i (τ ) and τ > 0. Furthermore, there exists a positive coefficient function α(τ ) such that
for some η > 0.
2. For cross sections i and j where i = j, the random sequence {(v it , v jt ) : t ≥ 1} is also an α-mixing process with mixing coefficient α ij (τ ) such that
3. For different cross sections i, j, k, m, the random sequence
Assumption 3 extends the notion of "α-mixing" in the time series context (e.g., Fan and Yao, 2003; Gao, 2007) to capture both the cross section and temporal dependence exhibiting in large panels. Such an α-mixing framework (e.g., Chen et al., 2012; Dong et al., 2015) can depict complicated cross-sectional and serial correlations present in panel data in a concise manner and provide an alternative to understanding the high-order moment conditions employed by Bai (2009) in his Assumption C. In Assumption 3.2 and 3.3, the α-mixing process involving different cross sections can model not only serial dependence but also cross-sectional dependence in the idiosyncratic error components.
The weak dependence in both serial and cross section dimensions constructed in Assumption 3 satisfies that characterized by moment inequalities in Assumption C of Bai (2009) . One main advantage of the α-mixing assumption for panel data is the conciseness of utilizing the α-mixing coefficients to control the levels of serial and cross section dependence simultaneously. For example, we show below how we can use α-mixing condition to derive moment conditions.
2. Assumption C(iii)(2) in Bai (2009) : Based on Assumption 3.3, we can also utilize Lemma 2 to derive
Asymptotic Theory
In this section, we will provide the asymptotic properties of the recursive estimators β respectively. The results we obtain convey two important messages. First, the recursive estimator will be consistent if the initial least squares estimator is consistent. Moreover, recursion will accelerate the convergence rate of the recursive estimator to the true parameter. Second, the recursive estimation procedure will not necessarily yield consistent estimation when the initial estimator is inconsistent. Before proceeding to the main results, we stress that the notation "a b" is employed to denote that a = O P (b) and b = O P (a) (e.g., Lam et al., 2011) . N T when (N, T ) → ∞. In practice, implementing a recursive algorithm with a good starting point would often achieve fast numerical convergence. The second one is how the current recursive estimator β is affected by the initial estimator and the data structure.
Asymptotic Properties of β
The asymptotic property of the initial OLS estimator is formulated as below.
Theorem 1. Under Assumptions 2 and 3, we have
where
Theorem 1 implies that the asymptotic order of β
N T − β 0 depends on the quantity γ N T , which captures the interdependence between the regressors {X i : i = 1, 2, . . . , N } and the common factor components FΛ . In particular, when the common components are independent of the regressors X, the asymptotic order of γ N T is
N T -consistent as expected. However, the initial least squares estimator is not necessarily consistent, since the regressors can 'heavily' depend on or driven by the common factors (e.g., Pesaran, 2006) . In this case, ignoring the impact of the factor components will result in inconsistent estimation for the regression parameter β 0 . For instance, suppose that the regressors follow a factor model such that X i = Fq i +η i where the idiosyncratic error η i is independent of (F, q i ), then we have that γ N T 1 when (N, T ) tend to infinity. The example below will illustrate that the initial least squares estimator can be also consistent but converge to the true parameter at a rate slower than
Assume that the regressors follow the factor structure below
where {ζ it : i = 1, 2, . . . , N ; t = 1, 2, . . . , T } are i.i.d and independent of the common factors F and factor loadings Λ. d N T is a deterministic constant which depends on the values of N, T and
Under the assumptions of Theorem 1, one can easily verify that
The following theorem shows how β Theorem 2. Under Assumptions 1-3, for any recursive step m ≥ 0,
, where w
As can be seen from this theorem, in the limit, the deviation of the current estimator β N T at the previous step. It is worth noting that the quadratic term arises due to the fact that deriving β (m+1) N T recursively requires us to handle simultaneously the estimation of the nonlinear factor structure using principal components analysis. Moreover, suppose that F (m) converges to R in the sense that
with R being a T × r matrix, then the two coefficients w
2,k will converge to w 1,k and w 2,k respectively with F (m) replaced by R. We stress that the common factors F are only identified up to a rotation so that the recursive estimator F (m) does not necessarily converge to F and R is thus used for its limit instead. Theorem 2 immediately implies the following result.
Corollary 1. Under Assumptions 1-3, for any step m ≥ 0,
where γ N T has been defined in (4.2) and
Notice that γ N T determines the convergence rate of the initial estimator β
N T due to Theorem 1. Furthermore, Corollary 1 shows that this quantity also has an influence on the recursive relationship between the numerical estimators at two successive steps. In addition, we find another important quantity η N T which is associated with the quadratic term β to the true parameter. In fact, η N T can be regarded as some measure of the intercorrelation of the regressors X among both cross section and time series dimensions. Particularly, if we assume that the regressors are i.i.d. both cross-sectionally and serially, η N T actually becomes the fourth moment of the regressor X it which is commonly known as the "kurtosis" after standardization.
The following example will show what η N T entails in a scenario that is a little more complex than the i.i.d. case. For simplicity, we will assume that p = 1 and r = 1 in this example.
Suppose that the regressors follow the spatial moving average model (e.g., Kapoor et al., 2007; Kelejian and Prucha, 2010 )
where {ξ ht : h = 1, 2, . . . , N ; t = 1, 2, . . . , T and ζ it : i = 1, 2, . . . , N ; t = 1, 2, . . . , T are both independent and identical distributed. {w ih : i, h = 1, 2, . . . , N } are deterministic weighting parameters. Under the assumptions of Theorem 1, we have
In this example, the asymptotic order of η N T is essentially determined by the spatial weights w ih 's. Notice that for Example (4.3) it is easy to derive that
According to Corollary 1, we can easily derive the sufficient condition for the recursive estimator β (m) N T to achieve consistency.
Theorem 3. In addition to Assumptions 1-3, we assume that as N, T → ∞,
(4.6)
Then for any step m ≥ 0,
It follows from Theorem 1 that the condition γ N T = o P (1) can guarantee (4.6) and then Theorem 3 implies that the recursive estimator β (m) N T is consistent. This is to say that the consistency of the initial OLS estimator will yield the consistency of the recursive estimation. Although in this case the initial estimator has already been consistent, recursive estimators are still desirable since it will converge faster.
Theorem 4. In addition to Assumptions 1-3, we assume
where H −1
N T is a diagonal matrix that consists of the first r largest eigenvalues arranged in decreasing order, of the matrix
(4.8)
Then we have, if the step m satisfies
then for any positive constant δ > 0,
This theorem provides an approximation for the minimum number of iterations at which the recursive estimator is close to the true value given a particular error tolerance, when the initial least squares estimator is consistent. It is worth noting that the condition (2) required in (4.7) is in fact not restrictive, since to achieve this one just needs to completely identify the factors and factor loadings (cf. Bai and Ng, 2013) . In practice, there are circumstances under which the common factors are of primary interest and need to be completely identified for specific economic interpretations. For example, Geweke and Zhou (1996) uniquely determine the factors and factor loadings when analyzing the arbitrage pricing theory in a Bayesian framework. Bai and Ng (2013) point out that examining the sensitivity to risk in arbitrage pricing theory requires complete identification of the factors and factor loadings. In the factor-augmented vector autoregressive (FAVAR) framework of Bernanke et al. (2005) , exact identification of the factors are required for investigating impulse responses of multiple macroeconomic indicators due to monetary policy shocks. Bai and Wang (2012) investigate the structural dynamic factor model with complete identification of the factor structure.
The following theorem shows a particular scenario in which the recursive estimator is inconsistent when the regressors and factor components are driven by dynamics in common.
Theorem 5. In addition to Assumptions 1-3, suppose that
where p = 1, φ > 0 is a constant number; G t : r × 1 and Q t : r × 1 are independent random vectors; and γ i : r × 1 is a random vector. Then as (N, T ) → ∞, for any step m ≥ 1,
In this case, the regressors and common factors are strongly correlated. As a result, identification of the true parameter will be a problem which incurs the inconsistency of recursive estimation.
Asymptotic Properties of F (m)
In this subsection, we present the asymptotic results about the recursive estimator F (m) for the common factors.
The following theorem illustrates how the recursive estimator of regressive coefficient influences the recursive estimator of the common factors at the same recursive step.
Theorem 6. Under Assumptions 1-3, we have for any recursive step m ≥ 1, 12) where
In Theorem 6, we have derived the formula that controls the asymptotic order of the recursive estimator F (m) . As can be observed from (4.12), when the recursive estimator β N T − β 0 = o P (1), the second term on the right side of (4.12) will be the leading term. Otherwise, the third term which captures the quadratic effects may also be the leading term in determining the asymptotic order of
The following corollary is an immediate consequence of Theorem 6.
Corollary 2. Under Assumptions 1-3, for any recursive step m ≥ 1,
According to (4.13), the convergence rate of the recursive estimator F (m) N T is affected by the dependence between the regressors and the common factor components characterized by γ N T . Moreover, it is also influenced by the inner-dependence among the elements of the regressors X measured by η N T . In fact, compared to Corollary 1, the ingredients that determine the asymptotic order of the recursive estimator F (m) are similar to those for β is
that is the best rate for the recursive estimator
When the initial least squares estimator β
N T is consistent, the asymptotic order of the recursive estimator F (m) becomes rather simple and is formulated as below.
Theorem 7. Under the assumptions of Theorem 3, we have for m ≥ 1,
5 Simulation
In this section, we investigate further the recursive least-squares estimator β (m) N T through Monte Carlo simulations 1 . In particular, we focus on providing numerical evidence for two major implications of the asymptotic theory that have been established in Section 4. The first implication is that when the initial OLS estimator β (0) N T is inconsistent, then the recursive estimation does not necessarily yield consistency either. The second one is that the consistency of the initial OLS estimator will guarantee the recursive estimator to be also consistent, and increasing the number of iterations can push the convergence rate of the recursive estimator towards the optimal rate 1/ √ N T .
Example 1. Consider the following DGP
where for each i = 1, 2, ..., N and t = 1, 2, ..., T , the factor loadings
) and β 0 = 1. The factor F t is generated i.i.d. from N (0, 1) and is then normalized to satisfy identification restriction. The error term it , following Chen et al. (2012) , is generated by
For the simulation study in each example, we consider 1000 replications.
where ς it is cross-sectionally dependent but serially independent. Specifically, let ς t = (ς 1t , ς 2t , ..., ς N t ) and we generate {ς t |t = 1, 2, ..., T } as a sequence of i.i.d. Gaussian random vectors with zero mean and covariance matrix Σ ς = (σ ij ) N ×N the element of which σ ij = 0.5 |j−i| for 1 ≤ i, j ≤ N . Table 1 summarises the performance of initial OLS estimator and resulting recursive estimators at various iterative steps in this example. We consider Two stopping rules for implementing recursive estimators in practice where eps = 10 −3 and 10 −4 respectively. The results clearly show that in the presence of the endogeneity the initial OLS estimator is not consistent and recursive estimators are inconsistent either, since when either (N, T ) or the number of iteration increases these estimators will remain distant from the true parameter. Example 2. We now simulate the example shown in Theorem 5, in which recursive estimation still leads to inconsistency. Precisely, we consider Y it = X it β 0 + λ i F t + it where X it = γ i G t , β 0 = 2, G t and γ i are i.i.d. N (0, 1) across i and t. The number of factors r = 1 and λ i = φγ i for each i and φ = 2. F t = G t + Q t where Q t are generated i.i.d. following N (0, 1). F t is then normalized to satisfy identification restriction. The error term it is generated as in Example 1.
As can be seen, the numerical results in Table 2 actually implies that β 
2) for i = 1, 2, ..., N and t = 1, 2, ..., T. Notice that (5.1) and (5.2) are the simplified version of the model considered in Pesaran (2006) with observable common shocks being removed. In this model, we have one individual-specific regressor (i.e. p = 1) with the corresponding coefficients β = 1 and one unobserved common factor (r = 1). We assume that the regressors are also driven by the same factor F t but multiplied by a different loading term ψ i which is non-random. The factor F t is generated i.i.d. from N (0, 1) and the factor loading λ i ∼ i.i. d.N (1, 1) . The idiosyncratic errors in the factor models for the regressors (5.2) are generated i.i.d. as η it ∼ N (0, 0.2 2 ) across i and t. We also generate the error term it as in the previous examples.
In this example, we will compare the average number of recursive steps required in simulation studies with the theoretical number obtained by equation (4.9) in Theorem 4 when the initial OLS estimator is consistent. Simple calculations can yield
and
Notice that the magnitude of η N T in (5.3) depends on the quantity
. Three scenarios will be considered for two different error tolerance (eps = 10 −6 and eps = 10 −8 )
used practically . First, we will restrict ψ i to be zero for each i and this leads to the case where the regressors X it are independent of the factor residuals. Second, we will set ψ i = e −i for each i and under this situation 0 < N i=1 ψ 2 i < 0.5 so that the factors are weak. In fact, the value of N i=1 ψ 2 i has been used by Lam et al. (2011, p. 905) to reflect the strength of the factors. Finally, we assume that
, ψ 2 N −0.8 noting that the notation "a b" denotes that a = O P (b) and b = O P (a)). This scenario is accomplished in simulation by assigning the values of ψ i appropriately to be 0 or 1 for each i. In this case, the factors strength is clearly growing with N and relatively stronger compared to the second case where the factors strength is constant when N increases. Moreover, it is worth mentioning that the magnitude of γ N T is determined by ψ = 1 N N i=1 ψ i which can be regarded as the average effect of the common shock among individual units. One should note that ψ 2 ≤ ψ 2 always. Therefore, it holds that 0 ≤ ψ = ψ 2 ≤ 1 for all three scenarios we consider. Table 3 shows that the average number of recursive steps in practice with the theoretical number obtained by equation (4.9) are very close. It is worth noting that we have also examined circumstances where the strength of the factors is even stronger than cases mentioned above. Specifically, suppose that
where the index 0 ≤ δ ≤ 1 indicates the factors strength. The situation in which δ = 0 corresponds to the standard "strong factors" assumption while δ > 0 implies weak factors (e.g., Lam et al., 2011) . In general, we find that the analytical approximation will be less accurate for the number of recursive steps required in practice as δ decreases. This is exactly what Theorem 3 implies, that is, when the factors strength increases the convergence rate of the recursive estimator will decrease, and in the extreme case where δ = 0 so that each factor loading is of exactly constant order the initial OLS is not consistent and the recursive estimation is very unlikely to achieve consistency either. As a result, the analytical approximation depending on asymptotics becomes less reliable practically when the factors strength rises up. Example 4. Consider a DGP with factor components being fixed: Y it = X it β 0 + λ i F t + it where X it ∼ N (1, 1) and β 0 = 1. The number of factors r = 2 and the elements of λ i and F t are generated i.i.d. (only once outside the simulation loop so they are fixed) following N (3, 1) respectively. F t is then normalized to satisfy identification restriction. The error term it is generated following the same equation as in Example 1.
The results in Table 4 show the performance of the initial OLS estimator and recursive estimators at various iterative steps. A general observation is that recursive estimation can yield consistency in this scenario where the factor components are fixed, although the initial OLS estimator is inconsistent. This example implies that in the absence of the endogeneity recursion yields consistency despite the inconsistency of initial OLS estimator. The impression we can have combining this example with preceding ones in this section is that endogeneity between the regressors and the errors largely accounts for the failure in consistency of the recursive estimation. Table 4 : The performance of initial OLS estimator and recursive estimators at various iterative steps in Example 4 with β 0 = 1. We consider recursive estimators using two different stopping rules for achieving numerical convergence in practice where eps = 10 −3 and 10 −4 respectively. 
Conclusion
This paper considered the recursive estimation approach for large panel data models with interactive fixed effects proposed by Bai (2009) . We showed that statistical properties of recursive estimators depend heavily on the properties of the initial OLS estimator and gave conditions for recursive estimators to converge to the true parameters. A sufficient condition for the consistent recursive estimation is the consistency of initial OLS estimation. As a matter of fact, when the initial OLS estimator is consistent, but with a convergence rate lower than
, the statistical properties of recursive estimator,
, is a function of the number of iterations, m. Moreover, strong dependence between regressors and the common factors in the errors (endogeneity) will lead to inconsistency of both the initial OLS and resulting recursive estimators.
Appendix: Proofs of Theorems
This section consists of two sets of results. First, we provide proofs of all the theorems stated in the main texts. Second, we include lemmas along with proofs, which are important axillary results for deriving main theorems.
Before showing technical details any further, we need to introduce some notations used in what follows. Let X it , x i(k) and x it(k) represent different vectors related to the regressor X. Precisely, X it is a p × 1 vector for any i = 1, 2, . . . , N and t = 1, 2, . . . , T ; x i(k) is a T × 1 vector for any i = 1, 2, . . . , N and k = 1, 2, . . . , p; and x it(k) is a scalar for any i = 1, 2, . . . , N and t = 1, 2, . . . , T ; k = 1, 2, . . . , p. M denotes a constant which might vary from line to line.
Proofs of Main Results

Proof of Theorem 1
Theorem 1 provides the asymptotic order of the initial OLS estimator β where
Since the true parameter β 0 satisfies model (2.1), we have the relationship between the initial estimator β (0) N T and β 0 as follows
In order to obtain the order of β
N T , it suffices to evaluate the orders of S xx , S xc and S x based on (7.2). Assumption 2(2) entails that S xx i.p. −→ Σ x as N, T tend to infinity jointly. Next, we examine S xc and S xε .
where the last inequality holds due to Lemma 2 and the facts that
according to Assumptions 2.2 and 2.3,
by Assumption 2.3, and
In view of (7.3), we can obtain
The order of S xc depends on the relationship between the regressors {X i : i = 1, 2, . . . , N } and the common factor components {(λ 0 i , F 0 ) : i = 1, 2, . . . , N }. To understand clearly the order of S xc , we will consider the following two extreme cases.
1. {X i : i = 1, 2, . . . , N } and {(λ 0 i , F 0 ) : i = 1, 2, . . . , N } are independent. In this case, we have
where the lase equality is valid due to Assumption 2.1. Moreover,
in which the last inequality is a result from Lemma 2 with Assumption 2.1 and Assumption 3.2.
Thus, it follows from (7.7) and (7.8) that
2. The regressors {X i : i = 1, 2, . . . , N } and the common factor components {(λ 0 i , F 0 ) : i = 1, 2, . . . , N } are dependent in the sense that X i = Fq i + η i . For this scenario, we have
It follows from the independence between η i and F 0 λ i that (7.11) where the last equality holds due to Assumption 2.1 and Assumption 3.2. Based on (7.10) and (7.11), we have
Next, we show that
14)
where the first equality uses 1 T F 0 F 0 = I r and the last equality utilizes the assumption that q i are independent of λ i and they are both independent across different i = 1, 2, . . . , N .
Then, due to (7.9), (7.12) and (7.13), it holds
(7.15) From (7.2) and (7.6), we have
By the definition of γ N T in (4.2),
Since the recursive estimator β N T at the m-th step, we obtain the estimator F (m) , Λ (m) at the m-th step by
Substituting Y i with the expression
Subtracting the term I (m) 9
on both sides of (7.20) and multiplying
, we have
Next, we investigate the eight terms
In fact, we will show that the terms
where the last equality holds noting (7.49) of Lemma 2 and that
Similarly, we will have the following results. For I 5 ,
where we obtain the last equality using (7.49) of Lemma 2 and (7.23).
noting (7.50) of Lemma 2 and (7.23).
where the last equality uses (7.50) of Lemma 2 and the restriction (7.23). For I
8 ,
where the last equality comes from (7.48) of Lemma 2 and (7.23).
Combining these results and (7.21), we obtain that the leading terms of
4 . So (4.12) in Theorem 6 can be derived.
Proof of Theorem 2. With the estimator Λ (m) , F (m) at the m-th step, we can obtain the estimator β (m+1) N T at the next step by
Next, we examine the term
Then we will look at the asymptotic orders of the eight terms J
h , h = 1, 2, . . . , 8. In fact, we will show that
For simplicity, we define
where the last equality is due to (7.49) in Lemma 2 and the fact that
where we can obtain the last equality based on (7.49) in Lemma 2, (7.26) and (7.27).
where the last second equality is valid because of Theorem 6, (7.49) in Lemma 2, (7.26) and (7.27).
where the last equality is the consequence of Lemma 3 and the fact that
We now focus on the order of the first term A 1 . Rewrite it as
For A 1,1 , we have
1,1 + A
1,1 .
It is easy to derive the order of A
1,1 from Lemma 4 noting that
It follows from the Cauchy inequality that the term A
1,1 can be written as
In summary, the order of A 1,1 is
Next, we consider the term A 1,2 . Notice first that
Moreover, we have
Applying Lemma 4, we will have
For B 2 ,
Since B 3 is the transpose of B 2 , it has the same order as B 2 . For B 4 ,
In summary, the order of A 1,2 is
Let us return to the term A 2 .
According to (7.29), (7.30) and (7.31), we can derive the order of J
8 .
Proof of Corollary 1. It follows from Theorem 2 that
This is actually sufficient for us to derive the orders of w
1,k and w 33) where the last equality holds due to the fact that
Then, 34) where the last equality depends on the fact that
This proof is completed with (7.32), (7.33) and (7.34).
Proof of Theorem 3. It follows from Theorem 1 that when γ N T = o P (1) the second term on the right hand side of Corollary 1 has higher order than the third term. Thus, the recursive procedure entails
Proof of Theorem 4. As the initial OLS estimator β
N T is a consistent estimator, Theorem 2 implies that the leading term on the right hand side of Theorem 2 is the second term, i.e.,
Applying the Cauchy-Schwartz inequality, we have
Then (4.9) can be obtained from
Proof of Theorem 5. For the initial OLS estimator, we have (7.38) Under this model, (7.39) According to the assumption that γ i , G t , Q t , ∀i = 1, 2, . . . , N ; t = 1, 2, . . . , T are independent, we have
Noticing (7.40), Theorem 1 and
we can obtain
As a result,
(7.43)
It then follows from the principal components analysis that estimators for the factor structure satisfy
Given the estimator λ
, we can derive the estimator β (1) applying the least-squares method to
It follows immediately from (7.44) and (7.45) that
For this recursive procedure, we have that for any step m ≥ 1,
Proof of Corollary 2. The proof is exactly the same as that of Corollary 1.
Proof of Theorem 7. The proof is totally the same as Theorem 3.
7.2 Some useful lemmas Lemma 1. [Lemma A.1 of Gao (2007) ] Suppose that {M n m : −∞ < m ≤ n < +∞} are the σ-fields generated by a stationary and α-mixing process {ξ i } +∞ −∞ with the mixing coefficient α(i). For some positive integers m, let η ∈ M t i s i where s 1 < t 1 < s 2 < t 2 < · · · < s m < t m and assume that t i − s i > τ for all i and some τ > 0. Assume further that, for some p i > 1,
for which
Lemma 2. Under Assumptions 2 and 3, we have the following estimations
Proof of Lemma 1. For (7.48), we calculate the second moment of this term as follows.
where the last inequality is valid due to Lemma 1 with Assumptions 2 and 3.
(7.49) can be obtained noting that
where the last inequality holds based on Lemma 1 and Assumptions 2 and 3. Finally, we have (7.50) noting that
where the last inequality is a result of Lemma 1 and Assumptions 2 and 3.
Lemma 3. Under Assumptions 1-3, we have the following results.
1. (m) are defined in (7.25) and (7.22) respectively. Next, we examine the orders of the eight terms R h , h = 1, 2, . . . , 8 in details. Applying similar arguments in the proofs of Theorem 2, we obtain For the term R 8 , it follows from Theorem 2 that 56) where the last second equality uses the fact that = O P 1 T whose last equality is ensured by Assumption 2, i.e., E F 0 t it = E F 0 t E it |F 0 t = 0 r .
Then, (7.51) can be obtained straight from (7.54), (7.55) and (7.58).
2. Multiplying H (m) and H (m) on the left and right sides of (7.51) respectively, we get Moreover, (7.58) It follows from (7.57) and (7.58) that where we used (7.51).
Lemma 4. Under Assumptions 1-3, we have the following results.
( 60) for any i = 1, 2, . . . , N and h = 1, 2, . . . , r. Notice here that M is a constant which may vary from line to line.
Proof. 
where the last equality results from Assumption 3(2) and Assumption 2. We can prove equation (2) similarly as what we did for equation (1).
