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Abstrak 
Teknologi pengklasteran dokumen memiliki peran yang signifkan dalam kemajuan 
teknologi informasi, diantaranya mempunyai peranan penting dalam pengembangan 
web  di bidang akurasi kategorisasi keyword otomatis pada search engine, kategorisasi 
berita untuk surat kabar elektronik,  peningkatan rating situs dengan teknologi Search 
Engine Optimization (SEO) dan sangat memungkinkan untuk diimplementasikan dalam 
berbagai teknologi informasi lainnya, oleh karena  itu diperlukan penelitian untuk 
meningkatkan ketepatan akurasi dalam pengklasteran dokumen. Dalam penelitian ini 
Algoritma Latent Semantic Analysis (LSA) dapat melakukan proses reduksi kalimat 
dengan lebih baik dibandingkan algoritma Feature Based sehingga mendapatkan hasil 
akurasi proses clustering dokumen yang lebih akurat. Beberapa tahapan clustering 
dalam penelitian ini, yaitu preprocessing, peringkas dokumen otomatis dengan metode 
fitur, peringkas dokumen otomatis dengan LSA, pembobotan kata, dan algoritma 
clustering. Hasil penelitian menunjukkan tingkat akurasi menggunakan peringkas 
dokumen otomatis dengan LSA dalam proses clustering dokumen mencapai 71,04 % 
yang diperoleh pada tingkat peringkas dokumen otomatis dengan LSA 40% 
dibandingkan dengan hasil clustering tanpa peringkas dokumen otomatis yang hanya 
mencapai tingkat akurasi 65,97 %.  
 
Kata kunci: Text Mining, Clustering, Peringkas Dokumen Otomatis, LSA 
 
Abstract 
Document clustering techonology has a significant role in the advancement of 
information technology, such as an important role for web development in the field of 
automatic keyword categorization accuracy on search engine, news classification for 
electronic newspaper, improvement of site rank using Search Engine Optimization 
(SEO) technology and enable to be implemented in various information technology, 
therefore is needed a research to improve accuracy in document clustering. In this 
research, Latent Semantic Analysis (LSA) algorithm can do sentence reduction process 
better than Feature Based algorithm so could be resulted in more accurate document 
clustering process. Several steps of clustering in this research are preprocessing, 
automatic document compression using feature method, automatic document 
compression using LSA, word weighting and clustering algorithm. The result of this 
research shows accuracy rating for automatic document compression using LSA in 
document clustering processing get the rating of 71,04% that was obtained on 
automatic document compression with LSA of 40% compared with clustering without 
automatic document compression that is only get the accuracy rating of 65,97%. 
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1. PENDAHULUAN 
 
Proses peringkas dokumen adalah 
sebuah proses untuk melakukan 
pengurangan volume dokumen menjadi 
lebih ringkas, dengan cara mengambil 
inti dokumen dan membuang term yang 
dianggap tidak penting tanpa 
mengurangi makna sebuah 
dokumen.[1][2], terdapat dua tipe 
pembuatan suatu ringkasan yang 
mengambil bagian terpenting dari teks 
aslinya yaitu abstrak dan ekstrak. 
Abstrak menghasilkan sebuah 
interprestasi terhadap teks aslinya, 
dimana sebuah kalimat akan 
ditransformasikan menjadi kalimat yang 
lebih singkat[3], sedangkan ekstraksi 
merupakan ringkasan teks yang 
diperoleh dengan menyajikan kembali 
bagian tulisan yang dianggap topik  
utama  tulisan  dengan  bentuk  yang  
lebih  disederhanakan  [4][5], dalam 
penelitian ini akan digunakan fitur 
ringkasan ekstrak sebagai model 
peringkas dokumen  otomatis. 
 
Penerapan teknik peringkasan dokumen 
untuk clustering dokumen memiliki 
dampak yang signifikan, hal ini 
dikarenakan proses clustering dokumen 
seringkali terkendala oleh besarnya 
volume dokumen yang ada. 
Permasalahan itu muncul karena 
volume dokumen yang besar identik 
dengan  besarnya matrik term-dokumen, 
padahal tidak semua term relevan dan 
terkadang muncul term-redundan dan 
hal inilah yang menyebabkan proses 
clustering menjadi tidak optimal [6]. 
Penelitian ini bertujuan untuk 
optimalisasi proses clustering dokumen 
dengan melakukan reduksi matrik term-
dokumen.   
 
Di dalam model peringkas dokumen 
otomatis dapat digunakan algoritma 
Feaure Based dan Latent Semantic 
Analysis (LSA) untuk proses reduksi 
kalimat[7]. Penelitian yang sudah 
pernah dilakukan dengan menggunakan 
algoritma Feature Based dalam proses 
peringkas dokumen otomatis sebagai 
feature reduction untuk proses 
clustering dokumen dihasilkan tingkat 
akurasi yang lebih baik dibandingkan 
dengan proses clustering menggunakan 
teknik feature reduction standar [8][9]. 
Peringkas Dokumen menggunakan 
Algoritma LSA diharapkan dapat 
melakukan proses reduksi kalimat 
dengan baik dibandingkan algoritma 
Feature Based sehingga dapat lebih 
meningkatkan akurasi proses clustering 
dokumen. 
 
Clustering dokumen adalah proses 
pengelompokan dataset dokumen 
merujuk pada similarity (kemiripan) 
pola data dokumen ke dalam suatu 
cluster, sedangkan yang tidak memiliki 
kemiripan akan dikelompokkan ke 
dalam cluster yang lain.[9]. K-means 
merupakan salah satu algoritma klaster 
yang paling terkenal dan sering 
digunakan untuk menyelesaikan 
permasalahan clustering yaitu dengan 
mengelompokkan sejumalah k cluster 
(dimana jumlah k telah di definisikan 
sebelumnya) [10].   
 
Langkah-langkah algoritma K-means 
adalah sebagai berikut: 
1. Tentukan nilai k sebagai jumlah 
klaster yang ingin dibentuk 
2. Bangkitkan  k centroid (titik pusat 
klaster) awal secara random. 
3. Hitung jarak setiap data ke masing-
masing centroid menggunakan 
rumus korelasi antar dua objek yaitu 
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Euclidean Distance dan kesamaan 
Cosine. 
4. Kelompokkan setiap data 
berdasarkan jarak terdekat antara 
data dengan centroidnya. 
5. Tentukan posisi centroid baru (k C) 
dengan cara menghitung nilai rata-
rata dari data-data yang ada pada 
centroid yang sama. 
 
 
(1) 
 
Dimana k n adalah jumlah dokumen 
dalam cluster k dan i d adalah 
dokumen dalam cluster k. 
6. Kembali ke langkah 3 jika posisi 
centroid baru dengan centroid lama 
tidak sama. 
Sim(dx,dy) = 
∑   	×	  
 
   
 ∑   
  
    × ∑   
  
   
  
(2) 
 
 
2. METODE PENELITIAN 
 
2.1 Tahap Preprocessing 
Tahapan preprocessing adalah tahapan 
awal sebelum dilakukan proses 
clustering, tahapan ini diperlukan agar 
dokumen hasil crawling, yang akan 
diproses berada dalam bentuk yang 
tepat dan dapat diproses pada tahapan 
selanjutnya. Penelitian ini 
menggunakan tiga tahap untuk 
preprocessing, yaitu : tokenization, 
stopword, dan stemming. 
  
2.2 Peringkasan Teks Dokumen 
Otomatis (Automatic Text 
Summarization) 
Peringkas dokumen teks otomatis 
adalah bentuk ringkas dari dokumen, 
yang bertujuan untuk menghilangkan 
term yang dianggap tidak relevan atau 
redundan dengan menjaga inti makna 
dari dokumen, sehingga meskipun 
dokumen tadi memiliki volume yang 
besar akan tetapi para pengguna 
dokumen dapat memahami inti 
maknanya dengan cepat dan benar 
[11][12].   
 
2.3 Metode Berbasis Fitur 
Dalam penelitian ini ada beberapa 
tahapan metode berbasis fitur yang 
digunakan, yaitu sebagai berikut : 
 
a. Fitur Judul 
Skor(Si) =  
                   
                             
   
(3) 
 
b. Panjang Kalimat 
Skor(Si) =  
     ℎ               
     ℎ                         
 
(4) 
 
c. Bobot Kata 
Skor(Si)  = 
      	      	     	       
        	      	      
       
(5) 
 
TF-IDF  =   jumlah kata pada 
dokumen * idf 
=  jumlah kata pada dokumen * 
log 
  
 
  
  df  =  jumlah kalimat yang 
mengandung kata x 
 N  = jumlah kalimat dalam pada 
dokumen 
 
d. Posisi Kalimat 
Skor(Si)  = 1 merepresentasikan 
kalimat pertama dan kalimat terakhir. 
0 merepresentasikan kalimat lainnya.  
 
e. Kesamaan Antar Kalimat 
  simcos (di,dj) = 
  	.		  
 |  | .		|    |
 (6) 
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= 
∑    
 
    	 	   
 ∑    
  
    	 	 ∑    
  
   
          (7) 
 
wik = Bobot kata pada dokumen 
wjk = Bobot kata pada query 
 
sedangkan untuk menghitung skor 
dari fitur ini adalah [4] :  
 
Skor(Si)  = 
      	      	          
      	        	          
   
(8) 
 
f. Kata Tematik 
Skor(Si)  =  
      	    	       	     	       
       	       (      	    	    	       )
(9) 
 
g. Data Numerik 
Skor(Si)  = 
 
      	    	       
       	       	(      	    	    	       )
(10) 
 
2.4 Metode Berbasis LSA (Latent 
Semantic Analysis) 
LSA (Latent Semantic Analysis) adalah 
metode statistik aljabar yang 
mengekstrak struktur semantik yang 
tersembunyi dari kata dan kalimat [7], 
untuk mencari interelasi diantara 
kalimat dan kata, digunakan metode 
aljabar Singular Value Decomposition 
(SVD). Disamping mempunyai 
kapasitas relasi model diantara kata dan 
kalimat, SVD ini mempunyai kapasitas 
reduksi noise yang membantu untuk 
meningkatkan akurasi [8][13]. 
 
2.5 Document Representation Vector 
Space Model 
VSM mengubah koleksi dokumen 
kedalam matrik term-document [9]. 
Pada gambar  1. Dimana d adalah 
dokumen dan w adalah bobot atau nilai 
untuk setiap term. 
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Gambar 1. Matrik Term-dokumen 
 
2.6 TFIDF 
Penelitian ini menggunakan TFIDF 
sebagai metode term weighting. TF 
adalah jumlah munculnya suatu term 
dalam suatu dokumen, IDF adalah 
perhitungan logaritma pembagian 
jumlah dokumen dengan frekuensi 
dokumen yang memuat suatu term, dan 
TFIDF adalah hasil perkalian nilai TF 
dengan IDF untuk sebuah term dalam 
dokumen. Persamaan IDF dan TFIDF 
dapat dilihat pada persamaan 10 dan 11 
dibawah ini: 
 
IDF = log 
 
  
            (10) 
 
TFIDF(t) = TF * log 
 
  
                  (11) 
 
2.7 Similiarity Measure 
Dalam penelitian ini untuk menghitung 
persamaan antar dokumen akan 
mengukur jarak antar 2 dokumen di dan 
dj, dengan menggunakan rumus cosines 
similiarity. Pada Vector Space Model 
Dokumen direpresentasikan dalam 
bentuk d = {w1, w2, w3,…, wn } dimana d  
adalah dokumen dan w  adalah nilai 
bobot setiap term dalam dokumen[14]. 
Persamaan similarity measure dapa 
dilihat pada persamaan 12 berikut ini : 
similiarity (di, dj) = cosines   = 
→	→
  .  
 |  | .||  ||
  
(12) 
 
2.8 Evaluation Measure 
Ada beberapa teknik evaluation 
measure untuk mengukur kualitas 
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performa dari model clustering 
dokumen, diantaranya adalah 
information metrix, misclassification 
index, purity, F-Measure. Penelitian ini 
menggunakan teknik F-measure untuk 
mengukur kinerja model yang 
diusulkan. Pengukuran F-Measure 
berdasar pada nilai Precision dan 
Recall. Semakin tinggi nilai Precision 
dan Recall maka menunjukkan tingat 
akurasi tinggi hasil clustering 
dokumen..Recall dan precision kategori 
i dalam cluster j diperoleh dari 
persamaan 13 berikut : 
 
Recall (i,j) = 
   
  
	       Precision (i,j) = 
   
  
 
(13) 
 
nij = jumlah dokumen kategori i dalam 
cluster j, 
ni  = jumlah dokumen dalam kategori i 
nj  = jumlah dokumen dalam cluster j 
 
Perhitungan F-measure menggunakan 
persamaan sebagai berikut: 
 
F(i,j) = 
 ∗(         ∗      )
(                )
                   
(14)  
 
Dan, rata-rata perhitungan F-Measure 
menggunakan persamaan berikut: 
 
F = ∑
  
  
 maxj=1,…,k F(i,j)                    
(15) 
 
Max {F(i,j)}  = nilai maksimum F-
Measure dari kategori i dalam cluster j 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Model yang diusulkan 
 
Algoritma yang diusulkan akan 
diimplementasikan secara umum 
dengan menggunakan pemrograman 
JAVA. Sistem akan dibangun 
menggunakan Lucene3 sebagai java 
library. Lucene memiliki fungsi  
stopword removal dan stemming  
sebagai preprocessing,  perhitungan 
pembobotan Term Frequency Invers 
Document Frequency (TFIDF) dan 
perhitungan cosines similarity untuk 
menghitung kemiripan antar dokumen, 
selain itu lucene secara luas sudah 
diakui dalam penggunaannya untuk 
mesin pencari dan situs pencarian. 
Keunggulan lainnya adalah lucene 
merupakan software library yang open 
source. 
 
2.9 Dataset 
Penelitian ini memakai data yang 
berasal dari situs portal berita yahoo 
news Indonesia, jumlah dataset test 
sebanyak 150 dokumen berita berbahasa 
indonesia dari 5 kategori berita yaitu: 
Sport, Ekonomi, Hukum, Kriminal, dan  
Politik.  Dataset  tersebut  di-
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Belajar 
membaca 
buku 
ajar 
baca 
buku 
Belajar 
membaca 
buku 
transformasi  untuk  mendapatkan  
atribut yang relevan dan sesuai dengan 
format input algoritma clustering 
dokumen. 
 
2.10  Preprocessing 
Di dalam penelitian ini menggunakan 3 
tahapan preprocessing yang akan di 
gunakan yaitu: Tokenization, Stopword, 
dan Stemming. 
 
a. Tokenization 
Tahap tokenizing adalah tahap 
pemotongan string input  berdasarkan 
tiap kata yang menyusunnya, contoh 
dari tahapan ini adalah sebagai berikut : 
Teks  Input : “Belajar membaca buku”.                               
Hasil Token :  
 
 
 
b. Stopword 
Dalam tahap stopword, kata-kata yang 
tidak relevan dalam penentuan topic 
sebuah dokumen akan dihilangkan, 
misal kata “adalah”, “dari”, “sebuah”, 
“atau” dan lain-lain dalam dokumen 
bahasa Indonesia. 
 
c. Stemming 
Steming merupakan tahap mencari root 
kata / kata dasar  dari tiap kata hasil 
filtering, contoh dari tahap ini adalah 
sebagai berikut : 
Hasil Filter :    
 
 
 
Hasil Stemming : 
 
 
 
 
 
2.11 Evaluasi 
Evaluasi dilakukan dengan mengamati 
hasil clustering dari pengujian metode 
yang diusulkan dengan algoritma LSA 
(Latent Semantic Analysis). Dalam 
penelitian ini, digunakan F-measure 
untuk mengukur kinerja clustering.  F-
measure diperoleh dari pengukuran 
recall dan precision. Recall adalah rasio 
dokumen yang relevan yang terambil 
dengan jumlah seluruh dokumen dalam 
koleksi dokumen, sedangkan precision 
adalah rasio jumlah dokumen relevan 
terambil dengan seluruh jumlah 
dokumen terambil. Validasi hasil 
dengan membandingkan hasil evaluasi 
metode yang diusulkan. 
 
 
3.  HASIL DAN PEMBAHASAN 
 
3.1  Hasil akurasi kinerja clustering 
 
Tabel 1: Hasil penelitian 
 
 
Tabel 1 diatas merupakan perbandingan 
hasil penelitian dari beberapa model 
yang diuji dan model yang diusulkan. 
Dari hasil penelitian yang dilakukan 
dapat dibuktikan bahwa rata-rata hasil 
proses clustering dokumen 
menggunakan model yang diusulkan 
yaitu peringkas dokumen otomatis 
dengan metode Latent Semantic 
Analysis (LSA) dapat meningkatkan 
akurasi hasil clustering  pada dokumen 
teks berbahasa Indonesia. 
 
Tingkat akurasi rata-rata tertinggi 
diperoleh menggunakan peringkas 
dokumen otomatis  dengan metode LSA 
mencapai 71,04 % yang diperoleh pada 
tingkat peringkas dokumen otomatis 
LSA 40% dibandingkan dengan tanpa 
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menggunakan peringkas dokumen 
otomatis yang hanya mencapai rata-rata 
tingkat akurasi 65,92 %, dari gambar 
diatas juga dapat dilihat hasil rata-rata 
proses clustering dokumen dengan 
menggunakan teknik peringkas 
dokumen otomatis secara keseluruhan 
mengalami peningkatan kinerja dari 
pada kinerja clustering dokumen tanpa 
menggunakan teknik peringkas 
dokumen otomatis. Hasil penelitian 
lebih lengkap dapat dilihat pada 
Gambar 3 dibawah ini: 
 
 
Gambar 3. Rata-rata hasil kinerja proses 
clustering dokumen 
 
Grafik batang pada gambar 3 diatas 
menunjukkan bahwa secara keseluruhan 
untuk beberapa pengujian, 
menunjukkan model peringkas 
dokumen otomatis menggunakan 
algoritma LSA menghasilkan akurasi 
hasil clustering yang lebih baik 
dibandingakan dengan algoritma 
Feature based. Dan hasil terbaik 
ditunjukkan oleh model peringkas 
dokumen LSA dengan tingkat % 
summary 40% yaitu menghasilkan nilai 
F-measure rata-rata sebesar 71,04%. 
 
 
4. KESIMPULAN 
 
Berdasarkan percobaan-percobaan yang 
telah dilakukan dapat disimpulkan 
bahwa Peringkas Dokumen Otomatis 
dengan Latent Semantic Analysis (LSA) 
pada Proses Clustering Dokumen Teks 
Berbahasa Indonesia dapat 
meningkatkan kinerja clustering 
dokumen lebih baik dari pada Peringkas 
Dokumen Otomatis dengan Metode 
Fitur dan Proses Clustering Dokumen 
Standar, mengalami peningkatan dari 
tingkat akurasi 65,92 % untuk proses 
clustering standar menjadi 71,04% 
untuk proses clustering dokumen 
menggunakan peringkas dokumen 
otomatis dengan Latent Semantic 
Analysis  (LSA).  
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