The Air Quality Model Evaluation International Initiative (AQMEII) has now reached its second 52 phase which is dedicated to the evaluation of online coupled chemistry-meteorology models. 53 Sixteen modelling groups from Europe and five from North America have run regional air quality 54 models to simulate the year 2010 over one European and one North American domain. The MACC 55 re-analysis has been used as chemical initial (IC) and boundary conditions (BC) by all participating 56 regional models in AQMEII-2. The aim of the present work is to evaluate the MACC re-analysis 57 along with the participating regional models against a set of ground-based measurements (O3, CO, 58 NO, NO2, SO2, SO4 2-) and vertical profiles (O3 and CO). Results indicate different degrees of 59 agreement between the measurements and the MACC re-analysis, with an overall better 60 performance over the North American domain. The influence of BC on regional air quality 61 simulations is analyzed in a qualitative way by contrasting model performance for the MACC re-62 analysis with that for the regional models. This approach complements more quantitative 63 approaches documented in the literature that often have involved sensitivity simulations but 64 typically were limited to only one or only a few regional scale models. Results suggest an important 65 influence of the BC on ozone for which the underestimation in winter in the MACC re-analysis is 66 mimicked by the regional models. For CO, it is found that background concentrations near the 67 domain boundaries are rather close to observations while those over the interior of the two 68 continents are underpredicted by both MACC and the regional models over Europe but only by 69 MACC over North America. This indicates that emission differences between the MACC re-70 analysis and the regional models can have a profound impact on model performance and points to 71 the need for harmonization of inputs in future linked global/regional modeling studies. 72 73 74 75 76 77 78
Introduction
model domain varies strongly from species to species depending on its lifetime. For species with 139 a lifetime comparable or exceeding the average time it takes to transport an air mass across the 140 model domain, the BC will potentially have a large influence on the modeling results. Therefore, 141 we evaluate the MACC re-analysis against observations for a range of species provided as BC for 142 the regional models with a large range of different lifetimes, and compare the results of the MACC 143 re-analysis with the results of the regional models. For longer lived species we expect the regional 144 models to follow more closely the MACC re-analysis, whereas for shorter lived species the 145 differences may be larger and dominated by differences in emissions within the model domain or 146 differences in photochemistry, deposition, and other factors. In cases where concentrations of 147 longer-lived species with large primary sources such as CO differ between the MACC re-analysis 148 and the regional-scale models, these differences may point to inconsistencies in the emission 149 inventories used in the global and regional scale simulations. Documenting such instances in this 150 study will provide motivation for future work aimed at better linking global and regional scale 151 modeling systems, including a harmonization of emission inventories. 152 Since this study compares domain-averaged results from the regional models with both the 153 MACC re-analysis and with observations, it also presents a limited evaluation of the regional 154 models for a range of species for which the MACC reanalysis provided the boundary conditions 155 (O3 , CO, NOx, SO2 , SO4 2-). While O3 and PM2.5 concentrations from the regional models have 156 already been analyzed by Im et al. (2014a,b) , the current study complements this work by including
The chemical BC for all models were provided by ECMWF from the MACC re-analysis (Inness 199 et al., 2013) . The MACC re-analysis uses an updated data set of anthropogenic emissions 200 (MACCity, (Granier et al., 2011) ) with assimilation of satellite observations of O3, CO and NO2 201 in the coupled system IFS- MOZART (Flemming et al., 2009) . It produced a 10 year long reanalysis 202 of global atmospheric composition for the period 2003-2012. As pointed out in In-ness et al. 203 (2013), the assimilation of satellite observations of O3, CO, and NO2 greatly improved total column 204 values, that are generally in very good agreement with independent observations, but profiles can 205 show some problems in the boundary layer where concentrations are dominated by emissions. 206 Moreover, most of the assimilated satellite observations had little sensitivity to pollutants near the 207 surface and very coarse (or no) vertical resolution in the troposphere and therefore provided fewer 208 constraints on concentrations in the planetary boundary layer. 209 MACC data are available in 3-hour time intervals and were provided in daily files with 8 times 210 per file. The horizontal resolution of the model is 1.125°× 1.125°. Variables were provided as 3D 211 fields in pressure hybrid vertical coordinates and included gas phase species (O3 , NO, NO2, HNO3, 212 HO2, NO2, OH, H2O2, CO, CH4 , PAN, SO2, CH2O (formaldehyde), C2H6 (ethane), CH3CHO 213 (acetaldehyde), BIGENE (C>3 alkenes and alkynes), BIGALK (C>3 alkanes), ISOP (isoprene), 214 TOLUENE) and aerosol species (sea-salt, dust, sulfate, organic matter and black carbon. Note: 215 Organic matter and black carbon were described as sum of hydrophobic and hydrophilic). 216 NMVOC species had to be assigned to the most closely matching chemical species depending on 217 the individual model's chemical speciation. 218 In order to mitigate known biases and issues in the MACC data, a list of recommendations were 219 formulated for the modelers to follow. The organic aerosol concentrations were assigned to 220 primary organic aerosol (POA) since it is unclear how this should be distributed on secondary 221 organic aerosol (SOA) in a given model. Since a preliminary analysis indicated that MACC sea-222 salt fields were significantly biased high, they were not used as input to the regional models, but 223 the simulation grids were large enough such that each model could generate the sea salt fields 224 internally using its own sea salt parameterization. Mineral dust aerosols were provided by MACC 225 in three different size ranges (0.03 -0.55 µm, 0.55 -0.9 µm and 0.9 -20 µm) which had to be 226 mapped onto the aerosol size classes used by each of the regional models. The guideline was to to landing and have an accuracy of ±(5 ppbv±5%) (Nédélec et al., 2003) . The original MOZAIC 260 data set is separated into cruising (for which data are temporally averaged) and landing/take off 261 phase (for which data are averaged over 100 m vertical intervals). The MOZAIC data considered 262 here were gathered during takeoff and landing phases at the airport of Frankfurt, with the majority 263 of data being in the morning hours between 07 and 12 UTC. Unfortunately, data coverage in 2010 264 was much poorer than in other years and was limited to the winter and fall seasons (Solazzo et al., 265 2013) . For this analysis we use measurements at Frankfurt airport location, ingested into the 266 ENSEMBLE system by the JRC to provide measurements at a set of 13 fixed elevations above 267 ground. 
Evaluation method 270
Each modelling group has provided standardized outputs: hourly maps of surface 271 concentrations, re-gridded to the same horizontal resolution of 0.25° × 0.25°, hourly surface 272 concentrations at selected locations (receptor points) and vertical profiles at airport locations. The 273 same standardized output has been extracted from MACC, i.e. MACC fields were interpolated to 274 the common 0.25° × 0.25° analysis grid for the analysis of gridded fields and to the location of the 275 selected monitoring sites for the analysis at specific receptor locations.
276
For the present analysis, we retrieved CO, O3, NO, NO2, SO2 and SO4 2aerosol receptor data 277 from the ENSEMBLE system to compare against station observations. This selection is motivated 278 by the requirement that the species should be provided as BC by the MACC re-analysis, that there 279 should be a sufficient number of observations available for validation, and that the compounds 280 should cover a range of lifetimes. Since the regional models use relatively coarse horizontal 281 resolutions (see also O3 is one of the most important photooxidants in the atmosphere. High surface O3 301 concentrations are of concern as they can cause serious problems to human health and vegetation.
302
It is not emitted directly into the air, but in the troposphere it is formed via photochemical cycles Table 3 we report performance metrics for 310 all the models, focusing on winter and summer midday periods. The MACC re-analysis midday Flemming et al., 2014) . Neither MACC nor the regional models capture the elevated observed 317 concentrations during springtime, a shortcoming that has also been pointed out by Inness et al.
318
(2013) for the MACC fields. The underestimation of ozone in the regional models during these 319 months is thus likely driven by too little ozone entering the domain through the lateral boundaries.
320
Over NA, the MACC re-analysis median values are closer to the observations, both during daytime 321 and nighttime, only overestimating midday O3 in the month of July. 
334
CO is the longest lived species that has been simulated by all models, including MACC re-335 analysis, and for which we have available observations.
336
The MACC re-analysis for reactive gases has been extensively evaluated in Inness et al. (2013) 337 and Stein et al. (2014) . In particular, surface CO was found to agree well with NOAA/GMD 338 observations at a selection of remote sites (Mace Head, Key Biscayne, Tenerife and South Pole); 339 total column values were in good agreement with observations, but vertical profiles showed some 340 differences from observations in the boundary layer (Inness et al., 2013) . Since boundary layer 341 concentrations are dominated by emissions, these differences could be an indication of errors in 342 the emission inventory for CO (and VOCs,) underestimation of the chemical source, a lack of 343 efficacy in modelling boundary layer mixing processes, and/or a mismatch in the spatial 344 representativeness of the observations and MACC fields, but no further diagnostic analysis of the 345 relative importance of these potential factors was presented in Inness et al. (2013) .
346
In order to conduct a more comprehensive comparison within the AQMEII-2 modelling In Figure 4 we show the midday median monthly CO surface concentrations for 48 European 361 and 17 North American rural stations with continuous measurements. In Table 4 we report 362 performance metrics for all the models, focusing on winter and summer midday periods. In the EU winter (see Stein et al. (2014) for a more thorough discussion). Potential discrepancies in the spatial 370 scales represented by the observations and model predictions are likely not a major factor because 371 the analysis focuses on rural sites. In the NA case the underestimation is less severe for MACC .
372
The regional models do not track CO from MACC as closely as in the EU case, suggesting larger 373 differences between the MACCity and the NA emission inventories (see also Section 4.3 below).
374
In fact, the regional models even tend to overestimate CO suggesting an overcompensation of the Figure 5 and Figure 6 show the midday median monthly surface concentrations of NO and NO2 392 respectively. In Table 5 we report performance metrics for all the models, focusing on winter and 393 summer midday periods, for combined NOx.
394
In both the EU and NA case, the MACC model consistently underestimates the surface NO and 395 NO2 concentrations throughout the year 2010. The regional models are closer to the observations 396 than the MACC re-analysis, especially for NO2. There is significant spread between the models, summer and up to one day in winter (Schaub et al., 2007) . Given such a short lifetime, the ability 406 of the models to reproduce NO and NO2 surface values is not directly affected by the MACC 407 boundary conditions, but the consistent underestimation of NO2 by most models probably indicates 408 a lack of emissions in the inventories used by both the regional models and the MACC re-analysis.
409
On the other hand, since we are looking at rural, relatively emissions-poor locations, the also with respect to sulfur chemistry and wet and dry deposition. In the NA case, the MACC re-442 analysis is within the interquartile range of the observations for most of the year, but shows a 443 pronounced seasonal cycle not seen in the observations that manifests itself in a tendency to 444 underestimate surface SO2 in summer. Due to its rather short lifetime, SO2 does not get transported 445 efficiently from the borders towards the center of the domain, where the performance of the models 446 is not strongly affected by the MACC re-analysis biases. In winter, the regional models show 447 significantly lower SO2 concentrations than the MACC re-analysis, more consistent with the 448 observations. However, over NA the regional models also exhibit a seasonal cycle that is not 449 visible in the observations. Some models show a significant underprediction, notably UK5 over 2009) based on a simple SO2 to sulfate conversion approach. The fields provided as BC for the 459 regional models were SO2 from the MOZART scheme but sulfate from the MACC aerosol module.
460
Different from the regional models, the SO2 and sulfate fields analyzed for the MACC re-analysis Chem with (SI2) and without (IT1) SO2 oxidation in cloud water. The model IT1 indeed is one of 484 the models that strongly underestimate sulfate in winter while SI2 is rather closely following the 485 observations. Although the other WRF-Chem models did include aqueous phase chemistry, they 486 follow more closely the seasonal profile of IT1 than the profile of SI2. However, these models 487 used different modules for both aqueous chemistry and wet deposition than SI2. A further analysis 488 of the impact of different configurations available in WRF-Chem on SO2 and sulfate would thus 489 be highly valuable. 
496
The models UK5 and NL2 also represent sulfate concentrations fairly accurately and at the 497 same time are among the models with rather low SO2 concentrations in winter (especially UK5), 498 suggesting a more efficient SO2 to sulfate conversion as compared to other models.
499
In the NA case (bottom panel of Figure 8 ), CA2 and CA2f show a similar pattern of strong 500 positive bias, similarly to SO2, but with the largest overestimation in summer, as opposed to winter 501 for SO2. The other models are able to well reproduce sulfate surface concentrations, but this pattern 502 is not correlated with the positive bias shown by the MACC re-analysis. 
Vertical Profiles at Frankfurt Airport 505
Most air pollutants have a longer lifetime at higher altitudes and show a much smoother 506 distribution than in the boundary layer. This is a consequence of slower photochemistry due to 507 generally lower concentrations and lower temperatures and the absence of emission sources and 508 (dry) deposition sinks. Therefore, the influence of the MACC re-analysis is expected to be larger 509 in the free and upper troposphere than in the boundary layer.
510
In Figure 9 , we show the winter averaged vertical profiles at Frankfurt airport for O3 (top panel) 511 and CO (bottom panel), in which all regional models and the MACC re-analysis are compared to 512 MOZAIC aircraft measurements. the PBL the regional models quite closely track the MACC re-analysis, indicating a larger 525 influence of BC at higher altitudes, though as noted above the spread between the regional models 526 begins to increase in the upper troposphere.
527
Over Frankfurt, CO concentrations are severely underestimated up to ∼6 km, with a bias close 528 to the surface exceeding 200 ppb. All the models, except for DE3 and UK5, follow closely the 529 vertical profile of MACC re-analysis, with an increasing spread towards the surface. This result is 530 consistent with the analysis of CO concentrations at ground stations and suggests that the emission 531 inventories used by the MACC re-analysis and the regional models might be the cause of large 
566
These findings confirm our speculation that strong biases in O3 and CO are to a large extent 567 due to differences in emission inventories between the MACC re-analysis and the regional models.
568
In Figures 12 and 13 we show the winter and summer average surface concentrations for O3 569 and CO over NA. Again, the superposed green dots on the maps represent the ground stations 570 selected for the analysis in Section 4.1.1 and 4.1.2. Similar to the EU case, the differences between 571 the regional models and the MACC re-analysis can be quite large within the interior of the domain 572 confirming the importance of the chosen emission inventories even for relatively long-lived 573 species such as CO and ozone. The CO concentrations are much larger in the regional models than 574 in MACC especially in winter, consistent with the findings presented in Section 4.1.2.
575
The differences in summertime CO concentrations over Canada can be explained by the fact 576 that SMARTFIREv2 covers only the US and no Canadian wildfire emissions were contained in 577 the emission inventories used by the regional models. While ozone concentrations are rather 578 similar in the mean of the regional models and the global model in summer, the MACC re-analysis 579 shows generally much lower O3 in winter similar to the EU case.
580
It is important to note that the regional models are run at much higher resolution than the MACC 581 re-analysis. As a consequence, the regional models generally show much more small scale 582 structure in the concentrations of O3 and CO at the surface than the MACC re-analysis. Since 583 there are other factors which could influence the surface concentrations beyond the differences in 584 emission inventories, including the effect of vertical mixing, dry deposition and chemistry 585 schemes, we stress that these differences deserve further analysis. 
