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Abstract
Model-based reinforcement learning is an appealing framework for creating
agents that learn, plan, and act in sequential environments. Model-based
algorithms typically involve learning a transition model that takes a state and
an action and outputs the next state—a one-step model. This model can be
composed with itself to enable predicting multiple steps into the future, but
one-step prediction errors can get magnified, leading to unacceptable inaccuracy.
This compounding-error problem plagues planning and undermines model-based
reinforcement learning. In this paper, we address the compounding-error problem
by introducing a multi-step model that directly outputs the outcome of executing
a sequence of actions. Novel theoretical and empirical results indicate that the
multi-step model is more conducive to efficient value-function estimation, and
it yields better action selection compared to the one-step model. These results
make a strong case for using multi-step models in the context of model-based
reinforcement learning.
1 Introduction
The model-based approach to reinforcement learning (RL) offers a unique framework for addressing
three important artificial intelligence (AI) problems: understanding the dynamics of the environment
through interaction, using the acquired knowledge for planning, and performing sequential decision
making. One promise of model-based RL is to enable sample-efficient learning [Sutton, 1990;
Deisenroth and Rasmussen, 2011; Levine and Abbeel, 2014]. This advantage is well-understood in
theory in settings such as value-function estimation [Azar et al., 2012], exploration in discounted and
finite-horizon Markov decision processes (MDPs) [Szita and Szepesva´ri, 2010; Dann and Brunskill,
2015], and exploration in contextual decision processes [Sun et al., 2018].
Planning has long been a fundamental research area in AI [Hart et al., 1972; Russell and Norvig,
2016]. In the context of model-based RL, Sutton and Barto [2018] define planning as any process
that goes from a model to a value function or a policy. They describe two notions of planning,
namely decision-time planning and background planning. In decision-time planning, the agent
utilizes the model during action selection by performing tree search [Kearns and Singh, 2002; Kocsis
and Szepesva´ri, 2006; Silver et al., 2016]. An agent is said to be performing background planning if
it utilizes the model to update its value or policy network. Examples of background planning include
the Dyna Architecture [Sutton, 1990; Sutton et al., 2008], or model-based policy-search [Abbeel
et al., 2006; Deisenroth and Rasmussen, 2011; Kurutach et al., 2018]. We call an algorithm
model-based if it performs either background or decision-time planning.
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A key aspect distinguishing model-based RL from traditional planning is that the model is learned
from experience. As such, the model may be imperfect due to ineffective generalization [Abbeel
et al., 2006; Nagabandi et al., 2018], inadequate exploration [Brafman and Tennenholtz, 2002;
Shyam et al., 2018], overfitting [Asadi et al., 2018b], or irreducible errors in unrealizable
settings [Shalev-Shwartz and Ben-David, 2014; Talvitie, 2014]. More generally, a common view
across various scientific disciplines is that all models are wrong, though some are still useful [Box,
1976; Wit et al., 2012].
Previous work explored learning models that look a single step ahead. To predict H steps ahead, the
starting point of a step h ∈ [2, H] is set to the end point of the previous step h − 1. Unfortunately,
when the model is wrong, this procedure can interfere with successful planning [Talvitie, 2014;
Venkatraman et al., 2015; Asadi et al., 2018b]. A significant reason for this failure is that the model
may produce a “fake” input, meaning an input that cannot possibly occur in the domain, which is
then fed back to the unprepared one-step model. Notice that two sources of error co-exist: The
model is imperfect, and the model gets an inaccurate input in all but the first step. The interplay
between the two errors leads to what is referred to as the compounding-error problem [Asadi et
al., 2018b]. To mitigate the problem, Talvitie [2014] and Venkatraman et al. [2015] provided an
approach, called hallucination, that prepares the model for the fake inputs generated by itself. In
contrast, our approach to the problem is to avoid feeding such fake inputs altogether by using a
multi-step model. Though multi-step algorithms are popular in the model-free setting [Sutton and
Barto, 2018; Asis et al., 2017; Singh and Sutton, 1996; Precup, 2000], extension to the model-based
setting remains less explored.
Our main contribution is to propose a Multi-step Model for Model-based RL (or simply M3) that
directly predicts the outcome of executing a sequence of actions. Learning the multi-step model
allows us to avoid feeding fake inputs to the model. We further introduce a novel rollout procedure
in which the original first state of the rollout will be the starting point across all rollout steps. Our
theory shows that, relative to the one-step model, learning the multi-step model is more effective for
value estimation. To this end, we study the hardness of learning the multi-step model through the
lens of Rademacher complexity [Bartlett and Mendelson, 2002]. Finally, we empirically evaluate the
multi-step model and show its advantage relative to the one-step model in the context of background
planning and decision-time planning.
2 Background and Notation
To formulate the reinforcement-learning problem, we use finite-horizon Markov decsion processes
(MDPs) with continuous states and discrete actions. See Puterman [2014] for a thorough treatment
of MDPs, and Sutton and Barto [2018] for an introduction to reinforcement learning.
2.1 Lipschitz Continuity
Following previous work [Berkenkamp et al., 2017; Asadi et al., 2018b; Luo et al., 2018; Gelada et
al., 2019] we make assumptions on the smoothness of models, characterized below.
Definition 1. Given metric spaces (X , d1) and (Y, d2), f :X →Y is Lipschitz if ,
Lip(f) := sup
x1∈X ,x2∈X
d2
(
f(x1), f(x2)
)
d1(x1, x2)
is finite. Similarly, f : X ×A → Y is uniformly Lipschitz in A if the quantity below is finite:
LipA(f) := sup
a∈A
sup
x1∈S,x2∈S
d2
(
f(x1, a), f(x2, a)
)
d1(x1, x2)
.
2
Definition Agent’s Approximation
pi(a | s) probability of taking a in s N/A
ah 〈a1, ..., ah〉 N/A
Th(s, ah) MDP state after taking ah in s T̂h(s, ah)
Th(s, s
′, pi) Pr(st+h = s′ | st = s, pi) T̂h(s, s′, pi)
(T1)
h(s, ah) T1
(
...T1
(
T1(s, a1)
)
, a2, ..., ah
)
(T̂1)
h(s, ah)
Table 1: Notation used in the paper.
2.2 Rademacher Complexity
We use Rademacher complexity for sample complexity analysis. We define this measure, but for
details see Bartlett and Mendelson [2002] or Mohri et al. [2012]. Also, see Jiang et al. [2015] and
Lehnert et al. [2018] for previous applications of Rademacher in reinforcement learning.
Definition 2. Consider f : S → [−1, 1], and a set of such functions F . The Rademacher
complexity of this set, Rad(F), is defined as:
Rad(F) := Esj ,σj
[
sup
f∈F
1
n
n∑
j=1
σjf(sj)
]
,
where σj , referred to as Rademacher random variables, are drawn uniformly at random from {±1}.
The Rademacher variables could be thought of as independent and identically distributed noise.
Under this view, the average 1n
∑n
j=1 σjf(sj) quantifies the extent to which f(·) matches the noise.
We have a high Rademacher complexity for a complicated hypothesis space that can accurately
match noise. Conversely, a simple hypothesis space has a low Rademacher complexity.
To apply Rademacher to the model-based setting where the output of the model is a vector, we extend
Definition 2 to vector-valued functions that map to [−1, 1]d. Consider a function g := 〈f1, ..., fd〉
where ∀i fi ∈ F . Define the set of such functions G. Then:
Rad(G) := Esj ,σji
[
sup
g∈G
1
n
n∑
j=1
d∑
i=1
σjig(sj)i
]
,
where σji are drawn uniformly from {±1}.
2.3 Transition-Model Notation
Our theoretical results focus on MDPs with deterministic transitions. This common
assumption [Abbeel et al., 2006; Talvitie, 2017] simplifies notation and analysis. Note that a
deterministic environment, like nearly all Atari games [Bellemare et al., 2013], can still be quite
complex and challenging for model-based reinforcement learning [Azizzadenesheli et al., 2018].
We introduce an extension of our results to a stochastic setting in the Appendix.
We use an overloaded notation for a transition model (see Table 1). Notice that our definitions
support stochastic h-step transitions since these transitions are policy dependent, and that we allow
for stochastic policies.
3 M3 – A Multi-step Model for Model-based Reinforcement Learning
M3 is an extension of the one-step model—rather than only predicting a single step ahead, it learns
to predict h ∈ {1, ...,H} steps ahead using H different functions:
T̂h(s, ah) ≈ Th(s, ah) ,
where ah = 〈a1, a2, ..., ah〉. Finally, by M3, we mean the set of these H functions:
M3 :=
{
T̂h | h ∈ Z : h ∈ [1, H]
}
.
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Figure 1: (top) a 3-step rollout using a one-step model. (bottom) a 3-step rollout using a multi-step model M3.
Crucially, at each step of the multi-step rollout, the agent uses s1 as the starting point. The output of each
intermediate step is only used to compute the next action.
This model is different than the few examples of multi-step models studied in prior work: Sutton
[1995] as well as van Seijen and Sutton [2015] considered multi-step models that do not take actions
as input, but are implicitly conditioned on the current policy. Similarly, option models are multi-step
models that are conditioned on one specific policy and a termination condition [Precup and Sutton,
1998; Sutton et al., 1999; Silver and Ciosek, 2012]. Finally, Silver et al. [2017] introduced a
multi-step model that directly predicts next values, but the model is defined for prediction tasks.
We now introduce a new rollout procedure using the multi-step model. Note that by an H-step
rollout we mean sampling the next action using the agent’s fixed policy pi : S 7→ Pr(A), then
computing the next state using the agent’s model, and then iterating this procedure for H − 1 more
times. We now show a novel rollout procedure using the multi-step model that obviates the need for
the model to get its own output. To this end, we derive an approximate experession for:
TH(s, s
′, pi) := Pr(st+H = s′ | st = s, pi) .
Key to our approach is to rewrite T̂H(s, s′, pi) ≈ TH(s, s′, pi) in terms of predictions conditioned on
action sequences as shown below:
T̂H(s, s
′, pi) := Pr(st+H = s′ | st = s, pi) =
∑
aH
Pr(aH | s, pi) 1
(
s′ = T̂H(s, aH)︸ ︷︷ ︸
available by M3
)
.
Observe that given the M3 model introduced above, T̂H(s, ah) is actually available—we only need
to focus on the quantity Pr(aH |s, pi). Intuitively, we need to compute the probability of taking a
sequence of actions of length H in the next H steps starting from s. This probability is clearly
determined by the states observed in the next H − 1 steps, and could be written as follows:
Pr(aH |s, pi)=Pr(aH |aH−1, s, pi)Pr(aH−1|st = s, pi) = Pr
(
aH |T̂H−1(s, aH−1), pi
)
Pr(aH−1|s, pi)
= pi
(
aH | T̂H−1(s, aH−1)︸ ︷︷ ︸
available by M3
)
Pr(aH−1|s, pi) .
We can compute Pr(aH |s, pi) if we have Pr(aH−1|s, pi). Continuing for H − 1 steps:
Pr(aH | s, pi) = pi(a1 | s)
H∏
h=2
pi
(
ah | T̂h−1(s, ah−1︸ ︷︷ ︸
available by M3
)
)
,
which we can compute given the H − 1 first functions of M3, namely T̂h for h ∈ [1, H − 1].
Finally, to compute a rollout, we sample from T̂H(s, s′, pi) by sampling from the policy at each step:
ŝH+1 = T̂H(s, aH) where ah ∼ pi
(· | T̂h−1(s, ah−1)) .
Notice that, in the above rollout with M3, we have used the first state s as the starting point of every
single rollout step. Crucially, we do not feed the intermediate state predictions to the model as input.
We hypothesize that this approach can combat the compounding error problem by removing one
source of error, namely feeding the model a noisy input, which is otherwise present in the rollout
using the one-step model. We illustrate the rollout procedure in Figure 1 for a better juxtaposition of
this new rollout procedure and the standard rollout procedure performed using the one-step model.
In the rest of the paper, we test this hypothesis in theory and practice.
4
4 Value-Function Error Bounds
We argued above that a multi-step model can better deal with the compounding-error problem. We
now formalize this claim in the context of policy evaluation. Specifically, we show a bound on
value-function estimation error of a fixed policy in terms of the error in the agent’s model, while
highlighting similar bounds from prior work [Ross et al., 2011; Talvitie, 2017; Asadi et al., 2018b].
All proofs can be found in the Appendix. Note also that in all expectations below actions and states
are distributed according to the agent’s fixed policy and its stationary distribution, respectively.
Theorem 1. Define the H-step value function V piH(s) := Esi,ai
[∑H
i=1R(si, ai)
]
, then
∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ LipA(R)H−1∑
h=1
(H − h)Esh,ah
[ ∥∥∥T1(sh, ah)− T̂1(sh, ah)∥∥∥ ] .
Moving to the multi-step case with M3=
{
T̂h : h ∈ [1, H]
}
, we have the following result:
Theorem 2.∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ LipA(R)H−1∑
h=1
Es1,ah
[ ∥∥∥Th(s1, ah)− T̂h(s1, ah)∥∥∥ ] .
Note that, by leveraging M3 in Theorem 2, we removed the H−h factor from each summand of the
bound in Theorem 1. This result suggests that M3 is more conducive to value-function learning as
long as h-step generalization error Es1,ah
[ ∥∥∥Th(s1, ah)− T̂h(s1, ah)∥∥∥ ] grows slowly with h. In the
next section, we show that this property holds under weak assumptions, concluding that the bound
from Theorem 2 is an improvement over the bound from Theorem 1.
5 Analysis of Generalization Error
We now study the sample complexity of learning h-step dynamics. To formulate the problem,
consider a dataset D : 〈si, aih := 〈ai1, ..., aih〉, Th(si, aih)〉. Consider a scalar-valued function
f : [−1, 1]d → [−1, 1], where d is the dimension of the state space, and a set of such functions
F . Consider a function T̂h = 〈f1, ..., fd〉 and a set of functions
Th :=
{
T̂h := 〈f1, ..., fd〉|fi ∈ F ∀i ∈ {1, ..., d}
}
.
For each h we learn a function T̂h such that: minT̂h
1
|D|
∑|D|
i=1
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
.
Lemma 1. For any function T̂ ∈ Th, ∀δ ∈ (0, 1), training error ∆, and probability at least 1− δ:
Es,ah
[∥∥∥Th(s, ah)− T̂h(s, ah)∥∥∥
1
]
︸ ︷︷ ︸
generalization error
≤ 2
√
2Rad(Th) + d ln
√
1/δ
|D| + ∆ ,
The second and third terms of the bound are not functions of h. Therefore, to understand how
generalization error grows as a function of h, we look at the dependence of Rademacher complexity
of Th to h.
Lemma 2. For the hypothesis space shown in Figure 7 (see Appendix):
Rad(Th) ≤ d|D|
(
Esi
[√√√√ |D|∑
i=1
‖si‖2
]
+ Eaih
[√√√√ |D|∑
i=1
∥∥aih∥∥2]).
In our experiments, we represent action sequences with h-hot vector so Eaih
[√∑n
i=1
∥∥aih∥∥2] = h.
We finally get the desired result:
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Theorem 3. Define the constant C1 := LipA(R)
(
2
√
2d
|D| Esi
[√∑|D|
i=1 ‖si‖2
]
+ d ln
√
1/δ
|D| + ∆
)
and
the constant C2 := LipA(R) 2
√
2d
|D| . Then:
• with the one-step model,
∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ H(H−1)2 C1 + H(H−1)2 C2.
• with the multi-step model,
∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ (H − 1)C1 + H(H−1)2 C2.
Note the reduction of factor H in the coefficient of C1, which is typically larger than C2.
6 Discussion
As training the multi-step involves training H different functions, the computational complexity of
learning M3 is H-times more than the complexity of learning the one-step model. However, the two
rollout procedures shown in Figure 1 require equal computation. So in cases where planning is the
bottleneck, the overall computational complexity of the two cases should be similar. Specifically, in
experiments we observed that the overall running time under the multi-step model was always less
than double the running time under the one-step model.
Previous work has identified various ways of improving one-step models: quantifying model
uncertainty during planning [Deisenroth and Rasmussen, 2011; Gal et al., 2018], hallucinating
training examples [Talvitie, 2014; Azizzadenesheli et al., 2018; Venkatraman et al., 2015; Oh et
al., 2015; Bengio et al., 2015], using ensembles [Kurutach et al., 2018; Shyam et al., 2018], or
model regularization [Jiang et al., 2015; Asadi et al., 2018b]. These methods are independent of the
multi-step model idea; future work will explore the benefits of combining these advances with M3.
7 Empirical Results
The goal of our experiments is to investigate if the multi-step model can perform better than the
one-step model in several model-based scenarios. We specifically set up experiments in background
planning and decision-time planning to test this hypothesis. Note also that we provide code for all
experiments in our supplementary material.
7.1 Background Planning
As mentioned before, one use case for models is to enable fast value-function estimation. We
compare the utility of the one-step model and the multi-step model for this purpose. For this
experiment, we used the all-action variant of actor-critic algorithm, in which the value function
Q̂ (or the critic) is used to estimate the policy gradient Es
[∑
a∇wpi(a|s;w)Q̂(s, a; θ)
]
[Sutton et
al., 2000; Allen et al., 2017]. Note that it is standard to learn the value function model-free:
θ ← θ + α(G1 − Q̂(st, at; θ))∇θQ̂(st, at, θ) ,
where G1 := rt + Q̂(st+1, at+1, θ). Mnih et al. [2016] generalize this objective to a multi-step
target GH := (
∑H−1
i=0 rt+i) + Q̂(st+h, at+h; θ). Crucially, in the model-free case, we compute
GH using the single trajectory observed during environmental interaction. However, because the
policy is stochastic, GH is a random variable with some variance. To reduce variance, we can
use a learned model to generate an arbitrary number of rollouts (5 in our experiments), compute
GH for each rollout, and average them. We compared the effectiveness of both one-step and the
multi-step models in generating useful rollouts for learning. To ensure meaningful comparison, for
each algorithm, we perform the same number of value-function updates. We used three standard
RL domains from Open AI Gym [Brockman et al., 2016], namely Cart Pole, Acrobot, and Lunar
Lander. Results are summarized in Figures 2 and 3.
To better understand the advantage of the multi-step model, we show per-episode transition error
under the two models. Figure 8 (see Appendix) clearly indicates that the multi-step model is more
accurate for longer horizons. This is consistent with the theoretical results presented earlier. Note
that in this experiment we did not use the model for action selection, and simply queried the policy
network and sampled an action from the distribution provided by the network given a state input.
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Figure 2: A comparison of actor critic equipped with the learned models (Cart Pole, Acrobot, and Lunar
Lander). We set the maximum look-ahead horizon H = 8. Results are averaged over 100 runs, and higher is
better. The multi-step model consistently matches or exceeds the one-step model.
Figure 3: Area under the curve, which corresponds to average episode return, as a function of the look-ahead
horizon h. Results for all three domains (Cart Pole, Acrobot, and Lunar Lander) are averaged over 100
runs. We add two additional baselines, namely the model-free critic, and a model-based critic trained with
hallucination Talvitie [2014]; Venkatraman et al. [2015]
.
7.2 Decision-time Planning
We now use the model for action selection. A common action-selection strategy is to choose
arg maxa Q̂(s, a), called the model-free strategy, hereafter. Our goal is to compare the utility of
model-free strategy with its model-based counterparts. Our desire is to compare the effectiveness of
the one-step model with the multi-step model in this scenario.
A key choice in decision-time planning is the strategy used to construct the tree. One approach is
to expand the tree for each action in each observed state [Azizzadenesheli et al., 2018]. The main
problem with this strategy is that the number of nodes grow exponentially. Alternatively, using
a learned action-value function Q̂, at each state s we can only expand the most promising action
a∗ := arg maxa Q̂(s, a). Clearly, given the same amount of computation, the second strategy can
benefit from performing deeper look aheads. The two strategies are illustrated in Figure 4 (left).
Note that because the model is trained from experience, it is still only accurate up to a certain depth.
Therefore, when we reach a specified planning horizon, H , we simply use maxa Q̂(sH , a) as an
estimate of future sum of rewards from the leaf node sH . While this estimate can be erroneous, we
observed that it is necessary to consider, because otherwise the agent will be myopic in the sense
that it only looks at the short-term effects of its actions.
The second question is how to determine the best action given the built tree. One possibility is to
add all rewards to the value of the leaf node, and go with the action that maximizes this number. As
shown in Figure 4 (right), another idea is to use an ensemble where the final value of the action is
computed using the mean of the H different estimates along the rollout. This idea is based on the
notion that in machine learning averaging many estimates can often lead to a better estimate than
the individual ones [Schapire, 2003; Caruana et al., 2004].
a⇤ := argmax
a
bQ(s, a)
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a⇤<latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit> a⇤<latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit>
a⇤<latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit> a⇤<latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit><latexit sha1_base64="sjn0Hsi+ppx5wxOgCShX3zKO5/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBPJREBD0WvXisaD +gjWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGN1O/9YRK81g+mHGCfkQHkoecUWOle/p41itX3Ko7A1kmXk4qkKPeK391+zFLI5SGCap1x3MT42dUG c4ETkrdVGNC2YgOsGOppBFqP5udOiEnVumTMFa2pCEz9fdERiOtx1FgOyNqhnrRm4r/eZ3UhFd+xmWSGpRsvihMBTExmf5N+lwhM2JsCWWK21sJG1JFmbHplGwI3uLLy6R5XvXcqnd3Uald53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OcF6cd+dj3lpw8plD+APn 8wfcdo2B</latexit>
leaf ensemble
bQ(s1, a0)
<latexit sha1_base64="dYcWObj5MYrYOIxoKGGwGjHFk2Y=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBahgpREBF0W3bhswT6gDWEymbRDJw9mJkoI9VfcuFDErR/izr9x2mahrQcuHM65l3vv8RLOpLKsb6O0tr6xuVXeruzs7u0fmIdHXRmngtAOiXks+h6WlLOIdhRTnPYTQXHocdrzJrczv/dAhWRxdK+ yhDohHkUsYAQrLblmdfjIfDrGCrXr0rXPsWuduWbNalhzoFViF6QGBVqu+TX0Y5KGNFKEYykHtpUoJ8dCMcLptDJMJU0wmeARHWga4ZBKJ58fP0WnWvFREAtdkUJz9fdEjkMps9DTnSFWY7nszcT/vEGqgmsnZ1GSKhqRxaIg5UjFaJYE8pmgRPFME0wE07ciMsYCE6XzqugQ7OWXV0n3omFbDbt9WWveFHGU4RhOoA42XEET7qAFHSCQwTO8wpvxZLwY78bHorVkFDNV+APj8wfNE5OM</latexit><latexit sha1_base64="dYcWObj5MYrYOIxoKGGwGjHFk2Y=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBahgpREBF0W3bhswT6gDWEymbRDJw9mJkoI9VfcuFDErR/izr9x2mahrQcuHM65l3vv8RLOpLKsb6O0tr6xuVXeruzs7u0fmIdHXRmngtAOiXks+h6WlLOIdhRTnPYTQXHocdrzJrczv/dAhWRxdK+ yhDohHkUsYAQrLblmdfjIfDrGCrXr0rXPsWuduWbNalhzoFViF6QGBVqu+TX0Y5KGNFKEYykHtpUoJ8dCMcLptDJMJU0wmeARHWga4ZBKJ58fP0WnWvFREAtdkUJz9fdEjkMps9DTnSFWY7nszcT/vEGqgmsnZ1GSKhqRxaIg5UjFaJYE8pmgRPFME0wE07ciMsYCE6XzqugQ7OWXV0n3omFbDbt9WWveFHGU4RhOoA42XEET7qAFHSCQwTO8wpvxZLwY78bHorVkFDNV+APj8wfNE5OM</latexit><latexit sha1_base64="dYcWObj5MYrYOIxoKGGwGjHFk2Y=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBahgpREBF0W3bhswT6gDWEymbRDJw9mJkoI9VfcuFDErR/izr9x2mahrQcuHM65l3vv8RLOpLKsb6O0tr6xuVXeruzs7u0fmIdHXRmngtAOiXks+h6WlLOIdhRTnPYTQXHocdrzJrczv/dAhWRxdK+ yhDohHkUsYAQrLblmdfjIfDrGCrXr0rXPsWuduWbNalhzoFViF6QGBVqu+TX0Y5KGNFKEYykHtpUoJ8dCMcLptDJMJU0wmeARHWga4ZBKJ58fP0WnWvFREAtdkUJz9fdEjkMps9DTnSFWY7nszcT/vEGqgmsnZ1GSKhqRxaIg5UjFaJYE8pmgRPFME0wE07ciMsYCE6XzqugQ7OWXV0n3omFbDbt9WWveFHGU4RhOoA42XEET7qAFHSCQwTO8wpvxZLwY78bHorVkFDNV+APj8wfNE5OM</latexit><latexit sha1_base64="dYcWObj5MYrYOIxoKGGwGjHFk2Y=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBahgpREBF0W3bhswT6gDWEymbRDJw9mJkoI9VfcuFDErR/izr9x2mahrQcuHM65l3vv8RLOpLKsb6O0tr6xuVXeruzs7u0fmIdHXRmngtAOiXks+h6WlLOIdhRTnPYTQXHocdrzJrczv/dAhWRxdK+ yhDohHkUsYAQrLblmdfjIfDrGCrXr0rXPsWuduWbNalhzoFViF6QGBVqu+TX0Y5KGNFKEYykHtpUoJ8dCMcLptDJMJU0wmeARHWga4ZBKJ58fP0WnWvFREAtdkUJz9fdEjkMps9DTnSFWY7nszcT/vEGqgmsnZ1GSKhqRxaIg5UjFaJYE8pmgRPFME0wE07ciMsYCE6XzqugQ7OWXV0n3omFbDbt9WWveFHGU4RhOoA42XEET7qAFHSCQwTO8wpvxZLwY78bHorVkFDNV+APj8wfNE5OM</latexit>
r1 +max
a
bQ(s2, a)
<latexit sha1_base64="RM8SK84gaerqxDZGthpAEsumzjA=">AAACBXicbVA9SwNBEN2LXzF+nVpqsRiEiBLugqBl0MYyAfMByXHMbTbJkr29Y3dPDSGNjX/FxkIRW/+Dnf/GTXKFJj4YeLw3w8y8IOZMacf5tjJLyyura9n13Mbm1vaOvbtXV1EiCa2RiEeyGYCinAla00xz 2owlhTDgtBEMrid+445KxSJxq4cx9ULoCdZlBLSRfPtQ+u5pO4QHH3D7nnVoHzSuFpRfOoMT3847RWcKvEjclORRiopvf7U7EUlCKjThoFTLdWLtjUBqRjgd59qJojGQAfRoy1ABIVXeaPrFGB8bpYO7kTQlNJ6qvydGECo1DAPTGYLuq3lvIv7ntRLdvfRGTMSJpoLMFnUTjnWEJ5HgDpOUaD40BIhk5lZM+iCBaBNczoTgzr+8SOqlousU3ep5vnyVxpFFB+gIFZCLLlAZ3aAKqiGCHtEzekVv1pP1Yr1bH7PWjJXO7KM/sD5/AB/Zlwc=</latexit><latexit sha1_base64="RM8SK84gaerqxDZGthpAEsumzjA=">AAACBXicbVA9SwNBEN2LXzF+nVpqsRiEiBLugqBl0MYyAfMByXHMbTbJkr29Y3dPDSGNjX/FxkIRW/+Dnf/GTXKFJj4YeLw3w8y8IOZMacf5tjJLyyura9n13Mbm1vaOvbtXV1EiCa2RiEeyGYCinAla00xz 2owlhTDgtBEMrid+445KxSJxq4cx9ULoCdZlBLSRfPtQ+u5pO4QHH3D7nnVoHzSuFpRfOoMT3847RWcKvEjclORRiopvf7U7EUlCKjThoFTLdWLtjUBqRjgd59qJojGQAfRoy1ABIVXeaPrFGB8bpYO7kTQlNJ6qvydGECo1DAPTGYLuq3lvIv7ntRLdvfRGTMSJpoLMFnUTjnWEJ5HgDpOUaD40BIhk5lZM+iCBaBNczoTgzr+8SOqlousU3ep5vnyVxpFFB+gIFZCLLlAZ3aAKqiGCHtEzekVv1pP1Yr1bH7PWjJXO7KM/sD5/AB/Zlwc=</latexit><latexit sha1_base64="RM8SK84gaerqxDZGthpAEsumzjA=">AAACBXicbVA9SwNBEN2LXzF+nVpqsRiEiBLugqBl0MYyAfMByXHMbTbJkr29Y3dPDSGNjX/FxkIRW/+Dnf/GTXKFJj4YeLw3w8y8IOZMacf5tjJLyyura9n13Mbm1vaOvbtXV1EiCa2RiEeyGYCinAla00xz 2owlhTDgtBEMrid+445KxSJxq4cx9ULoCdZlBLSRfPtQ+u5pO4QHH3D7nnVoHzSuFpRfOoMT3847RWcKvEjclORRiopvf7U7EUlCKjThoFTLdWLtjUBqRjgd59qJojGQAfRoy1ABIVXeaPrFGB8bpYO7kTQlNJ6qvydGECo1DAPTGYLuq3lvIv7ntRLdvfRGTMSJpoLMFnUTjnWEJ5HgDpOUaD40BIhk5lZM+iCBaBNczoTgzr+8SOqlousU3ep5vnyVxpFFB+gIFZCLLlAZ3aAKqiGCHtEzekVv1pP1Yr1bH7PWjJXO7KM/sD5/AB/Zlwc=</latexit><latexit sha1_base64="RM8SK84gaerqxDZGthpAEsumzjA=">AAACBXicbVA9SwNBEN2LXzF+nVpqsRiEiBLugqBl0MYyAfMByXHMbTbJkr29Y3dPDSGNjX/FxkIRW/+Dnf/GTXKFJj4YeLw3w8y8IOZMacf5tjJLyyura9n13Mbm1vaOvbtXV1EiCa2RiEeyGYCinAla00xz 2owlhTDgtBEMrid+445KxSJxq4cx9ULoCdZlBLSRfPtQ+u5pO4QHH3D7nnVoHzSuFpRfOoMT3847RWcKvEjclORRiopvf7U7EUlCKjThoFTLdWLtjUBqRjgd59qJojGQAfRoy1ABIVXeaPrFGB8bpYO7kTQlNJ6qvydGECo1DAPTGYLuq3lvIv7ntRLdvfRGTMSJpoLMFnUTjnWEJ5HgDpOUaD40BIhk5lZM+iCBaBNczoTgzr+8SOqlousU3ep5vnyVxpFFB+gIFZCLLlAZ3aAKqiGCHtEzekVv1pP1Yr1bH7PWjJXO7KM/sD5/AB/Zlwc=</latexit>
r1 + r2 +max
a
bQ(s3, a)
<latexit sha1_base64="qpRC3c4ijVmi7Kg+z3UfHLGY4Zc=">AAACCXicbVA9SwNBEN3zM8avU0ubxSBEIuEuCloGbSwTMB+QHMfcZpMs2ds7dvfUENLa+FdsLBSx9R/Y+W/cJFdo4oOBx3szzMwLYs6Udpxva2l5ZXVtPbOR3dza3tm19/brKkokoTUS8Ug2A1CUM0FrmmlO m7GkEAacNoLB9cRv3FGpWCRu9TCmXgg9wbqMgDaSb2PpuwXplwrtEB58wO171qF90LiaV/7ZKZz4ds4pOlPgReKmJIdSVHz7q92JSBJSoQkHpVquE2tvBFIzwuk4204UjYEMoEdbhgoIqfJG00/G+NgoHdyNpCmh8VT9PTGCUKlhGJjOEHRfzXsT8T+vlejupTdiIk40FWS2qJtwrCM8iQV3mKRE86EhQCQzt2LSBwlEm/CyJgR3/uVFUi8VXafoVs9z5as0jgw6REcoj1x0gcroBlVQDRH0iJ7RK3qznqwX6936mLUuWenMAfoD6/MHo3CYXg==</latexit><latexit sha1_base64="qpRC3c4ijVmi7Kg+z3UfHLGY4Zc=">AAACCXicbVA9SwNBEN3zM8avU0ubxSBEIuEuCloGbSwTMB+QHMfcZpMs2ds7dvfUENLa+FdsLBSx9R/Y+W/cJFdo4oOBx3szzMwLYs6Udpxva2l5ZXVtPbOR3dza3tm19/brKkokoTUS8Ug2A1CUM0FrmmlO m7GkEAacNoLB9cRv3FGpWCRu9TCmXgg9wbqMgDaSb2PpuwXplwrtEB58wO171qF90LiaV/7ZKZz4ds4pOlPgReKmJIdSVHz7q92JSBJSoQkHpVquE2tvBFIzwuk4204UjYEMoEdbhgoIqfJG00/G+NgoHdyNpCmh8VT9PTGCUKlhGJjOEHRfzXsT8T+vlejupTdiIk40FWS2qJtwrCM8iQV3mKRE86EhQCQzt2LSBwlEm/CyJgR3/uVFUi8VXafoVs9z5as0jgw6REcoj1x0gcroBlVQDRH0iJ7RK3qznqwX6936mLUuWenMAfoD6/MHo3CYXg==</latexit><latexit sha1_base64="qpRC3c4ijVmi7Kg+z3UfHLGY4Zc=">AAACCXicbVA9SwNBEN3zM8avU0ubxSBEIuEuCloGbSwTMB+QHMfcZpMs2ds7dvfUENLa+FdsLBSx9R/Y+W/cJFdo4oOBx3szzMwLYs6Udpxva2l5ZXVtPbOR3dza3tm19/brKkokoTUS8Ug2A1CUM0FrmmlO m7GkEAacNoLB9cRv3FGpWCRu9TCmXgg9wbqMgDaSb2PpuwXplwrtEB58wO171qF90LiaV/7ZKZz4ds4pOlPgReKmJIdSVHz7q92JSBJSoQkHpVquE2tvBFIzwuk4204UjYEMoEdbhgoIqfJG00/G+NgoHdyNpCmh8VT9PTGCUKlhGJjOEHRfzXsT8T+vlejupTdiIk40FWS2qJtwrCM8iQV3mKRE86EhQCQzt2LSBwlEm/CyJgR3/uVFUi8VXafoVs9z5as0jgw6REcoj1x0gcroBlVQDRH0iJ7RK3qznqwX6936mLUuWenMAfoD6/MHo3CYXg==</latexit><latexit sha1_base64="qpRC3c4ijVmi7Kg+z3UfHLGY4Zc=">AAACCXicbVA9SwNBEN3zM8avU0ubxSBEIuEuCloGbSwTMB+QHMfcZpMs2ds7dvfUENLa+FdsLBSx9R/Y+W/cJFdo4oOBx3szzMwLYs6Udpxva2l5ZXVtPbOR3dza3tm19/brKkokoTUS8Ug2A1CUM0FrmmlO m7GkEAacNoLB9cRv3FGpWCRu9TCmXgg9wbqMgDaSb2PpuwXplwrtEB58wO171qF90LiaV/7ZKZz4ds4pOlPgReKmJIdSVHz7q92JSBJSoQkHpVquE2tvBFIzwuk4204UjYEMoEdbhgoIqfJG00/G+NgoHdyNpCmh8VT9PTGCUKlhGJjOEHRfzXsT8T+vlejupTdiIk40FWS2qJtwrCM8iQV3mKRE86EhQCQzt2LSBwlEm/CyJgR3/uVFUi8VXafoVs9z5as0jgw6REcoj1x0gcroBlVQDRH0iJ7RK3qznqwX6936mLUuWenMAfoD6/MHo3CYXg==</latexit>
r1 + r2 + r3 +max
a
bQ(s4, a)
<latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit><latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit><latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit><latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit>
r1 + r2 + r3 +max
a
bQ(s4, a)
<latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit><latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit><latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit><latexit sha1_base64="c6EQbM1MNQnOABkLB6mITmg1Kag=">AAACDXicbVDJSgNBEO2JW4zbqEcvjVGIRMJMDOgx6MVjAmaBzDDUdHqSJj0L3T1qCPkBL/6KFw+KePXuzb+xsxw0+qDg8V4VVfX8hDOpLOvLyCwtr6yuZddzG5tb2zvm7l5TxqkgtEFiHou2D5JyFtGGYorT diIohD6nLX9wNfFbt1RIFkc3aphQN4RexAJGQGnJM4+EZxeFV9Z1VnRCuPcAO3esS/ugcL0gvcopnHhm3ipZU+C/xJ6TPJqj5pmfTjcmaUgjRThI2bGtRLkjEIoRTsc5J5U0ATKAHu1oGkFIpTuafjPGx1rp4iAWuiKFp+rPiRGEUg5DX3eGoPpy0ZuI/3mdVAUX7ohFSapoRGaLgpRjFeNJNLjLBCWKDzUBIpi+FZM+CCBKB5jTIdiLL/8lzXLJtkp2vZKvXs7jyKIDdIgKyEbnqIquUQ01EEEP6Am9oFfj0Xg23oz3WWvGmM/so18wPr4BLYuZtg==</latexit>
r3
<latexit sha1_base64="Hcv+NCrZEn8lAUyoJlN12e+vt0g=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W 19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPqX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L 1oKTzxzDHzifPwWUjZw=</latexit><latexit sha1_base64="Hcv+NCrZEn8lAUyoJlN12e+vt0g=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W 19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPqX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L 1oKTzxzDHzifPwWUjZw=</latexit><latexit sha1_base64="Hcv+NCrZEn8lAUyoJlN12e+vt0g=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W 19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPqX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L 1oKTzxzDHzifPwWUjZw=</latexit><latexit sha1_base64="Hcv+NCrZEn8lAUyoJlN12e+vt0g=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W 19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPqX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L 1oKTzxzDHzifPwWUjZw=</latexit>
r2
<latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit ><latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit ><latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit ><latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit >
r1
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r2
<latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit ><latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit ><latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit ><latexit sha1_base64="iR/vVNMbddHojwWoy2dkmrJC2mc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwQQjZs=</latexit >
r1
<latexit sha1_base64="QkOxTm/EaHrMYE7sQrVfGL8MRLc=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw 6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQff9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAm MBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQKMjZo=</latexit><latexit sha1_base64="QkOxTm/EaHrMYE7sQrVfGL8MRLc=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw 6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQff9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAm MBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQKMjZo=</latexit><latexit sha1_base64="QkOxTm/EaHrMYE7sQrVfGL8MRLc=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw 6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQff9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAm MBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQKMjZo=</latexit><latexit sha1_base64="QkOxTm/EaHrMYE7sQrVfGL8MRLc=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw 6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQff9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAm MBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQKMjZo=</latexit>
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<latexit sha1_base64="74/5ryLy7rv4hfaCJ57+tAHgIZ0=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2 dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpwfT9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQQSjZs=</latexit ><latexit sha1_base64="74/5ryLy7rv4hfaCJ57+tAHgIZ0=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2 dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpwfT9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQQSjZs=</latexit ><latexit sha1_base64="74/5ryLy7rv4hfaCJ57+tAHgIZ0=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2 dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpwfT9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQQSjZs=</latexit ><latexit sha1_base64="74/5ryLy7rv4hfaCJ57+tAHgIZ0=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2 dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpwfT9vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AQQSjZs=</latexit >
s2
<latexit sha1_base64="Y0GdP2x29WLwKXitorGh3wYlFaw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwWWjZw=</latexit ><latexit sha1_base64="Y0GdP2x29WLwKXitorGh3wYlFaw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwWWjZw=</latexit ><latexit sha1_base64="Y0GdP2x29WLwKXitorGh3wYlFaw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwWWjZw=</latexit ><latexit sha1_base64="Y0GdP2x29WLwKXitorGh3wYlFaw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0 t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68Ttq1qudWvfurSuMmj6MIZ3AOl+BBHRpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwWWjZw=</latexit >
s3
<latexit sha1_base64="6LwQF3hT/hjtbKtX2Uutcpnd+1c=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+g fHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPuX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L1oKTzxzDHzifPwcajZ0=</latexit><latexit sha1_base64="6LwQF3hT/hjtbKtX2Uutcpnd+1c=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+g fHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPuX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L1oKTzxzDHzifPwcajZ0=</latexit><latexit sha1_base64="6LwQF3hT/hjtbKtX2Uutcpnd+1c=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+g fHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPuX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L1oKTzxzDHzifPwcajZ0=</latexit><latexit sha1_base64="6LwQF3hT/hjtbKtX2Uutcpnd+1c=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+g fHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0oPuX/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVc+teve1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOE8+K8Ox+L1oKTzxzDHzifPwcajZ0=</latexit>
s4
<latexit sha1_base64="OhGNErDDxqvMoUDJBTkED8s0e/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68TtpXVc+teve1SuMmj6MIZ3AOl+BBHRpwB01o AYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwiejZ4=</latexit><latexit sha1_base64="OhGNErDDxqvMoUDJBTkED8s0e/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68TtpXVc+teve1SuMmj6MIZ3AOl+BBHRpwB01o AYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwiejZ4=</latexit><latexit sha1_base64="OhGNErDDxqvMoUDJBTkED8s0e/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68TtpXVc+teve1SuMmj6MIZ3AOl+BBHRpwB01o AYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwiejZ4=</latexit><latexit sha1_base64="OhGNErDDxqvMoUDJBTkED8s0e/k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQ9qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcxfkaV4UzgrNRPNSaUTegIe5ZKGqH2s8WpM3JhlSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNeO1nXCapQcmWi8JUEBOT+d9kyBUyI6aWUKa4vZWwMVWUGZtOyYbgrb68TtpXVc+teve1SuMmj6MIZ3AOl+BBHRpwB01o AYMRPMMrvDnCeXHenY9la8HJZ07hD5zPHwiejZ4=</latexit>
Figure 4: Tree construction (left) and action-value estimation (right) strategies.
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Figure 5: A comparison between tree expansion and value-estimation strategies when using the one-step model
for action selection (left). Comparison between the one-step model and M3 for action selection (right). x-axis
denotes the Q̂ of agent at that episode, and y-axis denotes performance gain over model-free. Performance
is defined as episode return averaged over 20 episodes. Note the inverted-U. Initially, Q̂ and the model are
both bad, so model provides little benefit. Towards the end Q̂ gets better, so using the model is not beneficial.
However, we get a clear benefit in the intermediate episodes because the model is faster to learn than Q̂.
Figure 6: A comparison between the two models in
the context of model-based RL. Action selection with
the multi-step model can significantly boost sample
efficiency of DQN. All models are trained online from
the agent’s experience. Results are averaged over 100
runs, and shaded regions denote standard errors.
The two tree expansion strategies, and the two action-value estimation strategies together constitute
four possible combinations. To find the most effective combination, we first performed an
experiment in the Lunar Lander setting where, given different pretrained Q̂ functions, we computed
the improvement that the model-based policy offers relative to the model-free policy. We trained
these Q̂ function using the DQN algorithm [Mnih et al., 2013] and stored weights every 100
episodes, giving us 20 snapshots of Q̂. The models were also trained using the same amount of data
that a particular Q̂ was trained on. We then tested the four strategies (no learning was performed
during testing). For each episode, we took the frozen Q̂ network of that episode, and compared the
performance of different policies given Q̂ and the trained models. In this case, by performance we
mean average episode return over 20 episodes.
Results, averaged over 200 runs, are presented in Figure 5 (left), and show an advantage for the
ensemble and optimal-action combination (labeled optimal ensemble). Note that, in all four cases,
the model used for tree search was the one-step model, and so this served as an experiment to find
the best combination under this model. We then performed the same experiment with the multi-step
model as shown in Figure 5 (right) using the best combination (i.e. optimal action expansion with
ensemble value computation). We clearly see that M3 is more useful in this scenario as well.
We further investigated whether the superiority in terms of action selection can actually accelerate
DQN training as well. In this scenario, we ran DQN under different policies, namely model-free,
model-based with the one-step model, and model-based with M3. In all cases, we chose a random
action with probability  = 0.01 for exploration. See Figure 6, which again shows the benefit of the
multi-step model for decision-time planning in model-based RL.
8 Conclusion
We introduced an approach to multi-step model-based RL and provided results that suggest its
promise. We introduced the M3 model along with a new rollout procedure that exploits it. The
combination was proven useful from a theoretical and practical point of view. Together, our results
made a strong case for multi-step model-based RL.
8
9 Future Work
An important avenue for future work is to better explore methods appropriate to stochastic
environments. (See Appendix for an extension in this direction.) Another thread to explore is an
ensemble method enabled by the M3 model. Specifically, we can show that an h-step prediction can
be estimated in exponentially many ways, and combining these estimates can lead to a better final
estimate (see Appendix).
Finally, large pixel-based domains have proven challenging for model-based methods [Machado et
al., 2018; Azizzadenesheli et al., 2018], so a future direction is to investigate the effectiveness of the
multi-step model in such domains.
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Figure 7: Architecture used to represent a mapping from a state to a single dimension of the next state h steps
into the future. We assume ‖w‖1 ≤ 1, ‖ui‖ ≤ 1, and ‖vi‖ ≤ 1 ∀i ∈ Z : i ∈ {1,m}. We show a bound on the
Rademacher complexity of this network.
10 Appendix
10.1 Proofs
Lemma 2. For the hypothesis space shown in Figure 7 (see Appendix):
Rad(Th) ≤ d|D|
(
Esi
[√√√√ |D|∑
i=1
‖si‖2
]
+ Eaih
[√√√√ |D|∑
i=1
∥∥aih∥∥2]).
Proof. First note that:
Rad(Th) := Esi,ai,σij
[
sup
T̂h∈Th
1
|D|
|D|∑
i=1
d∑
j=1
σij T̂h(s
i, aih)j
]
= Esi,aih,σij
[
sup
T̂h:=〈f1,...,fd〉
1
|D|
|D|∑
i=1
d∑
j=1
σijfj(s
i, aih)
]
= Esi,aih,σi
[ d∑
j=1
sup
f∈F
1
|D|
|D|∑
i=1
σif(s
i, aih)
]
= d Esi,aih,σi
[
sup
f∈F
1
|D|
|D|∑
i=1
σif(s
i, aih)
]
= d Rad(F) .
So we rather focus on the set of scalar-valued functions F . Moreover, to represent the model, we set
F to be neural network with bounded weights as characterized in Figure 7.
Rad(F) := Esi,aih,σi
[
sup
f∈F
1
|D|
|D|∑
i=1
σif(s
i, ai)
]
= Esi,aih,σi
[
sup
wj ,uj ,vj
1
|D|
|D|∑
i=1
σi
m∑
j=1
wjReLU(u>j s
i + v>j a
i
h)
]
≤ Esi,aih,σi
[
sup
wj ,uj ,vj
1
|D|
m∑
j=1
wj
∣∣ |D|∑
i=1
σiReLU(u>j s
i + v>j a
i
h)
∣∣]
= Esi,aih,σi
[
sup
u,v
1
|D|
∣∣ |D|∑
i=1
σiReLU(u>si + v>aih)
∣∣]
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Now note that Lip(ReLU) = 1, so by Theorem 4.12 in Ledoux and Talagrand [2013]:
≤ Esi,aih,σi
[
sup
u,v
1
|D|
∣∣ |D|∑
i=1
σi(u
>si + v>aih)
∣∣]
= Esi,σi
[
sup
u
1
|D|
∣∣u> |D|∑
i=1
σis
i
∣∣]+ Eaih,σi[ supv 1|D| ∣∣v>
|D|∑
i=1
σiaih
∣∣]
‖u‖1 ≤ 1 and ‖v‖1 ≤ 1, so using Cauchy-Shwartz:
≤ Esi,σi
[ 1
|D|
∥∥∥∥∥∥
|D|∑
i=1
σisi
∥∥∥∥∥∥
2
]
+ Eaih,σi
[ 1
|D|
∥∥∥∥∥∥
|D|∑
i=1
σiai
∥∥∥∥∥∥
2
]
Due to Jensen’s inequality for concave function f(x) =
√
x:
≤ Esi
[ 1
|D|
√√√√√Eσi[
∥∥∥∥∥∥
|D|∑
i=1
σisi
∥∥∥∥∥∥
2
]]
+ Eaih
[ 1
|D|
√√√√√Eσi[
∥∥∥∥∥∥
|D|∑
i=1
σiaih
∥∥∥∥∥∥
2
]]
=
1
|D|
(
Esi
[√√√√ |D|∑
i=1
‖si‖2
]
+ Eaih
[√√√√ |D|∑
i=1
∥∥aih∥∥2])
Lemma 3. Asadi et al. [2018a] Define the H-step value function:
V piH(s) := Esi,ai
[ H∑
i=1
R(si, ai)
]
,
and assume a Lipschitz reward function R with constant LipA(R). Then:
Lip(V piH) ≤ LipA(R)H .
Theorem 1. Define the H-step value function V piH(s) := Esi,ai
[∑H
i=1R(si, ai)
]
, then∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ LipA(R)H−1∑
h=1
(H − h)Esh,ah
[ ∥∥∥T1(sh, ah)− T̂1(sh, ah)∥∥∥ ] .
Proof. ∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣
=
∣∣∣Es1,a1[V piH−1(T1(s1, a1))− V̂ piH−1(T̂1(s1, a1))]∣∣∣
=
∣∣∣Es1,a1[V piH−1(T1(s1, a1))− V̂ piH−1(T1(s1, a1))
+ V̂ piH−1
(
T1(s1, a1)
)
+ V̂ piH−1
(
T̂1(s1, a1)
)]∣∣∣
≤
∣∣∣Es1,a1[V piH−1(T1(s1, a1))− V̂ piH−1(T1(s1, a1))]∣∣∣
+
∣∣∣Es1,a1[V̂ piH−1(T1(s1, a1))− V̂ piH−1(T̂1(s1, a1))]∣∣∣
≤
∣∣∣Es2[V piH−1(s2)− V̂ piH−1(s2)]∣∣∣
+ Es1,a1
[∣∣V̂ piH−1(T1(s1, a1))− V̂ piH−1(T̂1(s1, a1))]∣∣︸ ︷︷ ︸
≤LipA(R)(H−1)Es1,a1
[
‖T1(s1,a1)−T̂1(s1,a1)‖
]
(due to Lemma 3)
We reach the desired result by expanding the first term for H − 2 more times.
15
Theorem 2.∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ LipA(R)H−1∑
h=1
Es1,ah
[ ∥∥∥Th(s1, ah)− T̂h(s1, ah)∥∥∥ ] .
Proof. ∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣
=
∣∣∣Es1,ah,a′h[ H∑
h=1
R
(
Th(s1, ah)
)− H∑
h=1
R
(
T̂h(s1, a′h)
)]∣∣∣
≤
H∑
h=1
Es1,ah,a′h
[∣∣R(Th(s1, ah))−R(T̂h(s1, a′h))∣∣]
assuming pi
( · |T (s, ah)) = pi( · |T̂ (s, a′h)) :
=
H∑
h=1
Es1,ah
[∣∣R(Th(s1, ah))−R(T̂h(s1, a‘h))∣∣]
due to Lemma 3 :
≤ LipA(R)
H∑
h=1
Es1,ah
[ ∥∥∥Th(s1, ah)− T̂h(s1, ah)∥∥∥ ] .
Lemma 1. For any function T̂ ∈ Th, ∀δ ∈ (0, 1), training error ∆, and probability at least 1− δ:
Es,ah
[∥∥∥Th(s, ah)− T̂h(s, ah)∥∥∥
1
]
︸ ︷︷ ︸
generalization error
≤ 2
√
2Rad(Th) + d ln
√
1/δ
|D| + ∆ ,
Proof. We heavily make use of techniques provided by Bartlett and Mendelson [2002]. First note
that, due to the definition of sup, we clearly have:
Es,a
[ ∥∥∥Th(s, a)− T̂h(s, a)∥∥∥
1
]
≤ 1|D|
|D|∑
i=1
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
+ sup
T̂h∈T
{
Es,ah
[ ∥∥∥Th(s, ah)− T̂h(s, ah)∥∥∥
1
]
− 1|D|
|D|∑
i=1
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
}
.
(1)
We define Φ to be the sup in the right hand side of the above bound:
Φ(s1...|D|, a1...|D|h ) := sup
T̂h∈T
{
Es,a
[ ∥∥∥Th(s, ah)− T̂h(s, ah)∥∥∥
1
]
− 1|D|
|D|∑
i=1
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
}
.
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We can bound Esi,aih
[
Φ
]
in terms of Rad(Th):
Esi,aih
[
Φ
]
= Esi,aih
[
sup
T̂h∈T
{
Es,ah
[ ∥∥∥Th(s, ah)− T̂h(s, ah)∥∥∥
1
]
− 1|D|
|D|∑
i=1
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
}]
= Esi,aih
[
sup
T̂h∈T
{
Es′i,a′ih
[ |D|∑
i=1
1
|D|
( ∥∥∥Th(s′i, a′ih)− T̂h(s′i, a′ih)∥∥∥
1
−
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
])}]]
Due to Jensen’s inequality:
≤ Esi,ai,s′i,a′i
[
sup
T̂h∈T
{ 1
|D|
|D|∑
i=1
( ∥∥∥Th(s′i, a′ih)− T̂h(s′i, a′ih)∥∥∥
1
−
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
)}]
Due to σi uniformly randomly chosen from {-1,1} :
= Esi,aih,s′i,a′ih ,σi
[
sup
T̂h∈T
{ 1
|D|
|D|∑
i=1
σi
(∥∥∥Th(s′i, a′i)− T̂h(s′i, a′i)∥∥∥
1
−
∥∥∥Th(si, aih)− T̂h(si, aih)∥∥∥
1
)}]
≤ 2 Esi,aih,σi
[
sup
T̂h∈T
1
|D|
|D|∑
i=1
σi
∥∥∥Th(si, ai)− T̂h(si, aih)∥∥∥
1
]
Due to Corollary 4 of Maurer [2016]:
≤ 2
√
2 Esi,aih,σij
[
sup
T̂h∈T
1
|D|
|D|∑
i=1
d∑
j=1
σij T̂h(s
i, aih)j
]
= 2
√
2Rad(Th) .
Next note that the function Φ satisfies:
|Φ(s1...i...|D|, a1...i...|D|h )− Φ(s1...i
′...|D|, a1..i
′...|D|
h )| ≤
2d
|D| .
So using MacDiarmid’s inequality:
Pr(Φ ≤ E
[
Φ
]
+ d
√
ln 1δ
|D| ) ≥ 1− δ
Combining the two previous results, we can write:
Pr(Φ ≤ 2
√
2Rad(T ) + d
√
ln 1δ
|D| ) ≥ 1− δ (2)
Finally, using (1) and (2) we can conclude the proof.
Theorem 3. Define the constant C1 := LipA(R)
(
2
√
2d
|D| Esi
[√∑|D|
i=1 ‖si‖2
]
+ d ln
√
1/δ
|D| + ∆
)
and
the constant C2 := LipA(R) 2
√
2d
|D| . Then:
• with the one-step model,
∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ H(H−1)2 C1 + H(H−1)2 C2.
• with the multi-step model,
∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ (H − 1)C1 + H(H−1)2 C2.
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Proof. Starting from the one-step case, from Theorem 1 we have:∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ LipA(R)H−1∑
h=1
(H − h)Esh,ah
[ ∥∥∥T1(sh, ah)− T̂1(sh, ah)∥∥∥ ]
(from Lemma 2)
≤ LipA(R)
H−1∑
h=1
(H − h)(2
√
2d
|D|
(
Esi
[√√√√|D|∑
i=1
‖si‖2
]
+1
)
+ d ln
√
1/δ
|D| + ∆ )
= LipA(R)
H−1∑
h=1
(H − h)(2
√
2d
|D| Esi
[√√√√|D|∑
i=1
‖si‖2
]
+ d ln
√
1/δ
|D| + ∆ )
+ LipA(R)
H−1∑
h=1
(H − h)2
√
2d
|D|
=
H(H − 1)
2
C1 +
H(H − 1)
2
C2
Moving on to the multi-step case, from Theorem 2 we get:∣∣∣Es1[V piH(s1)− V̂ piH(s1)]∣∣∣ ≤ LipA(R)H−1∑
h=1
Es1,ah
[ ∥∥∥Th(s1, ah)− T̂h(s1, ah)∥∥∥ ]
(from Lemma 2)
≤ LipA(R)
H−1∑
h=1
(
2
√
2d
|D|
(
Esi
[√√√√|D|∑
i=1
‖si‖2
]
+h
)
+ d ln
√
1/δ
|D| + ∆ )
= LipA(R)
H−1∑
h=1
(
2
√
2d
|D| Esi
[√√√√|D|∑
i=1
‖si‖2
]
+ d ln
√
1/δ
|D| + ∆ )
+ LipA(R)
H−1∑
h=1
h
2
√
2d
|D|
= (H − 1)C1 + H(H − 1)
2
C2
Figure 8: h-step model error (down is good) on the Lunar Lander domain under the one-step (left) and the
multi-step (right) model. For each new episode, before using the episode for training, we compute h-step
predictions given all observed states and executed action sequences, and compare the predictions with the
states observed h steps later in the episode. The multi-step model outperforms the one-step model.
10.2 Future Work: An Stochastic Extension
One limitation of the model so far is that it is deterministic. Here, we introduce a stochastic extension
to remove this limitation. Our model is based on the one-step EM model introduced by Asadi et
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(a) (b)
Figure 9: A starting state (a), and predicted (blue) and true (red) next state (b) given a2 = {up,up}. Radius
of a circle denotes the probability of the circle ending up in the state. The EM model accurately captures the
two-step dynamics.
al. [2018b]. In this case, for each value of h ∈ [1, H], rather than learning a single function T̂h, we
train M functions each denoted T̂hm, to capture different modes of the h-step transition dynamic.
The multi-step transition model, T̂ , is then defined as
T̂ :=
{
T̂hm|h ∈ [1, H],m ∈ [1,M ]
}
,
plus h probability distributions each over M functions Prh(T̂h:). Each function T̂hm is
parameterized by a neural network T̂hm(s, ah;Whm). For a single h, we train these M functions
using an Expectation-Maximization (EM) algorithm Dempster et al. [1977]. For more details on the
EM algorithm see Asadi et al. [2018b], but, for completeness, we provide the M-step and the E-step
of the algorithm. The M-step at iteration t solves:
maximize
Wh,1:m
n∑
i=1
M∑
m=1
qt−1(m|si, aih, s′i)log Pr(si, aih, s′i,m;Whm)
and also sets:
Pr(T̂hm)←
∑
i
Pr(m|si, aih, s′i) .
The E-step updates the posterior q:
qt(m|si, aih, s′i)←
Pr(si, aih, s′i|m;Whm)∑
m Pr(s
i, aih, s′i|m;Whm)
,
giving rise to a new optimization problem to solve in the M-step of iteration t + 1. Finally, our
implementation uses:
Pr(s, ah, s′|m;Whm) := N
(∣∣s′ − T̂hm(s, ah;Whm)∣∣, σ2).
We apply this algorithm in a variant of the gridworld (mini-Pacman) domain Moerland et al. [2017].
Details of the domain are in supplementary material, but at a high level, the goal is for the agent to
start in the bottom-left and get to the top-right corner of the grid, while avoiding a randomly moving
ghost. We first show, in Figure 9, that the agent can learn a 2-step model of the environment almost
perfectly. We then use the model for action selection in Q-learning Rummery and Niranjan [1994],
where instead of a greedy policy with respect to the Q-function, we build and search a tree using our
learned transition model. In each case, the model was learned using a dataset 〈si, ai2, s′i〉 from 100
episodes of a random policy interacting in the domain. Having searched the tree up to H = 2, we
then select the action with highest utility. In Figure 10, we see a clear advantage for the EM model
relative to the baselines.
10.3 Future Work: An Ensemble Extension
A promising idea for future work is a new ensemble technique articulated below. Suppose our goal
is to predict the state after following aH in s1. Two obvious paths are:
sˆH+1 ← T̂H(s1, aH) , sˆH+1 ← (T̂1)H(s1, aH) .
However, there exist more paths, such as using T̂2 twice, followed by T̂H−4:
sˆH+1 ← T̂H−4
(
(T̂2)
2(s1, a4), a5:H
)
.
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Figure 10: An evaluation of effectiveness of different transition models for tree search on the gridworld. The
deterministic model fails to provide useful predictions as the average prediction is for the ghost to not move at
all.
Figure 11: 8-step model accuracy. Accuracy of ensembles increases with more sampled paths, and outperforms
the accuracy of T̂8 as well as (T̂1)8. Note that, due to the nature of this task, as the learner gets better at solving
the task, it experiences more diverse states, hence the decrease in accuracy in later episodes.
In fact, the number of paths grows exponentially with H: Let C(H) be the number of paths. We
have the following distinct paths: First use T̂h, then do the remaining H − h steps in any arbitrary
path. There are C(H − h) such paths, So:
C(H) = 1 +
H−1∑
h=1
C(H − h) = 1 +
H−1∑
h=1
C(h) = 2H−1 .
We can thus use a subset of these 2H−1 paths and average the results together as is common
with other ensemble methods Caruana et al. [2004]. Below, we report a preliminary experiment
evaluating this idea.
We ran the actor-critic algorithm in the Acrobot domain. We trained the multi-step model with
maximum horizon H = 8. For each episode, we computed the 8-step transition error as a function
of the number of paths used to compute the prediction. Note that we sampled a path uniformly at
random from 28−1 possible paths. Results are presented in Figure 11, and show that predictions get
more accurate as we average over more paths.
Note that prior works on ensemble methods in model-based RL exist Moore and Atkeson [1993];
Kurutach et al. [2018], but only consider combinations of one-step models. Here, we only scratched
the surface of this idea, and we leave further exploration for future work.
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