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I. INTRODUCTION
G RANULAR media is a promising magnetic recording technology that currently presents formidable challenges to achieving capacity. One of the main issues with granular media is the uncertainty of the locations of the grains in the underlying recording medium. Typically, this medium is organized into grains whose locations and sizes are random. Information is stored by controlling the magnetization of the individual grains so that each grain can store a single bit of data [18] , [19] .
The read and write processes are typically unaware of the locations of the grains. As a result, the medium is divided into evenly spaced bit cells and the information is written into these bit cells [10] . In the traditional setup, the bit cell is usually larger than a single-grain. When the size of the bit cells is reduced enough, the effects of the random positions of the grains become pronounced. In particular, in [19] a onedimensional channel model was studied that illustrated the effects of having grains with randomly selected lengths of 1, 2, or 3 bits. When grains span more than a single bit cell, the polarity of a grain is set by the last bit written into it. The errors manifest themselves as overwrites (or smears) where the last bit in the grain overwrites the rest of the bits in the grain. In this work, the focus is on grains of length one or two bits. A grain-error is an error where the information from one bit overwrites the information stored in the preceding bit in the grain. Without loss of generality, and as in [10] , our model assumes that the first bit smears the following adjacent bit in the grain.
In [15] , Sharov and Roth presented combinatorial bounds and code constructions for granular media. In [7] , Iyengar, Siegel, and Wolf studied a related model from an information-theoretic perspective. In [10] , Mazumdar, Barg, and Kashyap introduced a channel model and studied coding methods for a onedimensional granular magnetic medium. In [10] , the focus was on binary alphabets and the types of errors studied in [10] will be referred in this work as non-overlapping grain-errors. In [15] , Sharov and Roth generalized the model and considered non-binary alphabets as well as overlapping grain-errors. Overlapping grain-errors permit the occurrence of two errors in consecutive positions whereas non-overlapping grain-errors cannot be adjacent. Note that there is no distinction between a non-overlapping single grain-error and an overlapping single grain-error. In this work, we restrict our attention to the overlapping grain-error model where, similar to the works of [10] and [15] , we consider only grain-errors of length two. The overlapping grain-error model was chosen because a) overlapping grain errors are common in bit-patterned media recording [7] and b) codes that correct overlapping grain-errors can be used to correct non-overlapping grain-errors. As will be discussed later, we briefly note that since the set of possible error patterns under the non-overlapping grain-error model is a subset of the set of possible error patterns under the overlapping grain-error model, an upper bound on the overlapping grain-error model is not an upper bound on the non-overlapping grain-error model. We say that a code is a t-grain-error-correcting code if it can correct up to t overlapping grain-errors. In both [10] and [15] , bounds and constructions were given. Recently, in [8] some of the techniques from [9] were adopted to obtain improved upper bounds on the maximum cardinalities of non-overlapping grain-error codes.
The main contribution of this paper is to offer new cardinality bounds of codes correcting grain-errors and to provide new explicit constructions of such codes. We show that the class of group codes from [2] is a special case of our general code construction. In addition, and similar to [8] , we provide non-asymptotic upper bounds on the cardinalities of t-grain-error-correcting codes, with an explicit expression for the cases where t = 1, 2, 3. We show that in many cases our bounds and constructions improve upon the state of the art results from [10] and [15] . 0018 -9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Section II formally defines the channel model and introduces the notation and tools used for the remainder of the paper. Section III improves upon the existing upper bounds from [15] . Section IV contains constructions for codes that correct grain-errors and a related type of error which we refer to as mineral-errors. Lower bounds on the cardinalities for some of these codes are then derived in Section V. Section VI revisits the general approach to correcting grain/mineral-errors from Section IV-B, and identifies additional codes for certain code lengths. Section VII concludes the paper. Preliminary results of this work are presented in [4] .
II. PRELIMINARIES
In this section, we describe in detail the structure of grain-errors. Afterwards, we introduce some key notation. Section II-A introduces the errors of interest. Section II-B reviews the tools which will be used for computing upper bounds. Section II-C briefly introduces some graph notation. Section II-D reviews relevant distance metrics and group codes that will be useful for constructing grain-error-correcting codes. Finally, Section II-E includes Fourier analysis tools useful for computing lower bounds for grain-error codes.
A. Grain-Errors and Mineral-Errors
In this subsection, we formally introduce the notation and the errors of interest that will be studied in this work. We consider the case where each grain contains either one or two bits of data. A grain-error causes the two bits in the same two-bit grain to either both be 0 or both be 1; the error operation can be interpreted as a smearing. Following the setup of [10] , we assume that the first bit smears the second. The problem of interest is how to correct grain-errors when the locations and lengths of the grains are unknown to both the encoder and decoder.
Before continuing, we provide a formal definition of a t-grain-error. For a vector x ∈ {0, 1} n , wt (x) refers to the Hamming weight of x and supp(x) denotes the set of indices of x with non-zero values.
Definition 1: Let t ≥ 1 be an integer. Suppose a vector x ∈ {0, 1} n was stored. Let e x = (e 1 , . . . , e n ) ∈ {0, 1} n , and suppose the vector y = x + e x was read. Then, we say that e x is a t-grain-error for x if the following holds: 1) wt (e x ) ≤ t and e 1 = 0, 2) For 2 ≤ i ≤ n, if e i = 0, then x i = x i−1 .
Note that e x depends on the input vector x. For shorthand, we say that e x is a t-grain-error if the vector x is clear from the context. Notice in Definition 1 that an error at position i where 2 ≤ i ≤ n can be interpreted as a smearing where the value of x at position i −1 smears the value of x at position i .
A code that can correct all t-grain-errors (of length n) will be referred to as a t-grain-error-correcting code (of length n). For shorthand, a code that can correct a single grain-error will also be referred to as a single-grain code. More generally, codes that correct a prescribed number of grain-errors are called grain codes. The maximum size of a t-grain-errorcorrecting-code of length n will be referred to as M(n, t).
Definition 1 coincides with the overlapping grain-error model discussed in [15] . We briefly note that since the set of possible errors under the original model of non-overlapping grain-errors [10] is contained within the set of possible errors under the overlapping grain-error model, the code constructions in this paper apply to both models. We compare the upper bounds derived in Section III against existing bounds for the overlapping grain-error model ( [15] ). For the remainder of the paper, the term grain-error refers to an overlapping grain-error as stated in Definition 1.
Suppose a vector x ∈ {0, 1} n is stored. Let B t,G (x) be the set of all possible vectors received (the error-ball) given that any t-grain-error may occur in x. That is, we define
The subscript G refers to grainerrors.
Example 1: Suppose x = (0, 0, 0, 1, 0) was stored. Then, B 1,G (x) = {(0, 0, 0, 1, 0), (0, 0, 0, 1, 1), (0, 0, 0, 0, 0)} and b 1,5 (x) = 3. Notice also that B 2,G (x) = {(0, 0, 0, 1, 0), (0, 0, 0, 1, 1), (0, 0, 0, 0, 0), (0, 0, 0, 0, 1)} and b 2, 5 
We note that the last vector, (0, 0, 0, 0, 1), enumerated in B 2,G (x) for Example 1 was an overlapping grain-error in the sense that the grain-errors were adjacent so that the bit in position 4 is both smeared and smearing.
We introduce a new type of error that will be useful in subsequent analysis.
Definition 2: Let t ≥ 1 be an integer. Suppose a vector x ∈ {0, 1} n was stored. Let e x = (e 1 , . . . , e n ) ∈ {0, 1} n and suppose the vector y = x + e x was received. Then, we say that e x is a t-mineral-error for x if the following holds:
Similar to the grain-error setup, we say that e x is a t-mineral-error if the vector x is clear from the context. A code that can correct all t-mineral-errors of (length n) will be referred to as a t-mineral-error-correcting code (of length n). Single-mineral codes and mineral codes are defined analogously as grain codes.
For a given vector x ∈ {0, 1} n , let B t,M (x) denote the errorball for x given that any t-mineral-error may occur in x. That is, we define
The subscript M refers to mineral-errors. A useful consequence of Definition 2 is stated in the following claim.
Claim 1: Suppose C is a t-grain-error-correcting code. Then, for any two distinct codewords x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ C, either 1)
Suppose x ∈ {0, 1} n and B t,U denotes the error-ball for t unrestricted-errors where t unrestricted-errors are defined as any binary vector of length n with weight at most t. Then,
The following lemma follows from the definitions of grain-errors and mineral-errors.
Claim 2: For any vector
We now present some simple results that follow from the structure of grain-errors. Lemmas 1, 2, and 4 will be used in Section III for obtaining upper bounds on the cardinality of grain codes and Lemma 3 and Claim 3 will be used for constructing grain codes in Section IV.
A run is a maximal substring of one or more consecutive identical symbols. We denote the number of runs in a vector
Proof: Suppose a vector x was stored and that it consists of k = r (x) runs. By Definition 1, a grain-error can occur only at the boundaries between runs. If there are exactly k ≥ t + 1 runs, there are k − 1 transitions between runs and therefore
The following lemma is a consequence of the smearing effect of a grain-error. Let the map
is a linear map and it has a 1 in position i if and only if z i = z i+1 . Recall that supp(z) refers to the set of non-zero indices in z and wt (z) refers to the Hamming weight of z.
Lemma 2: For any two vectors x, y ∈ {0, 1} n if y ∈ B t,G (x), then r( y) ≤ r (x) and b t,n ( y) ≤ b t,n (x).
Proof: For the result to hold, we need to show that for any two vectors x, y ∈ {0, 1} n where y ∈ B t,G (x), r ( y) ≤ r (x). If r ( y) ≤ r (x), then from Lemma 1, b t,n ( y) ≤ b t,n (x). Equivalently, we will show that wt ( ( y)) ≤ wt ( (x)). Since y ∈ B t,G (x) we can write y = x + e x where e x is a t-grain-error. Let x = (x), e = (e x ), y = ( y). By the linearity of the map , we can write y = x + e and so wt ( y ) = wt (x ) + wt (e ) − 2|supp(x ) ∩ supp(e )|. In the following, we show wt ( y ) ≤ wt (x ) by proving |supp(x ) ∩ supp(e )| ≥ wt (e ) 2 . The proof will follow by induction on the number of runs of 1s in e x .
We first prove that for any t-grain-error e x of length n, if e x has a single run of 1s, then r ( y) ≤ r (x). Suppose then that e x = (e 1 , . . . , e n ) is a t-grain-error and that e x contains a single run of 1s. Then 1 ≤ wt (e ) ≤ 2 since e 1 = 0. Suppose further that e = (e 1 , . . . , e n−1 ) has its first 1 at position i where 1 ≤ i ≤ n − 1. Since i is the location of the first 1 in e , then e i = e i+1 and so e i = 0, e i+1 = 1 (since e 1 = 0). However, if e i+1 = 1, then x i = x i+1 and so both x i = e i = 1. Since wt (e ) ≤ 2, we have just shown that |supp(x ) ∩ supp(e )| ≥ 1, and so the base case is complete.
We now assume that for any length-n e x , if e x has k runs of 1s, then r ( y) ≤ r (x) where 1 ≤ k ≤ n 2 . Consider the case where e x has k + 1 runs of 1s. Suppose the k-th run of 1s in e x has its final 1 in position j where 2 ≤ j ≤ n − 2. Thus, e j +1 = 0. For shorthand denote e 1 = (e 1 , . . . , e j +1 ), e 2 = (e j +1 , . . . , e n ), x 1 = (x 1 , . . . , x j +1 ), x 2 = (x j +1 , . . . , x n ), e 1 = (e 1 ), e 2 = (e 2 ), x 1 = (x 1 ), and x 2 = (x 2 ). Notice that the vectors e and x can be written as the concatenation of two vectors where e = (e 1 , e 2 ) and x = (x 1 , x 2 ) where e 1 is a t-grain-error for x 1 with k runs of 1s and e 2 is a t-grain-error for x 2 with a single run of 1s. By the inductive assumption,
2 . Combining these two statements gives the desired result that |supp(x ) ∩ supp(e )| ≥ wt (e ) 2 and so the proof is complete.
The following lemma follows from the structure of grain-errors.
Lemma 3: For any two vectors x, u ∈ {0, 1} n , suppose that for some
Proof: Let y 1 = x + e x and y 2 = u + e u . Since x and u differ at position i + 1 then in order for y 1 = y 2 , an error must occur at position i + 1 in either x or u but not both. However, a grain-error can never change the information at position i + 1 in either x or u since both x and u store the same information in positions i and i + 1 by the conditions in the statement of the lemma.
We now prove the final lemma for this subsection. Lemma 4: Suppose C is a t-grain-error-correcting code of length n with the maximum possible cardinality. Then, |C| is an even number.
Proof: Let G G = (V, E) be a simple graph (i.e., a graph with undirected edges, with no parallel edges and no self loops), where V = {0, 1} n and
A code C is a t-grain-errorcorrecting code if and only if the set C is an independent set in the graph G. Let V 0 = {v ∈ V : v 1 = 0} and V 1 = {v ∈ V : v 1 = 1}. From Claim 1 there are no edges between any of the vertices in V 0 and V 1 . Consider the subgraphs G 0 = (V 0 , E 0 ) where E 0 consists of all the edges in E between the vertices in V 0 , and G 1 = (V 1 , E 1 ) where E 1 consists of all the edges in E between vertices in V 1 . Again from Claim 1, G 0 and G 1 are isomorphic so that the maximum size of an independent set from G 0 is equal to the maximum size of an independent set from G 1 and thus the statement in the lemma holds.
The next claim will be used later in Section IV for constructing grain codes.
Claim 3: Suppose C M is a t-mineral-error-correcting code of length n. Let C be the code that is the result of prepending an arbitrary bit to the beginning of every codeword in C M . Then, C is a length-(n + 1) t-grain-error-correcting code of size 2|C M |.
B. Tools for Computing Upper Bounds
In this subsection, we briefly review some of the tools used in Section III for computing a non-asymptotic upper bound on the cardinality of grain-error-correcting codes. We begin by revisiting some of the notation and results from [9] .
Definition 3: A hypergraph H is a pair (X , E), where X is a finite set and E is a collection of nonempty subsets of X such that ∪ E∈E E = X . The elements of E are called hyperedges.
Definition 4: A matching of a hypergraph H = (X , E) is a collection of pairwise disjoint hyperedges E 1 , . . . , E j ∈ E. The matching number of H, denoted ν(H), is the largest j for which such a matching exists.
As will be described shortly, the following can be interpreted as the dual of the matching of a hypergraph.
Definition 5: A transversal of a hypergraph H = (X , E) is a subset T ⊆ X that intersects every hyperedge in E. The transversal number of H, denoted by τ (H), is the smallest size of a transversal.
Let H be a hypergraph with vertices x 1 , . . . , x n and hyperedges E 1 , . . . , E m . The relationships contained within H can be interpreted through a matrix A ∈ {0, 1} n×m , where
Cast in this light, the matching number and the transversal number can be derived using linear optimization techniques. Lemma 5 (See [9] ): The matching number and the transversal number are the solutions of the integer linear programs:
where 1 denotes a column vector of all 1s of the appropriate dimension.
Relaxing the condition that the solutions to the programming problem are comprised of 0s and 1s, we have the following problems:
Clearly ν(H) ≤ ν * (H) and τ (H) ≥ τ * (H). Since (3) and (4) are linear programs, they satisfy strong duality [1] and ν * (H) = τ * (H). Thus, combining these inequalities leads us to ν(H) ≤ τ * (H) [9] .
C. Graph Notation
In this subsection, we describe graph notation from [17] that will be used in Section IV-B and Section VI. Let G = (V, E) be a simple graph. A vertex v 1 ∈ V is adjacent to another vertex v 2 ∈ V if there exists an edge between them. The degree of a vertex is the number of its adjacent vertices and the maximum degree of a vertex in G is denoted (G).
A k-coloring is a mapping : V → {0, 1, . . . , k − 1} of numbers to each vertex such that the same number is never assigned to adjacent vertices. The chromatic number of a graph, denoted by χ(G), is the smallest k for which a k-coloring exists. A clique is a set of vertices in G that are all adjacent. The size of the largest clique in a graph G is denoted ς(G). It is known that for a graph G, [17] . Each collection of vertices that share the same number (under some fixed k-coloring) is referred to as a color class.
D. Distance Metrics and Group Codes
In this subsection, we introduce some distance metrics that are used in Section IV to construct grain-error-correcting codes. In addition, we define group codes that will serve as the foundation of the single grain-error-correcting codes introduced in Section IV-A.
We say that a code C has minimum Hamming dis-
is the smallest Hamming distance between any two distinct codewords in C. Similarly, we say that a code C has minimum asymmetric distance
is the smallest asymmetric distance between any two distinct codewords in C.
Suppose A is an additive Abelian group of order n + 1 and suppose (g 1 , . . . ,g n ) is a sequence consisting of the distinct non-zero elements of A. For every a ∈ A, we define a group codeC A a to bẽ
Without loss of generality, we assume the Abelian groups we deal with in this paper are additive. The resulting code construction was shown in [2] 
We include the following example for clarity.
Example 2: Let A be the additive Abelian group Z 3 so that (g 1 ,g 2 ) = (1, 2). Then, the group A partitions the space {0, 1} n into 3 group codes.
}. An elementary Abelian group is a finite Abelian group where every non-identity element in the group has order p, where p is a prime. For shorthand, the elementary Abelian group of size p r (for a prime p and a positive integer r ) is referred to as an elementary Abelian p-group [14] .
E. Discrete Fourier Analysis
In this subsection, we briefly review some of the tools that will be used in Section V to derive lower bounds on the cardinalities of code constructions. The notation adopted is similar to the notation used in [11] .
Let p be a prime number and suppose ζ p denotes the complex primitive p-th root of unity and suppose r is some positive integer. Let A refer to the additive Abelian group
. The operator g, h takes two elements g = (g 1 , . . . , g r ), h = (h 1 , . . . , h r ) ∈ A and maps them into a complex number as follows
Let f (g) be any function that maps elements of A into the complex plane. The Fourier transformf of f is defined aŝ
and the inverse Fourier transform is defined as
III. UPPER BOUNDS ON GRAIN-ERROR CODES
In this section, we use linear programming methods to produce a closed-form upper bound on the cardinality of a t-grain-error-correcting code. The approach is analogous to that found in [9] where upper bounds were computed for the deletion channel and in [8] where upper bounds were derived for the non-overlapping grain-error model. Recall, our objective is to compute upper bounds for the overlapping grain-error model.
The approach is the following. First, the vector space from which codewords are chosen, is projected onto a hypergraph. Then, an approximate solution to a matching problem is derived. Recall from Section II-A that the maximum size of a t-grain-error-correcting-code of length n will be referred to as M(n, t).
Let H t,n denote the hypergraph for a t-grain-errorcorrecting code. More formally, let
In this graph, the vertices represent candidate codewords and the hyperedges represent vectors that result when t or fewer grain-errors occur in any of the candidate codewords.
As in [9] , ν * (H t,n ) is an upper bound on M(n, t) and will be derived by considering the dual problem defined in (4) . The problem is to find a function w :
We are now ready to state the main result of the section. Theorem 1: For positive integers n, t where t < n,
Proof: In order to prove the result, we must assign values for w( y) such that the constraint in (5) is satisfied.
.
The theorem statement now follows from the bound on y∈{0,1} n w( y): Since the number of length-n vectors with k runs is 2
which, after reindexing the parameter k, is the statement in the theorem. Theorem 1 gives an explicit upper bound on M(n, t) for all n and t. However, providing an explicit expression (without summations) is still not easy to derive. In the following, we present non-asymptotic bounds for t = 1, 2, 3. The bounds will then be compared against the existing bounds in [15] for t = 1, 2, 3. Note that the overlapping and non-overlapping grain-error models coincide for the case where t = 1. The following corollary was also derived in [8] in the context of the non-overlapping grain-error model. It is the result of combining Theorem 1 for the case where t = 1 with Lemma 4. Recall, M(n, t) refers to the maximum size of a t-grain-error-correcting code.
. For the case of t = 2, we make use of the following claims which can be proven using induction. The details are included in Appendix A.
Claim 4: For n ≥ 2,
Claim 5: For n ≥ 17,
We now derive the bound for M(n, 2), the maximum size of a 2-grain-error-correcting code, which is non-asymptotic and explicit.
. Proof: From Theorem 1, for n ≥ 18, we have
From Claims 4 and 5 we have, for n ≥ 18,
From Lemma 4 M(n, 2) must be an even integer and
. For t = 3, the upper bound is stated as a lemma. The details can be found in Appendix A.
Lemma 7: For n ≥ 24,
We briefly note that asymptotically Lemma 7 provides a looser upper bound on M(n, t) for the case where t = 3 than the bound provided in [10] . However, Lemma 7 has the advantage of providing an explicit expression that holds for a broad range of n.
In Table I , we illustrate the result for M(n, t) for small n and t = 1, 2, 3 using Theorem 1. Each sub-column in Table I consists of a pair of entries, the left entry corresponding to the previous best upper bound (and labeled 'Prev UB'), and the right entry corresponding to the upper bound offered by Theorem 1 (and labeled 'New UB'). Entries under 'Prev UB' are taken from [15] as follows. For M(n, t) where n ≤ 8, the entries are taken from [15, For all values of 10 ≤ n ≤ 20 the bound in Theorem 1 was tighter (as can be seen in Table I ) than the corresponding bound in [15] . In addition, the bounds in this section have the advantage of being explicit. We remark that in a more general case, it is difficult to compare our bounds to those in [15] since the bounds in [15] require finding a parameter ρ where ρ is the largest integer satisfying
IV. GRAIN-ERROR CODE CONSTRUCTIONS
In the previous section, the focus was on upper bounds for grain-error-correcting codes. In this section, we turn to code constructions. We will compare the cardinality of the codes proposed in this section to the upper bounds derived in the previous section. This section is divided into three subsections. In Section IV-A, we consider a group-theoretic construction for single-grain codes. In Section IV-B, we generalize the construction from IV-A. Using this generalization, Section IV-B then identifies better codes that correct single grain-errors for certain code lengths. Section IV-C considers constructions for codes that can correct multiple grain-errors.
A. Single-Grain Codes
We begin by proving some sufficient conditions for a code to correct a single grain-error. Then, we provide a grouptheoretic code construction that satisfies these conditions. The codes presented in this section provide the largest known cardinalities for all code lengths greater than 16.
Combining Lemma 3 with Definition 1, the following claim can be verified. Recall that d H and d A refer to the Hamming distance and the asymmetric distance, respectively. Claim 6: A code C is a single-grain code if for every pair of distinct codewords x, y ∈ C if at least one of the following holds:
We are now ready to state our code construction. For any additive Abelian group referred to in the subsequent discussion, the identity element will be denoted as 0 and will be referred to as the zero element.
Construction 1: Let A represent an additive Abelian group of size n. Suppose the sequence S = (g 1 , g 2 , . . . , g n ), which contains every element of A once, is ordered as follows:
For any element a ∈ A, let
The following example illustrates Construction 1.
The correctness of Construction 1 is proven next. Theorem 2: A code C A a created with Construction 1 is a single-grain code.
Proof: We will show that C A a is a single-grain code by demonstrating that the conditions listed in Claim 6 hold for any pair of distinct codewords x, y ∈ C A a . LetC A a be the group code created by using the same group and element a as in C A a so thatC A a has length n − 1, andC A a is obtained by shortening the codewords of C A a on the first bit (i.e., by removing x 1 , which multiplies g 1 = 0). Recall from Section II-D that sinceC A a is a group code,
, then x and y differ only in the first bit and so condition 1) from Claim 6 holds.
Suppose d H (x, y) = 2. Since d H (C A a ) ≥ 2, x and y do not differ in the first position, and there are two distinct indices i, j (2 ≤ i, j ≤ n) where x i = y i and x j = y j . Suppose, without loss of generality, that N(x, y) = 2 and so x i = x j = 1. Therefore, g i +g j = 0, or g j = g −1 i . However, by condition 2) in Construction 1, we have | j − i | = 1 and so condition 2) from Claim 6 holds.
If d H (x, y) is not equal to 1 or 2 then d H (x, y) ≥ 3 and so condition 3) of Claim 6 holds.
The following corollary follows from the proof of Theorem 2 and Claim 1. [11] , Corollary 1), |C A 0 | = 2 n n +1 if and only if n + 1 is a power of 2. Replacing n = n + 1 and multiplying |C A 0 | by 2 gives that |C A 0 | = 2 n n when n is a power of two. Since Construction 1 partitions the space {0, 1} n into n binary single-grain codes, it follows that for any n we have |C A 0 | ≥ 2 n n and so the statement in the corollary follows.
In [15] , a single-grain code construction was given that produced codes of length n = 2 m − 1 with 2 n n+1 + 2
codewords where m is a positive integer. In [10] , a singlegrain code construction was proposed that resulted in codes of length n where n = 2 r (where r is a positive integer) that contained 2 n n codewords. Our construction extends for any n (via the set A = Z n ). When n is a power of 2, Construction 1 produces codes with the same cardinality as the codes presented in [10] . Furthermore, for codes of length n where n is not a power of 2, Construction 1 provides codebooks with cardinalities strictly greater than 2 n n by Corollary 3. Since, for large n,
Construction 1 improves upon the state of the art when n is not a power of 2 and n ≥ 15.
In the next subsection, we provide a generalization of Construction 1. We then derive constructions for single-grain codes that have even larger cardinalities and consider codes capable of correcting more than a single grain-error.
B. Improved Grain Codes Using Mappings
In [6] , the authors make the observation that a single-asymmetric error-correcting code (and in particular a group code) can be constructed by defining a code over pairs of binary elements. Consider the map : {0, 1} 2 → G F(3), which is defined as follows:
Note that the map is not one-to-one since both (0, 0) and (1, 1) map to 0. With a slight abuse of notation, if the map is applied to a binary vector of even length then it is simply applied to each pair of consecutive elements at a time (e.g., (0, 1, 0, 0) = ( (0, 1), (0, 0))). Furthermore, (again with a slight abuse of notation) if the map is applied to a set of vectors, it returns a set of ternary vectors that are the result of applying the map to each vector in the set. Using this map, codes that correct asymmetric errors were proposed in [6] . In the following, we illustrate how to generalize the ideas from [6] (by using different mappings) to correct grain-errors.
Recall from Section II-C, a mapping t,m : {0, 1} m → {0, 1, . . . , p − 1} is a p-coloring if it assigns different numbers to adjacent vertices. If the input to t,m is a vector of length mn, then the map is applied to each collection of m consecutive bits at a time. For example, if m = 3, then t,3 (0, 0, 0, 1, 0, 1) = ( t,3 (0, 0, 0) t,3 (1, 0, 1) ).
Construction 2: Suppose q ≥ 2 is a positive integer and t,m : {0, 1} m → {0, 1, . . . , q − 1} is a q-coloring on G t,m . Let C t be a t-unrestricted-error-correcting code over an alphabet of size q of length n. Let
(8) Remark 1: If C is a code created according to Construction 2, then the map t,m can be interpreted as mapping the color classes of a q-coloring onto the symbols of a non-binary code C t . This interpretation will be useful in Section VI.
Remark 2: As noted in [6] , since a code created according to Construction 1 is a permutation of a group code, Construction 1 and Construction 2 coincide for the case where p = 3 and C 1 (from (8) 
in Construction 2) is a single unrestricted-error-correcting code over G F(3).
We now provide an example of a code created with Construction 2.
Example 4: Let the map be as defined in (7) . Note, from Lemma 3, that the map is actually a coloring on G t,2 where the set of vectors {0, 1} 2 are partitioned into color classes as follows:
be a t-unrestricted-error-correcting code over G F(3) of length n. Then the set of vectors
is a code created according to Construction 2. Remark 3: We note that when C t is a single-unrestrictederror-correcting code, a code constructed according to Example 4 coincides with the ternary construction from [6] proposed in the context of asymmetric errors.
We now prove that any code created according to Construction 2 is a t-mineral-error-correcting code. 
let v 1 = (x (i−1)m+1 , . . . , x im ) and v 2 = (y (i−1)m+1 , . . . , y im ). Since t,m (v 1 ) = t,m (v 2 ), the vectors v 1 , v 2 map to the same color class under t,m , which implies that v 1 and v 2 are not adjacent in G t,m . By definition, if v 1 
Thus, for any t-mineralerrors (of length m) e v 1 , e v 2 , we have v 1 
Then, there do not exist any t-mineral-errors e x , e y such that x + e x = y + e y . Thus,
Suppose now that t,m (x) = t,m ( y). Then, since t,m (x), t,m ( y) ∈ C t , there exists a set of at least 2t + 1 indices from {1, 2, . . . , n}, denoted as I, such that ∀ j ∈ I,
U denotes the errorball for t unrestricted-errors (as discussed in Section II-A). From Claim 2, then B t,M (x) ∩ B t,M ( y) = ∅ as well and the proof is complete.
Notice that according to Theorem 3, the code from Example 4 is a t-mineral-error-correcting code. Corollary 4 follows from Claim 3.
Notice that the proof of Theorem 3 relied on two properties of the error-ball B t,M . In particular, the proof required that for any
. We note that many other channels satisfy the above two properties, such as the Z -channel. Construction 2 can thus be used to generate codes that correct additional types of errors.
The next corollary follows from Theorem 3.
Corollary 4: Let C be a t-mineral-error-correcting code of length mn created according to Construction 2. Then,
C = {x ∈ {0, 1} mn+1 |(x 2 , . . . , x mn+1 ) ∈ C }
is a t-grain-error-correcting code.
Although Construction 2 provides a method to construct t-mineral-error-correcting codes, it is not straightforward to compute the sizes of the resulting codes because the color classes of the map t,m are not always of the same size. As a starting point, in this subsection we only considered singlemineral codes created using Construction 2 with the map as described in Example 4. Even with the simple map , computing the cardinalities of the resulting codes from Construction 2 is not straightforward. In the following subsection, we analyze the codes from Example 4 for arbitrary t.
Recall that from Remark 3, the single asymmetric error-correcting codes proposed in [6] (using the ternary construction) are a special case of Construction 2. Therefore, the codes from (Table II , column 4, [6] ) are singlemineral codes. Thus, we can obtain new single-grain codes by appending an information bit to these codes. The cardinalities displayed in the column titled 'Current Lower Bound' (second column) of Table II for 9 ≤ n ≤ 15 are the result of this operation. Note that the codes enumerated from [6] were the result of a computerized search and to limit the search space, the search was only carried out on codes of length at most 15. For n ≥ 16, the cardinalities in the second column of Table II can be obtained from Construction 1 using the group codes found in [2, Table 1 ]. The first column in Table II (labeled 'Previous Lower Bound') shows the cardinalities of the largest possible codebooks using constructions from [10] and [15] . The third column in the table (labeled 'Upper Bound') is the upper bound from Corollary 1 (Section III), which can also be found in [8] .
C. Multiple Grain-Error Codes Using the Γ Coloring
In this subsection, multiple grain-error-correcting codes are studied. In particular, we consider an alternative interpretation of the codes from Example 4. Using this interpretation, we derive a lower bound on the size of a mineral code created according to Example 4 for the case where the code C t is linear.
Notice that if the Hamming weight enumerator for the constituent code C t in Example 4 is given, then the size of the code C can be expressed as a function of the Hamming weight enumerator for C t . We denote the Hamming weight enumerator of a code C as W C (x, z) = n i=0 W i,n−i z i x n−i where W i,n−i represents the number of codewords in C whose Hamming weight is i . The following lemma is similar to [6, Th. 9] and so the proof is omitted.
Lemma 8: Let C t be a ternary code of length n used in Example 4 with Hamming weight enumerator
Then, the resulting mineral-error-correcting code C (as in Example 4) has cardinality |C| = W C t (2, 1) . Prepending an additional information bit to every codeword in C results in a grain-error-correcting code with cardinality 2|C|.
Remark 4: Note that in general the weight enumerator for any t-unrestricted-error-correcting ternary code C t is not necessarily known.
We now summarize our results in Table III . For each t, we report a triplet of values. Since for 1 < t < n there were no existing grain-error-correcting codebooks to compare with, we naively constructed a t-grain-error-correcting code by prepending an additional information bit to the start of a t-unrestricted-error-correcting code. As a result, the first entry in each triplet (labeled 'UEC') is the cardinality of the largest linear t-unrestricted-error-correcting binary code found in [16] of length n − 1 prepended by an additional information bit. For the second entry in each triplet (labeled 'Example 4*') we rely on the results from Example 4. Appending {00, 11} to any codeword of a t-grain-error-correcting code of length n results in a t-grain-error-correcting code of length-(n + 2); we conclude that M(n + 2, t) ≥ 2M(n, t). 1 This observation allows us to improve the cardinalities obtained by Example 4 in certain cases. In particular, each entry under 'Example 4*' is the maximum of the cardinality of a code created with Example 4 and a code obtained by appending {00, 11} to a shorter length code. Lastly, the third entry in each triplet (labeled 'UB') is the non-asymptotic upper bound from Theorem 1, rounded to an even integer, as per Lemma 4.
In the following, we provide a variation of the codes from Example 4 in order to derive an explicit lower bound on the size of codes created as in Example 4 when C t is linear.
Construction 3: Let r, be positive integers where r ≤ . Let H = (h 1 , . . . , h ) be an r × parity check matrix of a ternary code C of length that can correct up to t unrestricted-errors (where each h i represents the i th column in H , 1 ≤ i ≤ ). Let H be an r × 2 ternary matrix, 2h 1 , h 1 , 2h 2 , h 2 , . . . , 2h , h ) .
Let a be an arbitrary element in G F(3) r . Then,
where the vector operations are performed in the vector space G F(3) r .
The following lemma will be useful in proving the correctness of Construction 3.
Lemma 9: Let r, be positive integers where r ≤ and let the matrices H , H be as in Construction 3. Then, for any
Proof: For any x = (x 1 , . . . ,
There are the 4 possibilities for (x j , x j +1 ): (1, 1) . It can be verified that in either of the 4 cases, when j is odd, we have (where is as defined in (7))
Then, continuing from (11),
We now prove the correctness of Construction 3. Theorem 4: Suppose C a is a code created according to Construction 3. Then, C a is a t-mineral-error-correcting code.
Proof: Let H be a parity check matrix of dimension r (where r ≤ ) for the code C of length that can correct up to t unrestricted-errors. For any a ∈ A, let C a = {x ∈ G F(3) |H · x = a}. Notice that for any a ∈ A, C a is a ternary t-unrestricted-error-correcting code. Recall from Construction 3 that C a = {x ∈ {0, 1} 2 |H x = a} where H = (2h 1 , h 1 , 2h 2 , h 2 , . . . , 2h , h ) = (h 1 , . . . , h 2 ) (and each h i , h j denotes a column in H or H , respectively for 1 ≤ i ≤ 2 and 1 ≤ j ≤ ).
From Lemma 9, for any vector x ∈ {0, 1} n , H · x = H · (x). Therefore, it follows that H · x = a if and only if H · (x) = a. Then, we can write C a = {x ∈ {0, 1} n | (x) ∈ C a }. Since C a is a t-unrestricted-error-correcting code, C a is a t-mineral-error-correcting code by Example 4 and Theorem 3.
Using the interpretation of the codes from Example 4 provided by Construction 3, we now state a simple lower bound on the size of a code created as in Example 4. Recall from Theorem 4, Construction 3 is a special case of the codes from Example 4. The lower bound in Corollary 5 will be improved in the next section.
In the following corollary A denotes the additive Abelian group of G F(3) r .
Corollary 5: Let C be a t-unrestricted-error-correcting ternary code of length = n 2 (where n is even) with a parity check matrix H of dimension r . Then there exists an a ∈ A, such that the code C a created according to Construction 3 of length n with the constituent code C satisfies |C a | ≥ 2 n 3 r . Proof: Notice that each of the 2 2 vectors from {0, 1} 2 will map to exactly one code C a as in (10) . Thus, the matrix H partitions the space {0, 1} 2 into |A| non-overlapping codes C a 1 , C a 2 , C a 3 , . . . , C a 3 r where each a i ∈ A for 1 ≤ i ≤ 3 r . By the pigeonhole principle, there must exist a code with cardinality at least 2 2 |A| = 2 n 3 r . Recall, Construction 3 was introduced as a tool that can be used to provide lower bounds on the sizes of mineral codes created according to the more general Construction 2. Although Lemma 8 gives a lower bound on a mineral code created according to Example 4, Lemma 8 has a potential drawback that it requires knowledge of the weight enumerator for a non-binary code which may not be known. The purpose of the next section is to use Construction 3 to produce a lower bound that holds for general n. The lower bound in the next section only requires the knowledge of the number of parity symbols for the non-binary constituent code. It will be demonstrated in Table IV that in many cases the resulting lower bound guarantees codebooks with strictly more codewords than the largest known binary codebooks capable of correcting a prescribed number of unrestricted-errors. In the next section, we use Fourier analysis to improve the lower bound on C a from Construction 3.
V. AN IMPROVEMENT ON THE LOWER BOUNDS ON THE CARDINALITY OF GRAIN AND MINERAL CODES WHEN t ≥ 2
In this section, we improve the lower bound from the previous section on the cardinality of a t-mineral-errorcorrecting code created according to Construction 3. The approach will be similar to [11] , where the cardinalities of the Constantin-Rao codes [2] were derived using discrete Fourier analysis.
Let A be the additive Abelian group of G F(3) r . Let C a denote a code created using Construction 3 where as before a is an element from A used in the construction. Suppose further that C is a ternary code of length with an r × parity check matrix H that can correct up to t unrestrictederrors where C is the constituent code used in Construction 3. For 1 ≤ i ≤ , recall from the construction that h i refers to the i th column of H and that for 1 ≤ j ≤ 2 , h j refers to the j th column of H where H = (h 1 , . . . , h 2 ) = (2h 1 , h 1 , 2h 2 , h 2 , . . . , 2h , h ) .
For x = (x 1 , . . . , x 2 ) ∈ {0, 1} 2 , consider the mapping γ : {0, 1} 2 → A defined as
In order to compute |C a |, we count the number of times each element a ∈ A is covered by some vector x ∈ {0,
We state the following claim for clarity. Recall, M(n, t) refers to the maximum size of a t-grain-error-correcting code of length n. Claim 7: Let n, be positive integers such that n = 2 + 1. Let C a be a code of length 2 created according to Construction 3 where a ∈ A. Then, |C a | = f (a) and M(n, t) ≥ 2|C a | = 2 f (a).
We are now ready to derive lower bounds on the sizes of codes created from Construction 3 using Fourier analysis. The following lemma will be used in the proof of Theorem 5. Recall from Section II-E, for a, b ∈ A,
where ζ 3 is a primitive third root of unity. In the remainder, for some positive integer k, (ζ 3 ) k will be written as ζ k 3 . In the next lemma, we make use of the following function. Given an input c ∈ A, let β : A → {0, . . . , } be defined as follows
where h i refers to the i -th column of H .
The following function will be used in the proof of Theorem 5. Let I : {0, 1} 2 × A → {0, 1} denote the indicator function where for x ∈ {0, 1} 2 and a ∈ A,
where γ is as defined in (12) .
We are now ready for the main result of this section. a 4 β(a) . Proof: Consider c ∈ A. As in [11] , we proceed by computing the Fourier transformf (c) (as defined as in Section II-E). First note that from (15) , we can write f (a) = x∈{0,1} 2 I (x, a) where a ∈ A. We havê I (x, a) .
Note that for a fixed x ∈ {0, 1} 2 , a∈A −c, a I (x, a) = −c, γ (x) . Then,
where the last equality follows from the property that for a 1 , a 2 , a 3 ∈ A, −a 1 , a 2 + a 3 = −a 1 , a 2 −a 1 , a 3 .
Notice that each x i is equal to either 0 or 1 (where 1 ≤ i ≤ 2 ). If x i = 0, then clearly −c,
As a result of this observation, we can write x∈{0,1} −c, x 1 h 1 = 1 + −c, h 1 . We now show that for k ≥ 1, we can write
(1 + −c, h i ). (16) We will show the result by induction on k. The case where k = 1 has already been proven. Suppose the result holds for all k ≤ v − 1 and consider the case where k = v. Let
Similar to before, notice that if x k = 0, then Otherwise if x k = 1, then
Applying the inductive hypothesis, we can write
which after substituting the value for K , gives the expression in (16) . From (16) , we can writê
Let j be an integer such that 1 ≤ j ≤ . Then from the definition of H (see also (12) ) we can write (1 + −c, h 2 j ) (1 + −c, h 2 j −1 ) = (1 + −c, h j )(1 + −c, 2h j ). Thus, we can rewritef (c) in terms of the h i terms so that
The last equality follows from Lemma 10. Recall, from Section II-E that the inverse Fourier transform off is In the following we define the sets N j , N j , and T j recursively (starting at j = 1) where j is an integer such that 1 ≤ j ≤ r − 1. Consider the sub-matrix H j consisting of the first r − j columns of H where H is the parity check matrix for C with columns h i and 1
Notice that for any u ∈ T j , β(u) = |{1 ≤ i ≤ : u T · h i = 0}| ≥ r − j . Then since the sets T 0 , T 1 , . . . , T r−1 are disjoint, we can use Theorem 5 with b = 0 to obtain
and therefore the proof is complete. We summarize the result from Lemma 11 with the following corollary.
Corollary 7: Let C be a t-unrestricted-error-correcting ternary code of length = n 2 (where n is an even integer) with a parity check matrix H of dimension r . For a ∈ A, let C a be a code created according to Construction 3 of length n with the constituent code C . Then for any a ∈ A, |C a | ≤ |C 0 | and |C 0 | ≥ 2 n 3 r + 2 4 3 r − 8 3 . Proof: From Claim 7, |C a | = f (a). Using Corollary 6, we have that for any a ∈ A,
Combining Claim 7 and Lemma 11 gives that |C 0 | = f (0) ≥ 4 3 r + 2 4 3 r − 2 · 4 3 . Thus, the previous corollary improved upon Corollary 5 where it was shown that for some a ∈ A, |C a | ≥ 2 n 3 r . For the case of t = 2, 3, 4, we compared our lower bound with the cardinality of the t-grain-error-correcting codes from Table III . Each entry in Table IV contains two numbers delimited by a '/'. The first number is the cardinality of a t-grainerror-correcting code from Table III (under the sub-column Example 4*) and the second number is twice the lower bound from Corollary 7 (since the lower bound from Corollary 7 applies to a mineral code and not a grain code). It can be seen in Table IV that the difference between the bound from Corollary 7 and the size of the codes from Table III is small for the t = 2 case.
In the next section, we return to the problem of constructing single mineral codes.
VI. GENERAL SINGLE-GRAIN AND SINGLE-MINERAL CODES FROM CONSTRUCTION 2
In this section, we consider single-mineral codes derived from more general colorings according to Construction 2. In Section VI-A, we investigate a sufficient condition for codes created with Construction 2 to produce large single-mineral codes. In Section VI-B, we describe a coloring that was found using a computerized search; for code lengths 48 and 342 this coloring produces new codes with large cardinalities (i.e., larger than using the alternative group codes to construct single mineral-codes).
Recall from Construction 2 in Section IV-B that the construction for a t-mineral-error-correcting code C relied on two key ingredients: 1) a mapping t,m from {0, 1} m to p color classes (where p is a prime), and 2) a t-unrestricted-error-correcting code C t over G F( p). The basic idea behind Construction 2 was to use t,m to map the color classes of a p-coloring onto the symbols of the non-binary code C t . Notice, in this section, we restrict ourselves to the case where t,m maps to p color classes where p is a prime.
Thus far, we have considered code constructions for mineral codes using Construction 2 with the map t,m = , where is given by (7) . Therefore, if Construction 2 is used to create mineral codes, there are two possible directions to investigate: 1) discover new mappings t,m for m ≥ 2, and 2) develop new constructions for the code C t that, when used in conjunction with some t,m , result in codes with large cardinalities. In this section, we focus on the first direction for the case where t = 1, and the code C 1 is a single unrestricted-errorcorrecting code taken to be a Hamming code. The second item highlights a potential area of future work which we will discuss briefly in the next section.
A. A Sufficient Condition for Construction 2 to Produce Large Codes
Suppose that a single-mineral code C of length mn is created according to Construction 2. Suppose that the p-coloring 1,m is such that p = m + 1 where p is an odd prime and C 1 is a perfect non-binary single unrestricted-error-correcting code over G F( p) of length n. We show that there exists a mineral code C of length mn whose cardinality is at least 2 mn mn+1 . Motivated by this observation, in Section VI-B, we consider using different coloring schemes (i.e., where 1,m = ) in conjunction with a perfect single-unrestricted-error correcting code. We first begin by reviewing some notation that was used in Section IV-B.
As in Section IV-B, let G t,m = (V, E) denote a simple graph where V = {0, 1} m , and for any x, y ∈ V (where F( p) is a p-coloring if it assigns different elements of G F( p) to adjacent vertices. From Section II-C, χ(G t,m ) is the smallest p for which a p-coloring is possible. Recall, the size of the largest clique in a graph G is denoted ς(G).
The following claim will be used in the proof of Lemma 12. be the group code of length m that is the result of shortening the codewords in C A a on the first bit. From Corollary 2,C A a is a single-mineral code. Assign to every x ∈C A a the same number from {0, 1, . . . , m}. Repeating this process for every value of a ∈ A (and using a different number for different values of a), results in an (m +1)-coloring on the graph χ(G 1,m ) since there are |A| = m + 1 choices for a.
Recall from Section II-C that χ(G 1,m ) ≥ ς(G 1.m ) where ς(G 1,m ) is the maximum size of any clique in the graph G 1,m . From Claim 8, we have χ(G 1,m ) ≥ ς(G 1,m ) ≥ m + 1 and so χ(G 1,m ) = m + 1.
The following theorem is similar to Corollary 5. Theorem 6: Let p be a prime number and r a positive integer. Let n = p r −1 p−1 and m = p − 1. Then there exists a single-mineral code C of length mn where |C| ≥ 2 mn mn+1 from Construction 2.
Proof: Let C 1 be the constituent non-binary single-unrestricted-error-correcting code from Construction 2 (where C 1 is represented by C t in the statement of the construction). Assume also that C 1 is of length n with parity check matrix H of dimension r and that C 1 is perfect. For a ∈ A = G F( p) r , let C a = {x ∈ G F( p) n : H · x = a}. Notice that since C 1 is a perfect single unrestricted-errorcorrecting code then C a is also a perfect single unrestrictederror-correcting code. Thus, we can apply Construction 2 to obtain a single-mineral code C a where
Since 1,m maps every element in {0, 1} mn to exactly one nonbinary vector of length n, it follows that every x ∈ {0, 1} mn belongs to exactly one C a , and so the codes C a 1 , C a 2 , . . . , C a p r partition the space {0, 1} mn into p r non-overlapping sets. By the pigeonhole principle, there exists a b ∈ A, where |C b | ≥ 2 mn p r = 2 mn mn+1 .
B. A New Coloring Scheme
In this section, we report on the results of using Construction 2 with a new map that was identified using a computerized search. As before, we denote the color classes as A 0 , A 1 , …, A p−1 for the p-coloring t,m on G t,m where A 0 ∪ A 1 ∪ · · · ∪ A p−1 = {0, 1} m . By this setup, we assume
In this subsection, we make use of the following notation. Suppose a code C is a t-mineral-error-correcting code created according to Construction 2 given by 1) a set of p color classes D = {A 0 , A 1 , . . . , A p−1 } for a p-coloring on G t,m where p is a prime, 2) the mapping t,m which maps vectors from {0, 1} m into the symbols {0, 1, . . . , p − 1}, 3) C t where C t is a t-unrestricted-error-correcting code over G F( p). We denote the mineral code C as C( t,m , C t ). Under this setup, the map t,m always maps elements from the same color class to the same symbol. Furthermore, for 0
In the following, we describe the color classes from a 7-coloring on G 1,6 that was located with the aid of a computer search. The vectors from {0, 1} m are enumerated by their decimal representation. For example, the vector x = (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = (1, 0, 1, 1, 0, 0) corresponds to the number 13 since 6 i=1 2 i−1 x i = 13 in this representation. The color classes are the following: Notice that |A 0 | = 11, |A 1 | = 9, |A 2 | = 9, |A 3 | = 9, |A 4 | = 9, |A 5 | = 9, and |A 6 | = 8. Recall that if the groupcode partition was used then the sizes of the color classes are 10, 9, 9, 9, 9, 9, 9 so that the size of the largest color class has increased by 1 given the new set of color classes.
Using a non-binary perfect code over G F (7) of length 8 with the coloring scheme specified in this section, the resulting length-48 binary code has 16192 more codewords than a group code defined over Z 7 × Z 7 . Using a non-binary perfect code over G F (7) of length 57 with the coloring scheme described in this section results in a binary code of length 342 with approximately 7.1401e34 more codewords than a group code defined over Z 7 × Z 7 × Z 7 . The parity check matrices for the single-unrestricted-error-correcting codes of length 8 and of length 57 over G F (7) were taken from [16] .
VII. CONCLUSION AND FUTURE WORK
In this work, new bounds and constructions were derived for grain-error-correcting codes where the lengths of the grains were at most two. We considered a new approach to constructing codes that correct grain-errors and using this approach, we improved upon the constructions in [10] and [15] .
There are many directions for future work: 1) Development of new coloring schemes and codes to use with Construction 2. 2) Constructions of codes that correct multiple non-overlapping grain-errors. 3) Constructions and bounds for codes capable of correcting grain-errors where the length of the grain is greater than two. 4) Constructions and bounds for codes that correct bursts of grain-errors. The largest single-grain codes for 9 ≤ n ≤ 15 listed in Table II were the result of using Construction 2 with nonlinear codes over G F (3) . It seems promising that potentially larger single-grain codes may be possible using non-linear codes and coloring schemes in conjunction with Construction 2 for longer code lengths.
There is clearly a strong connection between codes capable of correcting bursts of unidirectional errors and codes correcting grain-errors (where the length of the grain is longer than two). Constructing grain codes that are larger than the unidirectional codes from [12] could be of future research interest.
Finally, we note that Construction 2 may be applicable to the construction of new asymmetric error-correcting codes for the Z-channel. In fact, when t,m = and C 1 (where C 1 represents the code C t in Construction 2) is a single unrestricted-error-correcting ternary code, Construction 2 is identical to the single asymmetric error-correcting code (from the ternary construction) described in [6] . Given new colorings (i.e., where 1,m = ) and new ternary codes for C 1 , it may be possible to construct new codes with large cardinalities for the Z-channel.
APPENDIX A PROOFS OF CLAIMS AND LEMMAS FROM SECTION III

A. Details for M(n, 2)
In this section, we derive the results stated in both Claims 9 and 10. We begin with Claim 9, which is simpler to derive than Claim 10.
Claim 9: For n ≥ 2, n k=2 1 k + 1
Proof: This identity follows from the following derivations: 
The next lemma will be useful to obtain the expression for Claim 10. n − j c j (2 j − 1), as desired. As a consequence of the previous lemma we have the following corollary. 1 j (2 j − 1). We require one more lemma before proceeding to the proof of Claim 10.
Lemma 14: For n ≥ 17, Proof: The proof follows by induction for n ≥ 17. For n = 17, the value on the left hand side is equal 16552.47, while the value of the right hand side is equal 16552.85. Now, assume the inequality holds for some n ≥ 17, and we will show its validity for n + 1. Hence, we need to show that n+1 k=1
According to the induction assumption, it is enough to show that 2 n+1 n − 1 − 2 n−5 + 1 n 2
The last inequality is equivalent to showing that n 5 − 11n 4 − 101n 3 − 6n 2 + 73n + 10 ≥ 0.
The value of the term on the left hand side of this inequality for n = 17 is positive. Furthermore, it is possible to verify that the derivative of this term for values greater than or equal to 17 is positive and hence we conclude that this inequality holds for n ≥ 17. Claim 10 now follows from Corollary 8 and Lemma 14. 
B. Details for M(n, 3)
We now proceed to derive similar results for M(n, 3). We first note the following corollary which follows from Lemma 13.
Corollary 9: For n ≥ 2, 
