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Abstract-Nonlinear optimization and root-finding procedures were used to locate Adams-type methods 
with increased ranges of stability. P.E(CE)m and P(EC)” methods, where P is an Adams-Bashforth 
predictor and C is an Adams-type corrector, with order of up to 20 for relative stability and up to 12 for 
absolute stability are given. The methods were obtained from one-parameter families of Adams methods by 
numerically maximizing the size of the largest real stability interval with the right end-point as origin. The 
results given indicate that the stability of the usual Adams methods can be improved significantly from this 
point of view without sacrificing their other computational advantages. 
1. INTRODUCTION 
The stability of linear multistep methods has been the subject of many investigations (for 
example, see[l-211). Of particular interest have been the Adams methods (see[l,4,13,15,18- 
211). This interest stems primarily from the fact that Adams methods possess several well- 
known computationally advantageous properties and is illustrated by the fact that much of the 
highly regarded automatic ODE software currently available implements ome form of the 
Adams methods [22-381. 
In this paper, members of several families of Adams-type methods are given. The methods 
given were obtained via the nonlinear ontimization of certain stability properties (to be stated 
precisely in Section 3). The original intent was to locate methods with increased ranges of 
relative stability as in [21]. It was subsequently decided to also consider the optimization of 
absolute stability. However, no attempt is made to assess the relative merits of the two 
definitions of stability. For one such attempt, the interested reader is referred to[13]. 
Throughout his paper, the following notation is used: A k-step linear multistep method of 
polynomial order r is called an (r, k) method. When a predictor-corrector mode is considered, 
the resultant combination is called an (r, s, m, n) method if r is the order of the predictor, s is 
the order of the corrector, m is the number of corrections, and n = 0 for the mode PE(CE)m 
and n = 1 for the mode P(EC)m. 
2. ADAMS-TYPE METHODS 
The methods investigated consist of linear combinations of the usual Adams methods. These 
methods were alluded to in [19] and have been investigated to some extent in [20-211. 
Throughout his paper, the methods described use P4 or P,_, and C,’ = UP, + (1 - a)C, in a 
predictor-corrector mode, where Pq is the (4 + 1, 4 + 1) Adams-Bashforth predictor, C, is the 
(4 + 1, 4) Adams-Moulton corrector, and II is a suitably chosen real number. 
The real parameter a determines one-parameter families of methods that preserve desirable 
properties of P4 and C, (e.g. they do not require back values of y; they may be implemented 
easily into existing software packages uch as those discussed in [20,27-31,34,3f&37], etc.) but 
at the same time also allow the possibility of an optimization for any desired method 
characteristic. 
*The results of this paper were presented at the June 1977 SIAM meeting in Philadelphia. 
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Two important properties of any linear multistep method are stability and local accuracy. 
The objective of the present study was to optimize with respect o real stability for orders of up 
to 12 for absolute stability and up to 20 for relative stability. See [ l&23,28-31,36-371 for 
discussions related to the choice of 12 in the first case; refer to Section 4 for a discussion of the 
restriction to real stability. 
For relative stability the methods were optimized in the mode PE(CE)” where P = Pq, 
C = C’,., and m = 1,2,a. (Of course, m = m corresponds to the iterated corrector.) For absolute 
stability the additional modes PE(CE)m where P = Pq_, and P(EOm where P = Pq were also 
optimized. 
The mode above with P = P,_, was included for absolute stability since several of the best 
available solvers implement Pq_, and C, in this mode[34,36-371. It is worthwhile to observe, 
however, that nothing is to be gained by using the present methods in these solvers (which 
perform a local extrapolation[40] of the corrected value). This is due to the fact that the local 
extrapolation raises the order by one [40-41], making the resultant methods equivalent to one with a 
corrector of order q + 2. However, Cq+, is the only such candidate since it is the only (4 + 2,q + 1) 
Adams corrector. What would be of interest is a code similar to those of [34,36371 but which uses 
the mode P,_,E(C,“E)” without local extrapolation. The results given in Tables 7 and 8 are 
encouraging in this respect, and the question is currently under investigation. 
With regard to local accuracy, observe that the local truncation error coefficient for C,’ is 
given by 
T,” = a7,+1+ (l- a)y*,+, 
where ys+, and r$+, are the error coefficients for Pq and C,[21,391. C’,’ is a (4 + 1, 4 + 1) 
method unless a = 0 or a = -7*p+,/yp, in which cases Cq” = C, or C,’ = Cq+it respectively 1211. 
Since y4+, >O and y:+, <0, Tga < 7$+, for a <O and Tq’ > ~~+i for a > 1. For O< a < 1, 
IT;] < I,$+,] if and only if (I < -2~;+,/7~ As would be anticipated, most of the methods given 
in this paper are such that II < 0 or a > -2&, y4’ / However, ITgal is significantly larger than 
I&,] only for the mode P,Ec,“. In any event, the relative magnitudes may be determined by 
the relationship 
a7q+1+ (I- a)Yt+I = 1 +ay, 
7$+1 7l;+1 
3. NONLINEAR STABILITY OPTIMIZATION 
For the sake of completeness, the nonlinear optimization problems which were solved will 
now be stated precisely and the manner in which they were solved will be described briefly. The 
following notation is used: r.(a) denotes the characteristic polynomial[42] for the method 
under consideration. The roots of or, are denoted by r,,(a), . . . , ~(a) where k + 1 is the 
degree of ~(a) and r,,(a) is the principal root[43] of &a). The critical difference function1151 is 
defined by 
1 
IMa)l - ,z:- Iri(a)I for realative stability, 
C,(a) = 
I - ,z;; hi( for absolute stability. 
The stability function[l5] is defined by Z(a) = largest a < 0 with C.(a) = 0. The problem is to 
minimize Z(a). Several computational difficulties associated with this problem are identified in the 
next section. 
The nonlinear optimizer that was used is based on a penalty function constrained version of 
Powell’s conjugate gradient method[44-46]. Roots of war,(a) were located using the Jenkins- 
Traub algorithms [45,47-48]. Brent’s method [45,49] was used to solve C,(a) = 0. In all cases, it 
was attempted to obtain solutions correct to machine precision with the optimizer and 
polynomial root-finders and to within a tolerance of l.E - 10 for Brent’s method. The results 
(given in Tables l-10) were obtained using a CDC 7600 (FTN, OPT = 2). Complete details of 
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Table 1. Relative stabilitv for (a + 1, 4 + 1, m, 0) methods 
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Real stability Complex stability 
q Adams New Adams New a 
I 
2 l&J 
3 0.923 
4 0.682 
5 0.494 
6 0.359 
7 0.258 
8 0.182 
9 0.125 
10 0.083 
11 0.054 
12 0.033 
13 0.020 
14 0.012 
15 0.007 
16 0.004 
17 0.002 
18 0.001 
19 0.001 
2.;37 1.;20 1.;56 
0.980 0.923 0.980 
1.055 0.682 0.851 
0.761 0.494 0.684 
0.608 0.359 0.530 
0.476 0.258 0.410 
0.371 0.182 0.314 
0.286 0.125 0.236 
0.217 0.083 0.173 
0.161 0.054 0.124 
0.117 0.033 0.084 
0.082 0.020 0.056 
0.056 0.012 0.036 
0.037 0.007 0.022 
0.024 0.004 0.013 
0.015 0.002 0.007 
0.009 0.001 0.004 
0.005 0.001 0.002 
0 
-0.277880421619061E-01 
-0.119108871829415E-01 
-0229882935326327E - 01 
-0.216612354996349E - 01 
-0.2136713412%562E-01 
-0206342088512539E - 01 
-0.198356973586185E - 01 
-0.189860800817671E-01 
-0.181110312916187E-01 
-O.l7224927%209llE-01 
-0.1633768453439OlE - 01 
-0.154580332869038E - 01 
-0.145949133452734E - 01 
-0.137585978784078E - 01 
-0.129587032958327E - 01 
-0.122044401167237E - 01 
-0.115075070270201E - 01 
-0.107238823322336E - 01 
Table 2. Relative stability for (q + 1, q + 1, 1,O) methods 
Real stability Complex stability 
q Adams New Adams New a 
1 0.667 1.884 0.667 0.966 0.484940756606377E + 00 
2 0.846 1.432 0.724 0.845 0.330472434865712E + 00 
3 0.610 0.934 0.608 0.5% 0.245812073827823E + 00 
4 0.494 0.787 0.472 0.447 O.l82888677181309E+tXI 
5 0.388 0.604 0.369 0.335 0.13524048783859OE + 00 
6 0.307 0.472 0.289 0.249 0996412305009073E - 01 
7 0.243 0.367 0.225 0.224 0.717773310970675E - 01 
8 0.193 0.283 0.174 0.137 0.499251937235794E - 01 
9 0.153 0.218 0.130 0.099 0.339922622360174E - 01 
10 0.123 0.165 0.096 0.071 0.21351994893532lE-01 
11 0.099 0.123 0.066 0.051 O.l15866307580209E-01 
12 0.087 0.087 0.043 0.039 0294205277360060E - 02 
13 0.036 0.066 0.025 0.025 -O.l28151463310466E-03 
14 0.015 0.047 0.014 0.038 -0.377687820241404E - 02 
15 0.008 0.031 0.008 0.014 -0.679821517143056E - 02 
16 0.004 0.022 0.004 0.009 -0.7790065693713%E - 02 
17 0.002 0.014 0.002 0.006 -0.879761483944652E - 02 
18 0.001 0.007 0.001 0.004 -0.931573959658777E - 02 
19 0.001 0.005 0.001 0.003 -0.956259155148603E-02 
Table 3. Relative stability for (q + 1, q + 1, 2.0) methods 
Real stability Complex stability 
4 Adams New Adams New a 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
1.105 
0.821 
0.667 
0.527 
0.412 
0.317 
0.238 
0.173 
0.122 
0.082 
0.053 
0.033 
0.020 
0.012 
0.007 
0.004 
0.002 
0.001 
0.001 
13 
14 
15 
16 
17 
18 
19 
1.111 
0.899 
0.893 
0.832 
0.700 
0.582 
0.472 
0.371 
0.286 
0.217 
0.161 
0.117 
0.082 
0.056 
0.037 
0.024 
0.015 
0.009 
0.005 
0.906 
0.821 
0.667 
0.527 
0.412 
0.317 
0.238 
0.173 
0.122 
0.082 
0.053 
0.033 
0.020 
0.012 
0.007 
0.004 
0.002 
0.001 
0.001 
0.963 O.lBE+OO 
0.693 -0.334779496923153E + 00 
0.587 -0.450415860304624E + 00 
0.510 -0.20738759071662lE + 00 
0.454 -O.l10250842055546E+ 00 
0.372 -0.69926678148974OE - 01 
0.310 -0.477666840093818E - 01 
0.255 -0345998139959356E - 01 
0.198 -0269081081334678E-01 
0.155 -0.223172856519469E - 01 
0.115 -0.193925802901944E - 01 
0.081 -O.l7413%73396003E -01 
0.055 -0.15%50016198033E - 01 
0.035 -0.148206937958015E - 01 
0.022 -0.138555905479886E - 01 
0.013 -O.l29959517217347E-01 
0.007 -O.l22183626348118E-01 
0.004 -O.l15113750174245E-01 
0.002 -O.l09369981117616E-01 
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Table 4. Real absolute stability for (q+ 1, q + 1, m, 0) 
methods* 
q Adams New a 
1 
6.L 
00 US0 
2 m -1/2SaI-l/IO 
3 3.000 -0.111111111111111E tO0 
4 1.837 7.;7 -0.7320732498 10279E - 01 
5 1.184 3.600 -0.536842107691484E - 01 
6 0.769 2.231 -0.422189623110141E-01 
7 0.493 1.484 -0347835724673518E - 01 
8 0.310 1.007 -0.295831164352727E - 01 
9 0.191 0.682 -0.257330080959282E - 01 
10 0.115 0.456 -0.227618888807246E - 01 
11 0.068 0.300 -0.203863853326727E - 01 
*For q = 1, 2, 3 see [20] for proofs that the indicated 
correctors are absolutely stable for ah real (I < 0. 
Table 5. Real absolute stability for (q + 1, q + I, 1.0) methods 
4 Adams New Others* a 
I 2.ooa 5.828 0.656854249492369E t 00 
2 1.729 3.825 0.509913758784819E + 00 
3 1.285 2.527 2.48 0.391005386353447E f 00 
4 0.947 1.762 1.41.1.81 0.297080696568912E + 00 
5 0.698 1.248 1.04,1.28 0.218676771392813E +OO 
6 0.515 0.899 0.80 0.1589805365454748 t 00 
7 0.382 0.647 0.60 0.111816573649115E +oo 
8 0.284 0.464 0.761258437156935E -01 
9 0.213 0.332 0.499292206318236E -01 
10 0.161 0.236 0.307591834138552E - 01 
11 0.124 0.167 0.174091875484937E -01 
Table 6. Real absolute stability for (q + I, q + 1, 2, 0) methods 
4 Adams New a 
1 1.478 1.667 0.399999969270734E + 00 
2 1.269 t.n3 0.57142839555%14E - 01 
3 1.054 1.100 -0.212121211771674E + 00 
4 0.855 1.034 -0.386454199662836E + 00 
5 0.676 1.623 -0.4811428829155748 + 00 
6 0.519 0.964 -0.248984444160502E t 00 
7 0.382 0.828 -0.138749767266215E + 00 
8 0.268 0.679 -0.849908104545247E - 01 
9 0.177 0.539 -0.5569168042755028 - 01 
10 0.111 0.411 -0.385522597999319E - 01 
11 0.067 0.295 -0.280226234272989E - 01 
Table 7. Real absolute stability for (q, q + 1, I, 0) methods 
4 Adams New a 
1 2.000 3.731 
2 2.400 3.748 
3 1.935 2.903 
4 1.411 2.106 
5 1.039 1.552 
6 0.773 1.155 
7 0.580 0.863 
;. 
0.439 0.640 
0.337 0.468 
10 0.264 0.338 
11 0.210 0.228 
0463%9313900833E +00 
0.358798265733720E + 00 
0.269418564553231E + 00 
0.198320949536880E + 00 
0.142526511455497E+00 
0992958685675465E - 01 
0.674631175399143E-01 
0.435856286118228E- 01 
0.260118806147864E-01 
O.l38433182406668E- 01 
0.315314791%7358E-02 
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Table 8. Real absolute stability for (q, q t 1, 2, 0) methods 
4 Adams New a 
1 2.000 2.236 0.316718454259455E+00 
2 1.580 1.581 022806713920!!16E-01 
3 1.271 1.345 -0.202857028654062E t 00 
4 1.009 1.261 -0345668574426384E t 00 
5 0.782 I .243 -0347046682744768E t 00 
6 0.586 1.116 -0.170092144255904E + 0 
7 0.419 0.933 -0987397880896013E - 01 
8 0.285 0.747 -0.625676944108502E - 1 
9 0.183 0.572 -0.423125322061746E-01 
10 0.113 0.413 -0.303906708431869E - 01 
11 0.067 0.285 -0.236845542957171E - 0  
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Table 9. Real absolute stability for (q t 1, q + 1, 1. I) methods 
4 Adams New a 
1 0.500 2.000 0.!49999970335381E+0! 
2 0.286 I.200 0.lMQO00O0348108E+01 
3 0.158 0.750 0.166666666630535E+0! 
4 0.085 0.469 0.!71547144740506E+0! 
5 0.046 0.289 0.175263161597089E t 01 
6 0.024 0.175 0.178105506370517E t 01 
7 0.013 0.104 0.180493!11232834E+01 
; 
o.oM 0.060 O.l82366649952476E+O! 
0.003 0.035 0.183923609846780E + 01 
10 0.002 0.020 0.185226362697729E + 01 
11 0.001 0.011 0.186340386503546E + 01 
Table 10. Real absolute stability for (q t 1, q t 1,2, 1) methods 
4 Adams New a 
1 1.471 4.528 0.714131245529444E+OO 
2 1.169 2.663 0.58647173579499lE + 00 
3 0.878 1.719 0.46650204778004OE + 00 
4 0.650 1.213 0.3790294!5139584E+ 00 
5 0.478 0.857 0294599823502839E + 00 
6 0.351 0.611 0222578145779091E t 00 
7 0.258 0.435 0.161892833425606E + 00 
8 0.189 0.313 0.116454363S28321E t 00 
9 0.140 0.221 0.78077096%!4792E - 01 
10 0.104 0.16& 0.538471066024901E -01 
11 0.078 0.111 0.319821365236708E - 01 
the implementation are non-trivial but are omitted since they are also quite lengthy. They are, 
of course, available from the authors (see also Section 4). 
A few remarks are in order concerning the definitions of stability that were used. They are 
sometimes termed strong stability[42] and are generally more restrictive than the usual 
definitions[43] in that they do not allow non-multiple roots with magnitude qual to one (to that 
of the principal root) for absolute (relative) stability. For example, P,EC,E is relatively stable 
for all a # -2/3, -2 but is strongly relatively stable only for a < -2 and for a > -2/3. However, 
for all methods tested in the present study, it appears that the largest stability interval of the 
form (a, 0) is the same for both definitions. Therefore, this interval is determined by the largest 
negative root of Co(a) = 0. 
4. COMPUTATIONAL DIFFICULTIES 
This section is devoted to a brief description of several computational difficulties that plague 
studies of this nature. These include the items listed below. (It is noted that several of these 
problems tend to disappear when complex stability is considered[l6,21], particularly items 4 
through 6.) 
1. The root-finders and the nonlinear optimizer must be both robust and reliable. The 
advantages and disadvantages of several methods are discussed in [2,3,¶3,15-18,211. As an 
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illustration of this fact, it is remarked that use of the present constrained version of Powell’s 
method resulted in a computer-time savings of approximately 100 to 1 over the use of the 
unconstrained version employed in [16]. The present problems also serve as examples which 
illustrate the poor general utility of the Lin-Bairstow algorithm and of high-order inverse 
interpolation as a root-finder. 
2. In case relative stability is of interest, extreme care must be taken to correctly but at the 
same time efficiently track the principal root of the characteristic equation. This is extremely 
difhcult to do. Several approaches to solving this problem, none of which are entirely satis- 
factory for a study of this magnitude, are discussed in [13, 1%16,21,42-43]. This problem does 
not exist for the definition of absolute stability which was used. 
3. A fact that appears not to be as well known as it should be is that roots of the 
characteristic polynomial can ‘blow up’ in (finite) neighborhoods of certain points at which the 
leading coefficient vanishes[50]. For example, this occurs for an iterated corrector at the point 
a = l/b_, where b-, is the coefficient of y’ “+, in the corrector formula[lS]. (Note: This point 
usually determines the right end-point of the largest relative stability interval about the origin; 
cf, [15,21].) A similar situation exists for the mode PE(CE)" at points which are roots of the 
polynomial p(z) = (z - l)(z” - z + 1) where z = ab_,. 
4. As noted in Section 3, the critical difference C.(a) can vanish on an interval on which a 
method is weakly stable. The location of the correct end-points of such intervals requires 
considerable care. 
5. Problems such as those described in item 3 do not necessarily have ‘solutions’. As an 
example, consider PoECo"E. In this case, 
is not obtained since 
lim -I(a) = 8 
0+7/8- 
but 
- 1(7/B) = 4. 
The following type of discontinuity can also occur. Consider the family of (3,2) correctors with 
first stability polynomial or. = (a - I)(a - a) - 1 I Q < 1[14,19,42]. Since the corresponding 
absolute stability interval is ( - 6(1+ a)/(1 - a), O), I(a) is maximized for (I = 1; but the resultant 
corrector does not satisfy the root condition due to the double root of 1 for ~~(0) = 0[39]. 
(Observe that this problem does not exist for Adams-type methods since the characteristic 
equation reduces to rk(r - 1) = 0 at a = 0 for all values of a.) Obviously, care must be taken to 
correctly interpret results of any optimization such as the present one. 
6. Optimizations of stability intervals can cause serious problems for any optimizer if the 
size of the interval, as a function of the free parameter(s), is poorly behaved [16,21]. However, 
this function appears to be unimodal for each of the present families. Use of this fact greatly 
increased the efficiency of the optimizer and made it possible to determine useful constraints. It
supports the assertion that the methods given appear to be global solutions of the corresponding 
optimization problems. 
7. Complex stability was not optimized in the present solution for several reasons. For 
absolute stability, it is difficult to decide on a reasonable criterion for optimization since the 
origin is on the boundary of the stability region. For relative stability, one reasonable criterion 
is to optimize with respect to the size of the largest disk contained in the stability region. 
Although questions of this sort are currently under investigation, the associated computation 
can be overwhelming, and comprehensive results are not available at present. Fortunately, the 
complex stability regions for the methods given herein compare favorably with (and in many 
cases are larger than) those of the usual methods. Also, the size of the real stability interval can 
often be used as a useful guide in the selection of a method(421. 
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5. SUMMARY OF RESULTS AND CONCLUSIONS 
The solutions to the optimization problems discussed in Sections l-4 are given in Tables 
l-10. In each case, the left end-point of the stability interval is given to three places, and the 
corresponding value of u is given to machine precision. The radius of the largest disk contained 
in the complex relative stability region is also given for the methods corresponding to Tables 
l-3. This section contains a brief summary of the results given in Tables l-10. 
With respect o absolute stability, the following observations appear to be valid on the basis 
of the results given in Tables 4-9. (The statements are not generally true for the usual Adams 
methods [4,12,18,36]). For any given mode, (I refers to the best value of D found for that 
mode. 
1. For q=l,..., 11, C,’ has the largest interval. Disregard the iterated corrector in the 
following statements. 
2. For 4 = 1, 2, P,EC,“E has the largest interval. 
3. For 4=3,... ,6, 11, P,_,EC,“E has the largest interval. 
4. For q = 7,. . . , 10, P,_,E(C,“E)’ has the largest interval. 
5. P,EC,” is not competitive with the other modes, while P,(EC,“)* is competitive, particularly 
at low orders. 
6. The largest intervals for P,EC,“E and P,EC,” are of approximately the same size as 
those for the best non-Adams-type methods given previously [ll-12,171. 
7. Forq=l,..., 11, the best value of a for the mode PqECq2 is larger than 1.5. For all other 
modes, the corresponding values of a are well within the interval (-1, 1). 
With respect o relative stability, the following observations appear to be valid on the basis 
of the results given in Tables l-3. 
1. The methods rank P,EC,“E c P,E(C,“E)’ < C,“ with P.$(C,“E)* very near Cqa. 
2. The radius of the smallest disk contained in the stability region is larger than the radius of 
the corresponding Adams disk in most cases. In fact, they compare favorably with the results in 
[16] for the general (4 - l)-parameter families of (4 + 1, q) correctors. This suggests that similar 
complex stability optimizations may be fruitful for the present families of methods or for more 
general families, e.g. PE(CE)“’ methods where P is a (4, q + 1) Adams-type predictor[21] and C 
is a (4, 4 + 1) Adams-type corrector. 
As mentioned earlier, no attempt is made in this paper to compare the relative merits of the 
two definitions of stability. Various opinions related to this question may be found in 
[2,5,13,31,36,42-43,51]. 
The results seem to generally favor P,E(C,“E)’ for relative stability and Pq-,ECq’E for 
absolute stability. However, preliminary test results indicate that codes based on Tables 4-6 are 
potentially competitive with the best available codes that use the mode Pq_,ECJ. In particular, 
DVDQ [34,37] and DE/STEP/INTBP [36-373 are now being subjected to extensive comparisons 
with variants of GEAR[28-29,311 based on these methods. However, no attempt can be made 
at this time to assess the relative advantages of the various methods since this is a very 
important question of independent interest which deserves a great deal more attention. Indeed, 
the primary intent of the present paper is to report the results of the optimization discussed in 
the preceding sections. It is anticipated that they represent another useful step in the deter- 
mination of ‘best’ methods for the numerical solution of ordinary differential equations ince 
they, at the very least, indicate that the stability of the highly regarded Adams-Bashforth- 
Moulton methods can be enhanced somewhat without sacrificing other advantages offered by 
them. 
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