which characterizes functions which remain quasiconvex under small linear perturbations. A comparison principle is proved for L α . A representation result using stochastic control is also given, and we consider the obstacle problems for L 0 and L α .
Introduction
In this paper we consider the operator L 0 : R n × S(n) → R, defined by
and when p = 0, L 0 (0, M) = λ 1 (M ) = first eigenvalue of M. Here S(n) is the set of symmetric n × n matrices. We will study the nonlinear partial differential equation
, x ∈ Ω, with u = h on ∂Ω.
Solutions are considered in the viscosity sense. For a given function u : Ω → R we also write L 0 (u) for the operator L 0 (Du, D 2 u). The motivation for considering this problem is the connection with differential geometry, generalized convexity, tug-of-war games and stochastic optimal control.
First, observe that the operator L 0 has the nice property that it is of geometric type:
In R 2 it is easy to calculate
where
is the celebrated ∞−Laplacian. Thus, in two dimensions L 0 (u) is the much studied mean curvature operator. In R n , L 0 (Du, D 2 u)/|Du| is the first (smallest) principal curvature of the surface S = u −1 (c) = {x ∈ R n | u(x) = c}. The problem of prescribed principal curvature L 0 (u) = g|Du| is considerably complicated in full generality. In this paper we consider the problem L 0 (Du, D 2 u) = g in order to determine whether or not there is a solution, its uniqueness, and its properties.
The results for L 0 immediately imply analogous results for the analogous largest principal curvature by considering the operator
Moreover, L 0 (u) = 0 as well as L max (u) = 0 imply that u is a solution of the homogeneous Monge-Ampère equation det(D 2 u) = 0. Now suppose that Ω ⊂ R n is a convex and open set. A necessary and sufficient second order condition that a twice differentiable function be convex is that D 2 u(x) is positive semidefinite for all x ∈ Ω. Alvarez, Lasry and Lions [1] and Oberman, in the recent papers [13] and [14] , as well as Bardi and Dragoni [3] have established the fact that u is convex if and only if D 2 u ≥ 0 in the viscosity sense, or, in equation form, if
in the viscosity sense. That is, if u − ϕ achieves a maximum at x 0 ∈ Ω, where ϕ is a smooth function, then λ min (D 2 ϕ(x 0 )) ≥ 0. Now we introduce the connection of our operator L 0 (u) with quasiconvex functions. Recall that a function u : Ω → [−∞, ∞] is quasiconvex by definition if u(λx + (1 − λ)y) ≤ max{u(x), u(y)}, ∀ x, y ∈ Ω, 0 < λ < 1, which is equivalent to the requirement that the sublevel sets of u be convex.
A necessary and sufficient first order condition for a differentiable function u : Ω → R to be quasiconvex is the following:
• First Order: ∀ x, y ∈ Ω, u(y) ≤ u(x) =⇒ Du(x) · (y − x) ≤ 0. A necessary, but not sufficient, second order condition for quasiconvexity, for a twice differentiable function u : Ω → R is the following:
• Necessary Second Order:
To see that the second order condition is not necessary, consider the following example. A sufficient, but not necessary condition for quasiconvexity is strict inequality, i.e.,
• Sufficient Second Order:
See Boyd and Vandenberghe [6] for details. We may express the second order quasiconvexity conditions in terms of L 0 : if a twice differentiable function u : Ω → R is quasiconvex, then L 0 (u) ≥ 0. Conversely, if L 0 (u) > 0, then u is quasiconvex. It turns out that viscosity versions of these QUASICONVEX FUNCTIONS 4231 two statements are valid as well. This is shown in Section 2 as Theorem 2.6 and Theorem 2.7. It is more interesting that L 0 (Du, D 2 u) ≥ 0 is sufficient for quasiconvexity, if, additionally, u does not have any local maxima (cf. Example 1.1). We prove this in Theorem 2.8. Thus, L 0 arises naturally as the generalization of the condition guaranteeing convexity, namely λ 1 (D 2 u) ≥ 0, to quasiconvexity. But we will see that the generalization is far from straightforward as is indicated by the fact that L 0 (u) ≥ 0 is not sufficient for quasiconvexity without other conditions.
One might conjecture that the problem in proving that L 0 (u) ≥ 0 implies quasiconvexity without extra assumptions is that the constraint set in the definition of L 0 has no thickness. One can thicken it up by considering a slightly different operator,
Nevertheless, L − 0 (u) ≥ 0 does not characterize quasiconvexity either. In fact, u(x) = −x 4 is a counterexample, so this idea doesn't help. However, the operator L − 0 arises in two dimensions as the governing operator for motion by positive curvature as pointed out in [12] .
A different way to thicken up the constraint set in the definition of L 0 (u) is to allow |v · p | ≤ α rather than v · p = 0. This leads to the definition
This turns out to be a very fruitful idea. For a smooth u : Ω → R, L α (u) ≥ 0 is a necessary and sufficient condition for quasiconvexity of u under all sufficiently small linear perturbations. It turns out that this result, but without explicitly using L α , was shown by An [2] in a somewhat different (nonsmooth) framework. Recall here that there are many quasiconvex functions which fail to be quasiconvex under arbitrarily small linear perturbations. For example, on R, the function x → arctan x is quasiconvex, but x → arctan x − ax is not quasiconvex for arbitrarily small positive a. In what follows, given α > 0, we say that u :
n , |ξ| ≤ α, and denote the class of such functions by R α (Ω). We call u : Ω → [−∞, ∞] robustly quasiconvex if it is α-robustly quasiconvex for some α > 0, and denote the class of such functions by R(Ω) = α>0 R α (Ω). We note that robustly quasiconvex functions were named stable-quasiconvex, or just s-quasiconvex, by Phu and An [17] . See [2] and [17] for more examples and discussions of robust quasiconvexity.
In Section 4 we show that L α (u) ≥ 0 in the viscosity sense is a necessary and sufficient condition for u ∈ R α (Ω). Furthermore, it turns out that L α is an operator with very nice properties including the fact that there is a comparison, and therefore uniqueness, principle for equations of the form L α (u) = g, as long as g ≥ 0. Thus we have a complete characterization of the class of robustly quasiconvex functions and we have a tool to study what happens as we let α → 0. Notice, however, that L α is not a geometric operator in the same sense as L 0 .
We are therefore amply motivated to determine whether or not L 0 enjoys a comparison principle among viscosity sub and supersolutions. Barles and Da Lio [12, Appendix] proved the following result for a related mean curvature problem, a sort of weak comparison principle. 
In two dimensions this equation arises by considering a tug-of-war game in which one player wants to minimize the exit time from Ω while the other player is trying to thwart that goal. Here is what was proved by Barles Notice that the solution of (1.1) may be discontinuous and there is no statement made connecting the problem with quasiconvexity. In two dimensions (1.1) is equivalent to the following equation, which is the inhomogeneous version of our quasiconvex problem:
Observe that a subsolution of (1.2) is a strict subsolution of L 0 (u) > 0 and hence is quasiconvex (assuming Ω is convex) by Theorem 2.7. Thus we are led to consider the problem in Ω ⊂ R n , L 0 (u) = g(x) assuming that g(x) > 0 on Ω. We prove in Theorem 3.3 that this problem has a comparison principle that an upper semicontinuous subsolution lies below a lower semicontinuous supersolution if it holds on ∂Ω. It is critical that g > 0 because we have an example of nonuniqueness for L 0 (u) = 0.
On the other hand, by considering the fact that L α L 0 as α → 0+, it is natural to conjecture that using the unique solution (proved in Theorem 5.1) of L α (u α ) = 0, the function u = sup α>0 u α should be the correct solution of L 0 (u) = 0. In fact, u = sup α>0 u α is shown to be the unique quasiconvex solution of L 0 (u) = 0. That is, L 0 (u) = 0 may have many solutions, but there is only one quasiconvex solution (see Theorem 5.5 ). In Section 6 we also show that the obstacle problem
has a unique quasiconvex solution and it is g ## , the largest quasiconvex minorant of g. The obstacle problem for L α , is also considered and it is shown to have a unique viscosity solution. This would be a way to calculate the greatest α−robustly quasiconvex minorant of a given function g.
To conclude the paper, we give a brief introduction to the connections between our operator L 0 and how it arises in stochastic optimal control. The part of stochastic control here is the new area of control in which the payoff is not the expected value, but the worst case cost. In other words, one takes an essential supremum over all the paths of the underlying Brownian motion. Thus, for example, we prove that a viscosity solution of L 0 (u) = 0 with u = g on ∂Ω is given by Brownian motion. The essential supremum is over the sample paths ξ(τ x , ω), ω ∈ Σ. Notice here that there is no drift (although this could also be considered) and the control occurs only in the diffusion coefficient. These types of control problems have been studied by Soner [21] and Soner et al. [22] , [23] , and a similar control problem is constructed to give a representation formula for motion by mean curvature in [21] and Buckdahn et al. [7] . To see the connection between a tug-of-war game and L 0 , consider the rules of a game between Paul and Carol introduced by Kohn and Sefaty in [12] :
Paul starts at x ∈ Ω. At each time step first Paul chooses a direction, i.e., a v ∈ S 1 (0), with the goal of trying to reach ∂Ω. Next, Carol, who is trying to prevent Paul from reaching the boundary, chooses either to (i) confirm the direction chosen by Paul (choose b = +1) or (ii) reverse the direction (choose b = −1). Paul's goal is to minimize the exit time from Ω, while Carol's goal is to maximize the exit time. If the time step is ε, the value of the game if the position is x ∈ Ω satisfies the dynamic programming principle
, and L 0 (u)−1 = 0. This is the starting point leading to the connection between deterministic optimal control and mean curvature developed in [12] .
Viscosity characterizations of quasiconvex functions
We state first our precise definition of a viscosity solution that we use in this paper and refer to [9] for the basic results. Throughout this paper, for any locally bounded function f, we use the notation that f * is the upper semicontinuous envelope of f and f * is the lower semicontinuous envelope of f, in all the variables in the function.
Definition 2.1. A locally bounded function
if, whenever u * − ϕ has a strict local zero maximum at x 0 ∈ Ω for some smooth function ϕ : Ω → R, we have
The function u is a viscosity supersolution of
if, whenever u * − ϕ has a strict zero minimum at x 0 ∈ Ω for some smooth function ϕ : Ω → R, we have
If we have a Dirichlet boundary condition u(x) = g(x), x ∈ ∂Ω, we take this in the viscosity sense [9] , i.e., when x ∈ ∂Ω, u is a subsolution of
Remark 2.2. The inequalities in the definition are reversed from the usual definitions because we do not want to carry along minus signs throughout the paper. We begin by defining our operators precisely.
, and hence
The proof is standard, so only an outline is provided.
Proof. The function
The remaining statements are from the definitions of the envelopes.
Remark 2.5. Using the lemma we can give a simplified definition of what it means to be a viscosity solution of L 0 (u) = 0. If u is locally bounded, and u * − ϕ achieves a zero maximum at x 0 , then u is a subsolution if
If u is locally bounded, and u * − ϕ achieves a zero minimum at
Now we begin by showing that a quasiconvex function must be a subsolution of
Proof. Without loss of generality we may assume u is upper semicontinuous since otherwise we work with u * , which is still quasiconvex. Indeed,
Suppose that u is quasiconvex but not a subsolution of L 0 (u) ≥ 0. Then, there is a smooth function ϕ and x ∈ Ω at which u − ϕ has a zero maximum, and
Note that this is true even if Dϕ(x) = 0. By Taylor's formula, for sufficiently small ρ, we have
and
Directly from the definition of quasiconvexity,
Dividing by ρ 2 and sending ρ → 0 gives a contradiction.
Next we prove a partial converse, namely, that when L 0 (u) > 0, u is quasiconvex.
Proof. Suppose that u is not quasiconvex, i.e., there exist y, z ∈ Ω and w = (
To weaken the condition L 0 (u) > 0 to L 0 (u) ≥ 0 we need an additional assumption. Proof. Suppose that u is not quasiconvex, i.e., there exist y, z ∈ Ω such that the maximum of u(
Upper semicontinuity of u implies that there exist neighborhoods of y and z such that u(w) > u(x) for all x in these neighborhoods. Subject to an affine change of variables, we can assume that
We will show that for some large enough m, the maximum of u − ϕ m is attained at
, and thus that a contradiction with u being a subsolution is obtained.
The epigraphical limit ϕ ∞ of ϕ m , as m → ∞, is given by
Consequently, the epigraphical limit of
, is attained at some point t = (t 1 , t 2 , . . . , t n ) where t 1 ∈ (−1, 1), and it is not the case that t 2 = t 3 = · · · = t n = 0. In fact, |t i | = 1 for at least one i ∈ {2, 3, . . . , n}, because otherwise u would have a local maximum. Without loss of generality, suppose that t 2 = 0. By [19, Theorem 7 .33], the maximum of u − (ϕ m + δ X ) is attained at some ξ = (ξ 1 , ξ 2 , . . . , ξ n ) with ξ 1 ∈ (−1, 1), ξ 2 = 0, and ξ k ∈ (−2, 2) for k = 2, 3, . . . , n. In particular, the maximum is attained at an interior point of X.
This quantity is negative when v 1 = 0, ξ 1 ∈ (−1, 1), ξ 2 = 0, which is the case here (recall that m is large and even).
The assumption about the lack of maxima of u cannot be weakened to exclude only the global maxima as the following example shows. Example 2.9. Let u defined on R be an odd function given by u(x) = (x − 1) In the previous section we have seen that a strict subsolution of L 0 (u) > 0 implies that u must be quasiconvex. In addition the Barles and Da Lio theorem (Theorem 1.2) and the fact that L 0 (u) = Δu − Δ ∞ u in two dimensions implies L 0 (u) − 1 has at least a weak comparison principle, leads one to suspect that there might be a comparison principle for equations of the form L 0 (u) = g(x) when g(x) ≥ C > 0. Indeed this is the case, and we will prove it in this section. First we give a simple example showing that one cannot expect uniqueness for L 0 (u) = 0.
2 . It is straightforward to verify that L 0 (u(x 1 , x 2 )) = 0 on Ω with its own boundary values. Notice that it is immediate that u is not quasiconvex; in fact, it is quasiconcave. Now consider the function w(
, and so w(x 1 , x 2 ) = u(x 1 , x 2 ) on ∂Ω. One can easily verify that L 0 (w) = 0, and hence the problem L 0 (u) = 0 does not have a unique solution.
Notice also that w(
which is a true statement for all (x 1 , x 2 ), (y 1 , y 2 ) ∈ Ω. Despite this nonuniqueness example the question arises about whether or not a quasiconvex solution is unique. In Section 6 we will prove that while L 0 (u) = 0 does not have a unique solution, it does have a unique quasiconvex solution.
The next theorem will be used in our comparison theorem following, but it is of interest on its own. This theorem does not require that Ω be convex.
Proof. The proof will proceed by contradiction. Suppose that
Define the set
It is well known ( [9] , [10] ) that since v − u is semiconcave, both v and u are differentiable at each point of M where the minimum of v − u is achieved. Three cases will be considered. The first case is:
(1) There exists x 0 ∈ M such that Du(x 0 ) = 0. If Du(x) = 0 for all x ∈ M , and assuming without loss of generality that M is connected, let
for some x ∈ M and observe that G is independent of the choice of x ∈ M . With these definitions two more cases arise:
We proceed to consider Case 1.
From the semiconvexity properties of u, v it is standard in viscosity theory (cf. Lemma 5.2 below) that there exists ε δ > 0 such that for each 0 < ε < ε δ , there exists
Furthermore Dv(x ε ) and Du(x ε ) exist. These properties are referred to as differentiability at the maximum points and partial continuity of the gradients in Barles-Busca [4] .
Choose
Since Du(x 0 ) = 0 we may assume using (E1)-(E4) that Du(x ε ) = 0 and Dv(x ε ) = 0. Choose a scalar λ and a vector w ∈ R n satisfying w · Dv(x ε ) = 0 and Du(x ε ) = λDv(x ε ) + w.
.
Since |z ε | = 1, we have 1 = |p| 2 +μ 2 |Du(x ε )| 2 , which implies that |p| This, combined with assumptions (a) and (b), yields
By first sending ε → 0 and then δ → 0, we get 0 ≤ γ(x 0 )C m < 0. This shows that the first case leads to a contradiction.
Choose a ball of radius r 0 > 0 centered at x 0 with B(x 0 , r 0 ) ⊂ Ω. Set
for ε > 0. Using the semiconvexity of u we see that
It follows that the family {u ε } ε>0 is uniformly bounded and equicontinuous on every compact subset of R n . Therefore, some sequence {u
converges uniformly, on compact subsets, to a continuous function u 0 . In view of (3.2), it is clear that u 0 must also satisfy (3.3)
In particular, since L 0 (u 0 ) > 0, u 0 is quasiconvex by Theorem 2.7. In addition, u 0 satisfies the properties
and note that F 0 is a closed convex set. In fact,
. This contradicts (3.3). Similarly,
Indeed, if this fails, then convexity of G 0 implies that F 0 \ G 0 = ∅ and hence int(F 0 \ G 0 ) = ∅. As before that would imply that L 0 (u 0 ) = 0 on the interior of F 0 \ G 0 , which again is a contradiction of (3.3). Next given x =(x 1 , . . . , x n ) ∈ R n we will write x =( x, x ), where x =(x 1 , . . . , x n−1 ) and x = x n−1 . Using a rotation if necessary, we may assume that
where Ψ : R n−1 → R is a convex, homogeneous of degree one function. Thus there is a point x 0 = ( x 0 , x 0 ) ∈ R n and a smooth function Φ :
Indeed, it is enough to pick a point where DΨ exists and then rescale. Let Λ : R n → R denote the signed distance function from Γ = {x : x = Φ( x)} and such that Λ(x) < 0 if and only if x > Φ( x) =⇒ x ∈ K 0 . The fact that Φ is smooth implies that Λ is smooth near the graph of Φ.
A computation now shows that
That is, 
We will use the test functions ϕ ε := τ ε • Λ. Note that u 0 − ϕ 0 has an isolated local maximum at x 0 . Consequently, for some ε 0 > 0, whenever 0 < ε < ε 0 we know that u 0 − ϕ ε achieves a local maximum at x ε and x ε → x 0 as ε → 0. We have
Let p ε denote the unique vector such that p ε · DΛ(x ε ) = 0 and p ε − x 0 = λDΛ(x ε ), and observe that p ε → x 0 as ε → 0. Now we put all the pieces together in a computation: Since L 0 (u 0 (x ε )) ≥ C g > 0, we have reached the inequality
This contradiction allows us to conclude that it cannot be the case that M ∩ G = ∅. We may now present the main comparison theorem of this section.
Theorem 3.3. Let Ω ⊂ R n be a bounded domain, h ∈ C(Ω) with ω h (·) as a uniform modulus of continuity. Let u : Ω → R be an upper semicontinuous subsolution of
Remark 3.4. Observe that in view of the fact that L 0 is the mean curvature operator in R 2 , Theorem 3.3 extends the Barles and Da Lio result of Theorem 1.2 in at least two ways. First, the inhomogeneous term h allows spatial dependence. Second, we do not require that the domain be star shaped.
Proof. We assume that inf
Because of the fact that L 0 is translation invariant and h is bounded on Ω, we may assume without loss of generality that u ≥ −k, v ≥ −k for some k > 0.
Let ε > 0 and u ε (x) denote the supremal convolution of u, i.e.,
Also, let v ε denote the infimal convolution of v given by
It is well known that u ε is semiconvex and v ε is semiconcave for each ε > 0. A calculation shows that u ε is a subsolution of
and v ε is a supersolution of 
The next step involves applying a modified Kruzhkov transform to u ε and v ε . Set
We have
and from (3.8) we get
. Now we use Theorem 3.2 and identify u with u and v with v, γ with h, and g = γh−ω h (ε)( u+γ), to conclude that inf x∈Ω ε (v − u) ≥ 0, and that is a contradiction.
Robustly quasiconvex functions
Recall that for each fixed α > 0,
Quasiconvex functions correspond to a subsolution of L 0 (u) ≥ 0. Considering L α (u) ≥ 0 leads to a smaller class of functions when α > 0.
Definition 4.1. Let Ω ⊂ R n be convex, α > 0. A function u : Ω → R is robustly quasiconvex, with parameter α > 0, α−quasiconvex in abbreviated form, if, for every ξ ∈ R n with |ξ| ≤ α, the function x → u(x) +ξ · x is quasiconvex. The class of robustly quasiconvex functions with parameter α is denoted by R α (Ω) or just R α when the domain is fixed. The class of functions which are robustly quasiconvex for some α is R(Ω) = α>0 R α . Remark 4.2. If Ω is convex and u : Ω → R is in R α , then u is quasiconvex but the reverse is false. Indeed, u : R → R given by u(x) = arctan x is quasiconvex, but not robustly for any α > 0. However, if Ω ⊂ R is bounded, then u(x) = arctan x is robustly quasiconvex on Ω. Every convex function is robustly quasiconvex (with any α), and if a function is robustly quasiconvex with parameter α, for arbitrarily large α, then the function is convex. On the other hand, the function u : R → R given by u(x) = 2x if x < 0 and u(x) = x if x ≥ 0 is robustly quasiconvex, with parameter α = 1, but is not convex. [17] that an equivalent definition is that u is robustly convex (stable convex in the terminology of [17] ) if there is an α > 0 such that for any |δ| < α, x 0 , x 1 ∈ Ω, and 0 < λ < 1,
Remark 4.3. It is established in
That robustly quasiconvex (with parameter α > 0) functions satisfy L α (u) ≥ 0 follows from what was established in Theorem 2.6. More precisely:
Theorem 4.4. Let α > 0. If u : Ω → [−∞, ∞) is upper semicontinuous and robustly quasiconvex with parameter
Proof. If u is robustly quasiconvex with parameter α > 0, then Theorem 2.6 implies that, for every ξ ∈ R n with |ξ| ≤ α, the function u ξ given by u ξ (x) = u(x) + ξ · x is a subsolution of L 0 (u) ≥ 0. Let x 0 ∈ arg max(u − ϕ) for a smooth ϕ. Then, for every ξ ∈ R n with |ξ| ≤ α, x 0 ∈ arg max(u ξ − ϕ ξ ), where ϕ ξ (x) = ϕ(x) + ξ · x. Hence, for every ξ ∈ R n with |ξ| ≤ α, Dϕ ξ (x 0 ) = Dϕ(x 0 ) + ξ and
Let v ∈ R n be such that |v| = 1 and |v · Dϕ(x 0 )| ≤ α. (If Dϕ(x 0 ) = 0, any unit vector v orthogonal to ξ works.) For any such v there exists ξ ∈ R n with |ξ| ≤ α such that v · Dϕ(x 0 ) + v · ξ = 0. Since (4.1) holds for every ξ ∈ R n with |ξ| ≤ α we have
Showing that L α (u) ≥ 0 implies robust α−quasiconvexity is similar to what was done in Theorem 2.8, in proving that L 0 (u) and some extra assumptions give quasiconvexity. 
Pick any convergent sequence {w
, where w i ∈ arg max T (u ξ − ϕ i ), and let w = lim i→∞ w i . The epigraphical (and pointwise) limit of −(u ξ − ϕ i ) restricted to T , as i → ∞, is given by x → −u ξ (x) when x 2 = x 3 = · · · = x n = 0 and x → ∞ otherwise. By [19, Theorem 7 .33], w is a minimizer of this function, and in particular, w = ( w 1 , 0, . . . , 0) and w 1 ∈ (y 1 , z 1 ) . Consequently, for all large enough i, w i ∈ int T . At the same time,
Our next goal is to show that a quasiconvex function may be approximated by robustly quasiconvex functions. In other words, we will eventually show that a quasiconvex function can be expressed as the supremum of robustly quasiconvex functions. This is accomplished starting with the next example, which will be used in the construction of an approximating robustly quasiconvex function. 
where diag means a diagonal matrix, with diagonal entries as listed. Then, for
a . This bound and the constraint |v| = 1 yields
which, in turn, holds because x 1 < R whenever α 2 ≤ a 2 R 3 (3R + 2r) . 
Proof. Pick x ∈ Ω such that u(x) > −∞. Suppose first that x is a local minimum of u, in the sense that allows for u(x) = ∞: a sufficiently small neighborhood of x does not contain points x with u(x) < u(x). The convex set S = {x ∈ Ω | u(x) < u(x)} is disjoint from a sufficiently small neighborhood of x, and hence there exists v ∈ R n such that sup s∈S v · s < v · x; see [20, Theorem 11.4] . One can then pick
. Now suppose that x is not a local minimum of u. Then, there exists a sequence of points
u(x). This last property relies on lower semicontinuity of u. For every i = 1, 2, . . . , the convex set S i = {x ∈ Ω | u(x) ≤ u(x i )} is disjoint from a sufficiently small neighborhood of x, and hence there exists Proof. The function u is the supremum of functions φ, as in Lemma 4.7, that are bounded above by u. Any such function φ, when restricted to a bounded set, is the supremum of functions w, as in Example 4.6. This requires considering arbitrarily small a and arbitrarily large r in the construction of w. Consequently, u is the supremum of such functions w, and Example 4.6 showed that they are robustly quasiconvex. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Comparison principles for L α
The following theorem gives us a comparison principle for the operator L α . This theorem does not require that Ω be convex. Furthermore, in contrast to the equation L 0 (u) = g, in the equation L α (u) = g using the operator L α , α > 0, the theorem only assumes g ≥ 0, and not that g > 0. 
Proof. Let R = max x∈Ω |x| and any δ > 0 such that 2δR < α. Define
Since
. Now we set β = α − 2δR > 0 and calculate
Let γ > 0 and w γ ϑ (x) denote the supremal convolution of w ϑ , i.e.,
To make the notation easier we will denote w γ ϑ as simply w ϑ . Also, let v γ denote the infimal convolution of v given by
. By a straightforward calculation the sup convolution of w ϑ is a semiconvex subsolution of
and the inf convolution v γ , denoted simply as v, is a semiconcave supersolution of
We know that w ϑ is semiconvex, v is semiconcave and that w ϑ − v is semiconvex. Now we need the following lemma.
Lemma 5.2. Let W be semiconvex and V be semiconcave. Suppose that x 0 ∈ Ω is a maximum point of W − V such that 
Then there is a sequence of points
First we complete the proof of the theorem and then return to the lemma. For each fixed ϑ > 1, let x ∈ int(Ω) be a point at which w ϑ − v achieves a strict positive maximum and
Next,
for all k sufficiently large (since |p k − p k | → 0) and δ < α
. Consequently, η 0 is also in the constraint set for L βϑ , and so,
Using the fact that
or, finally,
In general the constant of semiconvexity Proof of Lemma 5.2. The proof of the lemma is sketched for the convenience of the reader and to make the paper self contained, but this is now a standard result (see [8] , [9] , [10] ).
Let w : Ω → R be semiconvex with semiconvexity constant M > 0. Recall that Alexandrov's lemma implies that for a semiconvex function w there is a zero measure set so that off this set (p, X) ∈ R n × S(n) exists such that
, and X ≥ −2MI n×n .
Let x 0 ∈ Ω and let B r (x 0 ) ⊂ Ω with
Given any δ > 0 set
We claim that the Lebesgue measure of E δ is positive. More precisely, for all 0 < δ < Δ/r,
To simplify the proof, assume that w ∈ C 2 . Then (5.2) comes from the inequality derived from the coarea formula
The estimate (5.2) follows from the fact that for all
n . Refer to [9] or to Fleming and Soner [10] for an exposition of these facts.
From (5.3) we see that there is a set A δ ⊂ E δ with |A δ | > 0 so that
where C n denotes a generic positive constant depending only on n, λ i (x), i = 1, 2, . . . , n, are the eigenvalues of D 2 w(x), and λ max (x) ≤ 0 is the largest eigenvalue. Consequently,
, and x k ∈ arg max y∈B r (x 0 ) (w(y)−Dw(x k )·y). Consequently a subsequence, still denoted {x k }, converges to a point of maximum of w on B r (x 0 ), which may be assumed to be x 0 because we may make x 0 a unique strict maximum of w by approximation if necessary. We conclude that {x k } satisfies x k → x 0 , and Lemma 5.2 follows immediately.
Finally, if w is assumed merely semiconvex and not C 2 , then we replace w by a C ∞ mollifier w ε . The proof is then carried out with the mollified w ε → w as ε → 0, uniformly. See, for example, Caffarelli and Cabre [8] or Fleming and Soner [10] for details. 
Furthermore, v is quasiconvex.
Proof. First u α is continuous because h is continuous and, from Theorem 5.1, L α has a comparison principle so that (u α ) * ≤ (u α ) * . Now let u 0 be any viscosity solution of (5.5) (which exists by Perron's method). For any α > 0, L α (u 0 ) ≤ L 0 (u 0 ) = 0, and hence u 0 is a supersolution of L α (u 0 ) ≤ 0. By comparison, we then have u 0 ≥ u α , and hence {u α } α is uniformly bounded above by u 0 . Consequently, v = sup α>0 u α ≤ u 0 , and note that v is at least lower semicontinuous with v = h on ∂Ω.
Furthermore, if 0 < α 1 ≤ α 2 , we also conclude by comparison that u α 1 ≥ u α 2 so that α → u α is monotone increasing as α 0. Because of the monotone convergence and L α L 0 , we know from standard results in viscosity solutions that v is a viscosity solution of L 0 (v) = 0. In fact, it is the Perron minimal viscosity supersolution.
Since each u α ∈ R α is robustly quasiconvex, and hence quasiconvex automatically, and since the supremum of quasiconvex functions is quasiconvex, v is quasiconvex.
Remark 5.4. In a sense, v is the correct quasiconvex function which solves L 0 (v) = 0 as we will see next. In fact, we will see that there is only one quasiconvex viscosity solution of L 0 (u) = 0, and hence it must be v. 
We will show that any quasiconvex solution of L 0 (v) = 0 must satisfy v = sup α>0 u α on Ω, and this immediately implies the uniqueness. First, since L α (v) ≤ L 0 (v) = 0 and u α = v on ∂Ω, by the comparison Theorem 5.1, we know that v ≥ u α for any α > 0, and hence v ≥ sup α>0 u α . Note that in fact u α v as α → 0 + . We claim that (5.7)
The first equality follows from the fact that q ∈ R α if and only if L α (q) ≥ 0 (by Theorem 2.6 and Theorem 4.4) and from Perron's method, which tells us that u α is the maximal subsolution of L α (u α ) ≥ 0. For the second equality in (5.7), since any eligible q in the first supremum satisfies L α (q) ≥ 0 and q = v, x ∈ ∂Ω, we have q ≤ u α ≤ v. Consequently, it must be an eligible q in the second supremum and we have verified (5.7). It follows from Lemma 4.8, (5.7) and the assumption that v is quasiconvex that
The next corollary follows immediately from the preceding proof. Notice that it only requires the subsolution to be quasiconvex.
Proof. Since v is assumed quasiconvex, we know that v = sup α>0 v α , where for
Quasiconvex envelopes and obstacle problems
In this section we take Ω ⊂ R n to be a bounded, convex domain. Given a function g : Ω → R which is lower semicontinuous (and bounded from below if Ω is not bounded), for many purposes it is necessary to calculate the quasiconvex envelope of the function. This is defined to be the greatest quasiconvex minorant of g.
If g is not quasiconvex, then the function g ## : Ω → R defined by
is the greatest quasiconvex minorant of g. That is,
Refer to Penot [15] and [16] for a survey of quasiconvex duality and applications; however, this form of the conjugates was introduced in [5] . The second order condition introduced in the previous section for quasiconvexity gives us a way to calculate the quasiconvex envelope of g as a solution of an obstacle problem. In particular, we consider the problem in the viscosity sense:
Formally, u ≤ g and L 0 (Du, D 2 u) ≥ 0 everywhere, and whenever strict inequality holds in one of the terms, then equality holds in the other. In the viscosity sense, the boundary condition means
We begin by proving that there is only one viscosity solution of the obstacle problem for L α ,
For simplicity we will assume that g : Ω → R is a continuous function. 
Define the open set
On the other hand, on Ω \ Ω g we have v ≥ g ≥ u, and hence u ≤ v on all of Ω.
Next we can prove that the unique quasiconvex viscosity solution of the obstacle problem for L 0 with obstacle g must be the quasiconvex envelope of g.
Corollary 6.2.
There is a unique quasiconvex viscosity solution of min{g−u, L 0 (u)} = 0, x ∈ Ω, u = g, x ∈ ∂Ω, and it is given by u = g ## .
Proof. The proof that the obstacle problem has a unique quasiconvex solution follows just as in Theorem 6.1. Now since g ## is the greatest quasiconvex minorant of g, we have g ≥ g ## and L 0 (g ## ) ≥ 0. Hence min{g − g ## , L 0 (g ## )} ≥ 0. Since u is a solution of this problem and g ## is a subsolution, we conclude u ≥ g ## . But g ≥ u ≥ g ## and u quasiconvex implies that u = g ## .
The next proposition shows that g ## arises naturally as a limit of convex minorants. We will assume that g : Ω → R is continuous in order to avoid technicalities. Proof. By standard results in convex functions [20] , the greatest convex minorant of a given function f is (f (x)) * * = min
Hence, for each p ≥ 1, 
The last equality is proved in [5] . Now, from [13] we know that the convex envelope of g p , namely w = (g p ) * * is the viscosity solution of
Set w = u p p and calculate that u satisfies (6.3)
Since g ## = lim p→∞ u p , using straightforward viscosity theory we now show using (6.3) that
The control problem representation
In this section we indicate how the operator L 0 arises in optimal stochastic control in which the control appears in the diffusion term and the payoff involves minimizing the essential supremum of a function of the trajectory rather than the usual expected value of the function. This is a worst case analysis rather than an expected value analysis. Problems of this type were introduced by Soner [21] and Soner and Touzi [22] (see the references there) and was used by these authors as well as Buckdahn et al. [7] to represent the solution of the equation for motion by mean curvature u t = Δu − Δ ∞ u as the value function for one of these control problems. We will show that L 0 (u) = 0 also has such a representation. Refer as well to the report by Popier [18] for a similar approach to a general problem and more details in using L p approximations. Note however that the representation results apply to the parabolic problem.
Consider the controlled stochastic differential equation
where τ = τ x is the exit time of ξ(t) from Ω. For simplicity we will assume that ∂Ω is C 2 . We denote the underlying probability space by Σ. The control functions are η : [0, τ ] → S 1 (0), where S 1 (0) = {v ∈ R n | |v| = 1}, assumed to be adapted to the σ−algebra generated by ξ(·). Denote this class by U. The controls are chosen so as to minimize the essential sup (over paths) of some given continuous and bounded function g : Ω → R. In particular we set the value function Technically, the infimum is also taken over any complete stochastic basis (Σ, F, P, {F s , 0 ≤ s}) endowed with an n−dimensional standard F s -Brownian motion for any k = 1, 2, . . . . This says that w is a supersolution of (7.3) for any k. Since W k is the solution of (7.2), we have w ≥ W k for all k and hence that w ≥ u.
Finally, the monotone convergence of W k to u implies that u is a solution, in fact the Perron solution, of L 0 (u) = 0. Remark 7.2. Since u is a solution we use Theorem 5.3 to obtain that if Ω is convex and u is quasiconvex, then Theorem 5.5 allows us to conclude that u is the unique quasiconvex viscosity solution of L 0 (u) = 0 in Ω with u = g on ∂Ω.
In a similar way we now consider the following stochastic control problem with a running cost, but we will have a stronger conclusion. The controlled stochastic equation is still given by (7.1), but now we have the following value function: It is assumed that h : Ω → R satisfies h ∈ C(Ω), h ≥ C h > 0. Using an argument just as above we conclude that u is a viscosity solution of
However, we have seen that (7.7) has a unique viscosity solution, and so it must be u. Furthermore, we also conclude that u must be continuous. We have shown the following. Remark 7.4. It is also possible to represent the solution of the obstacle problem min{g − u, L 0 (Du, D 2 u)} = 0 as the value function of a control problem with optimal stopping of the stochastic trajectories. Refer to [13] for the convex case.
