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Resumo
Este trabalho consiste em um estudo sobre Interface Cérebro Computador (ICC) e da
validação desse conhecimento por meio do desenvolvimento de um jogo. A blibliograﬁa
foi composta de leitura de livros, artigos e monograﬁas relativos à ICC. O programa
desenvolvido foi um jogo simulador de tênis de mesa controlado pela interpretação dos
sinais obtidos por um capacete neural. Além disso, foi utilizado o programa OpenViBE
para desenvolver a aquisição e classiﬁcação de dados. Para análise da implementação, foi
feito um experimento com a participação de 10 indivíduos, que alcançou uma taxa de
classiﬁcação em torno de 70%. Os dados resultantes mostraram que, mesmo simulando o
uso do capacete em situações reais com a incidência de muito ruído, é possível obter-se
uma boa taxa classiﬁcação.
Palavras-chave: Interface Cérebro Máquina, Interface Cérebro Computador, BCI, BMI,
EEG, Eletroencefalograﬁa, Imagética Motora, OpenVibe, Emotiv Epoc Headset
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Abstract
This work consists of a study about Brain Machine Interface (BMI) and validation
of this knowledge with the development of a game. The bibliography was composed by
reading books, articles and undergraduate works about BMI. The developed software was
a game of table tenis controlled by the interpretation of signals obtained by a neural-
headset. Futhermore, the OpenViBE application was used to develop the aquisition and
classiﬁcation of the data. For analysis of the implementation, an experiment was made
with the participation of some subjects, in which the classiﬁcation rate reached around
70%. The resultant data shows that, even simulating the usage of the headset in real
situations with a high quantity of noise, it is possible to obtain a good classication rate.
Keywords: Brain Machine Interface, Brain Computer Interface, BCI, BMI, EEG, Elec-
troencephalography, Motor Imagery, OpenVibe, Emotiv Epoc Headset
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Capítulo 1
Introdução
1.1 Contextualização
No ano de 1929, Hans Berger [4], psiquiatra alemão, publicou as primeiras páginas de
seu trabalho: o eletroencefalograma (EEG) [22]. Ele foi o primeiro a identiﬁcar ondas alfa
(8-12 Hz), que são atividades oscilatórias no cérebro. Antes do registro dessas atividades
no cérebro humano, pesquisas já haviam sido feitas em animais. Entretanto, foi após
Hans Berger que a quantidade de pesquisa feita sobre este órgão cresceu bastante.
O EEG é o registro da sincronização de milhares de sinais de neurônios em conjunto.
Dessa forma, a localização exata da atividade de um neurônio é impossível de ser feita
somente com o EEG. No entanto, o registro de EEG associado a outras formas de registro
permite resolver esse impasse. Na Tabela 1.1 são mostradas outras formas de se mensurar
atividades neurais e suas respectivas desvantagens. Devido ao alto custo envolvido nas
tecnologias apresentadas na Tabela 1.1 e principalmente às desvantagens, como por exem-
plo a exposição à radiação que outras tecnologias exigem, o EEG tem sido o sinal mais
utilizado para o desenvolvimento de pesquisa em Interface Cérebro Computador (ICC).
Além de ter bom custo-benefício, sua utilização é bastante prática.
A ICC é uma técnica que tenta interpretar os sinais elétricos da superfície cortical
ou subcortical do cérebro para interagir com o ambiente externo por meio de máquinas,
buscando assim interpretar pensamentos referentes a movimento sem a necessidade do
movimento real. Por exemplo, se um indivíduo utilizador de ICC quiser mover o mouse
de um computador, a tecnologia entenderia isso e realizá-la-ia sem o movimento das mãos
do humano. Essa tecnologia é um meio de comunicação alternativo útil para muitos
objetivos, entre eles a possibilidade de ajudar um paciente impossibilitado de atividades
motoras, como um tetraplégico, a movimentar objetos.
Para que seja possível a aplicação da tecnologia ICC é necessário um aparelho que seja
capaz de captar as ondas emitidas pelo cérebro: um capacete neural. Diante da grande
quantidade de aparelhos, o que se destacou foi o Emotiv Epoc, como se pode observar de
acordo com a Figura 1.1. A Figura 1.1a mostra alguns equipamentos com suas respectivas
faixas de preço e algumas de suas funcionalidades. Para efeitos de comparação, a Figura
1.1b exibe a nota recebida por cada equipamento, devido ao custo-benefício. O destaque
do capacete Emotiv Epoc se deve ao melhor custo-benefício e à praticidade de utilização.
Ele se acopla facilmente à cabeça e sua manipulação é muito simples.
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Tecnologia Desvantagem
Electrocorticogram (ECoG) Exige cirurgia
Magneto-encephalography (MEG) Alto custo
Computed Tomography (CT) Somente dados anatômicos
e exposição à radiação.
Single Photon Emission Computerized Tomography (SPECT) Exposição à radiação
Positron Emission Tomography (PET) Exposição à radiação
Magnetic Resonance Imaging (MRI) Cara
Functional Magnetic Resonance Imaging (fMRI) Cara
Event-Related Optical Signal (EROS) Cara
Tabela 1.1: Possíveis formas de aquisição de sinais cerebrais e suas respectivas desvanta-
gens. (Adapatado de [19])
(a) Capacetes neurais de baixo custo (b) Relação custo-benefício
Figura 1.1: Preços e comparações de custo-benefício de capacetes, apenas dos mais baratos
(0-1000 dólares). (Adapatado de [37])
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O primeiro passo no processo é a aquisição dos sinais cerebrais. Para isso, na literatura
há diversas técnicas, que se dividem em três categorias: as invasivas, as semi-invasivas e
as não invasivas, cada uma com suas devidas vantagens e desvantagens.
A utilização da técnica invasiva é uma ótima opção quando o foco é na captação de
dados com o mínimo de ruído. Essa técnica possibilita a diminuição de ruídos, apesar
de possuir como desvantagem a cirurgia que é necessária. Nesta o crânio do indivíduo é
aberto e é colocado no cérebro eletrodos para captar os dados. Também como desvantagem
pode-se citar a fácil oxidação dos eletrodos, quando entram em contato com o sangue. A
técnica semi-invasiva é um pouco menos invasiva do que a primeira. No entanto, também
é necessário cirurgia. Apesar disso, a aquisição de sinal/ruído é boa. Já a terceira técnica
citada, a não-invasiva, é a pior das três em questão de robustez ao ruído, porém é a de
mais fácil adaptação à qualquer indivíduo que tenha intenção de utilizá-la.
Devido às caracteristicas destacadas este trabalho utiliza a técnica não invasiva como
fonte de captação de dados de EEG. Com o uso do capacete Emotiv Epoc essa técnica
é possibilitada. De posse do aparelho, começamos então fazendo essa aquisição. O se-
gundo passo é o processamento do sinal e o reconhecimento de padrões através do uso de
classiﬁcadores. Por último é necessário associar os dados obtidos à intenção do indivíduo.
Os estudos sobre ICC procuram adaptá-la ao uso no cotidiano. Para avançar nessa
área, é necessário o desenvolvimento de sistemas com elevada acurácia e praticidade. Para
aumentar a qualidade dos sistemas, busca-se a implementação de novos algoritmos para a
aquisição e a classiﬁcação de sinais. A cada dia novas aplicações estão surgindo baseadas
nessa tecnologia, tanto de uso biomédico quanto para jogos e outras áreas.
1.2 Foco do trabalho
A imagética motora é o processo mental no qual o indivíduo imagina um determinado
movimento, como por exemplo, movimentar o braço esquerdo ou direito. A intenção
do movimento, que foi mandada pelo cérebro, é analisada e classiﬁcada de acordo com
o membro correspondente. O resultado pode ser usado como comando para diversas
aplicações, como por exemplo, o controle de um jogo.
Dentro de ICC será trabalhado o desenvolvimento de uma aplicação online que utiliza
duas classes de movimentos com as mãos, para a direita e a outra para a esquerda. Esta
aplicação será o jogo de ping-pong.
1.3 Objetivo
Este trabalho possui dois objetivos principais. O primeiro consiste em fazer um estudo
relacionado à imagética motora, incluindo um levantamento dos trabalhos existentes na
literatura de forma a sumarizá-los. O segundo objetivo é propor, implementar e analisar
uma aplicações que realiza a interação cérebro computador através da imagética motora,
o jogo de Ping Pong.
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1.4 Justiﬁcativa
O tema abordado neste trabalho é de grande relevância social. A ICC pode ser usada
como solução para a inclusção social de indivíduos com diversos tipos de patologias que
limitam seus movimentos. Além disso, a ICC pode ser usada como uma alternativa para
a interface de jogos, que representam um mercado de bilhões de dólares. Pode-se, por
exemplo, desenvolver melhorias para seres humanos deﬁcientes, como a construção de
braços biônicos com o uso da imagética motora ou talvez o controle de uma cadeira de
rodas para um indivíduo tetraplégico. Também se justiﬁca o estudo do tema aﬁm de
facilitar tarefas mais simples, como realizar uma ligação através de um telefone celular.
1.5 Organização dos Capítulos
O presente trabalho é dividio em seis capítulos e anexos. No primeiro capítulo são
apresentados a contextualização do tema: foco do trabalho, objetivo e justiﬁcativas. O
Capítulo 2 abrange os conceitos básicos necessários ao entendimento da proposta do tra-
balho. O capítulo seguinte contém a descrição das trabalhos anteriores relacionados à
ICC encontradas na literatura. O quarto capítulo descreve o processo de desenvolvimento
da aplicação propostas, desde a idealização até o desenvolvimento de fato. O Capítulo
5 apresenta a descrição da fase de testes da implantação da aplicação, bem como dos
resultados obtidos desse processo, com posterior análise deles. O último é o capítulo con-
cludente sobre os resultados obtidos e que conta com sugestões de trabalhos futuros. Por
ﬁm, o texto ainda conta com anexos.
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Capítulo 2
Fundamentação
2.1 A Biologia por trás do EEG
Está entendido pela bibliograﬁa que o sinal de EEG é bastante útil e com ele conse-
guimos produzir diversos trabalhos, mas, para entender o que se passa por trás do EEG,
de onde esse sinal vem e como é tratado, temos que procurar nos interar melhor com a
biologia do neurônio, sua estrutura e função.
2.1.1 Estrutura e função do neurônio
Como se pode ver na Figura 2.1 o neurônio é constituído de:
1. Corpo celular
2. Dendritos
3. Axônio
Mas como ocorre a comunicação entre duas células? Qual o meio físico? Os dendritos
são responsáveis por receber sinais e passá-los para um axônio, vide Figura 2.1, que remete
a mesma para os outros neurônios.
Figura 2.1: Estrutura do neurônio. (Adaptado de [39])
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2.1.2 Como funciona a troca de potenciais
Com o sinal recebido, o neurônio tenta passar os impulsos elétricos à frente através
de troca de potenciais: a membrana celular, envolta ao neurônio, é carregada de íons de
sódio (Na+) e potássio (K+) que ﬁcam se movimentando para dentro e fora da célula.
Inicialmente, o interior da célula se encontra a -70mV em comparação ao lado externo.
Quando algum sinal é recebido pelo dendrito, ela ﬁca menos negativa. Se essa despola-
rização chegar a -55mV, a membrana se abre para íons de sódio que entram na célula.
Isto faz com que ela ﬁque cada vez menos negativa [40]. Quando a célula atingir um
potencial positivo, ela se abre para a saída de íons de potássio, que agora causam a rápida
repolarização da membrana, que chega a um potencial menor que -70mV, como podemos
ver na Figura 2.2.
Figura 2.2: Potencial de ação de um neurônio. [40]
2.1.3 O sinal de EEG
Os eletrodos do capacete Emotiv Epoc não conseguem captar sinais de amplitude
muito pequena. Este capacete e os demais relacionados apenas conseguem analisar sinais
de maior amplitude e a consequência disso é que um único neurônio não produz um sinal
amplo o suﬁciente para ser detectado sozinho. Portanto, o sinal só pode ser medido
considerando uma região com vários neurônios. Juntos levam aproximadamente 0.3s para
acumular a energia suﬁciente para serem detectados [17]. Como saber então quando
os neurônios tem sinal suﬁcientemente forte para ser detectado? Através de dois pré-
requisitos:
1. Muitos neurônios devem ser acionados ao mesmo tempo
2. Eles precisam estar alinhados em paralelo
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Figura 2.3: Potencial de neurônios em paralelo se propagando e sendo então detectados
pelo eletrodo do capacete. [42]
A ativação de neurotransmissores do axônio terminal para as sinapses ocorre quando
um potencial de ação atinge o ﬁm de um axônio. Existem dois tipos de neurotransmissores:
1. o primeiro causa um inﬂuxo;
2. o segundo causa um escoamento de íons positivos.
Assim, os neurotransmissores ativados conseguem inﬂuenciar a mudança de potencial
do neurônio subsequente à sinapse, mudando a permeabilidade da sua membrana. O
nome dado a essa mudança de potencial do neurônio subsequente é potencial pós-sináptico
excitatório, quando for uma mudança positiva e potencial pós-sináptico inibitório, quando
negativa. Esses potenciais duram em média 100ms e variam sua amplitude entre 50
e 100mV. Na Figura 2.4, podemos ver um salto quântico de potencial de ação de um
neurônio para sinal de EEG.
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Figura 2.4: Eletroencefalograﬁa clássica. (Adapatado de [9])
2.2 Artefatos biológicos
Artefatos biológicos são atividades causadas pelo sujeito, mas não ligadas à atividade
cerebral de fato. Às vezes são chamados de artefatos ﬁsiológicos [2]. Os artefatos têm a
tendência de ter uma amplitude mais forte que a de um sinal de EEG puro, sendo assim
um componente signiﬁcante obtido no EEG, pois pode vir a atrapalhar sua medição,
tornando-a ineﬁciente. É considerado como um ruído. Desse modo, se torna necessário
fazer considerações especiais sobre os artefatos.
2.2.1 Eletrooculograma
O EOG é um tipo de artefato relacionado à estrutura ocular do indivíduo. Ele vem
do movimento dos olhos para os lados ou para cima e das possíveis piscadas, pois esses
movimentos causam alteração do campo elétrico ocular. Na Figura 2.5, mostramos do
que é feito o olho humano.
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Figura 2.5: Estrutura do olho e suas partes nomeadas. (Adaptado de [3])
O campo elétrico do olho se origina da diferença de potencial causada entre a córnea,
que é carregada positivamente, e a retina, que é carregada negativamente. Um esquema
de como funciona esse dipolo pode ser visto na Figura 2.6.
Figura 2.6: Demonstração do dipolo do olho. (Adaptado de [3])
Como funciona a medição do EOG
Dois eletrodos são posicionados em cada lado, esquerdo e direito, de cada olho. A
movimentação dos olhos vai causar a diferença de potencial, fazendo a córnea, carregada
positivamente, ﬁcar mais próxima de um dos eletrodos e consequentemente a retina, car-
regada negativamente, ﬁcar mais distante de um dos eletrodos. Então cresce a tensão
elétrica de um lado e decresce do outro. O piscar de olhos provoca uma diferença de po-
tencial e também inﬂuencia o sinal de EEG. A Figura 2.7 mostra como são posicionados
esses eletrodos para medir a diferença de potencial.
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Figura 2.7: Posicionamento dos eletrodos para se medir o EOG. (Adaptado de [5])
No trabalho em questão não foi possível medir a diferença de potencial ocasionada
pelo movimentar dos olhos, portanto, esse é um ruído que não foi tratado.
2.2.2 Eletrocardiograma
Um exame bastante interessante é o eletrocardiograma (ECG). A cada batida do
coração, o electrocardiógrafo grava a diferença de potencial no músculo cardíaco causada
pela sua despolarização. Ou seja, ele registra a variação elétrica da atividade do coração.
Essa atividade do coração pode vir a atrapalhar os sinais de EEG, como pode-se notar
na Figura 2.8. Em azul, tem-se o sinal do EEG puro, antes de ser retirado o ECG. Em
verde tem-se o sinal do ECG e em vermelho, notamos a diferença que acontece no sinal
de EEG quando o artefato ECG é retirado.
Figura 2.8: Sinal de EEG e do eletrocardiograma. EEG antes e depois da retirada do
artefato de ECG. (Adaptado de [35])
2.2.3 Eletromiograﬁa
O sinal eletromiográﬁco (EMG) é a soma algébrica de todos os sinais detectados em
certa área, podendo ser afetado por propriedades musculares, anatômicas e ﬁsiológicas,
assim como pelo controle do sistema nervoso periférico e a instrumentação utilizada para
a aquisição dos sinais [13]. O eletromiógrafo é um aparelho que adquire o sinal EMG,
10
possibilitando o exame da eletromiograﬁa (ver Figura 2.9). Ele fornece informações rele-
vantes sobre a ativação da musculatura envolvida em um movimento e a intensidade de
sua ativação. Qualquer movimentação ou contração dos músculos da face afeta o sinal de
EEG, como por exemplo: apertar os dentes, contrair a testa, etc.
Figura 2.9: Sinal de EMG. [2])
2.3 Artefatos técnicos
São os também chamados artefatos extraﬁsiológicos. Não dependem do ser humano,
mas sim do ambiente em que o usuário se encontra, ou dos possíveis eventos que ocorram.
2.3.1 Frequência de 50/60 Hz
Um dos artefatos mais comuns existentes é o da interferência causada pela corrente
elétrica. Estão indicadas duas frequências, pois a faixa normal de interferência varia
de local para local no mundo. Por exemplo, na América do Norte é em torno de 60Hz,
enquanto na maioria dos outros países, ﬁca em torno de 50 Hz. Para tratar deste artefato,
usualmente, coloca-se um ﬁltro notch nessa faixa de frequência e em seus respectivos
harmônicos, como por exemplo, para o Brasil, 60Hz, 120Hz, 180Hz, etc.
2.3.2 Artefato do ampliﬁcador
É uma interferência com pequena amplitude, mas que também merece alguma atenção.
Na Figura 2.10, em azul temos o sinal do EEG e em verde, pode-se notar a pequena
amplitude do artefato gerado pelo ampliﬁcador.
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Figura 2.10: Artefato do ampliﬁcador analisado em gráﬁco. (Adaptado de [34])
2.4 Imagética Motora
Depois de entender melhor como funciona todo o processo por trás da medição do
EEG, torna-se interessante saber como isso se relaciona à prática, produzindo ao ﬁnal
do processo o efeito esperado, que é o deslocamento virtual de objetos usando apenas a
interpretação dos sinais gerados pelo pensamento.
O centro desse processo é a imagética motora. Ela pode ser deﬁnida como um estado
dinâmico durante a imaginação que um indivíduo faz de uma determinada ação intenci-
onada. Este fenômeno implica que o sujeito sinta que realmente está realizando a ação
imaginada, ﬁsicamente, seja ela de movimentar um braço ou talvez empurrar um objeto
[10].
A imagética motora vem mostrando vários bons resultados em sua aplicação. Como
exemplo, temos a ocorrência do fenômeno na técnica de aprendizado motor. Os atletas
utilizam a imaginação de movimentos que serão executados nos exercícios de fato, assim,
trazem benefícios no aquecimento, relaxamento e concentração [38]. Outro exemplo in-
teressante é o dos músicos que ao utilizá-la, possibilitam o aprendizado de partituras de
maneira mais eﬁciente [20].
Segundo o ﬁsiologista sueco Hesslow [15], para o cérebro, a simulação hipotética de
estados consiste em três premissas fundamentais:
1. Imaginação de ações: ativa as estruturas motoras do cérebro de tal forma que elas
remetam à atividade que ocorre durante uma ação normal de movimento, entretanto,
sem nenhum movimento evidente;
2. Imaginação de percepção: a imaginação de estar percebendo uma atividade é o
mesmo que realmente estar percebendo algo. Em sua essência a atividade de per-
cepção é gerada pelo próprio cérebro em depreciação de estímulos externos;
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Letra Localização
A Lóbulo da orelha
C Central
P Parietal
F Frontal
Fp Frontal polar
O Ocipital
T Temporal
Tabela 2.1: Abreviações de posicionamento dos eletrodos. (Adaptado de [22])
3. Antecipação: uma ação simulada pode provocar a atividade perceptiva que remete
àquela que deveria ter acontecido, se a ação fosse executada de fato.
Devido a esses fatores, a simulação mental pode ser utilizada como uma ferramenta
representativa para o entendimento da mente. Isso permite que os diversos estados mentais
possam ser explorados, possibilitando relacionar as áreas especíﬁcas do cérebro que são
mais ativadas devido a certos sentimentos, desejos ou talvez intenções. Assim, a simulação
mental contribui para o avanço em diversas áreas, tais como a psicologia e outras.
2.5 Emotiv Epoc
A ﬁm de analisar a imaginação e os efeitos que ela tem sobre o nosso corpo e mente,
cientistas, através da busca constante de avanços, chegaram à utilização de um capacete
neural para medição efetiva de estímulos, demonstrados pela captação do sinal de EEG.
Como ilustrado na Figura 1.1a, o custo-benefício de capacete que melhor atendeu o grupo
no projeto de pesquisa foi o do Emotiv Epoc. Seus detalhes de organização e funcionamento
são mostrados a seguir.
2.5.1 Posicionamento de eletrodos
A Federação Internacional de Neuropsicologia recomenda a utilização do modelo 10-20
para até 21 eletrodos [11], de acordo com a Figura 2.11. Nesse modelo, todos os eletrodos
se encontram a uma distância de seus eletrodos vizinhos de 10% ou 20% da distância total
da cabeça. A cada posição é dado um identiﬁcador de uma ou duas letras e um número,
de acordo com sua proximidade a alguma parte do cérebro (veja tabela 2.1). Números
pares estão à direita e números ímpares à esquerda.
A sociedade Americana de EEG sugeriu nos seus guias [16] que novos eletrodos sejam
colocados de maneira equidistante dos 21 eletrodos já deﬁnidos na Figura 2.12, caso seja
necessário um número maior de eletrodos.
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Figura 2.11: Modelo 10-20 para até 21 eletrodos [33]
Figura 2.12: Modelo 10-20 para até 75 eletrodos [33]
2.5.2 Emotiv Epoc Headset
O Emotiv Epoc Headset é um hardware desenvolvido pela Emotiv Systems [12] que
tem como proposta ser o dispositivo para controle de videogames da próxima geração.
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Figura 2.13: Emotiv EPOC antes de ser montado. (Adaptado de [23])
Esse capacete neural está equipado com 14 eletrodos salinos ﬁxos nas posições AF3,
AF4, F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2 e mais dois eletrodos, CMS
e DRL. O primeiro é usado como referência. O segundo é usado para reinjetar o sinal
comum a todos de volta ao sujeito, porém invertido aﬁm de minimizar o ruído. O capacete
também possui um girometro cuja intenção seria controlar a visão da câmera do jogador,
porém pode ser usado para remover o artefato de movimento da cabeça dos sinais captados
pelos outros eletrodos.
O Emotiv amostra os sinais de EEG a uma taxa de 2048Hz, que é convertida para
128Hz. O seguinte pré-processamento é realizado diretamente no controlador neural antes
de ser transmitido à aplicação:
1. Filtro com frequência de corte de 85Hz
2. Filtro com frequência de corte 0.16Hz
3. Filtro com rejeição em torno de 50 Hz e 60Hz
Ao utilizar o aparelho, é necessário colocar algumas gotas de uma solução salina em
cada eletrodo para melhorar a aquisição de sinais. Para veriﬁcar a qualidade dos sinais,
há um painel de controle que acompanha o Emotiv. Esse painel apresenta para cada
eletrodo a cor verde, se esta recebendo bons sinais; amarelo, se a recepção de sinais não é
muito boa; laranja, se a recepção de sinais é ruim; vermelha, se os sinais são muito ruins;
e preta, caso não receba nenhum tipo de sinal, como exempliﬁcado na Figura 2.14. O
ideal é que, ao usar o aparelho, todos os eletrodos apresentem a cor verde.
Além desse painel de controle, o Emotiv Epoc SDK também apresenta quatro outras
aplicações: o Expressive Suite (Figura 2.15), que mostra uma aplicação que reconhece
expressões faciais por meio dos sinais captados pelo controle neural e mostra-os em um
avatar; a Aﬀective Suite (Figura 2.16), que tenta associar os sinais captados ao comporta-
mento dos pensamentos de excitação, felicidade, tédio, frustração ou meditação por parte
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do usuário; a Cognitive Suite (Figura 2.17), que apresenta um quarto de três dimensões
e um cubo que pode ser treinado para agir de acordo com os pensamentos do usuário
(pode-se tentar fazer o cubo desaparecer, girar no sentido horário ou anti-horário entre
outras ações); e o Mouse emulator (Figura 2.18), que utiliza o girômetro para mostrar
como é possível mover um ponto na tela de acordo com o movimento feito pela cabeça
do usuário do capacete neural. Estas aplicações não exigem nenhum conhecimento sobre
eletroencefalogramas da parte de quem irá utilizar o aparelho.
Figura 2.14: Veriﬁcando o estado dos eletrodos.
Figura 2.15: Detecção de movimentos da face do usuário.
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Figura 2.16: Gráﬁcos mostrando a detecção de frustração, meditação, etc., do indivíduo.
Figura 2.17: Simulação do movimento da caixa através do pensamento.
Figura 2.18: Controlador de mouse.
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2.6 OpenViBE
Para captação dos dados é necessária a utilização de um software. Um bom programa
livre encontrado foi oOpenViBE. Ele foi escolhido porque, além de ser de fácil manuseio,
também é um ambiente de código aberto sob a licensa L-GPL, o que possibilita a alteração
de partes do seu código.
O OpenViBE é uma plataforma para design, teste e uso de interfaces cérebro máquina.
Para o experimento de imagética motora, serão utilizados primeiramente os cenários
propostos no ambiente que implementam o Graz BCI para imagética motora de mãos. Os
cenários são dividos em monitoramento de sinal, aquisição, treinamento do classiﬁcador,
utilização online e replay.
2.7 Classiﬁcadores
Dentro do ambiente de aquisição dos dados captados pelo capacete, o OpenViBE no
caso, ocorre a programação de ﬁltros e diversos cálculos que possibilitam o processamento
adequado dos sinais recebidos. Para realizar este processamento encontramos a caixinha
dos classiﬁcadores.
Os métodos mais comuns para classiﬁcação de EEG são LDA (Linnear Discriminant
Analysis) e SVM (Support Vector Machines), porque conseguem as melhores taxas de
acerto [36].
O SVM é classiﬁcador de aprendizagem supervisionada e seu objetivo é separar as
classes por meio de hiperplanos de modo que o hiperplano ideal esteja o mais distante
possível de cada exemplar de ambas as classes.
Existem algumas funções kernel usadas com SVM, entre elas usamos a RBF (Radial
Basis Function), que é tida como a que apresenta os melhores resultados para classiﬁca-
dores SVM [7].
O método conhecido como Common Spatial Patterns, ou somente CSP, foi proposto
por Ramoser et al para classiﬁcação de EEGs com vários canais [29]. É um procedimento
matemático onde dados dois estados de sinal diferentes, ele acha os vetores maximizando
a variância de um sinal enquanto minimiza a variância de outro. [1].
2.8 Extração de sinais utilizando a energia de banda
Um dos métodos que se mostra eﬁcaz na identiﬁcação dos sinais que correspondem a
determinadas ações é a extração por bandas. As bandas são classiﬁcadas de acordo com
as frequências como: delta (0-3 Hz), teta (4-7 Hz), alfa (8-13 Hz) e beta (14-20 Hz).
Keirn and Aunon [27] sugeriram que a extração apenas da banda alfa traria como re-
sultado uma classiﬁcação pobre. Assim, as quatro bandas de frequências são consideradas
na criação do conjunto de características.
Ao analisar o comportamento das ondas em alguns indivíduos utilizando todas as
quatro bandas de frequências, é fácil notar que as maiores oscilações de valores são notadas
entre as bandas alfa e beta [26], tornando-se assim as mais importantes para o trabalho
e de fato as que serão utilizadas para melhorar os resultados.
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Capítulo 3
Trabalhos relacionados
Ao longo dos anos, o interesse geral no avanço do tema interface cérebro máquina foi
aumentando. Uma das causas desse aumento é o fato de o preço dos capacetes utilizados
ter sido reduzido devido ao surgimento de novas tecnologias.
Com esse crescimento, o número de pesquisas no assunto foi expandido de tal forma
que pelo mundo todo surgiram interessados. São universidades, empresas e institutos ao
redor do planeta procurando o avanço dessa tecnologia. Assim, já foi dado início a alguns
projetos de grande importância.
3.1 Carro controlado pelo cérebro
Na Universidade de Berlim, foi iniciada uma pesquisa relacionada ao controle de um
carro através do pensamento, também utilizando o Emotiv EPOC. Para ilustração, temos
a imagem de um usuário testando o sistema na Figura 3.1.
Figura 3.1: Projeto BrainDriver do controle de um carro pelo cérebro, através da utili-
zação do Emotiv EPOC [30]
A ideia, apesar de parecer bastante ousada, é relativamente simples, devido aos poucos
controles que são necessários para dirigir o carro. As possibilidades são as seguintes:
1. acelerar;
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2. desacelerar;
3. virar à direita;
4. virar à esquerda.
Um problema evidente é a questão do tempo de resposta ao comando. Como ainda
não se tem pelo mundo, vasto conhecimento nessa área, pode-se notar um certo atraso
para que o sistema entenda exatamente a intenção do usuário, seja ela virar à esquerda,
ou acelerar, por exemplo. Portanto, torna-se inviável no momento aplicar o projeto para
a vida real.
3.2 NeuroPhone
Um projeto bastante interessante foi desenvolvido no Dartmouth College, em Hanover,
nos Estados Unidos. Trata-se de um controle cerebral para o processo de fazer chamadas
telefônicas através de um aparelho como o iPhone.
Figura 3.2: Ilustração do uso do capacete neural Emotiv EPOC para fazer ligações te-
lefônicas. [25]
Esse sistema faz uso do paradigma oddball, em que um estímulo inesperado provoca o
P300, uma deﬂexão positiva no cérebro em 300ms.
No iPhone, especiﬁcamente, o processo funciona da seguinte maneira: como mostrado
na Figura 3.3a, seis contatos do telefone são exibidos em forma de ﬁguras, lado a lado,
para o usuário. Então o sistema dá destaque visual a cada uma das opções de forma
aleatória. Toda vez que a opção que o usuário quiser escolher for destacada, seu cérebro
apresentará o P300. Após algumas repetições do processo, o sistema calcula a média da
janela em torno do tempo de apresentação dos sinais. Para todas as opções possíveis, as
médias são comparadas, e a que mais se aproximar ao sinal P300 é escolhida. A repetição
do processo e o cálculo da média permitem maior robustez a ruídos, uma vez que eles têm
uma distribuição aleatória e média próxima a zero.
A ﬁgura iluminada não causou o envio do sinal ao sistema. Assim, as informações não
casaram e então uma nova tentativa é realizada pelo sistema, iluminando outro contato,
dentre os seis (3.3b).
Ainda não se obteve nenhum resultado favorável. Uma terceira tentativa é feita, como
ilustrado em 3.3c.
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(a) (b) (c) (d)
Figura 3.3: Processo de ligação através da utilização do Neurophone. [8]
Tempo Sentado Ouvindo música Em pé
20s 77.78% 44.44% 33.33%
50s 77.82% 66.67% 66.67%
100s 88.89% 88.89% 66.67%
Tabela 3.1: Tabela de resultados da classiﬁcação do processo executado no neurophone
[8]
A partir da Figura 3.3d é possível notar a ocorrência do casamento entre o aumento
do sinal P300 enviado pelo utilizador e o contato iluminado pelo sistema. Em seguida, a
ligação intencionada é completada.
A vantagem dessa ferramenta é que ela só tem uma dimensão de escolha. Como é bem
simples, é algo perfeito para aplicação em smartphones.
O processo acima produz diferentes resultados de classiﬁcação. Pois é bastante de-
pendente do estado que o usuário se encontra. Dependendo do que ele está fazendo,
a classiﬁcação será melhor ou pior. Na tabela 3.1 podemos ver alguns resultados, com
relação ao tempo que se passou em cada atividade.
Podemos notar claramente que quanto maior é o tempo gasto na atividade e quanto
mais estável for a posição do usuário, como quando ele está sentado ou relaxado, maior é
a qualidade da classiﬁcação, totalizando uma taxa de acertos de 88.89%.
3.3 Controle para o Second Life
Um grupo de Hansen, em Chicago, propôs a utilização de ICC no serviço online Second
Life [18]. O Second Life propõe a simulação de um mundo virtual, uma segunda realidade
para todos os seus usuários. Ele dá opções de andar pelo mundo, como ir para direita,
esquerda, frente, trás, além de conversar com algum outro usuário, como um jogo, mas
onde os outros personagens são usuários reais, construindo uma possível interpretação do
mundo real, no servidor. Como o EPOC já vem acompanhado de uma suíte de aplicativos
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chamada SDK, que é programável, então se encaixa perfeitamente na proposta de controle
do personagem no Second Life. Esta ferramenta que acompanha o capacete, implementa
o aprendizado de certas ações que podem ser usadas para controlar movimentos, como
mostrado na Figura 3.4.
Figura 3.4: Exemplo de tela do Second Life com os possíveis movimentos de um
jogador[18].
3.4 Controle do braço de um robô
Figura 3.5: Braço de um robô sendo controlado pelo capacete neural. [43]
Um projeto independente de Alex Blainey aborda um braço robótico controlado pelo
capacete neural. Os comandos possíveis de uso são apenas os mais comuns, como empur-
rar, puxar, etc. Esse é um projeto interessante pois consegue realizar dois comandos ao
mesmo tempo, como por exemplo, mover o braço para a direita enquanto empurra um
objeto.
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3.5 BrainTalk
Um projeto interessante, também independente, de Louizos Alexander Louizos, é o
BrainTalk [21]. Trata-se de um teclado virtual, que é controlado pelo capacete. Utiliza
o mesmo sistema do Neurophone. Ele se baseia no sinal P300 para dizer a letra que o
usuário está escolhendo para digitar sua palavra, frase ou expressão. Em comparação ao
sistema do Neurophone, este é um pouco diferente. Ele destaca a série de letras de forma
diferente, aumentando a claridade em certas linhas e colunas. Isso vai despertar o cérebro
do usuário. Este no entanto, só precisa se focar na letra desejada. Quando essa letra for
iluminada, um sinal P300 será mandado para o programa, que irá classiﬁcar e escrever a
letra na tela.
Figura 3.6: Teclado virtual do sistema Brain talk[21].
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Capítulo 4
Processo de desenvolvimento
4.1 Aquisição de Sinais de EEG
Neste trabalho, a aquisição de sinais de EEG foi executada com o aparelho Epoc da
Emotiv 4.1. Referenciado neste trabalho como capacete neural, esse dispositivo é um
leitor de EEG sem-ﬁo que adquire amostras a 128Hz de 16 canais dispostos conforme a
Figura 4.1.
Figura 4.1: Posicionamento de eletrodos segundo a conﬁguração do Emotiv Epoc Head-
set [28]
O método utilizado para a aquisição e o processamento dos sinais de EEG utilizados
neste trabalho foi baseado na competição de BCI realizada na Áustria no ano de 2008,
que produziu o conjunto de sinais B [28].
Na competição ocorreu o seguinte: três eletrodos foram utilizados para a gravação.
Tratava-se do C3, Cz e C4. Como se pode notar na Figura 4.1, o Emotiv Epoc não conta
com os posicionamentos de C3 e C4. Portanto, para substituição, utilizou-se os eletrodos
de F7, F8, FC5, FC6, P7 e P8. A frequência de amostragem utilizada foi de 250Hz. O
ﬁltro de passa-banda utilizado selecionava os sinais entre 0.5Hz e 100Hz. Como no meio
dessas frequências do ﬁltro contamos com interferências geradas pela corrente elétrica, em
torno dos 50Hz, tornou-se necessário colocar outro ﬁltro, mas agora um ﬁltro notch. O
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eletrodo da posição Fz servia como referência. O posicionamento de cada eletrodo variava
muito pouco de indivíduo para indivíduo.
Toda aquisição gera artefatos que podem atrapalhar o desempenho da classiﬁcação.
Para remover esses artefatos, além do EEG em questão, um EOG (electrooculograma) era
utilizado para retirar artefatos produzidos que modiﬁcariam os resultados dessa classiﬁ-
cação.
Utilizou-se duas classes diferentes, chamadas imagética motora da mão esquerda e da
mão direita. Cada participante seria levado a participar de duas sessões sem feedback
em dois dias diferentes, em duas semanas distintas, para não haver muitos erros a serem
retirados da proximidade relativa aos dias da aquisição de dados. Isso resultava em 20
tentativas por vez e 120 por sessão. No total, 120 repetições de imagética motora rela-
tivas à mão esquerda e mais 120 relativas à mão direita resultavam para cada indivíduo
participante.
Primeiramente o participante tentou imaginar movimentos relacionados à imagética
motora de cada parte do corpo que ele conseguiria realizar melhor em sua mente, para o
treinamento, referente à parte esquerda e à direita de seu corpo.
Em cada tentativa do treinamento aparecia uma cruz para ﬁxação no meio da tela
e um tom curto de atenção. Após isso, um estímulo visual era apresentado por 1,25
segundos. Assim o sujeito deveria imaginar o movimento de mãos correspondente por 4
segundos. Depois de cada tentativa, um período de pausa era concedido de 1,5 segundos e
um tempo randômico de mais de 1 segundo era adicionado à pausa para evitar o possível
erro vindo do tempo de adaptação.
Figura 4.2: Tentativa sem feedback [28]
Além das 2 tentativas sem feedback, 3 tentativas com feedback eram feitas. Elas con-
sistiam em 4 sessões, cada uma com 20 tentativas para cada tipo de imagética motora.
O feedback consistia na ﬁgura de um smile que começava o teste no meio da tela, na cor
cinza. Por dois segundos apenas essa ﬁgura era mostrada, e a partir dos 3, até os 7,5
segundos, a pista era colocada na tela a ﬁm de que o participante a seguisse e imaginasse
o movimento de mãos para o smile andar para a esquerda ou para a direita, de acordo
com cada comando dado pelo programa.
Quando movido para a direção relativa ao comando, o smile se tornava verde, ou se
o contrário ocorresse, se tornava vermelho. O classiﬁcador entrava em ação para veriﬁcar
acertos e erros e então tornava o smile feliz, mudando a curvatura de sua boca para cima,
ou triste, modiﬁcado-na para baixo, como mostrado abaixo na Figura 4.3. A partir dos
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7,5 segundos a tela se tornava branca e 1 ou 2 segundos de intervalo eram adicionados
à tentativa. O participante era então instruído a manter o smile no lugar correto pelo
maior tempo possível, usando a imagética motora.
Figura 4.3: Tentativa que contava com feedback [28]
4.2 O Experimento
Foram escolhidos dez voluntários para fazer o experimento. Foi priorizada a escolha
de pessoas que não tivessem histórico de doenças mentais e se encontrassem entre 20
e 30 anos. Foram feitas duas sessões com cada um dos dez voluntários. Na primeira
sessão, foram captados os sinais das ondas do cérebro do candidato mexendo a mão
correspondente à uma seta mostrada no monitor de um computador. Na segunda sessão,
o voluntário apenas imaginou mexer a mão referente à seta que era apresentada.
Cada sessão teve duração aproximada de quinze minutos e foram realizadas em dias
diferentes da semana. O ambiente utilizado para gravação dos dados foi um laborató-
rio localizado dentro da Universidade de Brasília, cedido para o experimento. Ficaram
presentes apenas duas pessoas: uma para ﬁscalizar e o voluntário que participou do expe-
rimento. O ﬁscal do experimento instruía o voluntário a se colocar de maneira cômoda na
cadeira e umidiﬁcava a parte de espuma de cada eletrodo com a solução salina, colocando
o aparelho de maneira adequada na cabeça do voluntário. O painel de controle do Emotiv
Headset foi utilizado para conferir se o capacete neural apresenta a condição de recepção
de sinais adequada. O voluntário foi apresentado ao procedimento de captação das ondas
para saber o quê e em quê velocidade deveria executar as instruções. O instrutor deveria
se certiﬁcar de que o candidato havia entendido o processo e de que estaria apto a seguir
com o experimento.
Para efeitos de comparação iremos utilizou-se um classiﬁcador LDA com auxílio de
uma superfície de Laplace [24], um classiﬁcador LDA com auxilio de um ﬁltro CSP e
ﬁnalmente um classiﬁcador SVM com uma função kernel RBF, junto com o ﬁltro CSP.
4.3 Cenários
4.3.1 Monitoramento de Sinais
O monitoramento de sinais serve apenas para garantir que o sinal que é captado pelo
capacete neural tenha uma qualidade razoável para ser usada no treinamento. Durante
esse cenário, é importante notar se é possível perceber alguns artefatos, como o piscar de
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olhos e o movimento do maxilar, e se as ondas alfa se fazem visíveis ao fechar-se os olhos
e relaxar.
O diagrama do módulo Aquisition client, apresentado na Figura 4.4, nos fornece os
dados enviados pelo capacete, o módulo Temporal ﬁlter é onde podemos conﬁgurar um
ﬁltro temporal para selecionar faixas de frequência e os módulos de Signal display ﬁltered
signals e raw signals irão mostrar os sinais ao rodar este cenário.
Figura 4.4: Cenário de monitoramento
4.3.2 Aquisição de Sinais
A aquisição do sinal é o primeiro passo para os gerar dados que serão usados no trei-
namento do classiﬁcador. Ao ser iniciado o cenário, um script feito em LUA solicitará à
pessoa que está usando o capacete que imagine movimentar sua mão direita ou esquerda.
Assim, os sinais, os estímulos gerados pelo script e algumas informações sobre o experi-
mento são gravados em um arquivo, divididos em colunas devidamente rotuladas com o
nome de cada eletrodo.
Na Figura 4.5, é apresentado o diagrama que nos fornece os dados enviados pelo
capacete, o Aquisition client. Também é apresentado o diagrama que é o responsável
por interpretar o script LUA e o diagrama que mostra a interpretação do código LUA
para o usuário do capacete, são eles LUA Stimulator e Graz visualization respectivamente.
Também é mostrado o diagrama Generic stream writer, que irá gravar o arquivo em disco.
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Figura 4.5: Cenário de aquisição de sinais
4.3.3 Treinamento dos Classiﬁcadores
O arquivo contendo os sinais é lido no cenário de treinamento do classiﬁcador (Figura
4.6). Basicamente, esse cenário seleciona os canais C3, C4, FC3, FC4, C5, C1, C2,
C6, CP3 e CP4, lê os sinais e os divide em janelas de 4s, aplica um ﬁltro passa-banda
selecionando os sinais de 8Hz a 24Hz (ondas alfa e ondas beta) e então calcula a energia
dessas janelas e as usa para treinar um classiﬁcador LDA de Fisher [14], cuja conﬁguração
é salva para ser utilizada no cenário online. O algoritmo utilizado é o seguinte:
1. Selecionar do arquivo CSV as colunas dos canais C3, C4, FC3, FC4, C5, C1, C2,
C6, CP3 e CP4;
2. Aplicar uma superfície de Laplace de dez entradas e uma saída com peso 4 para C3,
-1 para os outros eletrodos impares e 0 para eletrodos pares, e a outra saída com
peso 4 para C4, -1 para os outros eletrodos pares e 0 para eletrodos ímpares;
3. Aplicar um ﬁltro temporal Butterworth passa banda [6] de grau 4 para 8Hz a 24Hz;
4. Selecionar 4 segundos de sinais de estímulos das duas mãos (OVTK_GDF_Left e
OVTK_GDF_Right) e mais meio segundo depois do término do estímulo;
5. A cada 16 segundos de sinais dividos pelo passo 4, dividi-los em 16 blocos de 1
segundo com oﬀset, ou deslocamento, de 0,0625 segundos;
6. Calcular a energia de cada um dos 16 blocos através do logaritmo na base dez da
média do quadrado de cada bloco;
7. Voltar ao passo 4 até terminar de ler todos os sinais;
8. As matrizes resultantes são convertidas em um vetor de características;
9. O vetor de características é gravado e usado pelo classiﬁcador na etapa online;
28
Figura 4.6: Cenário de treinamento
Entre os tutoriais encontrados no fórum localizado dentro do site do OpenViBE [41],
não foi possível encontrar nenhum documento orientando como trabalhar com o modelo
de capacete neural deste trabalho, o qual difere do conjunto de eletrodos utilizados nos
cenários. Por isso, utilizou-se todos os eletrodos do capacete que estavam à disposição,
modiﬁcando a superfície de Laplace para ter os pesos equivalentes para todos os eletrodos.
Em outro cenário, ela foi trocada por um ﬁltro espacial CSP que busca separar melhor as
classes.
Portanto, no treinamento, também utilizou-se o cenário de treinamento do CSP e
treinamento do classiﬁcador LDA com CSP, este inclui poucas diferenças do cenário de
treinamento do classiﬁcador LDA comum. Primeiro há o treinamento do CSP que sim-
plesmente acha os padrões especiais da imaginação do movimento da mão esquerda e
direita, dando pesos aos canais que têm uma variação maior nos seus vetores (Figura 4.7).
Estes pesos são gravados em um arquivo que será usado no classiﬁcador LDA. No cenário
de treinamento do classiﬁcador (Figura 4.9), apenas iremos trocar a seleção de canal e a
superfície de Laplace pelo ﬁltro espacial CSP treinado no cenário anterior. O algoritmo
seria modiﬁcado para:
1. Aplicar um ﬁltro temporal Butterworth passa banda de grau 4 para 8Hz a 24Hz
2. Aplicar o ﬁltro temporal CSP treinado anteriormente, que terá como entrada os
dezesseis canais dos eletrodos e serão selecionados os seis melhores para classiﬁcação
com seus devidos pesos;
29
3. Selecionar 4 segundos de sinais de estímulos das duas mãos (OVTK_GDF_Left e
OVTK_GDF_Right) e mais meio segundo depois do término do estímulo;
4. A cada 16 segundos de sinais dividos pelo passo 4, dividir estes em 16 blocos de 1
segundo com oﬀset de 0,0625 segundos;
5. Calcular a energia de cada um dos 16 blocos, através do logaritmo na base dez da
média do quadrado de cada bloco;
6. Voltar ao passo 4 até terminar de ler todos os sinais;
7. As matrizes resultantes são convertidas em um vetor de características;
8. O vetor de características é gravado e usado pelo classiﬁcador na etapa online;
Figura 4.7: Cenário de treinamento do ﬁltro espacial CSP
Para utilizar um classiﬁcador SVM, basta trocar o campo Classiﬁer to use no módulo
Classiﬁer trainer de Linear Discrimimant Analysis (LDA) para Support Vector Machine
(SVM). Conﬁguramos os parâmetros da caixa como mostrado na Figura 4.8.
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Figura 4.8: Parâmetros de conﬁguração do módulo do classiﬁcador SVM
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Figura 4.9: Cenário de treinamento do classiﬁcador usando o ﬁltro CSP
4.3.4 Online
Para o cenário online (Figura 4.11), que utiliza um script em LUA para mostrar os
resultados, é necessário que a mesma pessoa que fez o treinamento utilize o capacete
neural novamente, porém, agora ela poderá imaginar livremente qual mão movimentar e
assim o programa, utilizando o veto de características extraído e o classiﬁcador treinado,
tentará dizer qual é a mão que a pessoa imagina movimentar, por meio da exibição de
uma barra azul. Se é a mão esquerda, uma barra é mostrada crescendo para a esquerda,
caso contrário, para a direita, como mostrado na Figura 4.10.
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(a) Classiﬁcação para a direita. (b) Classiﬁcação para a esquerda.
Figura 4.10: Demonstrações de uma classiﬁcação para a direita e esquerda, com utilização
da barra azul como feedback.
Figura 4.11: Cenário de utilização online
O cenário online com o ﬁltro espacial CSP (Figura 4.12) terá como principal modiﬁ-
cação a retirada da superfície de Laplace e dos dois módulos de seleção de canais simples.
Elas serão trocadas pela CSP treinada anteriormente, que dará os pesos adequados para
melhorar a classiﬁcação dos sinais.
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Figura 4.12: Cenário de utilização online com uso de CSP
4.3.5 Replay
É possível gravar os sinais captados pelo capacete no cenário online para utilização no
replay, que como o nome sugere, irá reproduzir o resultado da parte online a partir do
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arquivo de sinais gravados, ou seja, sem a necessidade de o usuário usar o capacete. O
cenário de replay é mostrado na Figura 4.13.
Figura 4.13: Cenário de replay
4.3.6 Cálculo da porcentagem de acertos
A Figura 4.14 mostra o cenário que foi usado para calcular a porcentagem de acerto
dos classiﬁcadores. Nesse cenário, o usuário do capacete irá fazer praticamente o mesmo
procedimento do cenário de aquisição de sinais, porém desta vez será comparado o estímulo
da saída do classiﬁcar com o estímulo mandado pelo script LUA. Assim, se os dois forem
iguais, será considerado um acerto e, ao ﬁnal do script, será apresentada uma janela com
a porcentagem de acertos (Figura 4.15).
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Figura 4.14: Cenário de cálculo de porcentagem de acertos
Figura 4.15: Cenário de cálculo de porcentagem de acertos
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4.4 Aplicativo desenvolvido
O programa feito para demonstrar o projeto foi um jogo que simula uma partida
de ping-pongestilo Pong. Isto é um indivíduo controla uma barra vertical, simulando
uma raquete, movendo-a verticalmente no lado esquerdo da tela, e compete contra o
computador (ou outro jogador) que controla uma segunda raquete no lado oposto. Os
jogadores usam suas paletas para acertar a bola, que é simbolizada por uma esfera que se
move diagonalmente, e mandá-la para o outro lado.
Porém alterou-se a orientação do jogo, como é possível notar na Figura 4.16: em vez
de vertical, foi realizado um jogo horizontal por achar que seria mais simples imaginar
um movimento para a esquerda ou direita do que imaginar um movimento para cima ou
para baixo, assim, ﬁca mais claro o paradigma de imagética motora desenvolvido com o
classiﬁcador.
Figura 4.16: Jogo implementado
Para a comunicação do OpenViBE com o jogo, utilizou-se o VRPN (Virtual-Reality
Peripheral Network), sistema que provê uma interface independente e transparente entre
programas e dispositivos físicos usados em realidade virtual [32].
4.4.1 Comunicação do OpenViBE com o aplicativo
O OpenViBE possui uma caixa que já implementa um servidor VRPN, bastando
colocar seu identiﬁcardor. No aplicativo que ﬁzemos criamos o cliente VRPN, usando a
função
handle_analog (void* userData, const vrpn_ANALOGCB a)
(1) como uma função de callback para os dados enviados pelo servidor. O código do
cliente VRPN utilizado não se encontra completamente em anexo, pois pode ser facilmente
encontrado na internet [31].
Dessa forma, o servidor VRPN instanciado no OpenViBE recebe a saída do classiﬁca-
dor (valor real entre 0 e 1) e o envia aos clientes VRPN. No cliente, esse valor é recebido
e discretizado em duas classes. Caso o valor seja maior que 0,5 dipara-se um evento
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de pressionamento da tecla seta para direita e caso contrário, dispara-se um evento de
pressionamento da seta para esquerda.
Ao dar o update a cada loop principal do jogo, serão analisadas as ações a serem
tomadas conforme os eventos que foram inseridos na pilha e assim as barras irão se mover
para a direita e para a esquerda.
Durante a utilização do jogo pelo teclado, existe a possibilidade de não se mover,
bastando para tanto não pressionar as setas. Entretanto, essa possibilidade não existe
quando o jogo é controlado com o capacete neural, pois o classiﬁcador utilizado possui
somente duas classes. Notou-se também que essa impossibilidade de deixar a barra parada
diﬁculta o jogo, pois é necessário acertar perfeitamente o tempo para fazer a bola rebater
na barra. Para isso foi utilizada uma ﬂag de correção que muda os parâmetros de 0.5 para
0.5 + correcao para direita ou 0.5 − correcao para a esquerda. Assim se a correção for
de 0.025, há uma margem de 0.05 que fará com que nossa barra ﬁque parada em alguns
momentos.
4.4.2 Classes principais do aplicativo
A classe Sprite é herdada pelas classes Pong e Barra, mostradas nos apêndices A.11
e A.4 respectivamente, e se encarrega de apresentar os objetos corretamente na tela além
de veriﬁcar se o objeto colide com outro objeto usando a técnica de colisão por caixa.
A classe Barra é a classe que cria o objeto que irá rebater a bola. Esta classe em sua
inicialização pode ser deﬁnida como um jogador humano ou uma inteligência artiﬁcial(IA).
O movimento da barra é dado na função Update(), em que é veriﬁcado se a barra é um
jogador ou IA. Caso seja uma IA, a barra tentará manter o seu meio alinhado com a bola,
caso esta esteja se dirigindo para seu lado e já tenha passado da linha do centro da tela.
Caso seja um jogador, irá veriﬁcar se há eventos na pilha que possam ser traduzidos como
movimentos para a esquerda e para a direita.
A classe Pong deﬁne nossa bola que se move em oito direções. Sua principal função é
Update() que, como o nome já sugere, irá atualizar a situação em que se encontra a bola,
suas coordenadas e se ela atravessou um dos limites do campo, o que seria um ponto para
um dos jogadores.
A classe GameManager é a responsável por juntar todos os elementos do jogo, in-
cluindo o cliente VRPN. Esta classe inicia todos os elementos do jogo e em sua função
run() encontra-se o loop principal do sistema onde estão as chamadas a funções de update
e apresentação dos objetos.
Para cada cliente VRPN teremos uma função de callback dentro do GameManager
que irá criar os eventos de apertar botões para poder mover a barra.
Procuramos colocar nos anexos somente as classes mais importantes do programa,
como as citadas acima. As classes referentes à VRPN não foram anexadas.
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Capítulo 5
Resultados e análise
5.1 Comparação entre resultados de classiﬁcadores uti-
lizados
Neste trabalho foram realizados testes com dois tipos de classiﬁcadores diferentes -
LDA e SVM - e foram utilizadas duas técnicas de ﬁltragem do sinal de EEG: ﬁltros de
Laplace e ﬁltros CSP. A Tabela 5.1 apresenta as porcentagens de acertos de classiﬁcação
com a combinação dessas técnicas.
A segunda coluna da Tabela 5.1 apresenta os reultados da primeira conﬁguração utili-
zada no sistema desenvolvido, a saber: classiﬁcador LDA e pré-processamento com ﬁltros
de Laplace. Com essa conﬁguração foi possível alcançar taxas de acerto de classiﬁcação
variando aproximadamente entre 55% e 60%.
Com o objetivo de melhorar a taxa de acerto de classiﬁcação, substituiu-se o classi-
ﬁcador linear(LDA) por uma rede SVM. Essa rede apresenta duas vantagens imediatas,
produz uma separação ótima entre as classes [7] e possui baixa complexidade computa-
cional. A função de base escolhida foi a RBF (Radial Basis Function), por apresentar
resultados em média superiores a outras funções de base. Os parâmetros de conﬁguração
da rede SVM podem ser observados na Figura 4.8.
O próximo passo em busca de melhoria nas taxas de acerto de classiﬁcação foi utilizar
os ﬁltros espaciais CSP. Inicialmente, utilizou-se esses ﬁltros com o classiﬁcador LDA e os
resultados mostraram que o desempenho de classiﬁcação foi pior do que a utilização de
SVM com ﬁltros de Laplace. Entretando utilizando o classiﬁcador SVM e os ﬁltros CSP,
observou-se uma melhora de aproximadamente 4% na taxa de classiﬁcação correta, em
relação à conﬁguração anterior com classiﬁcador SVM, que utilizava ﬁltros de Laplace.
Por ﬁm, optou-se pela utilização de ondas alfa e beta no cálculo do vetor de caracte-
rísticas, ao invés da utilização de ondas na faixa de 0,5 Hz a 30 Hz, o que resultam em
taxas de classiﬁcação correta em torno de 70%, o melhor resultado alcançado.
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Sujeito LDA com SVM com LDA com SVM com SVM com CSP e
Laplace Laplace CSP com CSP ondas alfa e beta
1 59.62 65.82 61.71 66.53 67.65
2 52.64 65.68 61.92 63.77 67.58
3 56.36 65.41 57.01 63.23 68.13
4 56.94 66.06 63.45 67.31 71.80
5 56.03 62.64 59.71 67.47 68.57
6 57.35 63.70 59.25 66.24 70.75
7 61.29 67.32 65.38 69.20 71.42
8 59.42 65.93 61.10 66.77 69.83
9 55.80 64.42 59.34 64.91 71.12
10 55.64 68.48 59.02 67.02 70.68
Tabela 5.1: Tabela de porcentagem de acertos dos diferentes classiﬁcadores citados.
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Capítulo 6
Conclusão
Trabalhar com interações cérebro-computador é uma tarefa desaﬁadora que exige
muito conhecimento que, em sua grande maioria, não se encontra na língua nativa. Neste
trabalho foi possível mostrar como as ondas alfa e beta e sua respectiva ﬁltragem podem
auxiliar no relacionamento entre pensamentos e movimento de um componente virtual
sem o auxílio do físico. Também foi possível utilizar um software aberto para fazer ce-
nários de aquisição e classiﬁcação de sinais. Ademais, foi possível fazer um programa
que implementa o paradigma de imagética motora, demonstrando como é a interação
cérebro-computador, apesar da inacurácia obtida.
O classiﬁcador utilizado não pôde demonstrar todo o seu potencial. As condições
utilizadas para aquisição dos sinais geraram rupido excessivo.Entretanto, conclui-se que
os resultados de classiﬁcação podem ser melhorados com o aprimoramento do vetor de
características utilizado e com a utilização de um sistema de aquisição de sinais de EEG
mais robusto a ruídos.
Portanto, a sugestão que ﬁca para trabalhos futuros é captar os sinais em um ambiente
melhorado, utilizar novos métodos para o pré-processamento de sinais, bem como, outros
classiﬁcadores para tentar minimizar os erros, desenvolver formas de se testar interações
com outros paradigmas e classiﬁcações não binárias, fazer análises estatísticas mais ex-
tensas, e, se possível, dentro dos padrões econômicos, usar um capacete mais adequado.
O trabalho poderia também envolver uma terceira classe de análise, aquela em que o indi-
víduo encontra-se parado, o que facilitaria quanto ao problema da estratégia para o jogo
citada nos resultados. Seria interessante desenvolver uma aplicação física, real, como por
exemplo, tentar mover um carrinho de controle remoto, visto que a comunicação VRPN
do OpenViBE é permitida com muitas plataformas e possibilita maior visualização pela
comunidade interessada.
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Apêndice A
Anexos
A.1 Sprite.h
#ifndef SPRITEH
#define SPRITEH
#include <string>
#include "SDL/SDL.h"
class Sprite {
private:
char fileName[100];
SDL_Surface *surface;
SDL_Rect retangulo;
int x,y;
public:
void modImg(char filename[100]);
Sprite(char filename[100],int x2,int y2,SDL_Rect ret);
void Render(SDL_Surface *surface);
void updatePos(int x, int y);
SDL_Rect getRetangulo();
bool boxColidesWith(Sprite *sprite);
void Destrutor();
};
#endif
A.2 Sprite.cpp
#include "Sprite.h"
#include <SDL/SDL.h>
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#include <SDL/SDL_image.h>
#include <string>
Sprite::Sprite(char filename[100],int x2,int y2,SDL_Rect ret)
{
strcpy(this->fileName,filename);
this->x=x2;
this->y=y2;
this->surface = IMG_Load(this->fileName);
retangulo = ret;
}
//confere se as sprites colidiram
bool Sprite::boxColidesWith(Sprite *sprite)
{
//lados dos objetos
int esqA, esqB;
int dirA, dirB;
int cimaA, cimaB;
int baixoA, baixoB;
//calculando os lados do objeto A
esqA = sprite->getRetangulo().x;
dirA = sprite->getRetangulo().x + sprite->getRetangulo().w;
cimaA = sprite->getRetangulo().y;
baixoA = sprite->getRetangulo().y + sprite->getRetangulo().h;
//calculando os lados do objeto B
esqB = this->retangulo.x;
dirB = this->retangulo.x + this->retangulo.w;
cimaB = this->retangulo.y;
baixoB = this->retangulo.y + this->retangulo.h;
//verificando se A esta fora de B
if( baixoA <= cimaB )
{
return false;
43
}if( cimaA >= baixoB )
{
return false;
}
if( dirA <= esqB )
{
return false;
}
if( esqA >= dirB )
{
return false;
}
//se chegou até aqui é pq colidiu
return true;
}
void Sprite::Render(SDL_Surface *surface)
{
this->retangulo.x = x;
this->retangulo.y = y;
SDL_BlitSurface(this->surface,NULL,surface,&this->retangulo);
}
void Sprite::modImg(char filename[100])
{
strcpy(this->fileName,filename);
this->surface = IMG_Load(filename);
}
void Sprite::updatePos(int x2, int y2)
{
this->x=x2;
this->y=y2;
retangulo.x = x;
retangulo.y = y;
}
void Sprite::Destrutor()
{
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SDL_FreeSurface(surface);
}
SDL_Rect Sprite::getRetangulo()
{
retangulo.x = x;
retangulo.y = y;
return this->retangulo;
}
A.3 Barra.h
#ifndef BARRA_H
#define BARRA_H
#include "Sprite.h"
#include "InputManager.h"
class Barra//: public
{
private:
float vx,vy;
float ax;
float x,y;
Sprite *s,*sdir,*sesq;
InputManager *input;
bool ia,barraDeCima;
public:
Barra(char nome[50], int px, int py, InputManager * inp, bool ia2, bool
barradecima);
virtual ~Barra();
void Update(float dt);
float getVx();
void colisao(float vx2, float vy2);
float getVy();
bool getIa();
void setVx(float vx2);
void setVy(float vy2);
Sprite *getSprite();
void render(SDL_Surface *surface);
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};
#endif // BARRA_H
A.4 Barra.cpp
#include "Barra.h"
#include "Sprite.h"
#include "Pong.h"
Barra::Barra(char nome[50],int px,int py,InputManager *inp,bool ia2,bool barradecima)
{
input = inp;
x = px;
y = py;
SDL_Rect ret;
ret.x = x;
ret.y = y;
ret.w = 1;
ret.h = 1;
vx = 0;
vy = 0;
ax = 5;
ia = ia2;
barraDeCima = barradecima;
//som = new Sound(fileSound);
s = new Sprite(nome,px,py,ret);
}
bool Barra::getIa()
{
return ia;
}
//e' chamado em caso de colisoes
void Barra::colisao(float vx2,float vy2)
{
};
float Barra::getVx()
{
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return this->vx;
}
float Barra::getVy()
{
return this->vy;
}
Sprite* Barra::getSprite()
{
return this->s;
}
void Barra::setVx(float vx2)
{
this->vx = vx2;
}
void Barra::setVy(float vy2)
{
this->vy = vy2;
}
void Barra::Update(float dt)
{
InputManager *input;
input = input->getInstance();
if(barraDeCima) {
if(ia) {
Pong *bola = bola->getInstance();
if((bola->gety()<200 )&& (bola->getVy() <0)) {
if(bola->getx() < (x+s->getRetangulo().w/2)) {
vx = -ax+1;
x = x+vx;
if(x<=0) {
x=0;
}
} else if(bola->getx() > (x+s->getRetangulo().w/2)) {
vx = ax-1;
x = x+vx;
if((x+s->getRetangulo().w)>=640) {
x=640-s->getRetangulo().w;
}
}
}
} else {
if(input->isKeyDown(SDLK_a)) {
//setVx(0);
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vx = -ax;
x = x+vx;
if(x<=0) {
x=0;
}
} else if(input->isKeyDown(SDLK_d)) {
vx = ax;
x = x+vx;
if((x+s->getRetangulo().w)>=640) {
x=640-s->getRetangulo().w;
}
}
}
} else {
if(input->isKeyDown(SDLK_LEFT)) {
vx = -ax;
x = x+vx;
if(x<=0) {
x=0;
}
} else if(input->isKeyDown(SDLK_RIGHT)) {
vx = ax;
x = x+vx;
if((x+s->getRetangulo().w)>=640) {
x=640-s->getRetangulo().w;
}
}
}
}
void Barra::render(SDL_Surface *surface)
{
s->updatePos(x,y);
this->s->Render(surface);
}
Barra::~Barra()
{
s->Destrutor();
delete s;
}
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A.5 GameManager.h
#ifndef GAMEMANAGER_H
#define GAMEMANAGER_H
#include "SDL/SDL.h"
#include "SDL/SDL_framerate.h"
#include "InputManager.h"
class GameManager
{
public:
GameManager();
void run();
virtual ~GameManager();
protected:
private:
SDL_Event event;
SDL_Surface *screen;
FPSmanager *manex;
int timer;
int dt;
bool quit;
InputManager *input;
};
#endif // GAMEMANAGER_H
A.6 GameManager.cpp
#include "GameManager.h"
#include "SDL/SDL.h"
#include "SDL/SDL_image.h"
#include <iostream>
#include <stdio.h>
#include "SDL/SDL_ttf.h"
#include "SDL/SDL_mixer.h"
#include "Sprite.h"
#include "Pong.h"
#include "Barra.h"
#include "TimeCounter.h"
#include "Text.h"
#include <time.h>
#include "vrpn_Analog.h"
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//pra jogar com dois capacetes, modificar o parametro IA para false
//no teclado os comandos são <- a, -> d
#define IA false
// o fator de correcao abaixo serve para tentar parar a barra ...
//
#define CORRECAO_BARRA_BAIXO 0.025
//
#define CORRECAO_BARRA_CIMA 0.025
GameManager::GameManager()
{
//inicializando
SDL_Init(SDL_INIT_AUDIO|SDL_INIT_VIDEO|SDL_INIT_TIMER);
TTF_Init();
Mix_OpenAudio(22050,MIX_DEFAULT_FORMAT,2, 1024);
screen = SDL_SetVideoMode(640,480,16,SDL_SWSURFACE);
//fpsManager
manex = (FPSmanager*) malloc (sizeof(FPSmanager));
SDL_initFramerate(manex);
SDL_setFramerate(manex, 30);
SDL_WM_SetCaption("Pong para openVibe",NULL);
//inicializando o inputmanager
input = input->getInstance();
quit = false;
}
void VRPN_CALLBACK handle_analog2( void* userData, const vrpn_ANALOGCB a )
{
int nbChannels = a.num_channel;
float label;
InputManager *input;
input = input->getInstance();
for( int i=0; i < a.num_channel; i++ ) {
label = a.channel[i];
if(label > (0.5 + CORRECAO_BARRA_CIMA)) {
SDL_Event event;
//direita
//soltando o botao da esquerda para apertar o botao da direita
event.type = SDL_KEYUP;
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event.key.keysym.sym = SDLK_a;
SDL_PushEvent(&event);
input->pollEvents();
//apertando o botao da direita
event.type = SDL_KEYDOWN;
event.key.keysym.sym = SDLK_d;
SDL_PushEvent(&event);
} else if(label < (0.5 - CORRECAO_BARRA_CIMA)) {
SDL_Event event;
//esquerda
//soltando o botao da direita para apertar o botao da esquerda
event.type = SDL_KEYUP;
event.key.keysym.sym = SDLK_d;
SDL_PushEvent(&event);
input->pollEvents();
//apertando o botao da esquerda
event.type = SDL_KEYDOWN;
event.key.keysym.sym = SDLK_a;
SDL_PushEvent(&event);
}
}
input->pollEvents();
}
void VRPN_CALLBACK handle_analog( void* userData, const vrpn_ANALOGCB a )
{
int nbChannels = a.num_channel;
float label;
SDL_Event user_event;
user_event.type= SDL_USEREVENT;
InputManager *input;
input = input->getInstance();
for( int i=0; i < a.num_channel; i++ ) {
label = a.channel[i];
if(label > (0.5 + CORRECAO_BARRA_BAIXO)) {
SDL_Event event;
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//direita
//soltando o botao da esquerda para apertar o botao da direita
event.type = SDL_KEYUP;
event.key.keysym.sym = SDLK_LEFT;
SDL_PushEvent(&event);
input->pollEvents();
//apertando o botao da direita
event.type = SDL_KEYDOWN;
event.key.keysym.sym = SDLK_RIGHT;
SDL_PushEvent(&event);
} else if(label < (0.5 - CORRECAO_BARRA_BAIXO)) {
SDL_Event event;
//esquerda
//soltando o botao da direita para apertar o botao da esquerda
event.type = SDL_KEYUP;
event.key.keysym.sym = SDLK_RIGHT;
SDL_PushEvent(&event);
input->pollEvents();
//apertando o botao da esquerda
event.type = SDL_KEYDOWN;
event.key.keysym.sym = SDLK_LEFT;
SDL_PushEvent(&event);
} else {
//parado
}
}
input->pollEvents();
}
void GameManager::run()
{
srand(time(NULL));
Text *placar = placar->getInstance();
TimeCounter *time = new TimeCounter();
time->start();
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SDL_Rect retangulo;
retangulo.x=0;
retangulo.y=0;
retangulo.w = 640;
retangulo.h = 480;
Sprite *fundo;
fundo = new Sprite("imagens/fundo.png",0,0,retangulo);
Pong * bola;
bola = bola->getInstance();
Barra* jogador = new Barra("imagens/Barra.png",320,465,input,false,false);
Barra* ia = new Barra("imagens/Barra.png",320,0,input,IA,true);
SDL_Color cor = {0,0,0};
//setando o vrpn do openvibe
vrpn_Analog_Remote* vrpnAnalog = new vrpn_Analog_Remote("openvibe-vrpn@localhost");
vrpnAnalog->register_change_handler( 0, handle_analog );
if(!ia->getIa()) {
vrpn_Analog_Remote* vrpnAnalog2 = new vrpn_Analog_Remote("openvibe-vrpn2@localhost");
vrpnAnalog2->register_change_handler( 0, handle_analog2 );
}
while( quit == false ) {
//calculando diferenca tempo
dt = time->getTime();
time->stop();
//atualizando o vrpn
vrpnAnalog->mainloop();
//verificando estado
input->pollEvents();
//dando update nos objetos
jogador->Update(dt);
bola->Update(dt);
ia->Update(dt);
bool colideJogador = bola->getSprite()->boxColidesWith(jogador->getSprite());
bool colideIa = bola->getSprite()->boxColidesWith(ia->getSprite());
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if(colideJogador || colideIa) {
bola->colisao(1,1);
jogador->colisao(1,1);
}
//renderizando
fundo->Render(screen);
jogador->render(screen);
ia->render(screen);
placar->render(screen);
bola->render(screen);
SDL_Flip(screen);
SDL_framerateDelay(manex);
//verificando solicitacao de fechamento
if ((input->getQuit())||(input->isKeyPressed(SDLK_ESCAPE))) {
quit = true;
jogador->~Barra();
bola->~Pong();
ia->~Barra();
placar->~Text();
}
dt = time->getTime();
time->resume();
}
}
GameManager::~GameManager()
{
SDL_FreeSurface(screen);
}
A.7 InputManager.h
#ifndef INPUTMANAGER_H
#define INPUTMANAGER_H
#include "Sprite.h"
#include <SDL/SDL.h>
class InputManager
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{public:
static InputManager* getInstance();
void pollEvents();
bool isKeyDown(int key);
bool isKeyUp(int key);
bool isKeyPressed(int key);
bool isMouseDown(int button);
bool isMousePressed(int button);
bool isMouseUp(int button);
int mousePosX();
int mousePosY();
bool isMouseInside(SDL_Rect ret);
virtual ~InputManager();
bool getQuit();
int tecla;
protected:
private:
static InputManager *instance;
InputManager();
int mouseX,mouseY;
int buttomUp,buttomDown;
Uint8 *keyState, *keyDownState, *keyUpState;
bool estadoAntes,estadoDepois,quit;
};
#endif // INPUTMANAGER_H
A.8 InputManager.cpp
#include "InputManager.h"
#include "Sprite.h"
#include "SDL/SDL.h"
#include "eventos.h"
#include <iostream>
InputManager * InputManager::instance = NULL;
InputManager::InputManager()
{
keyState = SDL_GetKeyState(NULL);
tecla = 0;
keyDownState = (Uint8*)calloc(sizeof(keyState)/sizeof(Uint8), sizeof(Uint8));
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keyUpState = (Uint8*)calloc(sizeof(keyState)/sizeof(Uint8), sizeof(Uint8));
}
//funcao para organizar os eventos que estao ocorrendo
void InputManager::pollEvents()
{
SDL_Event event;
memset(keyDownState, 0, sizeof(keyDownState));
memset(keyUpState, 0, sizeof(keyUpState));
quit = false;
buttomDown = -1;
buttomUp = -1;
while( SDL_PollEvent( &event ) )
{
if( event.type == SDL_KEYDOWN)
{
keyDownState[event.key.keysym.sym] = 1;
keyUpState[event.key.keysym.sym] = 0;
}
if(event.type == SDL_KEYUP)
{
keyUpState[event.key.keysym.sym] = 1;
keyDownState[event.key.keysym.sym] = 0;
}
if( event.type == SDL_QUIT )
{
quit = true;
}
if( event.type == SDL_MOUSEMOTION)
{
mouseX = event.motion.x;
mouseY = event.motion.y;
}
if( event.type == SDL_MOUSEBUTTONDOWN)
{
buttomDown = event.button.button;
}
if( event.type == SDL_MOUSEBUTTONUP)
{
buttomUp = event.button.button;
}
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}}
bool InputManager::getQuit()
{
return quit;
}
InputManager* InputManager::getInstance()
{
if (!instance)
{
instance = new InputManager();
}
return instance;
}
bool InputManager::isKeyDown(int key)
{
//verificar array keydownstate
if(keyDownState[key]==1)
{
return true;
}
return false;
}
bool InputManager::isKeyUp(int key)
{
if(keyUpState[key]==1)
{
return true;
}
return false;
}
bool InputManager::isKeyPressed(int key)
{
if(keyState[key])
{
return true;
}
return false;
}
bool InputManager::isMouseDown(int button)
{
return (buttomDown == button);
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}bool InputManager::isMousePressed(int button)
{
}
bool InputManager::isMouseUp(int button)
{
return (buttomUp == button);
}
int InputManager::mousePosX()
{
return mouseX;
}
int InputManager::mousePosY()
{
return mouseY;
}
//verifica se o mouse esta dentro de um determinado retangulo
bool InputManager::isMouseInside(SDL_Rect ret)
{
bool auxX=false;
bool auxY=false;
if ((mousePosX() >= ret.x ) && (mousePosX() <= (ret.w + ret.x )))
{
auxX=true;
}
if (mousePosY()>=ret.y && mousePosY()<=(ret.h + ret.y ))
{
auxY=true;
}
return (auxX && auxY);
}
InputManager::~InputManager()
{
}
A.9 Main.cpp
#include <iostream>
#include <stdio.h>
#include "GameManager.h"
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int main (int argc, char **argv)
{
GameManager *game = new GameManager();
game->run();
game->~GameManager();
return 0;
}
A.10 Pong.h
#ifndef PONG_H
#define PONG_H
#include "Sprite.h"
#include "Sound.h"
class Pong
{
private:
static Pong *instance;
float vx,vy;
float x,y;
Sprite *s;
Sound *som;
public:
static Pong* getInstance();
Pong(char nome[50],int px,int py,char fileSound[50]);
virtual ~Pong();
void Update(float dt);
float getVx();
float getx();
void colisao(float vx2,float vy2);
float getVy();
float gety();
void setVx(float vx2);
void setVy(float vy2);
Sprite *getSprite();
void render(SDL_Surface *surface);
};
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#endif // PONG_H
A.11 Pong.cpp
#include "Pong.h"
#include "Sprite.h"
#include "Sound.h"
#include "Text.h"
#include <cstdlib>
#include <time.h>
#include <string.h>
Pong * Pong::instance = NULL;
Pong * Pong::getInstance()
{
if (!instance)
{
instance = new Pong("imagens/bolapong.png",100,100,"music/sfx01.wav");
}
return instance;
}
Pong::Pong(char nome[50],int px,int py,char fileSound[50])
{
x = px;
y = py;
SDL_Rect ret;
ret.x = x;
ret.y = y;
ret.w = 1;
ret.h = 1;
vx = 3;
vy = 3;
som = new Sound(fileSound);
s = new Sprite(nome,px,py,ret);
}
//e' chamado em caso de colisoes
void Pong::colisao(float vx2,float vy2)
{
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vy = -vy;
y = y+vy;
Update(0);
}
float Pong::getVx()
{
return this->vx;
}
float Pong::getVy()
{
return this->vy;
}
float Pong::getx()
{
return this->x;
}
float Pong::gety()
{
return this->y;
}
Sprite* Pong::getSprite()
{
return this->s;
}
void Pong::setVx(float vx2)
{
this->vx = vx2;
}
void Pong::setVy(float vy2)
{
this->vy = vy2;
}
void Pong::Update(float dt)
{
Text *placar = placar->getInstance();
char straux[50];
int deslocamentoX = vx;
int deslocamentoy = vy;
int varRandom = 2*(rand() % 2) - 1;
if((x+deslocamentoX) <= 0 || (x+deslocamentoX) >= (640 - s->getRetangulo().w))
{
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som->play(0);//ao tocar na parede toca o som
vx = -vx; //e muda o sentido da bola
}
x += deslocamentoX;
if((y+deslocamentoy) < 0)
{
//ponto do jogador
char mensagem[50] = "placar: AI";
sprintf(straux,"%d",placar->placarIA);
strcat(mensagem,straux);
strcat(mensagem,"x");
placar->placarJogador++;
sprintf(straux,"%d",placar->placarJogador);
strcat(mensagem,straux);
strcat(mensagem," Jogador1");
placar->setMensagem(mensagem);
x=320;
y=240;
vy = vy*varRandom;
s->updatePos(x,y);
}
if((y+deslocamentoy) > (480 - s->getRetangulo().h))
{
//ponto da ia
char mensagem[50] = "placar: AI";
placar->placarIA++;
sprintf(straux,"%d",placar->placarIA);
strcat(mensagem,straux);
strcat(mensagem,"x");
sprintf(straux,"%d",placar->placarJogador);
strcat(mensagem,straux);
strcat(mensagem," Jogador1");printf(mensagem);
placar->setMensagem(mensagem);
x=320;
y=240;
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vy = vy*varRandom;
s->updatePos(x,y);
}
y += deslocamentoy;
}
void Pong::render(SDL_Surface *surface)
{
s->updatePos(x,y);
this->s->Render(surface);
}
Pong::~Pong()
{
som->~Sound();
s->Destrutor();
delete s;
}
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