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ABSTRACT
Molecular Dynamics (MD) is an effective method to study diverse systems to gain
atomistic level details from the trajectories of particles in the system. MD require a
potential which describes the interaction of the particles within the system, which is then
used to solve Newton’s equation of motion to obtain the trajectories of the particles. For
an accurate simulation of a system, an appropriate potential should be used for the MD
simulations. The Adaptive Interactive Reactive Empirical Bond Order (AIREBO) potential
is a promising potential for MD simulations of systems involving bond breakage or
formation [1, 2]. The AIREBO potential is a Tersoff-style bond order potential which adds
LJ and torsional interactions to REBO potential developed by Brenner et al [3, 4].
Currently, the AIREBO potential is well parameterized to study carbonaceous and
hydrocarbon systems.
In the first part of this study, the AIREBO potential is used in MD simulations to
study the welding of single wall carbon nanotubes (SWCNTs) through Ar bombardment.
SWCNTs have unique electronic properties which make them an appropriate candidate to
use in nanoscale transistor and nanocomputer studies. An optimum conductivity through
SWCNTs is required for these applications in electronic devices and it is achieved by the
bonding arrangements of the carbon atoms in the junction area. This spatial bonding
between SWCNTs can be obtained by various experimental methods such as electron beam
radiation, fast atom bombardment and chemical vapor deposition. This study focuses on
simulating Ar bombardment over cross junction of two SWCNTs placed on an imaginary
Lennard-Jones surface perpendicular to each other. The cross junction area of SWCNTs
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was bombarded with Ar atoms of various kinetic energies in microcanical ensemble which
is followed by annealing at various temperatures. The main goal of this study is to find
optimum conditions to obtain the highest number of connections between the SWCNTs
and the smallest number of sp2 C atoms whose coordination numbers are changed from sp2
to sp or sp3 during the bombardment and annealing cycle. Junction quality measured is
defined as the ratio between the number or connections between SWCNTs and the number
of sp2 C atoms whose coordination numbers are changed from sp2 to sp or sp3and it was
used to assess the results of MD simulations. Since each connection requires 2 sp2 C atoms
changing to sp3, the expected junction quality measure is 0.5. It has been found that
SWCNTs give the highest junction quality measure for Ar bombardment with 100 eV
impact energy and annealing temperature and time of 3000 K and 8 ps, respectively.
In the second part of the present study, the AIREBO potential is parameterized to
find the optimal empirical parameters to study hdyrofluorocarbon systems. The new
reparameterized AIREBO potential is a promising candidate to study reactive
hydroflorocarbon sytems such as fluorination of CNTs. These empirical parameters are
electrostatic parameters to define the electrostatic properties of atoms, covalent parameters
to define covalent interactions between each pair of atoms, many-body parameters to define
the noncovalent interactions between atoms more than 3, LJ parameters to define van der
Waals interactions between atoms, and torsional parameters to define the torsional
interactions. The electrostatic parameters are fitted to bond polarizabilities of FF, HH and
CC bonds and dipole moments of fluorinated methanes. For the covalent parameters, there
are many properties used in the parameterization process. The properties for HH, FF and
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HF pairs are bond lengths, bond dissociation enthalpy, bond force constant, bond length at
predetermined potential and the slope at that bond length. The bond length and bond
dissociation enthalpies are obtained from MD simulation of H2, F2 and HF molecules at
298 K in canonical ensemble and the other 3 properties are calculated using the AIREBO
potential. For CH and CF parameters, instead of bond dissociation enthalpies and force
constants, bond atomization enthalpy and vibrational modes of CH4 and CF4 are used to
assess the progress of parameterization and are obtained through MD simulation of CH4
and CF4. Covalent CC parameters are fitted to 19 properties. These are bond lengths and
bond force constants of single, double and triple CC bond lengths in ethane, diamond,
ethane, graphite and acetylene; atomization enthalpies of C2Hx (x=6,4,2) molecules,
graphite and diamond; c11 and c12 elastic constants of diamond and graphite; CC bond
length at predetermined potential and slope of CC potential at that bond length. The
reparameterized AIREBO potential results in a reasonable fit to experimental properties.
Finally, g(cosθkij), the contribution of k atom to the bond-order between atoms i and j
through the angle between k, i and j atoms has been found using a new method which will
replace complex sixth order polynomial and contains one parameter, λkij, and energies of
various hydrofluorocarbons using the AIREBO potential are compared to their DFT
energies in the fitting process. Pij(NT,NC) are the corrections to the effect of the atoms on
atom i to the bond-order between atom i and j atoms and is a bicubic spline that depends
on the number of C atoms and the number of constituent not including the atom in the
bond. The values at the spline knots are fitted to the experimental formation enthalpies of
a set of 56 hydrofluorocarbon molecules. Formation enthalpies are calculated using the
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energies obtained from MD simulations at 298 K in canonical ensemble and these
formation enthalpies are compares to experimental values to assess the goodness of the
values at the spline knots where these values are used to calculate parameters of bicubic
spline. The fitting process of the values at spline knots produced an average absolute error
of 99.53 kJ/mol which can will be improved in the next rounds at this step of
parameterization.
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CHAPTER ONE
INTRODUCTION
Computational methods are encouraging to study chemical systems to validate
theoretical findings and to obtain experimental finding at conditions that are sometimes
difficult even impossible for experimental methods. In order to simulate accurately, the
model used in the methods must be proper for the system studied and the desired properties.
The interaction between the particles in the system is defined as potential and this potential
is described in functional forms. This functional form describing the motion and interaction
can be used to find out the trajectories and the other properties of the system. Molecular
Dynamics (MD) methods can treat this functional form of potential classically and can use
it to integrate Newton’s equation of motion whereas Quantum Mechanical (QM) methods
describe the functional form quantum mechanically to solve Schrodinger equations for
finding the energy and the wavefunction of the particles in the system. Quantum
mechanical methods require more computational resources, smaller systems and depending
on the system size it may be much time consuming, whereas MD methods is fast and less
expensive in terms of computational resources and also can simulate larger systems. There
are empirical potentials which are developed to produce experimental (or high level
quantum mechanical) data and are employed in MD methods which can make MD methods
advantageous.
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Empirical potentials has been described by functional forms that contain parameters
for each particle or each interaction between two or many particles. This leads the empirical
potentials to be system specific and requires to modify the parameters when the studied
system is changed. Adaptive Interactive Empirical Bond Order (AIREBO) potential is a
promising empirical potential which is very effective to study condensed phase carbons
and hydrocarbon systems [1, 5, 6]. AIREBO potential includes the covalent interactions as
well as dispersion, van der Waals and torsional interactions [1, 2, 4]. AIREBO potential is
a Tersoff style bond order potential which allows bond formation and breakage. This
property of AIREBO potential makes it popular in research about reactive carbon and
hydrocarbon systems.
In the first part of dissertation, AIREBO potential is used to study welding of two
Single Wall Carbon Nanotubes (SWCNTs) through Ar bombardment. CNTs have very
unique electrical and mechanical properties and have promising and potential uses such as
transistors in computers, multi-terminal junction as nano-scale transistors [7-17]. These
applications require the proper connectivity between CNTs that depends type of the bond
formed between C atoms in the junction area. The alteration in the CNTs at the junction
areas can be obtained through fast atom bombardment such as Ar atom. AIREBO potential
is an appropriate potential to study this system in MD simulations since AIREBO potential
is well parameterized for studying carbon systems like CNTs and is a reactive bond order
potential that will simulate the bond formation and breakage caused by Ar bombardment.
The effect of CNT type, Ar atom impact energy, annealing temperature and time on the
number of connections between SWCNTs and destruction in their structures have been
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studied by MD trajectories of C atoms in the system which led us to find out optimal
conditions.
In Chapter 3 of this dissertation, MD simulation and calculations of various
hydrofluorocarbon systems were performed to find the optimal parameters in the functional
form of AIREBO potential for obtaining the desired experimental (high level quatum) data.
The AIREBO potential with newly obtained optimal parameters can be used to study
reactive hydrofluorocompounds such as fluorination of CNTs. Fluorination and
defluorination of CNT plays a major role in CNT applications in hydrogen storage and Li
ion batteries. Two possible fluorination methods of single wall CNTs (SWCNTs) are the
direct fluorination of SWCNTs in the presence of F2(g) only [18-21] and that in the presence
of F2(g) and HF(g) which is used as catalyst [22, 23]. Various experimental methods have
been used to investigate the structure of fluorinated SWCNTs (F-SWCNTs) [18-28].
Despite the extensive studies on F-SWCNTs the most favorable addition product of FSWCNTs is ambiguous. Both a 1,2 addition that arranges fluorine atoms in ortho positions
and a 1,4 addition leaving the fluorine atoms in para positions have been proposed for the
addition products for the fluorination reaction [25, 29, 30]. The former addition is expected
to be more stable by semi-empirical calculations whereas the latter addition pattern is found
to be more favorable in DFT calculations[25]. Both patterns can exist at the same time due
the small energy difference obtained by those calculations[25]. Fluorination of SWCNTs
can be studied to find the most favorable addition pattern under the experimental
conditions. The molecular mechanism of fluorination of SWCNTs with and without the
presence of HF as a catalyst and the effect of temperature and catalyst on the fluorination
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of SWCNTs can be investigated using MD simulations with AIREBO potential since
AIREBO potential is a reactive bond order potential. Basically, developing a new version
of AIREBO potential through the parameterization will be a necessary to study reactive
hydrofluorocarbon systems. To study systems having electronegative F atom, AIREBO
potential needs to treat charges of atoms as dynamical variables since the charges on the
atoms will fluctuate depending on the chemical environment, this will lead a better
representation of the systems compared fixed charge potentials.

1.1 Theory
1.1.1 Molecular Dynamics
Molecular dynamics is a computational technique to obtain the trajectories of
systems of particles. It is an effective technique to estimate various properties of systems
such as energy, temperature and pressure. Average values of thermodynamic properties are
calculated from the simulation as:
𝑀

1
<𝐴>=
∑ 𝐴(𝑝𝑁 , 𝑟 𝑁 )
𝑀

(1.1)

𝑖=1

where A is the property, M is the number of time steps, N is the number of particles, p is
the momentum and r is the position [31].
Molecular dynamics employs Newton’s equation of motion to estimate the
trajectories of particles. Based on the Newton’s second law, the force acting on a particle
is equal to the product of its mass and its acceleration;
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𝐹 = 𝑚𝑎

(1.2)

where F is the force, m is the mass and a is the acceleration.
The second derivative of the position, r, with respect to time, is the acceleration,
𝑎=

𝑑2 𝑟 𝐹
=
𝑑𝑡 2 𝑚

(1.3)

therefore integrating the acceleration with a small increment in time will give the change
in velocity which is the first derivative of the position with respect to time and another
integration by a small time increment will give the change in position of the atom.
Successive and iterative integration of the acceleration will lead to find the estimate of the
trajectory of each atom in the system.
The force needs to be calculated before each integration step to start the integration
[31]. The force can be obtained from the potential energy, U of the system;
⃗⃗ 𝑈,
𝐹 = −𝛁
⃗ is the gradient operator , ∇
⃗ =
where ∇

(1.4)
𝜕

𝜕

+ 𝜕𝑦 +
𝜕𝑥

is shown in Figure 1.1.
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𝜕
𝜕𝑧

. The illustration of entire MD process

Figure 1.1 Schematics of molecular dynamics.

One way to perform the integrations in MD simulations is through the Velocity
Verlet integrator which is outlined below [32];
𝑣(𝑡0 + ∆𝑡) = 𝑣(𝑡0 ) + 𝑎(𝑡0 )∆𝑡,
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(1.5)

𝑟(𝑡0 + ∆𝑡) = 𝑟(𝑡0 ) + 𝑣(𝑡0 + ∆𝑡) ∆𝑡 ,

(1.6)

where v is the velocity, t0 is the initial time and Δt is the time step. This is a two-step
integration and in the limit of small time step energy of the system is conserved.
The choice of the timestep depends on the physics of the system, for example,
systems that involve bond breakage/formation require smaller timesteps to conserve
energy. However, using very small timesteps throughout the whole simulation can be timeconsuming and resourceful.
In this work, the variable time step method developed by Stuart et al.[33] was
utilized. Practically the energy difference between successive iterations, ΔE, is non zero
and in this method it is considered to behave randomly with a particular distribution, P(ΔE)
[33]. This methods assumes P(ΔE) to have a zero mean with a variance of σ2ΔE(Δt) for a
particular Δt. The successive errors are assumed to be independent of one another therefore
after N timesteps, the mean of cumulative energy distribution errors will also be zero with
a variance of N σ2ΔE(Δt). In order for σ2ΔE(t), the variance of energy error after a simulation
of time, t, is to have a certain value, this requires that root-mean-square (rms) deviation of
energy errors at each individual step fulfill [33]
𝑡 2
2
(𝑡)
𝜎 (∆𝑡) ≤ 𝜎∆𝐸
∆𝑡 ∆𝐸

(1.7)

which can re-expressed as follows [33];
2
2
(∆𝑡)
(𝑡)
𝜎∆𝐸
𝜎∆𝐸
≤
≡ 𝐷𝐸
∆𝑡
𝑡
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(1.8)

where DE is the energy error conservation value and is defined as an intensive property of
simulation with the units of eV2 fs-1 atom-1. In this method, the timestep is increased by
10% after the first step for each steps during simulation and the energy of the system is
calculated [33]. If the difference in the energy satisfies Eq. 1.8, this step is accepted. If the
difference in the energy is larger than the energy error conservation value, the timestep is
reduced by a factor of 2 [33].
Most of the experimental properties such as heat of formation are temperature
dependent and measured and reported at specific temperatures.

Therefore, in MD

simulations, thermostats, which act as an energy sink or source, are often used. In this work,
the Langevin thermostat has been used [66], where the temperature is maintained by
modifying the Newton’s equations of motion. The total force used in Langevin dynamics
can be expressed as

⃗ 𝑈(𝒓) − 𝛾(𝑉(𝑡)) + 𝐿(𝑡)
𝐹(𝑟) = −𝛁

(1.9)

where, the first term is the force acting on each atom due to the interaction potential, γV(t)
is a frictional force allowing the temperature to decrease since γ is always greater than 0,
L(t) is random force which has Gaussian distribution and standard deviation of this force,
σ, is expressed as
𝜎 = 2𝛾𝑚𝑖 𝑘𝑇
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(1.10)

where k is the Boltzmann constant and T is the temperature. In order to give the correct
canonical ensemble, the friction constant is coupled to the random force [66]. This
definition causes each atom to be coupled to its own heat bath and follow the Langevin’s
equation of motion.

1.1.2 The AIREBO Potential
The potential employed is the crucial part of the MD simulations, therefore the
choice of the potential should be suitable and meaningful for the system studied. In order
to simulate chemically reactive systems, the potential should have the capability of
allowing bond formation and breakage. Bond-order potentials are effective candidates for
the simulation of chemically reactive systems due to their features allowing bond formation
and breakage [4].
The reactive empirical bond-order (REBO) potential is a bond-order potential that
can be used effectively for carbon and hydrocarbon systems [4]. The REBO potential has
a covalent interaction in the form [4]

V REBO  V R (rij )  bijV A (rij )

(1.11)

where rij is the distance between atom i and j, bij is the bond order and VR is the repulsive
part of the covalent interaction, whereas VA is the attractive part [4]. The repulsive part of
the covalent interaction is formulated as
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𝑉 𝑅 (𝑟𝑖𝑗 ) = 𝐴 (1 +

𝑄 −𝛼𝑟
) 𝑒 𝑖𝑗
𝑟𝑖𝑗

(1.12)

where A, Q and α are parameters for i and j pair of atoms and the attractive part of the
covalent interaction is expressed as
3

𝑉 (𝑟𝑖𝑗 ) = ∑ 𝐵𝑘 𝑒 −𝛽𝑘𝑟𝑖𝑗
𝐴

(1.13)

𝑖=1

where Bk and βk are parameters for i and j pair of atoms. The bij term accounts for the bond
order between atoms i and j and is determined by coordination numbers, bond angles and
conjugation effects. These effects contributing to the bond order are obtained from the local
environment [4]. The bond order term, bij, is formulated as

1
rc
dh
bij  [bij  b
ji ]   ij   ij
2

(1.14)

where radical and conjugation effects and dihedral terms are represented by  ijrc and  ijdh
respectively [4]. The part of the bond order, bij is expressed as


bij  [1 

f

k i , j

ik

(rik ) gi (cos ijk )e

 jik

 P ij ( N ,N )]
C
i

H
i

1 / 2





(1.15)

where fik(rik) is a switching function to ensure that only nearest neighbor interactions a
re included, g i (cos  i j k) is the contribution of each of the nearest neighbors to the bond
order based on the angle between the bond between atoms i and j and that between atoms
i and k[4]. The contribution of the potential surface for hydrogen abstraction is formulated
by e

 jik

C
H
[4]. Pi j(Ni , Ni ) is a bicubic spline expressed as
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4

𝑃𝑖𝑗 (𝑁𝑖𝐶 , 𝑁𝑖𝐻 )

4

= ∑ ∑ 𝑐𝑘𝑙 (𝑁𝑖𝐶 )𝑘−1 (𝑁𝑖𝐻 )𝑙−1

(1.16)

𝑘=1 𝑙=1

and where N iH , and N iC , are the hydrogen and carbon only coordinate numbers of atom i
[4].
The advantage of AIREBO potential over the REBO potential is that the REBO
potential lacks dispersion and nonbonded repulsion terms which makes it poorly suited for
simulations of systems with significant intermolecular interactions [1]. The AIREBO
potential developed by Stuart et al. [1, 2] includes Lennard-Jones and torsional interactions
in addition to bonded interactions. Thus, the AIREBO potential is a promising potential for
simulating reactive condensed-phase systems. The AIREBO potential is expressed as

V AIREBO  V REBO  V tors  V LJ

(1.15)

The torsional interaction is evaluated as [2]
V tors 

1
wij (rij )w jk (rjk ) wkl (rkl ) E tors ( wijkl )



2 i j i k i , jl i , j ,k

(1.16)

where wij is also a switching function for dihedral angle based on the bond distance which
enables the torsional potential to be removed smoothly as any of the constituent bonds are
broken. Etors is formulated as [2]
𝐸 𝑡𝑜𝑟𝑠 (𝑤) = 𝜀 [

256
𝑤
1
𝑐𝑜𝑠10 ( ) − ]
405
2
10

(1.17)

The nonbonded interaction is incorporated through an adaptive treatment of intermolecular
interactions by using a Lennard-Jones (LJ) 12-6 potential [2]
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𝑉𝑖𝑗𝐿𝐽 (𝑟𝑖𝑗 )

𝜎𝑖𝑗
= 4𝜀𝑖𝑗 [( )
𝑟𝑖𝑗

6

𝜎𝑖𝑗
−( ) ]
𝑟𝑖𝑗

(1.18)

The distance between atoms i and j, the strength of any bonding interaction between them,
and the network of bonds connecting them determine when this interaction adaptively will
be switched off [2].

1.1.3 Dynamical Fluctuating Charge Force Field
In the HFC AIREBO potential developed here, charges are treated as dynamical
variables. This model has its foundations from the electronegativities of atomic sites.
Electrons can be treated as electron clouds and these clouds have a chemical potential
which is the negative of the Mulliken electronegativity [34, 35].
𝜇𝑖 =

𝜕𝐸
𝜕𝐸
= −𝜒𝑖 = −𝑒
𝜕𝑁𝑖
𝜕𝑞𝑖

(1.19)

where μi is the chemical potential of the electrons of atom i, N is the number of electrons
in the atom i (treated as a continuous variable), qi is the charge on atom i, and χi is the
Mulliken electronegativity of atom i [34, 35]. Eq.1.9 uses the fact that qi= -e(Ni–Zi) where
Z is the atomic number of the atom i. The chemical potential will be same at every atomic
site since there will be equilibration of the full electron gas with instantaneous positions of
nuclei in the system. If a site feels a different chemical potential due to movement, the
charge on the site will change. Thus, the charges on the site will respond to the change in
the chemical environment [34, 35].
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The energy of creating a charge on an isolated atom i is expressed to second order
as
1
𝐸(𝑞𝑖 ) = 𝐸𝑖 (𝑞𝑖 ) + 𝜒𝑖0 𝑞𝑖 + 𝐽𝑖𝑖0 𝑞𝑖2
2

(1.20)

Where 𝜒𝑖0 is the Mulliken electronegativity and 𝐽𝑖𝑖0 is twice the hardness of the isolated
atom.
Minimization of the energy with respect to charge is done under the constraint of
total fixed charge, qtot on each individual molecule

∑ 𝑞𝑖 = 𝑞𝑡𝑜𝑡

(1.21)

𝑖

Introduction of a Lagrangian undetermined multiplier to enforce the charge conservation
constraint leads to [35]
𝐸(𝑞) = 𝐸(𝑞) − 𝜆𝑖 (∑ 𝑞𝑖 − 𝑞𝑡𝑜𝑡 )

(1.22)

𝑖

Minimization of the expression above under the assumption of a neutral molecule (qtot =0)
gives the following expression for all atom, i:
𝜕𝐸
( ) − 𝜆𝑖 = 0, ∀𝑖
𝜕𝑞𝑖

(1.23)

The same undetermined multiplier, λ, is the value of (∂U/∂qi) for all atoms, therefore the
Mulliken electronegativities of all atoms in the molecule are equal to each other [35],
𝜕𝐸
𝜕𝐸
( )=(
) , ∀𝑖 ≠ 𝑗
𝜕𝑞𝑖
𝜕𝑞𝑗
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(1.24)

This minimization of energy with respect to charge leads to equalizing the
electronegativities,
𝜕𝐸
𝜒𝑖 = ( ) = 𝜒𝑖0 + 𝐽𝑖𝑖0 𝑞𝑖 + ∑ 𝐽𝑖𝑗 (𝑟𝑖𝑗 )𝑞𝑖
𝜕𝑞𝑖

(1.25)

𝑖≠𝑗

for all atoms. Since the negative of the Mulliken electronegativity is the chemical potential
of an electron, the equilibration of electronegativity means chemical potential equilibration
as well.
The total energy of the system can be expressed as

𝑁

𝐸(𝑞, 𝑟) = ∑ 𝐸𝑖 (𝑞𝑖 ) + ∑ 𝐽𝑖𝑗 (𝑟𝑖𝑗 )𝑞𝑖 𝑞𝑗 + ∑ 𝑉(𝑟𝑖𝑗 )
𝑖=1

𝑖<𝑗

(1.26)

𝑖<𝑗

where Ei(Qi) is the energy of having a charge of qi on site i, N is the number of possible
sites that can have a charge, Jij(rij) is the Coulomb interaction between charges on site i and
j, and V(rij) is the non-Coulombic interaction between sites i and j [35].
The Coulomb interaction, Jij(r) for i and j atom pairs found by Coulomb integral
between Slater orbitals centered on each atomic site given in Eq.1.27.
𝐽𝑖𝑗 (𝑟) = ∫ 𝑑𝑟𝑖 𝑑𝑟𝑗 |𝜙𝑛𝑖 (𝑟𝑖 )|

1

2

|𝑟𝑖 − 𝑟𝑗 − 𝑟|

2

|𝜙𝑛𝑗 (𝑟𝑗 )|

(1.27)

The Slater orbital is expressed as
𝜙𝑛𝑖 (𝑟) = 𝐴𝑖 𝑟 𝑛𝑖 −1 𝑒 −𝜁𝑖 𝑟

(1.28)

Where ni, is the principal quantum number for atom i, and ζi is the orbital exponent and Ai
is the normalization factor. The bond hardness, 𝐽𝑖𝑖0 is equal to Jii(r) when r=0 therefore ζi
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determines the hardness for atom i. For example, nH = 1 and the atom hardness for
5

0
hydrogen, 𝐽𝐻𝐻
= 8 𝜁𝐻 .

Dynamical charge propagation is achieved by using the extended Lagrangian
method due its advantage of computational efficiency [35]. In this extended Lagrangian
method, charges have a fictitious mass and evolve in time according to Newton’s equation
of motion. The force acting on each charge is proportional to the difference between the
electronegativity of that site and electronegativity in the charge-constrained molecule that
contains the charge. The mass of the charge should be small enough to respond the change
in the chemical potential and large enough so that time steps should be in reasonable length.

1.1.4 Downhill Simplex Algorithm
The newly developed HFC AIREBO potential is partially optimized using the
modified downhill simplex algorithm. The downhill simplex algorithm developed by
Nelder et al.[36] is modified and improved by Chahal et al.[37] This original algorithm
developed by Nelder et al.[36] is widely used for parameterization studies. Since this
algorithm does not require the use of gradients, it can be used for wide range of
applications.
The simplex algorithm is an optimization algorithm to find the optimal parameters
corresponding to local minimum of any function g(). This g() is a function of d number
of parameters in the parameter space. The simplex is defined by d+1 vertices. The simplex
moves iteratively through the parameter space based on the values of the function g() at
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each vertex, frequently by discarding one vertex and adding new one. The evaluation of
the function g() can be done independently at each of the simplex vertices.
The downhill simplex algorithm has been used to parameterize force field
parameters in molecular simulations for hydrocarbons such as Faller et al. [38] .
The simplex algorithm implemented here uses a modified version of the masterworker (MW) framework developed at University of Wisconsin which handles the
communication between simplex vertices [38]. Each simplex vertex runs on a separate
processor where the algorithm uses parallel processors. The values of the function g()
from each of the simplex vertices are collected by the master processor, which decides the
next transformation of the simplex. During this transformation, communications with
simulations are initiated by workers [37].
The modified downhill simplex algorithm is very effective and beneficial in large
scale parameter optimization. The optimization of five or more parameters is very tedious
and hard in terms of handling the inputs and outputs thus automation of the algorithm
makes handling the input and output data very simple and easy. One of the important
characteristics of this algorithm is the applicability to the parameter optimization with
stochastic functions. The algorithm calculates the value of stochastic function and the
noise associated with the function and makes its decision until the noise is at lowest value.
The properties such as energy is obtained by averaging the values from the MD simulation
over a time range and will have fluctuations about the average value. This property will
lead to a better decision of the minimum value of the cost function therefore reliable
optimal parameters can be obtained.
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1.1.5 ZBL Potential
The ZBL potential is a potential between two atoms developed by Ziegler et al.
[39]. This potential is a universal function which results from fitting to hundreds of
interatomic potentials using modern solid-state atomic models. The ZBL potential is
expressed as
𝐸𝑍𝐵𝐿 (𝑍𝑖 , 𝑍𝑗 , 𝑟𝑖𝑗 ) = Φ𝑢 𝐸(𝑍𝑖 , 𝑍𝑗 , 𝑟𝑖𝑗 )

(1.29)

where rij is the distnce between atom i and j, Zi and Zj are the atomic numbers of atom i and
j respectively [39]. The ZBL potential of atom i and j that depends on rij, Zi and Zj is denoted
by EZBL(Zi, Zj, rij). The electrostatic potential between the nuclei of atom i and j seperated
by rij is represented by E(Zi, Zj, rij). ΦU is the screening function also depending on rij, Zi
and Zj which is formulated as [39]

U  0.1818e3.2 x  0.5099e0.9243x  0.2802e0.4029x  0.02817e0.216x

(1.30)

where x is a function of rij, Zi and Zj and expressed as

x

(Zi0.23  Z 0j .23 )
0

 rij

(1.31)

(0.46838 A)
At very short distances the ZBL potential represents the repulsion part of
the covalent interaction of two atoms better than AIREBO potential. Thus, in Chapter 3
AIREBO is parameterized to switch to the ZBL potential at predetermined potential in the
repulsive region.
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CHAPTER TWO
CNT WELDING BY Ar BOMBARDMENT

2.1 Introduction
Ever since their discovery by Iijima [40], carbon nanotubes (CNTs) have been a
target of extensive research, due to their electrical and mechanical properties [7, 13-15, 41,
42]. Single-walled carbon nanotubes (SWCNTs), in particular, offer the promise of both
extreme and tunable electrical properties, exhibiting potential as nanoelectronic materials.
Semiconducting SWCNTs have high carrier mobility [15, 43] and band gaps that vary
predictably with tube diameter [44]. Metallic SWCNTs, meanwhile, can carry high current
densities [45]. These unique properties have driven research to the point where it is realistic
to consider computing devices that use nanoscale transistors formed from CNT junctions,
i.e. the X- or T-shaped intersection of CNTs [7-17].
Electronic device applications require that SWCNT junctions be formed by forming
covalent bonding connections between the individual tubes, while preserving the desired
electrical conductivity at the intersection. A number of different approaches have been
considered experimentally for forming these nanotube junctions, including electron beam
irradiation (during transmission electron microscopy) [14, 41, 46], fast atom bombardment
[13, 47-49] and ``nanosoldering'' via local chemical vapor deposition of metal ions [42, 5052]. Experimental methods can provide only limited information on the covalent bonding
and chemical structure of the junction, however. Computational methods, such as
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molecular dynamics, on the other hand, can provide atomic-scale detail on the structure
and evolution of bonding at the interface between the two nanotubes, and computational
studies have been performed, simulating junction formation via bombardment of molecular
ions [53], atoms [48, 49, 54], electrons [9], as well as thermal annealing [8, 55-58]. Ni et
al.[13] have modeled the bonding between SWCNTs induced by CH3+ ion bombardment,
and showed that bombardment-induced defects, as well as CHX chemisorption leads to
covalent connections between the SWCNTs.
The defects required to induce restructuring at the interface can also be caused by
noble gas impacts, as illustrated by Krasheninnikov et al.[48, 49], who simulated Ar
bombardment. Welding via electron beam radiation was modeled by Jang et al.[9] and
several studies have illustrated that the formation of SWCNT junctions can be achieved
purely by heating, without any form of radiation [8, 55-58].
Computational studies necessarily must make some simplifications, in comparison
to experimental conditions. For example, several of the previous computational studies
have used SWCNTs that are rigidly constrained at the system boundary [48, 49, 54, 56,
57]. This prevents the desorption of the nanotubes from the surface, which can occur for
the nm-length SWCNTs used in simulation but not the μm-length experimental systems,
but also restricts large-amplitude collective motions that might be physically relevant.
Some simulations have been done for unsupported nanotubes [56, 57], even though the
support surface may have important effects on the junction formation, either through heat
transport or backscattering of the impacting particles. Simulations use thermostats to
control temperatures, however using thermostats during the collision cascades or bond
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formation and breakage makes the simulation questionable and unrealistic since thermostat
introduces unphysical thermostat forces as in the heat-welding studies [8, 55-58]. One of
the limitations of computational studies is the high flux of impacting particles [9]. Using a
larger bombardment area than the junction area will lead modifications in structures of
SWCNTs' arms [48, 49, 59] which will affect its conductance although it is nearly
impossible to focus the bombarding on the junction area experimentally. In the present
study, the bombardment of Ar atoms focused on the junction area to utilize computer
resources efficiently.
In the present study, we model a SWCNT junction formed by Ar bombardment of
two supported orthogonal nanotubes, with the aim of determining the most effective
bombardment conditions, while improving on some of the limitations of prior simulations.
Multiple sequential collisions were performed, up to total fluences of 1.0*1020 m-2. The
collisions were performed in the microcanonical ensemble, to avoid any nonphysical
effects of the thermostat forces on the reaction dynamics, while the systems were
equilibrated at elevated temperature for an annealing period, in an attempt to decrease the
effective flux of the bombardment. The effects of SWCNT structure, impact kinetic energy,
annealing temperature, and annealing time on the quality of the SWCNT junction formed
were evaluated to determine the conditions that lead to the most crosslinking with the least
unnecessary damage to the interface.
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2.2 Computational Details
The carbon--carbon interactions were modeled using the adaptive intermolecular
reactive empirical bond-order (AIREBO) potential [1, 2]. This is an classical bond-order
potential of the same general form as the Tersoff [60] and Brenner [3, 4] potentials, and
can thus model the covalent bond-breaking and bond-forming reactions that are crucial in
simulating the bond rearrangements involved in SWCNT junction formation. Unlike these
other bond-order models, the AIREBO potential also includes non-covalent van der Waals
interactions in an adaptive way that includes these interactions between nonbonded atoms,
as is required for accurate modeling of the intertube interactions, but allows them to be
adaptively switched off (or on) as new covalent bonds are formed (or dissociate). The
AIREBO potential has been used successfully to model many carbon-based nanomaterials,
including nanotubes [2, 5, 6, 54].
The van der Waals interactions between the Ar atoms and the C atoms in the
SWCNTs were modeled with Lennard-Jones 12--6 interactions, using εArC = 54.507 K and
σArC = 3.215 Å. These interactions were not treated adaptively, since there is no covalent
bonding interaction between Ar and C.
CNTs can be thought as single layer graphite layer rolled into cylinder with a
diameter of a few nanometer. Nanotubes are categorized depending on the rolling vector
into one of three categories: armchair, zig-zag and chiral. How graphene can be rolled into
CNT is shown in Figure 2.1. The chiral vector, ch, can meet its end by rolling the sheet that
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has been cut along the dotted blue lines. The chiral vector can be defined in terms of lattice
constants,
𝐶ℎ = 𝑛𝑎1 + 𝑚𝑎2

(2.1)

where a1 and a2 are lattice vectors and n and m are integers that satisfies n ≥ m ≥ 0. The
angle between a1 and ch is called chiral angle, θ, and chirality or helicity of the angle CNT
is determined by chiral angle and chiral vector [61]. CNT is armchair if θ = 300 or n=m
and and if m=0 or θ = 00 CNT is labeled as zig-zag. CNT is chiral in the case of 00 < θ <
300 or n > m > 0 . Rolling the graphene sheet in Fig. 2.1 from left to right will give armchair
structure at the end of CNT whereas rolling from top to bottom will lead zig-zag structure.
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Figure 2.1 Classification of nanotube by the chiral vector, ch and angle, θ [62]

Two different SWCNT structures were used in this study, in an attempt to examine
the effect of tube structure on junction quality. The (10,10) and (11,9) tubes were chosen
for this purpose because they are widely used in experiments and readily synthesized [24,
63, 64]. The (10,10) tube is metallic, while the (11,9) tube is semiconducting, so these tubes
represent a variety of inter-tube connections that are of interest for nanoelectronics
applications. Additionally, these tubes have nearly the same radius (r(10,10) = 1.356 Å and
r(11,9) = 1.358 Å), which avoids confounding effects from different radius or curvature when
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the tubes are varied. The (10,10) tube has 2860 C atoms and it is 17.35 nm long with 2860
C atoms whereas the (11,9) tube is 17.38 nm long having 2855 C atoms. A total of three
different junctions were prepared from crossing these two SWCNT types: the
homogeneous junction of (10,10) tubes, homogeneous junction of (11,9) tubes, and the
heterogeneous junction of a (10,10) tube with an (11,9) tube on the top.
Although free-standing tubes can be constructed, the simplest and most common
experimental geometry for crossed nanotubes at low concentration involves both tubes
parallel and adsorbed onto a solid substrate. Including this substrate support in the model
is important, as it has effects on the geometry of the adsorbed tubes, the dynamics of the
impacting ion (which could either penetrate or scatter off the substrate) and the postcollision dynamics of the nanotubes. In order to reduce the computational cost of the
simulation, we model the substrate as a continuum model, rather than a fully atomistic
model, while still allowing for energy-dependent penetration or back-scattering of the
impacting ion.
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Figure 2.2 Schematic diagram of an atom interacting with a surface

The Lennard-Jones (LJ) interaction of a single atom with the continuum substrate
model is shown in Fig.2.2. Starting with a pairwise interaction given in Eq. 2.2, the total
interaction of an atom with is found using the following integral [65]:
𝑊𝐼 = −

𝑧=∞

𝐶
𝑟𝑛

𝑟=∞

𝑊𝐼 (𝐷) = −2𝜋𝐶𝜌 ∫ 𝑑𝑧 ∫ 𝑑𝑟
𝑧=𝐷

𝑟=0

(2.2)

𝑟

Starting with the LJ 12-6 potential which is expressed below
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𝑛

(𝑟 2 + 𝑧 2 ) 2

(2.3)
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𝑉𝑖𝑗𝐿𝐽 (𝑟𝑖𝑗 )

𝜎𝑖𝑗
= 4𝜀𝑖𝑗 [( )
𝑟𝑖𝑗

6

𝜎𝑖𝑗
−( ) ]
𝑟𝑖𝑗

(2.4)

The integration of LJ 12-6 potential leads LJ 9-3 potential between a particle at position
(x,y,z) and a continuous distribution of particles in the substrate at z < 0 with particle
number density ρ, yielding
𝜎6 𝜎6
1
𝐸𝐿𝐽𝑆 (𝐷) = −8𝜋𝜌𝜀 3 (
−
)
𝐷 90𝐷6 12

(2.5)

where D is the distance of the particle from the LJ surface. The parameters σ, ε, and ρ can
be chosen to represent any desired substrate material. Here, we choose values
representative of a graphite support, with ρ = 0.11 Å-3 (corresponding to a density of 2.2
g/cm3), σ = 3.4 Å, and ε= 24.8 K.
The LJ interaction is on where z is less than 10.5σ and between 10.5σand 12σ the LJ
interaction is turned on according to a switching function described in Stuart et al.'s work
[1], for z > 12σ, LJ interaction is turned off. The choice of graphite as a substrate material
is fairly arbitrary. We assume that the substrate parameterization should not have a
significant impact on the junction formation, beyond the simple presence of a support
surface to induce some structural deformation in the soft nanotubes, interact with the
collisionally excited tubes after impact, and scatter ejected particles.
The scattering of energetic particles by the substrate is an important factor in
accurate modeling of the chemical reorganization at the interface. Both the impacting Ar
atom as well as ejected C atoms can be backscattered from the substrate, providing an
additional channel for generating chemical changes in the nanotubes. Neglecting this effect
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can lead to underestimation of the degree of restructuring caused at a given fluence.
Modeling the substrate as an idealized LJ surface, however, with an infinite repulsive wall,
will reflect 100% of the ejected atoms, regardless of kinetic energy, and this is also not
realistic. In a physical system, some fraction of the ejected atoms will penetrate the surface,
and the fraction of reflected atoms decreases to near 0% at high kinetic energies.
Consequently, we chose the 50 eV for the penetration threshold of LJ surface for our
potential which is close to the experimentally value of 43.5 eV [66] so that particles that
have kinetic energy greater than 50 eV will pass through the imaginary surface and will be
deleted from the system and the particles with kinetic energies less than 50 eV will reflect
from the surface.
To construct the system, one SWCNT is aligned parallel to the plane of the
substrate, with its lowermost atoms placed 2.9Å above the implicit surface. The second
(upper) SWCNT is then placed with its long axis perpendicular to that of the first (lower)
SWCNT, and parallel to the plane of the substrate. If this upper tube is initialized too far
from the substrate, beyond the finite range of the LJ potential, there will be no force
inducing it to adsorb to the substrate. Consequently, we generated an initial configuration
by deforming the upper SWCNT so that its lowermost atoms were again 2.9 Å above the
implicit surface for most of its length, but deviated upward in the region where it crosses
the lower SWCNT, leaving at least 3.4 Å vertical spacing between the two tubes where
they cross. This initial configuration is illustrated in Figure 2.3.
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Figure 2.3 Configuration of a pair of (11,9) SWCNTs before (left panel) and after (right
panel) equilibration for 100 ps at 3000 K.

This initial geometry was then equilibrated for 100 ps at a temperature of 3000 K
in the canonical ensemble, in order to allow the SWCNTs to relax. The resulting geometry
exhibits deformations from the originally cylindrical SWCNT tube geometry, reflecting a
compromise between increasing the favorable van der Waals interactions by maximizing
tube--tube and tube--substrate contact, while decreasing unfavorable strain energy. This
relaxed geometry is illustrated in Figure 2.3. The reduction of strain energy causes the axis
of the upper SWCNT to be nearly linear as it tents over the lower SWCNT, so that its
geometry is perturbed by the lower SWCNT for a distance of approximately 78.0 Å away
from the lower SWCNT. The tube length of 173.8 Å was chosen to ensure that the ends of
the upper SWCNT are parallel to the supporting surface, away from the perturbing
influence at the junction.
The total adhesive van der Waals interaction between the SWCNT of length 173.8
Å and the implicitly modeled substrate is 26.14 eV which is considerably less than the
impact energies of 100 eV or more. Consequently, if a large enough fraction of the impact
kinetic energy is transferred to vertical motion of the SWCNT center of mass, a single
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impact can result in desorption of the entire SWCNT. This would not happen in
experiment, because the physical tubes are much longer, typically several μm in length,
with correspondingly larger adsorption energies. Thus, to prevent unphysical impactinduced desorption, one C atom at each end of each of the two SWCNTs (i.e. four atoms
in total) are rigidly constrained during equilibration and bombardment. This minimal
constraint prevents tube desorption, while still allowing more conformational flexibility
than the approach of rigidly constraining hundreds of atoms in entire cylindrical collars at
the ends of the tubes, as has been done in some previous simulations [9, 49].
The bombardment is performed by directing an Ar atom towards the junction of the
SWCNTs. This junction is located by projecting all carbon atoms into a plane parallel to
the substrate surface, and identifying a square region of area 100 Å2 in which the number
density of carbons is the highest. This is done before each impact, allowing for the
possibility that the junction location may drift, due to stresses or bonding changes in the
SWCNTs. The Ar atom is inserted 10 Å above the uppermost atoms of the top SWCNT,
with a randomly chosen lateral position, uniformly distributed in the 100 Å2 impact area.
The Ar atom is given a velocity that corresponds to the desired impact kinetic
energy, directed perpendicular to the interface. These kinetic energies ranged from 100 eV
to 2000 eV in different simulations. The dynamics are then integrated in the microcanonical
ensemble for 1.5 ps using a variable-timestep integrator [33] with a target energy diffusion
value of 0.05 eV2/ps.atom. The 1.5 ps allows enough time for the initial impact and the
subsequent collision cascade. The variable-timestep integrator improves the efficiency of
the simulations considerably, as the timesteps required during the initial impacts are much
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smaller than those that can be used to achieve the same level of energy conservation during
the later stages after the energy has been dispersed. As the impact energy increases, the
number of collision cascades increases and the need for small time step increases which
leads a decrease in the average timestep. For example, during the collision cascade for the
100 eV impact energy the timestep drops from ~ 2.4 fs to 0.11 fs to achieve the energy
conservation value of 0.05 eV2/ps and the average timestep for this energy 1.02 fs, whereas
the timestep drops from 1.8 fs to 1.2*10-4 fs for 2000 eV impact energy to achieve the same
conservation energy value and the average timestep drops to 0.44 fs.
Performing sequential impacts every 1.5 ps would correspond to a flux of 6.7*1029
m-2s-1, many orders of magnitude higher than experimental values. To reduce the effective
flux, the system is annealed for between 4 and 8 ps in the canonical ensemble, at an
annealing temperature of between 1000 and 3000 K. This decreases the nominal flux
somewhat, to 1.1-1.8*1029 m-2s-1, but more importantly, the annealing at elevated
temperature allows for some degree of structural relaxation as would occur at much longer
times in the period between impacts.
Thus, the effective flux is considerably lower than the nominal flux. The canonicalensemble annealing is performed using the Langevin thermostat [67], with a time constant
of 100 fs, and a constant timestep of 0.1fs; variable timesteps are not required because the
dynamics are no longer exhibiting fast non-equilibrium relaxation. The atoms or molecules
passing through the imaginary Lennard-Jones surface will be deleted from the system and
the atoms leaving through the deletion plane located 50 Å above the imaginary surface will
also be deleted from the system.
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Up to 100 successive bombardments were performed, each separated by the 1.5 ps
microcanonical + 4-8 ps annealing period, for a total fluence of up to 1.0*1018 m-2 which
is close to the fluence value in Jang et al. [9] and nine times smaller than Krahininkov et
al. [48, 49]. Bombardment conditions were varied by considering impact energies of 100,
500, 1000, 1500, or 2000 eV; annealing times of 4 or 8 ps; and annealing temperatures of
1000, 1500, 2000, or 3000 K. For each set of impact conditions, five independent
simulations were carried out, allowing statistical analysis of the data.
We use several different properties to quantify the structural changes at the
SWCNT junction, based on the expectation that an ideal junction should have a large
number of covalent connections between the two initially distinct tubes, the electrical
conductance of this junction should be large, and the tubes should have relatively little
damage. Rather than measuring the electrical conductance directly, as has been done in
some prior studies [54], we use structural proxies for these quantities.
Recognizing that electrical conductivity will require a mostly graphitic structure of
the reconstructed interface, we choose our measure of damage to be the loss in the number
of sp2 carbons,
∆𝑛𝑠𝑝2 (𝜑) = 𝑛𝑠𝑝2 (0) − 𝑛𝑠𝑝2 (𝜑)

(2.6)

where 𝑛𝑠𝑝2 (𝜑) is the number of sp2-hybridized carbons (i.e. those with a coordination
number of 3) in the system at a fluence of φ, measured after the annealing period.
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The choice of sign ensures that ∆𝑛𝑠𝑝2 (𝜑) will be positive quantity when sp2 carbons are
lost.
Note that with this measure a simple crosslink between the two SWCNTs, which
converts two sp2 carbons to sp3 will be recognized as damage, because the sp3 carbons will
not provide any (substantive) electrical connection. We also recognize that counting sp2
carbons is not sufficient to estimate the electrical conductance; quantum mechanics must
be included at some level to estimate conductance from the bonding structure of a
carbonaceous system [54].
We treat this quantity as only a heuristic estimate of the damage to the tubes. As
our measure of the degree of connection between the two nanotubes, we use a direct count
of the number of crosslinks between the tubes, ncl, defined as the number of covalent bonds
Ci-Cj between an atom i that was originally part of the lower SWCNT and an atom j that
was originally part of the upper SWCNT, and in which atom i is additionally bonded to at
least 2 other atoms of the upper SWCNT and atom j is bonded to at least 2 other atoms of
the lower SWCNT.
The latter restrictions are included to ensure that an atom ejected from one nanotube
and captured by the other is not erroneously considered as a crosslink. This quantity is also
tracked as a function of the fluence, ncl(φ), and is always measured at the end of the
annealing period. Because a strong, ideal connection will have a large number of
connections, but with the minimal amount of damage, we also define a junction quality
measure, R, as the ratio of these quantities,
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𝑅=

𝑛𝑐𝑙 (𝜑)
Δ𝑛𝑠𝑝2 (𝜑)

(2.7)

We note in passing that simple crosslinks are characterized by a value of R = 0.5,
since two sp2 carbons have been lost in the formation of one crosslink. Additional
reconstruction of the crosslink to form a more graphitic, sp2-hybridized connection could
increase the value of R above 0.5. Thus we can roughly expect that values of R < 0.5
indicate junctions with damage in excess of that required to form the connections; values
of R ≈ 0.5 are crosslinked with minimal excess damage, and values of R > 0.5 have
reconstructed to heal some of the non-graphitic damage.

2.3 Results
First, we examine the effect of SWCNT structure on junction quality. The difference in
quality for junctions formed by homogenous pairing of (11,9), homogenous pairing of
(10,10) and heterogeneous pairing of (11,9) and (10,10) tubes for various impact energies
annealed for 8 ps at 3000 K between the impacts are given in Figures 2.4 to 2.8.
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Figure 2.4 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) with fluence for junctions formed by
two (11,9) SWCNTs (red curve), two (10,10) SWCNTs (green curve) and
heteregenous (11,9) and (10,10) SWCNT pair (blue curve), under bombardment
by 100 eV Ar with 8 ps annealing at 3000 K. Error bars are represent standard
deviations.
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Figure 2.5 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) with fluence for junctions formed by
two (11,9) SWCNTs (red curve), two (10,10) SWCNTs (green curve) and
heteregenous (11,9) and (10,10) SWCNT pair (blue curve), under bombardment
by 500 eV Ar with 8 ps annealing at 3000 K. Error bars are represent standard
deviations.
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Figure 2.6 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) with fluence for junctions formed by
two (11,9) SWCNTs (red curve), two (10,10) SWCNTs (green curve) and
heteregenous (11,9) and (10,10) SWCNT pair (blue curve), under bombardment
by 1000 eV Ar with 8 ps annealing at 3000 K. Error bars are represent standard
deviations.
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Figure 2.7 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) with fluence for junctions formed by
two (11,9) SWCNTs (red curve), two (10,10) SWCNTs (green curve) and
heteregenous (11,9) and (10,10) SWCNT pair (blue curve), under bombardment
by 1500 eV Ar with 8 ps annealing at 3000 K. Error bars are represent standard
deviations.
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Figure 2.8 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) with fluence for junctions formed by
two (11,9) SWCNTs (red curve), two (10,10) SWCNTs (green curve) and
heteregenous (11,9) and (10,10) SWCNT pair (blue curve), under bombardment
by 2000 eV Ar with 8 ps annealing at 3000 K. Error bars are represent standard
deviations.
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For both tubes, the junction quality, R, increases at low fluences up to R = 0.4*1020
m-2, and then reaches a plateau, remaining roughly constant up to the highest fluences
obtained, R = 1.0*1020 m-2. This same behavior is fairly general for all impact energies and
annealing conditions examined, although the rise time and junction quality at the plateau
differ under different conditions.
Figure 2.9 through Figure 2.19 illustrate the evolution of junction quality under
bombardment for all tube geometries, impact energies, annealing temperatures, and
annealing times examined. Under continued bombardment, the junction quality would
surely deteriorate, as the impacts would eventually erode away all of the connections in the
bombardment region at high fluences. No sustained decrease in junction quality was
observed at fluences of 1.0*1020 m-2 in any of the systems examined, however. This is
encouraging news for experimental junction formation, as it suggests that the junction
quality is not very sensitive to fluence, and there is a relatively broad range of fluences at
which reasonable junctions may be formed.
Figure 2.4 clearly illustrates that the junction quality is higher for the pair of crossed
(11,9) SWCNTs than for the pair of crossed (10,10) SWCNTs and slightly better for the
heterogeneous pair. The pair of (10,10) tubes reach a plateau value near R = 0.3, indicating
that the tubes are damaged more than needed to form the observed number of crosslinks.
The pair of (11,9) tubes and heterogeneous pair reach a plateau value near or slightly above
R = 0.5, however, because less unnecessary damage was produced and more crosslinks.
The superior junction quality for the homogeneous (11,9) junction is more than anecdotal,
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and persists across multiple independent simulations, and at a wide range of fluences, as
indicated by the error bars in Figure 2.5 to Figure 2.8.
The reason, however, is not clear. Nanotubes of different curvature have different
reactivity, but the (11,9) and (10,10) SWCNTs differ in diameter by only 0.1 % [68], so
this is unlikely to be the origin of the difference. The (11,9) tube is semiconducting and the
(10,10) tube is metallic; this difference in conductivity could result in different reactivities
under experimental conditions, particularly under applied fields or in the presence of excess
charge. But the simulations include neither quantum mechanical treatment of the electrons,
nor electrostatic effects of excess charge, so these factors do not explain the difference in
junction formation in the present simulations. It seems most plausible that the chirality (i.e.
handedness and asymmetry) of the (11,9) tube is another difference, compared to the
achiral (10,10) tube. It seems most plausible that the chirality leads more crosslinks and
less damage. We selected the homogenous (11,9) system to further investigate the factors
affecting the resulting structure of the junction area since it resulted a better junction quality
among the other systems and the spatial arrangement ((11,9) tube being on the top) may
have resulted a comparable junction quality measure to that of homogeneous (11,9) system
therefore heterogeneous system needs to be analyzed with other possible spatial
arrangement ((10,10) tube being on the top).
Turning now to the influence of different Ar initial energies, Figure 2.9 shows how
the junction quality measure changes with the fluence for different initial Ar kinetic
energies (different colors) annealed for 8 ps at various temperatures between each
bombardment. The junction quality measure is highest with the lowest initial Ar energy,
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i.e. 100 eV for all the annealing temperatures. The difference in junction quality measure,
number of crosslink and the loss in number of sp2 C atoms for (11,9) SWCNTs bombarded
with Ar atoms of various impact energies annealed for 8 ps at 4 different temperatures are
given in Figure 2.10 to 2.14. The CNT (11,9) system annealed at different temperatures
reached steady state fluence values between 0.24*1020 m-2 and 0.40*1020 m-2 . These
studies also did not reach high fluence value where the junction quality measure is expected
to decrease due to the destruction caused by Ar bombardment. The highest junction quality
measure achieved increased with increasing annealing temperature for all the impact
energies. The system annealed at 3000 K produced more crosslinks and less loss in number
of sp2 C atoms resulting the highest junction quality measure among the same systems
annealed at different temperatures. The junction quality measure for the CNT(11,9) system
annealed at 3000 K at the steady state region is around 0.5 which is the expected value.
Increasing the temperature above 3000 K is not practical since temperatures above 3000 K
may cause the melting of CNTs.
Figure 2.15 shows the evolution of junction quality measure, number of crosslinks
and the loss in number of sp2 C atoms for (11,9) tubes bombarded with Ar of impact
energies annealed for 8ps at 3000 K. Lower ratios obtained with higher initial energies,
which indicates that higher energies cause more destruction, i.e. more loss in number of
sp2 hybridized carbon atoms as opposed to forming new connections. Also, based on the
visual inspection of results presented in Figure 2.15, the CNT(11,9) system for all the
impact energies reach a steady state fluence value between 0.1*1020 m-2 and 0.3*1020 m-2
meaning that the ratio does not change significantly with more bombardments. The visual
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inspection of the trajectories shows that an initial threshold number of bombardments
causes damage with a large hole in the impact zone, where the subsequent bombardments
mainly passes through without causing any additional change in the junction quality
measure. As an example, the extended damage by Ar atoms having impact energy of 2000
eV to CNT(11,9) system annealed at 3000K for 8ps is shown in Figure 2.16 which
produced a junction quality measure of 0.2. The structural change of CNT(11,9) system
bombarded with Ar atoms having 100 eV impact energy is shown in Figure 2.17 with a
junction quality measure of 0.5. That is why the zone is not affected significantly after the
threshold fluence is reached. As one may expect, the system with the lowest initial Ar
energy (100 eV) needed higher fluence value 0.28*1020 m-2 to reach the steady state as
opposed to other systems where much less number of bombardments needed to reach the
steady state.
Next, the 3000 K annealing system was selected to investigate the influence of
annealing time. Figure 2.18 shows the results for the CNT(11,9) system with annealing
times of 4 ps after Ar bombardment with various impact energies at 3000 K. The same
trend was observed as the impact energy increases the damage increases substainly
resulting junction quality measure to decrease. The comparison of junction quality measure
for (11,9) tubes bombarded with 100 eV Ar atom followed by annealing at 3000 K for 4 ps
and 8ps is given in Figure 2.19. The effect of annealing time was found to be less
pronounced although measurable compared to other factors such as the initial Ar energy
and annealing temperature. Annealing for 8 ps after each Ar bombardment gives a higher
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junction quality measure than the one annealed for 4ps, which suggest that increasing the
annealing time will lead to more organizations in the junction area after the bombardment.

Figure 2.9 Evolution of junction quality with fluence for junctions formed by (11,9)
SWCNTs under bombardment by Ar having various impact energies with 8 ps
annealing at (A) 1000 K, (B) 1000 K, (C) 2000 K and (D) 3000 K. Error bars
represent standard deviations.
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Figure 2.10 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) fluence for junctions formed by (11,9)
SWCNTs under bombardment by 100 eV Ar with 8 ps annealing at various
temperature. Error bars represent standard deviations.
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Figure 2.11 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) fluence for junctions formed by (11,9)
SWCNTs under bombardment by 500 eV Ar with 8 ps annealing at various
temperature. Error bars represent standard deviations.
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Figure 2.12 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) fluence for junctions formed by (11,9)
SWCNTs under bombardment by 1000 eV Ar with 8 ps annealing at various
temperature. Error bars represent standard deviations.
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Figure 2.13 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) fluence for junctions formed by (11,9)
SWCNTs under bombardment by 1500 eV Ar with 8 ps annealing at various
temperature. Error bars represent standard deviations.
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Figure 2.14 Evolution of junction quality (top), the number of junctions (middle) and the
loss in number of sp2 C atoms (bottom) fluence for junctions formed by (11,9)
SWCNTs under bombardment by 2000 eV Ar with 8 ps annealing at various
temperature. Error bars represent standard deviations.

48

Figure2.15 Evolution of junction quality (top), the number of crosslinks (middle) and the
loss in number of sp2 C atoms with fluence for (11,9) SWCNTs under
bombardment by Ar having various impact energies with annealed for 8 ps at
3000 K after each bombardment. Error bars represent standard deviations.

49

Figure 2.16 Snapshots of CNT(11,9) system bombarded with Ar atoms having 2000 eV
impact energy after annealed at 3000 K for 8 ps (Left) : Front (Right) : Top
view (For clarity, long arms are omitted) which produced junction quality
measure of 0.2.

Figure 2.17 Snapshots of CNT(11,9) system bombarded with Ar atoms having 100 eV
impact energy after annealed at 3000 K for 8 ps (Left) : Front (Right) : Top
view (For clarity, long arms are omitted) which produced junction quality
measure of 0.5.
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Figure2.18 Evolution of junction quality (top), the number of crosslinks (middle) and the
loss in number of sp2 C atoms with fluence for (11,9) SWCNTs under
bombardment by Ar having various impact energies with annealed for 4 ps at
3000 K after each bombardment. Error bars represent standard deviations.
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Figure 2.19 Evolution of junction quality with fluence for junctions formed by (11,9)
SWCNTs under bombardment by 100 eV Ar annealed at 3000 K for 8ps (red
curve) and 4 ps (blue curve). Error bars represent standard deviations.

Figure 2.20 shows the evolution of junction quality measure, number of crosslinks
and the loss in number of sp2 C atoms for (10,10) tubes annealed at 3000 K for 8 ps after
Ar bombardments of various impact energies. This system also shows the same trend as
the impact energies increases the junction quality measure decreases due to the increase in
the loss in number of sp2 C atoms. The results for the heterogeneous system annealed at
3000 K for 8 ps after Ar bombardments of various impact energies is given in Figure 2.21.
The results also show the same trend for the heterogeneous system.
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Figure2.20 Evolution of junction quality (top), the number of crosslinks (middle) and the
loss in number of sp2 C atoms with fluence for (10,10) SWCNTs under
bombardment by Ar having various impact energies with annealed for 8 ps at
3000 K after each bombardment. Error bars represent standard deviations.
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Figure2.21 Evolution of junction quality (top), the number of crosslinks (middle) and the
loss in number of sp2 C atoms with fluence for heterogeneous SWCNTs under
bombardment by Ar having various impact energies with annealed for 8 ps at
3000 K after each bombardment. Error bars represent standard deviations.
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2.4 Conclusion
We have simulated Ar bombardment on the junction of two SWCNTs placed
orthogonal to one another supported by implicit LJ surface. We investigated the effects of
kinetic energy of bombarding atoms, type of the CNTs, annealing temperature and time to
the number of connections and the destruction in the structure of SWCNTs.
We have found that homogenous (11,9) SWCNTs have significantly higher quality
junction measure as a result of more crosslinks between the tubes than the homogenous
(10,10) tubes. Therefore, it can be inferred that the chirality may play a role in SWCNT
junction quality. The heterogeneous SWCNTs also resulted a high quality junction measure
which can be attributed to the (11,9) tube being used on the top.
In addition, the number of connections between two SWCNTs was found to
increase with the increasing the kinetic energy, however the destruction in the SWCNTs
structure increases with the kinetic energy more than that of the connections number. This
points to the 100 eV as the best choice for the kinetic energy of bombarding Ar atoms
which leads the most reasonable ratio of connections to the lost sp2 C atoms.
Moreover, the destruction of SWCNTs was found to decrease with the increasing
temperature especially at 100 eV kinetic energy, the damage is significantly the lowest at
annealing temperature of 3000 K. It is also found that increasing temperature leads an
increase in the connections between SWCNTs. It is assumed that higher temperature helps
bonding rearrangements to pass the activation barrier. For all the kinetic energies studies,
3000 K appears to be the best annealing temperature that gives the highest ratio of the
connection numbers to the number of loss sp2 C atoms.
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Also, the best annealing time was determined to be 8 ps. Annealing times shorter
than 8 ps lead more bonding and breaking arrangements in the systems, therefore the
number of lost sp2 C atoms is more than that of 8 ps annealing times. Also, the number of
connections is less than that of 8 ps annealing time.
In conclusion, we have determined that (11,9) CNTs with 100 eV energy Ar
bombardment with 8 ps annealing time produces the optimum conditions for best quality
junctions among the all conditions studied. Improved understanding of how these junctions
form and how different different conditions affect the quality of junctions will increase the
potential use of entangled SWCNTs as nano-electronic devices such as transistor with
multi-terminal junctions.
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CHAPTER THREE
PARAMETERIZATION OF AIREBO POTENTIAL TO
INCORPORATE ELECTRONEGATIVE FLUORINE ATOM

3.1 Introduction
Fluorine molecule is an effective reagent which reacts easily and due to its high
electronegativity it leads chemical modification in the systems that binds to, therefore it
has been a main actor in many experimental and computational studies. Studies for fluorine
potential started with Caldow et al.[69], and continued with various researchers [70-73].
The first empirical potential including F atom was developed in 1986 by Williams et al.[73]
This potential was developed based on DFT calculations on crystal structures of
hydroflurocarbons and was fitted to properties of gaseous hydrofluocarbons.

This

potential is applicable only to smaller systems and is not a reactive. In 1988, Stellinger et
al.[72] has developed a potential to simulate fluorine atom and also a potential to simulate
F in supercritical fluid. There exists a great need for a reactive potential, which can model
reactive F atoms in the presence of other systems or the fluorine containing systems in
general. There are various fluorine-containing systems that can be modeled at the atomistic
level in the presence of a suitable potential. One of the interesting systems that can be
studied by MD simulations is fluorination of CNTs. Fluorination of CNTs has been studied
by many experimental methods and DFT methods [19-24, 27, 28, 74-76], however the
reaction mechanism of addition and the preference of F addition to CNTs has not been
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elucidated unambiguously. Since the AIREBO potential is a reactive empirical bond order
potential which can already simulate CNTs and hydrocarbons sufficiently well, AIREBO
potential parameterized for F atom is expected to be the best candidate to simulate
fluorination of CNTs. Development of AIREBO potential for F atoms will pave the way
for addition of other electronegative atoms such as oxygen. Then, a number of interesting
systems can be studied such as the reaction of hydrofluorcarbons with OH radical which
leads to the formation haloxy radical, CF3CFHO·. This haloxy radical can form
trifluoroacetic acid, CF3COOH (TFA) that is known to be phytotoxic in high
concentrations [77-79]. Therefore its accumulation in the environment carried through the
rains is an important and serious environmental issue. Also, due to increase in the usage of
hydrofluorcarbons in refrigerants, investigating the reaction of hydrofluorcarbons with OH
radicals and as well as its mechanism has become popular. To fulfill this interest, quantum
mechanical methods have been used widely due to the lack of MD potentials [79-82].
Development of AIREBO potential to simulate hydrofluorocarbon systems can be
achieved by the reparameterization of AIREBO potential to find the optimal parameters
for hydrocarbon systems. Parameterization is a technique to obtain optimal empirical
parameters for a potential energy function. Optimal parameters mean the parameters that
reproduce the chosen experimental properties sufficiently well. The parameterization
process can be summarized as shown in Figure 3.1. First, the parameters that need to be
optimized are well identified and they are set to an initial value, then, the function
containing the parameters is applied on the system studied and is followed by a
measurement or calculation of a desired property. The measured value of the desired
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property is compared to the target value. If the fitting is found to be satisfactory, the
parameters are accepted and the parameterization ends at that point. If the fitting is not
satisfactory, the new values are assigned to the parameters and it restarts at the application
of the function to the system studied.
The AIREBO potential has two electrostatics parameters for each atom type, five
covalent parameters for each pair of atoms (nine for CC pair), one for each torsional
combination, two Lennard Jones parameters for each atom, one many-body parameter for
each three body combination of atoms and 48 Pij parameters. With these many parameters
to be fitted, the simultaneous parameterization of all the parameters is very tedious and
complex. Therefore, the parameterization work was divided into logical parts that are
manageable with current computational resources. The strategy to achieve the
parameterization is as follows:
1) Optimization of electrostatic parameters for H, F and C
2) Optimization of REBO (Covalent) parameters for HH, FF, CC, HF, CH and CF
3) Optimization of many-body parameters , Pij(NiT,NiC) and g(cosθijk)
4) Optimization of LJ parameters for HH, FF, CC, HF,CH and CF
5) Testing the optimized AIREBO potential using a collection of HFCs
The reasoning behind starting the parameterization process with the electrostactic
parameters is that the electrostatic properties such as polarizability, octupole moment and
dipole moment can be obtained by static calculations using only electrostatic parameters
in the absence of MD simulations that require other parameters. This was followed by the
parameterization of covalent parameters for HH, FF, CC, HF, CH and CF by fitting to
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different properties such as bond lengths, bond dissociation energies, force constants or
vibrational frequencies, bond distance to switch to ZBL potential and the slope at the
switching bond distances. These properties depend on the electrostatic parameters as well
and some of these properties are obtained through MD simulations. The third step in the
parameterization is the parameterization of the many-body parameters. These were fitted
to experimental or DFT energies of various fluorinated and nonfluorinated hydrocarbons.
The calculation of static energies of fluorinated and nonfluorinated hydrocarbons depend
on the many-body parameters, as well as the covalent and electrostatic parameters.
Parameterization of the AIREBO potential with a number of parameters to be
optimized simultaneously is a tedious work even after dividing in sections. To overcome
this obstacle, the downhill simplex algorithm originally developed by Nelder et al. [36]
and improved by Chahal et al. [37] was utilized. The downhill simplex algorithm, which
is discussed in Section 1.4, is an effective optimization algorithm for finding the optimal
parameters that correspond to local minimum of any function.
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Figure 3.1 Schematic of Parameterization Techniques

3.2 Computational Details
The optimal parameters of the HFC AIREBO potential were obtained by fitting to
various properties of H, F, and C-containing molecules. These properties that were used in
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the fitting process were directly calculated using the HFC AIREBO potential or were
obtained from MD simulation with the HFC AIREBO potential. The quality of the
parameters were determined by the following cost function,

Λ = {𝜆1 , 𝜆2 , . , 𝜆𝑁 }
2 Λ 𝑠,𝑖 − Λ 𝑠,𝑒 2
∑𝑁
𝑖=1 𝑤𝑖 [
Λ 𝑠,𝑒 )]
𝑔(𝜆) =
2
∑𝑁
𝑖=1 𝑤𝑖

(3.1)

where wi is the weight for property of i, Λs,i is the value for property of i obtained from the
simulation and Λe,i is the literature value of the property i. The smaller the value of the cost
function is, the better the optimized parameters for the HFC AIREBO potential.

3.2.1 Electrostatic parameters
Diatomic molecules composed of two identical atoms have zero dipole moment.
However, an applied electric field will induce a dipole moment proportional to the
polarizability tensor;





  E

(3.2)

⃗⃗⃗ is the applied electric field vector and  is the
where 𝜇 is the dipole moment vector, 𝐸
polarizability tensor in the form.
 xx  xy  xz 


   yx  yy  yz 
 zx  zy  zz 
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(3.3)

If the applied electric field is in the z-direction with no components in the x and y directions
and the diatomic molecule lies on the z-axis, the zz component of polarizability tensor or
bond polarizability can easily be obtained. The orbital exponent in the Slater orbitals of an
atom is used to calculate the bond hardness and columbic interactions and the bond
hardness determines the bond polarizability of a diatomic molecule, therefore the orbital
exponent in the Slater orbitals of H, F and C atoms were fitted to bond polarizibalities of
the H-H,F-F and C-C bond. The bond lengths of H2, F2 and C2 molecules at which the bond
polarizabilities of HH, FF and CC, respectively, were evaluated using the HFC AIREBO
potential are given in Table 3.1. The molecules were aligned in the z-axis for this
calculation.
Table 3.1 Bond lengths used in fitting to bond polarizabilities
Type of the Bond
H-H
F-F
C-C

Bond length (A0)
0.740848
1.412
1.540

Reference
[83]
[84]
[85]

The electronegativity of the H and F atoms were fitted to the dipole moments of
fluorinated methane derivatives; CH3F, CH2F2 and CHF3, while the electronegativity of C
atom were kept fixed at the original value. Percentage errors in the dipole moments, of
each fluorinated methane derivatives were calculated and the electronegativitys’ of atoms
was fitted to minimize of the root mean square error (RMSE) which is expressed as
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3

2

𝜇𝑠,𝑖 − 𝜇𝑒𝑥𝑝,𝑖
1
𝑅𝑀𝑆𝐸 = √ ∑ [
]
3
𝜇𝑒𝑥𝑝,𝑖

(3.4)

𝑖=1

where μs,i is the dipole moment obtained from the AIREBO potential for the fluorinated
methane derivative and μexp,i is the experimental dipole moment of the fluorinated methane
derivative.
The experimental configurations of the fluorinated derivatives of methane are
given in Table 3.2. The charges on the atoms were obtained by minimizing the energy
given in Eq. 1.26.

Table 3.2 Experimental parameters of fluorinated methanes [86]
Molecule

rC-H (Å)

rC-F (Å)

CH3F
CH2F2
CHF3

1.095
1.093
1.098

1.382
1.357
1.334

HCH (Degree)
110.45
113.7

FCF (Degree)

108.3
108.8

3.2.2 Covalent Parameters
The optimal covalent parameters in the REBO potential, A, Q, , B and β have
been obtained by fitting to experimental and calculated properties. These five covalent
parameters were optimized separately for H-H, F-F and H-F. The REBO parameters for
C-H, C-C and C-F interactions were also needed to be refitted in order to have a complete
potential. In order to obtain the optimal H-H, F-F and H-F parameters, the following
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properties of H2, F2 and HF molecules were used: experimental bond lengths, experimental
bond dissociation enthalpies, the bond length at which the potential reaches a specified
value, where the target value is taken from the ZBL potential, the slope of the covalent
bonding potential at this bond length and experimental bond force constant at the
equilibrium bond length.
The velocity Verlet integrator were used in the integration of equation of motions
in all MD simulations throughout this part of the study with a timestep of 0.1 fs. A
Langevin thermostat [67] has been used to maintain the temperature unless stated
otherwise. All the MD simulations were carried out with periodic boundary conditions in
a cubic simulation box with a side length of 100 Å.
The enthalpy is expressed as
Δ𝐻 = ΔU + ΔPV

(3.5)

where Δ𝑈 is the internal energy, P is the pressure and V is the volume. The enthalpy of a
reaction where all the molecules are in gaseous state can be expressed as
Δ𝐻 = ΔU + Δn(𝑔) RT

(3.6)

under the assumption that
Δ𝑃𝑉 = Δ𝑛(𝑔) 𝑅𝑇

(3.7)

since the change in the volume will be same for all species and the pressure change will
depend only the change in the total number of gaseous molecules. This assumption will
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hold even if one of the species in the reaction is in solid state since the change in the volume
of solid state is negligible.
The average bond length, rav, was obtained from the MD simulation of diatomic
molecules. The bond dissociation enthalpy for the molecule AB can be expressed as

∆𝐻𝐵𝐷 = 𝑈𝐴 + 𝑈𝐵 − 𝑈𝐴𝐵 + 𝑅𝑇

(3.8)

where U is the internal energy of the atom or the molecule at the target temperature, R is
the gas constant and T is the temperature. The internal energy of the atoms and the diatomic
molecules were obtained from the MD simulations using the AIREBO potential. The MD
simulations of these diatomic molecules consisted of 5 ps production run at 298 K after
equilibration for 1 ps at 298 K using only one diatomic molecule of interest at a time.
The force constants, k, of diatomic molecules are expressed mathematically with
the AIREBO potential as [62]

𝜕𝑈 2 (𝑟)
𝜕𝑟 2

𝛼𝑄

2𝑄

𝛼𝑄

𝑒

𝑟𝑒

| = 𝑘 = 𝐴 ( 𝑟 2 + 𝑟 3 ) 𝑒 −𝛼𝑟𝑒 − 𝐴 (−𝛼 −
𝑟𝑒

𝑒

𝑄

− 𝑟 2 ) 𝑒 −𝛼𝑟𝑒 − 𝑏𝑖𝑗 𝐵𝛽 2 𝑒 −𝛽𝑟𝑒
𝑒

(3.9)

The equilibrium bond lengths, re, of diatomic molecules were obtained after 5 ps
simulations at 0 K. The force constants were calculated after the equilibrium bond length
was obtained.
The bond length at a predetermined potential was obtained iteratively by finding
rZBL for which

66

𝑈(𝑟𝑍𝐵𝐿 ) = 𝑈𝑍𝐵𝐿

(3.10)

where UZBL is the energy to which the REBO potential is fit and U(rZBL) is the internal
energy of molecule with bond length rZBL. The slope of the potential at the rrep bond length
is expressed numerically as

1
1
𝜕𝑈(𝑟) 𝑈 (𝑟𝑍𝐵𝐿 + 2 ∆𝑟) − 𝑈 (𝑟𝑍𝐵𝐿 − 2 ∆𝑟)
≅
𝜕𝑟
∆𝑟

(3.11)

w where r is the finite difference bond length of 0.05 Å. The predetermined values of
UZBL for each pair interaction are given in Table 3.3.
The five optimal C-H covalent bond parameters were obtained by fitting to the
following properties: experimental CH bond length in the CH4 molecule, atomization
enthalpy of CH4, the vibrational frequencies of the CH4 molecule, CH bond length at a
predetermined potential and the slope of the potential at this bond length.

Table 3.3 Predetermined potentials for ZBL bond length
REBO pair
CH
CF
HH
FF
HF
CC

Potentail (eV)
112.444
112.444
103.189
195.0
200.0
150.0
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The vibrational frequencies of CH4 were calculated from the Fourier transformation of
velocity autocorrelation functions obtained from the trajectory of these molecules. Velocity
autocorrelation function is defined as,

𝐶(𝑡) =< 𝑣(𝑡) ∙ 𝑣(0) ≥

𝑡𝑚𝑎𝑥

1
𝑡𝑚𝑎𝑥

∑ 𝑣(𝑡0 )𝑣( 𝑡0 + 𝑡)

(3.12)

𝑡0 =1

For all the atoms and the time origins this function is averaged and the correlation of the
velocity of a particle at some time, v(t), with its initial velocity, v(0), is calculated using
Eq. 3.12. C(0) =1 at time t=0 which means a high correlation and as time progress v(t)
becomes uncorrelated with v(0) and C(t) will approach 0 [87], however C(t) shown in
Figure 3.2 did not approach 0 due to the vibration oscillations of CH4 molecule . The
velocity autocorrelation function shows the dynamical progress of a system and can be
used to obtain vibrational modes of a molecule.
This trajectory was obtained from the production simulation of a constraint-free
CH4 molecule for 5 ps at 298 K after an equilibration run for 10 ps at 298 K where the
target temperature was obtained by occasional velocity scaling of all degrees of freedom
in the molecule.
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Figure 3.2 Velocity autocorrelation function of methane

The atomization enthalpy of CH4 can be formulated as

∆𝐻𝑎𝑡𝑜𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 𝑈𝐶(𝑔) + 4𝑈𝐻(𝑔) − 𝑈𝐶𝐻4(𝑔) + 4𝑅𝑇

(3.113)

where 𝑈𝐶(𝑔) is the potential energy of a C atom, EH ( g ) is the potential energy of a H atom
and 𝑈𝐶𝐻4(𝑔) is the potential energy of CH4 molecule. The potential energy of CH4 was
obtained from the production simulation of one CH4 molecule for 5 ps at 298 K after
equilibration for 10 ps.
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There were 19 properties used in the fitting process during the parameterization
of nine covalent parameters for CC interactions. These were the bond lengths of the CC
bond in ethane, ethylene, acetylene, graphite and diamond; atomization enthalpy of ethane,
ethylene and acetylene molecules at 0 K; the atomization energy of graphite and diamond;
the bond force constant of the C-C bond in ethane, ethylene and acetylene molecules; the
c11 and c12 elastic constants for graphite and diamond; the bond length at which
predetermined potential was obtained and the slope of the potential at this bond length.
The atomization enthalpy of ethane, ethane and acetylene (CxHy) can be
evaluated as

∆𝐻𝑎𝑡𝑜𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =

𝑦
𝑦
𝑈(𝐻2(𝑔) ) + 𝑥𝑈(𝐶(𝑔) ) − 𝑈(𝐶𝑥 𝐻𝑦(𝑔) ) + ( − 1) 𝑅𝑇
2
2

(3.14)

One molecule of CxHy was simulated for 9 ps at 0 K in the canonical ensemble to minimize
the energy of CxHy molecule.
The atomization energy of diamond and graphite were calculated as

𝑈 (𝐶
∆𝐻𝑎𝑡𝑜𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 𝑈(𝐶(𝑔) ) −

(

𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒 )
)
𝑑𝑖𝑎𝑚𝑜𝑛𝑑

𝑁
(

)
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+ 𝑘𝑇

(3.15)

where 𝑈(𝐶(𝑔) ) is the potential of a C atom in the gas phase, 𝑈 (𝐶(𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒) ) is the potential
𝑑𝑖𝑎𝑚𝑜𝑛𝑑

energy of graphite or diamond, and N is the number of C atoms in the diamond or graphite
structure.
Each diamond and graphite structures were equilibrated for 1 ps at 298 K
followed by 10 ps production at 298 K at series of different densities and the structure
giving the minimum energy is chosen to obtain the CC bond length and elastic constants.
The graphite system was composed of 960 C atoms with 8 layers where the diamond
system contains 1000 C atoms.
The C-C bond force constants for ethane, ethylene and acetylene can be
calculated numerically from the simulation. The bond force constants will be calculated as

𝑘𝑒𝑞

𝑈(𝑟𝑒𝑞 + ∆𝑟) + 𝑈(𝑟𝑒𝑞 − ∆𝑟) − 2𝑈(𝑟𝑒𝑞 )
𝜕 2𝑈
= 2| =
𝜕𝑟 𝑟
(∆𝑟)2

(3.16)

𝑒𝑞

The structures obtained from minimization of C2Hx at 0 K were used to calculate bond
force constants and the equilibrium CC bond length, req. Δr, was equal to 0.005 of req. One
of the CHx/2 groups were moved away or towards the other group along the CC bond to
give the CC bond length, req+Δr or req-Δr. During this process, the relative positions of H
atoms were kept constant with respect to moving C atom. U(req+Δr) and U(req-Δr) are the
energies of the two structures with CC bond length of req+Δr and req-Δr , respectively that
were used to calculate CC bond force constant.
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The c11 elastic constants of diamond and graphite were evaluated as the second
derivative of the energy of the system with respect to amount of the strain applied on the x
axis divided by the volume of the system;

c11

1 ∂2 U 1 U(+sx ) + U(−sx ) − 𝑈0
=
≅
V ∂𝑠 2 V
𝑠𝑥2

(3.17)

where U(s) is the energy of diamond/graphite system with strain, U0 is the strain free
energy of the system and V is the volume of the graphite or diamond system at zero strain
[62].
The c12 elastic constants of graphite and diamond were evaluated as

c12 =

1

∂2 U

V ∂sx ∂sy

≅

𝑈(+𝑆𝑥 ,+𝑆𝑦 )+𝑈(−𝑆𝑥 ,−𝑆𝑦 )−𝑈(+𝑆𝑥 ,−𝑆𝑦 )−𝑈(−𝑆𝑥 ,+𝑆𝑦 )

(3.18)

𝑉sx sy

where sx and sy are the amount of strain in x and y directions respectively [62].
The single point energies of graphite and diamond systems with or without strain
were obtained by the AIREBO code and the elastic constants of graphite and diamond were
obtained numerically using the single point energies of the graphite and diamond systems
respectively.
The optimal parameters for the C-F interaction were obtained by fitting to the
bond length of CF in the CF4 molecule, the atomization enthalpy of CF4, the vibrational
frequencies of CF4, the C-F bond length at the predetermined potential and the slope of the
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potential energy at this bond length. The parameterization process was similar to that of
CH parameters.

3.2.3 Many-body Parameters

Figure 3.3 Schematics for g(cosθijk)
The function, g(cosθijk), expressed in Eq.3.19 regulates the effect that neighbor
k of atom i contributes to the empirical bond order between atoms i and j according to the
cosine angle of the bonds between atoms i and j and atoms i and the neighbor. The
schematic diagram of atoms is shown in Figure 3.3 for clarity. The values for gi(cosθijk)
at 600, 900, 109.470,1200 and 1800 have been obtained by fitting the energies of graphite,
diamond and carbon in SC lattice structure and for a complete gi(cosθijk) function a sixthorder polynomial spline in cos(θ) has been used in AIREBO potential [4]. This sixth-order
polynomial spline requires six coefficients to define the angular function, therefore the
function value, first and second derivative values of the function are needed at each spline
knot to find these coefficients. This procedure is tedious, therefore a new analytical solution
for the angular contribution to the bond order is employed:

𝑔𝑖 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 ) = 𝜆𝑖𝑗𝑘 [

2
𝑁
1
( + 𝑐𝑜𝑠(𝜃𝑖𝑗𝑘 ))]
𝑁+1 𝑁
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(3.19)

where N is the total number of atoms and lone pairs connected to the atom i except atom j.
The new analytical solution is derived from analytical bond-order potential developed by
Oleinik et al. [88]. The gi(cosθijk) were optimized to find the best λijk by fitting energies of
the HFC molecules given in Table 3.4 to the energies obtained by DFT calculations at
varying bond angles. These molecules were optimized using the DFT calculations at
B3LYP level of theory using the Gaussian 09 software package with 6-311G(2d,p) basis
set with Gaussian-speciﬁed “tight” convergence limits. The ijk bond angles were decreased
3 times by an increment of 100 and were increased 3 times by 100 increment from the
optimized angle and single point energies of these molecules having different ijk angles
were obtained by DFT calculations at B3LYP level using the Gaussian software package
with 6-311G(2d,p) set, Gaussian-speciﬁed “tight” convergence limits and the difference
between the energy of the geometry optimized structure and the structures with different
ijk bond angle expressed as
∆𝑈𝑖,𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 = 𝑈𝑖,𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 − 𝑈𝑜𝑝𝑡,𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒

(3.20)

is obtained for DFT and the energies calculated using the AIREBO potential. The fitting
process will be assed based on the minimum value of cost function defined as

𝐺(𝜆𝑖𝑗𝑘 ) =

1
𝑁𝑚𝑜𝑙

𝑁𝑚𝑜𝑙

6

1
∑ √( ∑(Δ𝑈(𝐷𝐹𝑇)𝑙,𝑛 − Δ𝑈(𝐴𝐼𝑅𝐸𝐵𝑂)𝑙,𝑛 )2 )
6

𝑛=1

(3.21)

𝑙=1

The contribution of H or F to the bond order between carbon and H or F atoms is different
for C atom having different coordination and the contribution of H or F atom to the bond-
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order between C and C atoms is different for C atom with different coordination. Therefore,
each λijk parameter has 3 different values for different coordination of central C atom. The
list of molecules used for fitting λijk parameters is given in Table 3.4 and the types and
values of λijk parameters, the errors in the fitting process and the molecules used for fitting
each λijk parameters are also given in Table 3.14.

Table 3.4 List of compounds to be used for fitting λijk parameter
Formula
CH4
C2H2
C2H4
C2H6
C3H4

Name
methane
ethylene
ethane
ethane

Formula
C2F6
C3F4
C3F6
C3F8
C4F8

C3H6

propene

C4F10

C3H8
C4H8
C4H10
C5H12
CF4
C2F2
C2F4

propane
2-methyl 1-propene
2-methyl propane
neopentane
carbontetrafluoride
perfluoroethylene
perfluoroethene

CH3F
CHF3
C2HF3
C2H2F2
C2H3F
C2H5F
C2HF5

propyne

Name
perfluoroethane
perfluoropropyne
perfluoropropene
perfluoropropane
1,1,3,3,3-pentafluoro-2(trifluoromethyl)-1-propene
1,1,1,2,3,3,3-heptafluoro-2(triofluoromethyl) propane
fluoromethane
trifluoromethane
trifluoroethene
1,2-difluoroethene
fluoroethene
fluoroethane
pentafluoroethane

Pij(NiT,NiC) is bicubic spline expressed as follows
4

𝑃𝑖𝑗 (𝑁𝑖𝑇 , 𝑁𝑖𝐶 )

4

= ∑ ∑ 𝑐𝑘𝑙 (𝑁𝑖𝑇 )𝑘−1 (𝑁𝑖𝐶 )𝑙−1

(3.22)

𝑘=1 𝑙=1

and depends on NiT, the total number of constituents on carbon atom i as well as the type
of atom j. In order to incorporate the number of F atoms while keeping the bicubic spline,
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the values at spline knots have different values for the same number of atoms, NiT with
different number of F atoms, NiF. If the NiF is not an integer such as during a bond breaking,
the Pij(NiT,NiC) will be average of two Pij(NiT,NiC) values corresponding to the structure
prior and post breakage of the bond. The list of 55 hydrofluorocarbon (CxHyFz) molecules
that was used in this part is given in Table 3.12. The values of the bicubic spline at the
spline knots were obtained by fitting ΔHf(CxHyFz(g)), formation enthalpy of
hydrofluorcarbon molecules obtained from experiments or calculations using higher order
quantum methods which used finite-temperature corrections for predicting 298 K values
[86, 98-104]. Enthalpy of formation was obtained as follows

𝑦

𝑦

∆𝐻𝑓 (𝐶𝑥 𝐻𝑦 𝐹𝑧 ) = 𝑈(𝐶𝑥 𝐻𝑦 𝐹𝑧(𝑔) ) − 𝑥𝑈(𝐶(𝑔𝑟) ) − 2 𝑈(𝐻2(𝑔) ) − 2 𝑈(𝐹2(𝑔) ) −
𝑦

(3.23)

𝑥

(2 + 2 − 1) 𝑅𝑇

where U(CxHyFz(g)) is the potential energy of hydrofluorcarbon molecule, U(C (gr)) is the
potential energy of C atom in graphite, U(H2(g)) and U(F2(g)) are the potential energy of gas
H2 and F2 molecules. The potential energy of all molecules were obtained after 5 ps
simulation in canonical ensemble at 298 K following an equilibration run for 1 ps in
canonical ensemble at 298K. The graphite energy obtained during parameterization of CC
parameters was used in calculations for the potential energy of C atom.
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3.4 Results
3.4.1 Electrostatic parameters
The electrostatic parameters of HH, FF and CC interactions have been
optimized. Table 3.5 shows the optimized values for the electronegativity, χ, and hardness,
ζ, of F, C and H atoms and the experimental properties used in the fitting process during
the optimization of each parameter. The experimental and simulation values for the fitted
electrostatic properties as well as the errors in these values are given in Table 3.6.
Table 3.5 Optimal Mulliken electronegativity ( χi) and hardness (ζi) values and the
experimental properties used for fitting process

 (V)
F

12.4955936

H

9.2807006

C

11.589800

Fitted Experimental
property
Dipole Moments of
fluorinated derivatives of
methane

 (Å-1)
3.37201
2.07669
5.08288

Fitted Experimental
property
Bond polarizability of
FF bond
Bond polarizability of
HH bond
Bond polarizability of
CC bond

Table 3.6 Experimental values for fitted properties [83-86] and % Errors

F
H

C

Property

Unit

Simulation
Value
1.850
0.650
0.783
0.729

Error (%)

Å3
eÅ

Experimental
Value
1.841
0.650
0.778
0.731

zz(F2)
(CHF3)
(CH2F2)
(CH3F)
zz(H2)
zz(CC)

Å3
Å3

0.945
0.990

0.945
0.991

0.0
0.0
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0.4
0.0
0.6
-0.2

3.4.2 Covalent Parameters
The REBO parameters for HH, FF and HF interactions are optimized using
properties of H2, F2 and HF molecules. The optimized REBO parameters for HH, FF, HF,
CF and CH interactions are shown in Table 3.7. The optimized covalent CC parameters is
given in Table 3.8. The experimental and simulation values for the properties used in the
fitting process for REBO parameters are given in Tables 3.9, 3.10 and 3.11.
Figures 3.3, 3.4 and 3.5 show the HFC AIREBO potential energy surfaces with
the optimized parameters and ZBL potential energies of F2, H2 and HF molecules,
respectively. The bonding region in the HFC AIREBO potential for F2, H2 and HF
molecules is shown in the insets. The calculated potential energy surfaces (PES) all pass
very closely the calculated target ZBL point bond distance as seen in Figures 3.4, 3.5 and
3.6 for all FF, HH and HF. Figures 3.4, 3.5 and 3.6 show that the calculated PES also
have the correct potential energy at the equilibrium bond length for F2, H2 and HF
molecules. The optimized parameters for FF, HH and HF interactions gives bond lengths
with errors less than 2.7% and for bond dissociation energies with the errors less than
0.6%. The calculations with parameterized AIREBO potentials gave errors less than 2.7%
for ZBL bondlengths and slopes at ZBL bondlength were obtained off less than 3.7% for
HH and FF and for HF covalent parameters slope had an error of 89%.

78

Table 3.7 Optimal parameters for REBO potential
A (eV)
FF
HH
HF
CF
CH

3237.79029
31.6555218
24.0089589
411.6823479
152.2798624

 (Å-1)

Q (Å)
-0.001444
0.4190979
6.5179324
0.8750694
0.3620249

4.1032822
3. 5219457
4.6413108
4.1631901
4.3761217

B1 (eV)

1 (Å-1)

948.143763
29.2027199
36.2284039
72.1235919
33.7330094

3.10053530
1.72874922
0.82000146
1.73960549
1.50836191

Table 3.8 Optimal Covalent parameters for CC interaction

CC

CC

A (eV)

Q (Å)

 (Å-1)

B (eV)

 (Å-1)

3107.40527343

0.86635792

3.9043388

4779.82910

4779.82910

B2 (eV)

2 (Å-1)

B3 (eV)

 3(Å-1)

19.948534

3.820450782

3.1689267

1.0165704

Table 3.10 shows the experimental and simulation results from the fitting process of CH
and CF covalent parameters. The errors in the bond lengths are less 3.4% and atomization
enthalpies are fitted with 3.6% error. In the vibrational frequency modes fitting, two of the
vibrational modes were not obtained for CH covalent parameters. The rest of vibrational
frequencies have been fitted with an average error of 11.1% for CH covalent parameters.
For the CF parameters, two of the vibrational modes could not be obtained and the average
error in the two remaining vibrational mode is 5.6%. The ZBL bond length has been
obtained with error of -3.0 for CH pair, however the ZBL bond length for CF parameter
was obtained with -12.6%. Slope at ZBL bond length have been reached with an error of 1.8% for CH covalent parameters and a high error of 20.1% for CF. The PES of CH and
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CF interactions are given in Figure 3.7 and 3.8, respectively and show that PES passes the
correct potential energy at a bond length with a small error less than 3.3%.

HF

HH

FF

Table 3.9 Experimental values for the properties used in the fitting process [89-92] and the
values obtained by simulations for HH, FF and HF REBO parameters
Property
rav
ΔHBD
kc
rZBL
Slope
rav
ΔHBD
kc
rZBL
Slope

Unit
Å
kJ/mol
mdyn/Å
Å
eV/ Å
Å
kJ/mol
mdyn/Å
Å
eV/ Å

%Error
-0.4
-0.04
-0.77
-2.7
-1.4
2.6
-0.5
1.7
-1.7
3.7

Simulation
1.406
159.1
4.46
0.518
-988.7
0.760
432.6
5.5
9.14*10-2
-1558.7

Experiment
1.412
1.59.0
4.5
0.533
-1003.0
0.741
435.0
5.4
7.93*10-2
-1502.92

rav
ΔHBD
kc
rZBL
Slope

Å
kJ/mol
mdyn/Å
Å
eV/ Å

1.6
0.3
11.4
0.6
87.9

0.930
567.0
7.08
0.361
-396.3

0.917
568.0
6.7
0.378
-587.8

Experimental and simulation values for the properties used in the fitting CC
covalent parameters are given in Table 3.11. The PES for CC covalent interaction is given
in Figure 3.9. The single, double and triple CC bond lengths values have been obtained
with errors less than 3.5%. The atomization enthalpies obtained from the simulations differ
from the experimental values less than 7.0%, the bond force constants for single, double
and triple CC bonds is within 24.5% error. The error in c11 elastic constant calculated from
AIREBO potential are -55.1% and 44.1% diamond and graphite respectively whereas c12
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elastic constant calculations revealed results with -38.8% and -26.9% errors for diamond
and graphite, respectively. The optimized parameters gave ZBL bond length and the slope
at ZBL bond length with 44.1% and -36.6% errors respectively.
Figure 3.10 shows comparison of the results for the formation enthalpies of
hydrofluorocarbon molecules obtained from MD simulations and to the experimental
values. Table 3.12 also shows the formation enthalpies obtained from experiments and
simulation for set of 55 hydrofluorocarbon molecules used in the fitting process. The
average absolute error for this set is 99.53 kJ/mol for the first round of fitting process. The
optimized Pij(NiC,NiT) values at the spline knots is given in Table 3.13. The results of fitting
g(θijk) is given in Table 3.13. The results show the optimization process gives an average
error of 0.416 eV per λijk parameter.
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Table 3.10 Experimental values for the properties used in the fitting process [3, 92-94] and
the values obtained by simulations for CH and CF REBO parameters
Property

Unit

%Error

Simulation

Experiment

rav

Å
kJ/mol

-3.3
2.9
100.0
16.9
100.0
5.2
-3.0
-1.8
1.7
-3.6
100.0
6.4
100.0
4.9
-12.6
20.1

1.05
1681.7
1791.6
3176.0
0.236
-894.0
1.339
1896.5
671.8
1343.7
0.509
-631.8

1.09
1634.1
1306.2
1533.0
2917.0
3018.9
0.2439
-910.0
1.317
1967.7
435.0
631.2
908.5
1281.0
0.583
-525.9

CF

CH

ΔHatomization
Vibrational
Frequency

cm-1

rZBL
Slope
rav
ΔHatomization

Å
eV/ Å
Å
kJ/mol

Vibrational
Frequency

cm-1

rZBL
Slope

Å
eV/ Å
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Table 3.11 Experimental values for the properties used in the fitting process [62, 95-97]
and the values obtained by simulations for CC REBO parameters
Property

Unit

Molecule

%Error

rCC
rCC
rCC
rCC
rCC

Å
Å
Å
Å
Å
kJ/mol
kJ/mol
kJ/mol
kJ/mol
kJ/mol

C2H6
C2H4
C2H2
Diamond
Graphite
C2H6
C2H4
C2H2
Diamond
Graphite

0.7
-1.1
3.4
-0.01
-0.9
4.8
6.7
6.9
0.7
3.3

Simulatio
n
1.415
1.320
1.244
1.531
1.32
698.33
567.70
415.74
714.99
737.90

eVÅ-1

C2H6

4.5

30.20

28.09

eVÅ-1

C2H4

21.4

76.38

61.10

eVÅ-1

C2H2

9.3

110.98

97.99

eVÅ-3

Graphite

-60.2

2.68

6.73

eVÅ-3

Graphite

-38.8

0.68

1.12

eVÅ-3

Diamond

-51.1

10.02

6.16

eVÅ-3

Diamond

-26.9

0.57

0.77

Å
eV/ Å

CC
CC

44.1
-36.6

0.660
-1119.1

0.458
-819.3

ΔHatomization
ΔHatomization
ΔHatomization
ΔHatomization
ΔHatomization
kc (eVÅ-1)
kc (eVÅ-1)
kc (eVÅ-1)
C11 (eVÅ-3)
C12 (eVÅ-3)
C11 (eVÅ-3)
C12 (eVÅ-3)
rZBL
Slope
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Experiment
1.535
1.329
1.203
1.545
1.34
666.26
531.91
388.9
710.14
714.00

Figure 3.4 Calculated potential of F2 molecule with the optimized electrostatic and REBO
parameters. Inset: The bonding region for the HFC AIREBO potential with optimized
REBO parameters
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Figure 3.5 Calculated potential of H2 molecule with the optimized electrostatic and REBO
parameters. Inset: The bonding region for the HFC AIREBO potential with optimized
REBO parameters:
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Figure 3.6: Calculated potential of HF molecule with the optimized electrostatic and
REBO parameters. Inset: The bonding region for the HFC AIREBO potential with
optimized REBO parameters
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Figure 3.7 Calculated potential of CH pair with the optimized electrostatic and REBO
parameters. Inset: The bonding region for the HFC AIREBO potential with optimized
REBO parameters
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Figure 3.8 Calculated potential of CF pair with the optimized electrostatic and REBO
parameters. Inset: The bonding region for the HFC AIREBO potential with optimized
REBO parameters
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Figure 3.9 Calculated potential of CC pair with the optimized electrostatic and REBO
parameters. Inset: The bonding region for the HFC AIREBO potential with optimized
REBO parameters
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Table 3.12 Formation of enthalpy for the set of molecules used to evaluate the
reparameterized potential [62, 98-104]. Values are in kJ/mol.
Molecule

Formala

Original
Model

Current
Model

Experiment

graphite
diamond

C(gr)
C(d)

-649.4
-710.2

-707.0
-709.3

-714.0
-710.1

methane
Ethyne
Ethane
Ethane
Allene
cyclopropene
propyne
cyclopropane
propylene
propane
2-butyne
bicyclobutane
butadiene
cyclobutene
methylallene
methylenecyclopropane
2-butene, (E)2-butene, (Z)isobutene
benzene
cyclohexane
3-methylpentane
hexane
toluene
carbontetrafluoride
difluoroethyne
tetrafluoroethene
perfluoroethane
perfluoroallene
perfluoropropene
perfluoropropane

CH4

-360.9

-75.1

-74.9

C2H2

110.1

220.0

226.7

C2H4

-263.9

-126.3

52.5

C2H6

-55.9

-84.8

-84.2

C3H4

54.1

202.4

190.5

C3H4

660.1

760.8

277.2

C3H4

131.0

182.5

185.1

C3H6

191.8

153.2

53.2

C3H6

-53.9

39.9

20.4

C3H8

-59.7

-97.3

-104.7

C4H6

155.7

145.6

145.7

C4H6

428.4

397.0

217.3

C4H6

25.1

148.7

110.1

C4H6

336.6

348.3

157.0

C4H6

43.3

147.3

162.4

C4H6

296.9

172.2

200.5

C4H8

-60.6

-9.0

-10.8

C4H8

-76.9

-25.6

-7.4

C4H10

-68.2

-113.2

-134.4

C6H6

-110.1

126.6

82.9

C6H12

-2485.7

-122.8

-124.6

C6H14

-162.8

-208.5

-172.1

C6H14

-123.1

-163.6

-167.1

C7H8

-122.8

42.6

50.2

CF4

-417.3

-770.2

-933.2

C2F2

-76.0

20.9

20.9

C2F4

-440.5

-659.0

-658.6

C2F6

290.8

-1359.4

-1343.9

C3F4

-316.5

-528.4

-553.7

C3F6

-516.9

-1149.9

-1151.7

C3F8

222.7

-1701.5

-1784.7
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Table 3.12 - Continued
1,4-difluoro-1,3-butadiyne
perfluoro-1,3-butadiene
perfluorocyclobutene
perfluoro-2-butene
perfluorocyclobutane
perfluorobutane
perfluorobenzene
perfluorohexane
perfluorotoluene
perfluoroheptane
fluoromethane
difluoromethane
trifluoromethane
fluoroethyne
1,1,1,2-tetrafluoroethane
1,1,2,2-tetrafluoroethane
1,1-difluoroethane
1,2-difluoroethane
fluoroethane
1,1-difluoroethene
1,1,1-trifluoroethane
2,2-difluoropropane
2-fluoropropane

C4F2

308.8

351.1

215.3

C4F6

-562.4

-1039.5

-1060.0

C4F6

-225.2

-559.7

-1210.8

C4F8

-599.3

-1646.8

-1631.0

C4F8

-565.0

-1164.8

-2137.4

-2117.2

-2156.0

-1554.3

-1015.0

-2961.3

-2949.2

-1855.7

-1493.0

-3324.8

-3384.0

C4F10
C6F6

-1219.6

C6F14
C7F8

-1336.6

C7F16
CH3F

-163.8

-243.6

-236.9

CH2F2

-268.8

-454.8

-450.5

CHF3

-351.8

-638.6

-694.9

-10.0

125.5

C2HF
C2H2F4

-407.6

-882.5

-913.3

C2H2F4

-463.4

-641.3

-883.3

C2H4F2

-289.9

-341.6

-497.0

C2H4F2

-302.2

-400.4

-447.6

C2H5F

-181.1

-282.8

-276.6

-261.6

-344.0

C2F2H2
C2F3H3

-307.3

-709.7

-745.6

C3H6F2

-241.2

-344.0

-543.1

C3H7F

-191.4

-220.2

-288.7
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Table 3.13 Optimal values for Pij(NT,NC) values at spline knots
Type
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
2
2
2
2
2
3
3
3
3
3
4
4
4
4

Atom bonded to C atom
Carbon
Carbon
Carbon
Carbon
Carbon
Carbon
Carbon
Carbon
Hydrogen
Hydrogen
Hydrogen
Hydrogen
Hydrogen
Hydrogen
Hydrogen
Carbon
Carbon
Carbon
Carbon
Carbon
Carbon
Carbon
Fluorine
Fluorine
Fluorine
Fluorine
Fluorine
Fluorine
Carbon
Hydrogen
Hydrogen
Fluorine
Fluorine
Carbon
Carbon
Carbon
Carbon

N(H)+N(F)
0
2
1
0
1
2
3
0
0
2
0
3
1
2
1
1
2
1
1
2
0
3
0
2
1
0
1
0
3
3
2
3
2
2
1
2
3
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N(C)
3
1
1
2
0
0
0
1
1
1
2
0
1
0
2
0
1
2
1
0
2
0
1
1
2
3
1
2
0
0
1
0
1
0
0
1
0

Pij(NT,NC)
-8.222463405E-02
2.160454171E-02
4.983878068E-02
-1.445599597E-02
5.532425069E-02
7.961031031E-02
-3.291543179E-02
5.930220057E-03
-1.514795000E-03
-1.138676116E-02
-8.260496789E-02
4.528686913E-01
7.523092986E-02
8.371164156E-03
-7.254193973E-02
2.020907918E-01
-2.527680554E-01
-1.319821161E-01
-8.678762172E-02
-1.047293687E-01
-1.469185839E-02
-3.161682427E-01
-3.973955734E-01
-2.730322951E-01
3.935990952E-01
-3.327422189E-01
-6.982253246E-02
-7.665000721E-02
-1.755899200E-01
6.793030000E-02
-9.527500000E-04
-5.426378000E-01
-7.757309000E-02
1.429514000E-02
4.539833000E-02
-3.265200000E-02
-1.113160100E-01

Figure 3.10 Formation enthalpy of molecules with reparameterized AIREBO potential are
evaluated with the experimental values.
Table 3.14 Optimized λijk parameters and corresponding g(θijk) values and the molecules
used in the fitting process for each parameter
ijk
FCF
FCF
FCF
FCC
FCC
FCC
HCH
HCH
HCH
HCC

Type
1
2
3
1
2
3
1
2
3
1

g(θijk) (eV)
3.779E-01
5.544E-01
2.405E-01
5.544E-01
2.405E-01
3.833E-02
1.880E-01
4.255E-01
6.266E-02
4.255E-01

λijk (eV)
4.4434987353
5.0055286168
2.7620963212
0.0142240540
1.7391244685
4.6255906924
4.3865882678
4.5000000000
0.9347230103
2.3000000000
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Molecules
CF4
C2F6
C2F4, C3F6
C2F6
C2F4, C3F6
C2F2
CH4
C2H6
C2H4, C3H6
C2H6

HCC
HCC
HCF
HCF
HCF
CCC
CCC
CCC

2
3
1
2
3
1
2
3

6.266E-02
3.185E-02
1.891E-01
1.693E-01
2.379E-01
9.540E-01
1.992E+00
5.900E-02

Table 3.14 - Continued
0.0083759721
C2H4, C3H6
3.7426891175
C2H2
2.4414505696
CH3F,CHF3
6.0360188474
C2H5F,C2HF5
1.9741016303
C2H3F,C2HF3,C2H2F2
1.9209642981 C5H12, C4H10, C4F10, C3H8, C3F8
C4H8, C4F8, C3H6, C3F6
1.0310765565
C3H4, C3F4
1.9677978923

3.4 Conclusion
In this study, AIREBO potential has been reparameterized partially for H, F and C
atoms to simulate hydrofluorcarbon systems. The parameterization has been performed in
parts to make it feasible. In the first part of the parameterization, the optimal electrostatic
parameters were obtained which reproduced the dipole moments of fluorinated methanes
and bond polarizabilities of FF, CC and HH, excellently.
In the second part, fitting covalent parameters for pair interaction lead promising
results for most of the properties, however the optimized parameters were not able to
provide sufficiently well results in some properties such as ZBL bondlength, slope at ZBL
bond length and elastic constants. The ZBL bondlength obtained from the calculations
results in high errors for CF and CC bonds and slope at the ZBL bondlength for CC,CF
and HF interactions are off from the projected values considerably, however, since the ZBL
bondlength is in the repulsive region, it can be tolerated . C11 elastic constants for graphite
and diamond were obtained with a large error and C12 elastic constant were off with larger
errors which are smaller than that of C11 elastic constants.
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The optimized Pij(NiT,NiC) values at spline knots lead an acceptable average
absolute error in the formation enthalpy of molecules in the fitting set. The new analytical
method applied in g(θijk) function lead results with average error of 0.416 eV. This shows
that new analytical can excellently replace the complex old sixth order polynomial spline.
This makes the future reparametrizations much more convenient. Further optimization
trials are suggested to improve both the formation enthalpy and the g(θijk) fitting.
Overall, the reparameterization of AIREBO potential has been accomplished up to
many-body parameters. The methods and strategies applied throughout the process
produced results that with great potential for simulations of hydrofluorocarbons after its
full completion.
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