Figure 1: General system architecture ofa multi view surveillance system.
Since the surveillance network comprises many cameras, a mechanism is needed to integrate all this information to provide global coverage. Once all the information has been integrated a high level system is necessary to identify key events within the surveillance region and provide analysis of individual behaviour. The exact requirements for event recognition are dependent on the application domain. For example, in a train station an alarm should be raised when there are dangerous levels of congestion on a narrow platform. Object track information is stored in a centrally located database and the security operator can access the database using a query.
The main function of each intelligent sensor is to detect foreground objects in the field of view (FaY) of the camera. The most common approach used to solve this problem is to model the image background using a mixture of Gaussians 3 ,5. Each individual pixel in the background image is modelled by its rust and second order statistics. Foreground objects are detected by performing an image differencing process between the background image and the foreground 'image. A connected components analysis is then perfonned to link fragmented parts of individual objects.
Background subtraction 3 ,5, is very effective for motion detection and is adaptive to varying illumination conditions. This is particularly important for outdoor conditions, where there is no control over the lighting properties. In addition, it is common for background images to be bi- ...
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An intelligent image surveillance and monitoring system must be capable of satisfying a number of key requirements. A typical data flow diagram is illustrated in Figure  1 . Image data is received by a number of intelligent camera sensors. Local processing is performed to detect foreground objects, whicb may be of interest for tracking. The intelligent sensor should 'also have the ability to track objects between successive image frames. This enables the system to monitor the behaviour and activity of individual moving objects within the surveillance region.
Image surveillance and monitoring is an area being actively researched by the machine vision conununity. A typical image surveillance monitoring operation can consist of many cameras, which could not be easily managed by a group of security operators. Using a machine vision based approach it is desirable to have a system that is capable of reducing the information load on security personnel, and improving the alarm detection performance. A machine vision based solution would also provide a means of integrating information available over the whole surveillance network, and would be an effective tool for monitoring the region under surveillance. Given the increased usage and financial investment into this technology the task of managing the large volume of information available is critical for its success. This article describes the key requirements of any intelligent surveillance network. A description is given of some of the work cun'ently being undertaken at City University as part of the IMCASM (Intelligent Multi-Camera Surveillance and Monitoring) project. The main focus is on intelligent surveillance and monitoring for outdoor scenes but some of the issues discussed are equally applicable to other operating environments.
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This article describes some of the advances that have been made in intelligent image surveillance and monitoring. In general most image surveillance and monitoring applications share a common set of key requirements. A variety of solutions to these key requirements are reviewed. A number of achievements made by the IMCASM project at City University are described in greater depth, with particular focus on multi camera surveillance systems. A number of open issues, which need to be resolved for the continued advancement of tbis technology, are also discussed modal in outdoor environments. For example, when the branches of a tree are swaying in the wind. Using a mixture of Gaussians allows the background image to be modelled correctly without any degradation of detection performance 3 . The various methods of background subtraction have been implemented in robust surveillance systems, and have been demonstrated to work under varying weather conditions.
Object Tracking and Trajectory Prediction
The surveillance network must be capable of robustly tracking individual objects as they enter and move through the Network Field of View (NFOV). For the purposes of this article the NFOV is defined as the combined FOV of all the cameras, which form part of the surveillance network. The object tracking function of the intelligent camera enables the system to create a logged audit trail of all activity observed within the surveillance region. This information can be used for subsequent analysis through a query-based tool. A typical query could be to determine the level of activity within the surveillance network based on the time of day. The results of this type of query could be used by the system to determine the most appropriate time to run various maintenance operations. Maintenance operations such as selfcalibration, which is used to determine the spatial relations between adjacent overlapping camera views, can be run during periods of low activity when the system is experiencing a small processing load.
The most common technique for tracking and trajectory prediction is to use the Kalman filter, or the Extended Kalman filter (EKF) for non-linear tracking models. The EKF was used for maintaining object track data and occlusion reasoning 4 . The output of the EKF was used to detect object collisions. An occlusion reasoning process was then used to resolve dynamic occlusions. A Kalman filter model was used for tracking both pedestrians and vehicles in 3D world coordinates using a set of calibrated cameras / . The Kalman filter was found to be effective for resolving both static and dynamic occlusions.
The main criticism of the Kalman filter and EKF is that they do not have the ability to support multiple object hypotheses. Hence, once a Kalman filter based tracker is distracted by clutter it is very difficult to recover the correct tracked object state. In order to resolve the data association problem the alternative CONDESATION algorithm can be used for tracking. This method is based on a particle filtering methodology in which several samples (particles) are used to represent the distribution of a tracked object state. A weight is assigned to each sample to indicate how much it contributes to the distribution. The state of the distribution is propagated through each time step by using a random sampling and measurement process. This differs from the Kalman filter approach in that the distribution can be multi-modal, thus it is possible to model complex non-linear dynamic models.
The ability of the CONDENSATION algorithm to support mUltiple hypotheses in the presence of dense clutter has been demonstrated for a number of applications /7 , 11, 12. The CONDESATION algorithm was implemented in real-time system for active contour tracking /7 . Multiple people where tracked on a football pitch for positional behaviour analysisl/. A CONDENSATION based approach was used for tracking multiple objects within a video sequence l2 . The state distribution in this Case represented the object configuration, which was a model of all tracked objects visible in the video sequence. Each tracked object was modelled by a combined contour and region-based template.
Multi View Integration
Given that a typical image surveillance network can consist of many cameras a mechanism is required to integrate all the available information. Once the object information has been integrated global surveillance information can be generated, in order to report appropriate visual feedback to the security operator. The viewpoint integration forms an essential part of reducing the information load on the operator. Camera calibration information is required to understand the spatial and geometric relationship between the cameras. Constraints within the regions of overlap between each camera view allow some spatial relationships to be automatically determined. When 3D camera calibration modes are available it is possible to extract measurements from the scene, such as object location and height. Computing the uncertainty of these measurements is necessary so that the system can assign a degree of confidence to the measurement. In previous work 18 , we described a set of methods to perform 3D measurement and uncertainty analysis using multiple views. In more recent work we have demonstrated how measurement uncertainty analysis can be used to improve 3D tracking performance. An additional benefit of using calibrated views is that it is possible to hand over tracked objects between adjacent non-overlapping views by using long term trajectory prediction. The inclusion of colour cues allows the creation of a robust framework for tracking objects between non-overlapping camera views.
Relevant work has already been completed in the area of multi view integration. The main objective of the Video Surveillance and Monitoring (VSAM) project at Carnegie Mellon University8, was to develop a system in the context of battlefield awareness. VSAM made use of model-based geolocation, which allowed detected objects to be mapped to a 3D scene based object with associated attributes.
A multiple perspective interactive video (MPI) system was demonstrated 7 ,9, which utilised an Environment Model (EM) to assimilate data from multiple sources and feed them into a number of clients or operators. The EM is a representation ofthe state of the dynamic scene and environment at a given time instant. Object trajectory information was maintained using an Extended Kalman Filter.
Methods for self-calibration have been developed for monitoring and surveillance systems by using collaboration among multiple cameras. The method introduced by Stein 2 , is unsupervised and has the ability to construct a global coordinate frame from a set of cameras with unknown geometry. The ground plane constraint is assumed, and based upon the trajectory of detected and tracked objects a homography mapping between pairs of cameras is evaluated in order to defme a rough planar alignment. Given this alignment, an image stabilisation technique is used to refine the alignment of the ground plane features in each camera view. This framework was extended 6 for performing activity analysis in a scene monitored by multiple sensors. Once the spatial relationship between each camera has been determined it is possible to transform the object track data for each view to a global coordinate frame. Once the global coordinate frame has been established it is possible to construct virtual views of the scene to monitor object movement between overlapping camera views. An alternative method for self-calibration is to automatically identifY the FOY limits of a camera by observation of motion tracks/D. It is then possible to hand over tracked objects within the FOY of overlapping camera viewpoints.
Event Recognition and Behavioural Analysis
A key requirement of the image surveillance network is to be able to raise an alarm when abnormal object behaviour is detected. The general approach to solving this problem is to use a probabilistic reasoning framework. A Hidden Markov Model (HMM) and Coupled HMM (CHMM) are used for modelling object behaviours and interactions J4 . A synthetic agent training system is employed to develop flexible and interpretable prior behaviour models. These models were applied for classification of real object behaviours without any additional tuning or training.
An Abstract HMM (AHMM) was employed/ 5 for tracking object movement in a wide-area environment. The AHMM allows explicit encoding of a hierarchy of connected special locations, making it scalable to the size of the environment being modelled. The approach was shown to function correctly for a theft detection model. A combination of Bayesian classification and HMMs were used in the VILGILANT project for object and behavioural classification/ 9 . The Bayesian classifier was used for identification of type, based upon~ttributes of tracked objects. A HMM was used to perform behaviour analysis to classify certain scene events. Each of these methods were integrated, resulting in a substantial improvement of performance for event recognition and object classification The first function is addressed by using an adaptive mixture of Gaussians model to represent the background image of each camera view using the techniques discussed earlier in this article. The implemented motion detection algorithm is very effective when applied to outdoor scenes and is robust to fast illumination changes, resulting from changing weather conditions. A Kalman-like filter is then used to perform object and trajectory prediction in 2D image coordinates. The second function is resolved by learning spatial models based on the analysis of trajectory data extracted from the video sequences. The spatial models provide an effective tool for compressing the information logged in the system database. A geometric model and low level HMM are combined to form a probabilistic framework for analysis of pedestrian behaviour/ 6 . This allows atypical pedestrian behaviour to be detected, which results in an appropriate alarm being raised to the security operator.
IMCASM
Each intelligent sensor within the network of cameras operates as an individual process. Since there is no synchronisation across the network of cameras there may be a temporal drift between the captured image frames. Assuming that a timestamp is associated with each captured image frame it is possible to perform a frame synchronisation step. If the time offset between the internal clocks of each camera is unknown then a Least Median of Squares (LMS) based search can be performed to determine the frame offset between each camera. This approach can only be applied to overlapping camera views, which have some level of tracking activity within the region of overlap.
The LMS search aligns the object tracking data for varying frame offsets between pairs of overlapping camera views. The minimum LMS value found indicates the frame offset between the pair of cameras, which is best aligned with respect to the object tracking data. An alternative approach for frame synchronisation is to ensure that the internal clocks of each camera is linked to a trusted time source. The Network Time Protocol (NTP) daemon can be configured to synchronise internal clocks of servers over a Local (or Wide) area networ~using a TCP protoco!. NTP is capable of synchronisation to within a millisecond of the referenced time source, which is of sufficient accuracy for temporal alignment of image frames. Using NTP has the advantage of allowing frame synchronisation between non-overlapping views, which would not be feasible using the LMS based search method.
In order to integrate information from multiple sensors we assume the ground plane constraint. For overlapping camera views it is possible to automatically identify spatial relationships by identifY a set of correspondence points lying on a homography plane. A homography is a planar mapping between two overlapping camera views. We assume the object centroids of each tracked object are constrained to lay on a plane parallel the ground plane. A (LMS) search can then be performed to identify an appropriate set of correspondence points to compute the homography mapping. The LMS search is robust random search of a solution space, which is very effective for rejecting outliers. Given a set of homography mappings between overlapping camera views it is possible to integrate object track information using a suitable matching framework.
Once the 2D object track data has been integrated we use the calibrated camera parameters to map the information to global 3D world coordinates. The 3D global object track data can be robustly tracked using a Kalman filter model. The 3D Kalman filter model is extremely robust for tracking objects during dynamic and static occlusions as illustrated in Figure 2 . The figure on the left illustrates how the system can handle a static occlusion when the vehicle disappears behind the tree. The figure on the right illustrates the system resolving a dynamic occlusion between a vehicle and group of pedestrians. The integration and transformation of the 2D object track data to 3D world coordinates also provides an effective means for generating visual output which is appropriate for display to a security operator. In Figure 3 the FOY ofeach camera is plotted using the calibration data. Each image pixel is projected to the ground plane using the camera calibration information. The 3D trajectories are then overlaid onto the FOY map for visual display to the operator.
Summary and Conclusion
The article has discussed the recent progress made by the machine vision research community in the area of intelligent image surveillance and monitoring. The operational requirements of any surveillance system can vary considerably, particularly for outdoor image sequences. Given the wide range of functional requirements a fonual method of evaluation is required to assess the performance of an image surveillance system. This is a formidable task, particularly if the system performance needs to be evaluated over a period of days, or even months. Several positive steps have been made by the Performance Evaluation of Tracking and Surveillance (PETS') workshops, which has encouraged discussions on the subject and made available a number of datasets for evaluating various tracking algorithms. A number of criteria for performance and evaluation metrics are discussed 13 .
The initial set-up and configuration of a surveillance network cameras is of practical importance. The topology of the network of cameras must be placed in such a way as to maximise the coverage of the surveillance region without compromising system performance. Hence, in regions of high activity there should be several widely separated overlapping camera views to allow the system to resolve dynamic occlusions. It is also important that the calibration of the cameras requires minimal operator intervention. A reasonable solution would be to manually calibrate one camera in the surveillance region; any overlapping cameras could be automatically calibrated by identifying correspondence points between the new and calibrated view using some of the techniques previously discussed.
