Abstract-One often encounters the curse of dimensionality in the application of dynamic programming to determine optimal policies for controlled Markov chains. In this paper, we provide a method to construct sub-optimal policies along with a bound for the deviation of such a policy from the optimum via a linear programming approach. The state-space is partitioned and the optimal cost-to-go or value function is approximated by a constant over each partition. By minimizing a positive cost function defined on the partitions, one can construct an approximate value function which also happens to be an upper bound for the optimal value function of the original Markov Decision Process (MDP). As a key result, we show that this approximate value function is independent of the positive cost function (or state dependent weights; as it is referred to, in the literature) and moreover, this is the least upper bound that one can obtain; once the partitions are specified. We apply the linear programming approach to a perimeter surveillance stochastic optimal control problem; whose structure enables efficient computation of the upper bound.
I. INTRODUCTION
The Linear Programming (LP) approach to solving dynamic programs (DPs) originated from the papers: [1] , [2] , [3] , [4] . The basic feature of a LP approach for solving DPs corresponding to maximization of a discounted payoff is that the optimal solution of the DP (also referred to as the optimal value function) is the optimal solution of the LP for every positive cost function. The constraint set describing the feasible solution of the LP and the number of independent variables are typically very large (curse of dimensionality) and hence, obtaining the optimal value function via an LP approach is not practical. Despite this limitation, an LP approach provides a tractable method for approximate dynamic programming [5] , [6] , [7] and the advantages of this approach may be summarized as follows: 1) One can restrict the value function to be of a certain parameterized form, thereby reducing the dimension of the LP to the size of the parameter set so as to make it tractable.
2) The solution to the LP provides upper bounds for the optimal value function (lower bounds, if minimizing a discounted cost, as opposed to maximizing a discounted payoff, is considered as the optimization criteria). The main questions regarding the tractability and quality of approximate DP revolve around restricting the value function in a suitable way. The questions are: 1) How does one restrict the value function, i.e., what basis functions should one choose for parameterizing the value function? 2) Are there any (a posteriori) bounds that one can provide from the solution to the restricted LP? 3) Is the optimal solution of the restricted LP the same for every choice of positive cost function for the LP? (the answer is no for arbitrary basis functions [8] ) In this context, a common approach is to approximate the value (cost-to-go) function via a state aggregation method, where the state space is partitioned into disjoint sets or partitions and the approximate value function is restricted to be the same for all the states in a given partition. The number of variables for the LP therefore reduces to the number of partitions. State aggregation based approximation techniques were originally proposed in [9] , [10] , [11] . Since then, substantial work has been reported in the literature on this topic -see [12] and the references therein. In this paper, we adopt the state aggregation method.
Although imposing restrictions on the value function reduces the size of the restricted LP, the number of constraints does not change. Since the number of constraints is at least of the same order as the number of states of the DP, one is faced with a restricted LP with a large number of constraints. An LP with a large number of constraints may be solved if there is an automatic way to separate a sub-optimal solution from an optimal one [13] , [14] ; otherwise, one may have to resort to heuristics or settle for an approximate solution [15] .
If the solution of the restricted LP is the same for every positive cost function of the LP, then it suggests that the constraint set for the restricted LP embeds the constraint set for the exact LP corresponding to a reduced order Markov Decision Process (MDP). If one adopts a naive approach and "aggregates" every state into a separate partition, we obtain the original exact LP and clearly, for this LP, the solution is independent of the positive cost function. It would seem reasonable to expect that this would generalize to partitions of arbitrary size and in fact, we prove this to be the case. The contributions of our work may be summarized as follows:
• If one adopts a state aggregation approach, then the solution to the restricted LP is shown to be independent of the underlying positive cost function. Moreover, the optimal solution is dominated by every feasible solution to the restricted LP.
• We also show that considering alternate LP formulations, by considering a bigger feasible set via iterated Bellman inequalities [16] , does not improve upon the upper bound provided by the restricted LP.
• We demonstrate the use of aggregation based LP for a perimeter surveillance stochastic control problem. For this application, we show that the upper bounding LP can be solved efficiently by exploiting the structure inherent in the problem.
The rest of the paper is organized as follows: we provide a general overview of stochastic dynamic programs in section II. In section III, we introduce the aggregation method and discuss the restricted LP approach that is used to approximate the optimal value function. We introduce the perimeter patrol problem and also elaborate on the efficient LP formulation that arises out of the structure in the problem in section IV. Finally, we corroborate the structure in the perimeter patrol problem via numerical results in section V, followed by the summary in section VI.
II. STOCHASTIC DYNAMIC PROGRAMMING
Consider a discrete-time MDP with a finite state space S = {1, 2, . . . , |S|}. For each state x ∈ S, there is a finite set of available actions U x . From current state x, taking action u ∈ U x under the random influence Y results in a reward R u (x). The system follows the discrete-time dynamics given by:
where t indicates time. We assume that the random input Y can only take a finite set of values Y l ; l = 0, . . . , m and there is a probability associated with each choice p l . State transition probabilities P u (x, y) represent, for each pair (x, y) of states and each action u ∈ U x , the probability that the next state will be y given that the current state is x and the current action taken is u i.e.,
(1) Any stationary policy, π, specifies for each state x ∈ S, a control action u = π(x). We abuse notation and also write the transition probability matrix associated with policy π to be P π , where P π (x, y) = P π(x) (x, y). Similarly, we express the column vector of one-step reward function associated with the policy π to be R π , where R π (x) = R π(x) (x).
We are interested in obtaining a stationary policy that maximizes an expected infinite-horizon discounted reward of the form,
where λ ∈ [0, 1) is a temporal discount factor. The optimal value function can be obtained by solving Bellman's equation:
where, V * (x) is the optimal value function (or optimal discounted payoff) starting from state x. The optimal policy then is given by,
(3) The Bellman equation (2) can be solved using standard DP methods [17] , [18] ; however, these methods are not practical, if the size of state space considered is unmanageably large. For this reason, one is interested in tractable approximate methods that yield suboptimal solutions with some guarantees on the deviation of the associated approximate value function from the optimal one.
Bellman's equation suggests that the optimal value function satisfies the following set of linear inequalities, which we will refer to as the Bellman inequalities:
The Bellman inequalities may be compactly represented as:
It is a well known result that any V that satisfies the Bellman inequalities is an upper bound to the optimal value function V * . So, we have the following lemma, which we state here (for proof, see online appendix [19] ).
Lemma 1: For any V that satisfies (5), we have V ≥ V * . Also for any integer L ≥ 1, one could also consider a generalization of the Bellman inequalities and let the vectors V j , j = 1, . . . , L satisfy the so-called iterated Bellman inequalities [16] :
Let c be a vector of state-dependent weights with c(x) > 0, ∀ x ∈ S. We have the following well known result, that the optimal solution to the LP,
referred to as the "exact LP" in the literature, is the optimal value function V * .
III. BOUNDS USING PARTITIONING
Let the set of all states S be partitioned into M disjoint sets, S i , i = 1, . . . , M . We will call the set S i the i th partition. Henceforth, we will use the following notation: if f (x, u, Y s ) represents the state the system transitions to starting from x and subject to a control input u and a stochastic disturbance Y s , thenf (x, u, Y s ) represents the partition to which the final state belongs.
A. Restricted Linear Program
Let us restrict the exact LP (7) by requiring further that V (x) = v(i) for all x ∈ S i , i = 1, . . . , M . Augmenting these constraints to the exact LP, one gets the following restricted LP, for every c > 0.
The restricted LP typically deals with a smaller number of variables, M (<< |S|). An approximate value function can be constructed from every feasible solution to RLP according to
Since the approximate value function satisfies, by construction, the Bellman inequalities (4), it is automatically an upper bound to
. . , M . Using V , one can then construct a sub-optimal "greedy" policy according to:
If we define the improvement in value function, α(x) := R π (x)+λ y P π (x, y)V (y)−V (x), then we get the following bounds [20] , [21] :
The above equation can be used to quantify the approximation error. Now we are ready to address one of the main results of the paper. and w satisfy the Bellman inequalities (constraints of RLP ), we necessarily have,
So, z is also a feasible solution to RLP . Suppose ∃ j such that
, which is a contradiction, since v * c is, by definition, the optimal solution with minimum cost! So, we conclude that w ≥ v * c .
Theorem 1:
The optimal solution, v * , to the RLP is independent of the underlying positive cost vectorc.
Proof: If v * 1 is the optimal solution to RLP with cost vectorc 1 > 0 and v * 2 is the optimal solution to RLP with cost vectorc 2 > 0, then it immediately follows from Lemma 2 that they necessarily dominate each other and hence, v * 1 = v * 2 . Lemma 2 implies that the upper bound for the optimal value function cannot be improved by changing the cost function from a linear to a non-linear function or by restricting the feasible set of RLP further since the optimal solution is dominated by every other feasible solution. Also v * is the least upper bound to the optimal value function V * since any other feasible v satisfies v ≥ v * . Hence, an improvement of the upper bound must necessarily involve an enlargement of the feasible set i.e., it should include the feasible set of (8) and possibly other tighter upper bounds than the optimal solution of RLP . Lifting of variables is one way to improve the bound; in this connection, we show in the following section that a lifted LP that includes the iterated Bellman inequalities (6) does not improve upon the RLP solution.
B. Lifted Restricted Linear Programs
We use the iterated Bellman inequalities (6) for constructing a lifted LP of the form:
Unfortunately, it turns out that IB is also incapable of providing a better bound, as can be seen from the following lemma.
is a feasible solution to IB, then (w, · · · , w) is also a feasible solution, where
, is the elementwise minimum. So, we have,
which implies that w is a feasible solution to the RLP (8).
Hence, from Lemma 2, we have,
In the next section, we introduce the perimeter patrol application. The structure inherent in the problem enables us to simplify the RLP formulation and efficiently compute the upper bound approximation to the optimal value function. In this problem, there is a perimeter, surrounding a protected area, which must be monitored by a collection of UAVs (we will consider only one UAV here). Along the perimeter, there are m alert stations equipped with Unattended Ground Sensors (UGSs) which detect intrusions or incursions into the perimeter. For the sake of simplicity, we assume that incursions into the perimeter can only occur at the stations. The UGS raises an alarm or an alert whenever there is an incursion. The camera equipped UAV responds to an alert by flying to the alert site and loitering there, while a remotely located operator steers the gimballed camera looking for the source of the alarm. Here the operator serves the role of a classifier or a sensor, i.e., the operator must determine, from the video information, whether the intrusion is a nuisance (false alarm) or a real threat. For details on the perimeter alert patrol problem and related solution methodologies, we refer the reader to the authors' prior work [22] , [23] , [24] , [25] . Fig. 1 shows a typical scenario, where there are 4 alert stations with the UAV at a station (location 0) with an alert. The decision problem we solve is the following: Given that the arrival process of the alerts is Poisson, what is the optimal time a UAV should spend at a station before resuming its patrol? We associate an information gain with a UAV loitering and servicing an alert and we model this gain as a monotonically increasing function of the dwell time d.
A. Problem Statement
The patrolled perimeter is a simple closed curve with N (≥ m) nodes which are uniformly separated, of which m correspond to the alert stations. Let the m distinct station locations be elements of the set Ω ⊂ {0, . . . , N −1}. A typical scenario shown in Figure 1 has 15 nodes of which nodes {0, 3, 7, 11} correspond to the UGS. Here, station locations 3, 7 and 11 have no alerts whereas station location 0 has an alert that is being serviced by the loitering UAV. Let at any time instant t, ℓ(t) be the position of the UAV on the perimeter (ℓ ∈ {0, . . . , N − 1}), d(t) be the dwell time (number of loiters completed if at an alert site) and τ j (t) be the delay in servicing an alert at location j ∈ Ω. Let y j (t) be a binary, but random, variable indicating the arrival of an alert at location j ∈ Ω. There is a single queue with a Poisson arrival stream of alerts at a rate of α alerts per unit time. After an alert is queued up, we assume it shows up arbitrarily at any one of the m stations (assuming choice of station is a uniformly distributed random variable). For this reason, only one alert can arrive at one of the m stations at any instant of time. Hence, there are m + 1 possibilities for the value of the vector of alerts y(t) = [y 1 (t) y 2 (t) · · · y m (t)], with the first one being that there is no alert at any station and the other m correspond to an alert at each of the m stations. The control decisions are indicated by the variable u. If u = 1, then the UAV continues in the same direction as before; if u = −1, then the UAV reverses its direction of travel and if u = 0, the UAV dwells at the current alert station. We will assume that a UAV advances by one node in unit time if u = 0. We also assume that the time to complete one loiter is also the unit time. We denote the UAV's direction of travel by ω, where ω = 1 and ω = −1 indicate the clockwise and counter-clockwise directions respectively. One may write the state update equations for the system as follows:
where δ is the Kronecker delta function and σ(·) = 1 − δ(·). We denote the status of the alert at station location j ∈ Ω at time t by A j (t), i.e.,
Also, we have the constraints: u(t) = 0 only if ℓ(t) ∈ Ω and d(t) ≤ D. If d(t) = D, then u(t) = 0 i.e., the UAV is forced to leave the station if it has already completed the maximum (allowed) number of dwell orbits. Combining the different components in (14), we express the evolution equations compactly as:
where, x(t) is the system state at time t with components ℓ(t), ω(t),d(t) and τ j (t), ∀j ∈ Ω. Let us denote the m + 1 possible values that y(t) can take by the row vector Y l where Given a Poisson arrival stream of alerts at the rate α, the probability that there is no alert in unit time interval is p = e −α and hence, the probability that y(t) takes any one of the m+ 1 possible values in (16) is given by,
Our objective is to find a suitable policy that simultaneously minimizes the service delay and maximizes the information gained upon loitering. The information gain, I, which is based on an operator error model (see [25] for details), is plotted as a function of dwell time in Fig. 2 . For every state x = 1, . . . , |S|, we model the one-step payoff/ reward function as follows:
where d x is the dwell associated with state x andτ x = max j∈Ω τ j,x is the worst service delay (among all stations) associated with state x. The parameter Γ(>> 0) is a judiciously chosen maximum penalty. The positive parameter ρ is a constant weighing the incremental information gained upon loitering once more at the current location against the delay in servicing alerts at other stations. From the state definition, we can compute the total number of states in the MDP to be,
where, the factor 2 comes from the UAV being bi-directional. For the loiter states, directionality is irrelevant and hence when d ≥ 1, we reset ω to be 1. Note that, in lieu of the reward function defintion (18), we do not keep track of delays beyond Γ and hence the state-space S only includes states x with τ i,x ≤ Γ, ∀i ∈ Ω and so, is finite. We note that the problem size is an m th order polynomial in Γ and hence solving for the optimal value function and policy using exact dynamic programming (DP) methods are rendered intractable for practical values of Γ and m. Hence, we employ the restricted LP approach developed earlier to compute an approximate value function; from which we compute the corresponding greedy sub-optimal policy. In the next section, we exploit the structure in the perimeter patrol problem to simplify the RLP formulation and show that it can be solved efficiently.
B. Structure associated with the Perimeter Patrol Problem
In the perimeter patrol problem considered herein, we see that, by definition (18) , the reward function R u (x) is bounded. Consequently the optimal value function is bounded. To explain the inherent structure in the reward, consider a station where an alert is being serviced by an UAV. The information gained by the UAV about the alert is only a function of the service delay at the station and the amount of time the UAV dwells at the station servicing the alert. There is a natural partitioning of states; where no matter what the delays are at the other stations, the reward is the same, as long as the maximum delay and the dwell time of the UAV at the station are the same. So, we use the following partitioning scheme: We will aggregate, all those states x which have the same values for ℓ x , ω x , d x , A j,x , ∀j ∈ Ω andτ x , into one partition. As a result of aggregation, the number of partitions can be shown to be,
which is linear in Γ and hence considerably smaller than the total number of states (19) . We introduce the following notation, that will be used hereafter: let ℓ(i), d(i), ω(i),τ (i) and A j (i) denote the location, dwell, direction, maximum delay, and the alert status at station location j ∈ Ω that correspond to some partition index i ∈ {1, . . . , M }. We introduce a partial ordering of the states according to: x ≥ y iff ℓ x = ℓ y , d x = d y , ω x = ω y and τ j,x ≥ τ j,y , ∀j ∈ Ω. The partial ordering brings about an interesting property in the optimal value function, which we state here (for proof, see online appendix [19] ).
Lemma 4:
. For a given partition index i and control u, we define the tuple z
for every x ∈ S i . We denote by T (i, u) the set of all distinct z iu x for a given partition index i and control u. For the sake of notational simplicity, we denote the l th component of any tuple k ∈ T (i, u) by k l−1 and the cardinality of the set T (i, u) by |T (i, u)|. Furthermore, we define the partitions to be of two types: a partition S i is of Type 1 if ℓ(i) ∈ Ω, d(i) = 0, A ℓ(i) (i) = 1, and A j (i) = 1, for some j ∈ Ω, j = ℓ(i), i.e., the UAV is at a station with an alert, the dwell time is zero and also there is an alert at some other station. Else it is of Type 2. If a partition index i is of Type 1, we say i ∈ P 1 . Given this definition, we have the following result, that we will make use of in the remainder of the paper.
Lemma 5: The cardinality of T (i, u) is given by:
|T (i, u)| = τ (i), i ∈ P 1 and u = 0, 1, otherwise.
Proof:
Consider partition index i ∈ P 1 and control input u = 0. Since the UAV has decided to loiter at the current station i.e., ℓ(i) ∈ Ω, the service delay at that station, τ ℓ(i) will be reset to zero in the next time step. Hence the future state (and partition) maximum delay will be determined by the highest of the service delays, sayτ , among the other stations with alerts (at least one such station exists since partition i is of type 1). So ∀j ∈ {1, . . . ,τ (i)}, ∃ x j ∈ S i such that τ xj = j. The corresponding tuple of future partition indices z
will have maximum delay j + 1 and so T (i, 0) = ∪τ
For all other control choices, u = 0, all the states x ∈ S i will transition to future states with the same maximum delayτ (i) + 1. So, for u = 0, T (i, u) is a singleton set and hence |T (i, u)| = 1. For partition indices j of Type 2 withτ (j) > 0, all the states x ∈ S j will again transition to future states with the same maximum delayτ (j) + 1 and so |T (j, u)| = 1, ∀u. Ifτ (j) = 0, then the partition S j is a singleton set as per the aggregation scheme (see Sec IV-B) and hence |T (j, u)| = 1, ∀u.
Given the structure in the perimeter patrol problem, we now show that the upper bound formulation, RLP (8), collapses to an exact LP (7) corresponding to a lower order MDP.
Theorem 2: For the perimeter patrol problem, the RLP (8) reduces to the following LP.
U BLP := minc T w, subject to (21)
where the tuple k is the unique element in
Proof: Given the definition of T (i, u), the constraints in RLP (8) can be rewritten as follows:
where r u (i) = R u (x), ∀x ∈ S i is the reward associated with partition index i. A sufficient condition for v(i) > V * (x), ∀x ∈ S i i.e., for v to be an upper bound to the optimal value function (of all states) in partition i, is the following:
For partition index i ∈ P 1 and u = 0, this collapses to,
wherex ∈ S i is the state that transitions to future states with the least maximum delay 2. This is because, f (x, 0, Y l ) ≤ f (x, 0, Y l ), l = 0, . . . , m, ∀x ∈ S i and so we have (from Lemma 4),
, l = 0, . . . , m, ∀x ∈ S i . The inequality above (24) suggests that theτ (i) constraints (22) in RLP can be replaced by the single constraint,
where
is the tuple of future partition indices (corresponding tox) with the least possible maximum delay, i.e.,τ (k * l ) = 2, l = 1, . . . , m. For the other control choices, u = 0, there exists only one tuplek in T (i, u) (since |T (i, u)| = 1 from Lemma 5) and hence the constraints (22) collapse to the single constraint,
Similarly, for partitions S j of Type 2, |T (j, u)| = 1, ∀u from Lemma 5, and so, the constraints (22) collapse to the single constraint:
In summary, we have the following: regardless of which partition index i ∈ {1, . . . , M } and control action u are considered, the corresponding |T (i, u)| linear constraints in RLP collapse to a single constraint and hence, RLP for the perimeter patrol problem reduces to the following LP:
is the tuple of partition indices such thatτ (k * l ) = 2, l = 0, . . . , m. Clearly, U BLP is the exact LP (7) corresponding to a reduced order MDP defined over the space of partitions with reward vector r u and transition probability between partitions i and j given by,
(29) So, solving U BLP is equivalent to computing the optimal value function for the above reduced order MDP and is computationally attractive, compared to solving the original problem, since M << |S|. In the following section, we will provide numerical results that corroborate the structure inherent in the perimeter patrol problem.
V. NUMERICAL RESULTS
We consider a perimeter with N = 15 nodes of which node numbers {0, 3, 7, 11} are alert stations and a maximum allowed dwell of D = 5 orbits. The other parameters were chosen to be: weighing factor, ρ = .005 and temporal discount factor, λ = 0.9. Based on experience, we chose the alert arrival rate α = 1 30 . This reflects a rather low arrival rate where we expect 1 alert to occur on average in the time taken by the UAV to complete two uninterrupted patrols around the perimeter. We set the maximum delay time, that we keep track of, to be Fig. 3 . Comparison of approximate value function with the optimal Γ = 15, for which the total number of states comes out to be |S| = 2, 048, 000. For this example problem, we solve for the optimal value function V * . This is possible since the size of the example problem considered here is small and hence an exact solution can be obtained.
We aggregate the states in the example problem based on the reward function (see section IV-B for details). This results in M = 8900 partitions, which is considerably smaller than the original number of states, |S|. We solve the U BLP formulation which give us the upper bound, v * , to the optimal value function V * . We give a representative sample of the approximation results by choosing all the states in partitions corresponding to alert status A j = 1, ∀j ∈ Ω (all stations have alerts) and maximum delayτ = 2. Fig. 3 compares the optimal value function V * with the upper bound approximate value function, V up for this subset of the state-space, where V up (x) = v * (i), ∀x ∈ S i . The first 15 partitions shown in the X-axis of Fig. 3, i. e., partition numbers, i = 1, . . . , 15, correspond to the clockwise states: ℓ = i − 1, d = 0, ω = 1,τ = 2, A j = 1, ∀j ∈ Ω, and the last 15 partitions shown in the X-axis, i.e., partition numbers, i = 16, . . . , 30, correspond to the counter-clockwise states:
VI. CONCLUSIONS
We have provided a state aggregation based LP method to construct sub-optimal policies for stochastic DPs along with a bound for the deviation of such a policy from the optimum value function. As a key result, we have shown that the solution to the aggregation based restricted LP is independent of the underlying cost function. For the perimeter patrol problem, we have shown that the upper bound LP formulation can be solved efficiently by demonstrating that the restricted LP is, in fact, the exact LP that corresponds to a lower dimensional MDP defined over the space of partitions.
