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Abstract
Nehlig (Applications A#nes Discr'etes et Antialiassage, Ph.D. Thesis, Universit'e Louis
Pasteur, Strasbourg, November 1992. Theoret. Comput. Sci. 156 (1995) 1–38) introduced tilings
generated by quasi-a#ne transformations (QAT). Let us remember that a quasi-a#ne transfor-
mation, or QAT, is a transformation of the discrete plane obtained by composing a rational a#ne
transformation with the usual integer function. So it is de7ned by
[g] :Z2→ Z2
(x; y) →


x′ =
[ax + by + e
!
]
y′ =
[ cx + dy + f
!
]
where a; b; c; d; e; f and ! are integers, !¿ 0, and [ ] denotes the usual integer function. The
reciprocal image of a point (i; j) by a QAT can contain no, one or several points; this reciprocal
image is called paving or tile of index (i; j) and noted Pi; j . The pavings form a periodic tiling of
the discrete plane. Nehlig de7ned the supertile which is a set of tiles containing all generic tiles:
so the supertile tiles the discrete plane. He de7ned also the generic strip which is a part of the
supertile su#cient to tile the discrete plane and proved that if !=ad−bc then the paving of index
(0; 0) tiles the plane. This study has been done assuming that gcd(a; b)=gcd(b; d)=gcd(c; d)=
gcd(c; a) = 1 (where gcd denotes the greatest common divisor). The aim of this paper is to go
on with this study in the general case. We will determine a set of indices I and two vectors
u and v such that each paving of index (i; j) can be obtained by translating a paving of index
belonging to I , the translation vector depending on (i; j), u and v. We then call paving-cluster
the set of pavings of index belonging to I . When gcd(a; b)=gcd(b; d)=gcd(d; c)=gcd(c; a)=1,
the paving-cluster contains the same pavings as the generic strip de7ned by Nehlig. We also
prove that the number of neighbours of a paving varies from four to eight; when != ad− bc
a paving has 4 or 6 neighbours. This last result is a particular case of Beauquier and Nivat’s
theorem [1]. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Dans [5], Nehlig a d'e7ni des pavages du plan discret obtenus a l’aide d’applications
quasi-a#nes qui sont des discr'etis'ees d’applications a#nes rationnelles. AprIes avoir
rappel'e les d'e7nitions et les principaux r'esultats de cet article, nous continuerons l’'etude
de ces pavages.
Introduisons d’abord les notations utilis'ees dans toute la suite:
• si x est un r'eel, [x] repr'esente la partie entiIere de x, c’est Ia dire le plus grand entier
inf'erieur ou 'egal Ia x
• si x et y sont deux entiers [x=y] et {x=y}, 'egalement not'es x div y et x mod y,
repr'esentent respectivement le quotient et le reste de la division euclidienne de x
par y
• si x1; x2; : : : ; xn sont des entiers, pgcd(x1; x2; : : : ; xn) est le plus grand diviseur commun
Ia x1; x2; : : : ; xn.
1.1. D!e:nitions
Denition 1. Une application quasi-a#ne, ou AQA, est obtenue en composant une
application a#ne rationnelle avec la fonction partie entiIere. C’est donc une application
du plan discret dans lui-meˆme d'e7nie par:
[g] : Z2→Z2;
(x; y) →


x′=
[
ax + by + e
!
]
y′=
[
cx + dy + f
!
]
oIu a; b; c; d; e; f, et ! sont des entiers, ! 'etant strictement positif.
Nous dirons que l’AQA [g] est d'e7nie par sa matrice
A=
1
!
(
a b
c d
)
et son vecteur
V=
(
e
f
)
:
Denition 2. Nous appellerons pav'e d’indice (i; j) et noterons Pi; j l’ensemble des
ant'ec'edents du point (i; j) par une AQA [g]. Nous avons donc:
Pi; j = {(x; y) | [g](x; y)= (i; j)}:
L’ensemble des pav'es forme alors un pavage du plan discret, ce pavage 'etant
p'eriodique. Nehlig a fait une 'etude de ce pavage en supposant que les coe#cients
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Fig. 1. Exemple de pav'es, superpav'e et bande g'en'eratrice.
de l’AQA sont tels que: pgcd(a; b)=pgcd(b; d)=pgcd(d; c)=pgcd(c; a)= 1. Rap-
pelons les d'e7nitions de superpav'e et de pav'es arithm'etiquement identiques introduits
par Nehlig. On notera = ad− bc.
Denition 3.
• le premier reste du pav'e Pi; j est: {(di − bj)=};
• le second reste du pav'e Pi; j est: {(−ci + aj)=};
• le superpav'e d’indice (i; j) est l’ensemble des points (x; y) du plan discret v'eri7ant
S([g](x; y))= (i; j)
oIu S est l’AQA d'e7nie par: S(i; j)= ([(di − bj)=]; [(−ci + aj)=]);
• deux pav'es sont dits arithm'etiquement identiques s’ils ont meˆme premier reste.;
• la bande g'en'eratrice est l’ensemble des pav'es suivant: {P0; i | i∈ [0; =pgcd(!; )]}.
Une illustration des diM'erentes d'e7nitions est donn'ee Fig. 1; ce sont les pav'es de
l’AQA associ'ee Ia la matrice
A=
1
6
(
3 1
−1 3
)
et de vecteur
V=
(
0
0
)
:
248 M.-A. Jacob-Da Col / Theoretical Computer Science 259 (2001) 245–269
Les traits 7ns repr'esentent les pav'es dans lesquels 7gurent le couple (premier reste,
second reste). En trait moyen on peut voir deux bandes g'en'eratrices et en trait gras le
superpav'e d’indice (0; 0).
Dans le paragraphe suivant nous donnons les principaux r'esultats d'emontr'es
dans [5].
1.2. Propri!et!es
Les r'esultats suivants ont 'et'e obtenus sous les hypothIeses, not'ees H1: pgcd(a; b)=
pgcd(b; d)=pgcd(d; c)=pgcd(c; a)= 1.
Theoreme 1. (1) Deux pav'es ont meˆme premier reste si et seulement s’ils ont meˆme
second reste.
(2) Un superpav'e quelconque contient une et une seule fois tous les pav'es arith-
m'etiquement distincts.
(3) Deux pav'es arithm'etiquement identiques sont g'eom'etriquements identiques. (La
r'eciproque est fausse.)
(4) Si != ad − bc alors tous les pav'es sont arithm'etiquement identiques au pav'e
d’indice (0; 0) qui forme donc un pavage du plan discret.
(5) L’ensemble des pav'es d’une bande g'en'eratrice contient tous les pav'es g'eom'e-
triquement distincts d’une AQA.
Les r'esultats ci-dessus nous montrent que l’ensemble des pav'es forme un pavage
p'eriodique du plan discret. Une premiIere p'eriode est obtenue en consid'erant les pav'es
arithm'etiquement distincts regroup'es dans le superpav'e. Mais le nombre de pav'es de
cette p'eriode peut eˆtre r'eduit graˆce Ia la bande g'en'eratrice qui constitue un motif de
base pour le pavage.
Dans la suite nous supposons que les hypothIeses H1 ne sont plus v'eri7'ees (les
coe#cients ne sont pas premiers entre-eux); la bande g'en'eratrice ne contient plus tous
les pav'es g'eom'etriquement distincts. Le superpav'e forme toujours un pavage du plan
mais il est possible de trouver un ensemble de pav'es contenant moins de pav'es et
formant toujours un pavage du plan. A7n de trouver cet ensemble, nous d'e7nissons un
nouveau reste que nous appellerons reste modulo [g]. Deux pav'es ayant meˆme premier
et second reste seront identiques modulo [g]; la r'eciproque 'etant vraie si les hypoth'eses
H1 sont v'eri7'ees et si ! et  sont premiers entre-eux. Nous d'e7nirons 'egalement un
hyperpav'e qui contient tous les pav'es distincts modulo [g] et forme un pavage du plan
discret. Lorsque les hypothIeses H1 sont v'eri7'ees et si ! et  sont premiers entre-eux,
l’hyperpav'e et la bande g'en'eratrice d'e7nie par Nehlig contiennent les meˆmes pav'es
(modulo [g]).
Dans une derniIere partie nous 'etudions le voisinage d’un pav'e. Nous montrons que
le nombre de voisins d’un pav'e est compris entre 4 et 8 et, si != ad − bc, alors le
nombre de voisins d’un pav'e est 'egal Ia 4 ou 6. Ces r'esultats sont extraits de [3] oIu
on pourra trouver d’autre r'esultats concernant l’'etude des pav'es et des AQAs.
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2. Le reste modulo [g]
2.1. D!e:nitions
Denition 4. Soit Pi; j = {(x0; y0); : : : ; (xn; yn)} un pav'e non vide; nous appellerons reste
modulo [g], not'e Ri; j, l’ensemble:
Ri; j = {(r0; r′0); : : : ; (rn; r′n)}
oIu ri = axi + byi + emod! et r′i = cxi + dyi + fmod!; i=0; : : : ; n.
Denition 5. Nous dirons que deux pav'es P et P′ sont identiques modulo [g] s’ils ont
le meˆme reste modulo [g]. On notera alors P≡P′.
Propriete 1. Deux pav'es non vides P et P′ sont identiques modulo [g] si et seulement
s’il existe deux points (x; y) et (x′; y′) appartenant respectivement Ia P et P′ tels que:
C
ax + by= ax′ + by′mod!
cx + dy= cx′ + dy′mod!:
Demonstration. l’existence de deux points v'eri7ant la condition C est une condition
n'ecessaire, d’aprIes la d'e7nition, pour que P et P′ soient identiques modulo [g]. Mon-
trons qu’elle est su#sante. Soient (x; y) et (x′; y′) appartenant respectivement Ia P et
P′ tels que la condition C soit v'eri7'ee. On a alors:
a(x − x′) + b(y − y′)= (i − i′)!
c(x − x′) + d(y − y′)= (j − j′)!
oIu (i; j) et (i′; j′) sont les indices respectifs des pav'es P et P′.
Soit (x′′; y′′) une autre point de P, on a alors:
ax′′ + by′′= i!+ r
cx′′ + dy′′= j!+ r′
06r; r′¡!
d’oIu:
a(x′′ − x + x′) + b(y′′ − y + y′) = i′!+ r
c(x′′ − x + x′) + d(y′′ − y + y′) = j′!+ r′
06r; r′¡!
Le point (x′′−x+x′; y′′−y+y′) est un point de P′ ayant meˆme reste que (x′′; y′′). Pour
tout point de P il existe donc un point de P′ ayant le meˆme reste (et r'eciproquement).
On en conclut que P et P′ sont identiques modulo [g].
Propriete 2. Deux pav'es identiques modulo [g] sont g'eom'etriquement identiques.
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Demonstration. soient Pi; j = {(x0; y0); : : : ; (xn; yn)} et Pi′ ; j′ = {(x′0; y′0); : : : ; (x′n; y′n)}
deux pav'es identiques modulo [g]. On a alors, pour tout m compris entre 0 et n:
axm + bym= i!+ rm
cxm + dym= j!+ r′m
ax′m + by
′
m= i
′!+ rm
cx′m + dy
′
m= j
′!+ r′m
d’oIu
(xm − x′m)=!(d(i′ − i)− b(j′ − j))
(ym − y′m)=!(a(j′ − j)− c(i′ − i))
avec = ad− bc.
Posons alors u=!(d(i′− i)− b(j′− j)) et v=!(a(j′− j)− c(i′− i)), u et v sont des
multiples de . Il existe donc des entiers u′ et v′ tels que:
u= u′
v= v′
xm= x′m + u
′
ym=y′m + v
′
Pi; j est donc l’image de Pi′ ; j′ par la translation de vecteur v=(u′; v′).
Remarque. il existe des pav'es g'eom'etriquement 'egaux qui ne sont pas 'egaux mod-
ulo [g]. Pour s’en convaincre, il su#t de reprendre l’exemple donn'e par Nehlig Fig. 1
pour montrer qu’il existe des pav'es g'eom'etriquement 'egaux qui ne le sont pas
arithm'etiquement.
2.2. Relation avec le pav!e arithm!etique de Nehlig.
Propriete 3. Soit
Ri; j =
({
di − bj
′
}
;
{−ci + aj
′
})
ou ′=

pgcd(!; )
;
alors Pi; j et Pi′ ; j′ sont identiques modulo [g] si et seulement si Ri; j =Ri′ ; j′ .
Demonstration. soient Pi; j et Pi′ ; j′ deux pav'es tels que Ri; j =Ri′ ; j′ :{
di − bj

}
=
{
di′ − bj′

}
{−ci + aj

}
=
{−ci′ + aj′

}
:
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Il existe donc deux entiers k et k ′ tels que:
di − bj = di′ − bj′ + k
−ci + aj = −ci′ + aj′ + k ′:
d’oIu
i = i′ + (ak + bk ′)
j = j′ + (dk ′ + ck)
ce qui est 'equivalent Ia
i= i′ + ak + bk ′
j= j′ + ck + dk ′:
Soit (x; y) un point de Pi; j, on a donc:
ax + by= i!+ r= i′!+ !(ak + bk ′) + r
cx + dy= j!+ r′= j′!+ !(ck + dk ′) + r′
d’oIu
a(x − k!) + b(y − k ′!)= i′!+ r
c(x − k!) + c(y − k ′!)= j′!+ r′:
Le point (x − k!; y − k ′!) est un point de Pi′ ; j′ ayant meˆme reste modulo [g] que
(x; y). On en conclut que les deux pav'es sont 'egaux modulo [g].
D!emontrons la r!eciproque: soient Pi; j et Pi′ ; j′ deux pav'es 'egaux modulo [g]. Il existe
donc deux points (x; y) et (x′; y′) tels que:
ax + by= ax′ + by′ + (i′ − i)!
cx + dy= cx′ + dy′ + (j′ − j)!
d’oIu
x= x′ + !(di′ − bj′ − (di − bj))
y= y′ + !(aj′ − ci′ − (aj − ci)):
En simpli7ant par pgcd(!; ) et en posant !′=!=pgcd(!; ) et ′= =pgcd(!; ) on
obtient:
′(x − x′)=!′(di′ − bj′ − (di − bj))
′(y − y′)=!′(aj′ − ci′ − (aj − ci))
On a pgcd(!′; ′)= 1, d’oIu:
di′ − bj′=di − bjmod ′
aj′ − ci′= aj − cimod ′
et donc Ri; j =Ri′ ; j′ .
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Remarque: nous pouvons constater que Ri; j ne d'epend pas de
V=
(
e
f
)
:
Le nombre de pav'es distincts modulo [g] est ind'ependant des valeurs de e et f. Dans
la suite nous supposerons donc e=f=0.
Corollaire 1. Sipgcd(a; b)=pgcd(b; d)=pgcd(d; c)=pgcd(c; a)=pgcd(!; )=1; alors
deux pav'es sont arithm'etiquement 'egaux si et seulement s’ils sont 'egaux modulo [g].
Demonstration. si pgcd(a; b)=pgcd(b; d)=pgcd(d; c)=pgcd(c; a)=pgcd(!; )=1,
alors ′=  et !′=! :Ri; j est le couple form'e du premier et du second reste. Deux
pav'es sont donc identiques modulo [g] si et seulement s’ils ont meˆme premier et second
reste. Or, d’aprIes le Th'eorIeme 1, deux pav'es ont meˆme premier reste si et seulement
ils ont meˆme second reste, d’oIu le corollaire.
3. L’hyperpave
3.1. P!eriodicit!e des pav!es arithm!etiques
Les coe#cients de l’AQA que nous consid'erons dans la suite ne sont pas premiers
entre-eux deux Ia deux mais nous pouvons tout de meˆme supposer, sans restriction,
qu’il n’y a pas de diviseur commun (diM'erent de 1 ou −1) Ia tous les coe#cients.
En eMet, s’il existe un entier q tel que a= qa′; b= qb′; c= qc′; d= qd′ et != q!′, on
montre facilement que les pav'es de l’AQA de matrice
A=
1
!
(
a b
c d
)
sont les meˆmes que les pav'es de l’AQA
A=
1
!′
(
a′ b′
c′ d′
)
:
Introduisons les notations utilis'ees dans la suite:
c′=
c
pgcd(c; d)
; d′=
d
pgcd(c; d)
; 1 =

pgcd(c; d)
; ′1 =
1
pgcd(1; !)
;
!′=
!
pgcd(1; !)
; !′′=
!
pgcd(c; d; !)
; ′′1 =
1
pgcd(1; !′′)
:
Rappelons 'egalement le th'eorIeme de Bezout: si x et y sont deux entiers premiers
entre-eux, il existe des entiers u et v tels que ux + vy=1. Si u′ et v′ sont solutions
de cette 'equation, toutes les autres solutions sont de la forme u= u′ + ky; v= v′ − kx
oIu k est un entier quelconque. Les entiers u′ et v′ peuvent eˆtre d'etermin'es graˆce Ia
l’algorithme de Blankinship [2].
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Theoreme 2.
• On a Pi; j ≡Pi′ ; j si et seulement si il existe un entier k tel que i′= i+ k′1. Dans ce
cas Pi′ ; j est l’image de Pi; j par la translation de vecteur ku avec u= k(−!′d′; !′c′).
• Soit " le plus petit entier non nul tel qu’il existe un entier # v'eri7ant Pi+#; j ≡Pi; j+"
quel que soit (i; j), alors:
"=
pgcd(!; c; d; ′′1 )pgcd(c; d)
pgcd(c; d; !)
#= − s(av0 + bv1)
oIu s et s′ sont tels que s pgcd(!; c; d)+s′′′1 =pgcd(!; c; d; 
′′
1 ) et v0 et v1 sont tels
que c′v0 + d′v1 = 1. Pi; j+" est alors l’image de Pi+#; j par la translation de vecteur
v=(vx; vy) avec:
vx = v0
"!
pgcd(c; d)
− d′s′(av0 + bv1) !
′′
pgcd(1; !′′)
vy = v1
"!
pgcd(c; d)
+ c′s′(av0 + bv1)
!′′
pgcd(′′1 ; !′′)
:
• Le nombre de pav'es distincts modulo [g] est N = pgcd(!;) .
Remarque. Consid'erons l’ensemble d’indices d'e7ni par {(i; j) tel que 06i¡′1 et 0
6j¡"}; dans toute la suite nous noterons I cet ensemble. Le th'eorIeme pr'ec'edent
nous dit que l’ensemble des pav'es d'e7ni par H= {Pi; j; (i; j)∈ I} forme un systIeme
de repr'esentants des pav'es d’une AQA: il contient exactement une fois tous les pav'es
arithm'etiquement distincts et tout pav'e peut eˆtre obtenu par translation d’un pav'e appar-
tenant Ia cet ensemble. L’ensemble H forme une “p'eriode” du pavage du plan discret
par les pav'es d’une AQA. Plus pr'ecis'ement, soit (i; j) un indice quelconque, notons
j0 =
{
j
"
}
; j1 =
[
j
"
]
; i0 =
{
i + j1#
′1
}
et i1 =
[
i + j1#
′1
]
;
alors l’indice (i0; j0) appartient Ia I , les pav'es Pi; j et Pi0 ; j0 sont arithm'etiquement iden-
tiques et Pi; j est l’image de Pi0 ; j0 par la translation de vecteur i1u + j1v.
Les Figs. 2 et 3 sont une illustration du th'eorIeme pr'ec'edent. Deux pav'es ayant
la meˆme texture sont deux pav'es 'egaux modulo [g]. Nous avons entour'e en gras
l’ensemble des pav'es distincts modulo [g]. Dans la Fig. 2 nous consid'erons l’AQA
d'e7nie par la matrice
A=
1
217
(
12 −13
42 63
)
;
on a alors ′1 = 2; "=3 et #=1. Nous pouvons remarquer que dans cet exemple, la
r'eunion des pav'es d’indice (i; j+k) pour k allant de 0 Ia 5, contient 'egalement tous les
pav'es distincts modulo [g]. Cette r'eunion forme donc 'egalement un pavage du plan
254 M.-A. Jacob-Da Col / Theoretical Computer Science 259 (2001) 245–269
Fig. 2. Premier exemple de pav'es distincts modulo [g].
Fig. 3. DeuxiIeme exemple de pav'es distincts modulo [g].
discret. Dans la Fig. 3 nous consid'erons l’AQA d'e7nie par la matrice
A=
1
84
(
12 −11
18 36
)
;
on a alors ′1 = 5; "=3 et #=2.
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Avant de d'emontrer ce th'eorIeme, nous allons d'emontrer le lemme suivant.
Lemma 1.
• Soient v0 et v1 tels que c′v0 + d′v1 = 1; on a alors pgcd(!; c; d; av0 + bv1)= 1.
• On a
1pgcd(!; c; d; ′′1 )pgcd(c; d)
pgcd(!; 1)pgcd(c; d; !)
=

pgcd(!; )
:
Demonstration.
• Soit u=pgcd(c; d; !; av0 + bv1), il existe alors des entiers !1; c1; d1; 2 et k1 tels
que: != u!1; c= uc1; d= ud1; 1 = u2 et av0 + bv1 = uk1. On a donc:
ad′ − bc′= u2
av0 + bv1 = uk1
et donc
a= u(c′k1 + v12)
b= u(d′k1 − v02)
u divise donc a; b; c; d et !. Or, par hypothIese, pgcd(a; b; c; d; !)= 1; on en conclut
que u=1.
• Notons
u=pgcd(c; d; !) et v=
pgcd(c; d)
pgcd(c; d; !)
:
On a alors

pgcd(!; )
=
uv1
pgcd(u!′′; uv1)
=
v1
pgcd(!′′; v1)
:
Or on a pgcd(v; !′′)= 1.
On en conclut les 'egalit'es

pgcd(!; )
=
v1
pgcd(!′′; 1)
= v′′1
D’autre part, on a
1pgcd(!; c; d; ′′1 )pgcd(c; d)
pgcd(!; 1)pgcd(c; d; !)
=
1pgcd(u; ′′1 )v
pgcd(u!′′; ′′1pgcd(1; !′′))
=
v1pgcd(u; ′′1 )
pgcd(1; !′′)pgcd(u!′′=pgcd(1; !′′); ′′1 )
Or on a pgcd(′′1 ; !
′′=pgcd(1; !′′))= 1.
D’oIu les 'egalit'es
1pgcd(!; c; d; ′′1 )pgcd(c; d)
pgcd(!; 1)pgcd(c; d; !)
=
v1pgcd(u; ′′1 )
pgcd(1; !′′)pgcd(u; ′′1 )
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=
v1
pgcd(1; !′′)
= v′′1
=

pgcd(!; )
:
Demonstration du theoreme.
• Deux pav'es Pi; j et Pi′ ; j sont 'egaux modulo [g] si et seulement s’il existe deux points
(x; y) et (x′; y′) tels que:
ax + by= ax′ + by′ + (i′ − i)!
cx + dy= cx′ + dy′
soit
(x − x′)=!d(i′ − i)
(y − y′)= − !c(i′ − i)
ou encore
′1(x − x′)=!′d′(i′ − i)
′1(y − y′)= − !′c′(i − i′)
or pgcd(!′d′; ′1)=pgcd(!
′c′; ′1)= 1. Les 'equations pr'ec'edentes sont donc v'eri7'ees
si et seulement s’il existe un entier k tel que:
i′ − i= k′1
x − x′= k!′d′
y − y′= − k!′c′
D’oIu la premiIere assertion du th'eorIeme.
• Cherchons le plus petit entier " tel qu’il existe un entier # (ind'ependants de i et de
j) v'eri7ant l’identit'e:
Pi; j+"≡Pi+#; j:
Pour que ces deux pav'es soient 'egaux modulo [g], il faut et il su#t qu’il existe
deux points (x; y) et (x′; y′) (appartenant respectivement aux pav'es Pi; j+" et Pi+#; j)
tels que:
ax + by= ax′ + by′ − #!
cx + dy= cx′ + dy′ + "!
soit
a(x − x′) + b(y − y′)= − #!
pgcd(c; d)
pgcd(c; d; !)
(c′(x − x′) + d′(y − y′))= "!′′:
Il existe donc un entier "′ tel que "= "′pgcd(c; d)=pgcd(c; d; !). De plus, si on
pose k ′= x − x′ et k ′′=y′ − y′′, les solutions de la deuxiIeme 'equation sont de la
forme: k ′= v0"′!′′+kd′ et k ′′= v1"′!′′−kc′ oIu k est un entier quelconque et v0; v1
sont tels que c′v0 +d′v1 = 1. Il faut et il su#t donc de trouver k tel que la premiIere
'equation soit v'eri7'ee, c’est Ia dire ak ′ + bk ′′= − #! et tel que "′ soit minimal.
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En remplaRcant k ′ et k ′′ par leur d'e7nition et en factorisant, on obtient:
"′!′′(av0 + bv1) + k(ad′ − bc′)= − #!′′pgcd(c; d; !):
On en d'eduit qu’il existe un entier k1 tel que k1 = k1′′1!
′′ et donc:
"′(av0 + bv1) + k1′′1 = − #pgcd(c; d; !)
ce qui est 'equivalent Ia:
"′(av0 + bv1)= − (#r + k1r′)pgcd(!; c; d; ′′1 )
avec r=
pgcd(c; d; !)
pgcd(!; c; d; 1′′)
et r′=
′′1
pgcd(!; c; d; ′′1 )
:
Pour que cette 'equation soit v'eri7'ee, il faut que "′ soit un multiple de pgcd
(!; c; d; ′′1 ) (car on d'eduit du lemme que pgcd(c; d; !; 
′′
1 ; av0 + bv1)= 1).
Or r et r′ sont premiers entre-eux, il existe donc des entiers s et s′ tels que sr +
s′r′=1. Posons #=−s(av0+bv1) et k1 =−s′(av0+bv1), alors "′=pgcd(!; c; d; ′′1 ).
On en d'eduit les 'egalit'es:
"= "′
pgcd(c; d)
pgcd(c; d; !)
=
pgcd(!; c; d; ′′1 )pgcd(c; d)
pgcd(c; d; !)
:
On a 'egalement:
x − x′= k ′= v0"′!′′ + kd′
y − y′= k ′′= v1"′!′′ − kc′
⇔ x= x′ + v0 "!pgcd(c; d) − d
′s′(av0 + bv1)
!′′
pgcd(1; !′′)
y=y′ + v1
"!
pgcd(c; d)
+ c′s′(av0 + bv1)
!′′
pgcd(1; !′′)
D’oIu le deuxiIeme assertion du th'eorIeme.
• Le nombre de pav'es distincts modulo [g] est alors:
N = "′1
=
1pgcd(!; c; d; ′′1 )pgcd(c; d)
pgcd(!; 1)pgcd(c; d; !)
=

pgcd(!; )
d′apr Ies le lemme:
Dans la suite, nous noterons I l’ensemble {(i; j) | 06i¡′1; 06j¡"}.
Denition 6. Nous appellerons hyperpav'e et noteronsH l’ensemble des pav'es distincts
modulo [g], d'e7ni par:
H=
⋃
(i; j)∈I
Pi; j :
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Remarque. On montre facilement que l’hyperpav'e d’une AQA de matrice
A=
1
!
(
a b
c d
)
et de vecteur
V=
(
e
f
)
est 'egalement le pav'e d’indice (0; 0) de l’AQA de matrice
A=
1
ppcm("; ′1)!
(
"′a "′b
2c 2d
)
et de vecteur
V
(
"′e
2f
)
o Iu ppcm("; ′1)
est le plus petit multiple commun Ia " et ′1 et oIu "
′ et 2 sont d'e7nis par:
"′=
"
pgcd("; ′1)
et 2 =
′1
pgcd("; ′1)
:
3.2. Cas d!eterminantal et pav!es d’ordre n
Si nous reprenons le th'eorIeme pr'ec'edent, nous voyons que dans le cas d'eterminantal
(!= ad−bc) il y a un seul pav'e qui forme un pavage du plan discret. On montre que
dans ce cas, il y a 'egalement un seul pav'e d’ordre n, un pav'e d’indice (i; j) d’ordre n
'etant d'e7ni par:
Pni; j = {(x; y) | [g]n(x; y)= (i; j)}:
Nous ne d'emontrons pas ce r'esultat ici, la d'emonstration est analogue Ia la d'emonstra-
tion pr'ec'edente; on peut la trouver dans [3]. Les Figs. 4 et 5
nous donnent deux exemples de pavages du plan discret par des pav'es d’ordre n. La
Fig. 4 correspond aux pav'es d’ordre 2 de l’AQA associ'ee Ia la matrice
A=
1
3
(−1 1
−1 −1
)
;
la Fig. 5 correspond aux pav'es d’ordre 2 de l’AQA associ'ee Ia la matrice
A=
1
5
(
1 −2
2 1
)
:
3.3. Relation avec la bande g!en!eratrice
Nous constatons que le nombre de pav'es de l’hyperpav'e est 'egal au nombre de pav'es
de la bande g'en'eratrice, mais la bande g'en'eratrice peut contenir plusieurs fois le meˆme
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Fig. 4. Il y a 4 pav'es d’ordre 2 distincts.
Fig. 5. L’AQA 'etant d'etrerminantale, il n’y a qu’un seul pav'e d’ordre 2.
pav'e, dans ce cas elle ne contiendra donc pas tous les pav'es distincts modulo [g].
Lorsque les hypothIeses H1 sont v'eri7'ees la bande g'en'eratrice contient exactement tous
les pav'es distincts modulo [g]. En eMet, soient P0; i et P0; i′ deux pav'es de la bande
g'en'eratrice. D’aprIes le th'eorIeme pr'ec'edent, pour que ces deux pav'es soient 'egaux
modulo [g], il faut qu’il existe un entier k tel que i= i′+ k′. Or on a 06i; i′¡′; on
en d'eduit que i′= i: La bande g'en'eratrice contient donc tous les pav'es distincts modulo
[g]. Le superpav'e contient tous les pav'es distincts modulo [g], mais il ne les contient
pas une seule fois. Dans la Fig. 6, nous voyons un exemple oIu les hypoth'eses H1 ne
sont pas v'eri7'ees; la bande g'en'eratrice contient deux fois le meˆme pav'e.
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Fig. 6. Distinction entre bande g'en'eratrice et hyper-pav'e.
4. Voisinage d’un pave
Denition 7. Soient E et E′ deux ensembles de points du plan discret. On dira que E
et E′ sont 4-voisins (resp. 8-voisins) s’il existe deux points (x; y) et (x′; y′) appartenant
respectivement Ia E et E′ tels que (x= x′ et y=y′ ± 1)ou(x= x′ ± 1 et y=y′) (resp
x= x′ ± 1 et y=y′ ± 1).
Denition 8. On dira qu’une droite discrete D est 4-connexe si, pour tout point X de
cette droite, il existe un point Y appartenant Ia D tel que X et Y soient 4-voisins.
4.1. Cas g!en!eral
Theoreme 3. Soit l’AQA d'e7nie par la matrice
A=
1
!
(
a b
c d
)
et le vecteur
V=
(
e
f
)
;
telle que:
!¿max(|a|+ |b|; |c|+ |d|):
Le nombre de voisins d’un pav'e est toujours compris entre 4 et 8.
Demonstration.
• Montrons que le nombre de pav'es voisins d’un pav'e est au maximum 8.
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Soit X =(x; y) un point du pav'e d’indice (i; j), nous allons montrer que les voisins
de X ne peuvent appartenir qu’aux pav'es d’indice (i; j); (i±1; j); (i; j±1) ou (i±1; j±1).
Comme X appartient au pav'e d’indice (i; j), on a:
ax + by= i!+ r
cx + dy= j!+ r′
06r; r′¡!:
Les points voisins de X sont de la forme (x ± ,1; y ± ,2) avec ,1; ,2 =±1 ou 0. On a
alors:
a(x + ,1) + b(y + ,2)= i!+ r + a,1 + b,2
c(x + ,1) + d(y + ,2)= j!+ r′ + c,1 + d,2
06r; r′¡!:
Comme !¿max(|a|+ |b|; |c|+ |d|), on a:
−!6a,1 + b,26!
−!6c,1 + d,26!
d’oIu:
−!6a,1 + b,2 + r¡2!
−!6c,1 + d,2 + r′¡2!:
On en d'eduit que:
[
a(x + ,1) + b(y + ,2)
!
]
= i ± 1 ou i
[
c(x + ,1) + d(y + ,2)
!
]
= j ± 1 ou j:
Le pav'e d’indice (i; j) a donc au plus 8 voisins.
• Montrons que le nombre de voisins d’un pav'e est au moins 'egal Ia 4.
Pour cela, nous allons montrer que les pav'es d’indice (i ± 1; j) et (i; j ± 1) sont
toujours voisins du pav'e d’indice (i; j). Rappelons (voir [5, 3, 6]) que le pav'e d’indice
(i; j) est l’intersection des droites discrIetes:
Di:
[
ax + by
!
]
= i et D′j:
[
cx + dy
!
]
= j:
D’aprIes la premiIere partie de la d'emonstration, les seuls pav'es pouvant eˆtre voisins
de Pi; j, sont les pav'es Pi+,; j ; Pi; j+,′ et Pi+,; j+,′ avec ,; ,′=±1. Ces pav'es sont l’inter-
section des droites Di; Dj; Di+,; Dj+,′ et Di+,; j+,′ , repr'esent'ees Fig. 7.
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Fig. 7. Visualisation des pav'es comme intersection de droites discrIetes.
Consid'erons une droite 4-connexe D incluse dans la droite Di et form'ee de la suite
de points : : : X−m, X−m+1; : : : ; X−1, X0, X1; : : : ; Xn; : : : (une telle droite existe car Di est
au moins 4-connexe d’aprIes les hypothIeses du Th'eorIeme 3 et un Th'eorIeme de [6]).
On num'erote cette suite de telle sorte que, pour tout k, Xk et Xk+1 soient 4-voisins
et X0 appartienne Ia D′j (les deux droites 'etant 4-connexes, il y a forc'ement un point
d’intersection). Le nombre de points appartenant Ia l’intersection de deux droites non
parallIeles 'etant 7ni, il existe un indice k positif tel que Xk n’appartienne pas Ia D′j.
Soit k0 le plus petit de ces indices, Xk0−1 appartient alors Ia D∩D′j et Xk0 appartient Ia
D′j±1 car D
′
j est 4-connexe. De meˆme, si k1 est le plus petit des indices k tels que X−k
n’appartienne pas Ia D′j alors X−k1+1 appartient Ia D∩D′j et X−k1 appartient Ia D′j±1. Si
Xk0 appartient Ia D
′
j−1 alors Xk1 appartient Ia D
′
j+1 et inversement. On en conclut qu’il
existe deux points Xk0 et Xk1 tels que l’un des deux appartienne Ia D∩D′j+1, l’autre
Ia D∩D′j−1 et tels que chacun ait un point 4-voisin appartenant Ia D∩D′j. Or D est
inclue dans Di, on en d'eduit que Di ∩D′j est 4-voisin de Di ∩D′j−1 et de Di ∩D′j+1.
Dans la Fig. 8 nous avons un exemple oIu nous voyons que tous les cas (4, 5, 6, 7
ou 8 voisins) sont possibles.
4.2. Cas d!eterminantal
Nous avons vu pr'ec'edemment que tous les pav'es d’une AQA d'eterminantale sont
'egaux modulo [g]. Si on note u et v les vecteurs (d;−c) et (−b; a), on a:
Pi; j =Tiu+jvP0;0
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Fig. 8. Voisinage d’un pav'e.
Pour connaSˆtre le nombre de voisins d’un pav'e, il su#t donc de connaSˆtre le nombre
de voisins du pav'e d’indice (0; 0).
Remarquons tout d’abord qu’un pav'e d’une AQA d'eterminantale a toujours un nom-
bre pair de voisins. En eMet, soit Pi; j un voisin de P0;0, l’image par translation de vecteur
−iu − jv de ces deux pav'es sont les pav'es P0;0 et P−i;−j, qui sont donc 'egalement
voisins. On en conclut que si Pi; j est voisin de P0;0 alors P−i;−j est 'egalement voisin
de P0;0.
Rappelons que le pav'e d’indice (0; 0) est l’intersection de deux droites discrIetes que
nous noterons D et D′. Le th'eorIeme suivant nous dit que le nombre de voisins d’un
pav'e d'epend de l’octant dans lequel se situent ces deux droites. La num'erotation des
octants est d'e7nie en fonction des coordonn'ees du vecteur directeur (−v; u) de la droite
discrIete [(ux + vy)=!] = 0 comme on peut le voir dans la Fig. 9.
Theoreme 4. Soit une AQA d'eterminantale telle que ¿max(|a| + |b|; |c| + |d|). Le
pav'e origine a alors 6 pav'es 4-voisins sauf dans les cas suivants:
• l’une des deux droites est horizontale et l’autre verticale;
• l’une des deux droites est horizontale ou verticale et l’autre est situ'ee dans le
troisiIeme ou le septiIeme octant (sans eˆtre une bissectrice);
• l’une des deux droites appartient Ia l’octant 0; 1; 2 ou 3 et l’autre Ia l’octant 5; 4; 7
ou 6.
Dans ces cas; le pav'e d’indice (0; 0) a 4 pav'es 4-voisins et 4 autres pav'es 8-voisins.
D'emontrons tout d’abord deux lemmes.
Lemma 2. Les conditions g!eom!etriques du th!eor@eme pr!ec!edent sont !equivalentes aux
conditions arithm!etiques suivantes:
• a=d=0;
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Fig. 9. Num'erotation des octants.
• c= b=0;
• a=0; bcd =0 et c; d et d− c de meˆme signe et non nuls;
• b=0; acd =0 et c; d et d− c de meˆme signe et non nuls;
• c=0; abd =0 et a; b et b− a de meˆme signe et non nuls;
• d=0; abc =0 et a; b et b− a de meˆme signe et non nuls;
• abcd =0; ac¡0; bd¡0; (a+ b)(c + d)¿0 ou (a− b)(c − d)¿0.
Demonstration. se d'eduit directement de la d'e7nition des octants.
Lemma 3. Soit une AQA d!eterminantale telle que ¿max(|a| + |b|; |c| + |d|); si le
pav!e d’indice (−1;−1) est soit 4-voisin soit non voisin du pav!e d’indice (0; 0) alors ce
dernier a 6 pav!es 4-voisins. S’il est 8-voisin du pav!e d’indice (0; 0) alors ce dernier
a 4 pav!es 4-voisins et 4 autres pav!es 8-voisins.
Demonstration. dans le paragraphe pr'ec'edent, nous avons montr'e que les pav'es
d’indice (1; 0) et (0; 1) sont toujours 4-voisins du pav'e d’indice (0; 0). Les autres
pav'es susceptibles d’eˆtre voisins de ce dernier sont les pav'es d’indice (±1;±1). Nous
allons montrer que seuls les trois cas suivants sont possibles
• les pav'es d’indice (−1;−1) et (1; 1) sont 4-voisins et les pav'es d’indice (−1; 1) et
(1;−1) ne sont pas voisins du pav'e d’indice (0; 0)
• les pav'es d’indice (−1; 1) et (1;−1) sont 4-voisins et les pav'es d’indice (−1;−1)
et (1; 1) ne sont pas voisins du pav'e d’indice (0; 0)
• les 4 pav'es sont 8-voisins du pav'e d’indice (0; 0)
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Fig. 10. R'egions du plan d'e7nies par deuxdroites s'ecantes.
Soient D et D′ deux droites distinctes s'ecantes, elles s'eparent le plan discret en 4
r'egions R1;R2;R3 et R4 visualis'ees sur la Fig. 10 (on considIere que les points entiers
situ'es sur une droite appartiennent Ia la r'egion situ'ee sous la droite).
Si deux r'egions oppos'ees sont 4-voisines alors les deux autres r'egions ne sont pas
voisines. En eMet, si (x; y) appartient Ia R4 et est tel que (x; y+1) appartient Ia R2 alors
tous les points de la forme (x; y+k) (resp. (x; y−k)) avec k positif appartiennent Ia R4
(resp. R2). Les deux autres r'egions sont donc s'epar'ees par une droite 4-connexe: elles
ne sont pas voisines. Inversement, si deux r'egions oppos'ees ne sont pas voisines, les
deux autres sont 4-voisines. En eMet deux r'egions non voisines peuvent eˆtre s'epar'ees
par une droite 4-connexe appartenant aux deux autres r'egions qui sont donc 4-voisines.
Consid'erons les droites r'eelles d’'equation ax+by=0 et cx+dy=0. Ces deux droites
s'eparent le plan discret en 4 r'egions, les pav'es d’indice (0; 0) et (−1;−1) appartenant
Ia deux r'egions oppos'ees et les pav'es d’indice (−1; 0) et (0;−1) appartenant aux deux
autres r'egions. Si les deux premiers pav'es sont 4-voisins, les deux derniers ne sont donc
pas voisins et inversement. La translation de ces deux derniers pav'es par le vecteur
(d;−c) nous donne les pav'es d’indice (0; 0) et (1;−1). De plus, nous avons montr'e
que le pav'e d’indice (i; j) est voisin du pav'e d’indice (0; 0) si et seulement si le pav'e
d’indice (−i;−j) est voisin du pav'e d’indice (0; 0). On en conclut que:
• si P−1;−1 est 4-voisin de P0;0 alors P1;1 est 4-voisin de P0;0 et ni P1;−1 ni P−1;1 ne
sont voisins de P0;0
• si P−1;−1 n’est pas voisin de P0;0 alors P1;1 n’est pas voisin de P0;0 et P1;−1 et
P−1;1 sont 4-voisins de P0;0
Si P−1;−1 et P0;0 sont 8-voisins alors P0;−1 et P−1;0 sont 8-voisins: en eMet sinon
– soit ils ne sont pas voisins, alors P−1;−1 et P0;0 seraient 4-voisins
– soit ils sont 4-voisins, alors P−1;−1 et P0;0 ne seraient pas voisins
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Par translation, on en d'eduit que P0;0 a 4 pav'es 8-voisins qui sont les pav'es d’indice
(±1;±1).
Demonstration du theoreme. nous allons montrer que si l’une des conditions
arithm'etiques du lemme est v'eri7'ee (conditions 'equivalentes aux conditions g'eom'etri-
ques du th'eorIeme), alors le pav'e origine a 4 pav'es 4-voisins et 4 autres pav'es 8-voisins,
sinon il a 6 pav'es 4-voisins.
Le pav'e d’indice (0; 0) est l’intersection des droites discrIetes:
D:
[
ax + by
!
]
=0 et D′:
[
cx + dy
!
]
=0:
Lorsque a=d=0 ou b= c=0, l’une des deux droites est horizontale et l’autre
verticale. Il est clair que dans ce cas le pav'e d’indice (0; 0) a 4 pav'es 4-voisins et 4
autres pav'es 8-voisins.
Les 4 cas suivants (a=0 ou b=0 ou c=0 ou d=0) correspondent au cas oIu l’une
des droites et une seule est horizontale ou verticale. Nous traiterons uniquement le cas
oIu a=0 et bcd =0, les autres cas se d'emontrant de maniIere analogue. Le point (0; 0)
appartient toujours au pav'e d’indice (0; 0). Nous allons d'eterminer les pav'es auxquels
appartiennent les points voisins de (0; 0), on en d'eduira les pav'es voisins de P0;0.
Comme = ad− bc¿0, on a −bc¿0: b et c sont de signe oppos'e. On a alors:
[g](1; 0)=
(
0;
[ c
!
])
=(0; j) avec j=0 ou − 1;
[g](−1; 0)=
(
0;
[−c
!
])
=(0;−1− j);
[g](0; 1)=
([
b
!
]
;
[
d
!
])
=(−1− j; j′) avec j′=0 ou − 1
[g](0;−1)=
([−b
!
]
;
[−d
!
])
=(j − 1− j′)
Si −1 − j= j′ (c’est-Ia-dire d et c de signe oppos'e), alors soit (0; 1) soit (0;−1)
appartient au pav'e d’indice (−1;−1). Ce dernier est donc 4-voisin du pav'e d’indice
(0; 0). D’aprIes le lemme pr'ec'edent on en conclut que dans ce cas P0;0 a 6 pav'es
4-voisins.
Si j= j′ (c et d sont de meˆme signe), les points 4-voisins de (0; 0) appartiennent tous
Ia P0;−1, P−1;0 ou P0;0, les deux premiers pav'es 'etant au moins 8-voisins. Cherchons
alors l’image des points 8-voisins de (0; 0):
[g](−1;−1)=
([−b
!
]
;
[−c − d
!
])
=(−1− j; j);
[g](1; 1)=
([
b
!
]
;
[
c + d
!
])
=(j;−1− j);
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[g](1;−1)=
([−b
!
]
;
[
c − d
!
])
=(−1− j; j′′) avec j′′=0 ou − 1;
[g](−1; 1)=
([
b
!
]
;
[−c + d
!
])
=
{
(j;−1− j′′) si c − d =0
(j; 0) si c − d=0:
Si j′′=−1−j et c−d =0 (c’est-Ia-dire c−d non nul et de signe oppos'e Ia b donc de
meˆme signe que c et d), alors (1;−1) ou (−1; 1) appartient au pav'e d’indice (−1;−1)
qui est donc au moins 8-voisin du pav'e d’indice (0; 0). Comme P−1;0 et P0;−1 sont
'egalement 8-voisins, on en conclut que le pav'e origine a 4 pav'es 8-voisins et 4 autres
pav'es 4-voisins.
Si j′′= j (c’est-Ia-dire c−d et b de meˆme signe) ou j′′=−1− j et c−d=0 (c’est-
Ia-dire c=d et b n'egatif), alors P−1;0 et P0;−1 sont 4-voisins. On en conclut, d’aprIes
le lemme pr'ec'edent, que le pav'e d’indice (0; 0) a 6 pav'es 4-voisins.
En r'esum'e: lorsque a=0, le pav'e d’indice (0; 0) a 6 pav'es 4-voisins sauf dans le
cas oIu c; d et c − d sont de meˆme signe et non nuls. Dans ce cas le pav'e d’indice
(0; 0) a 4 pav'es 4-voisins et 4 autres pav'es 8-voisins.
Il nous reste Ia 'etudier le cas oIu abcd =0. D'eterminons Ia nouveau l’image des points
4-voisins de (0; 0):
[g](1; 0)=
([ a
!
]
;
[ c
!
])
=(i; j) avec i; j=0 ou −1;
[g](−1; 0)=
([−a
!
]
;
[−c
!
])
=(−1− i;−1− j);
[g](0; 1)=
([
b
!
]
;
[
d
!
])
=(i′; j′) avec i′; j′=0 ou −1;
[g](0;−1)=
([−b
!
]
;
[−d
!
])
=(−1− i′;−1− j′):
Si i= j ou i′= j′ (c’est-Ia-dire a et c de meˆme signe ou b et d de meˆme signe),
l’un des 4 points 4-voisin de (0; 0) appartient au pav'e d’indice (−1;−1) qui est donc
4-voisin du pav'e d’indice (0; 0). Dans ce cas, d’aprIes le lemme, le pav'e d’indice (0; 0)
a donc 6 pav'es 4-voisins.
Si i = j et i′ = j′ (c’est-Ia-dire a et c de signe oppos'e et b et d de signe oppos'e), les
pav'es P0;−1 et P−1;0 sont au moins 8-voisins et on a:
[g](−1;−1)=
([−b
!
]
;
[−c − d
!
])
=(x; y) avec x; y=0 ou − 1;
[g](1; 1)=
([
b
!
]
;
[
c + d
!
])
=


(−1− x;−1− y) si a = − b et c = − d
(−1− x; 0) si a = − b et c=−d
(0;−1− y) si a=−b et c = − d
(0; 0) si a=−b et c=−d
[g](1;−1)=
([−b
!
]
;
[
c − d
!
])
=(x′; y′) avec x′; y′=0 ou − 1
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[g](−1; 1)=
([
b
!
]
;
[−c + d
!
])
=


(−1− x′;−1− y′) si a = b et c =d
(−1− x′; 0) si a = b et c=d:
(0;−1− y′) si a= bet c =d
(0; 0) si a= b et c=d:
Si x=y; a = − b et c = − d (c’est-Ia-dire a + b et c + d de meˆme signe et non
nuls) ou x′=y′; a = b et c =d (c’est-Ia-dire a−b et c−d de meˆme signe et non nuls),
alors l’un des 4 points 8-voisins de (0; 0) appartient au pav'e d’indice (−1;−1) qui est
donc au moins 8-voisin du pav'e d’indice (0; 0). Comme P0;−1 et P−1;0 sont au moins
8-voisins, on en d'eduit que le pav'e d’indice (0; 0) a 4 pav'es 4-voisins et 4 autres pav'es
8-voisins.
Les cas a=−b et c=−d ou a= b et c=d sont impossibles car le d'eterminant est
suppos'e diM'erent de z'ero.
Si x =y ou a=−b ou c=−d et x′ =y′ ou a= b ou c=d (c’est-Ia-dire a+b et c+d
de signes oppos'es ou nuls et a− b et c− d de signes oppos'es ou nuls), alors P0;−1 et
P−1;0 sont 4-voisins. On en conclut que le pav'e d’indice (0; 0) a 6 pav'es 4-voisins.
En r'esum'e: lorsque abcd =0, le pav'e d’indice (0; 0) a 4 pav'es 4-voisins et 4 autres
pav'es 8-voisins si a et c sont de signe oppos'e, b et d de signe oppos'e, a+ b et c+ d
non nuls et de meˆme signe ou a− b et c − d non nuls et de meˆme signe.
5. Conclusion
Graˆce aux applications quasi-a#nes nous avons un moyen facile de g'en'erer une
in7nit'e de pavages p'eriodiques du plan discret. Les pav'es sont des intersections de
droites discrIetes, c’est-Ia-dire des parall'elogrammes discrets. La p'eriode de ce pavage
d'epend du choix des coe#cients de l’AQA: lorsque l’AQA est d'eterminantale, nous
obtenons un pavage avec un seul pav'e. Le nombre de voisins d’un pav'e peut varier
entre 4 et 6. Dans le cas d'eterminantal il y a toujours soit 6 voisins soit 4 pav'es
4-voisins et 4 pav'es 8-voisins.
La d'e7nition des pav'es d’ordre n nous permet d’obtenir des pavages dont les pav'es
ont une forme plus g'en'erale que les parall'elogrammes discrets. Dans le cas d'eterminan-
tal il y a Ia nouveau un seul pav'e d’ordre n.
Nous n’avons pas donn'e d’algorithme permettant de d'eterminer l’ensemble des points
d’un pav'e, on pourra trouver cet algorithme dans [3]. On peut 'egalement y trouver
d’autres r'esultats sur les pav'es comme une 'etude des pav'es d’ordre n, une grammaire
permettant d’engendrer le bord des pav'es d’ordre n dans le cas d'eterminantal, une
m'ethode de g'en'eration de fractals Ia l’aide de pav'es.
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