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Abstract
Hidden Markov Models (HMMs) are probabilistic models that have been widely applied to
a number of fields since their inception in the late 1960’s. Computational Biology, Image
Processing, and Signal Processing, are but a few of the application areas of HMMs.
In this dissertation, we develop several new efficient learning algorithms for learning
HMM parameters.
First, we propose a new polynomial-time algorithm for supervised learning of the
parameters of a first order HMM from a state probability distribution (SD) oracle.
The SD oracle provides the learner with the state distribution vector corresponding
to a query string. We prove the correctness of the algorithm and establish the conditions
under which it is guaranteed to construct a model that exactly matches the oracle’s target
HMM. We also conduct a simulation experiment to test the viability of the algorithm.
Furthermore, the SD oracle is proven to be necessary for polynomial-time learning in the
sense that the consistency problem for HMMs, where a training set of state distribution
vectors such as those provided by the SD oracle is used but without the ability to query
on arbitrary strings, is NP-complete.
Next, we define helpful distributions on an instance set of strings for which polynomial-
time HMM learning from state distribution vectors is feasible in the absence of an SD
oracle and propose a new PAC-learning algorithm under helpful distribution for HMM
parameters. The PAC-learning algorithm ensures with high probability that HMM pa-
rameters can be learned from training examples without asking queries.
Furthermore, we propose a hybrid learning algorithm for approximating HMM pa-
rameters from a dataset composed of strings and their corresponding state distribution
vectors, and provide supporting experimental data, which indicates our hybrid algorithm
produces more accurate approximations than the existing method.
x
Chapter 1:
Introduction
1.1 Preliminaries
Probabilistic models are widely employed to emulate and predict the behavior of com-
plex stochastic systems across a large number of fields. Hidden Markov Models (Rabiner
1989), in particular, have been successfully applied in such areas as Speech Process-
ing (Rabiner 1989, Juang and Rabiner 1991) and Computational Biology (Eddy 1996,
Baldi, Chauvin, Hunkapiller and McClure 1993), due to the fact that they are especially
suited to represent time-varying signals of flexible length, such as speech, as well as ran-
domized sequences, such as DNA chains. Other areas of application of HMM include
Information Extraction (Scheffer, Decomain and Wrobel 2001) and Character Recogni-
tion (Vlontzos and Kung 1992). Since constructing the right model is crucial for the tasks
of emulation and prediction, accurately learning HMM parameters becomes a matter of
both theoretical and practical relevance.
Several approaches have been proposed for training HMMs from observations. The
most widely used method for HMM parameter estimation is by means of the well-known
Baum-Welch algorithm (Baum, Petrie, Soules and Weiss 1971, Baum 1972). The Baum-
Welch algorithm is a dynamic programming algorithm of the Expectation-Maximization
type (Dempster, Laird and Rubin 1977) for HMMs. The algorithm performs a reesti-
mation of the HMM parameters from an initial guess in order to (locally) maximize the
likelihood of a given sequence in the model. Each iteration of the algorithm converges
monotonically towards local maxima.
Although initially limited to training HMM parameters from a single observation se-
quence, the method have since been extended to training from multiple observations. The
first improvement in that direction imposed the assumption that the multiple sequences
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be statistically independent (Levinson, Rabiner and Sondhi 1983). One such approach
involves using the Baum-Welch algorithm separately on each individual observation to
obtain several HMM estimations (one per observation) that are later combined into a
single HMM (Davis, Lovell and Caelli 2002). Further combinatorial refinements to the
Baum-Welch algorithm have since allowed to prescind from the independence assumption
when training from multiple observations (Li, Parizeau and Plamondon 2000).
Many variations and alternative algorithms to Baum-Welch have been proposed for
training HMMs that maximize the likelihood of a set of sequences. Among the most
prominent of these methods are the segmental K-means algorithm for HMM (Juang and
Rabiner 1990), HMM induction by Bayesian model merging (Stolcke and Omohundro
1993), gradient descent optimizations for HMM estimation (Baldi and Chauvin 1994),
and class-specific Baum-Welch (Baggenstoss 2001).
The main drawback of the Baum-Welch based methods lies in a strong incidence of
the choice of initial guess. Depending on the initial parameters utilized, Baum-Welch
may converge to sub-optimal local maxima. Several try runs involving different initial
guesses are usually required to arrive to an optimal solution.
In this work, we adopt a different approach to HMM training. All the aforementioned
methods are maximum likelihood methods for HMMs. Their aim is to find optimal HMM
parameters that maximize the probabilities of a dataset of observations in the model.
In contrast, our approach to training HMMs involves learning HMM parameters that
associate to each sequence in the set a specific probability value.
Given a set of strings, each with an associated desired probability in the model, our
proposed method attempts to construct an HMM in which the probability of each string
in the training dataset evaluates to the target probability value. This provides a method
to construct a model that not only fits the occurrence of high probability sequences but
it also accounts for the incidence of low probability strings in the training set.
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In 1992, W.G. Tzeng (Tzeng 1992), proposed a supervised learning algorithm for
learning the parameters of a Probabilistic Automaton (PA) using an SD oracle. In
the supervised (or active or guided) learning framework (Angluin 1988), an oracle (the
teacher) correctly answers the queries posed by a learning algorithm (student). Based
on Tzeng’s work, we propose a new efficient algorithm that, using the SD oracle, learns
the parameters of an HMM. The oracle provides the learning algorithm with string prob-
abilities in the form of state distribution vectors (string probabilities distributed over
HMM states). From those state distribution vectors, the learning algorithm computes
the parameters of the target model.
We show that the SD oracle is necessary for learning HMM parameters from state
distribution vectors by proving a theorem stating that the consistency problem for HMM
using state distribution vectors is NP-Complete. This result demonstrates that the SD
oracle ability to supply the state distribution vectors of arbitrary strings is necessary for
exactly learning HMM parameters from state distribution vectors. In other words, the
problem of exactly learning HMM parameters from a set of state distribution vectors
without such ability is intractable (under the assumption that P 6= NP). We establish
a sufficient set of conditions on the target HMM under which our learning algorithm is
guaranteed to find an exact solution for the target HMM.
We also define a family of helpful distributions and provide an alternative learning
framework for our HMM learning algorithm under which polynomial-time learning from
state distributions vectors in the absence of the SD oracle becomes feasible.
We propose a new PAC-algorithm under these helpful distributions for learning the
parameters or a target HMM from a set of strings and their state distribution vectors.
In the remainder of this chapter the necessary notation and definitions will be intro-
duced.
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Chapter 2 describes the SD oracle, and presents the active learning algorithm in
detail. It incorporates proof of the algorithm correctness and analysis of its complex-
ity. Additionally, it presents the results of our simulation experiments that confirm the
algorithm’s viability.
In Chapter 3, the use of the SD oracle for efficient active learning will be justified based
on the fact that the consistency problem for HMM, using a training dataset consisting
of the same information carried by the SD oracle —state distribution vectors— is NP-
Complete.
Chapter 4, elaborates alternative learning frameworks for the learning algorithm from
state distribution vectors in the absence of the SD oracle and introduces our PAC-learning
algorithm under helpful distributions.
In Chapter 5, we present a hybrid algorithm to approximate the parameters of an
HMM from state distribution vectors that improves on a current approach for training
HMM parameters from generating probabilities.
1.1.1 Notation
Let ~w[i] represent the ith element of an arbitrary n-dimensional row vector ~w .
Let ~W [i] represent the ith row of a matrix ~W .
Let ~W [i, j] represent the element in the ith row and jth column of a matrix ~W .
Given two arbitrary (n ×m)-dimensional matrices ~V and ~W , it will be written ~V ≥ ~W
to denote that ∀( 1 ≤ i ≤ n, 1 ≤ j ≤ m) : ~V [i, j] ≥ ~W [i, j] .
Let ~0n be the n-dimensional zero row vector : ∀( 1 ≤ i ≤ n) : ~0n[i] = 0 .
Let ~1n be the n-dimensional one row vector : ∀( 1 ≤ i ≤ n) : ~1n[i] = 1 .
Let ~0n×n denote the (n× n) zero matrix : ∀( 1 ≤ i, j ≤ n) : ~0n×n[i, j] = 0 .
Let ~In denote the (n× n) identity matrix.
Let ~v
T
denote the transpose of a vector ~v .
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Let J~u,~v, ~wK denote the row vector obtained by concatenating row vectors ~u, ~v, and ~w .
Let ~ei be an n-dimensional row vector such that:
~ei[j] =


1 if j = i ,
0 if j 6= i ,
∀( 1 ≤ i, j ≤ n) .
Note that [~e1
T , ~e2
T , . . . , ~en
T ] = ~In.
1.1.2 Definitions
A (row) vector ~v = {v1, . . . , vn} is stochastic if
n∑
i=1
~v [i] = 1, and ∀( 1 ≤ i ≤ n) : ~v [i] ≥ 0 .
A matrix is stochastic if all its rows are stochastic.
Definition 1.1. A Deterministic Finite Automaton (DFA) A = (Q,Σ, δ, q1, F ) is a
5-tuple where:
– Q = {q1, . . . , qn} is a finite set of states,
– Σ = {σ1, . . . , σm} is a finite, non-empty alphabet of (input) symbols,
– δ : Q× Σ→ Q is a transition function,
– q1 ∈ Q is the initial state,
– F ⊆ Q is a set of final states.
Definition 1.2. A Probabilistic Automaton (PA) R = (Q,Σ, δ, ρ, F ) is a 5-tuple where:
– Q = {q1, . . . , qn} is a finite set of states,
– Σ = {σ1, . . . , σm} is a finite, non-empty alphabet of (input) symbols,
– δ : Q×Q× Σ→ [0, 1] is a transition probability function such that:
n∑
j=1
δ(qi, qj, σ) = 1 ∀(σ ∈ Σ, 1 ≤ i ≤ n) ,
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– ρ : Q→ [0, 1] is an initial state probability distribution such that:
n∑
i=1
ρ(qi) = 1 ,
– F ⊆ Q is a set of final states.
1.2 Hidden Markov Models
A Discrete Hidden Markov Model is a symbol-generating automaton composed of a finite
set of states, each of which has associated an independent probability distribution called
the Display Probability Distribution (DPD). A starting state is chosen according to an
Initial State Probability Distribution (ISPD). Each time a state is visited it ‘emits’ a sym-
bol —an observation— from a finite alphabet according to the state’s DPD. Transitions
among the states follow a set of probabilities called the Transition Probability Distrib-
ution (TPD). The HMM output is the string of display symbols generated during this
process. The states visited in emitting the strings are however not visible, and account
for the ‘hidden’ adjective in the model’s name. Unlike PA where transitions are driven
by an input string of symbols, HMMs are sequence (string) generating automata. The
symbol generating process is detailed in Sec. 1.2.3.
Hidden Markov Models are currently implemented as the main modeling method
in such diverse and relevant applications as speech recognition (Lee, Hon, Hwang and
Huang 1990), DNA profiling (Haussler, Krogh and Mian 1994, Hughey and Krogh 1996),
protein modeling (Karplus, Sjolander and Sanders 1997, Krogh, Brown, Mian, Sjolander
and Haussler 1993), visual recognition (Starner and Pentland 1995), and traffic surveil-
lance (L. Eikvil 2001).
Figure 1.1 shows an example HMM with three states. A formal definition follows.
Definition 1.3. A Hidden Markov Model (HMM) U is a 5-tuple U = (Q,Σ, δ, β, ρ):
– Q = {q1, . . . , qn} is a finite set of states,
6
0.6
0: 0.1
1: 0.9
q1 0.5
0.3
0: 0.8
1: 0.2
q2 0.30.2
0: 0.4
1: 0.6
0.2
0.5
0.1
0.2
q3
0.70.1
0.3
Figure 1.1: An example HMM with three states (Q = {q1, q2, q3}), represented by the
rectangular boxes, emitting two display symbols (Σ = {0, 1}). The arrows represent the
TPD. The lower part of the boxes shows the DPD on each state. The top right corner
of each state shows the ISPD of the corresponding state.
– Σ = {σ1, . . . , σm} is a finite, non-empty alphabet of (display) symbols,
– δ : Q×Q→ [0, 1] is a transition probability function —the TPD, such that:
n∑
j=1
δ(qi, qj) = 1 ∀( 1 ≤ i ≤ n) ,
– β : Q× Σ→ [0, 1] is a display probability function —the DPD, such that:
m∑
h=1
β(qi, σh) = 1 ∀( 1 ≤ i ≤ n) ,
– ρ : Q→ [0, 1] is an initial state probability distribution —the ISPD, such that:
n∑
i=1
ρ(qi) = 1 .
Without loss of generality, the alphabet Σ will be assumed to be Σ = {0, 1} unless
otherwise noted. In the context of this work, the term HMM is used as a synonym
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for Discrete Hidden Markov Models which are the sole focus of this research. There is,
however, actual and useful distinction in the literature for HMMs where the observations
at each state are allowed to follow a continuous, rather than a discrete, distribution.
1.2.1 Theory Assumptions
Several assumptions are significant to HMM Theory:
– Markov Assumption: The probability of the next state to be visited depends only
on the current state. In other words, there is a lack of memory in the model of any
previously visited states other than the current state1.
– Output Independence Assumption: The symbol to be emitted by the current HMM
state is statistically independent of the symbols previously displayed.
– Stationary Assumption: The transition probabilities are independent of the time
at which the transition actually takes place.
1.2.2 Matrix Notation
For algebraic convenience, the probability distributions of an HMM U consisting of n =
|Q| states, and an alphabet of m = |Σ| symbols, will frequently be expressed in matrix
form (see Table 1.1) U = (Q,Σ, ~M,
{
~Dσ1 , . . . , ~Dσm
}
, ~p ) where:
– The ISPD ρ is represented by the n-dimensional stochastic vector ~p , such that:
~p [i] = ρ(qi) ∀( 1 ≤ i ≤ n) .
– The TPD δ is represented by the (n × n)-dimensional stochastic matrix ~M , such
that:
~M [i, j] = δ(qi, qj) ∀( 1 ≤ i, j ≤ n) .
1This assumption actually transforms the HMM into a first-order HMM which is the focus of this
work.
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Table 1.1: Matrix notation ISPD, TPD, and DPD for the alphabet symbols 0 and 1
corresponding to the example HMM shown in Fig. 1.1.
ISPD TPD DPD
~p ~M ~D0 ~D1
[.5 .3 .2]

.1 .6 .3.2 .7 .1
.5 .2 .3



.1 0 00 .8 0
0 0 .4



.9 0 00 .2 0
0 0 .6


– The DPD β is represented by a family ofm diagonal (n×n)-matrices
{
~Dσ1 , . . . , ~Dσm
}
,
such that:
~Dσ[i, j] =


β(qi, σ) if j = i ,
0 if j 6= i ,
∀(σ ∈ Σ, 1 ≤ i, j ≤ n) .
It is important to remark that due to the stochastic nature of the functions ρ, δ, and β
as described in Definition 1.3, the following equations hold:
n∑
j=1
~M [i, j] = 1 ∀( 1 ≤ i ≤ n) , (1.1a)
∑
σ∈Σ
~Dσ = ~In , (1.1b)
n∑
i=1
~p [i] = 1 . (1.1c)
1.2.3 String Generation
Let U = (Q,Σ, δ, β, ρ) be an HMM. Let st denote the state of U visited at time t. The
process of generating a string of symbols by an HMM consists of the following steps:
– At time t = 1, a state from Q is chosen as the starting state according to the ISPD:
Pr(s1 = qi | U) = ρ(qi) = ~p [i] .
– Each time a state qi ∈ Q is visited, it emits a display symbol σj ∈ Σ according to
its DPD:
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Pr(σj | st = qi, U) = β(qi, σj) = ~Dσj [i, i] .
– At time t+ 1 a transition to a state st+1 ∈ Q occurs following the model’s TPD:
Pr(st+1 = qj | st = qi, U) = δ(qi, qj) = ~M [i, j] .
1.2.4 String Generating Probability
Let x : o1o2 · · · ok, x ∈ Σ
+ represent a length k string of symbols from the HMM alphabet
Σ. A problem of interest to HMM theory is computing the generating probability of a
string, Pr(x | U), in the model.
Let Qk denote the set of all possible sequences of states from the state set Q of length k.
Assuming all state transitions are possible, the generating probability Pr(x | U) can be
computed as:
Pr(x | U) =
∑
{S:S∈Qk}
Pr(x | S, U)× Pr(S | U) (1.2)
This computation however is in practice unfeasible requiring operations in the order of
2k × |Q|k. Let S ∈ Qk, S : s1s2 · · · sk denote a k-length sequence of states:
– Computing Pr(x | S, U) = β( s1, o1) × β( s2, o2) × · · · × β( sk, ok) requires |k| − 1
multiplications.
– Computing Pr(S | U) = ρ(s1)× δ(s1, s2)× · · · × δ(sk−1, sk) takes |k| − 1 multipli-
cations.
Therefore, computing the product Pr(x | S, U) × Pr(S | U) for each possible k-length
sequences of states S takes (| k| − 1) + (| k| − 1) + 1 = 2| k| − 1 multiplications.
Since at each time t = 1, . . . , k there are |Q| possible states to transition to, there is a
total of |Q|k possible state sequences to generate the string x. Hence (|Q|k − 1) sums
and (|Q|k) × (2| k| − 1) multiplications are necessary in order to compute Pr(x | U)
from (1.2). An alternative efficient method to compute Pr(x | U) is by means of the
Forward Algorithm described in the following section.
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The Forward Algorithm
The Forward Algorithm (Rabiner 1989) is a dynamic programming algorithm to compute
the generating probability in the model of a given string. In order to obtain the generating
probability of a string x, the algorithm recursively computes the state distribution vector
of every prefix substrings of x. The definition of state distribution vectors —also known
as forward vectors in the literature— as well as the algorithm description follows.
Definition 1.4. Given an HMM U = (Q,Σ, δ, β, ρ) and a display string x = o1o2 · · · ok,
x ∈ Σ+, the State Distribution Vector ~PU(x) induced by x, is the n-dimensional row
vector whose ith component ~PU(x)[i], contains the joint probability of the string x being
generated by the model, and qi being the last state visited by the HMM in generating x
—i.e ok, the last symbol in x, is emitted by the state qi :
~PU(x)[i] = ~PU( o1o2 · · · ok)[i] = Pr( o1o2 · · · ok , sk = qi | U) (1.3)
The generating probability Pr(x | U) of string x given the model can therefore be
computed as:
Pr(x | U) =
n∑
i=1
Pr(x , sk = qi | U) =
n∑
i=1
~PU(x)[i] .
The Forward Algorithm performs the following recursive computation:
1. For i = 1, . . . , n:
~PU( o1)[i] = ρ(qi)× β(qi, o1) .
2. For j = 1, . . . , n:
~PU( o1 · · · ok−1ok)[j] =
n∑
i=1
(
~PU ( o1 · · · ok−1) [i]× δ(qi, qj)
)
× β(qj, ok) .
3. Termination:
Pr( o1o2 · · · ok | U) =
n∑
i=1
~PU( o1o2 · · · ok)[i] .
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The first step of the algorithm computes the state distribution vector of a string com-
posed of a single symbol from the alphabet (strings of length one). This step clearly takes
n multiplications to produce the state distribution vector since the value of each element
in the vector is computed by means of a single product. The second step recursively
computes the state distribution vector of a string of length k > 1 from the state distrib-
ution vector of its (k − 1) length prefix. Each of the n elements of the state distribution
vector in this step requires (n + 1) multiplications and (n − 1) sums to be performed,
hence a total of n× ((n+1)+(n−1)) = 2n2 operations are carried out in step 2 for each
iteration. In computing the generating probability of a string of length k, step 2 of the
algorithm would be iterated (k − 1) times performing a total of (k − 1)(2n2) operations.
The termination step simply sums up all the elements of the state distribution vector
of the input string to obtain its generating probability. This step requires (n− 1) sums
to be carried out. The algorithm then performs a total of n + (k − 1)(2n2) + (n − 1) =
(2k − 2)n2 + 2n − 1 = O(k × n2) operations, a notable improvement over the previous
approach.
For convenience, in the remainder of this work, a version of the Forward Algorithm
(without the termination step) using the matrix notation of Sec. 1.2.2 will be utilized in
computing state distribution vectors:
1. ~PU(σ) = ~p · ~Dσ , ∀(σ ∈ Σ) , (1.4a)
2. ~PU(xσ) = ~PU(x) · ~M · ~Dσ , ∀
(
σ ∈ Σ , x ∈ Σ+
)
. (1.4b)
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Chapter 2:
Supervised HMM Learning
The teacher-student learning model (Angluin 1988), consists of an oracle (a teacher
or expert), correctly answering the learning algorithm (learner) queries about a target
concept. A concept c is defined as any subset of a given domain X . A concept class C
is a set of concepts. The learner’s task consists of presenting a hypothesis h ⊆ X that
matches the target concept exactly. The learner has to output such hypothesis in time
polynomial in the size of its input and target concept representation. Additionally, the
number of queries formulated by the learner must be bounded by a polynomial function
of the size of the target concept.
Many different types of queries have been proposed within this framework such as
equivalence, membership, subset, and superset queries, each requiring the availability of
different kinds of oracles. In an equivalence query, the learner presents the oracle an
hypothesis h and the oracle answers ‘yes’ if the hypothesis matches the target concept
(h = c) or provides the learner with a ‘counterexample’, an instance x ∈ X belonging to
the symmetric difference (h⊕c) of h and c, otherwise. In amembership query, the input to
the oracle is an instance x ∈ X and the output is ‘yes’, if x ∈ c, or ‘no’ if x 6∈ c. A subset
query has for input an hypothesis h and the oracle returns ‘yes’ if h ⊆ c, or an instance
x ∈ (h− c) otherwise. In a superset query the learner presents the oracle a hypothesis h,
and the oracle returns ‘yes’ if h ⊇ c, or an instance x ∈ (c − h) . A general problem in
Computational Learning Theory, lies in determining, for each concept class, a minimal set
of query combinations that allows the learner to learn the class in an efficient manner. It
has been shown (Angluin 1988), for example, that DFAs cannot be efficiently learned by
using exclusively either membership or equivalency queries, but that polynomial learning
can be achieved by a learner combining both types of queries (Angluin 1987).
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Membership queries alone are not sufficient to efficiently learn PAs either (Tzeng
1992), where a membership oracle returns the accepting probability of a queried strings.
By extension, HMMs cannot be efficiently learn using a generating probability oracle,
requiring the use of a stronger oracle. Our HMM learning algorithm uses an SD oracle
as a teacher.
2.1 The SD Oracle
When supplied a string x of symbols as input by the algorithm, the SD oracle returns the
state distribution vector ~PU(x) associated with the string x. As shown previously, state
distribution vectors can be computed in polynomial time by using the Forward Algorithm
described in Sec. 1.2.4. Although a state distribution vector, carries more information
than just the generating probability —the generating probability is actually its vector
sum, it will be shown in Chapter 3 that the information carried by the SD oracle is
minimal in the sense that it is not sufficient for learning HMM parameters without the
ability to query specific strings. Namely, the consistency problem for HMMs, using state
distribution vectors as training examples belongs to the class of NP-Complete problems.
2.2 The Supervised Learning Algorithm
The algorithm proposed, shown in Fig. 2.1, learns the ISPD, TPD, and DPD of a first
order HMM, when given as input the HMM state set Q, and display alphabet Σ, and
provided with access to an SD oracle for the target HMM.
In order to learn the TPD the algorithm attempts to find a basis ~B of linearly
independent state distribution vectors, where each row ~B[i] of the matrix ~B is the state
distribution vector ~PU(xi) of a string xi ∈ Σ
+ in the target HMM (lines 1–16). These
state distribution vectors are obtained by querying the SD oracle, represented in the
algorithm by the function SD().
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Algorithm SupLearnHMM (Q,Σ)
1. StringQueue←− EMPTY(Queue) ;
2. for each σ ∈ Σ do
3. StringQueue←− StringQueue ∪ {σ} ;
4. end ;
5. ~B ←− EMPTY(Matrix) ;
6. while (StringQueue not EMPTY) and (RANK( ~B) < |Q|) do
7. x←− FIRST(StringQueue) ;
8. StringQueue←− StringQueue− {x} ;
9. ~dx ←− SD(x) ;
10. if ~dx /∈ SPAN( ~B) then
11. ~B ←− APPEND ROW(~dx) ;
12. for each σ ∈ Σ do
13. StringQueue←− StringQueue ∪ {xσ} ;
14. end ;
15. end ;
16. end ;
17. ~p ←− ~0n ;
18. for each σ ∈ Σ do
19. ~p ←− ~p + SD(σ) ;
20. ~Wσ ←− EMPTY(Matrix) ;
21. for each ~dx ∈ ~B do
22. ~Wσ ←− APPEND ROW(SD(xσ)) ;
23. end ;
24. end ;
25. ~W ←−
∑
σ∈Σ
~Wσ ;
26. solve for ~M the matrix system:
~B · ~M = ~W
~M ·~1
T
n = ~1
T
n
~M ≥ ~0n×n ;
27. solve for the matrices Dσ the following system of matrix equations:
~B · ~M · ~Dσ = ~Wσ
~Dσ ≥ ~0n×n
}
∀(σ ∈ Σ)∑
σ∈Σ
~Dσ = ~In ;
28. if solutions were found for ~M , and each ~Dσ then:
29. return (Q,Σ, ~M,
{
~Dσ1 , . . . , ~Dσm
}
, ~p ) ;
30. else return (not exists) ;
Figure 2.1: Algorithm SupLearnHMM to learn the parameters of an HMM.
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The algorithm then proceeds by producing a family of |Σ| matrices ~Wσ —one for
each σ ∈ Σ, where row ~Wσ[i] of ~Wσ is generated by querying the SD oracle on the state
distribution vector of the string xiσ, such that xi is the string that has row ~B[i] of ~B as
its state distribution vector ~PU(xi) (lines 18–24). A matrix ~W is then computed as the
sum of all the matrices ~Wσ (line 25).
Given that each row of ~B is the state distribution vector of a string x and the corre-
sponding row of ~Wσ is the state distribution vector of the suffix string xσ, the following
equation holds for each corresponding row of ~B and ~Wσ:
~PU(x) · ~M · ~Dσ = ~PU(xσ)
And therefore:
~B · ~M · ~Dσ = ~Wσ (2.1)
Summing up (2.1) over all σ ∈ Σ:
~B · ~M ·
∑
σ∈Σ
~Dσ =
∑
σ∈Σ
~Wσ
~B · ~M · ~In = ~W
~B · ~M = ~W . (2.2)
The algorithm requires solving the matrix system in (2.2) for ~M in order to obtain the
TPD (line 26). The additional equations shown in line 26 are included to ensure any
solution for ~M is stochastic.
The ISPD ~p is computed in (lines 17–19) as the sum of the state distribution vectors
of all the strings of length one in the alphabet as shown in (2.3):
Summing (1.4a) over all σ ∈ Σ:
∑
σ∈Σ
~PU(σ) = ~p ·
∑
σ∈Σ
~Dσ
= ~p · ~In = ~p . (2.3)
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Finally, the algorithm computes the DPD by solving (2.1) for each of the ~Dσ matrices
(line 27).
2.2.1 Correctness
If a full basis ~B of n linearly independent state distribution vectors is found, the algorithm
returns the ISPD, TPD, and DPD of the target HMM U∗. Otherwise, if a solution to
the system of line 26 is obtained but the matrix ~B has rank less than n, the parameters
of the HMM U learned may not be those of the target HMM U∗. However, as stated in
Theorem 2.1 below concerning the correctness of the algorithm, for every string x ∈ Σ+,
the state distribution vectors associated with x in the HMMs U and U∗ are identical.
Theorem 2.1. Let U∗ = (Q,Σ, δ, β, ρ) be a target HMM and U be the corresponding
HMM learned by the algorithm in Fig. 2.1. Then for all x ∈ Σ+, ~PU(x) = ~PU∗(x) .
Proof. Let S = {x1, . . . , xr} ⊆ Σ
+ be the set of r ≤ |Q| strings that have for state distri-
bution vectors the rows { ~B[1], . . . , ~B[r]} of the basis ~B found by the learning algorithm
—i.e. for i = 1, . . . , r : ~B[i] = ~PU(xi).
Let S0 = S and Sk = {xy : x ∈ S, and |y| = k} ∪ {σy : σ ∈ Σ, σ 6∈ S, and |y| = k − 1},
the set of suffixes of the strings x in the set S of length |x|+ k together with the strings
of length k whose first symbol is not a string in S. Note that:
∞⋃
k=0
Sk = Σ
+.
Theorem 2.1 is proven by induction on k:
– Base step : for x ∈ S0 ∪ S1 it follows from the algorithm that ~PU(x) = ~PU∗(x) .
– Inductive step: Assuming ~PU(x) = ~PU∗(x),∀(x ∈ Sk).
Consider the string xσ ∈ Sk+1:
~PU(xσ) = ~PU(x) · ~M · ~Dσ
= ~PU∗(x) · ~M · ~Dσ .
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Since the matrix ~B spans the set {~PU∗(x) : x ∈ Σ
+}, the vector PU∗(x) can be
written as a linear combination of the rows ~B[i] of ~B:
~PU(xσ) =
(
r∑
i=1
ai ~B[i]
)
· ~M · ~Dσ
=
r∑
i=1
ai
(
~B[i] · ~M · ~Dσ
)
.
From the matrix system of line 27 of the algorithm, as per (2.1):
~PU(xσ) =
r∑
i=1
ai
(
~B[i] · ~M∗ · ~D∗σ
)
=
r∑
i=1
(
ai ~B[i]
)
· ~M∗ · ~D∗σ
= ~PU∗(x) · ~M
∗ · ~D∗σ
= ~PU∗(xσ) .
2.2.2 Complexity
Theorem 2.2. Algorithm SupLearnHMM has polynomial sample and time complexities
in n = |Q| and m = |Σ| .
Proof. The first part of the algorithm (lines 1–16) is dominated by the computational
cost of querying the SD oracle and testing whether each state distribution vector obtained
from the oracle adds to the rank of the matrix ~B. The algorithm parses a lexicographical
tree of strings in breath first search order. The first level nodes are the symbols of Σ,
the second level nodes are the strings of exactly two symbols, etc. Once a string x is
encountered whose state distribution vector is already in the span of ~B, the subtree of
strings rooted at x (all suffixes of x) is eliminated from future parsing. This implies that
the deepest tree level reachable by the algorithm while parsing is n (strings of length n).
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Let li represent the number of (linearly independent) state distribution vectors appended
to ~B during the level i, (i = 1, . . . , n) parse. Then since ~B can at most have n linearly
independent rows:
n∑
i=1
li ≤ n .
Once parsing level k + 1, only the m one-symbol suffixes to each of the lk strings whose
linearly independent state distribution vectors were incorporated to ~B in the previous
level (level k) still remain in the queue for consideration. The number of queries to the
SD oracle (sample complexity) performed by the algorithm during the parsing is therefore
bound by:
n∑
i=1
(li ×m) = m×
n∑
i=1
li ≤ m× n .
As explained in Sec. 1.2.4, the state distribution vectors can be computed by the Forward
Algorithm in O(n3)(for strings of length n) . Evaluating whether a state distribution
vector ~v is in the span of the matrix ~B (line 16) involves computing the rank of the
augmented matrix resulting from appending ~v as a new row of ~B . The rank computation
can be performed using singular value decomposition which for an (n×n) matrix involves
O(n3) multiplications (Chan 1982). The total complexity for the first section of the
algorithm (lines 1–16) is therefore (m×n)(n3+n3) = O(m×n4) which is polynomial in
m and n .
In lines 17–24, the algorithm queries the state distribution vector of all of the m
one-symbol suffixes for the strings whose state distribution vectors form the rows of ~B.
This produces a maximum of (m × n)(n + 1)3 operations (worst case scenario ~B has
n rows with some of them being state distribution vectors corresponding to strings of
length n).
The last section of the algorithm, involves finding feasible solutions (not necessarily
optimal) to the positive matrix systems in lines 26, and 27, which can be solved using
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linear programming techniques in polynomial time also (Karmarkar 1984). It is then
concluded that algorithm produces an answer in polynomial time in n and m as well.
2.2.3 Simulation Results
A simulation experiment has been devised in order to test the viability of the learning
algorithm. The experiment consisted of constructing 1,000 HMMs for each of several
combinations of n = |Q| and m = |Σ|. For each target HMM, the values of its ISPD,
TPD, and DPD were randomly generated. The learning algorithm was then used to
obtain the basis ~B of state distribution vectors and the number of queries to the SD
oracle performed by the algorithm was recorded.
Table 2.1 shows the average number of queries to the SD oracle required by the learn-
ing algorithm in order to obtain a full basis ~B of linearly independent state distribution
vectors. As seen from the table, the average number of queries performed is nearly the
size n of the HMM state set Q.
It was also observed throughout the experiment that in less than one percent of
the HMMs constructed, the matrix ~B of linearly independent state distribution vectors
obtained by the learning algorithm had a rank smaller than n = |Q| .
Table 2.1: Average number of queries performed to obtain a basis of linearly independent
distribution vectors corresponding to a randomly generated HMM of n = |Q| states and
m = |Σ | display symbols.
n
5 6 7 10 15 20 25 30
2 5.02 6.02 7.02 10.03 15.07 20.75 29.34 43.83
3 5.04 6.05 7.04 10.06 15.08 20.20 25.74 33.17
m 4 5.08 6.08 7.06 10.08 15.11 20.13 25.38 31.20
5 5.13 6.12 7.09 10.13 15.15 20.23 25.44 30.67
10 5.29 6.35 7.37 10.34 15.55 20.68 26.08 31.53
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2.2.4 Conditions for the Existence of a Full Basis of State Distribution
Vectors
There are a number of conditions on the parameters of a target HMM that although not
necessary, are indeed sufficient to guarantee the existence of a full basis of state distribu-
tion vectors from the HMM. Such conditions are established and proved by Lemma 2.4,
and subsequent Theorems 2.3 and 2.4.
Several definitions and lemmas from elementary linear algebra that are required in
order to state the conditions and prove the theorems stating the existence of a basis, are
given first.
Definition 2.1. A non-zero row vector ~v is a left eigenvector of a square matrix ~A if
and only if there is a scalar λ, such that (~v · ~A) = λ× ~v.
Note: The usual right —i.e. column— eigenvectors will be referred from now on simply as
‘eigenvectors’. When referring to left —i.e. row eigenvectors— the term ‘left eigenvector’
will be explicitly used.
Lemma 2.1. A non-zero row vector ~v is a left eigenvector of a square matrix ~A corre-
sponding to the eigenvalue λ if and only if ~v
T
is an eigenvector of ~A
T
corresponding to
λ (i.e. ( ~A
T
· ~v
T
) = λ× ~v
T
).
Proof. (~v · ~A) = λ× ~v ⇐⇒ (~v · ~A)
T
= (λ× ~v)
T
⇐⇒ ~A
T
· ~v
T
= λ× ~v
T
.
Definition 2.2. The spectrum of a square matrix ~A is the set containing all the eigen-
values of ~A.
Lemma 2.2. The eigenvectors ~v1, ~v2, . . . , ~vn of a matrix ~A corresponding to distinct
eigenvalues λ1, λ2, . . . , λn are linearly independent.
Lemma 2.3. Let ~A be an (n × n) matrix having a spectrum of n distinct eigenvalues
{λ1, λ2, . . . , λn}, then ~A has the following Spectral (or Eigen) Decomposition:
~A = ~R · ~Λ · ~R−1 ,
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where:
– ~Λ is the (n × n) diagonal matrix whose main diagonal contains the eigenvalues of
~A
(
∀(1 ≤ i ≤ n) : ~Λ[i, i] = λi
)
:
~Λ =


λ1 0 · · · 0
0 λ2
. . .
...
...
. . . . . . 0
0 · · · 0 λn


.
– ~R = [~v1 ~v2 · · · ~vn] is the (n × n) matrix whose columns are linearly independent
eigenvectors of ~A, such that ~vi is the eigenvector corresponding to the eigenvalue λi
of ~A, i = 1 . . . , n.
– ~R−1 is the matrix inverse of ~R. The rows of ~R−1 are the left eigenvectors of ~A,
such that for i = 1, . . . , n , row ~R−1[i] is the left eigenvector corresponding to the
eigenvalue λi .
Lemmas 2.2 and 2.3 above are well-known results from elementary linear algebra. See (Hohn
1958) and (Goode 1991) for details of their proofs.
Lemma 2.4. Let ~W be an (n × n)-dimensional matrix such that the spectrum of ~W
consists of n distinct eigenvalues. Let {λ1, λ2, . . . , λn} and (~R · ~Λ · ~R
−1) be the spectrum
and the spectral decomposition, respectively, of ~W .
Let ~u be an n-dimensional row vector, ~u = [k1 k2 · · · kn] · ~R
−1 such that ∀(1 ≤ i ≤ n) :
ki 6= 0 .
Then, the vector set
{
~u, (~u · ~W ), (~u · ~W 2), . . . , (~u · ~W n−1)
}
is linearly independent.
Proof. Let c1, c2, . . . , cn be any constants such that:
c1 × ~u+ c2 × (~u · ~W ) + c3 × (~u · ~W
2) + · · ·+ cn × (~u · ~W
n−1) = ~0
T
n .
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Let P (x) be the polynomial:
P (x) = c1 × x
0 + c2 × x
1 + c3 × x
2 + · · ·+ cn × x
n−1 .
Then:
c1 × ~u+ c2 × (~u · ~W ) + c3 × (~u · ~W
2) + · · ·+ cn × (~u · ~W
n−1) = ~0
T
n
⇐⇒ ~u ·
(
c1 × ~In + c2 × ~W + c3 × ~W
2 + · · ·+ cn × ~W
n−1
)
= ~0
T
n
⇐⇒ ~u · P ( ~W ) = ~0
T
n
⇐⇒
(
[k1 k2 · · · kn] · ~R
−1
)
· P (~R · ~Λ · ~R−1) = ~0
T
n
⇐⇒
(
[k1 k2 · · · kn] · ~R
−1
)
·
(
~R · P (~Λ) · ~R−1
)
= ~0
T
n
⇐⇒ [k1 k2 · · · kn] ·
(
~R−1 · ~R
)
· P (·~Λ) · ~R−1 = ~0
T
n
⇐⇒ [k1 k2 · · · kn] · ~In · P (·~Λ) · ~R
−1 = ~0
T
n
⇐⇒ [k1 k2 · · · kn] · P (·~Λ) · ~R
−1 = ~0
T
n
⇐⇒ [k1 k2 · · · kn] ·


P (λ1) 0 · · · 0
0 P (λ2)
. . .
...
...
. . . . . . 0
0 · · · 0 P (λn)


· ~R−1 = ~0
T
n
⇐⇒ [k1P (λ1) k2P (λ2) · · · knP (λn)] · ~R
−1 = ~0
T
n
Since the rows of ~R−1 are linearly independent vectors:
[k1P (λ1) k2P (λ2) · · · knP (λn)] · ~R
−1 = ~0
T
n
⇐⇒ k1P (λ1) = k2P (λ2) = · · · = knP (λn) = 0
⇐⇒ P (λ1) = P (λ2) = · · · = P (λn) = 0 (since ki 6= 0,∀(1 ≤ i ≤ n)) .
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P (λ1) = P (λ2) = · · · = P (λn) = 0 implies that the polynomial P (x) is either null
(P (x) = 0), or it has {λ1, λ2, . . . , λn} as n distinct roots which contradicts the fact
that P (x) has at most degree n − 1. Therefore, P (x) = 0 and hence c1 = c2 = · · · =
cn = 0. Consequently the n vectors in
{
~u, (~u · ~W ), (~u · ~W 2), . . . , (~u · ~W n−1)
}
are linearly
independent and form a basis.
Theorem 2.3. Let U=(Q,Σ, ~M,
{
~Dσ1 , . . . , ~Dσm
}
, ~p ) be an HMM such that:
1. ∃σ, σ ∈ Σ, such that the spectrum of the matrix ( ~M · ~Dσ) consists of n distinct
eigenvalues.
2. The row vector (~p · ~Dσ) can be expressed as a linear combination of the n-linearly
independent left eigenvectors of ( ~M · ~Dσ) with no null coefficients in the linear
combination.
Then, the set of state distribution vectors
{
~PU(σ), ~PU(σσ), . . . , ~PU(σ
n)
}
is linearly inde-
pendent.
Proof. Since ∀(1 ≤ i ≤ n) : ~PU(σ
i) = (~p · ~Dσ) · ( ~M · ~Dσ)
i−1 :
~PU(σ) = (~p · ~Dσ)
~PU(σσ) = (~p · ~Dσ) · ( ~M · ~Dσ)
...
~PU(σ
n) = (~p · ~Dσ) · ( ~M · ~Dσ)
n−1 .
Hence, taking ~u = (~p · ~Dσ), and ~W = ( ~M · ~Dσ) by Lemma 2.4, the vectors{
~PU(σ), ~PU(σσ), . . . , ~PU(σ
n)
}
are linearly independent and form a basis.
Theorem 2.3 can be generalized as stated by Theorem 2.4 below.
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Theorem 2.4. Let U=(Q,Σ, ~M,
{
~Dσ1 , . . . , ~Dσm
}
, ~p ) be an HMM such that:
– ∃σ, σ ∈ Σ, such that the spectrum of the matrix ( ~M · ~Dσ) consists of n distinct
eigenvalues.
– The row vector ~p can be expressed as a linear combination of the n-linearly indepen-
dent left eigenvectors of ( ~M · ~Dσ) with no null coefficients in the linear combination.
Let S = S1 ∪ S2 ∪ · · · ∪ Sm such that:
∀(1 ≤ i ≤ m) : Si =
{
~PU(σi), ~PU(σiσ), ~PU(σiσ
2), . . . , ~PU(σiσ
n−1)
}
.
Then, the set of (m × n), n-dimensional state distribution vectors S above contains a
basis of n linearly independent vectors.
Proof. From the hypothesis, there exists σ ∈ Σ, say σ1, such that ( ~M × ~Dσ1) posses a
full set {λ1, λ2, . . . , λn} of n distinct eigenvalues.
Now for each i = 1, . . . ,m, consider the following matrices ~Bi whose j
th row is the
jth vector in Si:
~Bi[j] = PU(σiσ
j−1
1 ) = ~p · ~Dσi · ( ~M · ~Dσ1)
j−1 .
Let ~B =
m∑
i=1
~Bi . Then, for all j = 1, . . . , n:
~B[j] =
m∑
i=1
~Bi[j]
=
m∑
i=1
~p · ~Dσi · ( ~M · ~Dσ1)
j−1
= ~p ·
(
m∑
i=1
~Dσi
)
· ( ~M · ~Dσ1)
j−1
= ~p · ~In · ( ~M · ~Dσ1)
j−1
= ~p · ( ~M · ~Dσ1)
j−1 .
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Taking ~u = ~p, and ~W = ( ~M · ~Dσ1), and given that the rows of ~B are:
~B[1] = ~p ,
~B[2] = ~p · ( ~M · ~Dσ1),
~B[3] = ~p · ( ~M · ~Dσ1)
2,
...
~B[n] = ~p · ( ~M · ~Dσ1)
n−1 .
By Lemma 2.4, the n rows of matrix ~B are linearly independent vectors and therefore
the set S of state distribution vectors contains a basis.
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Chapter 3:
HMM Consistency Problem Using State
Distribution Vectors
In order to demonstrate that the information provided by the SD oracle is not too strong
a requirement, and that the SD oracle is in fact necessary for polynomial-time HMM
learning using state distribution vector information, Theorem 3.1 proves that the consis-
tency problem for HMMs using state distribution vectors —such as those carried by the
SD oracle, where the ability to query the state distribution vectors of specific strings is
inhibited, is NP-Complete. The consistency problem for HMM using state distribution
vectors is defined next.
Definition 3.1. Given a dataset T h of training examples of the form 〈x ,~v 〉 where x
is a string from some alphabet Σ, and ~v is an n-dimensional state distribution vector
associated with the string x, the Consistency Problem for HMM using state distribution
vectors is to determine whether there exists an HMM U = (Q,Σ, δ, β, ρ) consistent with
T h —i.e. |Q| = n and for each 〈x ,~v 〉 ∈ T h, ~PU(x) = ~v.
Theorem 3.1 (NP-Completeness). The consistency problem for HMM using state dis-
tribution vectors is NP-Complete.
The proof of Theorem 3.1 proceeds from Tzeng’s reduction (Tzeng 1992) of the SAT’
problem (Gold 1978) —satisfiability of a set C of boolean clauses such that every clause in
C involves all positive or all negative literals only— to a Deterministic Finite Automata
(DFA) consistency problem. Tzeng defines a set T of examples of the form 〈x , qi 〉 for
a DFA, and proves that there exists a DFA A consistent with T if and only if the set of
clauses C is satisfiable. Theorem 3.1 is proven by constructing an HMM U and a set T h
of examples of the form described in Definition 3.1 such that U is consistent with T h if
and only if A is consistent with T .
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In order to construct the HMM U and example dataset T h, first the DFA A, and
dataset T corresponding to the SAT’ reduction are transformed into a DFA A@ and
dataset T@ as described in Definitions 3.4 and 3.5 respectively. Theorem 3.2 proves that
the DFAs A and A@ are equivalent in the sense that A is consistent with T if and only
if A@ is consistent with T@. Fig. 3.1 shows a sketch of the proof sequence.
DFA
A
T@ Th
satisfiability consistency consistency consistency
⇔ ⇔⇔
DFA
A@
HMM
U
SAT’ C T
TRUTH
ASSIGNMENT
Figure 3.1: Steps involved in the proof of Theorem 3.1.
Definition 3.7 defines the training dataset T h, and finally Theorems 3.3 and 3.4 re-
spectively prove the forward and backward directions of Theorem 3.1. Tzeng’s reduction
of the SAT’ problem to a DFA consistency problem is described first.
3.1 SAT’ Reduction to DFA
Definition 3.2. Given a dataset T of training examples of the form 〈xi , qi 〉 where xi
is a string from some alphabet Σ, and qi is a state from a state set Q, the Consistency
Problem for DFA is to determine whether there exists a DFA A = (Q,Σ, δ, q1, ·) consistent
with T —i.e. for each 〈xi , qi 〉 ∈ T , δ(q1, xi) = qi and Q = {qi : ∃ 〈 xi , qi 〉 ∈ T}.
Let C = {c1, . . . , cr} be a set of clauses over a set of propositional variables V =
{v1, . . . , vl}, such that each clause ci is either positive (contains only positive literals) or
negative (contains only negative literals).
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Let AV and ACi , i = 0, . . . , l be the tree-like automata of Fig. 3.2. AV has state set
QV with state qv as the root and leaf states {qv1 , . . . , qvl′} where l
′ = 2⌈log l⌉. Each leaf
state qvi , i = 1, . . . , l, corresponds with the variable vi ∈ V . The height of AV is ⌈log l⌉.
VA iCA10
1010
1vq 'lvq3vq2vq
vq
0 1
1010
,1ic
q
, 'i rc
q
,3icq,2icq
ic
q
Figure 3.2: Tree-like automata AV and ACi , i = 0, . . . , l .
The family of automata ACi , i = 0, . . . , l, each have a state set QCi with qci being
the root state for each tree and {qci,1, . . . , qci,r′} being the leaf states, where r
′ = 2⌈log r⌉.
Each leaf state qci,j corresponds to the clause cj ∈ C. The ACi trees have height ⌈log r⌉.
Definition 3.3. Let δ : Q× Σ→ Q denote a transition function.
Let xvi ∈ Σ
+ denote the string such that δ(qv, xvi) = qvi , i = 1, . . . , l
′.
Let xcj ∈ Σ
+ denote the string such that δ(qci , xcj) = qci,j, j = 1, . . . , r
′ .
Let Q = {q1, q2, q3, q4, q5, q6} ∪QV ∪
(
l⋃
i=0
QCi
)
.
Let T = T1∪T2∪T3∪T4∪T5∪TV ∪
(
l⋃
i=0
TCi
)
be a set of transitions of the form 〈x , qi 〉
—represented as δ(q1, x) = qi for convenience— where:
T1: δ(q1, 0) = qv,
δ(q1, 1) = qc0 ,
δ(q1, 0xvi1) = δ(qvi , 1) = qci ∀( 1 ≤ i ≤ l) ,
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T2: δ(q1, 0xvi1xcj0) =


q2 if vi in cj ,
q3 otherwise ,
∀( 1 ≤ i ≤ l, 1 ≤ j ≤ r) ,
T3: δ(q1, 1xcj01xcj0) = q2, ∀( 1 ≤ j ≤ r) ,
T4: δ(q1, 1xcj00) =


q4 if cj is positive ,
q5 if cj is negative ,
∀( 1 ≤ j ≤ r) ,
T5: δ(qi, yiσ) = δ(qi, σ) = q6 where σ ∈ {0, 1} , δ(q1, yi) = qi , and (2 ≤ i ≤ 6) ,
δ(q1, 0xvi1xcj0) = δ(qci,j, 0) = q6, ∀( 1 ≤ i ≤ l , r + 1 ≤ j ≤ r
′) ,
δ(q1, 0xvi1xcj1) = δ(qci,j, 1) = q6, ∀( 0 ≤ i ≤ l , 1 ≤ j ≤ r
′) ,
δ(q1, 0xviσ) = δ(qvi , σ) = q6, ∀( l + 1 ≤ i ≤ l
′) , σ ∈ {0, 1} ,
TV : Transitions defined from AV ,
TCi : Transitions defined from ACi , i = 1, . . . , l .
According to (Tzeng 1992) there exists a DFA A = (Q,Σ, δ, q1, ·) consistent with the set
of transitions T if an only if the set of clauses C is satisfiable.
3.2 DFA Reduction to HMM
Definition 3.4. Let A = (Q,Σ, δ, q1, F ) be a DFA. A new DFA A
@ = (Q,Σ@, δ@, q1, F )
is defined from A, where @ is a new symbol, @ /∈ Σ, and:
i) Σ@ = Σ ∪ {@} = {0, 1,@} ,
ii) δ@(q, σ) =


δ(q, σ) if σ ∈ Σ,
q if σ = @.
∀(q ∈ Q) .
Definition 3.5. Let T be a finite set of examples of the form 〈x , q 〉, where x ∈ Σ∗, and
q ∈ Q. A new example dataset T@ is defined:
T@ = T ∪ {〈x@ , q 〉 : 〈x , q 〉 ∈ T} ∪ {〈x@y , q 〉 : 〈xy , q 〉 ∈ T} . (3.1)
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Theorem 3.2. A DFA A = (Q,Σ, δ, q1, F ) is consistent with a set of examples T if an
only if the corresponding DFA A@ = (Q,Σ@, δ@, q1, F ) is consistent with the set T
@ .
Proof. If A is consistent with T then A@ is consistent with the examples in T as well.
It suffices to prove then that A@ is consistent with the examples in (T@ − T ), namely
the examples from T@ of the form 〈x@ , q 〉, and 〈x@y , q 〉, where 〈x , q 〉 ∈ T , and
〈xy , q 〉 ∈ T .
For each 〈x@ , q 〉 ∈ T@:
δ@(q1, x@) = δ
@
(
δ@ (q1, x) ,@
)
= δ@ (δ (q1, x) ,@)
= δ@(q,@)
= q .
For each 〈x@y , q 〉 ∈ T@:
δ@(q1, x@y) = δ
@
(
δ@
(
δ@ (q1, x) ,@
)
, y
)
= δ@
(
δ@ (δ (q1, x) ,@) , y
)
= δ@ (δ (q1, x) , y)
= δ (δ (q1, x) , y)
= δ(q1, xy)
= q .
The proof for the backward proposition is straightforward since T ⊂ T@. Therefore
A@ is consistent with the examples in T corresponding to strings that are restricted to
symbols in the alphabet Σ (strings that do not contain the symbol ‘@’). Thus, the DFA A
obtained by restricting A@ to the alphabet Σ and transition function δ = δ@|Σ is consistent
with the examples in the set T .
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Definition 3.6. Applying now the transformation shown in Definition 3.5 to the set
of examples T produced by the reduction of the SAT’ problem to a DFA problem. A
dataset T@ is obtained such that:
1. T ⊆ T@ .
2. for each example 〈x , qi 〉 ∈ T , the example 〈x@ , qi 〉 ∈ T
@ .
3. for each example 〈xy , qi 〉 ∈ T , the example 〈x@y , qi 〉 ∈ T
@ .
The number of examples in T@ remains a polynomial function of r, the number of
clauses in C, and l, the number of propositional variables. For each example 〈x , q 〉 ∈ T ,
the set T@ incorporates |x| additional examples, each produced by inserting the sym-
bol ‘@’ after each of the |x| positions of the string x. Since for all x ∈ T, |x| ≤
(⌈log l⌉+ ⌈log r⌉), then |T@| ≤ |T | × (⌈log l⌉+ ⌈log r⌉) which is still polynomial in r,
and l .
Note that T@ contains the examples of the form
〈
1xcj0@0 , qi
〉
where i ∈ {4, 5}, and〈
1xcj0@1xcj0 , q2
〉
, since they correspond, respectively, to the examples
〈
1xcj00 , qi
〉
where i ∈ {4, 5}, and
〈
1xcj01xcj0 , q2
〉
from the example dataset T of the SAT’ problem
(see transitions T4, and T3 in Definition 3.3.)
Corollary 3.1. Let T@ be the example dataset obtained, using the transformation de-
scribed in Definition 3.5, from the transition dataset T corresponding to a SAT’ problem
—as described in Definition 3.3. Then there exists a DFA A = (Q,Σ, δ, q1, F ) consistent
with T if and only if there is a DFA A@ = (Q,Σ@, δ@, q1, F ) consistent with T
@.
In order to construct a set of examples for an HMM from an example set corresponding
to a DFA, additional notations will be introduced:
Definition 3.7. Let T@ be a transition dataset for a DFA constructed from a transition
dataset T according to Definition 3.5, a corresponding transition dataset T h for an HMM
is defined as follows:
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For each example 〈x , qi 〉 ∈ T
@:〈
x0 ,
s
~ei
3|x|+1
,~0n,~0n
{ 〉
∈ T h (3.2a)〈
x1 ,
s
~0n,
~ei
3|x|+1
,~0n
{ 〉
∈ T h (3.2b)〈
x@ ,
s
~0n,~0n,
~ei
3|x|+1
{ 〉
∈ T h. (3.2c)
Note that the second component of each example pair in T h represents a state distribution
vector induced by the string on the pair’s first component.
The number of examples in the training set T h is |T h| ≤ 3×|T@|, since for each string
x corresponding to an example in T@, T h incorporates examples for the suffixes x0, x1,
and x@ some of which may be members of T@ as well. Consequently, |T h| is polynomial
in r, and l .
Theorem 3.3. Let T be the set of DFA transitions corresponding to the SAT’ reduction
described in Definition 3.3. Let T@ be the transition dataset obtained by applying the
transformation of Definition 3.5 to the set T . Let T h denote the set of HMM examples
obtained from T@ according to Definition 3.7.
Then if there is a DFA A = (Q,Σ, δ, q1, F ) consistent with T , then there exists an HMM
U = (Qh,Σ@, δh, β, ρ) consistent with T h.
Proof. Since there is a DFA A = (Q,Σ, δ, q1, F ) consistent with T then from Theorem
3.2 the DFA A@ = (Q,Σ@, δ@, q1, F ) is consistent with T
@.
Let ~p =
q
1
3
~e1,
1
3
~e1,
1
3
~e1
y
and let n = |Q| .
Let ~M0, ~M1, ~M@ be (n× n)-dimensional stochastic matrices such that:
~Mσ[i, j] =


1 if δ@(qi, σ) = qj ,
0 otherwise ,
∀(σ ∈ Σ@) .
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Let Qh = {qh1 , . . . , q
h
n, q
h
n+1, . . . , q
h
2n, q
h
2n+1, . . . , q
h
3n} be a new set of 3n states. The state
set Qh arises from splitting every state qi ∈ Q into three states { q
h
i , q
h
n+i , q
h
2n+i } ∈ Q
h.
Let ~M be a (3n× 3n) stochastic matrix such that:
~M =


1
3
~M0
1
3
~M0
1
3
~M0
1
3
~M1
1
3
~M1
1
3
~M1
1
3
~M@
1
3
~M@
1
3
~M@

 . (3.3)
Let ~D0, ~D1, and ~D@ be (3n× 3n)-dimensional matrices defined as:
~D0 =


~In ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n

 , (3.4a)
~D1 =


~0n×n ~0n×n ~0n×n
~0n×n ~In ~0n×n
~0n×n ~0n×n ~0n×n

 , (3.4b)
~D@ =


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~In

 . (3.4c)
It is important to note that:∑
σ∈Σ@
~Dσ = ~D0 + ~D1 + ~D@ = ~I3n . (3.5)
It will be shown that the HMM U = (Qh,Σ@, δh, β, ρ) is consistent with the dataset T h,
where:
– ρ(qhi ) = ~p [i] , ∀( 1 ≤ i ≤ 3n) ,
– β(qhi , σ) = ~Dσ[i, i] , ∀( 1 ≤ i ≤ 3n , σ ∈ Σ
@) ,
– δh(qhi , q
h
j ) = ~M [i, j] , ∀( 1 ≤ i ≤ 3n , 1 ≤ j ≤ 3n) .
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For convenience, in the following sections, the pairs 〈xi , qi 〉 of a DFA example dataset
will be represented in the form 〈xi , ~ei 〉, where the row vector ~ei is to be interpreted as
the state distribution vector corresponding to the input string xi.
Let xi = o1o2 . . . ok, (oi ∈ Σ
@) be a string such that 〈xi , ~ei 〉 ∈ T
@ , and let ~Mxi =
~Mo1 · ~Mo2 · . . . · ~Mok .
Then, since A@ is consistent with T@:
δ@(q1, xi) = δ
@(q1, o1o2 . . . ok)
= ~e1 · ~Mo1 · ~Mo2 · . . . · ~Mok
= ~e1 · ~Mxi (3.6)
= ~ei . (3.7)
Next, it will be proven that the HMM U is consistent with the HMM transitions (3.2a),
(3.2b), and (3.2c) of T h from Definition 3.7.
It can be easily shown, by mathematical induction on k that the following matrix
equations hold:
~PU(0o2 . . . ok) · ~M = (~p · ~D0 · ~M · ~Do2 · ~M · . . . · ~Dok) ·
~M
=
~p
3k
·


~Mxi
~Mxi
~Mxi
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n

 , (3.8a)
~PU(1o2 . . . ok) · ~M = (~p · ~D1 · ~M · ~Do2 · ~M · . . . · ~Dok) ·
~M
=
~p
3k
·


~0n×n ~0n×n ~0n×n
~Mxi
~Mxi
~Mxi
~0n×n ~0n×n ~0n×n

 , (3.8b)
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~PU(@o2 . . . ok) · ~M = (~p · ~D@ · ~M · ~Do2 · ~M · . . . · ~Dok) ·
~M
=
~p
3k
·


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~Mxi
~Mxi
~Mxi

 . (3.8c)
The consistency proof will then be split into the three cases corresponding to (o1 = 0),
(o1 = 1), and (o1 = @).
Case (o1 = 0): Replacing by (3.8a) and (3.6) in the state distribution computation for
the strings xi0, xi1, and xi@:
~PU(xi0) = ~PU(xi) · ~M · ~D0
=
~p
3k
·


~Mxi
~Mxi
~Mxi
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n

 ·


~In ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
1
3k
s
1
3
~e1,
1
3
~e1,
1
3
~e1
{
·


~Mxi ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
1
3k+1
J~e1, ~e1, ~e1K ·


~Mxi ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
t
~e1 · ~Mxi
3k+1
,~0n,~0n
|
=
s
~ei
3k+1
,~0n,~0n
{
.
~PU(xi1) = ~PU(xi) · ~M · ~D1
=
~p
3k
·


~Mxi
~Mxi
~Mxi
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n

 ·


~0n×n ~0n×n ~0n×n
~0n×n ~In ~0n×n
~0n×n ~0n×n ~0n×n


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=
1
3k
s
1
3
~e1,
1
3
~e1,
1
3
~e1
{
·


~0n×n ~Mxi ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
1
3k+1
J~e1, ~e1, ~e1K ·


~0n×n ~Mxi ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
t
~0n,
~e1 · ~Mxi
3k+1
,~0n
|
=
s
~0n,
~ei
3k+1
,~0n
{
.
~PU(xi@) = ~PU(xi) · ~M · ~D@
=
~p
3k
·


~Mxi
~Mxi
~Mxi
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n

 ·


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~In


=
1
3k
s
1
3
~e1,
1
3
~e1,
1
3
~e1
{
·


~0n×n ~0n×n ~Mxi
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
1
3k+1
J~e1, ~e1, ~e1K ·


~0n×n ~0n×n ~Mxi
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
t
~0n,~0n,
~e1 · ~Mxi
3k+1
)
|
=
s
~0n,~0n,
~ei
3k+1
{
.
The HMM U is therefore consistent with the transactions in T h corresponding to strings
whose first symbol is (o1 = 0).
The cases (o1 = 1), and (o1 = @) proceed similarly by using equations (3.8b) and (3.8c)
instead of (3.8a), respectively, in the state distribution computations of the strings xi0,
xi1, and xi@. The HMM U is therefore consistent with the dataset T
h.
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While Theorem 3.3 does not depend on the structure of the original DFA, a similarly
general result for the reciprocal proposition is not available, namely that if a HMM is
consistent with T h, then there is a DFA consistent with T . However, for the specific DFA
dataset arising from a SAT’ problem of Corollary 3.1, the reciprocal holds as shown in
the following theorem.
Theorem 3.4. Let C be a set of clauses in a SAT’ problem. Let T@ be the set of DFA
examples obtained by applying the transformation described in Definition 3.5 to the set
T of transitions associated with the SAT’ problem for C described in Definition 3.3. Let
T h be the HMM example dataset as defined in Definition 3.7. Then if there is an HMM
consistent with T h, there exist a truth assignment satisfying all clauses of C from the
SAT’problem.
Let U = (Qh,Σ@, δh, β, ρ) be the HMM consistent with the set T h. Let ~p be the
stochastic row vector associated with ρ, and ~D0, ~D1, ~D@ be the diagonal (3n × 3n)-
dimensional matrices associated with the display probability distributions for the symbols
0, 1, and @, respectively (as described in Theorem 3.3).
Let
~M =


~A1 ~A2 ~A3
~B1 ~B2 ~B3
~C1 ~C2 ~C3

 (3.9)
be the stochastic (3n× 3n)-dimensional matrix associated with the TPD δh. ~A1, ~A2, ~A3,
~B1, ~B2, ~B3, ~C1, ~C2, ~C3 are all (n× n)-dimensional matrices.
Theorem 3.4 will be proven by way of Lemmas 3.1, 3.2, 3.3, and 3.4.
Lemma 3.1. The ISPD vector ~p for the HMM U from Theorem 3.4 is:
~p =
s
1
3
~e1,
1
3
~e1,
1
3
~e1
{
.
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Proof. From observing T@, it is straightforward to determine the initial state of a DFA
consistent with T@, namely q1. Notice that to be consistent with T
@, a DFA must satisfy
δ(q1, λ) = q1 (or equivalently 〈λ , ~e1 〉), where λ represents the empty string (|λ| = 0),
and therefore U must be consistent with the examples:
〈
0 ,
s
1
3
~e1,~0n,~0n,
{ 〉
, (3.10a)〈
1 ,
s
~0n,
1
3
~e1,~0n
{ 〉
, (3.10b)〈
@ ,
s
~0n,~0n,
1
3
~ei
{ 〉
(3.10c)
obtained from 〈λ , ~e1 〉.
Therefore from (3.10a), (3.10b), and (3.10c):
~PU(0) = ~p · ~D0 =
s
1
3
~e1,~0n,~0n
{
, (3.11a)
~PU(1) = ~p · ~D1 =
s
~0n,
1
3
~e1,~0n
{
, (3.11b)
~PU(@) = ~p · ~D@ =
s
~0n,~0n,
1
3
~e1
{
. (3.11c)
Summing up (3.11a), (3.11b), and (3.11c) and using (3.5):
~p · ( ~D0 + ~D1 + ~D@) = ~p · ~I3n =
s
1
3
~ei,
1
3
~ei,
1
3
~ei
{
.
Hence, ~p =
q
1
3
~e1,
1
3
~e1,
1
3
~e1
y
.
Lemma 3.2. The diagonal (3n × 3n)-dimensional matrices associated with the dis-
play probability distributions of the HMM U from Theorem 3.4 are ~D0, ~D1, and ~D@
from (3.4a), (3.4b), and (3.4c), respectively.
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Proof. Let
~D0 =


~J ~0n×n ~0n×n
~0n×n ~K ~0n×n
~0n×n ~0n×n ~L


where ~J , ~K, and ~L are three (n× n) diagonal matrices.
Since, per the dataset T construction, there exist at least an example 〈xi , qi 〉 ∈ T ,
for each state qi, i = 1, . . . , n (every qi ∈ Q is reachable from at least one string xi in T ).
Therefore, since T ⊆ T@, from (3.2a), (3.2b), (3.2c), in Definition 3.7, it follows that:
For i = 1, . . . , n: 〈
xi0 ,
s
~ei
3|xi|+1
,~0n,~0n
{ 〉
∈ T h , (3.12a)〈
xi1 ,
s
~0n,
~ei
3|xi|+1
,~0n
{ 〉
∈ T h , (3.12b)〈
xi@ ,
s
~0n,~0n,
~ei
3|xi|+1
{ 〉
∈ T h . (3.12c)
Since U is consistent with T h, from (3.12a), (3.12b), and (3.12c), respectively:
~PU(xi0) = ~PU(xi) · ~M · ~D0 =
s
~ei
3|xi|+1
,~0n,~0n
{
, (3.13a)
~PU(xi1) = ~PU(xi) · ~M · ~D1 =
s
~0n,
~ei
3|xi|+1
,~0n
{
, (3.13b)
~PU(xi@) = ~PU(xi) · ~M · ~D@ =
s
~0n,~0n,
~ei
3|xi|+1
{
. (3.13c)
Since:
~PU(xi) · ~M · ( ~D0 + ~D1 + ~D@) = ~PU(xi) · ~M · ~I3n
= ~PU(xi) · ~M ,
summing up (3.13a), (3.13b), and (3.13c) it follows that:
~PU(xi) · ~M =
s
~ei
3|xi|+1
,
~ei
3|xi|+1
,
~ei
3|xi|+1
{
. (3.14)
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Thus, replacing from (3.14), for all i = 1, . . . , n:
~PU(xi0) = ~PU(xi) · ~M · ~D0
=
s
~ei
3|xi|+1
,
~ei
3|xi|+1
,
~ei
3|xi|+1
{
· ~D0
=
s
~ei
3|xi|+1
,
~ei
3|xi|+1
,
~ei
3|xi|+1
{
·


~J ~0n×n ~0n×n
~0n×n ~K ~0n×n
~0n×n ~0n×n ~L


=
s
~ei
3|xi|+1
· ~J,
~ei
3|xi|+1
· ~K,
~ei
3|xi|+1
· ~L
{
. (3.15)
Then, from (3.12a) and (3.15):
~ei
3|xi|+1
· ~J =
~ei
3|xi|+1
,
~ei
3|xi|+1
· ~K = ~0n×n ,
~ei
3|xi|+1
· ~L = ~0n×n .
Therefore, for i = 1, . . . , n:
~J [i, i] = 1, ~K[i, i] = 0, and ~L[i, i] = 0 .
Or, equivalently:
~J = ~In, ~K = ~0n×n, and ~L = ~0n×n .
And therefore:
~D0 =


~In ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n

 .
Similarly from (3.13b), and (3.13c) it respectively follows:
~D1 =


~0n×n ~0n×n ~0n×n
~0n×n ~In ~0n×n
~0n×n ~0n×n ~0n×n

 , and ~D@ =


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~In

 .
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Lemma 3.3. Let 〈xi , qi 〉, and 〈xiσ , qj 〉 be two examples from the dataset T
@ such that
σ ∈ Σ@, xi ∈ Σ
+, and {qi, qj} ⊆ Q. Let ~M be the stochastic (3n × 3n)-dimensional
matrix of (3.9) associated with the TPD for U :
1. If (σ = 0) then ~ei · ~A1 = ~ei · ~A2 = ~ei · ~A3 =
1
3
~ej .
2. If (σ = 1) then ~ei · ~B1 = ~ei · ~B2 = ~ei · ~B3 =
1
3
~ej .
3. If (σ = @) then ~ei · ~C1 = ~ei · ~C2 = ~ei · ~C3 =
1
3
~ej .
Proof. Let k = |xi|. Since 〈xi , qi 〉 ∈ T
@ and U is consistent with T h, as argued in
Lemma 3.2, (3.13a), (3.13b), and (3.13c), hold for the HMM U .
Additionally, since 〈xiσ , qj 〉 ∈ T
@:〈
xiσ0 ,
s
~ej
3k+2
,~0n,~0n
{ 〉
∈ T h, (3.16a)〈
xiσ1 ,
s
~0n,
~ej
3k+2
,~0n
{ 〉
∈ T h, (3.16b)〈
xiσ@ ,
s
~0n,~0n,
~ej
3k+2
{ 〉
∈ T h, (3.16c)
and therefore due to U being consistent with T h:
~PU(xiσ0) =
s
~ej
3k+2
,~0n,~0n
{
(3.17a)
~PU(xiσ1) =
s
~0n,
~ej
3k+2
,~0n
{
(3.17b)
~PU(xiσ@) =
s
~ej
3k+2
,~0n,~0n
{
(3.17c)
The cases (σ = 0), (σ = 1), and (σ = @) are handled separately.
Case (σ = 0): by replacing (σ = 0) in (3.17a), (3.17b), and (3.17c) the following is
obtained:
~PU(xi00) =
s
~ej
3k+2
,~0n,~0n
{
(3.18a)
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~PU(xi01) =
s
~0n,
~ej
3k+2
,~0n
{
(3.18b)
~PU(xi0@) =
s
~ej
3k+2
,~0n,~0n
{
(3.18c)
On the other hand, from using (3.13a) in the state distribution computation for ~PU(xi00),
~PU(xi01), and ~PU(xi0@):
~PU(xi00) = ~PU(x0) ·M · ~D0
=
s
~ei
3k+1
,~0n,~0n
{
·


~A1 ~A2 ~A3
~B1 ~B2 ~B3
~C1 ~C2 ~C3

 ·


~In ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n


=
t
~ei · ~A1
3k+1
,~0n,~0n
|
(3.19a)
~PU(xi01) = ~PU(x0) ·M · ~D1
=
s
~ei
3k+1
,~0n,~0n
{
·


~A1 ~A2 ~A3
~B1 ~B2 ~B3
~C1 ~C2 ~C3

 ·


~0n×n ~0n×n ~0n×n
~0n×n ~In ~0n×n
~0n×n ~0n×n ~0n×n


=
t
~0n,
~ei · ~A2
3k+1
,~0n
|
(3.19b)
~PU(xi0@) = ~PU(x0) ·M · ~D@
=
s
~ei
3k+1
,~0n,~0n
{
·


~A1 ~A2 ~A3
~B1 ~B2 ~B3
~C1 ~C2 ~C3

 ·


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~In


=
t
~0n,~0n,
~ei · ~A3
3k+1
|
(3.19c)
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From (3.19a) and (3.18a):
~PU(xi00) =
s
~ei
3k+1
· ~A1,~0n,~0n
{
=
s
~ej
3k+2
,~0n,~0n
{
~ei
3k+1
· ~A1 =
~ej
3k+2
~ei · ~A1 =
~ej
3
. (3.20a)
From (3.19b) and (3.18b):
~PU(xi01) =
s
~0n,
~ei
3k+1
· ~A2,~0n
{
=
s
~0n,
~ej
3k+2
,~0n
{
~ei
3k+1
· ~A2 =
~ej
3k+2
~ei · ~A2 =
~ej
3
. (3.20b)
From (3.19c) and (3.18c):
~PU(xi0@) =
s
~0n,~0n,
~ei
3k+1
· ~A3,
{
=
s
~0n,~0n,
~ej
3k+2
{
~ei
3k+1
· ~A3 =
~ej
3k+2
~ei · ~A3 =
~ej
3
. (3.20c)
Finally, from (3.20a), (3.20b), and (3.20c):
~ei · ~A1 = ~ei · ~A2 = ~ei · ~A3 =
1
3
~ej .
The remaining cases proceed in a similar manner from (3.13b) together with (3.17a),
(3.17b), and (3.17c) for the case (σ = 1); and (3.13c), (3.17a), (3.17b), and (3.17c) for
the case (σ = @) case. The details can be easily verified and are omitted here.
Corollary 3.2. ~B1 = ~B2 = ~B3 .
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Proof. In the dataset T for a DFA from the SAT’ problem, the transition δ(qi, 1) is
defined for every qi ∈ Q, and since every state qi is reachable by at least one string xi
in the dataset, it can be concluded that for every 〈xi , qi 〉 ∈ T , there exists an example
〈xi1 , qj 〉 ∈ T . Since T ⊆ T
@, it follows that for every qi ∈ Q, 〈xi , qi 〉 ∈ T
@, and
〈xi1 , qj 〉 ∈ T
@. Consequently, Lemma 3.3 (case σ = 1), applies for all qi ∈ Q.
Namely:
~ei · ~B1 = ~ei · ~B2 = ~ei · ~B3 ∀( 1 ≤ i ≤ n) .
Equivalently, since [~e1
T , ~e2
T , . . . , ~en
T ] = ~In:
[~e1
T , ~e2
T , . . . , ~en
T ] · ~B1 = [~e1
T , ~e2
T , . . . , ~en
T ] · ~B2 = [~e1
T , ~e2
T , . . . , ~en
T ] · ~B3 ,
~In · ~B1 = ~In · ~B2 = ~In · ~B3 .
And therefore:
~B1 = ~B2 = ~B3 .
Corollary 3.3. ~C1 = ~C2 = ~C3 =
1
3
~In .
Proof. Since for each example 〈xi , qi 〉 ∈ T , the example 〈xi@ , qi 〉 ∈ T
@, and T ⊆ T@,
it follows that for every qi ∈ Q, 〈xi , qi 〉 ∈ T
@, and 〈xi@ , qi 〉 ∈ T
@. Therefore, Lemma
3.3 (case σ = @), applies for all qi ∈ Q.
It follows that:
~ei · ~C1 = ~ei · ~C2 = ~ei · ~C3 =
1
3
~ei ∀( 1 ≤ i ≤ n) .
Since [ ~e1
T , ~e2
T , . . . , ~en
T ] = ~In:
~In · ~C1 = ~In · ~C2 = ~In · ~C3 =
1
3
~In .
Therefore:
~C1 = ~C2 = ~C3 =
1
3
~In .
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Corollary 3.4. In constructing the HMM U consistent with T h, the only rows of the
matrix ~M from (3.9) that remain to be determined, are those in the (n × n) matrices
~A1, ~A2, and ~A3, which correspond to the leaf nodes of the trees qc0({qc0,j : j = 1, . . . , r
′}),
and the leaf nodes of the tree qv({qvi : i = 1, . . . , l
′}).
Proof. It follows directly from the DFA construction as described in Sec. 3.
Lemma 3.4. Let cj, (1 ≤ j ≤ r) be a clause in the original SAT
’ problem. Let h be
the index of the state qc0,j corresponding to the input string 1xcj —i.e.
〈
1xcj , qh
〉
=〈
1xcj , qc0,j
〉
∈ T . Let ~A1[h], ~A2[h], ~A2[h] be the h
th row of ~A1, ~A2, and ~A3 respectively,
in the matrix ~M of (3.9) fitting T h. Then: if ~A3[h, t] > 0 for some 1 ≤ t ≤ n it must
be the case that the state qt corresponds to some leaf node qvi of the tree qv in the DFA.
Moreover, it is the case that vi ∈ cj .
Proof. Assuming, without loss of generality, cj to be a positive clause and |xcj | = k,
consider the training examples in T h arising from the examples corresponding to the
DFA transitions defined by T4:
〈
1xcj0@00 ,
s
~e4
3k+5
,~0n,~0n
{ 〉
, (3.21a)〈
1xcj0@01 ,
s
~0n,
~e4
3k+5
,~0n
{ 〉
, (3.21b)〈
1xcj0@0@ ,
s
~0n,~0n,
~e4
3k+5
{ 〉
. (3.21c)
Since U is consistent with T h:
~PU(1xcj0@) =
~PU(1xcj0) · ~M · ~D@ .
Additionally:
~PU(1xcj0) =
s
~eh
3k+2
,~0n,~0n
{
.
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Therefore:
~PU(1xcj0@) =
~PU(1xcj0) · ~M · ~D@
=
s
~eh
3k+2
,~0n,~0n
{
· ~M · ~D@
=
s
~eh
3k+2
,~0n,~0n
{
·


~A1 ~A2 ~A3
~B1 ~B2 ~B3
~C1 ~C2 ~C3

 ·


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~In


=
t
~eh · ~A1
3k+2
,
~eh · ~A2
3k+2
,
~eh · ~A3
3k+2
|
·


~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~In


=
t
~0n,~0n,
~eh · ~A3
3k+2
|
=
t
~0n,~0n,
~A3[h]
3k+2
|
.
Similarly:
~PU(1xcj0@00) =
~PU(1xcj0@) · ~M · ~D0 · ~M · ~D0
=
t
~0n,~0n,
~eh · ~A3
3k+2
|
·
(
~M · ~D0
)2
=
t
~0n,~0n,
~A3[h]
3k+2
|
·




~A1 ~A2 ~A3
~B1 ~B2 ~B3
~C1 ~C2 ~C3

 ·


~In ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n
~0n×n ~0n×n ~0n×n




2
=
t
~0n,~0n,
~A3[h]
3k+2
|
·


~A1 ~0n×n ~0n×n
~B1 ~0n×n ~0n×n
~C1 ~0n×n ~0n×n

 ·


~A1 ~0n×n ~0n×n
~B1 ~0n×n ~0n×n
~C1 ~0n×n ~0n×n


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=t
~A3[h]
3k+2
· ~C1,~0n,~0n
|
·


~A1 ~0n×n ~0n×n
~B1 ~0n×n ~0n×n
~C1 ~0n×n ~0n×n


=
t
~A3[h]
3k+2
·
1
3
~In,~0n,~0n
|
·


~A1 ~0n×n ~0n×n
~B1 ~0n×n ~0n×n
~C1 ~0n×n ~0n×n


=
t
~A3[h]
3k+3
,~0n,~0n
|
·


~A1 ~0n×n ~0n×n
~B1 ~0n×n ~0n×n
~C1 ~0n×n ~0n×n


=
t
~A3[h] · ~A1
3k+3
,~0n,~0n
|
.
On the other hand, from (3.21a):
~PU(1xcj0@00) =
s
~e4
3k+5
,~0n,~0n
{
,
which implies that:
~e4
3k+5
=
~A3[h]
3k+3
· ~A1
Or equivalently:
~A3[h] · ~A1 =
1
32
~e4 .
Similar derivations involving (3.21b) and (3.21c) produce:
~A3[h] · ~A2 = ~A3[h] · ~A3 =
1
32
~e4 .
It follows that if ~A3[h, t] > 0, the t
th row of ~A1, ~A2, and ~A3 ( ~A1[t], ~A2[t], ~A3[t]), must be
of form (α× ~e4), (α ≥ 0).
Namely:
∀(1 ≤ i ≤ n) : if i 6= 4 then ~A1[t, i] = ~A2[t, i] = ~A3[t, i] = 0 .
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From Corollary 3.4 of Lemma 3.3, the only rows yet to be determined in constructing
the HMM U consistent with T h are those in ~A1, ~A2, and ~A3 that correspond to states
qc0,p for some clause cp(1 ≤ p ≤ r), or to states qvi for some literal vi(1 ≤ i ≤ l), since
the rows of ~A1, ~A2, and ~A3 are already defined, none is of the form (α× ~e4).
However, it will be shown next that if ~A3[h, t] > 0, state qt must be equal to qvi for some
vi, (1 ≤ i ≤ n), it can not be the case that qt = qc0,p for clause cp, (1 ≤ p ≤ r).
Assume that ~A3[h, t] > 0, qt = qc0,p for some cp, (1 ≤ p ≤ r).
From the DFA transitions defined by T4, and assuming cp to be a positive clause and
|xp| = k, it follows that
〈
1xcp000 ,
r
1
3k+5
~e4,~0n,~0n
z 〉
∈ T h. Using similar arguments, it
can be shown that for the tth row of ~A1, namely ~A1[t], if ~A1[t, i] > 0 then the i
th row of
~A1, ~A2, ~A3 must be of the form (α × ~e4), (α ≥ 0). This, however, gives a contradiction.
Because from ~A3[h, t] > 0, it has been shown that ~A1[t] is of the form (α × ~e4), (α ≥ 0).
Thus ~A1[t, 4] > 0, which implies that ~A1[4] is of the form (α × ~e4). However this is not
possible since ~A1[4] = ~A2[4] = ~A3[4] =
1
3
~e6 .
Moreover, because of the training data:
〈
1xcj0@1xcj00 ,
s
~e2
32k+6
,~0n,~0n
{ 〉
, and either:〈
0xvi1xcj00 ,
s
~e2
32k+6
,~0n,~0n
{ 〉
if vi ∈ cj, or〈
0xvi1xcj00 ,
s
~e3
32k+6
,~0n,~0n
{ 〉
if vi 6∈ cj ,
it follows that if ~A3[h, t] > 0 then qt = qvi , vi ∈ cj .
Lemma 3.4 guarantees that if there is an HMM consistent with T h, a truth assignment
can be constructed as follows:
For each clause cj such that qc0,j = qh:
– if ~A3[h, t] > 0, then qt = qvi .
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Assign vi =


true , if cj is positive ,
false , if cj is negative
– Assign all remaining vj arbitrarily.
In order to show the truth assignment to be valid, suppose cj1 ∈ C, and cj2 ∈ C are
two clauses one being positive (consisting only of positive literals) and the other being
negative. Let h1 and h2 be the rows of the matrix ~A3 corresponding to clauses cj1 and
cj2 , respectively. Then as shown in Lemma 3.4, it cannot be the case that ~A3[h1, t] > 0
and ~A3[h2, t] > 0 some column t ∈ {1, . . . , n}. Assuming cj1 is the positive clause the
row t of ~A3 is of the form ~A3[t] = α ~e4 for some α ≥ 0, while cj2 being a negative clause
implies that row ~A3[t] = α ~e5 for some α ≥ 0. Therefore only one of ~A(h1, t) and ~A(h2, t)
can be strictly positive proving the truth assignment to be valid.
This concludes the proof of Theorem 3.4. Theorems 3.3, and 3.4 respectively prove
the forward and backward directions of Theorem 3.1.
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Chapter 4:
Unsupervised HMM Learning
As shown by Theorem 3.1, the learning algorithm’s ability to request the state distribu-
tion vectors of arbitrary strings from the SD oracle is crucial for efficiently learning the
parameters of a target HMM (assuming P 6= NP).
In order to solve the matrix systems involved in computing the TPD, DPD, and ISPD
for a target HMM U = (Q,Σ, δ, β, ρ) where |Q| = n and Σ = {σ1, . . . , σm}, the proposed
supervised learning algorithm SupLearnHMM from Fig. 2.1, requires the availability of
the state distribution vectors corresponding to the strings in the following sets:
– {σ1, . . . , σm} = Σ,
– X = {x1, x2, . . . , xn} ⊂ Σ
+ such that
{
~PU(x1), ~PU(x2), . . . , ~PU(xn)
}
forms a lin-
early independent set,
– X ′ = {x1σ1, x2σ1, . . . , xnσ1}∪{x1σ2, x2σ2, . . . , xnσ2}∪· · ·∪{x1σm, x2σm, . . . , xnσm}.
The set of (n ×m) suffix strings obtained by concatenating every symbol in Σ to
the strings in X.
The state distribution vectors of every symbol in Σ are needed to compute the HMM’s
ISPD. The set X of n strings with linearly independent state distribution vectors, as well
as the state distribution vectors of all the one-symbol suffixes of the strings in X (the
strings in X ′) are used in the computation of the HMM’s TPD and DPD. It is then worth
exploring under what conditions on the HMM and training dataset, the availability of
such sets of strings —and associated distribution vectors— to the learning algorithm can
be guaranteed in the absence of the SD oracle.
Note that the required set of strings (Σ ∪ X ∪ X ′) has cardinality |Σ ∪ X ∪ X ′| ≤
m+n+(n×m) since the set X needs not be disjoint with either Σ, nor X ′. The number
51
of strings —and associated state distribution vectors— needed by the learning algorithm
is therefore polynomial in n and m.
In this chapter, an alternative unsupervised framework, Probably Approximately Cor-
rect (PAC) Learning under Helpful Distributions, is described, where the learning algo-
rithm queries an alternative oracle instead of the SD oracle, namely the EX oracle. Under
this setting, the learning algorithm relinquishes the ability to request the state distribu-
tion vectors of specific strings from the oracle, which can only provide a randomly drawn
training set from the instance dataset of examples.
In order to compensate for the lack of an SD oracle and for learning to become feasible,
the EX oracle is assumed to draw the training examples from the instance set according
to a probability distribution from a family of helpful distributions. The examples consist
of pairs of the form
〈
x , ~PU(x)
〉
where the length of the strings are restricted by an
integer bound. Next section introduces the standard PAC-learning setting as well as
SD oracle EX oracle
query
 x
PU(x)
random
example
<x,PU(x)>
Learning Algorithm
Supervised
Learning
Unsupervised
Learning
Figure 4.1: Learning under the supervised and unsupervised settings.
PAC-learning under helpful distributions. Section 4.2 defines a family of helpful proba-
bility distributions Dr on the instance set of examples for HMM learning. In Sec. 4.3 a
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proposed unsupervised learning algorithm in the framework of PAC-learning under help-
ful distributions is given. The algorithm is shown to have polynomial complexity for the
family of helpful distributions Dr .
4.1 Probably Approximately Correct Learning
The Probably Approximately Correct learning framework is a well-known unsupervised
learning model first introduced by Valiant (Valiant 1984). Under the PAC learning
setting, a learning algorithm can request random finite length examples from an oracle
EX, in order to (approximately) learn a target concept. The EX oracle draws the training
examples from a set of instances following an unknown probability distribution. The
framework relaxes the requirements of the learning algorithm with respect to the exact
learning setting in two aspects:
– the learning algorithm is not required to learn the target concept exactly (with
zero error) but may present an approximate hypothesis as long as the error in the
approximation can be bounded by an arbitrarily small constant ǫ (precision).
– the learning algorithm is allowed to fail as long as the probability of failure can be
bounded by an arbitrarily small constant θ (confidence). This takes into account
that the algorithm may not be able to learn the target concept from every single
set of random training examples.
More formally:
Definition 4.1. Let C be a concept class defined over a set of instances T . Let D be a
probability distribution. An algorithm A is a PAC learning algorithm for C if A takes
as input ǫ such that 0 < ǫ < 1, θ such that 0 < θ < 1, an integer k and for all concepts
c ∈ C with |c| ≤ k and all arbitrary distributions D, A is given access to oracle EX and
A outputs c′ ∈ C, such that with probability at least (1− θ), errorD(c
′) ≤ ǫ.
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The integer k is a bound on the size of the representation for the concepts in C. For
the case of HMMs the representation size is n2 + n ×m − n − 1 = O(n ×max{n,m}).
The size comes from the fact that for an HMM with n states and m alphabet symbols,
the ISPD can be represented by an n-dimensional stochastic vector (n − 1 degrees of
freedom), the TPD can be represented by an (n × n) stochastic matrix (n × (n − 1)
degrees of freedom), and the DPD can be represented by an n×m matrix (n× (m− 1)
degrees of freedom). The total HMM representation size is obtained as the sum of the
degrees of freedom for the ISPD, TPD, and DPD.
The errorD(c
′), or true error of the hypothesis c′ (the learned concept) with respect
to the target concept c and distribution D is the probability that c′ will misclassify an
instance drawn at random according to D,
errorD(c
′) = PrD ({x ∈ T : c(x) 6= c
′(x)})
where the probability is taken over the instance distribution D (Mitchell 1997).
Definition 4.2. C is PAC learnable if there exists a PAC learning algorithm A for C
which runs in time polynomial in ǫ−1, θ−1, and k.
The definitions given above prevent many concepts from being polynomially learnable
under the PAC model mostly because of the requirement that the learning algorithm
must produce an answer for any arbitrary distribution D. In practice this restriction
is not always reasonable since the instance set of examples is usually not arbitrary or
random but rather conditioned by the target concept it represents. This has given rise
to a number of variations of the model that assume D to be an unknown but helpful
distribution (Denis and Gilleron 1997).
Definition 4.3. An algorithm A is a PAC learning algorithm under helpful distributions
for a class C of concepts if A takes as input ǫ such that 0 < ǫ < 1, θ such that 0 < θ < 1,
an integer k and for all concepts c ∈ C with |c| ≤ k and all helpful distributions D, A
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is given access to oracle EX and A outputs c′ ∈ C, such that with probability at least
(1− θ), errorD(c
′) ≤ ǫ.
Definition 4.4. C is PAC learnable under helpful distributions D if there exists a PAC
learning algorithm A for C under helpful distributions which runs in time polynomial in
ǫ−1, θ−1, and k.
A family of distributions Dr are defined next. It will be shown that HMMs are
PAC-learnable under these helpful distributions.
4.2 Helpful Distributions
Let TD be an instance set of examples of the form
〈
x , ~PU(x)
〉
where x is a string of
length |x| ≤ L, (L > 1) from an alphabet Σ of m symbols, and ~PU(x) is its associated
state distribution vector in the target HMM U .
The instance set TD has an associated probability distribution D according to which the
oracle EX draws the training examples from the instance dataset. The probability of
an individual string (together with its state distribution vector) being drawn from the
dataset TD by the oracle is therefore given by D(x).
In order to define the family of helpful distributions, a number of auxiliary functions
and lemmas will be introduced first.
Let x = o1o2 . . . ok be a k-length string from an alphabet Σ, (oi ∈ Σ, 1 ≤ i ≤ k). The
alphabet Σ will be assumed without any loss of generality to have cardinality |Σ| ≥ 2.
Let Ψ : Σ+ → N be a function, Ψ(x) =
k∑
i=2
zi such that:
zi =


0 if oi = oi−1 ,
1 if oi 6= oi−1 ,
(2 ≤ i ≤ k) .
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The function Ψ(x) counts the number of symbol changes occurring in a string x, in other
words it gives the number of symbols that differ from the symbol in the preceding position
of x. Table 4.1 shows several values of the function Ψ for a few example strings.
Table 4.1: Example values of Ψ(x) for several strings x.
x Ψ(x)
1 0
11111 0
11110 1
11011 2
1110001 2
1100101 4
10101011 6
Let L, c, and k be positive integers such that 0 ≤ c < k ≤ L.
Let Xk,c = {x ∈ Σ
+ : |x| = k and Ψ(x) = c} be the set of k-length strings from the al-
phabet Σ that contain exactly c symbol changes (Ψ(x) = c).
Lemma 4.1. Let c and k be integers such that 0 ≤ c < k, then the cardinality of the set
Xk,c is |Xk,c| = m×
(
k−1
c
)
× (m− 1)c.
Proof. For any arbitrary string x = o1 . . . ok of length k there are exactly m = |Σ|
different symbols in the alphabet to choose from for the first symbol o1 of x. This leaves
(k − 1) positions in the string x from which to choose a subset of c positions that will
differ from the preceding symbol, giving a total of
(
k−1
c
)
subset choices. Finally each of
the c positions in the chosen subset can contain any of (m − 1) symbols (they cannot
display the same symbol as the preceding position in the string).
Therefore |Xk,c| = m×
(
k−1
c
)
× (m− 1)c.
Lemma 4.2. Let c and L be integers such that 0 ≤ c < L then:
L∑
k=c+1
(
k − 1
c
)
=
(
L
c+ 1
)
(4.1)
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Proof. The proof proceeds by mathematical induction on L.
– Base step: L = 1 implies c = 0 since 0 ≤ c < L = 1.
The left hand side of (4.1) is then:
1∑
k=1
(
k − 1
0
)
=
(
1− 1
0
)
=
(
0
0
)
= 1 .
Similarly the right hand side of (4.1) is
(
1
0 + 1
)
=
(
1
1
)
= 1 .
– Inductive step: Assuming the (4.1) holds for strings of length up to L:
L+1∑
k=c+1
(
k − 1
c
)
=
L∑
k=c+1
(
k − 1
c
)
+
(
(L+ 1)− 1
c
)
From the inductive hypothesis and using Pascal’s Identity:
L+1∑
k=c+1
(
k − 1
c
)
=
(
L
c+ 1
)
+
(
L
c
)
=
(
L+ 1
c+ 1
)
.
∴
L∑
k=c+1
(
k − 1
c
)
=
(
L
c+ 1
)
A new function Φ(L, c) is now defined that counts the number of strings x of length
|x| ≤ L (lengths up to L) from an alphabet of m symbols such that each string contains
exactly c symbol changes (Ψ(x) = c). Let XL,c =
L⋃
k=c+1
Xk,c .
Φ(L, c) = |XL,c| =
L∑
k=c+1
∣∣{x ∈ Σ+ : |x| = k and Ψ(x) = c}∣∣ .
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From Lemma 4.1:
=
L∑
k=c+1
m×
(
k − 1
c
)
× (m− 1)c
= m× (m− 1)c ×
L∑
k=c+1
(
k − 1
c
)
And replacing from Lemma 4.2:
Φ(L, c) = m× (m− 1)c ×
(
L
c+ 1
)
. (4.2)
The family of helpful probability distributions Dr can now be defined on the training
dataset of examples containing strings of lengths up to L, where r is any constant, r ≥ 2,
and c = Ψ(x):
Dr(x) =
(r − 1) r(L−c−1)
Φ(L, c)(rL − 1)
Replacing Φ(L, c) as per (4.2):
Dr(x) =
(r − 1) r(L−c−1)
m(m− 1)c
(
L
c+1
)
(rL − 1)
. (4.3)
It is clear from (4.3) that under the conditions that m > 1, r ≥ 2, and 0 ≤ c < L, Dr(x)
is non-negative and well defined for all strings x of length up to L. It remains to be
shown that Dr also satisfies the requirement that the sum of its image equals unity.
Theorem 4.1.
L−1∑
c=0
∑
x∈XL,c
Dr(x) = 1 .
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Proof.
L−1∑
c=0
∑
x∈XL,c
Dr(x) =
L−1∑
c=0
∑
x∈XL,c
(r − 1) r(L−c−1)
m(m− 1)c
(
L
c+1
)
(rL − 1)
Since each string x ∈ XL,c has the same probability Dr(x) given by (4.3) and there are
exactly |XL,c| = Φ(L, x) strings in XL,c:
=
L−1∑
c=0
Φ(L, c)×
(r − 1) r(L−c−1)
m(m− 1)c
(
L
c+1
)
(rL − 1)
=
L−1∑
c=0
(r − 1) r(L−c−1)
(rL − 1)
=
(r − 1) r(L−1)
(rL − 1)
×
L−1∑
c=0
r−c
=
(r − 1) r(L−1)
(rL − 1)
×
(
r−L − 1
)
(r−1 − 1)
=
(r − 1) r(L−1)
(rL − 1)
×
(
1− rL
)
r−(L−1)
(1− r)
=
(r − 1) r(L−1)
(rL − 1)
×
(
rL − 1
)
r−(L−1)
(r − 1)
= 1 .
4.3 HMM PAC Learning Under Helpful Distributions
To prove that HMMs are PAC-learnable under the family of helpful distributions Dr,
it needs to be shown that the sample complexity of the PAC-learning algorithm (the
number of calls to the EX oracle) is polynomial in ǫ−1, θ−1, m, and n .
The PAC-learning algorithm needs to request a sufficient number of training examples
from the EX oracle as to ensure with high confidence that the strings contained in
the set (Σ + X + X ′) are included in the training set (the probability of the examples
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corresponding to the strings in (Σ +X +X ′) not being present in the training example
gathered from the oracle EX has to have θ for an upper bound).
In this setting, the EX oracle draws a set of training examples from an instance set
TDr according to a probability distribution from the family of distributions Dr. The
instance set TDr contains all training examples corresponding to strings up to length L,
where L is an integer, L ≥ 2n . It is assumed that the set of all strings up to length
L− 1 with at most one symbol change (i.e. XL−1,0 ∪XL−1,1) contains a teaching set. For
the purposes of the learning algorithm, a teaching set is a set of n strings with linearly
independent state distribution vectors. Note that for HMMs satisfying the conditions
specified in Sec. 2.2.4, Theorem 2.4 guarantees the presence of a teaching set among the
strings in XL−1,0 ∪ XL−1,1.
Without loss of generality, for the remainder of the chapter, it will be assumed that
n ≥ 2, and L = 2n ≥ 4.
It is shown next that the unsupervised learning algorithm PACLearnHMM of Fig. 4.2,
is a PAC-learning algorithm under the helpful distributions Dr.
Theorem 4.2. Let U = (Q,Σ, ~M,
{
~Dσ1 , . . . , ~Dσm
}
, ~p ) be a target HMM. Let L > 2n be
an integer. Let
TD =
{〈
x , ~PU(x)
〉
: x ∈ Σ+ , |x| ≤ L
}
be an instance set of examples. Let EX be an oracle that draws examples from TD ac-
cording to a probability distribution from the class of distributions Dr, r ≥ 2 defined
in (4.3). If TD contains a teaching set TS = {〈x1 , ~v1 〉 , 〈 x2 , ~v2 〉 , . . . , 〈 xn , ~vn 〉} such that
{~v1, ~v2 . . . , ~vn} is a linearly independent set and X = {x1, x2, . . . , xn} ⊂ XL−1,0 ∪ XL−1,1
then U is PAC-learnable under the family of helpful distributions Dr .
Proof. Consider the set of strings of length up to L − 1 containing at most one symbol
change, namely the set XL−1,0 ∪ XL−1,1.
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It is not difficult to see that given the fact that X ⊂ XL−1,0∪XL−1,1 , the set of all suffixes
to the strings in X, namely X ′, is contained in the set XL,0∪XL,1∪XL,2, since XL,0∪XL,1
contains all the suffixes to strings in the set XL−1,0 and the set XL,1 ∪ XL,2 contains all
suffixes to the strings in the set XL−1,1 . Note as well that Σ = X1,0 .
Therefore:
Σ ∪X ∪X ′ ⊂ X1,0 ∪ (XL−1,0 ∪ XL−1,1) ∪ (XL,0 ∪ XL,1 ∪ XL,2) .
However, since X1,0 ⊂ XL−1,0 ⊂ XL,0 and XL−1,1 ⊂ XL,1:
Σ ∪X ∪X ′ ⊂ XL,0 ∪ XL,1 ∪ XL,2 .
It will be shown that the set of examples corresponding to the strings in the set Σ∪X∪X ′
can be obtained from a training set of polynomial size by showing that the sample
complexity of the superset given by XL,0 ∪ XL,1 ∪ XL,2 is polynomial in ǫ
−1, θ−1 ,m, and
n .
Let Υ(h,N) denote a function such that for any real number h > 1, and any positive
integer N , Υ(h,N) is the smallest number of independent Bernoulli trials each with
probability at least h−1 of success, after which the probability of having fewer than N
successes is less than h−1. The function Υ(h,N) is known to be bounded (Valiant 1984)
by:
Υ(h,N) ≤ 2h× (N + ln(h)) .
A success for the purposes of the learning algorithm, is defined as the drawing of a new
example pair
〈
x , ~PU(x)
〉
such that x ∈ XL,0 ∪ XL,1 ∪ XL,2 .
Let Dminr = min{Dr(x) : x ∈ XL,0 ∪ XL,1 ∪ XL,2} .
Let h = max
{
θ−1, ǫ−1,D−1minr
}
. Then h−1 ≤ min {θ, ǫ,Dminr} .
Let N = |XL,0 ∪ XL,1 ∪ XL,2| . Then:
N = Φ(L, 0) + Φ(L, 1) + Φ(L, 2)
= m× (m− 1)0 ×
(
L
0 + 1
)
+m× (m− 1)1 ×
(
L
1 + 1
)
+m× (m− 1)2 ×
(
L
2 + 1
)
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= m× L+m× (m− 1)×
L× (L− 1)
2
+m× (m− 1)2 ×
L× (L− 1)× (L− 2)
6
= (m× L)×
(
1 +
(m− 1)× (L− 1)
2
+
(m− 1)2 × (L− 1)× (L− 2)
6
)
= (m× L)×
(
1 +
(m− 1)× (L− 1)
2
×
(
1 +
(m− 1)× (L− 2)
3
))
(4.4)
From (4.4) it can be seen that N ≈ (m × L)3 = (m × 2n)3 = O(m3n3) . Hence
2h× (N + ln(h)) is polynomial in ǫ−1, θ−1,m, and n , and bounds Υ(h,N) .
After the learning algorithm has gathered Υ(h,N) training examples, either it has seen
all strings from XL,0 ∪ XL,1 ∪ XL,2 , or it has a probability at least Dr(x) of drawing a
missing string x from the instance set. The latter case implies that after performing
Υ(h,N) independent Bernoulli trials each with probability of success greater or equal
than h−1, there have not been yet N successes, and the probability of this happening by
the definition of Υ(h,N), is less than h−1 ≤ θ .
4.4 PAC Learning Algorithm
Figure 4.2 shows a PAC-learning algorithm for the parameters of an HMM under the class
of helpful distributions Dr. Algorithm PACLearnHMM takes as input parameters the
state set Q and alphabet Σ of the target HMM, the requested precision ǫ, and confidence
θ, the maximum length L of the strings in the instance set TD, and the parameter r
identifying the helpful distribution Dr .
The algorithm attempts to draw all N = Φ(L, 0 ) + Φ(L, 1 ) + Φ(L, 2 ) examples in
the set XL,0 ∪ XL,1 ∪ XL,2, by requesting a training set of size S = 2× h× (N + ln(h) )
from the oracle EX (lines 1–5).
The value of h is computed as the maximum of ǫ−1, θ−1, and Dminr (line 3). Since
Dr(x) only depends on the number of symbol changes Ψ(x) in string x, line 2 of the
algorithm computes Dminr as MIN{D(r, 0), D(r, 1), D(r, 2) } where D(r, c) = Dr(x) such
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Algorithm PACLearnHMM (Q,Σ, ǫ, θ, L, r)
1. N ←− Φ(L, 0 ) + Φ(L, 1 ) + Φ(L, 2 ) ;
2. Dminr ←− MIN{D( r, 0 ), D( r, 1 ), D( r, 2 ) } ;
3. h←− MAX{ ǫ−1, θ−1, D−1minr } ;
4. S ←− 2× h× (N + ln(h) ) ;
5. TrainingSet←− EX(S ) ;
6. ~B ←− EMPTY(Matrix) ; ~p←− ~0n ;
7. for each < x , ~dx >∈ TrainingSet do
8. if (x ∈ Σ) then
9. ~p←− ~p+ ~dx ;
10. end ;
11. if (|x| < L) and (~dx /∈ SPAN( ~B)) then
12. if (FIND SUFFIXES(TrainingSet, x, Σ )) then
13. ~B ←− APPEND ROW( ~dx ) ;
14. end ;
15. end ;
16. end ;
17. if (
|Q|∑
i=1
~p [i] 6= 1) return (not found) ;
18. for each σ ∈ Σ do
19. ~Wσ ←− EMPTY(Matrix) ;
20. for each ~dx ∈ ~B do
21. < xσ , ~dxσ >←− GET EXAMPLE(TrainingSet, xσ ) ;
22. ~Wσ ←− APPEND ROW( ~dxσ ) ;
23. end ;
24. end ;
25. ~W ←−
∑
σ∈Σ
~Wσ ;
26. solve for ~M the matrix system:
~B · ~M = ~W
~M ·~1
T
n = ~1
T
n
~M ≥ ~0n×n ;
27. solve for the matrices Dσ the following system of matrix equations:
~B · ~M · ~Dσ = ~Wσ
~Dσ ≥ ~0n×n
}
∀(σ ∈ Σ)∑
σ∈Σ
~Dσ = ~In ;
28. if solutions were found for ~M , and each ~Dσ then:
29. return (Q,Σ, ~M,
{
~Dσ1 , . . . , ~Dσm
}
, ~p ) ;
30. else return (not found) ;
Figure 4.2: Algorithm PACLearnHMM to learn the parameters of an HMM.
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that Ψ(x) = c:
D(r, c) =
(r − 1) r(L−c−1)
m(m− 1)c
(
L
c+1
)
(rL − 1)
.
Each example
〈
x , ~PU(x)
〉
from the drawn training set of examples is examined. The
state distribution vectors for examples with strings from Σ (strings of length one) are
summed up to obtain the ISPD (lines 8–10). If examples corresponding to all m symbols
in the alphabet Σ are not contained in the training set, the algorithm terminates (line
17), since those examples are required to compute the exact HMM ISPD.
While examining the training set, only those state distribution vectors for strings of
length less than L that increase the rank of the matrix ~B and for which all one-symbol
string suffixes are present in the training set, are appended to the matrix ~B (lines 11–15).
Line 12 calls the function FIND SUFFIXES to search the training set looking for the
presence of all one-symbol suffixes of a string. The function returns ‘true’ if all the
suffixes are found in the training set, or ‘false’ otherwise.
In lines 18–24, the algorithm constructs the matrices of states distribution vectors
corresponding to all the one-symbol suffixes of the strings whose state distribution vectors
are the rows of ~B. The suffix state distribution vectors are obtained by calling the
function GET EXAMPLE (line 21) which searches the training set. The suffix examples
are guaranteed to be found by the function, since only strings for which all suffixes are
in the training set where considered to be part of the basis ~B.
Lines 25–27 proceed to solve the TPD and DPD matrix systems in identical manner
as explained for the supervised learning algorithm. The time-complexity of the algorithm
is polynomial in the number of examples S in the training set. Worse case scenario, if
each of the S training examples were candidates to be appended to the basis ~B (which is a
considerable overestimation given that only strings of length up to L−1 are considered),
the function FIND SUFFIXES would have to search the training set looking for each
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of the m suffixes of every one of the S strings in the training set. Since in the worst
case, each of the S examples would have to be examined for each of the m suffixes,
S ×m×S = m×S2 string comparisons would take place. Since S, the training set size,
is a polynomial function of ǫ−1, θ−1, m, and n, if follows that m × S2 is polynomial as
well.
Similarly, getting all m suffixes from the training set for each of the n strings whose
state distribution vectors form the rows of ~B in lines 18––24 involves searching the train-
ing set n×m times, requiring a worse case number of n× n× S string comparisons.
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Chapter 5:
Hybrid HMM Parameter Approximation From
State Distribution Vectors
Most commonly used techniques to attain HMM parameter approximations, such as the
Baum-Welch algorithm, train the model by using only positive examples — sequences
that belong to the model and are assumed to have high generating probability. In con-
trast, both algorithms presented so far, SupLearnHMM and PACLearnHMM, attempt to
learn the parameters of an HMM exactly —rather than an approximation— from strings
representing a mixture of both positive and negative examples —strings with high and
low generating probability in the model, respectively.
An interesting hybrid approach to HMM parameter approximation from both positive
and negative examples, the MA algorithm (Mamitsuka 1997), utilizes a training set of
strings labeled with their generating probabilities. The MA algorithm iterates from an
initial parameter guess attempting to minimize a type of error distance between the
current and the target model generating probabilities of each string in the training set.
In this chapter the updating rules of the MA algorithm will be described and a new
modified version, The MASD algorithm will be introduced. The MASD algorithm trains
HMM parameters from a set of strings and their corresponding state distribution vectors.
By incorporating additional information about the strings in the training set (their state
distribution vectors) the algorithm attains, in the same number of iterations, significantly
closer approximations to the target HMM parameters than the original MA algorithm.
Experimental data from simulation runs for both algorithms supporting this claim will
be presented.
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5.1 The MA Algorithm
The MA algorithm is a smooth algorithm for sequence discrimination using a dataset of
examples consisting of strings and their target likelihoods. The HMM model assumed
by the algorithm MA differs slightly from the definitions given before in the sense that it
assumes that there is a state in the model from which each all transitions start and that
does not emit any display symbols. This discrepancy is easy to overcome, by first trans-
forming an HMM U = (Q,Σ, δ, β, ρ) into an equivalent HMM U# = (Q#,Σ, δ#, β, ρ#)
that incorporates an additional state q0 which does not display any symbol, and hence
does not have an associated display distribution:
– Q# = Q ∪ {q0}, where q0 is the initial state in U
# ,
– δ# is defined as:
δ#(qi, qj) = δ(qi, qj), ∀(1 ≤ i, j ≤ |Q|)
δ#(q0, qj) = ρ(qj), ∀(1 ≤ j ≤ |Q|)
δ#(qi, q0) = 0, ∀(0 ≤ i ≤ |Q|) .
– ρ# is defined as:
ρ#(qi) =


1, if i = 0,
0, otherwise,
∀(0 ≤ i ≤ |Q|) .
The scheme associates the ISPD of the HMM U with the transitions from the initial state
q0 to every other state in U
#.
In order to describe the MA algorithm several definitions will be introduced first.
Definition 5.1. Let x = o1o2 · · · ok ∈ Σ
+ be a string of length |x| = k. For each
(1 ≤ t ≤ k), and (0 ≤ j ≤ |Q|), The forward probability αt(j) is the probability that the
partial string o1 · · · ot is generated and that the state at time t is qj:
αt(j) = Pr(o1o2 · · · ot , st = qj |U
#) .
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Note that αt(j) can be computed using the forward algorithm since αt(j) = ~PU# [j].
For all 0 ≤ j ≤ |Q| = n:
α0(j) =


1 if j = 0 ,
0 otherwise .
,
αt(j) =
n∑
i=1
δ(qi, qj) β(qj, ot)αt−1(i) , ∀(1 ≤ t ≤ k) ,
αk+1(j) =
n∑
i=1
δ(qi, qj)αk(i) .
In a similar manner, the backward probability ϕt(i) can be defined:
Definition 5.2. Let x = o1o2 · · · ok ∈ Σ
+ be a string of length |x| = k. For each
(1 ≤ t ≤ k), and (0 ≤ j ≤ |Q|), The backward probability ϕt(i) is the probability that
the partial string ot+1 · · · ok is generated and that the state at time t is qi:
ϕt(i) = Pr(ot+1ot+2 · · · ok | st = qi , U
#) .
The backward probability ϕt(i) can be computed recursively:
For all 0 ≤ i ≤ |Q| = n:
ϕk+1(i) =


0 if i = 0 ,
1 otherwise .
,
ϕk(i) =
n∑
j=1
δ#(qi, qj)ϕk+1(j) ,
ϕt(i) =
n∑
j=1
δ#(qi, qj) β
#(qj, ot+1)ϕt+1(j) ∀(0 ≤ t < k) .
Note that the generating probability of the string x is:
Pr(x |U#) =
n∑
i=0
α0(i)ϕ0(i) =
n∑
i=0
αk+1(i)ϕk+1(i) =
n∑
i=1
αk(i) .
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Now consider the probability γt(i) = Pr(st = qi |x, U
#), the probability of being in state
qi at time t given the string x and the model. γt(i) can be expressed in terms of the
forward and backward probabilities:
γt(i) =
αt(i)ϕt(i)
Pr(x |U#)
.
Finally, the last variable needed to describe the MA algorithm is ξt(i, j), the probability
of being in state qi at time t and state j at time t+ 1 given the string x and the model:
ξt(i, j) = Pr(st = qi, st+1 = qj |x, U
#)
ξt(i, j) can be computed as follows:
ξt(i, j) =
αt(i) δ
#(qi, qj) β
#(qj, ot+1)ϕt+1(j)
Pr(x |U#)
∀(0 ≤ t < k) ,
ξk(i, j) =
αk(i) δ
#(qi, qj)ϕk+1(j)
Pr(x |U#)
.
Let T be a training set of pairs 〈x , pˆx 〉, where x is a string in the model and pˆx =
Pr(x |U) is its target generating probability. Let px = Pr(x |U
#) be the generating
probability of x in the current model U# .
Let
∆x = log(
pˆx
px
) and ∆max = log(
pˆmax
pˆmin
) ,
where pˆmax = max{ pˆx : 〈x , pˆx 〉 ∈ T } and pˆmin = min{ pˆx : 〈x , pˆx 〉 ∈ T }
The algorithm begins by constructing an initial guess for δ# and β# computed by
using the following Boltzman distribution equations:
δ#(qi, qj) =
eλwi,j
n∑
l=1
eλwi,l
, β#(qj, σ) =
eλvj,σ
n∑
o∈Σ
eλvj,o
, (5.1)
where λ is a constant.
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Initially, the variables v and w are allowed to take any real positive values satisfying
n∑
j=1
wi,j = 1, and
∑
σ∈Σ
vj,σ = 1. In each iteration, the algorithm updates the values of w
and v to minimize the function :
∑
〈x , pˆx 〉
− log
(
∆2max −∆
2
x
∆2max
)
with the goal of making ∆x approximate the value zero for each string in the training
set. The smooth updating rules used by the algorithm are shown below:
w
(new)
i,j = w
(old)
i,j + Ca
∑
〈x , pˆx 〉
(
∆x
(∆2max −∆
2
x)
k∑
t=1
(
ξt(i, j)− δ
#(qi, qj) γt(i)
))
,
v
(new)
j,σ = v
(old)
j,σ + Cb
∑
〈x , pˆx 〉
(
∆x
(∆2max −∆
2
x)
k∑
t=1
(
γt(j)ot=σ − β
#(qj, σ) γt(j)
))
,
where Ca and Cb are constants.
At the end of each iteration, new values for δ# and β# are computed from the updated
variables w, and v by means of (5.1).
5.2 The MASD Algorithm
The MASD algorithm proposed here, is a modified version of the MA algorithm to approx-
imate the parameters of an HMM from a training set T consisting of pairs
〈
x , ~PU(x)
〉
of
strings and their corresponding state distribution vectors. The use of state distribution
vectors improves the approximation obtained from the training process as shown in the
next section.
New notation is introduced next in order to describe the algorithm:
Let ~Pmax, ~Pmin, and ~∆max be row vectors such that for i = 1, . . . , n:
~Pmax[i] = max{ ~PU(x)[i] :
〈
x , ~PU(x)
〉
∈ T } ,
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~Pmin[i] = min{ ~PU(x)[i] :
〈
x , ~PU(x)
〉
∈ T } , and
~∆max[i] = log
(
~Pmax[i]
~Pmin[i]
)
.
Let ~∆x be row vector for each string x in the training set consisting of the log difference
between the forward vectors ~PU(x) in the target model and in the current approximation
~PU#(x):
~∆x[i] = log
(
~PU(x)[i]
~PU#(x)[i]
)
, ∀(1 ≤ i ≤ n) .
The updating rules for the MASD algorithm are:
w
(new)
i,j = w
(old)
i,j + Ca
∑
〈x ,pˆx 〉
((
n∑
l=1
~∆x[l]
(~∆2max[l]− ~∆
2
x[l])
)
k∑
t=1
(
ξt(i, j)− δ
#(qi, qj) γt(i)
))
,
v
(new)
j,σ = v
(old)
j,σ + Cb
∑
〈x ,pˆx 〉
((
n∑
l=1
~∆x[l]
(~∆2max[l]− ~∆
2
x[l])
)
k∑
t=1
(
γt(j)ot=σ − β
#(qj, σ) γt(j)
))
,
where Ca and Cb are constants.
As in the original algorithm MA, at the end of each iteration the new values obtained
for w, and v are used to compute new estimations δ# and β# from (5.1).
5.3 Comparative Simulation Results
With the goal of comparing the performance of algorithms MA and MASD, the following
experiment was conducted:
– Nine (9) target HMMs where randomly generated each with an alphabet of five
display symbols and different number of states n ∈ {2, 5, 6, 7, 8, 10, 15, 20, 25}
– A dataset of sixty (60) strings of varied lengths was generated for each target
HMM, and randomly divided into a training dataset of forty (40) strings and a
testing set of twenty (20) strings. The same datasets were used to train and test
both algorithms.
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– For each target HMM five (5) runs of each algorithm were performed each consisting
of 50 iterations on the same dataset but differing on the initial guess parameters
utilized, which were randomly generated for each of the five runs.
– Every run of each algorithm used the values λ = Ca = Cb = 1 for the smoothing
and updating steps.
Each algorithm’s performance was measured by computing the average sum of squared
error (SSE) and average Kullback-Leibler divergence (KLD) incurred by the approxima-
tions on the strings of the testing dataset. Let V be the set of strings in the testing set,
then:
– the average sum of squared error was calculated for each algorithm as:
SSE(V ) =
1
|V |
∑
x∈V
(pˆx − px)
2 ,
– the average Kullback-Leibler divergence of the approximation with respect of the
target HMM was computed as:
KLD(V ) =
1
|V |
∑
x∈V
pˆx log2
(
pˆx
px
)
.
Table 5.1 summarizes the results of the experiment. For each target HMM the data
corresponding to the run with the smallest SSE error is shown (the one with minimum
SSE error for either the MA or the MASD algorithm runs). All runs were performed with
a random training dataset of forty (40) strings and testing set of twenty (20) strings. The
number of states and maximum string length in the dataset for each run is shown on
the table. Both algorithms performed fifty (50) iterations in each run. The average
sum of squared error and average Kullback-Leibler divergence of each run are shown for
each algorithm. The table shows algorithm MASD’s approximation to be a significant
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Table 5.1: Simulation results for several runs of algorithms MA and MASD.
Number Longest Algorithm MA Algorithm MASD
of States String SSE KLD SSE KLD
2 10 0.03950 2.190×10−4 0.02962 1.987×10−4
5 15 0.04150 -2.816×10−3 0.04717 -2.702×10−3
6 20 0.08074 2.556×10−4 0.04616 -2.025×10−4
7 20 0.09241 4.643×10−3 0.03983 3.801×10−3
8 20 0.08034 1.135×10−3 0.02229 -3.049×10−4
10 20 0.09649 2.964×10−4 0.07764 2.737×10−4
15 20 0.08314 1.766×10−4 0.03189 1.923×10−4
20 25 0.09131 1.250×10−4 0.01923 -1.846×10−4
25 30 0.12016 2.829×10−3 0.03132 1.115×10−3
improvement over the HMM estimations obtained by algorithm MA.
Figures 5.1 and 5.2 show a plot of the SSE and KLD for each algorithm as a function
of the number of states in the target HMM.
HMM Estimation Error
SSE
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
2 4 6 8 10 12 14 16 18 20 22 24
Number of HMM States
SS
E 
x
 
10
2
MA
MASD
Figure 5.1: Average sum of squared error (×100) of algorithms MA and MASD.
73
HMM Estimation Error
Kullback-Leibler Divergence
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Figure 5.2: Average Kullback-Leibler divergence (×104) of algorithms MA and MASD.
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Chapter 6:
Conclusions and Future Directions
In this research, we have proposed a polynomial-time supervised learning algorithm for
training the parameters of a discrete first-order hidden Markov model using state dis-
tribution vectors provided by the SD oracle. The algorithm departs from other current
approaches in that it attempts to learn the target HMM parameters exactly, rather than
approximating the model by maximizing the likelihood of positive sequence observations.
We justified the use of the SD oracle, by proving a theorem stating the NP-Completeness
of the consistency problem for hidden Markov models using state distribution vectors.
We have proved the correctness of the learning algorithm and demonstrated its com-
plexity to be a polynomial function of the size of its input. We describe the conditions
under which the algorithm is guaranteed to obtain full basis from the state distribution
vectors provided by the SD oracle. In order to confirm the viability of the approach, we
conducted a simulation run of the algorithm on randomly generated HMMs.
In the setting of unsupervised learning, we have elaborated an alternative learning
framework for efficient HMM learning in the absence of the SD oracle. We defined
a class of helpful probability distributions and proved that HMMs can be learned in
polynomial-time in the PAC setting under these helpful distributions. Moreover, we
proposed an efficient PAC-learning algorithm for learning HMM parameters under our
family of helpful distributions.
Additionally, we have proposed a hybrid approach to learning HMMs from state
distribution vectors that computes an approximation of the HMM parameters from a set
of strings and their respective state distribution vectors. We have presented experimental
results showing the approach to be an improvement over a version of the algorithm that
trains the HMM parameters from the string generating probabilities.
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With respect to future directions, one line of work is to obtain a set of more general
conditions for the existence of a basis of state distribution vectors. Although certainly
sufficient, the conditions given are not necessary for a basis to be found. Moreover,
our simulation results show that a basis could be found in over 99% of the randomly
generated HMMs by performing a linear (usually just n) number of state distribution
queries, which suggest that it may be possible to establish more general conditions for
their existence.
Further research would also be beneficial on alternative ways to obtain state distri-
bution vectors such as combining the information from several experts. We have shown
that state distribution vectors are powerful tools for exact and approximate learning of
HMM parameters. However, obtaining such information could prove to be difficult, since
for most applications state distribution vectors are not readily available. It may be possi-
ble, however, to obtain the state distribution vectors from the knowledge of two or more
experts. For example, since PU(x)[i] = Pr(x, st = qi |U) from two oracles, one provid-
ing relative state frequencies for a string x, Pr(st = qi |x, U) and another supplying the
string generating probability Pr(x |U), the state distribution vector for x can be obtain
as PU(x)[i] = Pr(st = qi |x, U)× Pr(x |U).
In summary we have proposed, as our main contribution, two algorithms for super-
vised and unsupervised learning of HMM parameters from state distribution vectors as
well as a hybrid algorithm to approximate HMM parameters. Additionally, we proved
the important theoretical result stating the NP-Completeness of the consistency problem
for HMMs using state distribution vectors.
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