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ABSTRACT
ON POWER SERIES WITH ONE SINGULAR POINT AT
CIRCUMFERENCE OF CONVERGENCE
Umut Yardımcı
M.S. in Mathematics
Supervisor: Prof. Dr. Iossif V. Ostrovskii
July, 2002
We obtain two refinements of Faber’s theorem related to power series with
one singular point at circumference of convergence. The first one characterizes
growth at the singular point in more precise scale of growth. The second one
characterizes the growth at the singular point using series expansions both
inside and outside the disc of convergence.
Keywords: Entire function, order, type, indicator function, Phragme´n Lin-
delo¨f theorem, Leau-Wiegert theorem, Faber theorem.
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O¨ZET
YAKINSAKLIK C¸EMBERI˙ U¨ZERI˙NDE BI˙R TEKI˙L
NOKTASI OLAN KUVVET SERI˙LERI˙ U¨ZERI˙NE
Umut Yardımcı
Matematik Bo¨lu¨mu¨ Yu¨ksek Lisans
Tez Yo¨neticisi: Profeso¨r Doktor Iossif V. Ostrovskii
Temmuz, 2002
Faber teoreminin yakınsaklık c¸emberi u¨zerinde bir tekil noktası olan
kuvvet serileriyle ilgili iki iyiles.tirmesini elde ettik. Birincisi, tekil noktadaki
bu¨yu¨meyi daha kesin bir bu¨yu¨me o¨lc¸u¨su¨yle karakterize eder. I˙kincisi, tekil
noktadaki bu¨yu¨meyi yakınsaklık diskinin hem ic¸indeki hem de dıs.ındaki seri
ac¸ılımlarını kullanarak karakterize eder.
Anahtar kelimeler: Tam fonksiyon, derece, tip, indirgeme fonksiyonu,
Phragme´n Lindelo¨f teoremi, Leau-Wiegert teoremi, Faber teoremi.
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Chapter 1
Introduction
At the end of XIX century J. Hadamard posed the problem:
How, using coefficients of a power series, to determine the domain to
which the sum of the series can be analytically extended and characterize
the singularities of this extension on the boundary of this domain?
This problem put start plenty of deep investigations. Corresponding re-
sults form a big branch of Complex Analysis, as can be seen from survey
monograph by L. Bieberbach [2].
This thesis devoted to some results related to one of the chronologically
first and simplest results connected with the Hadamard problem, namely the
Leau-Wiegert theorem:
Let
f(z) =
∞∑
k=0
akz
k (1.1)
be a power series with radius of convergence equal to 1. Then f(z) can be
extended to C\{1} in such a way that f(∞) = 0 if and only if there exists
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an entire function F (z) which ”interpolates” coefficients:
ak = F (k), k = 0, 1, ... (1.2)
and has a ”small growth” in the sense that
logmax
|z|=r
|F (z)| = o(r) as r →∞. (1.3)
In other words this theorem means that the function (1.1) can be repre-
sented in the form
f(z) = G
( 1
1− z
)
, (1.4)
where G is an entire function with G(0) = 0, if and only if its Taylor co-
efficients ak can be interpolated by an entire function F (z) satisfying the
condition (1.3).
The growth of the function G at infinity can be viewed as a characteri-
zation of the singularity of f(z) at the point z = 1.
In 1911, Faber [3] amplified this theorem by establishing a connection
between growth of the interpolating function F (z) and growth of the function
G(z). This connection was expressed by using the scale of orders of entire
functions. Our first aim is to amplify this result by using a more precise
scale.
Let us recall some necessary definitions (given in chapter 2 in detail)
before stating the Faber theorem and our main result.
Let f(z) be an entire function and set
M(r, f) = max
|z|=r
|f(z)|.
Then the order ρ[f ] of f(z) is defined by
ρ[f ] = inf{λ > 0 : logM(r, f) ≤ rλ, r > rλ}.
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If ρ[f ] <∞, then the type σ[f ] of f(z) is defined by
σ[f ] = inf{A > 0 : logM(r, f) ≤ Arρ[f ], r > rA}.
If 0 < σ[f ] < ∞, then f is said to be of normal type. If σ[f ] = ∞, then f
is said to be of maximal type. If σ[f ] = 0, then f is said to be of minimal
type.
Entire functions take some special names with respect to their orders
and types. An entire function having growth not greater than of order 1
and normal type is called an entire function of exponential type. An entire
function of order 1 and minimal type or of order less than 1 is called an entire
function of minimal exponential type.
Faber’s theorem giving the connection between the orders of the entire
functions F (z) and G(z) is the following:
Theorem 1 ([2], p.16) The following equality holds:
ρ[G] =
ρ[F ]
1− ρ[F ] .
Our main result stated below gives a connection between types of the
entire functions F (z) and G(z).
Theorem 2 The following equality holds:
σ[G] = (σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
.
We show (Ch. 4, sec. 4.1) by an example that if we know only growth
of coefficients ak (or, the same, growth of F (k) as 0 < k → +∞), then it
is impossible to determine growth of G(z) even in the scale of orders. The
question arises: if we know also the Laurent series expansion
f(z) =
∞∑
k=1
bk
zk
, for |z| > 1 (1.5)
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besides (1.1), then can we determine growth of G by using two sequences
{ak}∞k=0 and {bk}∞k=1? Our second aim is to answer this question. The answer
is affirmative.
The following theorem gives the precise relation between the sequences
{ak}∞k=0 , {bk}∞k=1 and the order of G.
Let f(z) be a function defined by (1.4) where G is an entire function,
G(0) = 0. Let coefficients ak and bk be defined by (1.1) and (1.5) respectively.
Theorem 3 Define ck and ρ0 as follows:
ck = |ak|+ |bk|, k = 1, 2, ...
ρ0 = lim sup
k→∞
log log ck
log k
.
Then
ρ[G] =
ρ0
1− ρ0 .
The thesis is organized in the following way:
Chapter 2 is devoted to main definitions and known results which are nec-
essary for our work. We state them without proofs which can be found in
[1]. Chapter 3 is devoted to amplification of Faber’s theorem taking into
account not only orders but also types. Chapter 4 is devoted to determina-
tion of growth of the function G introduced above in terms of coefficients
ak, k = 0, 1, ... from (1.1) and bk, k = 1, 2, ... from (1.5).
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Chapter 2
Preliminaries
2.1 Order and type of an entire function and
their connection with Taylor coefficients
Let f(z) be a nonconstant entire function. Denote
M(r, f) = max
|z|=r
|f(z)|.
The growth of f(z) is characterized by using M(r, f).
Let us introduce the following notations:
Let u1 and u2 be two real valued functions on R+.
(i) If ∃ r0 such that u1(r) ≤ u2(r) for r ≥ r0, then we say u1(r)
as≤ u2(r).
(ii) If ∃{rn}, rn → ∞ such that u1(r) ≤ u2(r) for r = rn, n = 1, 2, ... ,
then we say u1(r)
n≤ u2(r).
Definition: The order ρ[f ] of the entire function f(z) is defined by
ρ[f ] = inf{λ > 0 : logM(r, f) as≤ rλ}.
If there is no λ such that the inequality logM(r, f)
as≤ rλ is satisfied (that
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is the set in the right hand side is empty), then we say that the order of f(z)
is infinite.
Following proposition easily follows from the definition of order.
Proposition: If ρ[f ] <∞, then ∀ε > 0 we have
rρ[f ]−ε
n≤ logM(r, f) as≤ rρ[f ]+ε. (2.1)
Taking the logarithm of (2.1), dividing it by log r and passing to upper
limit, we obtain the following equivalent definition of order.
Definition:
ρ[f ] = lim sup
r→∞
log logM(r, f)
log r
.
There is another characteristic of growth which is used for distinguishing
the entire functions having same order but growing in different ways. This
characteristic is called type and defined as follows.
Definition: Let ρ[f ] <∞. Then the type σ[f ] of the entire function f(z) is
defined by
σ[f ] = inf{A > 0 : logM(r, f) as≤ Arρ[f ]}.
If there is no A such that the inequality logM(r, f)
as≤ Arρ[f ] is satisfied
(that is the set in the right hand side is empty), then we say that the type
of f(z) is infinite.
If 0 < σ[f ] <∞, then f is said to be of normal type. If σ[f ] =∞, then
f is said to be of maximal type. If σ[f ] = 0, then f is said to be of minimal
type.
Following proposition easily follows from the definition of type.
Proposition: If σ[f ] <∞, then ∀ε > 0 we have
(σ[f ]− ε)rρ[f ] n≤ logM(r, f) as≤ (σ[f ] + ε)rρ[f ]. (2.2)
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Dividing (2.2) over rρ[f ] and passing to upper limit, we obtain the follow-
ing equivalent definition of type.
Definition:
σ[f ] = lim sup
r→∞
logM(r, f)
rρ[f ]
.
Entire functions take some special names with respect to their orders and
types.
Definition: An entire function having growth not greater than of order 1
and normal type, that is satisfying the condition
lim sup
r→∞
logM(r, f)
r
<∞
is called an entire function of exponential type (EFET).
Definition: An entire function f(z) having growth not greater than of order
1 and minimal type, that is satisfying the condition
lim
r→∞
logM(r, f)
r
= 0
is called an entire function of minimal exponential type (EFET0).
It follows from the definition that the entire function f is EFET0 if and
only if either f is of order 1 and minimal type or of order less than 1.
There is a connection between the growth of an entire function and the
decay of its Taylor coefficients. The following theorem gives this connection.
Theorem 2.1.1 ([1], p.6) Let f(z) =
∑∞
k=0 ckz
k be an entire function.
Then the following formulas hold:
ρ[f ] = lim sup
k→∞
k log k
log 1|ck|
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σ[f ] =
1
ρ[f ]e
lim sup
k→∞
k|ck|ρ[f ]/k.
2.2 A Theorem of Phragme´n and Lindelo¨f
According to the classical maximum modulus principle, if a function f(z) is
analytic in a bounded region D and continuous in its closure and |f(z)| ≤
M, ∀ z ∈ ∂D, then |f(z)| ≤ M, ∀ z ∈ D. Trivial examples show (e.g.
f(z) = ez, G = {z : Rez > 0}) that boundedness of D cannot be omitted.
In 1908, Phragme´n and Lindelo¨f found that the boundedness of D can be
replaced by some growth conditions on f(z). In the case when D is an angle
the theorem of Phragme´n and Lindelo¨f sounds as follows:
Theorem 2.2.1 ([1], p.38) Let f(z) be a function analytic in the angle
D = {z : | arg z| < pi/2λ}, continuous in its closure and satisfying, for
any ε > 0 and for some A ≥ 0 the condition
|f(z)| as≤ e(A+ε)|z|λ , z ∈ D.
If |f(z)| ≤M, ∀ z ∈ ∂D, then |f(z)| ≤MeArλ cosλϕ, ∀ z ∈ D.
2.3 Indicator of an entire function and its
properties
Let f(z) be a function analytic in D = {z : α < arg z < β} and satisfying
the condition |f(z)| ≤ AeB|z|ρ , z ∈ D, A > 0, B > 0. The function
hf (θ) = lim sup
r→∞
log |f(reiθ)|
rρ
, α < θ < β
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is called the indicator function of f(z) with respect to the order ρ.
The indicator function measures the growth or the decay of the function
f(z) along a ray {z : arg z = θ}.
Before giving the properties of the indicator function, we give some nec-
essary definitions.
Definition: A function H of the kind
H(θ) = A cos ρθ +B sin ρθ
is called ρ-trigonometric.
If ρ = 1, then H is called trigonometric.
Remark: For any h1, h2 ∈ R and any θ1 < θ2 such that θ2− θ1 < pi/ρ, there
exists a ρ-trigonometric H(θ) such that H(θ1) = h1, H(θ2) = h2, moreover,
the following explicit formula holds:
H(θ) =
h2 sin ρ(θ − θ1) + h1 sin ρ(θ2 − θ)
sin ρ(θ2 − θ1) , θ1 ≤ θ ≤ θ2.
Definition: A function h : [α, β] ½ [−∞,∞) is called ρ-trigonometrically
convex if for any θ1, θ2 such that α ≤ θ1 < θ2 ≤ β, θ2−θ1 < pi/ρ the following
condition is satisfied:
Let h1, h2 ∈ R be numbers such that
h1 ≥ h(θ1), h2 ≥ h(θ2)
and let H(θ) be the ρ-trigonometric function such that
H(θ1) = h1, H(θ2) = h2.
Then
h(θ) ≤ H(θ), θ1 ≤ θ ≤ θ2.
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A function h : (α, β)½ [−∞,∞) is called ρ-trigonometrically convex if
it is ρ-trigonometrically convex on any closed subinterval.
If ρ = 1, then h is called trigonometrically convex.
Remark: The definition of the ρ-trigonometrically convex function is equiv-
alent to the following:
A function h : [α, β] ½ [−∞,∞) is called ρ-trigonometrically convex if
for any θ1, θ2 such that α ≤ θ1 < θ2 ≤ β, θ2 − θ1 < pi/ρ
h(θ) ≤ h(θ2) sin ρ(θ − θ1) + h(θ1) sin ρ(θ2 − θ)
sin ρ(θ2 − θ1) for θ1 ≤ θ ≤ θ2.
Remark: If h is a finite ρ-trigonometrically convex function, then its ρ-
trigonometrically convexity is equivalent to the following condition:
For any θ1, θ2, θ3 such that α ≤ θ1 < θ2 < θ3 ≤ β, θ3 − θ1 < pi/ρ the
following inequality holds:
h(θ1) sin ρ(θ2 − θ3) + h(θ2) sin ρ(θ3 − θ1) + h(θ3) sin ρ(θ1 − θ2) ≤ 0.
The following theorem establishes the ρ-trigonometrically convexity of
the indicator function.
Theorem 2.3.1 ([1], p.54) Let f(z) be a function analytic in D = {z :
α < arg z < β} and satisfying |f(z)| ≤ AeB|z|ρ . Then the indicator function
hf (θ) with respect to the order ρ is a ρ-trigonometrically convex function on
(α, β).
Here are some properties ([1], p.55) of a trigonometrically convex func-
tions:
1. Let h(θ) be a ρ-trigonometrically convex function on [α, β]. Then it is
bounded from above.
10
2. Let h(θ) be a ρ-trigonometrically convex function on (α, β) and h(θ1) =
−∞ for some θ1 ∈ (α, β). Then h(θ) ≡ −∞, ∀ θ ∈ (α, β).
3. Let h(θ) be a finite ρ-trigonometrically convex function on (α, β). Then
it is continuous on (α, β).
4. Let h be a finite ρ-trigonometrically convex function on [α, β], β−α ≥ pi/ρ.
Then
h(θ) + h(θ + pi/ρ) ≥ 0, α ≤ θ < θ + pi/ρ ≤ β.
Theorem 2.3.2 ([1], p.56) Let f(z) be a function analytic in D¯ = {z :
α ≤ arg z ≤ β}, which satisfies |f(z)| ≤ K1eK|z|ρ , z ∈ D¯. Let its indicator
with respect to the order ρ be a continuous function on [α, β]. Then ∀ ε >
0, ∃ r(ε) > 0 such that
|f(reiθ)| ≤ e(hf (θ)+ε)rρ , ∀ r > r(ε), ∀ θ ∈ [α, β].
The following theorem can be derived from theorem 2.3.2.
Theorem 2.3.3 If f(z) is an entire function of order 0 < ρ < ∞ and type
0 < σ <∞, then hf (θ) is continuous, 2pi-periodic function. Moreover
max
0≤θ≤2pi
hf (θ) = σ.
Corollary 2.3.4 ([1], p.57) Let f(z) be an entire function such that ρ[f ] ≤
ρ <∞ and σ[f ] ≤ σ <∞. Let hf (θ) be its indicator function with respect to
the order ρ. If ∃ θ1 such that hf (θ1) = −∞, then f ≡ 0.
Corollary 2.3.4 is a particular manifestation of the following phenomenon:
No nontrivial entire function which grows not too fast in the complex
plane can approach zero too fast as z tends to infinity along any ray.
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2.4 Indicator diagram and the Po´lya theorem
Let K be a convex compact set on C. The function
k(θ) := sup
(x,y)∈K
(x cos θ + y sin θ) = sup
z∈K
Re(ze−iθ)
is called the supporting function of K. The straight line
lθ = {z : x cos θ + y sin θ = k(θ)}
is called the supporting line in direction θ.
Supporting function has the following properties which are obtained easily
from its definition.
Let K1 and K2 be convex compact sets with supporting functions k1(θ)
and k2(θ) respectively. Denote the sum of K1 and K2 by the set
K1 +K2 = {z = z1 + z2 : z1 ∈ K1, z2 ∈ K2}.
Then
(i) The supporting function of K1 +K2 is k1(θ) + k2(θ).
(ii) The supporting function of ch(K1 ∪ K2) is max(k1(θ), k2(θ)), where ch
denotes the convex hull.
(iii) k1(θ) ≤ k2(θ) if and only if K1 ⊂ K2.
Theorem 2.4.1 ([1], p.63) The supporting function of a convex compact
set is trigonometrically convex. Conversely, every 2pi-periodic trigonomet-
rically convex function is the supporting function of a convex compact set.
Let f(z) be an entire function of exponential type. By theorem 2.3.1
the indicator function hf (θ) of f(z) is trigonometrically convex. Hence by
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theorem 2.4.1 hf (θ) is the supporting function of a convex compact set. This
convex compact set is called the indicator diagram of f(z) and denoted by
If .
Here are some properties of the indicator diagram.
Let f and g be the entire functions of exponential type. Then
(i’) Ifg ⊂ If + Ig.
(ii’)If+g ⊂ ch(If ∪ Ig), where ch denotes the convex hull.
(iii’) If ⊂ {z : |z| ≤ σ[f ]}.
Let
f(z) =
∞∑
k=0
ck
k!
zk
be an entire function of exponential type. By theorem 2.1.1, we have
σ[f ] = lim sup
k→∞
|ck|1/k.
Define
ϕ(z) :=
∞∑
k=0
ck
zk+1
. (2.3)
By Cauchy-Hadamard formula series (2.3) converges for |z| > lim supk→∞ |ck|1/k =
σ[f ]. So the function defined by (2.3) is analytic in {z : |z| > σ[f ]} and
ϕ(z)→ 0 as z →∞.
Definition: The function defined by (2.3) is called the Borel transform of
EFET f(z).
Note that the Borel transform establishes one-to-one correspondence be-
tween the set of all EFET with type σ and the set of all functions analytic
in {z : |z| > σ}, vanishing at infinity.
Definition: The smallest convex compact set containing all singularities of
the Borel transform ϕ(z) of an EFET f(z) is called the conjugate diagram
of f(z) and denoted by Cf .
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The following lemmas give two integral formulas connecting an entire
function of exponential type and its Borel transform. We give their proofs
for the reader’s convenience.
Lemma 2.4.2 ([1], p.66) Let F (z) be an entire function of exponential type
and ϕ(z) be its Borel transform. If Γ is any simple closed contour surround-
ing the conjugate diagram CF , then
F (z) =
1
2pii
∫
Γ
ϕ(ξ)eξzdξ, ∀z ∈ C. (2.4)
Proof: Define ΓR = {z : |z| = R}, where R > σ[F ]. Since CF ⊂ {z : |z| ≤
σ[F ]}, CF is contained in the interior of ΓR. So the series
ϕ(ξ) =
∞∑
k=0
ck
ξk+1
converges uniformly on ΓR. Multiplying it by e
ξz and integrating along ΓR,
we get ∫
ΓR
ϕ(ξ)eξzdξ =
∫
ΓR
( ∞∑
k=0
ck
ξk+1
eξz
)
dξ
=
∞∑
k=0
ck
∫
ΓR
eξz
ξk+1
dξ. (2.5)
By residue theorem ∫
ΓR
eξz
ξk+1
dξ = 2pii
zk
k!
.
Substituting this into (2.5), we obtain∫
ΓR
ϕ(ξ)eξzdξ = 2piiF (z).
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So we have proved that (2.4) is valid for Γ = ΓR. If we take R so large that
ΓR surrounds the Γ, then by Cauchy theorem∫
ΓR
ϕ(ξ)eξzdξ =
∫
Γ
ϕ(ξ)eξzdξ.
Therefore (2.4) holds for the Γ. ¤
Lemma 2.4.3 ([1], p.66) Let F (z) be an entire function of exponential type
and ϕ(z) be its Borel transform.Then for ∀ θ ∈ [0, 2pi] the equality
ϕ(ξ) =
∫ ∞
0
F (te−iθ)e−tξe
−iθ
e−iθdt (2.6)
holds in the half plane {ξ : Re(ξe−iθ) > σ[F ]}.
Proof: Firstly we will prove that the integral in the right hand side converges
uniformly in {ξ : Re(ξe−iθ) ≥ σ[F ] + ε}, ∀ ε > 0. We have
|F (te−iθ)e−tξe−iθe−iθ| ≤ ce(σ[F ]+(ε/2))te−tRe(ξe−iθ)
= cet(σ[F ]+(ε/2)−Re(ξe
−iθ))
≤ ce−(ε/2)t
By Weierstrass’ test the integral converges uniformly in the half plane {ξ :
Re(ξe−iθ) > σ[F ]}. So it is analytic there.
Both sides of (2.6) are analytic in {ξ : Re(ξe−iθ) > σ[F ]}. So if they
coincide on a ray, then they coincide on the whole half plane. Therefore it
suffices to prove (2.6) only for ξ = reiθ, where σ[F ] + ε < r <∞.
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Substituting these ξ’s in the right hand side, we get∫ ∞
0
F (te−iθ)e−tre−iθdt =
∫ ∞
0
( ∞∑
k=0
ck(te
−iθ)k
k!
e−tre−iθ
)
dt
=
∞∑
k=0
cke
−i(k+1)θ
k!
∫ ∞
0
tke−trdt
=
∞∑
k=0
ck
(reiθ)k+1
=
∞∑
k=0
ck
ξk+1
= ϕ(ξ).
It remains to justify the change the order of the integration and summation in
the above calculation. To this end we need the following well-known theorem
of Real Analysis:
Theorem Let {fk}∞k=1 be a sequence of functions of L1(E, µ). Assume
∞∑
k=1
∫
E
|fk(x)|dµ <∞.
Then
∑∞
k=1 fk(x) converges almost everywhere, its sum belongs to L1(E, µ)
and ∫
E
( ∞∑
k=1
fk(x)
)
dµ =
∞∑
k=1
∫
E
fk(x)dµ.
To apply this theorem we have to prove
∞∑
k=0
∫ ∞
0
∣∣∣ck
k!
(te−iθ)ke−tre−iθ
∣∣∣ dt <∞.
We have ∣∣∣ck
k!
(te−iθ)ke−tre−iθ
∣∣∣ ≤ |ck|
k!
tke−tr ≤ c(σ[F ] + (ε/2))
k
k!
tke−tr.
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The last inequality is satisfied since by theorem 2.1.1, we have
σ[F ] = lim sup
k→∞
|ck|1/k.
It follows from here that∫ ∞
0
∣∣∣ck
k!
(te−iθ)ke−tre−iθ
∣∣∣ dt ≤ c(σ[F ] + (ε/2))k
k!
∫ ∞
0
tke−trdt =
c(σ[F ] + (ε/2))k
rk+1
.
Then
∞∑
k=0
∫ ∞
0
∣∣∣ck
k!
(te−iθ)ke−tre−iθ
∣∣∣ dt ≤ ∞∑
k=0
c(σ[F ] + (ε/2))k
rk+1
<∞
for r > σ[F ] + ε. ¤
The following theorem due Po´lya gives the connection between the conju-
gate diagram and the indicator diagram of an entire function of exponential
type.
Theorem 2.4.4 (Po´lya, [1], p.66) The indicator diagram If and the con-
jugate diagram Cf of an EFET f(z) are mirror reflections of each other in
the real axis. That is
If = C¯f .
2.5 The Carlson and Leau-Wigert theorems
Let
f(z) =
∞∑
k=0
akz
k (2.7)
be a power series with finite and positive radius of convergence R.
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Lemma 2.5.1 ([1], p.70) There exists an EFET (or EFET0) F (z) such
that
(i) F (k) = ak, k = 0, 1, 2, ...
(ii) hF (pi/2) + hF (−pi/2) ≤ 2pi.
Lemma 2.5.1 means that the series defined by (2.7) can be written in the
form
f(z) =
∞∑
k=0
F (k)zk,
where F (z) is an EFET (or EFET0) satisfying the condition (ii). Function
F (z) is called the interpolating function of coefficients of f(z).
Proof: (i) By Cauchy formulas, we have
ak =
1
2pii
∫
|w|=t
f(w)
wk+1
dw, 0 < t < R, k = 0, 1, 2, ...
Let w = teiθ, where −pi ≤ θ ≤ pi. Then
ak =
1
2pitk
∫ pi
−pi
f(teiθ)e−ikθdθ.
Set
F (z) =
1
2pitz
∫ pi
−pi
f(teiθ)e−izθdθ.
Obviously F is an entire function and F (k) = ak, k = 0, 1, 2, ... By the
definition of F (z), we have
log |F (reiϕ)| ≤ −r cosϕ log t+ r| sinϕ|pi + c. (2.8)
From here it follows that
log |F (reiϕ)| as≤ Kr.
This gives F is either EFET or EFET0.
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Now let us prove the second part.
(ii) By the definition of the indicator function and (2.8), we have
hF (ϕ) = lim sup
r→∞
log |F (reiϕ)|
r
≤ − cosϕ log t+ pi| sinϕ|.
From here it follows that
hF (pi/2) + hF (−pi/2) ≤ 2pi. ¤
Remark: (ii) of lemma 2.5.1 means that the indicator diagram IF of EFET
(or EFET0) F (z) has width less or equal to 2pi along the imaginary axis.
Remark: If F (z) is an interpolating function of coefficients of f(z) defined
by (2.7), then F (z) + c sin piz is also an interpolating function, that is the
interpolating function is not unique.
Theorem 2.5.2 (Carlson, [1], p.71) If the width of the indicator diagram
IF of the interpolating function F along the imaginary axis is less than
2pi, then the function f defined by (2.7) can be analytically continued to
C\e−I¯F = C\e−CF and moreover f(∞) = 0.
Conversely, let a function f defined by (2.7) can be analytically continued
to C\e−K, where K is a convex compact set whose width along the imaginary
axis less than 2pi and let f(∞) = 0. Then there exists an interpolating
function F such that CF = I¯F ⊂ K.
Proof: Let ϕ(z) be the Borel transform of F (z). Denote the simple closed
curve surrounding the conjugate diagram CF of F on the distance ε from
∂CF by Γε. Then by lemma 2.4.2, we have
F (z) =
1
2pii
∫
Γε
ϕ(ξ)eξzdξ.
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From here it follows that
f(z) =
∞∑
k=0
akz
k =
∞∑
k=0
F (k)zk =
∞∑
k=0
zk
2pii
∫
Γε
ϕ(ξ)eξzdξ. (2.9)
Since
|eξz| < ec|z| < 1, for |z| < 1
ec
by Weierstrass’M-test the series
∞∑
k=0
ϕ(ξ)eξkzk
converges uniformly. So by changing the order of the sum and the integral
in (2.9), we get
f(z) =
1
2pii
∫
Γε
ϕ(ξ)
( ∞∑
k=0
eξkzk
)
dξ.
For small enough values of |z| the series in the integrand converges and hence
f(z) =
1
2pii
∫
Γε
ϕ(ξ)
1− zeξ dξ. (2.10)
The function in the right hand side of (2.10) is analytic in C\e−CF and
vanishes at infinity. This proves the first part of the theorem.
Now let us prove the second part.
Let f(z) can be extended to C\e−K and f(∞) = 0. We have
ak =
1
2pii
∮
|w|=t
f(w)
wk+1
dw, k = 0, 1, 2, ...
Claim: ∮
|w|=t
f(w)
wk+1
dw = −
∮
Lε
f(w)
wk+1
dw, (2.11)
where Lε is the simple closed contour surrounding e
−K and on the distance
≤ ε from ∂e−K . To prove this take a big R > 0 such that {z : |z| < R}
contains Lε inside. Then by Cauchy theorem∮
|w|=R
f(w)
wk+1
dw =
∮
Lε
f(w)
wk+1
dw +
∮
|w|=t
f(w)
wk+1
dw. (2.12)
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By Cauchy’s theorem the integral in the left hand side does not depend
on R for R being large enough. Note that f(w) = O(1/|w|), w → ∞,
since f(∞) = 0. This yields ∃ c such that |f(w)| ≤ (c/|w|) for large |w|.
Hence ∣∣∣∣∮|w|=R f(w)wk+1dw
∣∣∣∣ ≤ 2picRk+1 → 0, as R→∞, k = 0, 1, 2, ...
This implies ∮
|w|=R
f(w)
wk+1
dw = 0.
Substituting this into (2.12), we obtain (2.11).
Now set
F (z) =
1
2pii
∫
Lε
f(w)
wz+1
dw.
Obviously F (z) is an entire function of exponential type and by (2.11)
F (k) = ak, k = 0, 1, 2, ...
By the definition of F (z), we have
|F (z)| ≤ Cmax
w∈Lε
eRe(z(− logw)) = C exp
(
max
w∈Lε
Re(z(− logw))
)
.
Let z = reiθ. Then
|F (reiθ)| ≤ C exp
(
rmax
w∈Lε
Re(eiθ(− logw))
)
= C exp
(
r max
ξ∈− logLε
Re(eiθξ)
)
, for ξ = − logw.
Denoting the supporting function of K by k(θ), we obtain
|F (reiθ)| ≤ C exp
(
r
(
k(−θ) + δ(ε)
))
.
This implies that
hF (θ) ≤ k(−θ).
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Denoting the supporting function of the conjugate diagram CF by CF (θ), we
get
CF (θ) ≤ k(θ).
This implies that
CF ⊂ K. ¤
Theorem 2.5.3 (Leau-Wiegert, [1], p.72) A power series f(z) can be
extended to C\{1} and f(∞) = 0 if and only if
f(z) =
∞∑
k=0
F (k)zk,
where F (z) is EFET0.
The following lemma gives a connection between a power series f and
interpolating function F of its coefficients.
Lemma 2.5.4 Let F (z) be an entire function of minimal exponential type.
Set
f(z) =
∞∑
k=0
F (k)zk.
Then the following formula holds:
F (z) =
−1
2pii
∫
|w−1|=ε
f(w)
wz+1
dw.
Proof: By Leau-Wiegert theorem f(z) can be extended to C\{1} and
f(∞) = 0. We have
F (k) =
1
2pii
∮
|w|=t
f(w)
wk+1
dw, k = 0, 1, 2, ...
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Claim: ∮
|w|=t
f(w)
wk+1
dw = −
∮
|w−1|=ε
f(w)
wk+1
dw. (2.13)
To prove this, take a big R > 0 such that {z : |z| < R} contains
{w : |w − 1| = ε} inside. Then by Cauchy theorem∮
|w|=R
f(w)
wk+1
dw =
∮
|w−1|=ε
f(w)
wk+1
dw +
∮
|w|=t
f(w)
wk+1
dw. (2.14)
By Cauchy’s theorem the integral in the left hand side does not depend on
R for R being large enough. Note that f(w) = O(1/|w|), w → ∞, since
f(∞) = 0. This yields ∃K such that |f(w)| ≤ (K/|w|) for large |w|. Hence∣∣∣∣∮|w|=R f(w)wk+1dw
∣∣∣∣ ≤ 2piKRk+1 → 0, as R→∞, k = 0, 1, 2, ...
This implies ∮
|w|=R
f(w)
wk+1
dw = 0.
Substituting this into (2.14), we get (2.13).
Now set
F1(z) =
−1
2pii
∮
|w−1|=ε
f(w)
wz+1
dw.
Then by (2.13) F1(k) = F (k). It can be easily shown that F1(z) is an entire
function of exponential type ≤ ε. Hence by Carlson’s unicity theorem ([1],
p.58) F1(z) = F (z). ¤
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Chapter 3
The Faber theorem and its
amplification
3.1 Preliminary result on connection between
order of an entire function and its Borel
transform
Let F (z) be an entire function of order ρ[F ] < 1. In this case the conjugate
diagram CF consists of the one single point 0 and the Borel transform ϕ(z)
of F (z) is analytic in C\{0}. Therefore the function
ϕ˜(z) := ϕ(1/z)
is entire. The next lemma establishes connection between order ρ[ϕ˜] of this
function and ρ[F ].
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Lemma 3.1.1 The following equality holds :
ρ[ϕ˜] =
ρ[F ]
1− ρ[F ] , where ϕ˜(z) = ϕ(1/z).
We prove lemma 3.1.1 by using two different ways. First way uses the
integral formulas in lemma 2.4.2 and lemma 2.4.3. Second way uses the
formula connecting the order of an entire function and its Taylor coefficients
(Theorem 2.1.1).
Proof 1 of Lemma 3.1.1: By lemma 2.4.2 we have
F (z) =
1
2pii
∫
|ξ|=ε
ϕ(ξ)eξzdξ, ∀z ∈ C. (3.1)
Substituting |ϕ(ξ)| ≤ ce|1/ξ|ρ , where ρ = ρ[ϕ˜] + ε′, ε′ > 0 in (3.1), we get
|F (z)| ≤ c1 exp ((1/ε)ρ + ε|z|) .
Exponential takes its minimum value at ε = (ρ/|z|)1/(1+ρ). For this value of
ε above inequality implies
|F (z)| ≤ c1 exp
(
c2|z|ρ/(1+ρ)
)
, for any ρ > ρ[ϕ˜].
Taking limit as ρ→ ρ[ϕ˜], we obtain
|F (z)| ≤ c1 exp
(
c2|z|ρ[ϕ˜]/(1+ρ[ϕ˜])
)
Hence
ρ[F ] ≤ ρ[ϕ˜]
1 + ρ[ϕ˜]
. (3.2)
For the converse inequality we use lemma 2.4.3. By lemma 2.4.3 we have
ϕ(ξ) =
∫ ∞
0
F (te−iθ)e−tξe
−iθ
e−iθdt. (3.3)
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Using |F (teiθ)| ≤ cetρ′ , where ρ′ = ρ[F ] + ε, ε > 0 and denoting Re(ξe−iθ)
by r in (3.3), we get
|ϕ(ξ)| ≤ c
∫ ∞
0
et
ρ′−trdt.
Let ξ = reiθ. Then the above inequality implies
|ϕ(reiθ)| ≤ c
∫ ∞
0
et
ρ′−trdt.
Since tρ
′ − tr < −1
2
tr for t > t0 = (2/r)
1/(1−ρ′), we have
|ϕ(reiθ)| ≤ c
(∫ t0
0
et
ρ′−trdt+
∫ ∞
t0
e−
1
2
trdt
)
.
For t = (ρ′/r)1/(1−ρ
′) exponential in the first integral takes its maximum
value. Substituting this value into the first integral and calculating the sec-
ond integral we obtain
|ϕ(reiθ)| ≤ c
((2
r
)1/(1−ρ′)
exp
(
c1
(1
r
)ρ′/(1−ρ′))
+
2
r
exp
(
−1
2
r
(2
r
)1/(1−ρ′)))
≤ c21
r
exp
(
c1
(1
r
)ρ′/(1−ρ′))
≤ c2 exp
(
2c1
(1
r
)ρ′/(1−ρ′))
, ∀ρ′ > ρ[F ].
Taking limit as ρ′ → ρ[F ], we get
|ϕ(reiθ)| ≤ c2 exp
(
2c1
(1
r
)ρ[F ]/(1−ρ[F ]))
.
From here it follows that
max
0≤θ≤2pi
|ϕ(reiθ)| ≤ c2 exp
(
2c1
(1
r
)ρ[F ]/(1−ρ[F ]))
.
Thus,
ρ[ϕ˜] ≤ ρ[F ]
1− ρ[F ] . (3.4)
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By (3.2) and (3.4), we have
ρ[ϕ˜] =
ρ[F ]
1− ρ[F ] . ¤
Proof 2 of Lemma 3.1.1: Let
F (z) =
∞∑
k=0
ck
k!
zk.
By theorem 2.1.1
ρ[F ] = lim sup
k→∞
k log k
log(k!/|ck|) .
This inequality is equivalent to
k log k
log(k!/|ck|)
as≤ λ where λ = ρ[F ] + ε, ε > 0.
From here it follows that
log
kk/λ
k!
as≤ log 1| ck | .
Dividing the above inequality by (k+ 1) log(k+ 1) and taking lower limit as
k →∞, we get
lim inf
k→∞
log(1/|ck|)
(k + 1) log(k + 1)
as≥ 1
λ
− 1. (3.5)
On the other hand, by the definition of the Borel transform,
ϕ˜(z) = ϕ(1/z) =
∞∑
k=0
ckz
k+1. (3.6)
So theorem 2.1.1 gives
ρ[ϕ˜] = lim sup
k→∞
(k + 1) log(k + 1)
log(1/|ck|) .
This with (3.5) gives us
ρ[ϕ˜] ≤ λ
1− λ for any λ > ρ[F ].
27
Taking limit as λ→ ρ[F ], we get
ρ[ϕ˜] ≤ ρ[F ]
1− ρ[F ] . (3.7)
For the converse inequality, let
ϕ(z) =
∞∑
k=0
ck
zk+1
.
Then
F (z) =
∞∑
k=0
ck
k!
zk.
By theorem 2.1.1, we have
ρ[ϕ˜] = lim sup
k→∞
(k + 1) log(k + 1)
log(1/|ck|) ,
which implies the inequality
(k + 1) log(k + 1)
log(1/|ck|)
as≤ µ, where µ = ρ[ϕ˜] + ε, ε > 0.
This yields the inequality
log
(
k!(k + 1)(k+1)/µ
) as≤ log k!| ck | .
Dividing the above inequality by k log k and taking lower limit as k → ∞,
we obtain
lim inf
k→∞
log k!|ck|
k log k
≥ 1 + 1
µ
.
So
ρ[F ] ≤ µ
1 + µ
, ∀ µ > ρ[ϕ˜].
Taking limit as µ→ ρ[ϕ˜], we get
ρ[F ] ≤ ρ[ϕ˜]
1 + ρ[ϕ˜]
. (3.8)
By (3.7) and (3.8) we have
ρ[ϕ˜] =
ρ[F ]
1− ρ[F ] . ¤
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3.2 The Faber theorem
Let F (z) be an entire function of order ρ[F ] < 1. (3.9)
Set
f(z) =
∞∑
k=0
akz
k, where ak = F (k). (3.10)
By Leau-Wigert theorem (Theorem 2.5.3) f(z) can be extended to C\{1}
and f(∞) = 0. It means that f(z) can be represented in form
f(z) = G
(
1
1− z
)
, (3.11)
where G is an entire function. The connection between order of F (z) and
order of G(z) is given by Faber’s theorem:
Theorem 1 ([2], p.16) The following equality holds:
ρ[G] =
ρ[F ]
1− ρ[F ] .
Proof: By formula (2.10), we have
f(z) =
1
2pii
∫
|ξ|=ε
ϕ(ξ)
1− zeξ dξ. (3.12)
Let z = 1− (1/w). Then (3.12) implies
f
(
1− 1
w
)
=
1
2pii
∫
|ξ|=ε
ϕ(ξ)
1− (1− (1/w))eξ dξ.
Using |ϕ(ξ)| ≤ ce|1/ξ|λ , where λ = ρ[ϕ˜] + ε′, ε′ > 0, we get∣∣∣∣f (1− 1w
)∣∣∣∣ ≤ εce(1/ε)λ max|ξ|=ε 1|1− (1− (1/w))eξ| . (3.13)
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Now let |w| = r and choose ε = 1/(2r), where r is large enough. Then∣∣∣∣1− (1− 1w
)
eξ
∣∣∣∣ ≥ 12r .
Substituting this into (3.13) we get∣∣∣∣f (1− 1w
)∣∣∣∣ ≤ ce(2r)λ , for any λ ≥ ρ[ϕ˜].
Taking limit as λ→ ρ[ϕ˜], we obtain
|G(w)| =
∣∣∣∣f (1− 1w
)∣∣∣∣ ≤ ce(2r)ρ[ϕ˜]
where G is defined in (3.11).
The above inequality gives
ρ[G] ≤ ρ[ϕ˜]. (3.14)
On the other hand by lemma 3.1.1 we have
ρ[ϕ˜] =
ρ[F ]
1− ρ[F ] .
Using this with (3.14), we get
ρ[G] ≤ ρ[F ]
1− ρ[F ] . (3.15)
Now let us prove the converse inequality.
By lemma 2.5.4 we have
F (z) =
−1
2pii
∫
|w−1|=ε
f(w)
wz+1
dw.
We also have:
(i) |f(w)| ≤ ce|1/(1−w)|µ , where µ = ρ[G] + ε′, ε′ > 0.
(ii) |w−z| = |e−z logw| ≤ e|z|| logw| ≤ e2ε|z|.
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The last inequality is satisfied since for w = 1 + εeiθ,
| logw| = |εeiθ +O(ε2)| ≤ 2ε.
(iii) |1/w| ≤ (1− ε)−1.
Using the above inequalities we get
|F (z)| ≤ c1 exp ((1/ε)µ + 2ε|z|) .
For the value ε = (µ/2|z|)1/(1+µ) exponential takes its minimum value. Sub-
stituting this value into the above inequality, we obtain
|F (z)| ≤ c1 exp
(
c2|z|µ/(1+µ)
)
, ∀ µ > ρ[G].
Taking limit as µ→ ρ[G], we get
|F (z)| ≤ c1 exp
(
c2|z|ρ[G]/(1+ρ[G])
)
.
This gives
ρ[F ] ≤ ρ[G]
1 + ρ[G]
. (3.16)
By (3.15) and (3.16) connection between orders is:
ρ[G] =
ρ[F ]
1− ρ[F ] . ¤
3.3 Preliminary result on connection between
type of an entire function and its Borel
transform
Lemma 3.3.1 Let F (z) be an entire function of order ρ[F ] < 1 and ϕ(z) be
its Borel transform. Then
σ[ϕ˜] = (σ[F ]ρ[F ])1/(1−ρ[F ])
(
1
ρ[F ]
− 1
)
,
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where entire function ϕ˜ is defined by equality ϕ˜(z) = ϕ(1/z).
We use two different methods to prove lemma 3.3.1. In the first method
we use lemma 2.4.2 and lemma 2.4.3. In the second method we use the
formula for type related to the Taylor coefficients (Theorem 2.1.1).
Proof 1 of Lemma 3.3.1: By lemma 2.4.2 we have
F (z) =
1
2pii
∫
|ξ|=ε
ϕ(ξ)eξzdξ
Substituting |ϕ(ξ)| ≤ ceσ|1/ξ|ρ[ϕ˜] where σ = σ[ϕ˜]+ε′, ε′ > 0 into the above
equality, we obtain
|F (z)| ≤ cε exp (σ(1/ε)ρ[ϕ˜] + ε|z|) .
For the value ε = (σρ[ϕ˜]/|z|)1/(1+ρ[ϕ˜]) exponential takes its minimum value.
Substituting this value into above inequality and using ρ[F ] = ρ[ϕ˜]/(1+ρ[ϕ˜]),
we get
|F (z)| ≤ c1 exp
(
(σρ[ϕ˜]) 1/(1+ρ[ϕ˜])
( 1
ρ[ϕ˜]
+ 1
)
|z|ρ[F ]
)
, ∀ σ > σ[ϕ˜].
Taking limit as σ → σ[ϕ˜], we get
|F (z)| ≤ c1 exp
(
(σ[ϕ˜]ρ[ϕ˜])1/(1+ρ[ϕ˜])
( 1
ρ[ϕ˜]
+ 1
)
|z|ρ[F ]
)
This gives the inequality
σ[F ] ≤ (σ[ϕ˜]ρ[ϕ˜]) 1/(1+ρ[ϕ˜])
( 1
ρ[ϕ˜]
+ 1
)
. (3.17)
Now let us prove the converse inequality.
By lemma 2.4.3 we have
ϕ(ξ) =
∫ ∞
0
F (te−iθ)e−tξe
−iθ
e−iθdt.
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Substituting the inequality |F (te−iθ)| ≤ ceσ1tρ[F ] ,where σ1 = σ[F ]+ ε, ε > 0
into the above inequality, we get
|ϕ(ξ)| ≤ c
∫ ∞
0
eσ1t
ρ[F ]−trdt, where r = Re(ξe−iθ).
Let ξ = reiθ. Then the above inequality implies
|ϕ(reiθ)| ≤ c
∫ ∞
0
eσ1t
ρ[F ]−trdt.
Dividing the integral into two parts and taking into account that σ1t
ρ[F ]−tr <
−1
2
tr holds for t > t0 = (2σ1/r)
1/(1−ρ[F ]), we get
|ϕ(reiθ)| ≤ c
(∫ t0
0
eσ1t
ρ[F ]−trdt+
∫ ∞
t0
e−
1
2
trdt
)
.
Exponential in the first integral takes its maximum value for t = (σ1ρ[F ]/r)
1/(1−ρ[F ]).
Substituting this value into first integral and calculating the second integral,
we obtain
|ϕ(reiθ)| ≤ c
(2σ1
r
)1/(1−ρ[F ])
exp
((1
r
)ρ[F ]/(1−ρ[F ])
(σ1ρ[F ])
1/(1−ρ[F ])
( 1
ρ[F ]
− 1
))
+ c
2
r
exp
(
−1
2
r
(2σ1
r
)1/(1−ρ[F ]))
≤ c
((2σ1
r
)1/(1−ρ[F ])
+
2
r
)
exp
((1
r
)ρ[F ]/(1−ρ[F ])
(σ1ρ[F ])
1/(1−ρ[F ])
( 1
ρ[F ]
− 1
))
≤ c exp
(
(1 + ε′′)
(1
r
)ρ[F ]/(1−ρ[F ])
(σ1ρ[F ])
1/(1−ρ[F ])
( 1
ρ[F ]
− 1
))
, ∀ ε′′ > 0.
Taking limit as ε′′ → 0 and using ρ[ϕ˜] = ρ[F ]/(1− ρ[F ]) (see lemma 3.1.1),
we get
|ϕ(reiθ)| ≤ c exp
((1
r
)ρ[ϕ˜]
(σ1ρ[F ])
1/(1−ρ[F ])
( 1
ρ[F ]
− 1
))
, ∀ σ1 > σ[F ].
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Taking limit as σ1 → σ[F ], we obtain
|ϕ(reiθ)| ≤ c exp
((1
r
)ρ[ϕ˜]
(σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
))
.
This yields
max
0≤θ≤2pi
|ϕ(reiθ)| ≤ c exp
((1
r
)ρ[ϕ˜]
(σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
))
.
Hence
σ[ϕ˜] ≤ (σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
. (3.18)
By (3.17) and (3.18) connection between types is as follows:
σ[ϕ˜] = (σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
. ¤
Proof 2 of Lemma 3.3.1: Let
F (z) =
∞∑
k=0
ck
k!
zk.
By theorem 2.1.1
σ[F ] =
1
ρ[F ]e
lim sup
k→∞
k
( |ck|
k!
)ρ[F ]/k
.
Hence
|ck|
as≤
(
σ[F ]ρ[F ]e+ ε
k
)k/ρ[F ]
k!, ε > 0. (3.19)
Taking ρ[ϕ˜]/(k+ 1) th power, multiplying by (k+ 1) and taking upper limit
as k →∞ (3.19) implies
lim sup
k→∞
(k + 1)|ck|ρ[ϕ˜]/(k+1) ≤ (σ[F ]ρ[F ]e+ ε)1/(1−ρ[F ])e−ρ[F ]/(1−ρ[F ]).
Dividing both sides of the above inequality over ρ[ϕ˜]e and taking into account
that ρ[ϕ˜] = ρ[F ]/(1− ρ[F ]) in the right hand side, we obtain
σ[ϕ˜] ≤ e−1/(1−ρ[F ])(σ[F ]ρ[F ]e+ ε)1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
, ∀ ε > 0.
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Taking limit as ε→ 0, we get
σ[ϕ˜] ≤ (σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
. (3.20)
For converse, let
ϕ(z) =
∞∑
k=0
ck
zk+1
.
Then
F (z) =
∞∑
k=0
ck
k!
zk.
By theorem 2.1.1, we have
σ[ϕ˜] =
1
ρ[ϕ˜]e
lim sup
k→∞
(k + 1)|ck|ρ[ϕ˜]/(k+1)
which implies
|ck|
as≤
(
σ[ϕ˜]ρ[ϕ˜]e+ ε
k + 1
)(k+1)/ρ[ϕ˜]
, ∀ ε > 0.
Dividing both sides of the above inequality by k!, taking ρ[F ]/k th power,
multiplying by k and taking upper limit as k →∞, we get
lim sup
k→∞
k
( |ck|
k!
)ρ[F ]/k
≤ (σ[ϕ˜]ρ[ϕ˜]e+ ε)1/(1+ρ[ϕ˜])eρ[ϕ˜]/(1+ρ[ϕ˜]).
Finally, dividing both sides by ρ[F ]e and using ρ[F ] = ρ[ϕ˜]/(1 + ρ[ϕ˜]) in the
right hand side, we find
σ[F ] ≤ e−1/(1+ρ[ϕ˜])(σ[ϕ˜]ρ[ϕ˜]e+ ε)1/(1+ρ[ϕ˜])
(
1
ρ[ϕ˜]
+ 1
)
, ∀ ε > 0.
Taking limit as ε→ 0, we get
σ[F ] ≤ (σ[ϕ˜]ρ[ϕ˜])1/(1+ρ[ϕ˜])
(
1
ρ[ϕ˜]
+ 1
)
. (3.21)
Hence by (3.20) and (3.21) the connection between types is as follows:
σ[ϕ˜] = (σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
. ¤
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3.4 Connection between types of F (z) and G(z)
Now we are going to prove the first main result of this thesis.
Theorem 2 The following equality holds:
σ[G] = (σ[F ]ρ[F ])1/(1−ρ[F ])
( 1
ρ[F ]
− 1
)
,
where F and G are defined in (3.9) and (3.11) respectively.
Proof: From the formula (2.10), we have
f(z) =
1
2pii
∫
|ξ|=ε
ϕ(ξ)
1− zeξ dξ.
Let z = 1− (1/w). Then
f
(
1− 1
w
)
=
1
2pii
∫
|ξ|=ε
ϕ(ξ)
1− (1− (1/w))eξ dξ.
Using |ϕ(ξ)| ≤ ceλ|1/ξ|ρ[ϕ˜] , where λ = σ[ϕ˜] + ε′, ε′ > 0, we get∣∣∣∣f (1− 1w
)∣∣∣∣ ≤ εceλ(1/ε)ρ[ϕ˜] max|ξ|=ε 1|1− (1− (1/w))eξ| . (3.22)
Let |w| = r and choose ε = ((δ + 1)r)−1, δ > 0 for r large enough. Then∣∣∣∣1− (1− 1w)eξ
∣∣∣∣ ≥ 12(δ + 1)r .
Substituting this into (3.22), we obtain∣∣∣∣f (1− 1w
)∣∣∣∣ ≤ c1eλ((δ+1)r)ρ[ϕ˜] , ∀ δ > 0, ∀ λ > σ[ϕ˜].
Taking limit as δ → 0 and then λ → σ[ϕ˜] and taking into account that
ρ[ϕ˜] = ρ[G], we get
|G(w)| ≤ c1eσ[ϕ˜]rρ[G] .
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So
σ[G] ≤ σ[ϕ˜].
On the other hand by lemma 3.3.1 we have
σ[ϕ˜] = (σ[F ]ρ[F ])1/(1−ρ[F ])
(
1
ρ[F ]
− 1
)
.
Hence
σ[G] ≤ (σ[F ]ρ[F ])1/(1−ρ[F ])
(
1
ρ[F ]
− 1
)
. (3.23)
For converse we use lemma 2.5.4. By this lemma we have
F (z) =
−1
2pii
∫
|w−1|=ε
f(w)
wz+1
dw.
We also have the followings:
(i)|f(w)| ≤ ceµ|1/(1−w)|ρ[G] , where µ = σ[G] + ε′, ε′ > 0.
(ii) |w−z| ≤ eεγ|z|.
Indeed for w = 1 + εeiθ
| logw| = |εeiθ +O(ε2)| ≤ ε+O(ε2) ≤ ε(1 +O(ε)) < εγ, ∀ γ > 1.
Using (i) and (ii) we get
|F (z)| ≤ c1 exp
(
µ(1/ε)ρ[G] + γε|z|) .
For the value ε = (µρ[G]/γ|z|)1/(1+ρ[G]) exponential takes its minimum value,
so substituting this value above, we obtain
|F (z)| ≤ c1 exp
(
(µρ[G])1/(1+ρ[G])
(
1
ρ[G]
+ 1
)
(γ|z|)ρ[G]/(1+ρ[G])
)
∀ γ > 1, ∀ µ > σ[G].
Taking limit as γ → 1 and then µ → σ[G] and taking into account that
ρ[F ] = ρ[G]/(1 + ρ[G]) (see Faber’s theorem), we get
σ[F ] ≤ (σ[G]ρ[G])1/(1+ρ[G])
(
1
ρ[G]
+ 1
)
. (3.24)
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By (3.23) and (3.24) we have
σ[G] = (σ[F ]ρ[F ])1/(1−ρ[F ])
(
1
ρ[F ]
− 1
)
. ¤
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Chapter 4
Determination of the growth at
singularity by means of two
power series expansions
4.1 An example
Let F (z) and G(z) be defined by (3.9) and (3.11). By Faber’s theorem if we
know the order of F , then we can determine the order of G. Now assume we
do not know the order of F . We know only the asymptotic behaviour of ak’s,
where ak = F (k)’s are coefficients of f(z) defined in (3.10). Then a question
arises:
Can order of G be determined?
The following example shows that the answer is negative.
Example: Define
H(z) =
∞∏
k=1
(
1− z
k1/ρ
)
,
1
2
< ρ < 1. (4.1)
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It is known that H(z) is an entire function of order ρ and normal type. Let
us determine the asymptotic behaviour of H(k)’s.
Taking logarithm, we get
logH(z) =
∞∑
k=1
log
(
1− z
k1/ρ
)
.
The sum in the right hand side can be represented as Riemann-Stieltjes
integral: ∫ ∞
1−ε
log
(
1− z
t
)
d[tρ], ∀ ε ∈ (0, 1).
Hence
logH(z) =
∫ ∞
1−ε
log
(
1− z
t
)
d[tρ] = log
(
1− z
t
)
[tρ]
∣∣∣∞
1−ε
− z
∫ ∞
1−ε
[tρ]
t(t− z)dt
= −z
∫ ∞
1−ε
[tρ]
t(t− z)dt = −z
∫ ∞
0
[tρ]
t(t− z)dt. (4.2)
The last equality holds since [tρ] = 0 for 0 < t < 1− ε.
Let [tρ] = tρ − {tρ}, where {tρ} denotes the fractional part. By (4.2),
we have
logH(z) = −z
∫ ∞
0
tρ−1
t− z dt+ z
∫ ∞
0
{tρ}
t(t− z)dt.
Let us denote the first integral by I1 and the second one by I2. We calculate
I1 by the residue theorem and estimate I2 in
Gδ = {z : δ < arg z < 2pi − δ}, ∀ δ > 0.
Step1: In this step we will show that
I1 =
pirρeiρ(ϕ−pi)
sin piρ
, where 0 < ϕ = arg z < 2pi, r = |z| > 0.
By the residue theorem we have
I1 = −z
∫ ∞
0
tρ−1
t− z dt = −z
(
2pii
1− e2pii(ρ−1)
(
Rest=z
tρ−1
t− z
))
=
−2pii
1− e2pii(ρ−1) z
ρ.
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Let z = reiϕ, 0 < ϕ < 2pi. Then we get
I1 =
−2pii
1− e2pii(ρ−1) r
ρeiρϕ =
pirρeiρ(ϕ−pi)
sin ρpi
.
Step 2: In this step we will show that I2 = O(log r) as r →∞, r = |z| > 0.
We have defined I2 as follows:
I2 = z
∫ ∞
0
{tρ}
t(t− z)dt.
Dividing I2 into two parts and taking into account that {tρ} = tρ for 0 < t <
1, we obtain
I2 = z
∫ 1
0
tρ−1
t− zdt+ z
∫ ∞
1
{tρ}
t(t− z)dt.
Let us denote the first integral by I
′
2 and the second integral by I
′′
2 . Then
|I ′2| =
∣∣∣∣z ∫ 1
0
tρ−1
t− zdt
∣∣∣∣ ≤ ∫ 1
0
tρ−1
|t− z| |z|dt =
∫ 1
0
tρ−1∣∣ t
z
− 1∣∣dt. (4.3)
Let r = |z| ≥ 2. Then ∣∣∣∣ tz − 1
∣∣∣∣ ≥ 1− tr ≥ 12 .
Hence by (4.3), we get
|I ′2| ≤ 2
∫ 1
0
tρ−1dt =
2
ρ
= O(1) as r →∞. (4.4)
Now let us show I
′′
2 = O(log r) as r →∞, r = |z| > 0. To this end we need
the following inequalities:
(i)|t− z| ≥ r sin δ for z ∈ Gδ = {z : δ < arg z < 2pi − δ}.
(ii)|t− z| ≥ t sin δ for z ∈ Gδ.
To prove (i) it suffices to observe that for z ∈ Gδ ∩ {z : Rez ≥ 0}, we
have
|t− z| = |t− reiϕ| ≥ r| sinϕ| ≥ r sin δ
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and for Rez < 0
|t− z| ≥ r.
To prove (ii) observe that for z ∈ Gδ ∩ {z : Rez ≥ 0}, we have
|t− z| = |te−iϕ − r| ≥ t| sinϕ| ≥ t sin δ
and for Rez < 0
|t− z| ≥ t.
Dividing I
′′
2 into two parts, we get
|I ′′2 | =
∣∣∣∣z ∫ ∞
1
{tρ}
t(t− z)
∣∣∣∣ ≤ r ∫ r
1
1
t|t− z|dt+ r
∫ ∞
r
1
t|t− z|dt := A1 + A2.
Using (i), we get
A1 = r
∫ r
1
1
t|t− z|dt ≤
1
sin δ
∫ r
1
1
t
dt =
log r
sin δ
.
Using (ii), we obtain
A2 = r
∫ ∞
r
1
t|t− z|dt ≤
r
sin δ
∫ ∞
r
1
t2
dt =
1
sin δ
.
Hence
I ′′2 = O(log r) as r →∞.
This with (4.4) gives
I2 = O(log r) as r →∞.
If we remember that logH(z) = I1+ I2, then by step 1 and step 2, we get
logH(reiϕ) = I1 + I2 =
pirρeiρ(ϕ−pi)
sin piρ
+O(log r) as r →∞.
From this it follows that
log |H(reiϕ)| = pir
ρ cos ρ(ϕ− pi)
sin piρ
+O(log r) as r →∞.
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Dividing both sides of the above equality by rρ and taking upper limit as
r →∞, we get
lim sup
r→∞
log |H(reiϕ)|
rρ
=
pi
sin piρ
cos ρ(ϕ− pi), 0 < δ < ϕ < 2pi − δ.
Above inequality is true for any δ > 0, therefore we have
lim sup
r→∞
log |H(reiϕ)|
rρ
=
pi
sin piρ
cos ρ(ϕ− pi), 0 < ϕ < 2pi. (4.5)
Right hand side of (4.5) is the indicator function of H(z) with respect to the
order ρ. By continuity of the indicator function (see p.11, property 3) (4.5)
holds also for ϕ = 0. Hence for ϕ = 0 (4.5) implies
|H(r)| ≤ exp((pi cot piρ+ ε)rρ), ∀ ε > 0, r > rε.
Since (1/2) < ρ < 1 we have cot piρ < 0. Taking ε = (1/2)piρ| cot piρ|, we see
that
|H(r)| ≤ C exp
((
− pi
2
| cot piρ|
)
rρ
)
, (4.6)
where C > 0 is a constant.
Now let us show why the order ofG cannot be determined by only knowing
the asymptotic behaviour of ak’s.
Set
F (z) = 1 +H(z)
and consider the series
f(z) =
∞∑
k=0
akz
k, where ak = F (k).
Since F (z) is an entire function of order ρ[F ] < 1, by Leau-Wiegert theorem
(Theorem 2.5.3) f(z) can be extended to C\{1} and f(∞) = 0, that is f(z)
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can be represented in form f(z) = G(1/(1−z)) ,where G is an entire function.
By (4.6), we have
ak = 1 +H(k) = 1 + o(1) as k →∞.
On the other hand ρ[F ] = ρ[H] = ρ and by Faber’s theorem
ρ[G] =
ρ[F ]
1− ρ[F ] =
ρ
1− ρ > 0.
The order of ρ[G] is positive and depends on ρ, meanwhile coefficients ak have
the same asymptotic behaviour for any ρ, 1/2 < ρ < 1. So it is impossible to
determine the order of G by only knowing the asymptotic behaviour of ak’s.
4.2 Power series expansion of f (z) at infinity
Let f(z) be defined by (3.10). Then f(z) is analytic in C\{1}. So in partic-
ular it is analytic in {z : |z| > 1}. By Laurent series expansion theorem, we
have
f(z) =
∞∑
k=−∞
ckz
k, |z| > 1.
Since f(∞) = 0, the principal part of the Laurent series vanishes. Therefore
f(z) =
−1∑
k=−∞
ckz
k =
∞∑
k=1
c−k
zk
.
Following theorem gives the equality
c−k = −F (−k), k = 1, 2, ...
Theorem 4 The expansion of f(z) in the neighborhood {z : |z| > 1} of
infinity has the form
f(z) = −
∞∑
k=1
F (−k)
zk
.
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Proof: By formula (2.10), we have
f(z) =
1
2pii
∫
|ξ|=ε
ϕ(ξ)
1− zeξ dξ.
This implies
f(z) = − 1
2pii
∫
|ξ|=ε
ϕ(ξ)
zeξ
(
1− (1/zeξ)
)dξ
= − 1
2pii
∫
|ξ|=ε
(
ϕ(ξ)
∞∑
k=1
e
−ξk
zk
)
dξ, for |z| > eε. (4.7)
By Weierstrass’ M-test the series
∞∑
k=1
ϕ(ξ)
e−ξk
zk
converges uniformly. So by changing the order of the integral and the sum
in (4.7), we get
f(z) =
∞∑
k=1
1
zk
(
− 1
2pii
∫
|ξ|=ε
ϕ(ξ)e−ξkdξ
)
. (4.8)
Hence by lemma 2.4.2, we obtain
f(z) = −
∞∑
k=1
F (−k)
zk
, for |z| > eε, ∀ ε > 0.
Taking limit as ε→ 0, we get
f(z) = −
∞∑
k=1
F (−k)
zk
for |z| > 1. ¤
4.3 Statement of the problem and the second
main result
In section 4.1 we showed that order of G, where G is defined by (3.11) cannot
be determined by only knowing the growth of coefficients ak defined by (3.10).
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Now assume that we also know the Laurent series expansion
f(z) =
∞∑
k=1
bk
zk
in the neighborhood {z : |z| > 1} of infinity. Then a question arises :
If we know the sequences {ak}∞k=0 and {bk}∞k=1, then can we determine
the order of G(z)?
Now we are going to prove that this is possible.
Theorem 3 Define ck and ρ0 as follows:
ck = |ak|+ |bk|, k = 1, 2, ...
ρ0 = lim sup
k→∞
log log ck
log k
.
Then
ρ[G] =
ρ0
1− ρ0 .
Proof: We have ak = F (k), k = 0, 1, 2... by (3.10) and bk = −F (−k),
k = 1, 2, ... by theorem 4. So by the definition of ck, we get
ck = |F (k)|+ |F (−k)|, k = 1, 2, ... (4.9)
Let
M(k, F ) = max
|z|=k
|F (z)|.
Then by (4.9), we have
ck ≤ 2M(k, F ).
Using this with the definition of ρ0, we get
ρ0 ≤ lim sup
k→∞
log log(2M(k, F ))
log k
.
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This yields
ρ0 ≤ lim sup
r→∞
log log(2M(r, F ))
log r
= ρ[F ].
Hence
ρ0 ≤ ρ[F ]. (4.10)
Now let us prove the converse inequality.
Since ρ[F ] < 1, inequality (4.10) implies ρ0 < 1. Then
∃ ε > 0, such that ρ0 + ε < 1.
Let us denote ρ0 + ε by λ. Then by the definition of ρ0, we have
|F (k)|+ |F (−k)| as≤ ekλ . (4.11)
Take λ′ such that λ < λ′ < 1 and set
Fλ′(z) = F (z)e
−zλ′ , for Rez ≥ 0. (4.12)
Let z = reiϕ. Then
|Fλ′(z)| = |F (z)|e−rλ
′
cos(λ′ϕ) ≤ |F (z)|.
Since F (z) is of order ρ[F ] < 1 , above inequality implies
∀ δ > 0 |Fλ′(z)|
as≤ eδ|z|, for Rez ≥ 0. (4.13)
Moreover by (4.11), we get
|Fλ′(k)| = |F (k)|e−kλ
′ ≤ ekλ−kλ′ , k = 1, 2, ...
≤ e− 12kλ′ for k ≥ k0. (4.14)
Now consider
G(z) =
Fλ′(z)
sin(piz)
− 1
pi
∞∑
k=0
(−1)kFλ′(k)
z − k . (4.15)
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Claim 1: G(z) is analytic in {z : Rez ≥ 0}.
Proof of claim 1: Let us denote
Fλ′(z)
sin(piz)
and
1
pi
∞∑
k=0
(−1)kFλ′(k)
z − k
by f1 and f2 respectively. Since Fλ′(z) is analytic in {z : Rez ≥ 0}, only
possible singularities of f1 and f2 are zeros of their denominators. Hence f1
and f2 have simple poles at the points z = k, k ∈ Z.
If Fλ′(z) vanishes at integer points, then f1 and f2 are analytic in {z :
Rez ≥ 0}. This implies G(z) is also analytic in {z : Rez ≥ 0}. So assume
Fλ′(z) does not vanish at integer points. Then since the residues of f1 and
f2 are equal, G(z) is analytic in {z : Rez ≥ 0}. ¤
Claim 2: |G(z)| ≤ Keδ|z|, for Rez ≥ 0.
To prove claim 2 we need the following lemma.
Lemma 4.3.1
| sin(piz)| ≥ c > 0 for z ∈ C\
∞⋃
k=−∞
{
z : |z − k| < 1
4
}
.
Proof: Consider the setA =
({
z : |Rez| ≤ 1
2
} \{z : |z| < 1
4
})∩{z : |Imz| ≤ 1} .
Evidently | sin(piz)| ≥ c1 for z ∈ A.
Let us denote Imz by y. If |y| ≥ 1, then
| sin(piz)| =
∣∣∣∣eipiz − e−ipiz2i
∣∣∣∣ ≥ |e−piy − epiy|2 = epi|y|2 (1− e−2pi|y|) ≥ 14epi|y| ≥ 1.
Hence | sin(piz)| ≥ c = min(c1, 1) for z ∈
{
z : |Rez| ≤ 1
2
} \{z : |z| < 1
4
}.
Since | sin(piz)| is 1-periodic, we get
| sin(piz)| ≥ c for z ∈ C\
∞⋃
k=−∞
{
z : |z − k| < 1
4
}
. ¤
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Proof of claim 2: Let
D = {z : Rez ≥ 0}\
∞⋃
k=0
{
z : |z − k| < 1
4
}
.
Using lemma 4.3.1, we get
|G(z)| ≤ |Fλ′(z)|
c
+
4
pi
∞∑
k=0
|Fλ′(k)| for z ∈ D.
Substituting (4.13) and (4.14) into the above inequality, we obtain
|G(z)| ≤ c1eδ|z|, for z ∈ D. (4.16)
Now let z ∈ Dk =
{
z : |z − k| < 1
4
} ∩ {z : Rez ≥ 0}, k = 0, 1, 2, ... By
maximum modulus principle, we have
|G(z)| ≤ max
|s−k|=1/4
|G(s)|.
By (4.16), we have
|G(s)| ≤ c1eδ|s| for |s− k| = 1
4
.
Therefore
|G(z)| ≤ max
|s−k|=1/4
c1e
δ|s| ≤ c1eδ(1/4+k)
= c2e
δk ≤ c2eδ(|z|+1/4)
= Keδ|z| for z ∈ Dk, k = 0, 1, 2, ...
Hence
|G(z)| ≤ Keδ|z| for Rez ≥ 0. ¤
Claim 3: |G(iy)| ≤ C for some constant C.
Proof of claim 3: Let |y| ≤ 1. Then by claim 1
|G(iy)| ≤ C1.
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Now let |y| ≥ 1. Then
|G(iy)| ≤ 2|Fλ′(iy)||e−piy − epiy| +
1
pi
∞∑
k=0
|Fλ′(k)|
|iy − k| .
Using (4.13) and (4.14), we get
|G(iy)| ≤ 2Cδe
δ|y|
epi|y|(1− e−2pi|y|)+o(1) =
2Cδe
(δ−pi)|y|
1 + o(1)
+o(1) ≤ k1e(δ−pi)|y|, as |y| → ∞.
This implies
|G(iy)| ≤ C2.
Hence
|G(iy)| ≤ C, where C = max(C1, C2). ¤
By claim 1, claim 2 and claim 3G(z) satisfies the assumptions of Phragme´n
Lindelo¨f theorem (Theorem 2.2.1). So
|G(z)| ≤ C for Rez ≥ 0. (4.17)
Claim 4: |Fλ′(x)| is bounded for x ≥ 0.
Proof of claim 4: By (4.15), we have
Fλ′(z) =
sin(piz)
pi
∞∑
k=0
(−1)kFλ′(k)
z − k + sin(piz)G(z).
So
|Fλ′(x)| ≤ 1
pi
∞∑
k=0
|Fλ′(k)|
∣∣∣∣sin(pix)x− k
∣∣∣∣+ | sin(pix)||G(x)|.
≤ 1
pi
∞∑
k=0
|Fλ′(k)|+ |G(x)|.
Using (4.14) and (4.17) , we get
|Fλ′(x)| ≤ C˜ for x ≥ 0. ¤
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By (4.12), we have
F (z) = Fλ′(z)e
zλ
′
for Rez ≥ 0.
So by claim 4, we obtain
|F (x)| = |Fλ′(x)|exλ
′ ≤ C˜exλ′ for x ≥ 0.
Applying same method to the left half plane by setting F ′λ′(z) = F (z)e
−(−z)λ′
instead of (4.12), we get
|F (x)| ≤ C˜exλ′ for x ≤ 0.
Hence
|F (x)| ≤ C˜e|x|λ′ for x ∈ R. (4.18)
Since F (z) is of order ρ[F ] < 1, we have
∀ δ > 0, |F (z)| ≤ Cδeδ|z|. (4.19)
Claim 5: |F (z)| ≤ C˜e|z|λ′ for z ∈ C.
Proof of claim 5: Set
f1(z) =
F (z)
e
1
k1
(−iz)λ′ , where k1 = cos
(
λ′
(
ϕ− pi
2
))
, 0 < ϕ < pi.
(i) Clearly f1(z) is analytic in C+ = {z : Imz > 0}.
(ii)By (4.19), we have
|f1(z)| = |F (z)|∣∣∣e 1k1 (−iz)λ′ ∣∣∣ < |F (z)| ≤ Cδeδ|z| for z ∈ C+.
Indeed the first inequality is satisfied since∣∣∣e 1k1 (−iz)λ′ ∣∣∣ = e(1/k1)|z|λ′ cos(λ′(ϕ−pi/2)) = e|z|λ′ .
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(iii) By (4.18), we have
|f1(x)| = |F (x)|∣∣∣e 1k1 (−ix)λ′ ∣∣∣ ≤ C˜e
|x|λ′
e|x|λ
′ = C˜ for x ∈ R.
By (i),(ii) and (iii) f1(z) satisfies the conditions of Phragme´n Lindelo¨f
theorem (Theorem 2.2.1). So
|f1(z)| ≤ C˜ for z ∈ C+.
This yields
|F (z)| ≤ C˜|e 1k1 (−iz)λ
′
| = C˜e|z|λ′ , z ∈ C+. (4.20)
Now let us do the same things to C− = {z : Imz < 0}.
Set
f2(z) =
F (z)
e
1
k2
(iz)λ
′ , where k2 = cos
(
λ′
(
ϕ+
pi
2
))
, pi < ϕ < 2pi.
(iv) Clearly f2(z) is analytic in C− = {z : Imz < 0}.
(v) By (4.19), we have
|f2(z)| = |F (z)|∣∣∣e 1k2 (iz)λ′ ∣∣∣ < |F (z)| ≤ Cδeδ|z| for z ∈ C−.
Indeed the first inequality is satisfied since∣∣∣e 1k2 (iz)λ′ ∣∣∣ = e(1/k2)|z|λ′ cos(λ′(ϕ+pi/2)) = e|z|λ′ .
(vi) By (4.18), we have
|f2(x)| = |F (x)|∣∣∣e 1k2 (ix)λ′ ∣∣∣ ≤ C˜e
|x|λ′
e|x|λ
′ = C˜ for x ∈ R.
By (iv),(v) and (vi) f2(z) satisfies the conditions of Phragme´n Lindelo¨f
theorem (Theorem 2.2.1). So
|f2(z)| ≤ C˜ for z ∈ C−.
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This yields
|F (z)| ≤ C˜|e 1k2 (iz)λ
′
| = C˜e|z|λ′ , z ∈ C−. (4.21)
By (4.20) and(4.21), we have
|F (z)| ≤ C˜e|z|λ′ for z ∈ C. ¤
By claim 5, we have
|F (z)| ≤ C˜e|z|λ′ for z ∈ C.
Since the above inequality is true for any λ′ > λ taking limit as λ′ → λ, we
get
|F (z)| ≤ C˜e|z|λ , ∀ λ > ρ0.
Taking limit as λ→ ρ0, we obtain
|F (z)| ≤ C˜e|z|ρ0 .
This implies
ρ[F ] ≤ ρ0. (4.22)
Hence by (4.10) and (4.22), we have
ρ[F ] = ρ0. (4.23)
On the other hand by Faber’s theorem (Theorem 1), we have
ρ[G] =
ρ[F ]
1− ρ[F ] .
This with (4.23) gives
ρ[G] =
ρ0
1− ρ0 . ¤
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