INTRODUCTION
The analysis of a paired watershed study (PWS) design establishes a statistical relationship between hydrologic responses in a control and a treated catchment area over a given time period to determine if forest management treatments affect hydrological processes within the treated catchment area. During a calibration phase the statistical relationship is estimated. Following this phase, forest management practices are applied to the treatment catchment only. Post-treatment predictions based on the calibration phase relationship are used to predict the hydrologic response in the treated catchment absent of forest harvesting. Treatment effects are discerned as the difference between the observed and predicted response of the treated catchment area.
The prediction interval method of change detection for paired watershed studies followed from the work of Harr et al. (1979) using ordinary least squares (OLS) regression based on annual and storm-based mean and maximum water yield, peak flow, sediment load and temperature to evaluate the effects of forest management on water quality and quantity; for review, see Andréassian (2004) , Bosch and Hewlett (1982) , Brown et al. (2005) . After regressing the observed values of the treatment watershed on the observed control watershed values via OLS during the calibration period, predicted values and prediction intervals are computed for the post-treatment time period. Prediction intervals should not be confused with confidence intervals, though each provides a plausible range for an estimated value and conveys the precision of the estimate.
The use of data collected on daily or monthly time scales prompted adjustments to the prediction interval method of change detection. To continue the prediction interval change detection methodology in the presence of autocorrelated data, researchers began to filter the model residuals via autoregressive (AR) analysis and use the estimated variance of the AR disturbances to construct prediction intervals and assess treatment effects (Watson et al. 2001 , Moore et al. 2005 , Gomi et al. 2006 . This method ignores variation attributed to the estimation of autocorrelation model parameters, and changes in prediction precision due to where the control watershed response values lie in relation to their range during the calibration period. Both of these sources of variation should be considered in the construction of prediction intervals for change detection. Excluding these known sources of variation will result in underestimates of prediction variance leading to prediction intervals that are too narrow, and increased Type I error rates.
Paired watershed studies have been used to directly inform policy makers of the effects of forest management on catchment hydrology. The ability to correctly identify management effects requires statistically powerful analysis methods that incorporate well-defined and measured sources of prediction variation. The objective of this paper is to provide a corrected form of prediction limits for use in detecting treatment effects in paired watershed studies.
PREVIOUS METHODS OF CHANGE DETECTION
The standard approach for change detection in PWS begins by establishing a linear model with the control watershed response (e.g. sediment load) used as a covariate to predict the treated watershed response during a calibration time period. During this period, observations are made before any experimental treatments are applied. If the observations are temporally scaled such that autocorrelation is not an issue, as may be expected for hydrological data summarized during storm events, the model is:
with y i representing the observed value from the treated watershed, x i the observed value from the control watershed, i = 1, 2, . . ., n representing the number of storms during the calibration time period, β 0 and β 1 are the intercept and slope parameters, and ε i~N (0, σ 2 ). After treatment begins, observations continue to be collected at both the treated and control watersheds. At the completion of the treatment period, the calibration model is used to make predictions and prediction intervals for the treated watershed response based on values of the control watershed during the post-treatment time period. Each prediction interval value is calculated via:
where j runs from n + 1 to the final storm of data collection m, x j represents the observed control catchment response for storm j during the treatment period,σ 2 estimates σ 2 , and t (α/2,n−2) is the α-level quantile of a t-distribution with n -2 degrees of freedom. For each observation within the post-treatment period, a residual value R j is computed as y j − ŷ j |x j where ŷ j |x j is the predicted value using equation (1). Subtracting ŷ j |x j from the upper and lower bounds of the prediction interval computed using equation (2) provides a prediction interval for the set of R j . A disproportionate number of post-treatment residuals that exceed the prediction intervals is an indication of a treatment effect (Harr et al. 1979) . Of concern with most traditional paired watershed studies, however, is the relatively small number of pre-treatment observations used to construct the statistics-based change detection models.
In the absence of large sample sizes, diminished statistical power undermines the ability to detect changes in physical behavior. Notable PWS such as the Alsea and Caspar Creek studies used annual values of water yield and sediment load with sample sizes of n = 7 and n = 4, respectively (Harris 1977 , Lewis 1998 .
To address the limitations that annual or stormbased data pose for change detection in watershed studies, researchers began data collection on daily and monthly time scales (Scott and Lesch 1997 , Watson et al. 2001 , Moore et al. 2005 , Gomi et al. 2006 . Seasonal periodicity and serial autocorrelation can be present in data of measurements collected over finer time scales. The prevalence of autocorrelation can vary among systems and catchments, but the presence of autocorrelated residuals violates the assumption of independence for OLS regression (Salas 1993) . If unaccounted for, autocorrelation can result in incorrect estimates of regression coefficients and invalid tests of significance (Carroll and Pearson 1998) . Logarithmic transformations of explanatory and response variables are used to address nonconstant variance and sinusoidal trigonometric terms can be used to describe seasonality (Helsel and Hirsch 1992) . Salas (1993) addressed autocorrelation by fitting a stochastic time-series model to model residuals. Watson et al. (2001) recognized the need to consider temporal autocorrelation when moving to finer time scales. To evaluate changes in monthly water yield at the Maroondah paired watershed study in Australia, they fit a model similar to equation (1), but with additional sinusoidal terms to account for seasonal monthly variation and a log 10 transformation of the measured response variable to account for non-constant variance. In this model, i now represents each month of the calibration time period. Following Salas (1993) , they fit a stochastic time series model to their residuals. They selected a first-order autoregressive model, AR(1). An AR(1) models autocorrelation among the ε i values as:
where φ 1 accounts for the autocorrelation between previous ε i s and γ i is an independent innovation. After estimating φ 1 , Watson et al. (2001) solved equation (3) forγ i to compute the estimated random innovation at each observed value. They computed the sample standard deviation of the set ofγ i values, multiplied this value by 1.96, and then added and subtracted this value from 0 to obtain upper and lower 95% "prediction limits"' to assess change due to forest harvesting (Watson, personal communication) .
Following Harr et al. (1979) , Watson et al. (2001) computed predicted values for the treated watershed using the observed values of the control watershed during the post-treatment period. Next, they computed the residual (R j ) values as described above. They substituted R j for ε i in equation (3) and used φ 1 to solve for eachγ j . The percentage of these posttreatmentγ j values that exceeded the prediction limits was computed, and a significant treatment effect was declared if more than 5% of these values exceeded the 95% prediction limits (Watson et al. 2001) . Moore et al. (2005) and Gomi et al. (2006) modified the estimation and analysis method proposed by Watson et al. (2001) using daily stream temperature data to evaluate the headwater catchment responses to clear-cut harvesting in coastal British Columbia, Canada. These researchers correctly recognized that autocorrelated data not only require attention in the analysis of residuals, but additionally in the estimation of linear model parameters from equation (1). Accordingly, they used generalized least squares (GLS), and not OLS, for linear model parameter estimation (Myers 1990) . Moving from the simple linear regression scenario of equations (1)-(3) to the multiple linear regression and GLS frameworks it is much more efficient to represent models and formula components using matrix notation.
Using common matrix notation, the multiple linear regression analog to equation (1) is expressed as:
where y is an n × 1 vector of responses, X is an n × k design matrix, k is the number of model parameters, β is a k × 1 vector of model parameters, ε ∼ N(0, σ 2 I n ) and I n is an n × n identity matrix. It should be noted that this model assumes the elements of y are independent. For autocorrelated data, GLS regression allows the independent errors assumption to be relaxed and assumes ε~N(0, σ 2 ψ). The term σ 2 ψ is a n × n symmetric variancecovariance matrix with variance values along the diagonal and covariance values in the non-diagonal matrix elements. The appropriate estimator for β when var(ε) = σ 2 I is not the OLS estimator, but rather the GLS estimator given by (Myers 1990) :
In addition to recognizing that the covariance structure should be incorporated into the linear model parameters estimator, Moore et al. (2005) and Gomi et al. (2006) also recognized that using the partial autocorrelation function (PACF) can aid in determining the appropriate order of the autoregressive process. After determining the autoregressive structure and estimating the linear model and autoregressive parameters for the calibration period data, the residuals, innovations, prediction intervals, and assessment of treatment effects were computed following the methods of Watson et al. (2001) described above.
Though Harr et al. (1979) correctly produced prediction intervals in the OLS setting and the above studies are significant developments for the use of temporally autocorrelated hydrological data, the intervals created by Watson et al. (2001) , Moore et al. (2005) and Gomi et al. (2006) are not prediction intervals. Their intervals are based on an estimate of the innovations variance, and do not account for prediction variance that includes variation due to the estimation of linear model and autoregressive function parameters, and covariance between observations (autocorrelation). Incorporating these sources of variation will lead to corrected prediction limits for evaluating treated catchment behavior after management relative to pre-management conditions.
CORRECTED PREDICTION INTERVALS FOR CHANGE DETECTION
This section begins by establishing the correct form of the GLS prediction variance that incorporates variation due to the estimation of linear model and autocorrelation parameters, and then derives the prediction variance of the innovations that are used to determine if treatment effects have likely occurred. To begin, consider a vector of the combined data containing the observed stream discharge over the pre-treatment time interval and the predicted stream discharge in the post-treatment interval that is predicted using the calibration equation. Note that the terms "prediction" and "predicted values" refer to predictions for the treated watershed during the posttreatment period but in the absence of treatment. The variance-covariance matrix of the observed and predicted values can be partitioned as (Judge et al. 1980) :
where σ 2 Ψ j is the variance-covariance matrix of the predicted values and σ 2 V is the covariance matrix between observed and predicted observations. For ease of notation, we will proceed by referring to the elements of equation (6) as having been multiplied by σ 2 . If the variance and covariance parameters are known, the prediction equation has the form:
whereβ is estimated from equation (5), and equation (7) is the best linear unbiased predictor (BLUP) for y|x j (Kariya and Kurata 2004) . Given this unbiased estimator for y|x j and again that the variance and covariance parameters are known, the prediction mean-squared error (MSE) can be computed as Jeske 1992, Zimmerman and Cressie 1992) :
Note that since our estimator is unbiased, the terms "prediction MSE" and "prediction variance" are equivalent. It is also important to note that this step constitutes the first correction to prediction variance that we propose. The prediction variance of equation (8) accounts for variation attributed to estimation of linear model coefficients.
In practical settings the parameters of variancecovariance matrices are generally not known, and need to be estimated from the observed data. A common method to obtain prediction variances, here after referred to as the plug-in estimator, has been to estimate the variance-covariance parameters, and simply plug-in these values to equation (8) as fixed and known (Das et al. 2004, Schabenberger and Gotway 2005) , however, this estimator can be negatively biased (Kackar and Haarville 1984 , Harville and Jeske 1992 , Zimmerman and Cressie 1992 , Schabenberger and Gotway 2005 . The origin of this bias and the derivation leading to the . This additional term of the Prasad-Rao estimator accounts for variation attributed to estimation of residual autocorrelation model parameters, and represents a second correction to prediction variance that is used to obtain proper prediction limits. Though B(Ψ ) is easily obtained, A(Ψ ) is difficult to calculate in practice (Wang and Wall 2003) . The practical merits of the computation of the Prasad-Rao MSE estimator have been studied and will be addressed in the discussion.
The Prasad-Rao or plug-in estimator of the prediction variance can be used to obtain prediction intervals for the post-treatment time period to assess whether change has likely occurred, as discussed in Section 2. Prediction residuals are obtained by subtracting predicted values from observed values for the treated watershed during the post-treatment time period. This sequence of potentially temporally autocorrelated residuals(R 1 , R 2 , . . ., R m ), the autocorrelation function, estimates of the autocorrelation parameters (φ 1 ,φ 2 , ...,φ p ), and estimates of prediction variance are used to create prediction intervals. In essence, we consider each post-treatment innovation (γ j ) as a linear combination of autocorrelated residuals, and compute the variance of this linear combination. To match the example in Section 4, the prediction variance associated with each innovation is now derived for an AR(p) autocorrelation structure. A similar approach can be used to derive the prediction variance of more general classes of autocorrelated processes. If we assume:
1.φ q independentφ q for all q, q 2.φ q independent R j for all q, j Then for each R j , j = 0, . . ., m forming a stationary time series,
and basic algebra leads to:
Using more algebra and basic properties of linear combinations of variances and covariances (Goodman 1960) , the prediction variance of each (γ j ) can be found as:
where var(R j ) is estimated using the diagonal elements of the Prasad-Rao or plug-in MSE estimator. Innovations are normally distributed with an expected mean of 0, hence upper and lower 95% prediction intervals at each time j are then simply computed by:
EXAMPLE: DAILY DISCHARGE DATA AT HINKLE CREEK
To demonstrate the differences between the prediction limits proposed by Watson et al. (2001) (Fig. 1) . Two years of pretreatment discharge data were used to develop calibration equations for the relationship between control and treated catchments. Due to equipment constraints, data were not collected during extremely low flow periods each summer. After the calibration time period, 65% of the Fenton Creek watershed was clear-felled in accordance with the Oregon Forest Practices Act. For ease of description, we demonstrate the methods of Section 3 to obtain the plug-in version prediction limits. A comparison to the Prasad-Rao version is left for the discussion. Initial model residual analysis revealed heteroscedastic variances and seasonal trends. We applied a log 10 -transformation of daily discharge for treatment and control watersheds for variance stabilization. We included sinusoidal trigonometric terms and subtracted mean monthly discharge from each observation to account for seasonality and to achieve stationarity of model residuals. Stationarity is a required assumption for fitting AR, moving average (MA), or autoregressivemoving average (ARMA) time series (Chatfield 2004) . We used partial autocorrelation functions and Akaike's Information Criterion (AIC) to choose the most parsimonious time series model, implemented using maximum likelihood (ML) estimation via the gls function from the nlme library (Pinheiro et al. 2011) for the R statistical language (R Development Core Team 2005). We considered all sets of ARMA(p, q) autoregressive-moving average time series models with both p and q parameters ranging from 0 to 4, and found a second-order autoregressive model provided the best fit. Given our chosen GLS model, we estimated explanatory and autocorrelation model parameters using restricted maximum likelihood (REML). These estimates provided the statistical components needed to construct the prediction intervals: the chosen AR function and estimates of explanatory coefficients (β), AR parameters (φ 1 ,φ 2 ) and their estimated variances, and residual variation (σ 2 ). Values of the explanatory variables for the post-treatment time period (x j ) and observed posttreatment response values (y j ) are also needed to construct the intervals.
Our next step was to take the AR function, estimates of AR parameters, andσ 2 and construct the elements of equation (6), which allowed the computations of post-treatment predicted values and prediction variance via equations (7)-(8). Next, we computed the set of prediction residuals (R j ) as y j −ŷ|x j , and obtained estimated innovations using equation (10). Finally, prediction intervals followed from use of the estimates of prediction variance with equations (11)- (12). Figure 2 shows the post-treatment innovations and prediction intervals based on the Watson et al. (2001) method and our corrected method. The horizontal axis is ordered chronologically, which is the common display for these analyses within the field of hydrology. The corrected prediction intervals are indeed wider than the Watson et al. (2001) intervals, and are not constant across time. Prediction intervals are narrowest at the mean of explanatory variable values (Myers 1990) , and widen progressively as the values move further from the mean. The non-systematic variation in the width of the corrected intervals is due to the innovations and prediction intervals being ordered by time, not by explanatory variables.
If the proportion of post-treatment innovations that exceed the prediction intervals is greater than a specified limit, typically 5% for 95% prediction intervals, it is determined that a change due to forest management has occurred. The Watson et al. (2001) intervals would lead one to conclude that a treatment effect has occurred, as 11.0% of the innovations exceed those limits. In contrast, the conclusion would be different using the corrected prediction limits. Only 5.7% of the innovations exceeding the prediction limits indicate inconclusive evidence of a treatment effect.
DISCUSSION
In our example the corrected prediction limits are wider than those computed using the Watson et al. (2001) method, and the difference between the two methods is large enough to effect final conclusions. Of more interest are periods within the time series where the largest differences between the two methods occur. It appears that many of the points exceeding the Watson et al. (2001) method, but not our prediction limits, occur when explanatory variable values are furthest from their means and our prediction limits are the widest (Fig. 2) . Statistical tools attempt to differentiate the variation within treatments from the variation among treatments. This partition of variance is clouded by imprecision induced by estimating the parameters associated with the statistical model. Not accounting for this imprecision can lead to incorrect conclusions.
In a review of decades of studies on the effects of forest management on annual-scale stream hydrology, Bosch and Hewlett (1982) conclude that treatment effects are expected when at least 20% of the watershed is harvested. With 65% of the Fenton Creek watershed harvested, the fact that these data may not show evidence of treatment effects highlights the potential for daily hydrology data from paired watershed studies to be too noisy for efficient change detection. Since paired watershed studies can inform political, social and economic policies, it is imperative that researchers judiciously choose appropriate analysis methods for their data analysis. The context of our example in light of this issue is discussed further in Zégre et al. (2010) .
Historically, a qualitative approach has been used to evaluate the significance of innovations exceeding the prediction limits. The proportion exceeding is simply compared to the expected proportion, but this seems unsatisfactory given the statistical methods used to create the prediction limits. A potential solution would be to compute a p value for the proportion exceeding against a binomial distribution with the number of post-treatment observations and expected proportion, though this might not be the best approach. There can be time periods where more innovations exceed the limits than others. In our example these periods reflect precipitation patterns (Figs 1 and 2) , and this poses two issues. First, the presence of these periods is evidence of nonindependence for the post-treatment innovations, and independence is assumed by the aforementioned binomial test. Second, and more interesting, this begs the question of which time periods to use for evaluating the significance of prediction limit exceedence. Relative lengths of drier and wetter periods during the post-treatment phase will influence the proportion of exceeding values. It seems reasonable to define evaluation time periods a priori, and then evaluate the significance of the proportion of exceedence during these periods to assess evidence for treatment effects.
It is clear that incorporating prediction variance is necessary for proper construction of prediction intervals. The effort involved in obtaining the extra term of the Prasad-Rao MSE estimator warrants investigating the improvement it provides over simply using the plug-in estimator presented in our example. Schabenberger and Gotway (2005) note that the bias of the plug-in estimator can be substantive for small sample sizes. A small sample size is not an issue in our example, in which n = 414 for the calibration time period. For spatially autocorrelated data, in addition to the assumptions necessary for equation (A3), Zimmerman and Cressie (1992) suggest using the Prasad-Rao MSE estimator when the spatial correlation is known or estimated to be weak, and when the estimated variance-covariance matrix of the observed data is known to be negatively biased. The estimated value of the first autoregressive parameter for our example is 0.996 (95% CI: 0.90, 1.09), which is consistent with values of strong autocorrelation as seen in Vijapurkar and Gotway (2001) . Based on these previous studies, our large sample size, strong estimated autocorrelation and chosen estimator (REML), we opted for the plug-in method of prediction variance calculation for our example. For comparison, we also computed prediction intervals with prediction variance according to the Prasad-Rao method, and found another piece of evidence that may indicate that the use of the extra term may not be necessary for daily discharge data similar to ours. Relative to the variance estimates computed using the extra PrasadRao term, the plug-in estimates averaged nearly 100% of the corrected values. This suggests the bias of the plug-in estimator for these data is essentially zero. To balance this result, we applied the same approach to a similar data set from the Hinkle Creek PWS summarized to monthly intervals, and with a calibration period sample size of 20. These data were fitted with a first-order autoregressive model and the estimated autoregressive parameter was 0.28 (95% CI: −0.17, 0.74). The plug-in estimator showed much more bias, only averaging 83% of the corrected Prasad-Rao MSE estimator values. These results match well with the aforementioned studies. It may not be necessary to use the Prasad-Rao MSE estimator for daily summarized, paired watershed data, though this warrants thorough investigation.
The prediction intervals we present are a further development for change detection analysis of hydrological data from paired watershed studies. These refinements build upon improvements presented by Watson et al. (2001) and Gomi et al. (2006) . We recommend that prediction intervals incorporating prediction variance be used for change detection analysis.
