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Abstract
A general study of symmetries in optimal control theory is given, starting from the presym-
plectic description of this kind of system. Then, Noether’s theorem, as well as the corresponding
reduction procedure (based on the application of the Marsden-Weinstein theorem adapted to
the presymplectic case) are stated both in the regular and singular cases, which are previously
described.
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1 Introduction
The application of modern differential geometry to optimal control theory has meant a great ad-
vance for this field in recent years, begining with R.W. Brocket’s pioneering work [6], [7], up to
recent developments, as reported, for instance, by H.J. Sussmann [31], [32], [33]. This paper is
devoted to studying optimal control problems with symmetry in a geometric framework.
Hence, our standpoint is the natural presymplectic description of optimal control problems
arising from the Pontryagin maximum principle. If this presymplectic system has symmetries, then
the Marsden-Weinstein reduction theorem [23], generalized to the presymplectic case, as in [11],
allows the dynamics to be simplified, thus reducing the number of degrees of freedom and giving a
simpler structure to the equations of motion.
Previous works on this subject have been carried out by A.J. Van der Schaft [29] and H.J.
Sussmann [31]. The first considers symmetries of the Lagrangian and the differential equation in
order to arrive at a Noether theorem (although no intrinsic geometric structures are used in it). In
the second, similar results are given, but in a more general context (relaxing the differentiability
conditions). Recently, A. Bloch and P. Crouch offered a presentation of optimal control systems
on coadjoint orbits related to reduction problems and integrability [5].
In this work, we give a general description of symmetries in optimal control, classifying them
as the so-called natural ones (which come from diffeomorphisms in the configuration manifold of
the original problem), and other symmetries of the associated presymplectic system. Moreover, the
reduction procedure is described both in the regular and the singular case. (A different point of
view on this problem, using Dirac structures and implicit Hamiltonian systems is given in [3] and
[4]. Other approaches can be found in [9], [10] and [24]).
More precisely, Section 2 is devoted to stating the problem and describing the presymplectic
formulation. Since in this situation there is no global dynamics, we study the application of a
presymplectic algorithm (see [13]) to obtain the (maximal) manifold where the dynamics exists and
the equation of motion on this last manifold. The analysis of the procedure leads to a distinction
between the regular situation, where only one step of the algorithm is needed, and the singular one.
Later on, in Section 3, after reviewing some basic facts of actions of Lie groups on presymplectic
manifolds, different notions of symmetries for autonomous control problems are defined, and the
reduction procedure as well as Noether’s theorem are stated for both the regular and singular
cases. In Section 4, the results are then extended to the case of non-autonomous control problems.
Finally, in Section 5, two examples are given: In the first one the reduction of regular optimal
control problems invariant by a vector fields is considered, following the study given in [26] for
time-dependent Lagrangian mechanics. The second corresponds to an example analyzed by H.J.
Sussman in [31], and consists in searching for the shortest paths with a bounded curvature.
All the manifolds are real, connected, second countable and C∞. The maps are assumed to be
C∞ and the differential forms have constant rank. Sum over crossed repeated indices is understood.
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2 Geometric description of optimal control theory
2.1 Optimal control problems
LetW = U×V ⊂ Rn equipped with coordinates {qi, ua} (i = 1, . . . ,m, a = 1, . . . , n−m). {qi} are
the coordinates in the configuration space V ⊂ Rm, and {ua} are said to be the control variables
or coordinates of the control space U ⊂ Rn−m. An optimal control problem consists in finding C1-
piecewise smooth curves γ(t) = (q(t), u(t)) with fixed endpoints in configuration space, q(t1) = q1
and q(t2) = q2, such that they satisfy the control equation
q˙i(t) = F i(q(t), u(t)) (2.1)
and minimize the objective functional
S[γ] =
∫ t2
t1
L(q(t), u(t))dt .
where F i, L ∈ C∞(W ). Solutions to this problem are called optimal trajectories (relative to the
points q1 and q2).
It is well-known (see [20]) that the solution to this problem is provided by Pontryagin’s maximum
principle, which is stated in the following way:
First, consider the co-state space T∗V , whose coordinates are denoted by {qi, pi} (i = 1, . . . ,m),
and takeM ≡ U×T∗V , with coordinates {qi, pi, u
a}. Then consider a family {H(q, p, u)} ⊂ C∞(M)
of Hamiltonian functions, parametrized by the control variables, given by
H(q, p, u) = piF
i(q, u) − p0L(q, u) . (2.2)
where p0 can be regarded as another parameter. For each control function u(t), we can find the
integral curves (q(t), p(t)) of the Hamiltonian vector field which are the solutions to the Hamilton
equations
q˙i =
∂H(q, p, u)
∂pi
, p˙i = −
∂H(q, p, u)
∂qi
(i = 1, . . . ,m). (2.3)
Secondly, the maximal Hamiltonian function is defined as:
Hmax(q, p) = max
u
H(q, p, u) , for every (q, p) ∈ T∗V , (2.4)
then we have:
Pontryagin’s maximum principle: If a curve γ(t) = (q(t), u(t)) is an optimal trajectory
between q1 and q2, then there exists a curve p(t) such that:
1. (q(t), p(t), u(t)) is the solution to (2.3), and
2. H(q(t), p(t), u(t)) = Hmax(q(t), p(t)).
If p0 = 0, then the optimal solutions are called abnormal. In this paper we confine our attention
to the case in which p0 6= 0, and in particular we take the typical value p0 = 1.
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It is clear that a necessary condition for H to reach the maximum (if the maximum of H is not
on the boundary of the control set) is
χa =
∂H
∂ua
= 0 , (a = 1, . . . , n−m). (2.5)
Hence, the trajectories solution to the optimal control problem lie in a subsetM1 of the total space
M , which is defined by the constraints χa = 0.
In most cases, the constraint functions χa = 0, called first order constraints, define implicitly
n−m functions ψa such that
ua = ψa(q, p) (2.6)
whenever the matrix defined by Wab =
∂χa
∂ub
is non-singular, i.e., detWab 6= 0. Under these circum-
stances, the function ψ ≡ {ψa}, given by equation (2.6), is called an optimal feedback function. If
such a condition is satisfied, we say that the optimal control problem is regular. If detWab = 0 on
M1, we say that the optimal control problem is singular. In any case, we will assume that rankWab
is constant on the domain of our analysis.
Remark 1 One of the consequences of the Maximum Principle is that the optimal control problems
can be studied as presymplectic Hamiltonian systems; that is, those where the 2-form is degenerate.
Next we give a concise description on this topic, as well as the associated constraint algorithm.
Furthermore, in Section 3, we study the existence of first integrals for optimal control problems
with symmetries (see Theorem 1).
2.2 Optimal control problems as presymplectic Hamiltonian systems
Taking into account the above considerations, a problem of optimal control, from a geometric
viewpoint, may be given by the following data: a configuration space which is a differentiable
manifold Q, locally described by the state variables qi (i = 1, . . . m), a fibre bundle π:E → Q
whose fibres are locally described by the control variables ua (a = 1, . . . , n −m), a vector field X
along the projection of the bundle, X:E → TQ (i.e., τQ ◦ X = π, where τQ: TQ → Q denotes
the canonical projection), and a “Lagrangian function” L:E → R. Consider the family of paths
γ: I → E such that π ◦ γ has fixed end-points, which are solutions to the differential equation
Tπ ◦ γ˙ = (π ◦ γ). = X ◦ γ (2.7)
that rules the evolution of the state variables, i.e., in local coordinates it is equation (2.1), with
boundary conditions qi1 = q
i(t1) to q
i
2 = q
i(t2) (there are no boundary conditions on the control
variables). The problem is to find a minimum of the action∫
γ
L(γ(t)) dt
for this family of paths γ. So we have the diagram
TE
Tπ✲TQ
γ˙
 
 
 ✒
τE
❄
X
 
 
 ✒
τQ
❄
I
γ ✲ E
π ✲ Q
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Therefore, an optimal control problem is characterized by the data (E, π,Q,L,X).
Remark 2 It is easy to show that this is indeed a vakonomic problem on the manifold E (see
[2],[15] for this kind of problem), where the Lagrangian L is singular, since it does not depend on
the velocities. The constraint submanifold C ⊂ TE, given by the differential equation above, is
C = {w ∈ TE | Tπ(w) = (X ◦ τE)(w)} .
In this way, a path γ is admissible if, and only if, it is a solution to the differential equation (2.7)
or, equivalently, if it takes values in the affine subbundle C of TE. Notice that, in coordinates, and
from a variational viewpoint, the constraints defining C as a submanifold of TE (which are the set
of first order differential equations (2.1)) are very particular: they give the velocities of the state
variables in terms of the state and control variables.
Optimal control theory admits several geometric formulations and expressions of the equations
of motion (2.3) and (2.5). One of the most interesting is the presymplectic description which can
be constructed on the manifold π∗T∗Q = E×QT
∗Q (for a description on presymplectic dynamical
systems, in general, see for instance [8], [13]). We denote by π1:π
∗T∗Q→ E and π2:π
∗T∗Q→ T∗Q
the projections onto the first and second factors, respectively. Then, the Hamiltonian function (2.2)
can be defined intrinsically as
H = Xˆ − L , (2.8)
where we identify the Lagrangian function L ∈ C∞(E) with its pull-back through π1:π
∗T∗Q→ E,
and Xˆ:π∗T∗Q → R is the function defined by Xˆ((q, u), α) = α(X(q, u)), for (q, u) ∈ E and
α ∈ T∗qE.
Let θ0 and ω0 = −dθ0 be the canonical 1 and 2-forms in T
∗Q. We can take their pull-back
through π2, obtaining θ = π
∗
2θ0 and ω = π
∗
2ω0 in π
∗T∗Q. In local coordinates, θ = pidq
i and
ω = dqi ∧ dpi. If η is a path on π
∗T∗Q, then to solve the presymplectic equation
iη˙ ω = dH ◦ η
is equivalent to solving the equations of motion (2.3) and (2.5). To show this, it is enough to write
their local expressions. If η is an integral curve of a vector field Γ on π∗T∗Q, we can write the
presymplectic equation above as
iΓ ω = dH . (2.9)
Summarizing, our geometrical interpretation of the problem of optimal control stated in the begin-
ing is given by the presymplectic Hamiltonian system (π∗T∗Q,ω,H), which arises from the original
data (E, π,Q,L,X).
Observe that relation (2.9) gives the critical curves of the variational problem for the Lagrangian
L with constraints (2.7), and it is a weaker condition, in general, than the maximum principle posed
by equations (2.3), (2.4). Througout this paper, we will restrict our attention to the analysis of
solutions to (2.9), and the existence of true extremals will not be studied.
From now on, we will denote M = π∗T∗Q. Relation (2.5) is the local expression of the com-
patibility condition for the equation (2.9) and it is assume
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M1 in M . In the following section, all these features will be studied in detail, and we show that
the regularity of the optimal control problem is equivalent to the existence of a unique vector field
solution to (2.9) tangent to the first order constraint submanifold M1. Otherwise, the optimal
control problem is singular, and a constraint algorithm is needed to solve the problem, in general.
2.3 Constraint algorithm for optimal control problems
Consider the presymplectic dynamical system given by (M,ω,H), with M = π∗T∗Q, ω = π∗2ω0,
and H being defined by (2.8). The presymplectic dynamical equation is (2.9). Notice that ω is
degenerate, and kerω = XV(pi2)(M) = {X ∈ X(M) | π2∗X = 0}. It is well known [13], [25] that
there are vector fields satisfying equation (2.9) only at the points of the subset
M1 = {x ∈M | (LZ H)(x) = 0 , for every Z ∈ kerω}
We assume that M1 is a closed submanifold of M , and the natural embedding is denoted by
j1:M1 →֒ M . Now, there are vector fields Γ satisfying equation (2.9) on the points of M1. These
vector fields are defined in principle only at the points of M1, and they take values in TM |M1
(obviously, they can be extended to vector fields in M). However, in general, these vector fields Γ
are not tangent to M1, that is, they do not take values in TM1. If kerω ∩ X(M1) = {0} (where
X(M1) denotes the vector fields of M which are tangent to M1), then (M1, j
∗
1ω) is a symplectic
manifold, and there is a unique vector field Γ defined at the points of M1 verifying (2.9). Moreover
Γ is tangent to M1 because j
∗
1ω is a symplectic form. As locally kerω = 〈∂/∂u
a〉, then M1 is a
submanifold transverse to kerω if, and only if, detWab 6= 0. So, a regular optimal control problem
corresponds to the case where (M1, j
∗
1ω) is a symplectic manifold.
However, if the system is singular, the vector fields solutions to the Hamiltonian equation (2.9)
on the submanifold M1 are not necessarily tangent to M1. Thus, their integral curves can leave
the submanifold where the extremal trajectories must lie. Thus, we must take the points of M1
where vector fields solutions to (2.9) being tangent to M1 exist. The subset M2 ⊂ M1 made by
those points is defined as
M2 = {x ∈M1 | Γ(χa)(x) = 0 , for every Γ solution to (2.9) on M1} .
We assume that the subset M2 is a closed submanifold of M1. We denote the functions defining
M2 on M1 by χ
(2)
b . Repeating the argument, we obtain a family of subsets (assuming that all of
them are closed submanifolds) defined recursively by
Mk = {x ∈Mk−1 | Γ(χ
(k−1)
b )(q) = 0, for every Γ solution to (2.9) on M1} , k > 1 .
The recursion stops, and Mr =Mr+1 =Mr+2 = · · · for a certain r. In this way, we obtain a stable
submanifold
Mf = ∩k≥1Mk
where the dynamical equation has tangent solutions, and the integral curves of the corresponding
vector fields are the critical curves of the singular optimal control problem. We denote by jf :Mf →֒
M the natural embedding. This is the constraint algorithm for optimal control problems, which
A.Echeverr´ıa-Enr´ıquez et al: Geometric reduction in optimal control theory... 7
is similar in nonlinear control to the so-called zero-dynamics algorithm based on the notion of
(locally) controlled invariant submanifold (see [16], [27]).
Another geometric description of the condition of regularity and the submanifold M1 can be
given. In fact, as we know that M = π∗T∗Q = E ×Q T
∗Q, we can consider the fibre bundle
π2:E ×Q T
∗Q → T∗Q. Now, consider the Hamiltonian function H:E ×Q T
∗Q → R, and the
vertical bundle V (π2). The function H defines a map
FH:E ×Q T
∗Q −→ V ∗(π2)
(e, α) 7→ Te
(
H|(pi(e),α)
)
: V(π2)→ R
which is called the fibre derivative of H (see [14],[12] for more details). In local coordinates,
FH(q, p, u) = (q, p, u, ∂H/∂u). Then, the submanifoldM1 can be characterized asM1 = FH
−1(0).
The local regularity condition detWab 6= 0 is equivalent to demanding that FH has maximal rank
everywhere, and it is also equivalent to the existence of a (local) section σ:U → E ×Q T
∗Q, for
some neighbourhood U of each point (q, p) ∈ T∗Q. If there exists a global section σ of π2, such that
FH−1(0) = σ(T∗Q), then the optimal control problem is said to be hyper-regular and, of course,
detWab 6= 0 (i.e., it is regular).
In the regular case, the 2-form ω1 = j
∗
1ω is non-degenerate and the manifold M1 is locally sym-
plectomorphic to T∗Q. In the hyper-regular situation, M1 and T
∗Q are globally symplectomorphic,
and the symplectomorphism is constructed by means of the global section σ. As a final remark, if
Γ1 ∈ X(M1) is the unique vector field solution to the dynamical equation
iΓ1 ω1 = dh1 , (2.10)
where h1 = j
∗
1H, then the vector field Γ solution to (2.9) is obtained from Γ1 by using the optimal
feedback condition (2.6).
Notice that, in both the regular and singular cases, there is no vector field on M satisfying the
presymplectic dynamical equation in M , but only on a submanifold M1 6=M .
3 Symmetries and reduction of optimal control problems: the
autonomous case
(See the appendix 5.2 for the notation, the terminology and the fundamental concepts and results
about presymplectic reduction, which are used in this section).
3.1 The regular case: symmetries and reduction
3.1.1 Symmetries and first integrals
One of the most important features in the study of dynamical systems with symmetry is the so-
called reduction theory.
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First, we establish the concept of group of symmetries for the non-compatible presymplectic
dynamical system (M,ω,H), where M = π∗T∗Q and H is given by (2.8), with compatible sym-
plectic dynamical system (M1, ω1, h1), where ω1 = j
∗
1ω and h1 = j
∗
1H; i.e., we assume that the
optimal control problem is regular. Notice that, in this case, in the notation of the above section,
(P,Ω) = (M1, ω1). Moreover, ω1 is symplectic and exact, because ω1 = j
∗
1ω = j
∗
1(−dθ) = −d(j
∗
1θ).
Definition 1 Let G be a connected Lie group and Φ:G ×M → M an action of G on M . Let
(M,ω,H) be a regular optimal control problem. G is said to be a symmetry group of (M1, ω1, h1) if
1. Φ leaves M1 invariant; that is, it induces an action Φ1:G×M1 →M1.
2. The induced action Φ1 is a symplectic action on (M1, ω1) (which is assumed to be Poissonian,
free and proper); that is, for every g ∈ G, (Φ1)
∗
gω1 = −ω1.
3. For every g ∈ G, (Φ1)
∗
gh1 = h1.
This definition is justified since, if G is a symmetry group of (M1, ω1, h1), then Φg maps solutions
in solutions. To show this, let Γ be the vector field in M tangent to M1 solution to the dynamical
system (2.9) in the points of M1. Then there is a vector field Γ1 ∈ X(M1) such that j1∗Γ1 = Γ|M1
and verifying iΓ1 ω1 = dh1. Therefore,
0 = (Φ1)
∗
g(iΓ1 ω1 − dh1) = i(Φ1)∗gΓ1(Φ1)
∗
gω1 − (Φ1)
∗
gdh1 =
= i(Φ1)∗gΓ1 ω1 − d(Φ1)
∗
gh1 = i(Φ1)∗gΓ1 ω1 − dh1 .
This definition of symmetry group applies to every presymplectic dynamical system, simply by
identifying M1 with the final constraint submanifold Mf , in the sense that it works for the case
when the 2-form ω1 (or ωf in the general case) is degenerate (in that case, in Condition 2, the
action Φf is a presymplectic action on (Mf , ωf )).
In Definition 1, we have considered actions on M which induce symmetries on the symplectic
manifold M1 if the optimal control problem is regular (symmetries on the presymplectic final
constraint submanifold, in general, if the problem is singular). It is straightforward to show that
if G is a symmetry group of (M,ω,H) (i.e., Φ∗gω = Ω and Φ
∗
gH = H, for all g ∈ G), then it is a
symmetry group of the associated compatible presymplectic dynamical system. However, the group
of symmetries of (M,ω,H) is smaller, in general, than the group of symmetries of (Mf , ωf , hh), in
the sense that it gives fewer symmetries of the dynamics Γf .
There is a more natural definition of transformation of symmetry for optimal control systems
strongly related to the special characteristics of the problem. Let us recall that an optimal control
problem may be given by the data (E, π,Q,X,L), where Q is the configuration space describing the
state variables, π:E → Q is a fibre bundle whose fibres describe the control variables, X:E → TQ
is a vector field along π (i.e., τQ ◦X = π), and L:E → R is a Lagrangian function.
Definition 2 Let Ψ:E → E be a bundle diffeomorphism, and ϕ:Q → Q the induced diffeomor-
phism on the base manifold (π ◦Ψ = ϕ ◦π). We say that Ψ is a transformation of symmetry of the
regular optimal control problem described by the data (E, π,Q,X,L) if
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1. Ψ∗L = L (Ψ is a symmetry of the Lagrangian function).
2. Ψ∗X = X (Ψ is a symmetry of the vector field).
In the definition, the push-forward Ψ∗X is defined by
Ψ∗X = ϕ∗ ◦X ◦Ψ
−1 . (3.1)
Hence the inverse Ψ∗ of the push-forward is Ψ∗X = ϕ−1∗ ◦X ◦Ψ.
If the diffeomorphism Ψ is understood as a change of coordinates in the state and control
variables then, in nonlinear control, it is called as feedback transformation, and the push-forward
Ψ∗X is the differential equation X transformed via the feedback transformation (see [16], [17], [27]).
Moreover, Ψ being a symmetry of X means that the induced diffeomorphism ϕ is a symmetry of
X in the sense of [18] and [28].
The meaning of this definition will become clear in Theorem 1, where we prove that, if G is a
connected Lie group such that Ψg is a transformation of symmetry of the regular optimal control
problem, for every g ∈ G, then Ψg maps optimal trajectories into optimal trajectories (see also
[10]).
Now, let Z ∈ X(E) be a vector field on E, and let X:E → TQ be a vector field along the
projection π:E → Q. If Z is π-projectable, then we can define the Lie derivative of X along Z as
follows: if Ψt denotes the flow of Z and ϕt denotes the flow of the vector field Z0 = π∗Z ∈ X(Q),
then
LZ X =
d
dt
∣∣∣∣
t=0
[Ψ∗tX)] , (3.2)
or, equivalently,
LZ X = lim
t→0
Ψ∗tX −X
t
. (3.3)
Notice that the push-forward is well-defined since from the projectability of Z we deduce that Ψt
is a bundle mapping. It is clear that LZ X:E → TQ is a vector field along π.
The following lemma gives the algebraic expression of this Lie derivative.
Lemma 1 Let X:E → TQ be a vector field along the projection π:E → Q, and let Z ∈ X(E) be
a π-projectable vector field on E, with Z0 = π∗Z ∈ X(Q). Then, for every f ∈ C
∞(Q), the Lie
derivative LZ X(f) ∈ C
∞(E) is
LZ X(f) = LZ(LX(f))− LX(LZ0(f)) ,
i.e., LZ(X) = LZ ◦LX −LX ◦LZ0.
( Proof ) From (3.3) we must evaluate (Ψ∗tX −X)(f)(m), for every f ∈ C
∞(Q) and m ∈ E.
Using (3.1), we obtain
(Ψ∗tX −X)(f)(m) = XΨt(m)(f ◦ ϕ−t)−Xm(f) =
= XΨt(m)(f ◦ ϕ−t)−XΨt(m)(f) +XΨt(m)(f)−Xm(f) .
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Hence,
(LZ X)m(f) = lim
t→0
(
Ψ∗tX −X
t
)
m
(f) = lim
t→0
XΨt(m)(f)−Xm(f)
t
+
+ lim
t→0
XΨt(m)(f ◦ ϕ−t)−XΨt(m)(f)
t
= (LZ(LX(f)))m − (LX(LZ0(f)))m .
✷
Definition 3 Let Z ∈ X(E) be a π-projectable vector field. The vector field Z is called an infinites-
imal symmetry of the regular optimal control problem (L, π,Q,X,L) if
1. LZ L = 0 (Z is an infinitesimal symmetry of the Lagrangian function).
2. LZ X = 0 (Z is an infinitesimal symmetry of the vector field X).
We finish these definitions of symmetries with the idea of symmetry group of an optimal control
problem.
Definition 4 Let G be a connected Lie group, and Ψ:G×E → E an action of G on E such that,
for each g ∈ G, Ψg is a bundle mapping, with induced mapping ϕg:Q → Q. G is said to be a
symmetry group of the regular optimal control problem described by (E, π,Q,X,L) if every Ψg,
g ∈ G, is a transformation of symmetry.
This concept of symmetry group of regular optimal control problems is related to the idea
of symmetry group of the presymplectic dynamical system (M,ω,H) (or, equivalently, symmetry
group of (M1, ω1, h1), since the problem is regular) as follows: given the above action Ψ:G×E → E
preserving the bundle structure π:E → Q, we can lift this action to an action Φ:G × π∗T∗Q →
π∗T∗Q in a natural way: for every (q, u, p) ∈ π∗T∗Q (where u ∈ Eq and p ∈ T
∗
qQ),
Φg(q, u, p) =
(
Ψg(q, u),T
∗
ϕg(q)
ϕ−1g (p)
)
. (3.4)
Theorem 1 If G is a symmetry group of the regular optimal control problem (E, π,Q,X,L) (i.e.,
Ψg:E → E is a transformation of symmetry, for every g ∈ G), then the action Φ given by (3.4) is
a symmetry group of the presymplectic dynamical system (π∗T∗Q,ω,H). Moreover, the action is
exact and there exists a comomentum map
J ∗:g −→ C∞(π∗T∗Q)
ξ 7→ iξ˜ θ
in such a way that the functions fξ = iξ˜ θ are constants of motion.
Conversely, if the lifted transformations Φg are symmetries of the presymplectic dynamical
system, then the fundamental vector fields ξ˜ are infinitesimal symmetries of (E, π,Q,X,L).
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( Proof ) On the one hand, the action Ψ is a bundle mapping (for every g ∈ G, ϕg is an action
on the base manifold Q), in such a way that ϕ∗g: T
∗Q→ T∗Q is symplectic and exact (ϕ∗gθ0 = θ0).
Then, since the new action Φ is the canonical lift of Ψ to an action in π∗T∗Q and θ = π∗2θ0, then
Φ∗gθ = θ (Φ is exact), so we have Φ
∗
gω = ω. On the other hand, Φ
∗
gH = Φ
∗
gXˆ −Φ
∗
gL = Xˆ −L = H.
Finally, the existence of the comomentum map follows from the exactness of the action.
Conversely, notice that if Ψ:G × E → E is a bundle action such that G is a symmetry group
of the presymplectic system (π∗T∗Q,ω,H), then Φ∗(H) = H implies that ξ˜c(H) = 0, where ξ˜c are
the fundamental vector fields associated with the action Φ. It is clear that ξ˜c are the lifting to
π∗T∗Q of the fundamental vector fields ξ˜ associated with the action Ψ. The local expressions of
such fundamental vector fields associated with actions Ψ and Φ are
ξ˜ = ξi(q)
∂
∂qi
+ ζa(q, u)
∂
∂ua
ξ˜c = ξi(q)
∂
∂qi
− pi
∂ξi(q)
∂qj
∂
∂pj
+ ζa(q, u)
∂
∂ua
.
Then,
ξ˜c(H) = ξ˜c
(
piX
i(q, u)
)
− ξ˜c (L(q, u)) =
= pi
(
ξj
∂Xi
∂qj
− Y j
∂ξi
∂qj
+ ζa
∂Y i
∂ua
)
−
(
ξi
∂L
∂xi
+ ζa
∂L
∂ua
)
= 0 .
Therefore, as pi are free, we obtain
ξj
∂Y i
∂xj
− Y j
∂ξi
∂xj
+ ζα
∂Y i
∂uα
= 0 , and (3.5)
ξi
∂L
∂xi
+ ζα
∂L
∂uα
= 0 . (3.6)
But, from Lemma 1, equation (3.5) is the expression in local coordinates of Condition 2 in
Definition 3, Lξ˜c X = 0, and equation (3.6) means ξ˜(L) = 0, which is is equivalent to Condition 1
in the same definition. Therefore, the fundamental vector fields ξ˜ are infinitesimal symmetries of
the optimal control problem (E, π,Q,X,L). ✷
We can compare this statement with other versions of Noether’s theorem in control theory. For
instance, in [19], a particular optimal control problem on a Lie group is studied: the conserved
quantity related to the Casimir of the Lie group is used to find the shortest path of a car moving
under the suitable conditions. In [29], the author studies the reduction of the Hamiltonian system
associated with an optimal control problem (by the Maximum Principle), by a local symmetry given
by a vector field. In [31], given an optimal control problem, the author uses the Maximum Principle
to construct a family of symplectic Hamiltonian problems parametrized by the controls (instead of
using the presymplectic alternative). Then, constants of motion are related to the action of a Lie
algebra on M . The techniques are symplectic but local, and reduction is not studied. Finally, the
situation studied in Theorem 3 in [34] is the following: if an optimal control problem, formulated
on Rn, is invariant by a one-parameter family of C1-maps, then a conservation law is obtained.
Remark 3 As mentioned in Section 2, an optimal control problem can be understood as a vako-
nomic problem where the Lagrangian function L: TE → R is a basic function and the constraint
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submanifold C is the affine subbundle locally described by the contraints q˙i = Xi(q, u), i = 1, . . . , n.
Following Arnold et al [2], a transformation of symmetry of the vakonomic system is a diffeomor-
phism Φ:TE → TE such that Φ|C(C) ⊂ C and Φ
∗(L|C) = L|C . But L|C = L, since L is a basic
function, so this last condition can be written as Φ∗(L) = L in this case. It is easy to show that
these two conditions are the conditions we have assumed above when Φ is a diffeomorphism adapted
to the bundle structure.
3.1.2 Momentum map and geometric reduction
Now, if we have the compatible dynamical system (M1, ω1, h) and the action Φ1, we are interested in
removing the symmetries by following a reduction procedure in order to get a symplectic dynamical
system. We apply the results of the appendix 5.2, where now P ≡ M1 and Ω ≡ ω1 is symplectic
and exact. In what follows we assume that the action is Poissonian, free and proper.
Let J be the momentum map associated with this action, µ ∈ g∗ a weakly regular value,
µ:J
−1(µ) →֒M the natural imbedding, and ωµ = j
∗
µω1 and hµ = j
∗
µh1. Therefore:
Proposition 1 (J−1(µ), ωµ, hµ) is a compatible presymplectic Hamiltonian system.
( Proof ) If we denote by g˜M1 the set of fundamental vector fields on M1 with respect to the
action Φ1, and Γ1 is the Hamiltonian vector field associated with the Hamiltonian function h1,
then, for every constraint ζ, with dζ = iξ˜M1 ω1, ξ˜
M1 ∈ g˜M1 , defining J
−1(µ),
j∗µΓ1(ζ) = j
∗
µ(iΓ1 dζ) = j
∗
µ(iΓ1 iξ˜M1 ω) = −j
∗
µ(iξ˜M1 iΓ1 ω) = −j
∗
µ(iξ˜M1 dh1) = 0 .
Therefore, Γ1 is tangent to J
−1(µ). Moreover, if Γµ ∈ X(J
−1(µ)) is a vector field such that
jµ∗Γµ = Γ1|J−1(µ), then
iΓµ ωµ − dhµ = j
∗
µ(iΓ1 ω1 − dh1) = 0 ,
so the dynamical equation
iΓµ ωµ − dhµ = 0 (3.7)
is compatible and its solutions are Γµ + ker ωµ. ✷
The last step is to obtain the orbit space (J −1(µ)/Gµ, ωˆ) (see Theorem 2). Consider the
presymplectic Hamiltonian system (J −1(µ), ωµ, hµ), and the canonical projection πµ:J
−1(µ) →
J−1(µ)/ ker ωµ. As (M1, ω1) is symplectic, J
−1(µ)/Gµ = J
−1(µ)/ ker ωµ. Moreover, by the
Marsden-Weinstein theorem, a symplectic form ωˆ ∈ Ω2(J −1(µ)/ ker ωµ) exists such that ωµ = π
∗
µωˆ.
Then:
Proposition 2 The function hµ and the vector field Γµ ∈ X(J
−1(µ)) satisfying (3.7) are πµ-
projectable, and (J−1(µ)/ ker ωµ, ωˆ, hˆ) is a symplectic Hamiltonian system, where π
∗
µhˆ = hµ.
( Proof ) In fact, L
ξ˜
M1
µ
hµ = 0, for every ξ˜
M1
µ ∈ g˜
M1
µ ⊂ g˜M1 , since h1 is G-invariant and then hµ is
Gµ-invariant. Furthermore, for every ξ˜
M1
µ ∈ g˜
M1
µ , since ωµ and hµ are Gµ-invariant, we have
i
[ξ˜
M1
µ ,Γµ]
ωµ = Lξ˜M1µ
iΓµ ωµ − iΓµ Lξ˜M1µ
ωµ = Lξ˜M1µ
dhµ = 0 ,
A.Echeverr´ıa-Enr´ıquez et al: Geometric reduction in optimal control theory... 13
and then [ξ˜M1µ ,Γµ] ∈ ker ωµ. But, as all the elements of ker ωµ can be expressed as Zµ = f
iξµi ,
then we also have that [Zµ,Γµ] ∈ ker ωµ, for every Zµ ∈ ker ωµ. Therefore, Γµ is πµ-projectable.
Finally, since g˜M1µx = ker ωµx , for every x ∈ J
−1(µ), then J−1(µ)/Gµ = J
−1(µ)/ ker ωµ. As a
consequence, (J −1(µ)/ ker ωµ, ωˆ) is a symplectic manifold. Hence, from (3.7), (J
−1(µ)/ ker ωµ, ωˆ, hˆ)
is a symplectic Hamiltonian system and
iΓˆ ωˆ − dhˆ = 0 (3.8)
where πµ∗Γµ = Γˆ. ✷
3.2 The singular case: symmetries and reduction
As already pointed out, the concept of group of symmetries can be extended in a natural way to the
case of singular optimal control problems. Given the presymplectic dynamical system (M,ω,H),
if the optimal control problem is singular, then when we apply the constraint algorithm described
in Section 3, a submanifold M1 is obtained. However, the 1-form ω1 = j
∗
1ω is now presymplectic
and in the best of cases there will exist a family of vector fields satisfying the dynamical equation
(2.9) in the points of M1 and tangent to M1. Otherwise, we apply the next steps in the constraint
algorithm in order to obtain a final constraint submanifold Mf in which there exist vector fields
Γ ∈ X(M) tangent to Mf such that
(iΓ ω − dH)|Mf = 0 .
If jf :Mf →֒ M denotes the embedding, let us consider the presymplectic dynamical system
(Mf , ωf , hf ), where ωf = j
∗
fω and hf = j
∗
fH. If the 2-form ωf is nondegenerate, then the study
of symmetries and the geometric reduction of the singular problem proceeds in a similar way to
the regular case, just by replacing, in Definition 1, (M1, ω1, h) with the data (Mf , ωf , hf ). It
remains to consider the case when the compatible dynamical system (Mf , ωf , hf ) is presymplectic.
In this case we need to apply the generalization of the Marsden-Weinstein reduction theory to the
case of presymplectic manifolds (see the Appendix 5.2), and replacing once again (M1, ω1, h) by
(Mf , ωf , hf ) in Definition 1. This action is denoted Φf . In both cases the problem is given by a
group G acting on M , and leaving Mf invariant.
If Jf is the momentum map associated with the presymplectic action Φf and µ ∈ g
∗ is a weakly
regular value, then the submanifold J −1f (µ) ofMf , the form ωµ = j
∗
µωf and the function hµ = j
∗
µhf
make a compatible presymplectic Hamiltonian system (J −1f (µ), ωµ, hµ). The proof is similar to the
regular case.
Let us denote by g˜Mf the set of fundamental vector fields on Mf with respect to the action
Φf , and let Γf be a solution to the dynamical system iΓf ωf − dhf = 0. For every constraint ζ
defining J −1f (µ), if dζ = iξ˜Mf ωf , with ξ˜
Mf ∈ g˜Mf , then j
∗
µΓf (ζ) = 0. That is, the vector fields Γf
are tangent to J−1f (µ). Moreover, if Γµ ∈ X(J
−1
f (µ)) is a vector field such that jµ∗Γµ = Γf |J−1
f
(µ),
then the dynamical equation iΓµ ωµ − dhµ = 0 is compatible and its solutions are Γµ + ker ωµ.
Finally, the procedure to obtain the orbit space (J −1f (µ)/Gµ, ωˆ) and the Hamiltonian function hˆ
follows the same pattern as in the previous section.
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4 Symmetries and reduction of optimal control problems: the
non-autonomous case
In this section, we extend the previous results to the case of non-autonomous optimal control
problems. After a description of a geometric formulation of the problem, we analyze the geometric
reduction in the regular case. The extension of these results to the singular context is similar to
that of autonomous problems.
4.1 Geometric description
If the optimal control problem is non-autonomous, then the control equation (2.1) becomes
q˙i(t) = Xi(t, q(t), u(t)) (4.1)
and the objective functional to minimize is
S[γ] =
∫ t2
t1
L(t, q(t), u(t))dt , (4.2)
where at least one of the “functions” Xi (i = 1, . . . , n) or L depends explicitly on the time. A
necessary condition for the existence of an optimum is still given by the Pontryagin’s maximum
principle (2.4-2.3), where the Hamiltonian function is (2.2) (if we include the time-dependence).
Now we provide a geometric description of such equations when the maximum of H is not
obtained on the boundary of the control set. A non-autonomous optimal control problem may
be given by the following data: a configuration space, which is the trivial bundle ρ1:R × Q → R
(elements of Q describe the state variables, and R is the time); a fibre bundle Id×π:R×E → R×Q
(which is the identity in the first factor) whose fibres describe the control variables; a “Lagrangian
function” L:R×E → R; and a vector fieldX along the projection ρ2◦(Id×π) (where ρ2:R×Q→ Q
denotes the projection onto the second factor), i.e., X:R×E → TQ is such that τQ◦X = ρ2◦(Id×π).
For sections σ: I → R× E (I = [t1, t2]) such that (Id × π) ◦ σ have fixed end-points, the problem
is to find a section minimizing the action ∫ t2
t1
L(σ)dt
when σ satisfies the differential equation
ρ¯2 ◦ (Id× π) ◦ j
1σ = X ◦ σ ,
where ρ¯2:R × TQ→ TQ denotes the projection onto the second factor. So we have the following
commutative diagramme:
I × TE
ρ¯2 ◦ (Id× Tπ)✲ TQ
j1α
 
 
 
 
 ✒
Id× τE
❄
X
✑
✑
✑
✑
✑
✑
✑
✑✸
τQ
❄
I
σ ✲ I × E
ρ2 ◦ (Id× π)✲ Q
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The analog of the presymplectic description of autonomous systems shown in Section 2 is the
following: we take the fiber bundle R × π∗T∗Q, which has canonical projections Id × π1:R ×
π∗T∗Q→ R× E and Id× π2:R× π
∗T∗Q→ R× T∗Q. Then the Hamiltonian function (2.2) can
be defined intrinsically as
H = Xˆ − L , (4.3)
where we identify the Lagrangian function L ∈ C∞(R×E) with its pull-back through Id× π1 and
Xˆ:R× π∗T∗Q→ R is the function defined by Xˆ((t, q, u), α) = α(X(t, q, u)).
If Θ and Ω are the pull-backs to R×π∗T∗Q of the canonical forms in T∗Q, let ΘH = Θ+Hdt =
pidq
i +Hdt. Then the solutions to the equations of motion (2.3) and (2.5) (which are obtained as
necessary conditions from the maximum Pontryagin’s principle if the control variables are interior
points) are obtained from the integral curves of a vector field Γ ∈ X(R× π∗T∗Q) verifying
iΓ ΩH = 0 , iΓ dt = 1 , (4.4)
where ΩH = −dΘH , when we restrict the equations to the maximal manifold where a solution
exists.
Once again, this is a presymplectic system, and a constraint algorithm similar to the one
developed in Section 3 should be applied. It is easy to prove that, if we denote by M˜ = R×π∗T∗Q,
the maximal submanifold M˜1 where a solution to equations (4.4) exists is described by equation
(2.5), i.e., M˜1 is defined locally by {ϕa = 0}, where ϕa = ∂H/∂u
a. In this section we will assume
that det
(
∂2H
∂ua∂ub
)
6= 0, in such a way that we can solve locally the control variables as functions
of the other variables, ua = Ψa(t, q, p). Then, the algorithm finishes in the first step, and there
exists a unique vector field Γ tangent to M˜1 satisfying (4.4) in the points of M˜1 (i.e., the optimal
control problem is regular). In this case, M˜1 is locally diffeomorphic to R× T
∗Q. If j˜1: M˜1 → M˜
denotes the embedding, let h1 = H(t, q, p,Ψ(t, q, p)) be the pull-back through j˜1 of H. Then
Ω1h = j
∗
1(ΩH) = Ω1 + h1dt, where Ω1 = j
∗
1Ω. If dimQ = n, then dim M˜1 = 2n + 1 and Ω1h is
of maximal rank 2n, in such a way that the pair (Ω1h,dt) is a cosymplectic structure of M˜1, since
Ω1h ∧ dt 6= 0. If Γ1 ∈ M˜1 is the unique vector field solution to the dynamical equations
iΓ1(Ω1 + h1dt) = 0 , iΓ1 dt = 1 ,
then the vector field Γ is obtained from Γ1 by using the feedback condition u
a = Ψa(t, q, p) and the
boundary conditions.
4.2 Symmetries and reduction
Concerning the study of symmetries, time-dependent optimal control problems display some partic-
ular characteristics which are worth consideration. Following the ideas in [11], if G is a Lie group,
(M˜,ΩH) is a non-autonomous optimal control system and Φ:G× M˜ → M˜ is an action of G on M˜ ,
G is said to be a group of standard symmetries of this system if, for every g ∈ G,
1. Φ leaves M˜1 invariant, i.e., it induces an action Φ1:G× M˜1 → M˜1;
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2. (Φ1)g preserves the forms Ω1 and dt (it is a cosymplectic action), that is,
(Φ1)
∗
gΩ1 = Ω1 ; (Φ1)
∗
gdt = dt ;
3. and (Φ1)g preserves the dynamical function h1; i.e., (Φ1)
∗
gh1 = h1.
The diffeomorphisms Φg are called standard symmetries of the system.
As an immediate consequence of this definition, if G is a group of standard symmetries of the
non-autonomous system (M˜,ΩH) then, for every g ∈ G, (Φ1)g preserves the form Ω1h: (Φ1)
∗
gΩ1h−
Ω1h = j
∗
1(Φ
∗
gΩH−ΩH) = 0. Moreover, G is a group of standard symmetries of the non-autonomous
system above if, and only if, the following three conditions hold for every ξ ∈ g:
(1) Lξ˜ Ω1 = 0 , (2) Lξ˜ dt = 0 , (3) Lξ˜ h1 = 0
At this point, reduction of regular non-autonomous optimal control problems with symmetry
follows a similar pattern to the reduction made above of autonomous optimal control problems
with symmetry. Actually, singular optimal control problems can be studied by using similar ideas.
Remark 4 We would like to point out that the reduced Hamiltonian system does not describe,
in general, an optimal control problem. To show this, it is enough to recall that every variational
problem can be written as an optimal control problem by taking E = TQ in the control bundle
R × E → R × Q, and considering as control equations q˙i = ui (where (qi, uj) denote the local
coordinates in E = TQ). However, in [26] it is shown that, in general, the reduced Hamiltonian
system is not a Lagrangian system. To study when the reduced Hamiltonian system describes an
optimal control problem, an inverse problem should be solved.
5 Examples
5.1 Reduction of regular optimal control problems invariant by a vector field
In order to illustrate the above results, we study the case where the optimal control problem is
invariant by a vector field, that is, there exists a vector field Z ∈ X(E) which is an infinitesimal
symmetry of the regular optimal control problem (L, π,Q,X,L) (see Definition 3). As Z is π-
projectable, let Z0 = π∗Z ∈ X(Q). In local coordinates,
Z = f i(q)
∂
∂qi
+ ga(q, u)
∂
∂ua
and Z0 = f
i(q)
∂
∂qi
.
We can lift Z ∈ X(E) to a new vector field Zc ∈ X(M) (where M = π∗T∗Q, as usual) whose local
expression is
Zc = f i(q)
∂
∂qi
− pj
∂f j
∂qi
∂
∂pi
+ ga(q, u)
∂
∂ua
.
Let ϕt, Ψt and Φt be the flows of vector fields Z0 ∈ X(Q), Z ∈ X(E) and Z
c ∈ X(M), respectively.
Let Γ ∈ X(M) be the vector field inM constructed by the extension of the vector field Γ1 ∈ X(M1)
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solution to the optimal control problem in M1, using feedback condition (2.6). Then Φ
∗
tΓ is also
a solution to the dynamical system in the sense that its restriction to M1, is again a vector field
tangent to M1 verifying the dynamical equation restricted to M1.
Let us assume that the vector field Z is complete. Then Zc is also complete, and it induces an
action
Φ:R×M −→ M
(t, (q, u, p)) 7→ Φt(q, p, u)
which restricts to a new action
Φ1:R×M1 −→M1 .
Since Z is an infinitesimal symmetry of the optimal control problem, then R is a symmetry group of
the presymplectic dynamical system (M1, ω1, h1) under this action, and fZ = 〈θ, Z
c〉 is a constant
of motion (fZ is the comomentum map). Let J be the dual momentum map, and consider the
level set
J−1(µ) = {(q, p) ∈M1 | pif
i(q) = µ} ,
where µ ∈ R. If Z0 is non-vanishing everywhere, then J
−1(µ) is a submanifold of M1. Moreover,
in this case, T(q,p)J is surjective and therefore every µ ∈ R is a regular value. In general, for
an arbitrary π-projectable and complete vector field Z, µ ∈ R will be neither regular nor almost
regular. If we assume that µ is at least almost regular, let us consider the dynamical system
(J−1(µ), ωµ, hµ) where jµ:J
−1(µ) →֒ M1 denotes the embedding, ωµ = j
∗
µω1 = (j
∗
µ ◦ j
∗
1)ω =
(j1 ◦ jµ)
∗ω and hµ = j
∗
µh1 = (j
∗
µ ◦ j
∗
1)H = (j1 ◦ jµ)
∗H. Since dimJ−1(µ) = 2dimQ − 1, then the
dynamical system is presymplectic, and the reduction procedure finishes quotienting by kerωµ (hµ
is projectable under this distribution).
It is interesting to realize that the momentum map J :M1 → R can be extended to a map
J:M → R whose local expression coincides with the local expression of the momentum map J .
The level sets are again
J−1(µ) = {(q, u, p) ∈M | 〈θ, Zc〉 = pif
i(q) = µ} .
Moreover, J is a momentum map, since the action is strictly presymplectic.
Let (J−1(µ), ω¯µ, H¯µ) be the presymplectic dynamical system given by ω¯µ = j¯
∗
µω and H¯µ = j¯
∗
µH,
where j¯µ:J
−1(µ) →֒ M denotes the embedding (again, we assume that µ is, at least, an almost
regular value of the momentum map). The presymplectic dynamical system (J−1(µ), ω¯µ, H¯µ) has
solution in the points of J−1(µ).
5.2 Shortest paths with bounded curvature
The following example is a free version of a problem which is studied from a different point of view
in [31] (see also the quoted references), and consists in characterizing the shortest C1-curves that
are parametrized by arc length satisfying a curvature bound, and going from a given initial position
and velocity to a final one.
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In this model the configuration space is Q = R3×S2, with local coordinates (xi, yi) (i = 1, 2, 3),
with
∑
i(y
i)2 = 1. The control space is, in principle, the closed unit ball B3 in R3, and hence the
bundle of controls is E = R3 × S2 × B3, with coordinates (xi, yi, ui) (i = 1, 2, 3). The differential
equations are
x˙ = y ; y˙ = y × u
where x ≡ (x1, x2, x3), y ≡ (y1, y2, y3), u ≡ (u1, u2, u3), and y × u denotes the cross product in
R3. The Lagrangian function for this problem is L = 1.
The presymplectic Hamiltonian description of this system is made in the manifold E ×Q T
∗Q,
where we have the coordinates (xi, yi, ui; pi, qi) (pi, qi are the conjugate momenta associated with
the position coordinates xi, yi). The canonical forms are then
θ = pidx
i + qidy
i , ω = dxi ∧ dpi + dy
i ∧ dqi
The Hamiltonian function is
H = 〈p,y〉 + 〈q,y × u〉+ 1
(where 〈, 〉 denotes the usual scalar product in R3, arising from the duality between TQ and T∗Q).
Observe that H is linear on the controls, and so it is known that the optimal solutions for the
controls are in the boundary of B3; that is in S2, unless y×u = 0, when every value of the controls
gives an optimal solution. Hence we can take E = R3 × S2 × S2.
This system exhibits symmetries which are:
• Rigid translations in R3, whose action on E = Q × S2 is as follows: for a given v ∈ R3, if
τv:R
3 → R3 is the translation x 7→ x+ v, we have that τv(x,y,u) = (x+ v,y,u).
• Rotations on R3 which act on E in the following way: for a given rotation R ∈ SO(3), we
have that R(x,y,u) = (Rx, Ry, Ru).
That is, the group of symmetries is G = R3×SO(3). The infinitesimal generators are the following
vector fields in E
ξ˜i =
∂
∂xi
(i = 1, 2, 3)
ξ˜4 = x
1 ∂
∂x2
− x2
∂
∂x1
+ y1
∂
∂y2
− y2
∂
∂y1
+ u1
∂
∂u2
− u2
∂
∂u1
ξ˜5 = x
2 ∂
∂x3
− x3
∂
∂x2
+ y2
∂
∂y3
− y3
∂
∂y2
+ u2
∂
∂u3
− u3
∂
∂u2
ξ˜6 = x
3 ∂
∂x1
− x1
∂
∂x3
+ y3
∂
∂y1
− y1
∂
∂y3
+ u3
∂
∂u1
− u1
∂
∂u3
whose canonical liftings to E ×Q T
∗Q give the following fundamental vector fields
ξ˜ci =
∂
∂xi
(i = 1, 2, 3)
ξ˜c4 = x
1 ∂
∂x2
− x2
∂
∂x1
+ y1
∂
∂y2
− y2
∂
∂y1
+ u1
∂
∂u2
− u2
∂
∂u1
+
p1
∂
∂p2
− p2
∂
∂p1
+ q1
∂
∂q2
− q2
∂
∂q1
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ξ˜c5 = x
2 ∂
∂x3
− x3
∂
∂x2
+ y2
∂
∂y3
− y3
∂
∂y2
+ u2
∂
∂u3
− u3
∂
∂u2
+
p2
∂
∂p3
− p3
∂
∂p2
+ q2
∂
∂q3
− q3
∂
∂q2
ξ˜c6 = x
3 ∂
∂x1
− x1
∂
∂x3
+ y3
∂
∂y1
− y1
∂
∂y3
+ u3
∂
∂u1
− u1
∂
∂u3
p3
∂
∂p1
− p1
∂
∂p3
+ q3
∂
∂q1
− q1
∂
∂q3
Thus {ξ˜c1, ξ˜
c
2, ξ˜
c
3, ξ˜
c
4, ξ˜
c
5, ξ˜
c
6} is a set of generators of g˜, but observe that dim g˜ = 5. The action
considered is strongly presymplectic, since it is an exact action in relation to the 1-form θ. The
presymplectic Hamiltonian functions fξj ∈ C
∞(E ×Q T
∗Q) (j = 1, . . . , 6) associated with ξ˜cj are
fξi = pi (i = 1, 2, 3)
fξ4 = x
1p2 − x
2p1 + y
1q2 − y
2q1
fξ5 = x
2p3 − x
3p2 + y
2q3 − y
3q2
fξ6 = x
3p1 − x
1p3 + y
3q1 − y
1q3
So a momentum map J can be defined for this action, and for every weakly regular value µ ≡
(µ1, . . . , µ6) ∈ g
∗, its level sets J−1(µ) foliate E ×Q T
∗Q, and are defined as submanifolds of
E ×Q T
∗Q by the constraints fξj = µj (j = 1, . . . , 6); that is, they are made by the points where
the vectors p and x × p + y × q are constant. Observe that, locally, only 5 of these constraints
are functionally independent and, as dim (E ×Q T
∗Q) = 12, then the submanifolds J−1(µ) are
7-dimensional (and presymplectic). Locally, each one of them can be described by coordinates
(xi, ui, zk), (i = 1, 2, 3; k = 1, 2) ,where zk are coordinates which can be chosen from the set (yi, qi).
Next, the final step of the reduction procedure consists in constructing the quotient manifolds
(J−1(µ)/Gµ, Ωˆµ) (with natural projections σµ:J
−1(µ) → J−1(µ)/Gµ). First notice that all the
fundamental vector fields ξ˜j are tangent to the submanifolds J−1(µ), hence the isotropy group is
Gµ = G, and the quotient manifolds J
−1(µ)/Gµ are 2-dimensional. They are described locally by
coordinates (wk) (k = 1, 2), such that σ∗µw
k are functions of the coordinates (ui, zk).
As a particular case, we can analyze when µ = 0. Then the constraints defining the submanifold
J−1(0) are
pi = 0 (i = 1, 2, 3) ; y
1q2 − y
2q1 = 0 , y
2q3 − y
3q2 = 0 , y
3q1 − y
1q3 = 0
that is, p = 0, and y× q = 0 (i.e.; y = λq, with λ ∈ R). Observe that, if j0:J
−1(0) →֒ E ×Q T
∗Q
denotes the natural embedding, then
H0 := j
∗
0H = 1 , ω0 := j
∗
0ω = 0
Therefore, in the quotient manifolds J −1(0)/G0 we have
Hˆ0 = 1 , ωˆ0 = 0
where Hˆ0 ∈ C
∞(J−1(0)/G0) and ωˆ0 ∈ Ω
2(J−1(0)/G0) are such that σ
∗
0Hˆ0 = H0 and σ
∗
0ωˆ0 =
ω0. Hence, the dynamical equation in J
−1(0)/G0 has as solutions all the vector fields Xˆ0 ∈
X(J −1(0)/G0), whose local expressions are
Xˆ0 = Fˆk(w)
∂
∂wk
(Fˆk ∈ C
∞(J −1(0)/G0))
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This result agrees with the analysis made in [31].
Appendix: Actions of Lie groups on presymplectic manifolds and
reduction
(This appendix is a review of the results given in [11]).
Given the presymplectic manifold (P,Ω), a vector field Y ∈ X(P ) is said to be a Hamiltonian
vector field if iY Ω is an exact 1-form; that is, there exists fY ∈ C
∞(P ) (the Hamiltonian function)
such that iY Ω = dfY . We denote by Xh(P ) the set of Hamiltonian vector fields in P . A function
f ∈ C∞(P ) is a Hamiltonian function if there exists a vector field Yf ∈ X(P ) such that the
above equation holds. We denote by C∞h (P ) the set of Hamiltonian functions in P . A vector
field Y ∈ X(P ) is said to be a locally Hamiltonian vector field if iY Ω is a closed 1-form. We
denote by Xlh(P ) the set of locally Hamiltonian vector fields in P . Clearly, Xh(P ) ⊂ Xlh(P ).
Furthermore, Y ∈ Xlh(P ) if and only if LY Ω = 0. For every Y ∈ Xlh(P ) and Z ∈ ker Ω, we have
that [Y,Z] ∈ ker Ω.
Now, let Φ:P → P be a diffeomorphism. Φ is said to be a canonical transformation for the
presymplectic manifold (P,Ω) if Φ∗Ω = Ω. In a similar way, if Y ∈ X(P ) is a vector field such that
its flow Φt satisfies Φ
∗
tΩ = Ω, then Y is said to be an infinitesimal canonical transformation of the
presymplectic manifold. It is clear that Φ∗tΩ = Ω if, and only if, LY Ω = 0 and, hence, Y is an
infinitesimal canonical transformation if, and only if, it is a locally Hamiltonian vector field.
Let G be a connected Lie group, g its Lie algebra and Φ:G× P → P a presymplectic action of
G on (P,Ω); that is, Φ∗gΩ = Ω, for every g ∈ G. As a consequence, the fundamental vector fields
ξ˜ ∈ X(P ), associated with ξ ∈ g by Φ, are locally Hamiltonian vector fields, ξ˜ ∈ Xlh(P ) (conversely,
if for every ξ ∈ g we have that ξ˜ ∈ Xlh(P ), then Φ is a presymplectic action of G on P ). Therefore,
for every ξ ∈ g, Lξ˜ Ω = 0. We denote by g˜ the set of fundamental vector fields. When g˜ ⊆ Xh(P ),
the action Φ is said to be strongly presymplectic or Hamiltonian. Otherwise, Φ is called weakly
presymplectic or locally Hamiltonian. In particular, if (P,Ω) is an exact presymplectic manifold,
Ω = −dΘ, and the action Φ is exact (that is, Φ∗gΘ = Θ, for every g ∈ G), then Φ is strongly
presymplectic and the fundamental vector fields are Hamiltonian, with associated Hamiltonian
functions fξ = iξ˜ Θ.
Given a presymplectic action Φ of a connected Lie group G on the presymplectic manifold
(P,Ω), the comomentum map associated with Φ, [30], is a map (if it exists)
J ∗ : g −→ C∞h (P )
ξ 7→ fξ
where, if ξ ∈ g, and ξ˜ is its associated fundamental vector field, then fξ is the function such that
iξ˜ Ω = dfξ. The momentum map associated with Φ is the dual map of the comomentum map; in
other words, it is a map J :P → g∗ such that, for every ξ ∈ g and x ∈ P ,
(J (x))(ξ) := J ∗(ξ)(x) = fξ(x) .
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From the definitions, it follows that both the comomentum and momentum maps exist if, and
only if, the presymplectic action Φ on (P,Ω) is strongly presymplectic (in particular, if Φ is exact
then both mappings exist). In general, a comomentum map is not a Lie algebra homomorphism.
An action Φ is said to be Poissonian or strongly Hamiltonian if there exists a comomentum map
which is a Lie algebra homomorphism. Once again, if the action Φ is exact, then Φ is Poissonian
and the comomentum map is given by J ∗(ξ) = iξ˜ Θ, for every ξ ∈ g.
Let us assume that Φ is strongly presymplectic. If J is the associated momentum map, then an
element µ ∈ g∗ is a weakly regular value of J if J −1(µ) is a submanifold of P , and Tx(J
−1(µ)) =
ker TxJ , for every x ∈ J
−1(µ). Moreover, if TxJ is surjective for every x ∈ J
−1(µ), then µ
is said to be a regular value. In this paper. Here, every action Φ is assumed to be Poissonian,
free and proper, and µ ∈ g∗ is a weakly regular value of J . We denote by jµ:J
−1(µ) →֒ P the
corresponding immersion.
Next, we give a brief description of J−1(µ), for every almost regular value µ ∈ g∗. If {ξi} is
a basis of g with dual basis {αi} in g∗, by writing µ = µiα
i, a simple computation shows that
there exist Hamiltonian functions associated with the fundamental vector fields {ξ˜i} such that
J−1(µ) = {x ∈ P | fξi(x) = µi}. In particular, if ξ ∈ g is such that ξ˜ ∈ ker Ω, the Hamiltonian
functions can be taken to be equal to zero and, in this case, 〈µ, ξ〉 = 0.
The connected components of the level sets of the momentum map J can be also obtained as
the connected maximal integral submanifolds of the Pfaff system iξ˜ Ω = 0, for ξ˜ ∈ g˜. Therefore, if
x ∈ J−1(µ), then TxJ
−1(µ) = g˜⊥x . As a consequence, since ker Ωx ⊂ g˜
⊥
x , then ker Ω ⊂ X(J
−1(µ))
(where X(J−1(µ)) denotes the set of vector fields of X(P ) which are tangent to J −1(µ)). If the
action is exact, then fξ = − iξ˜ Θ and the Pfaff system iξ˜ Ω = 0 can be expressed as d(iξ˜ Θ) = 0.
Let Gµ be the isotropy group of µ for the coadjoint action of G on g
∗. Then Gµ is the maximal
subgroup of G which leaves J−1(µ) invariant. So, the quotient J −1(µ)/Gµ is well defined and it
is called the reduced phase space or the orbit space of J−1(µ). The Lie algebra g˜µ of Gµ is made
of vector fields tangent to J−1(µ), and we have that g˜µ = g˜ ∩X(J
−1(µ)).
At this point, we indicate two different possibilities. If g˜∩kerΩ = {0}, then all the fundamental
vector fields give constraints which are not constant functions, and dimJ−1(µ) < dimP . On the
other hand, if g˜ ∩ kerΩ 6= {0}, only the fundamental vector fields not belonging to ker Ω give
constraints which are not constant functions, and dimJ−1(µ) ≤ dimP . Anyway, J−1(µ) inherits
a presymplectic structure Ωµ := j
∗
µΩ, whose characteristic distribution is ker Ωµx = g˜µx + kerΩx,
for every x ∈ J−1(µ).
Finally, the generalization of the Marsden-Weinstein reduction theorem [23] to presymplectic
actions of Lie groups on presymplectic manifolds is:
Theorem 2 The orbit space J −1(µ)/Gµ is a differentiable manifold. If σ:J
−1(µ)→ J−1(µ)/Gµ
denotes the canonical projection, then there is a closed 2-form Ωˆ ∈ Ω2(J−1(µ)/Gµ) such that
Ωµ = σ
∗Ωˆ (that is, Ωµ is σ-projectable), and:
• Ωˆ is symplectic if, and only if, for every x ∈ J−1(µ), g˜µx = ker Ωµx or, what is equivalent,
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ker Ωx ∩ TxJ
−1(µ) ⊆ g˜µx .
• Otherwise Ωˆ is presymplectic. In particular, for every x ∈ J −1(µ), if ker Ωx ⊂ TxJ
−1(µ)
and g˜x ∩ kerΩx = {0}, then rank Ωˆ = rankΩ.
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