Abstract. Let r ≥ 2 be an integer. We adapt the Maynard-Tao sieve to produce the asymptotically best-known bounded gaps between products of r distinct primes. Our result applies to positive-density subsets of the primes that satisfy certain equidistribution conditions. This improves on the work of Thorne and Sono.
Introduction
One of the most famous conjectures in mathematics is the twin prime conjecture, which states that lim inf
where p i denotes the i-th prime. The numerical evidence for this conjecture is striking because the average value of p n+1 − p n is known to grow arbitrarily large; specifically, the prime number theorem implies that the difference is ∼ log p n on average. One of the first significant advances toward the twin prime conjecture is due to Chen Jingrun [2] , who proved in 1973 that there are infinitely many primes p such that p + 2 is a product of at most two primes.
In another direction, Goldston, Graham, Pintz, and Yıldırım (whom we will refer to as "GGPY") considered the problem of proving a finite bound for gaps between primes. In 2005, Goldston, Pintz, and Yıldırım [7] used the Selberg sieve to prove that (1.1) lim inf n→∞ p n+1 − p n log p n = 0.
GGPY [5] gave an alternative proof of (1.1) that also used a variant of Selberg's sieve weights. These methods rely on the Bombieri-Vinogradov theorem, an equidistribution result stating that
π(x; q, a) − 1 φ(q) π(x) ≪ x (log x) A for any A > 0 and θ < 1 2 , where π(x) · · = #{p prime : p ≤ x} and π(x; q, a) · · = #{p prime : p ≤ x, p ≡ a (mod q)}.
We say that θ > 0 is a level of distribution if (1.2) holds for any A > 0. Also, these methods conditionally prove bounded gaps between the primes, i.e, a finite bound for lim inf n→∞ (p n+1 − p n ), under the assumption that there exists a level of distribution θ > The GGPY approach can be applied to gaps between products of primes. Let P be the set of all primes, and consider a subset P ⊆ P. Let E r (P) denote the set of positive integers that are products of r distinct primes in P. GGPY [6] proved that lim inf n→∞ (q n+1 − q n ) ≤ 6, where q i denotes the i-th number in E 2 (P). Subsequently, Thorne [14] extended their method to prove the existence of bounded gaps between any number of consecutive E r (P) numbers for any r ≥ 2. In fact, Thorne's result extends to E r (P) for subsets P of the primes satisfying certain equidistribution conditions, thus yielding a number of intriguing consequences in the context of multiplicative number theory. For instance, for an elliptic curve E/Q given by the equation E : y 2 = x 3 + ax 2 + bx + c and a fundamental discriminant D, let E(D) : Dy 2 = x 3 + ax 2 + bx + c denote the D-quadratic twist of E. Thorne proved in [14, Theorem 1.2] that if E has no 2-torsion, then there are bounded gaps between squarefree fundamental discriminants for which E(D) has Mordell-Weil rank 0 and its Hasse-Weil L-function satisfies L(1, E(D)) = 0. Another corollary, [14, Corollary 1.3] , states that there are bounded gaps between E 2 (P) numbers pq such that the class group Cl( √ −pq) contains an element of order 4. In 2014, Chung and Li [3] proved an analogous and quantitatively stronger bound for the size of the gaps in the above results for squarefree numbers whose prime divisors are all in P instead than E r (P) numbers.
In 2013, Zhang [16] unconditionally proved that lim inf
by finding a suitable modification of (1.2) that holds for θ > . Zhang's result, while groundbreaking, cannot be easily extended to subsets of primes. Later that year, Maynard [8] (and Tao independently) developed a further refinement of the Selberg sieve to show that lim inf n→∞ (p n+m − p n ) ≪ m 3 exp(4m).
Moreover, this refinement produces bounded gaps between primes with any level of distribution θ > 0. This suggests that the Maynard-Tao sieve can be adapted to study gaps between primes in special subsets. In particular, Thorner [15] extended the methods in [8] to show that there exist bounded gaps between primes in Chebotarev sets. There are a number of interesting number-theoretic consequences for ranks of elliptic curves, Fourier coefficients of modular forms, and primes represented by binary quadratic forms. Sono [12] used the Maynard-Tao sieve to improve the bound given by [6] for the gaps between products of two primes. Specifically, he showed that for every ε > 0, lim inf n→∞ (q n+m − q n ) ≪ exp (4 + ε)m 3 log m holds for sufficiently large m in terms of ε. Moreover, Neshime [12, Remark 7 .1] was able to modify Sono's methods to show an even stronger bound of
In this paper, we adapt the arguments in [8] and [12] to prove bounded gaps between consecutive E r (P) numbers for any r ≥ 2 and infinite subset P ⊆ P satisfying the equidistribution conditions defined below. Let
and π P (x; q, a) · · = p≤x p∈P p≡a (mod q)
1.
Let δ = δ(P) denote the density of P in the set of all primes, i.e,
For P such that δ(P) > 0, we say that P satisfies a Siegel-Walfisz condition if there exists a squarefree positive integer B = B(P) such that for all (q, B) = 1 and (a, q) = 1,
A holds for any A > 0. Finally, for P that satisfies a Siegel-Walfisz condition, we say that P has level of distribution θ > 0 if
holds for any A > 0, with the implied constant depending on A. For the purposes of our paper, assume that θ < 1 2 throughout. Define a set of linear forms n + h 1 , . . . , n + h k to be admissible if for every prime ℓ, there exists an integer n ℓ such that
We now state our main theorem in the context of admissible sets of linear forms n+h 1 , . . . , n+ h k that are guaranteed to contain at least m E r (P) numbers, for infinitely many n. Theorem 1.1. Suppose that a subset P of the primes has positive density δ = δ(P) in the set of all primes, satisfies a Siegel-Walfisz condition as in (1.5), and has a positive level of distribution as in (1.6), with B = B(P) defined accordingly. There exists a constant C(r, m, P), depending only on r, m, and P, such that for any admissible set of linear forms {n + h 1 , . . . , n + h k } satisfying k > C(r, m, P), it holds for infinitely many positive integers n that at least m of n + h 1 , . . . , n + h k are E r (P) numbers.
Note that the explicit value for the constant C(r, m, P) is given in (2.1).
From Theorem 1.1, we obtain bounded gaps for an arbitrary number of E r (P) numbers.
Corollary 1.2. Let a i denote the i-th E r (P) number. Then, there exists a constant C(r, m, P), depending only on r, m, and P, such that lim inf n→∞ (a n+m − a n ) < C(r, m, P).
The explicit value for the constant C(r, m, P) of this context is given in (2.2). When r is fixed and m is large, our result improves on the work of [14] , thus yielding improved effective constants in the contexts described in [14, Section 1]. Corollary 1.3. Let K/Q be a Galois extension, and r ≥ 2 be an integer. Then, there exists an effectively computable constant C(r, m, K) such that there are infinitely many nonconjugate m-tuples of ideals a 1 , . . . , a m whose norms are E r (P) numbers that are simultaneously contained in an interval of length C(r, m, K).
Proof. Apply Theorem 1.2 to the Chebotarev set of primes that are inert in K. Corollary 1.4. Let E/Q be an elliptic curve without 2-torsion. Then, there exists an effectively computable squarefree integer N E such that the following holds: For every r ≥ 1, there exists an effective constant C(r, m, E) such that there are infinitely many m-tuples of E 2r (P)
Proof. For each E/Q, one can apply Theorem 1.2 to a proof analogous to that of [14, Section 6] , which computes the constants for the elliptic curve X 0 (11) :
The computations rely on the work of Ono [11] and the Bombieri-Vinogradov-type result of Murty and Murty [10] . Corollary 1.5. Let r ≥ 2 be an integer. There exists an effectively computable constant C(r, m) such that there are infinitely many m-tuples of E r (P) numbers d 1 < · · · < d m such that the following hold:
(1) The class group Cl Q(
Proof. Soundararajan [13] has proved that for any squarefree d ≡ 1 (mod 8) whose prime factors are congruent to either 1 or −1 (mod 8), the class group Cl Q( √ −d) contains an element of order 4. Our corollary then follows immediately from applying Theorem 1.2 to P = {p ∈ P : p ≡ 1 (mod 8)}.
In [14] , Thorne proved in the contexts of Corollaries 1.3, 1.4, and 1.5, we can take the constants C(r, m, K) = C(r, K) exp(m , respectively. We note that these bounds are not as strong as those obtained by Chung and Li in [3] when considering square-free numbers with no restriction on the number of prime factors.
In Section 2, we list the definitions and notations we will be using, state a precise version of our main result, and give an outline of our proof. Then, in Section 3, we prove a version of the Bombieri-Vinogradov theorem for E r (P) numbers. We then use this result to prove our main theorem in the course of Sections 4, 5, 6, and 7. Finally, in Section 8, we explicitly compute the constant given in Corollary 1.5 for r = 2 and arbitrary m, which shows a concrete application of our asymptotically improved result on bounded gaps.
Preliminaries
We detail below the equidistribution properties that we will assume for our infinite subset P ⊂ P, for which we will show that the gap between m consecutive E r (P) is bounded infinitely often.
2.1. Definitions and Notations. All sums, products, and maxima are taken with the variables ranging over the positive integers N. The exception to this will be that variables denoted by p or p i will be assumed to be taken over P, and the variable ℓ will be assumed to be taken over P. For the purposes of our paper, the level of distribution θ is assumed to be less than 1/2. Throughout the proof, we work with a fixed admissible set of k distinct linear forms H, and without loss of generality assume that h 1 < · · · < h k .
We let φ denote the Euler's totient function, µ the Möbius function, and τ u the function given by the number of distinct ways a number can be written as a product of u ordered positive integers. For two positive integers a, b, we let (a, b) denote their greatest common divisor and [a, b] their least common multiple. The exception to this is in Section 3, where [a, b] will denote the closed interval with endpoints a and b.
We fix r ≥ 2, and for a given N, we further restrict our consideration to products of r distinct primes in P such that the prime factors satisfy a size constraint in terms of N.
is fixed. We note that the definition of E h has an implicit dependence on N. Furthermore, let β h be the indicator function for E h , i.e,
All asymptotic notations from this point onward, such as o, O, and ≪, are to be interpreted as N → ∞; in particular, the implied constants may depend on k, r, η, and H. We will in multiple instances let ε, ǫ, and ǫ 1 denote positive real numbers that one can take to be sufficiently small.
Statement of Precise Results
. We now state a precise version of our main theorem. Theorem 2.1. Suppose that a subset P of the primes has positive density δ = δ(P) in the set of all primes, satisfies a Siegel-Walfisz condition as in (1.5), and has a positive level of distribution as in (1.6), with B = B(P) defined accordingly. Let θ 1 > 0 be a level of distribution for P, and let θ · · = min( 1 2 , θ 1 ). Let m ≥ 2 be a positive integer, and let {n + h 1 , n + h 2 , . . . , n + h k } be a admissible tuple of linear forms. Then for infinitely many positive integers n, at least m of n + h 1 , . . . , n + h k are E r (P) numbers, given that
Remark. For P = P, we have δ = 1, B = 1, and
− ε for all small ε.
Given this theorem, we easily obtain a corollary about bounded gaps between E r (P) numbers.
Corollary 2.2. Suppose that a subset P of the primes has positive density δ = δ(P) in the set of all primes, satisfies a Siegel-Walfisz condition as in (1.5), and has a positive level of distribution as in (1.6), with B = B(P) defined accordingly. Let θ 1 > 0 be a level of distribution for P, and let θ · · = min(
where a n denotes the n-th E r (P) number,
Proof. In Theorem 2.1, we can let h i be the i-th prime greater than k for 1 ≤ i ≤ k. It is easy to verify that {n + h 1 , n + h 2 , . . . , n + h k } is an admissible tuple of linear forms, and
Remark. A computation using the results of Theorem 2.1 and Corollary 2.2 are done in Section 8.
2.3. Outline of Proof. As in [8] , let D 0 = log log log N. Let
By the Chinese remainder theorem, we can then choose a residue class v 0 of U such that
where w n are nonnegative weights. Suppose we can show S(N, ρ) > 0. Then, at least one summand in the sum over n must be positive; for this value of n, at least ⌊ρ⌋ + 1 of n + h 1 , . . . , n + h k are in E r , as desired. It remains to show that for some choice of w n , S(N, ρ) > 0 for all sufficiently large N. Let R · · = N θ 2 −ǫ . We will choose w n to be the Maynard-Tao weights:
We will defer our specific choice of λ d 1 ,...,d k to be optimized later.
We can write S(N, ρ) = S 2 − ρS 1 for
We will now show that S 2 − ρS 1 > 0 for all sufficiently large N for some choice of
Proposition 2.3. Let F be a smooth function supported on
There exists a corresponding choice of
and
Here,
where X n · · = n≤t<2n β 1 (t) and † denotes the restriction that
, we have
The proof of Proposition 2.3 depends on a Bombieri-Vinogradov-type result, proved in Section 3: Theorem 2.4. Under the hypotheses of Theorem 2.1 on P, the following inequality holds for any integer r ≥ 2, u ∈ R, and A > 0:
where β r (n; q, a) denotes β r supported only on x ≡ a (mod q), β r (n; q) denotes β r supported only on (n, q) = 1, and the implied constant depends only on u and A.
(2.5) was proved in [15] . We will prove (2.6) in Sections 4, 5, and 6.
Proposition 2.5. Retain the hypotheses on P in Theorem 2.1, and let H be an admissible set of k distinct linear forms given by n + h 1 , . . . , n + h k . Let S k,η denote the space of smooth functions
Then, there are infinitely many n ∈ N such that at least ν of the numbers n + h i are in E r . In particular, lim inf
. We assume that ǫ 1 is sufficiently small so that (M k,η − ǫ 1 )I k (F ) > 0. Therefore, by Proposition 2.3, there exists a choice of weights
By choosing ǫ and ǫ 1 suitably small in terms of ε, we obtain that S(N, ρ) > 0 for all sufficiently large N. Thus, there are infinitely many n ∈ N such that at least ⌊ρ⌋ + 1 of the numbers n + h i are in E r . Since ⌊ρ⌋ + 1 = ν for sufficiently small ε, taking ε → 0 (and accordingly, ǫ, ǫ 1 → 0) gives the result.
In light of Proposition 2.5, it remains to find a large lower bound for
in terms of k. In Section 7, we make our choice of η and F ∈ S k,η so that
Proof of Bombieri-Vinogradov for Products of Primes
In [14] , a Bombieri-Vinogradov result was proved for E r (P) numbers. The proof uses the following result of Bombieri, Friedlander, and Iwaniec [1, Equation 1.5], which was inspired by the work of Motohashi [9] .
Recall that the convolution of two arithmetic functions a and b, denoted a * b, is defined as
Lemma 3.1. Let x 1 , x 2 > 0, and let {a(i)} and {b(i)} be two sequences. Let the restriction of these sequences on [N
where · denotes the L 2 norm of the sequence. Then, for any constant
For our purposes, we will require a Bombieri-Vinogradov theorem for those E r (P) numbers with prime factors restricted to certain intervals.
where P i denotes the restriction of P to some range [
Then, for any u ∈ R and A > 0, we have
where β r (n; q, a) denotes the indicator function β r for F r supported on x ≡ a (mod q), β r (n; q) denotes β r supported on (n, q) = 1, and the implied constant only depending on u, A, and ε. β r−1 * I Pr − β r . We can approximate β r with β r−1 * I Pr using the Triangle Inequality as follows:
β r (n; q) − β r (n; q, a)
(β r−1 * I Pr (n; q) − β r−1 * I Pr (n; q, a)
∆ r (n; q) − ∆ r (n; q, a) 
Summing over all q, we obtain (3.1)
where we have used the bound 
The two error terms given by (3.1) and (3.2) are negligible, so it remains to show the desired equidistribution property for the sequence β r−1 * I Pr . We appeal to Lemma 3.1. A direct application would result in a bound of N 1.5u instead of N (log N ) A , which is not strong enough for our purposes. We instead decompose our sum into dyadic intervals:
. Let the restriction of β r−1 (x) and I Pr to the intervals J ω and K ω be β r−1,ω (x) and I Pr,ω , respectively. Note that + O(1) dyadic intervals, we obtain the bound
(β r−1,ω * I Pr,ω )(n; q) − (β r−1,ω * I Pr,ω )(n; q, a)
The total number of intervals needed to cover all of [1,
. Therefore, the sum of the above expression over all ω is ≪ N u (log N ) A ′ for any A ′ > 0, as desired.
Reduction to Counting Prime Numbers
We reduce S (m) 2
to the following sum involving the prime counting function X n .
Lemma 4.1. We have that
where † is defined in Proposition 2.3 and
Proof. Fix m ∈ {1, . . . , k}. We first switch the order of summation for S (m) 2
to obtain
For sufficiently large N, the inner sum vanishes if U, grows with N) . Thus, by the Chinese remainder theorem, 
[dm,em]|n+hm
where ] to obtain
is the residue class resulting from the change of variables, and Ξ h denotes the error resulting from t such that β h (t) = 1 but β r (n + h m ) = 0 for the corresponding n. The latter occurs precisely when at least one prime dividing [d m , e m ] also divides t, since then the corresponding n + h m is not the product of distinct primes. We bound the error by
where we have used the fact that 
Next, we remove the congruence condition from the inner sum of M h . To this end, we rearrange the sum as
where
We can write the expression inside the error term as
We further bound the inner sum above by
where we have applied
, the Cauchy-Schwarz inequality, and the trivial bound
.
for some a(k) ∈ N. This shows that
To bound the second factor in (4.5), we use the Bombieri-Vinogradov theorem for h = 1 and Theorem 3.2 for h > 1. To justify this step, we check that are expressible as N u for some u ∈ R, we can apply Theorem 3.2, as desired. Thus, we have for 1 ≤ h ≤ r − 1 that
for any A > 0. This allows us to bound (4.4) by Furthermore, the difference between (4.2) and (4.6)
Note that if p | U, then p < N η , and since β h is supported on integers with prime factors ≥ N η , the innermost sum above is empty in this case. Thus, we only need to consider 
which is negligible. Now that we have removed the coprimality condition from the inner sum of (4.2), we can rearrange and express our new sum (4.6) in terms of β 1 . For a fixed choice of d 1 , . . . , d k , e 1 , . . . , e k , consider t in the range
such that β r (t) = 1. If the prime factors of t that are less than or equal to N 1 2 are all distinct from the prime factors of [d m , e m ], we can make a change of variables that divides t by these prime factors to obtain its largest prime factor u, obtaining the sum
We can bound the error resulting from repeated prime factors dividing both [d m , e m ] and t as follows:
Just as before, the error term resulting from
is ≪ λ 
we can replace the sum in (4.9) with
Combinatorial Sieve Manipulations
In this section, we will only consider the innermost sum of (4.1), i.e. 
, where g denotes the totally multiplicative function defined on the primes by g(ℓ) = ℓ − 2. Then, we have
where y 
Swapping the order of summation between the u and d variables gives that the previous quantity is equal to
Let us now consider the conditions that we have imposed from the ′ in the second summation. We required that (W, d i ) = 1, (W, e i ) = 1 and (d i , e j ) = 1 for i = j. Note that the first two conditions can be removed due to the restriction of the support of λ d 1 ,...,d k . We remove the last condition (d i , e j ) = 1 by introducing variables s i,j for i = j. Since
if (d i , e j ) = 1 and the quantity is 0 otherwise, the previous sum can be rewritten as
Interchanging the order of summation between the s and d variables gives us
Note that in the previous sum, we can restrict to the terms where (s i,a , s i,j ) = 1 for any a = j. This is because (s i,a , s i,j ) | (e a , e j ), and λ e 1 ,...,e k is supported on (e 1 , . . . , e k ) such that the e i are pairwise relatively prime. Similarly, we can assume that (s a,j , s i,j ) = 1, (s i,j , u i ) = 1, and (s i,j , u j ) = 1. We will denote these restrictions by ⋆ . As we have separated the d and e variables completely, we can substitute in the y (m,q) variables to rewrite the previous expression as
Now, we use the fact that s i,j is relatively prime with s i,a , s b,j , u i , and u j in order to write µ(a j ) = µ(u j ) i =j µ(s j,i ), and similar expressions for µ(b j ), g(a j ), and g(b j ). Substituting these into the previous expression, we have
We now bound the contribution from the terms with s i,j > 1 in the previous expression. Since s i,j | a i , we have y 
Here we have used the fact that q has 2 r−1 factors, and thus
The contribution from the terms with s i,j > 1, where i = m or j = m, is bounded by
We have additionally used the fact that
as all prime factors of q are at least N η . The first error term dominates. By simplifying the main term, where s i,j = 1 for all i, j, we see that
In order to relate S (m) 2
to S 1 , we now express the y (m,q) variables in terms of the y variables.
In particular, for r m = 1, the previous expression can be written as
Proof. As stated in [8, Equation 5 .8], we have the inversion formula λ d 1 ,...,d k in terms of the variables y r 1 ,...,r k :
Substituting this expression into (5.1) gives us
We now swap the order of summation between the d and a variables to give
We can explicitly compute the innermost sum: for i = m, we have
and for i = m, we have
Substituting these into the previous expression gives us
We now claim that for i = m, the contribution from the terms with a i = r i is small. Note that we must have a i > D 0 r i , as y a 1 ,...,a k is only supported when (a i , W ) > 1. Suppose that a j > D 0 r j . The contribution from these terms is
The last inequality holds because q has at most 2 r factors and r m | q, and thus
We conclude that
where the bounding is done analogously as above. To finish the proof, note that g(ℓ)ℓ/φ(ℓ)
Thus, our final expression is
which completes the proof.
Smooth Choice of y
When µ 2 (W k i=1 r i ) = 0, we have y r 1 ,...,r k = 0. Otherwise, we will set y r 1 ,...,r k = F log r 1 log R , . . . , log r k log R for some smooth function F to be chosen in Section 7. Note that this implies that y max ≤ F max . Additionally, by Lemma 5.2, we can show that
where the bounding is done as in Lemma 5.2.
We will use the following lemma to estimate the sum S by an integral.
Lemma 6.1. Let A 1 , A 2 , L > 0, and let γ be a multiplicative function satisfying
for all 2 ≤ w ≤ z. Let h be the totally multiplicative function defined on the primes by h(ℓ) = γ(ℓ)/(ℓ−γ(ℓ)). Let G be a smooth function from [0, 1] → R, and let G max = max t∈[0,1] |G(t)|+ |G ′ (t)|. Then for any positive integer n,
where the implied constant does not depend on G or L, and
Proof. This is stated in [12, Lemma 3.5] as a direct consequence of [6, Lemma 4] .
Our main claim of this section is expressed in the following lemma.
Lemma 6.2. We have
Before proving Lemma 6.2, we first prove the following claim, which expresses the y 
Proof. We apply Lemma 6.1 to the expression for y (m,q) r 1 ,...,r k described at the end of Lemma 5.2. By Lemma 5.2, for r m = 1, we can write
We choose γ on the primes in the following way:
Using the notation in Lemma 6.1, we can use the same argument as [12] and choose am,r m+1 ,. ..,r k = 0, so we can ignore these terms. Therefore,
Directly substituting this into Lemma 6.1 yields
The second error term dominates, which completes the proof.
We are now ready to prove Lemma 6.2.
Proof. For simplicity, define 
Therefore, we can write
plus an error term. This error is
which is negligible. Looking at the main term of S (m) 2 in (6.3), we will now eliminate the condition that (r i , r j ) = 1 from the sum, at the cost of a small error. Note that if (r i , r j ) > 1, then (r i , r j ) > D 0 . Therefore, by summing over all primes p greater than D 0 , we observe that the contribution from terms with (r i , r j ) > 1 is
which is also negligible. Therefore,
Now, consider γ defined on the primes in the following way:
otherwise.
This was chosen so that h(ℓ) = 0 if ℓ | W , and h(ℓ) = φ(ℓ) 2 g(ℓ)ℓ 2 otherwise. As we want to apply Lemma 6.1, we can choose
Note that 
where the first error term comes from Lemma 6.1 and the second comes from earlier. The first error term is negligible, which completes the proof.
As each q in † only has prime factors that are at least N η , we know that every divisor d > 1 of q is at least N η . Therefore, if F is chosen to be supported on x i ≤ log N η log R
, then all terms with d > 1 in (6.2) vanish. Since log N η log R ≥ 2η θ , we observe that imposing F to be supported on 
Smooth Choice of F
We now choose a constant η and a function F to give a large lower bound for (2.8). Proof. This is proved in [8, Section 7] for The function F defined above is supported on {(x 1 , . . . , x k ) : x i ≤ T /k}. Since we need F to be supported on (6.5) in order to apply Corollary 6.4, we let η = T θ 2k , Setting y r 1 ,...,r k equal to F ( log r 1 log R , . . . , log r k log R ) for the function F given in Lemma 6.2, we have
Also, recall from (2.5) that
We now prove the following lower bound on T N stated in Proposition 2.3. ε) j+1 N η ) .
Finally, a direct computation shows that 
