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Abstract
The ability to automatically discover a program consistent with a given user intent (specification)
is the holy grail of Computer Science. While significant progress has been made on the so-
called problem of Program Synthesis, a number of challenges remain; particularly for the case of
synthesizing richer and larger programs. This is in large part due to the difficulty of search over
the space of programs. In this paper, we argue that the above-mentioned challenge can be tackled
by learning synthesizers automatically from a large amount of training data. We present a first
step in this direction by describing our novel synthesis approach based on two neural architectures
for tackling the two key challenges of Learning to understand partial input-output specifications
and Learning to search programs. The first neural architecture called the Spec Encoder computes
a continuous representation of the specification, whereas the second neural architecture called the
Program Generator incrementally constructs programs in a hypothesis space that is conditioned
by the specification vector. The key idea of the approach is to train these architectures using a
large set of (φ, P ) pairs, where P denotes a program sampled from the DSL L and φ denotes the
corresponding specification satisfied by P . We demonstrate the effectiveness of our approach on
two preliminary instantiations. The first instantiation, called Neural FlashFill [29], corresponds
to the domain of string manipulation programs similar to that of FlashFill [13, 14]. The second
domain considers string transformation programs consisting of composition of API functions. We
show that a neural system is able to perform quite well in learning a large majority of programs
from few input-output examples. We believe this new approach will not only dramatically expand
the applicability and effectiveness of Program Synthesis, but also would lead to the coming
together of the Program Synthesis and Machine Learning research disciplines.
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1 Introduction
The impact of computing in shaping the modern world cannot be overstated. This success
is, in large part, due to the development of ever more revolutionary and natural ways of
specifying complex computations that machines need to perform to accomplish tasks. Despite
these successes, programming remains a complex task – one which requires a long time
to master. Computer Scientists have long worked on the problem of program synthesis
ie the task of automatically discovering a program that is consistent with a given user
intent (specification) [38, 6, 22]. The impact of Program Synthesis is not just limited to
democratizing programming, but as will see below, it allows us to program computers to
accomplish tasks that were not possible earlier.
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Considering the field of machine learning from the perspective of Program Synthesis, the
specification takes the form of input-output examples (training data), and programs are
restricted to certain restricted languages. For instance, linear regression involves synthesizing
programs that involve a single linear expression, neural networks involve synthesizing programs
that are composed of sequence of tensor operations, and decision trees involve synthesizing
programs composed of nested if-then conditions. The availability of large scale training data
and compute, along with the development of approaches to search-over the afore-mentioned
restricted families of programs have allowed machine learning based systems to be extremely
successful in many domains. This is particularly true in the case of perceptual tasks such as
image [23] and speech understanding [18], where machine learning has led to dramatic recent
breakthroughs in the form of development of systems whose abilities go beyond humans
themselves [16, 40]. While the programs learnt using machine learning approaches have
been very effective, they are restricted by limited domain specific languages they employ.
Moreover, the programs learnt by such techniques are hard to interpret, verify, and correct.
Program Synthesis has also seen a substantial amount of research in the Programming
Languages community. While earlier approaches to tackle this problem were mostly based
on deductive reasoning [25, 26, 27], several approaches based on inductive reasoning have
been recently proposed. These new approaches have exploited advances in computational
power, algorithmic advances in constraint-solving, and application-specific domain insights [1].
These approaches can be broadly divided into four categories based on the search strategy
they employ: (i) enumerative [39], (ii) stochastic [35], (iii) constraint-based [36, 37], and
(iv) version-space algebra based [14, 30]. The enumerative approaches enumerate programs
in a structured hypothesis space and employ smart pruning techniques to avoid searching a
large space. The stochastic techniques use a cost function to induce a probability distribution
over the space of programs conditioned on the specification, which is used to sample the
desired program. The constraint-based techniques encode the search problem in low-level
SAT/SMT constraints and solve them using off-the-shelf constraint solvers. Finally, the
Version-space algebra based techniques learn programs in specialized DSLs to perform an
efficient divide-and-conquer based search.
While there has been a significant progress in synthesizing richer and larger programs,
these synthesis approaches suffer from a number of challenges. The first and most daunting
challenge is the search problem for searching over the large space of programs. Modern
approaches try to overcome this problem by carefully designing the DSL [14]. Not only this
approach restricts the expressivity of the language but it is also extremely time consuming
as the DSL designer needs to encode several domain-specific heuristics in terms of DSLs,
pruning strategy, cost function etc. Second, these synthesis algorithms do not learn from
previously solved tasks, i.e. they do not evolve and get better over time. Finally, these
algorithms are typically designed to handle one form of specification (such as input-output
examples or partial programs). It is difficult to handle multi-modal specifications such as
combination of input-output examples, natural language description, partial programs, and
program invariants all together as one combined specification.
In this paper, we argue that the above-mentioned challenges can be tackled by learning
synthesizers automatically from a large amount of training data. We believe this new approach
will dramatically expand the applicability and effectiveness of Program Synthesis and has
the potential to have a massive impact on the development of complex intelligent software
systems of the future. We present a first step in this direction by describing a novel synthesis
approach based on two neural architectures for tackling the two key challenges of Learning to
understand specifications and Learning to search programs. The first neural architecture called
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the Spec Encoder computes a continuous representation of the specification, whereas the
second neural architecture called the Program Generator incrementally constructs programs
in a hypothesis space that is conditioned by the specification encoding vector. The key idea
of the approach is to train these architectures using a large set of (φ, P ) pairs, where P
denotes a program sampled from the DSL L and φ denotes the corresponding specification
satisfied by P .
We present two preliminary instantiations of this approach. The first instantiation, Neural
FlashFill [29], corresponds to the domain of string manipulation programs similar to that of
FlashFill [13, 14]. The second domain considers string transformation programs consisting of
composition of API functions [4]. The specification mechanisms in both of these domains is
input-output string examples and we develop an R3NN (Reverse-Recursive-Reverse Neural
Network) to incrementally generate program trees in the DSL that is conditioned on the
input-output examples. We show that even with preliminary encodings, the neural system is
able to perform quite well in learning a large majority of programs from few input-output
examples. We finally conclude with some challenges and exciting future directions.
Related work on Learning to Program. There have some recent proposals to use neural
network based encodings for synthesizing programs. Neural RAM [24] constructs an end-to-
end differentiable model representing the sequential compositions of a given set of modules
(gates), and learns a controller defining the compositions of modules to obtain a program
(circuit) that is consistent with a given set of examples. DeepCoder [2] embeds input-output
examples of integers to learn a distribution over likely functions that would be useful for
the task, and uses off-the-shelf synthesis techniques such as enumerative and Sketch [36]
to learn the program. Terpret [9] and Forth [34] are probabilistic programming languages
that allow programmers to write high-level programs with holes, which are then completed
using a gradient-descent based search. While these systems have shown a lot of promise,
they typically learn simple short programs, need a lot of compute resources per synthesis
task, and do not learn how to perform efficient search.
There has been a number of recent proposals of neural architectures to perform program
induction, where the goal is to learn a network that can learn the functional behavior of
a program. These architectures are inspired from computation modules (Turing Machines,
RAM, GPU) [12, 24, 21, 33, 28] or common data structures such as stacks [20]. The key idea
in these approaches is to represent the operations in a differentiable form, which allows for
efficient end-to-end training of a neural controller. However, unlike our approach that learns
interpretable programs, these approaches learn only the program behavior. There is also
an exciting line of work on learning probabilistic models of code from big code [32, 5, 17],
which are used for different applications such as variable and method name inference, code-
completion, generating method summaries etc.
2 Overview of Neural Program Synthesis
The overview of our approach is shown in Figure 1. We assume that the hypothesis space
of programs is given in the form of grammar similar to that of SyGuS [1] and the goal is
to find a derivation (program) from the grammar that is consistent with the specification
provided by a user. There are two key neural modules: (i) Specification Encoder (Learning to
understand specification) and (ii) Program Generator (Learning to search over programs). The
specification encoder generates a continuous vector representation of specification (potentially
in multiple formats). The program generator takes the specification vector and the DSL L
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Figure 1 An overview of the neural program synthesis approach consisting of two components.
The specification encoder generates a distributed representation of the specification, which is then
used to condition the program generator module that incrementally generates programs in a DSL.
as inputs, and generates a program P ∈ L that conforms to the specification. We briefly
describe the two modules and different challenges associated with them.
2.1 Neural Architectures
Specification Encoder: The challenge of designing a specification encoder is that it needs
to handle multiple forms of specifications, but at the same time it also needs to maintain
a differentiable representation that can be efficiently learnt. Some possible specification
modalities we aim to support in our architecture include input-output examples, natural
language descriptions, partial programs, and program invariants. The challenge in encoding
input-output examples is that the set of examples can be of variable size and each example
can be of different length. The encoding should also be invariant to the order of examples.
Moreover, the inputs and outputs can be of different types such as strings, integers, arrays,
etc., which adds another challenge to the encoder. For encoding partial programs, the encoder
needs to take into account the tree structure of parse tree of the program compared to the
simpler sequence structure of base types.
Program Generator: The program generator component needs to generate a program from
the DSL that is consistent with the specification vector obtained from the specification
encoder. One approach is to model program semantics in the continuous domain and have
the neural network perform optimization over that space. Since programs are typically
discrete in nature, i.e. a small change in inputs (or in programs) can lead to big changes in
output, embedding continuous representation of program semantics is challenging. Another
approach can be to instead learn a controller that selects different choices from the hypothesis
space (DSL) to construct a program. This controller needs to encode partial program trees
and learn how to incrementally expand the trees. Depending on the complexity of the DSL,
it may additionally need to encode program states, memory, and stack information.
2.2 Training the Neural Architectures
One of the reasons for success of neural networks recently has been the availability of large
amounts of training data. While for domains such as natural language processing and
computer vision, acquiring good labeled data is a challenging task, it is relatively easier for
our domain of program synthesis. Given a DSL, we use a program sampler to sample million
of programs from the language and order them using different metrics such as program size,
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operator usage etc. Given a sampled program, we can then design a rule-based approach to
generate corresponding specifications that are consistent with the sampled program.
However, there are also several challenges in generating the training data. First, sampling
programs from a context-free grammar is relatively straightforward, but sampling programs
from a more complex stateful grammar is more complex as the sampler needs to ensure
that the program is well-formed, e.g. there are no variable usage before define or array
out-of-bound errors. Second, the generation of consistent specification for a program can
also be challenging as the sampler needs to ensure that the inputs satisfy the pre-conditions
of the sampled programs. For generating natural language descriptions, one challenge is that
there might be multiple different ways to specify the functionality.
Given the training data of input-output examples together with their corresponding
programs, the specification encoder and the program generator can be trained in an end-to-
end supervised manner using the backpropagation techniques. The goal of training is to learn
best parameters for the two neural architectures that result in learning consistent programs
for as many training points as possible. There are also several choices for cost function
for optimizing the training loss. One choice can be to ensure that the learnt program is
syntactically similar to that of training program. This cost function is easy to optimize since
we can use the complete supervision for each individual component of the program. However,
this cost function also penalizes many good programs that are syntactically different but
semantically equivalent with respect to the training program. This is especially true in case
of inductive specifications such as input-output examples, where there might be multiple
consistent programs. The cost function can be enhanced to optimize over the outputs of
the learnt programs instead of their syntactic structure, but this makes the optimization
algorithm harder since we no more have intermediate supervisory signal, and we can only
check for program correctness after constructing the complete program.
2.3 Synthesizing programs from the learnt architectures
After learning the neural architectures, we can use them to learn programs given some
specification. The specification encoder encodes the specification using the learnt parameters
and the specification vector is fed to the program generator to construct a consistent program.
Another interesting property of the program synthesis domain unlike other domains such as
NLP and vision is that we can execute the learnt programs and check if they are correct with
respect to the specification at test time, which allows us multiple choices during program
generation. We can either generate the 1-best program using the program generator, or we
can use the learnt distributions over the grammar expansions to instead sample and generate
multiple programs until finding one that is consistent with the given specification. However,
checking for correctness might not be feasible for all types of specifications such as Natural
Language specifications.
3 Neural FlashFill and NACIO
We present a preliminary instantiation of our framework on two domains – Neural FlashFill
and Nacio. The Neural FlashFill system learns regular expression based string transform-
ations in a DSL similar to that of FlashFill given a set of examples. Nacio learns string
transformation programs that involves composition of API functions. We use the same neural
architectures for Specification Encoder and the Program Generator for both the systems.
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String e := Concat(f1, · · · , fn)
Substring f := ConstStr(s)
| SubStr(v, pl, pr)
Position p := (r, k, Dir) | ConstPos(k)
Direction Dir := Start | End
Regex r := s | T1 · · · | Tn
Input v Output
1 William Henry Charles Charles, W.
2 Michael Johnson Johnson, M.
3 Barack Rogers Rogers, B.
4 Martha D. Saunders Saunders, M.
5 Peter T Gates Gates, P.
(a) (b)
Concat(f1, ConstStr(“, ”), f2, ConstStr(“.”)),
where f1 ≡ SubStr(v, (“ ”,−1, End), ConstPos(−1)) and f2 ≡ SubStr(v, ConstPos(0), ConstPos(1))
(c)
Figure 2 (a) The regular expression based string transformation DSL, (b) an example task in
the DSL for transforming names to last names followed by first name initial, and (c) an example
program in the DSL for this task.
3.1 Domain-specific Language
The domain-specific language for Neural FlashFill is shown in Figure 2(a). The top-level
expression is a concatenation of a sequence of substring expressions, where each substring
expression is either a constant string s or a substring of an input string between two positions
pl and pr (denoting the left and right indicies in the input string). A position expression
can either be a constant index or a token match expression (r, k, Dir), which denotes the
Start or End of the kth match of token r in input string v. A regex token r can either be a
constant string s or one of 8 predefined regular expressions such as alphabets, alphanumeric,
capital etc. An example benchmark is shown in Figure 2(b) and a possible DSL program
for the transformation is: Concat(f1, ConstStr(“, ”), f2, ConstStr(“.”)), where f1 ≡
SubStr(v, (“ ”,−1, End), ConstPos(−1)) and f2 ≡ SubStr(v, ConstPos(0), ConstPos(1)).
The program concatenates: (i) substring between the end of last whitespace and end
of string, (ii) constant string “, ”, (iii) first character of input string, and (iv) constant string
“.”.
The top-level expression in the Nacio DSL (Figure 3(a)) is similar to that of the FlashFill
DSL consisting of concatenation of a sequence of string expressions. The main difference
is that a substring expression can now also be an API expression belonging to one of the
three classes of APIs: lookup APIs, regex APIs, and transform APIs, and the DSL allows
for both composition and nesting of APIs. The lookup APIs such as GetCity, GetState
etc. comprise a dictionary of a list of strings and perform a lookup on an input string. The
regex APIs such as GetFirstNum, GetLastWord, etc. search for certain regular expression
patterns in the input string and return the matched string. Finally, the transform APIs such
as GetStateFromCity transform strings from one dictionary to another dictionary. In total,
the DSL consists of 107 APIs (84 regex, 14 lookup, 9 transform). An example Nacio task
shown in Figure 3(b) can be performed by the DSL program GetAirportCode(GetCity(v)).
3.2 Specification Encoder
The specification encoder for the Neural FlashFill and Nacio encodes a set of input-output
strings to a continuous vector representation. The main idea of the encoder is to first run
two separate bidirectional LSTMs [19] over the input and output strings respectively, and
then perform compute a cross-correlation vector between the two representations. It then
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String e := Concat(f1, · · · , fn)
Substring f := CStr(s) | R(f)
| T (f) | L(v) | v
Lookup API L := L1 | · · · | Lm
Regex API R := R1 | · · · | Rl
Transform API T := T1 | · · · | Tk
(a)
Input v Output
1 Los Angeles, CA LAX
2 Boston, MA BOS
3 San Francisco, CA SFO
4 Chicago, IL ORD
5 Detroit, MI DTW
(b)
(c) GetAirportCode(GetCity(v))
Figure 3 (a) The Nacio DSL for API composition, (b) a Nacio task to obtain airport code and
(c) a program in the DSL for the task.
(a) Recursive pass (b) Reverse-Recursive pass
Figure 4 (a) The initial recursive pass of the R3NN. (b) The reverse-recursive pass of the R3NN
where the input is the output of the previous recursive pass.
concatenates the representations of all input-output examples to get a representation for the
set of examples.
3.3 Program Generator
We develop a new R3NN (Recursive-Reverse-Recursive Neural Network) [29] to define a
generation model over trees in a DSL (grammar). The R3NN model takes a partial program
tree (derivation in the grammar), and decides which non-terminal node in the tree to expand
and with which expansion rule, given the I/O encoding vector. The model first starts with
the start symbol of the grammar and incrementally incrementally constructs derivations in
the grammar until generating a tree with all terminal leaf nodes.
The R3NN model has the following 4 parameters: (i) a vector representation for each
symbol in the grammar, (ii) a vector representation for each rule in the grammar, (iii) a deep
neural network that takes as input the set of Right-hand side (RHS) symbols of a rule and
generates a representation of the corresponding Left-hand side (LHS) symbol, and (iv) a deep
neural network that as input the representation of an LHS symbol of a rule and generates a
representation for each of the corresponding RHS symbols. The R3NN first assigns a vector
representation to each leaf node of a partial tree, and then performs a recursive pass going up
in the tree to assign a global representation to the root. It then performs a reverse-recursive
pass from the root to assign a global representation to each node in the tree. Intuitively,
the idea is to assign a representation to each node in the tree such that the node knows
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Figure 5 (a) Neural FlashFill performance on synthetic data of programs upto size 13, (b) Nacio
performance on synthetic data of programs upto 3 concats, and (c) Perfomance of Neural FlashFill
and Nacio on 238 real-world FlashFIll Benchmarks.
about every other node in the tree. The R3NN encoding for an example partial tree in
the grammar with the recursive and reverse-recursive passes is shown in Figure 4(a) and
Figure 4(b) respectively.
More concretely, we first retrieve the distribution representation φ(S(l)) for every leaf
node l ∈ L in the tree and then perform a standard recursive bottom-to-top, RHS→LHS
pass by going up the tree and applying fR(n) for every non-leaf node n ∈ N on its RHS node
representations. We continue this pass until we reach the root node, where φ(root) denotes
the global tree representation. This global representation has lost any notion of tree position
and we perform a reverse-recursive pass to pass this information to all the leaf nodes of
the tree. We start this pass by providing the root node representation φ(root) as an input
to the second set of deep networks gR(root) where R(root) denotes the production rule for
expanding the start symbol. This results in a representation φ′(c) for each RHS node c of
R(root). We iteratively apply this procedure to all non-leaf nodes c, i.e., process φ′(c) using
gR(c) to get representations φ′(cc) for every RHS node cc of R(c). At the end of this pass,
we obtain a leaf representation φ′(l) for each leaf node l, which has an information path to
every other node in the tree. Using the global leaf representations φ′(l), we can generate the
scores for each tree expansion e as: ze = φ′(e.l) · ω(e.r), where e.l denotes the leaf node l
associated with the expansion e and e.r denotes the expansion rule. The expansion scores




3.4 Training and Evaluation
The I/O encoder and R3NN models are trained end-to-end over the training set of 2 million
programs sampled from the DSL. Because of training complexity of the models, the size of the
programs is currently limited to 13 (number of AST nodes) for Neural FlashFill and limited
to 3 concats for Nacio. We perform tests on two types of generalization: (i) Input-output
generalization: we test the performance of the model on 1000 randomly sample programs
that the model has seen during training but with different input-output examples (Train)
and (ii) Program generalization: performance on 1000 randomly sampled programs that the
system has not seen during training (Test). We also evaluate the performance of both the
systems on real-world FlashFill benchmarks as well. The results are shown in Figure 5.
The Neural FlashFill system after being trained on synthetic programs of size upto 13
is able to successfully synthesize both programs (upto size 13) that it has seen during the
training but with different input-output examples, and programs that it has not seen during
the training. The 1-best strategy yields an accuracy of about 60% whereas it increases to
94% with 100-samples. Moreover, it is also able to learn desired programs for 55 (23%) of
238 real-world FlashFill benchmarks. The Nacio system is able to get an accuracy of about
R. Singh and P. Kohli 16:9
41% on Train set and 33% on Test set. Note that the Nacio DSL allows for a much richer
class of transformations using complex API functions. However, the Nacio system perform
much better on the FlashFill benchmark set with the success rate of 37% with 100-samples.
A majority of the unsolved FlashFill benchmarks belong to the category of programs larger
than the ones the two systems are trained on.
4 Future Challenges and Other Applications
There are several exciting research challenges in scaling the neural program synthesis frame-
work for larger programs and for synthesizing programs in richer and more sophisticated
DSLs. We briefly discuss a few of these directions and also discuss other program analysis
applications that can be enabled by such a framework.
Scaling to Larger programs: The current complexity of both the I/O encoder and the
R3NN model limits the training capacity to only programs upto a fixed size. We would like
to explore new encoders and tree generation architectures for more efficient training.
Modeling program states: The DSLs we have considered till now are functional and do
not model stateful assignments. One interesting challenge in the R3NN network is to encode
variable-dimensional program states and the imperative state update semantics.
Reinforcement Learning for R3NN: We currently use the supervised training signal to
teach the network to generate syntactically similar programs. A key extension to this would
be to allow the model to learn semantically equivalent programs (resulting in infrequent
reward signal). We believe reinforcement learning techniques can be useful in this setting.
More sophisticated specification encoders: We have only developed a few simple specific-
ation encoders for one kind of specification mechanism, i.e. input-output examples over
strings. One extension of this would be to consider other data types such as integers, ar-
rays, dictionaries, and trees. Another important extension would be to handle multi-modal
specification such as natural language descriptions, partial programs, assertions etc.
Combining Neural approaches with symbolic approaches: The neural architectures are
good at recognizing patters in the specifications, but are not good at modeling complex
program transformations. A combination of neural architectures with logical reasoning
techniques might alleviate some of the function modeling issues.
Learning to Superoptimize: A recent approach based on reinforcement learning was pro-
posed to guide the superoptimization of assembly code [8, 7]. We can use program synthesis
for super-optimization with reference implementation as the specification.
Neural Program Repair: The neural representation of programs can also aid in program
repair. Several recent approaches learn a language model over programs to perform syntax
correction over programs [3, 15, 31]. Neural program synthesis techniques can be extended
with distance metrics to correct semantic errors in the programs.
SNAPL 2017
16:10 AP: Artificial Programming
Neural Fuzzing: Fuzzing has proven to be an effective technique for finding security vulner-
abilities in software [10]. These techniques have shown impressive results for binary-format
file parsers but not for more complex input formats such as PDF, XML etc. parsers, where
a grammar needs to be written to define the input formats. Neural architectures can
be developed to automatically learn these grammar representations from a set of input
examples [11], and the learning can further be guided using metrics such as code coverage.
5 Conclusion
The problem of program synthesis is considered to be the holy grail of Computer Science.
Although there has been tremendous progress made recently, the current approaches have
either limited scalability or are domain-specific. In this paper, we argued that some of these
limitations can be tackled using a learning-based approach that learns to encode specifications
and to generate programs from a DSL using a large amount of training data. We presented
two preliminary instantiations of the neural program synthesis approach, but we believe this
approach can dramatically expand the applicability and effectiveness of Program Synthesis.
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