The linear complete differential resultant of a finite set of linear ordinary differential polynomials is defined. We study the computation by linear complete differential resultants of the implicit equation of a system of n linear differential polynomial parametric equations in n − 1 differential parameters. We give necessary conditions to ensure properness of the system of differential polynomial parametric equations.
Introduction
The implicitization problem of unirational algebraic varieties has been widely studied and the results on the computation of the implicit equation of a system of algebraic rational parametric equations by algebraic resultants are well known [9] , [10] . This work was motivated by the paper of X.S. Gao [11] , where computational issues, related with the implicitization problem of differential rational parametric equations, are treated by characteristic set methods, making use of the differential algebra theory developed by Ritt [15] and Kolchin [12] . The paper by X.S. Gao [11] , establishes the basis ground for the generalization to the differential case of the results in algebraic geometry on implicit and parametric representations of unirational varieties, conversion algorithms, etc (see, for instance, [9] , [10] , [18] ).
We explore the first steps of the generalization to the differential case of the results in algebraic geometry on implicit representations of unirational varieties. To be more precise, we are interested in finding a differential resultant that would solve the differential implicitization problem. The implicitization problem of differential rational parametric equations is a differential elimination problem. There is a wide range of applications of the differential elimination method to computer algebra and applied mathematics. For a survey on differential elimination techniques and their application to biological modeling we refer to [3] .
We defined the implicit equation of a system of n differential rational parametric equations in n − 1 differential parameters in [17] . In this paper, we study the computation by differential resultants of the implicit equation of a system P(X, U) of n linear differential polynomial parametric equations (linear DPPEs) in n − 1 differential parameters u 1 , . . . , u n−1 (we give a precise statement of the problem in Section 2),
. . .
.
The differential resultant of a set of ordinary differential polynomials was introduced and studied by G. Carra'Ferro in [5] for two differential polynomials and in [6] for a finite number n of differential polynomials in n − 1 differential variables. The generalized differential resultant was also defined by G. Carra'Ferro in [7] for n + s differential polynomials in n − 1 differential variables, s ≥ 0. Previous definitions of the differential resultant for differential operators are due to L.M. Berkovich-V.G. Tsirulik [2] and M. Chardin [8] .
Let us consider the linear ordinary differential polynomials F i (X, U) = x i − P i (U) of order o i , i = 1, . . . , n. As we will explain in Section 3.1 the differential resultant ∂Res(F 1 , . . . , F n ) is the determinant of the L × L matrix M(L), where L = n i=1 (( n k=1 o k ) − o i + 1). In Section 4, we prove that if ∂Res(F 1 , . . . , F n ) = 0 then the implicit equation of the system P(X, U) is given by the differential polynomial ∂Res(F 1 , . . . , F n )(X). Then we analyze some of the reasons for ∂Res(F 1 , . . . , F n ) = 0.
The differential resultant ∂Res(F 1 , . . . , F n ) is the Macaulay's algebraic resultant of a differential polynomial set PS with L elements. One reason for ∂Res(F 1 , . . . , F n ) = 0 is the following: if the polynomials in PS are not complete in all its variables then the resultant will be zero. If for some j ∈ {1, . . . , n − 1} the differential variable u j has order less than o i in F i for all i ∈ {1, . . . , n} then the matrix M(L) has one or more columns of zeros. Let γ be the number of zero columns in M(L) due to this reason. Let us see an illustrating example. where u jk = ∂ k u j /∂t k , j = 1, 2 and k ∈ N. The differential resultant of F 1 (X, U) = x 1 −u 1 −u 2 −u 21 , F 2 (X, U) = x 2 −tu 11 −u 22 , F 3 (X, U) = x 3 −u 1 −u 21 is zero because the order of u 1 in every polynomial is less than its order, γ = 1.
The implicit equation of this systems is
We define in Section 5 the linear complete differential resultant of a finite set of linear ordinary differential polynomials, generalizing Carra'Ferro's differential resultant in the linear case. We prove the next theorem in Section 5.
Theorem. Given a system P(X, U) of differential polynomial parametric equations. If the linear complete differential resultant ∂CRes(F 1 , . . . , F n ) = 0 then ∂CRes(F 1 , . . . , F n )(X) = 0 is the implicit equation of P(X, U).
In Section 7, we study whether the system P(X, U) of linear DPPEs is proper, problem closely related to the existence of inversion maps. If the system P(X, U) is not proper we prove that ∂CRes(F 1 , . . . , F n ) = 0. The homogeneous part of the linear differential polynomials F 1 , . . . , F n can be written in terms of differential operators. We obtain necessary conditions on these differential operators so that ∂CRes(F 1 , . . . , F n ) = 0.
Computations throughout this paper were carried out with our Maple implementation of functions to compute the differential resultant by Carra'Ferro in [6] and the linear complete differential resultant defined in Section 5 of this paper. Our implementation is available at [16] .
The paper is organized as follows. In Section 2 we introduce the main notions and notation. Next we review the definition of the differential resultant defined by Carra'Ferro in Section 3 and we define the differential homogeneous resultant. In Section 4 we explain the computation of the implicit equation by Carra'Ferro's differential resultant. We define the linear complete differential resultant in Section 5. In Section 6 we give our main results on the implicitization of linear DPPEs by linear complete differential resultants. Our results on properness appear in Section 7. We finish the paper discussing the special cases n = 2 and n = 3 in Section 8.
Basic Notions and Notation
In this section, we introduce the basic notions related to the problem we deal with, as well as the notation and terminology used throughout the paper. For further concepts and results on differential algebra we refer to [12] and [15] .
Let K be an ordinary differential field with derivation ∂, ( e.g. Q(t), ∂ =
∂ ∂t
). Let X = {x 1 , . . . , x n } and U = {u 1 , . . . , u n−1 } be sets of differential indeterminates over K. Let E be a universal extension field of K containing the set of indeterminates U. Let N 0 = {0, 1, 2, . . . , n, . . .}. For k ∈ N 0 we denote by x ik the k-th derivative of x i . Given a set Y of differential indeterminates over K we denote by {Y } the set of derivatives of the elements of Y , {Y } = {∂ k y | y ∈ Y, k ∈ N 0 }, and by K{X} the ring of differential polynomials in the differential indeterminates x 1 , . . . , x n , that is
Analogously for K{U}.
A system of differential rational parametric equations (system of DRPEs) is a system of the form
where P 1 , . . . , P n , Q 1 , . . . , Q n ∈ K{U}, Q i are non-zero, and not all P i , Q i ∈ K, i = 1, . . . , n. We call the indeterminates U a set of parameters of Q(X, U); they are not necessarily independent. When all differential polynomials P i , Q i are of degree at most 1, we say that (1) is a linear system. Moreover, if all Q i ∈ K, we say that (1) is a system of differential polynomial parametric equations (system of DPPEs). Associated with the system (1) we consider the differential ideal (see [11] , Section 3) ID = {f ∈ K{X} | f (P 1 (U)/Q 1 (U), . . . , P n (U)/Q n (U)) = 0}, and we call it the implicit ideal of the system (1). By [11] , Lemma 3.1, the implicit ideal ID is a differential prime ideal. Moreover, given a characteristic set C of ID then n− | C | is the (differential) dimension of ID, by abuse of notation, we will also speak about the dimension of a DRPEs system meaning the dimension of its implicit ideal. The parameters U are independent if dim(Q(X, U)) = |U| (see [11] , Section 5).
The differential variety defined by
is called the implicit variety of Q(X, U). If the parameters of Q(X, U) are not independent and K = Q(t), there exists a set of new DRPEs with the same implicit variety as Q(X, U) but with independent parameters, (see [11] , Theorem 5.1).
If dim(ID) = n − 1, then C = {A(X)} for some irreducible differential polynomial A ∈ K{X}. The polynomial A is called a characteristic polynomial of ID. Furthermore, if B is another characteristic polynomial of ID then A = bB with b ∈ K.
We introduced the notion of implicit equation in [17] and we include it here for completion. In the sequel, we consider the linear system of DPPEs
So, P 1 , . . . , P n ∈ K{U} with degree at most 1, and not all P i ∈ K, i = 1, . . . , n. Let K[∂] be the ring of differential operators with coefficients in K.
and constants a i ∈ K such that
We define the differential polynomials
Given P ∈ K{X ∪ U} and y ∈ X ∪ U, we denote by ord(P, y) the order of P in the variable y. If P does not have a term in y then we define ord(P, y) = −1.
Remark 2.2.
To ensure that the number of parameters is n−1, we assume that for each j ∈ {1, . . . , n − 1} there exists i ∈ {1, . . . , n} such that the differential operator L ij = 0. That is, for each j ∈ {1, . . . , n−1} there exists i ∈ {1, . . . , n} such that ord(F i , u j ) ≥ 0.
In this situation, the problem we deal with in this paper is: given a system P(X, U) of linear DPPEs, to compute an implicit equation using differential resultants. In [11] , algorithmic methods for solving this problem in a more general case are presented in the language of characteristic sets. Our candidate to be the implicit equation of P(X, U) is the differential resultant of F 1 , . . . F n that we describe in the next section.
Differential Resultants
Let D be a differential integral domain, and let f i ∈ D{U} be an ordinary differential polynomial of order o i , i = 1, . . . , n. A differential resultant ∂Res(f 1 , . . . , f n ) of n ordinary differential polynomials f 1 , . . . , f n in n − 1 differential variables u 1 , . . . , u n−1 was introduced by Carra'Ferro in [6] . Such a notion coincides with the Macaulay's algebraic resultant [13] of the differential polynomial set
Now, let h i ∈ D{U} be a ordinary differential homogeneous polynomial of order o i , i = 1, . . . , n. We define the differential homogenous resultant ∂Res h (h 1 , . . . , h n ) of n ordinary homogeneous differential polynomials h 1 , . . . , h n in n − 1 variables as the Macaulay's algebraic resultant of the differential polynomial set
A differential homogeneous resultant was defined also by Carra'Ferro in [5] for n = 2. In addition, when the homogeneous polynomials have degree one and n = 2 the differential homogeneous resultant coincides with the differential resultant of two differential operators defined by Berkovitch-Tsirulik in [2] and studied also by Chardin in [8] .
We implemented in Maple the differential resultant matrices defined by Carra'Ferro in [6] , our implementation is available at [16] . This is the tool used to perform our experiments and in particular the computations in the examples of this paper.
Differential resultants are Macaulay's algebraic resultants therefore with some previous computations, the implementation of the Macaulay's algebraic resultant ( available at [14] ) could be also used to compute differential resultants. We consider now the polynomials F i and H i , introduced in the Section 2, and we set D = K{X}. In this section, we give details on the computation of ∂Res(F 1 , . . . , F n ) and ∂Res h (H 1 , . . . , H n ), since they will be important tools in this paper. We think of F 1 , . . . , F n as polynomials in the n − 1 variables u 1 , . . . , u n−1 and coefficients in the differential domain D; recall that F 1 , . . . , F n are of orders o i and degree one. We review below the computationWe call R the ranking on X ∪ U that eliminates X with respect to U,
Note that, because of the particular structure of F i , one has that:
That is, PS is a chain (see [15] , page 3) of differential polynomials
be the L×L matrix whose k-th row contains the coefficients of the (L−k +1)-th polynomial in PS, as a polynomial in D{U}, and where the coefficients are written in decreasing order with respect to the orderly ranking on U. Hence, M(L) is a matrix over K{X} that we call the differential resultant matrix of F 1 , . . . , F n . In this situation:
Analogously, we can use determinants to compute ∂Res h (H 1 , . . . , H n ); recall that the homogeneous differential polynomials H i ∈ K{U} are of orders o i and degree one. Let L h = L − n and consider PS h = PS h (H 1 , . . . , H n ) as the polynomial set obtained from PS by subtracting from the chosen polynomials its monomial in D (i.e. x i − a i ), therefore maintaining in PS h the ordering
)-th row contains the coefficients of the k-th polynomial in PS
h , as a polynomial in D{U}, and where the coefficients are written in decreasing order with respect to the orderly ranking on U. Hence, M(L h ) is a matrix over K that we call the differential homogeneous resultant matrix of H 1 , . . . , H n . In this situation:
and consider the set of differential polynomials in K{x 1 , x 2 , x 3 }{u 1 , u 2 }, 
We show next some properties of ∂Res(F 1 , . . . , F n ) and ∂Res h (H 1 , . . . , H n ) that will be used later in the paper.
Proof. Let F be a differential field extension of K. Then every nonzero solution of {H 1 = 0, . . . , H n = 0} in F n−1 is a nonzero solution of the system [2] , Theorem 3.1). Unfortunately, for n > 2 the condition ∂Res
is not sufficient for the existence of nonzero solutions of the system {H 1 = 0, . . . , H n = 0}. Let n = 3 and
The first two columns of M(L h ) are equal and therefore ∂Res h (H 1 , H 2 , H 3 ) = 0. The system {H 1 = 0, H 2 = 0, H 3 = 0} has only the zero solution.
We introduce some matrices that will be used in the proof of the next result and also in later results in the paper. Let S be the n × (n − 1) matrix whose entry (i, j) is the coefficient of u jo i in F i , i ∈ {1, . . . , n}, j ∈ {1, . . . , n − 1}. Let S i be the matrix obtained by removing the i-th row of S.
Remark 3.5. Note that the nonzero rows of the columns of
The following statements are equivalent:
which proves that 2 implies 3. Let K(X) be the quotient field of K{X}. The equivalence of 1 and 3 is obtained easily noting that the elements of the last column of M(L) are linearly independent on K(X) and so the last column of M(L) is linearly independent on K(X) from the first L − 1 columns.
Implicitization of linear DPPEs by
Carra'Ferros's differential resultant Let P(X, U), F i , H i be as in Section 2. Let D = K{X}, PS = PS(F 1 , . . . , F n ) and let ID be the implicit ideal of P(X, U). In this section, we use the implicitization results in terms of characteristic sets given in [11] to obtain implicitization results in terms of differential resultants. We prove that if ∂Res(F 1 , . . . , F n ) = 0 then ∂Res(F 1 , . . . , F n )(X) = 0 is the implicit equation of P(X, U).
Recall that PS is a set of linear differential polynomials. Let [PS] be the differential ideal generated by PS, then it holds ID = [PS] ∩ K{X} by [11] , Lemma 3.2. Let A be a characteristic set of [PS] and A 0 = A ∩ K{X}. By [11] , Theorem 3.1, the implicit ideal is
Furthermore, if | A 0 |= 1 then A 0 = {A(X)} where A is a characteristic polynomial of ID. By [6] , Proposition 12, ∂Res(F 1 , . . . , F n ) ∈ ID and it is our candidate to be a characteristic polynomial of ID.
To compute a characteristic set of ID we will use a Groebner basis G of (PS) with respect to the ranking R ⋆ on X ∪ U that eliminates U with respect to X, that is
Lemma 4.1. Let G be the reduced Groebner basis of (PS) with respect to the ranking R ⋆ . 
G = {B
differential resultant matrix M(L) of F 1 , . . . F n , then det(M(L)) = (−1) a det E(L) for some a ∈ N.
The cardinality of G 0 is one if and only if ∂Res
Proof. Let M 2L be the L×(2L) matrix whose k-th row contains the coefficients of the k-th polynomial in PS, as a polynomial in K{X ∪ U}, and where the coefficients are written in decreasing order w.r.t. R ⋆ .
Observe that we can find a minimal Groebner basis of (PS) performing gaussian elimination on the rows of M 2L , see [9] , Section 7, exercise 10. In particular, the polynomials corresponding to the rows of the reduced echelon form E 2L of M 2L are the elements of the reduced Groebner basis G of (PS).
which has rank less than or equal to L − 1, therefore the set G 0 = G ∩ K{X} is not empty.
The matrix E(L)
is obtained by performing on M(L) the same row operations as the operations performed on
3. The cardinality of G 0 is 1 if and only if rank
To compute a characteristic set of [PS] we apply the algorithm given in [4] , Theorem 6, that we briefly include below for completion. Given P ∈ K{X ∪U}, the lead of P is the highest derivative present in P w.r.t. R ⋆ , we denote it by lead(P ). Given P, Q ∈ K{X ∪ U} we denote by prem(P, Q) the pseudoremainder of P with respect to Q, [15] , page 7. Given a chain A = {A 1 , . . . , A t } of elements of K{X∪U} then prem(P, A) = prem(prem(P, A t ), {A 1 , . . . , A t−1 }) and prem(P, ∅) = P . 
Compute the reduced Groebner basis G of (PS) with respect to R
⋆ .
Assume that the elements of G are arranged in increasing order
B 0 < B 1 < · · · < B L−1 w.r.t. R ⋆ . Let A = {B 0 }. For i from 1 to L − 1 do, if lead(B i ) =lead(B i−1 ) then A := A ∪ {prem(B i , A)}.
Theorem 4.3. Given a system P(X, U) of linear DPPEs with implicit ideal ID. If ∂Res
h (H 1 , . . . , H n ) = 0 then ID has dimension n − 1 and
is the implicit equation of P(X, U).
Proof. Let G be the reduced Groebner basis of (PS) with respect to the ranking R ⋆ and let B 0 < B 1 < · · · < B L−1 be the elements of G. By Lemma 4.1 we have G 0 = G ∩ K{X} = {B 0 } and so there exists a characteristic set A of [PS] such that A 0 = {B 0 }. Consequently, the dimension of ID is n − 1.
By Lemma 4.1 and the definition of the differential resultant,
for some a ∈ N, therefore ∂Res(F 1 , . . . , F n ) = cB 0 with c ∈ K. This proves that ∂Res(F 1 , . . . , F n ) is a characteristic polynomial of ID and therefore the implicit equation of P(X, U) is ∂Res(F 1 , . . . , F n )(X) = 0.
Linear Complete Differential Resultants
Let D be a differential integral domain, and let f i ∈ D{U} be a linear ordinary differential polynomial of order o i , i = 1, . . . , n. For each j ∈ {1, . . . n − 1} we define the positive integer
Observe that, 0 ≤ γ j (f 1 , . . . , f n ) ≤ o i for each i ∈ {1, . . . , n}. We also define
and it is easily proved that 0 ≤ γ(f 1 , . . . , f n ) ≤ N − o i , for all i ∈ {1, . . . , n}.
Observe that, when γ(f 1 , . . . , f n ) = 0 then the set PS(f 1 , . . . , f n ) defined in Section 3, is a set of L differential polynomials in L − γ(f 1 , . . . , f n ) − 1 differential variables. Then ∂Res(f 1 , . . . , f n ) is the Macaulay's resultant of a set of polynomials which are not complete in all its variables, thus ∂Res(f 1 , . . . , f n ) = 0. If γ(f 1 , . . . , f n ) = 0 we will say that the set of differential polynomials {f 1 , . . . , f n } is complete. We will call γ(f 1 , . . . , f n ) the completeness index of {f 1 , . . . , f n }.
We define next a differential resultant that generalizes Carra'Ferro's differential resultant in the linear case. Observe that the generalized differential resultant in [7] deals with a different aspect.
Definition 5.1. The linear complete differential resultant ∂CRes(f 1 , . . . , f n ), of n linear ordinary differential polynomials f 1 , . . . , f n in n − 1 differential variables u 1 , . . . , u n−1 , is defined as the Macaulay's algebraic resultant of the differential polynomial set
Observe that 
Observe that for γ(f 1 , . . . , f n ) = 0 (resp. γ(h 1 , . . . , h n ) = 0) it holds ∂CRes(f 1 , . . . , f n ) = ∂Res(f 1 , . . . , f n ),
We introduce next the matrices that will allow the use of determinants to compute ∂CRes(f 1 , . . . , f n ) and ∂CRes
in the l(i, k)-th row (resp. l h (i, k)-th row), where the coefficients are written in decreasing order with respect to the orderly ranking on U. Hence, M(L γ ) (resp. M(L h γ )) is a matrix over D that we call the complete differential (homogeneous) resultant matrix of f 1 , . . . , f n (resp. h 1 , . . . , h n ). In this situation:
The next matrices will be used in the proofs of the results in this section and also in later results in the paper. Let S γ be the n × (n − 1) matrix whose entry (i, j) is the coefficient of u jo i −γ j in f i , i ∈ {1, . . . , n}, j ∈ {1, . . . , n − 1} For i ∈ {1, . . . n} let S γi be the (n − 1) × (n − 1) matrix obtained removing the i-th row of S γ . 1. If the system {h 1 = 0, . . . , h n = 0} has a nonzero solution then ∂CRes h (h 1 , . . . , h n ) = 0.
Remark 5.3. Let us suppose that h i is the homogeneous part of f
i , i = 1, . . . , n, then γ = γ(f 1 , . . . , f n ) = γ(h 1 , .
. . , h n ). Note that the nonzero rows of the columns of
M(L γ ) ( resp. M(L
Let us suppose that h i is the homogeneous part of f
Proof. 1. The proof is analogous to the proof of Proposition 3.3. and consider the set of differential polynomials in K{x 1 , x 2 , x 3 }{u 1 , u 2 },
The matrix M(L
Then the set PS( We have γ 1 = 2 and γ 2 = 0 so γ = 2. Let us compute ∂CRes( 
is obtained by removing rows 1, 5, 9 and columns 1, 4, 11 of M(L γ ). Then,
Implicitization of linear DPPEs by linear Complete Differential Resultants
Let P(X, U), F i , H i be as in Section 2 and let ID be the implicit ideal of P(X, U). In this section, we prove the main result of this paper, namely if
is the implicit equation of P(X, U) and hence the results in Section 4 are extended.
Let γ = γ(F 1 , . . . , F n ) = γ(H 1 , . . . , H n ) and V as in (3) . Let PS γ = PS γ (F 1 , . . . , F n ) , D = K{X} and let (PS γ ) be the ideal generated by PS γ in  K[x i , . . . , x iN −o i −γ , u j , . . . , u jN −γ | i = 1, . . . n, j = 1, . . . n − 1] . Let R ⋆ be the ranking on X ∪ U defined in Section 4.
Lemma 6.1. Let G be the reduced Groebner basis of (PS γ ) with respect to the ranking R ⋆ .
, and where the coefficients are written in decreasing order with respect to the orderly ranking on U.
The cardinality of G 0 is one if and only if ∂CRes
h (H 1 , . . . , H n ) = 0.
If ∂CRes
Proof. The proof of 1,2 and 3 is analogous to the proof of Lemma 4.1.
If
is an upper triangular matrix of rank L γ whose L γ − 1 principal submatrix is the identity. Following Algorithm 4.2 we obtain the characteristic set
The next theorem gives an explicit formula of ∂CRes(F 1 , . . . , F n ) in terms of ∂CRes h (H 1 , . . . , H n ). Given i ∈ {1, . . . , n}, let S γi be the matrix defined in Section 5.
Theorem 6.2.
1. There exists P ∈ ID and k ∈ {1, . . . , n} such that
For any differential polynomial P as in statement 1 it holds
with α = (−1)
Proof. Given the reduced Groebner basis G of (PS γ ) w.r.t. R ⋆ let us take a polynomial ord(B, x k ) for some k ∈ {1, . . . , n}. Then P = ∂ β B verifies the conditions in statement 1.
Since
As a consequence, we can perform row operations on M(L γ ) to obtain a matrix of the kind
To be more precise, we reorder the rows of M(L γ ) so that the coefficients of ∂ N −o k −γ F k are in the first row, rows 2 to n are the rows containing the entries of the matrix S γk and rows n + 1 to L γ are the rows containing the entries of M(L h γ ). Then multiply the first row of the obtained matrix by
Finally, replace the first row by the coefficients of P (X) as a polynomial in D{U} written in decreasing order w.r.t. the ranking on U, that is, all zeros and the last entry equal to P (X).
Let α = (−1) Proof. By Lemma 6.1(4), a characteristic set of ID is A 0 = {B 0 }. Then the dimension of ID is n − 1. By Lemma 6.1 (2) , and the definition of the linear complete differential resultant,
for some a ∈ N. Therefore ∂CRes(F 1 , . . . , F n ) = cB 0 with c ∈ K. This proves that ∂CRes(F 1 , . . . , F n ) is a characteristic polynomial of ID and therefore the implicit equation of P(X, U) is ∂CRes(F 1 , . . . , F n )(X) = 0.
Some results on properness
Let P(X, U), H i , P i and L ij be as in Section 2. In this section, we give some results related with the inversion problem.
To be more precise, we study conditions on the differential operators L ij so that P(X, U) is a set of proper DPPEs.
We gather below some definitions that will be needed in this section and that were used in [11] , Section 6, to study the inversion problem in terms of characteristic sets. The image of P(X, U) is the set
The inversion problem says: given (η 1 , . . . , η n ) ∈ IM, find (τ 1 , . . . , τ n−1 ) ∈ E n−1
such that η i = P i (τ 1 , . . . , τ n−1 ). We call inversion maps for P(X, U) to a set of funtions g 1 , . . . , g n−1 in {X} such that
A set P(X, U) of DPPEs is proper if for a generic zero (Γ 1 , . . . , Γ n ) (and hence most of the points) of the implicit variety Zero(ID), there exists only one (τ 1 , . . . , τ n−1 ) ∈ E n−1 such that Γ i = P i (τ 1 , . . . , τ n−1 ). By [11] , Lemma 3.1, (P 1 (U), . . . , P n (U)) is a generic zero of the implicit ideal ID.
Proposition 7.1. Let as suppose that ∂CRes
h (H 1 , . . . , H n ) = 0, then the next statements hold.
The set P(X, U) of DPPEs is proper.
2. Furthermore, there exist a set of linear inversion maps for P(X, U),
Proof. By Lemma 6.1 then E(L γ ) is an upper triangular matrix of rank L γ whose L γ −1 principal submatrix is the identity. Then, A = {B 0 , B 1 , . . . , B n−1 } is a characteristic set of [PS γ ] where
for linear differential polynomials U j ∈ K{X}. By [11] , Theorem 6.1, the set P(X, U) of DPPEs is proper and U 1 , . . . , U n−1 is a set of inversion maps of P(X, U). 
. . , L nj are coprime and we write (L 1j , . . . , L nj ) = 1.
Theorem 7.2. A necessary condition for the set P(X, U) of DPPEs to be proper is
Proof. Let us suppose that there exists k ∈ {1, . .
. . , P n (U + η)) = (P 1 (U), . . . , P n (U)). Thus by definition, P(X, U) is not proper. 
, where
We compute a characteristic set A of [PS] with Algorithm 4.2
Then by [11] , Theorem 6.1, the system is not proper but
We define a new system of DPPEs having the same implicit ideal than P(X, U)
where
The following corollary follows directly from Theorem 6.3 and Proposition 7.4. Example 7.6. The method to compute the implicit equation of the system P(X, U) given by the equations x 1 = u 1 + u 11 + u 2 + u 21 ; x 2 = t(u 11 + u 12 ) + u 22 ; x 3 = u 1 + u 11 + u 21 would be the following. First, compute the system P ′ (X, U) as in (4) , which is the system in Example 1.1. Then the implicit equation of
Treatment of special cases
We give an explicit expression of the implicit equation of P(X, U) in terms of the differential operators defining the DPPEs for n = 2 and with some restrictions for n = 3.
Case n=2
Given differential operators L 1 , L 2 ∈ K[∂] we consider the set of DPPEs
Let
Remark 8.1. By [8] , Theorem 2, it holds ∂Res
If K is a field of constants with respect to ∂, that is ∂(k) = 0 for all k ∈ K ( for example ∂ = ∂ ∂t 
Since ∂Res h (H 1 , H 2 ) = 0 then there exists k ∈ {1, 2} such that det(S k ) = ∂P/∂x kN −o k = 0. The result follows from Theorem 6.2.
Algorithm 8.4. Given the system P 2 (x 1 , x 2 , u) of DPPEs this algorithm returns its implicit equation A(X). The Maple packages OreTools, DEtools and Ore-algebra can be used to compute gcrd(L 1 , L 2 ), [1] . Also, we can compute D 1 and D 2 following the algorithm in the proof of Lemma 8.2.
If
L / ∈ K then compute L ′ i such that L i = L ′ i L
Case n=3
We restrict to the case K = C and consider the system of DPPEs (7) where X = {x 1 , x 2 , x 3 }, U = {u 1 , u 2 } and L ij ∈ C[∂]. These differential operators commute, therefore the polynomial
belongs to the implicit ideal of P 3 (X, U). For i = 1, 2, 3, we have F i (X, U) = a i +H i (U) and H i (U) = L i1 (u 1 )+L i2 (u 2 ) of order o i . Let γ = γ(F 1 , F 2 , F 3 ) and let S γi be the matrix defined in Section 5. It is easily obtained that det(S γi ) = ∂P ∂x iN −o i −γ .
If det(S γi ) = 0 for some i ∈ {1, 2, 3} then it follows from Theorem 6.2 that ∂CRes(F 1 , F 2 , F 3 )(X) = (−1) a ∂CRes h (H 1 , H 2 , H 3 )P (X), a ∈ N.
