In this work we present Haar wavelet collocation method and solve the following class of system of Lane-Emden equation defined as
Introduction
Lane-Emden type of equations in one dependent variable occur in several branches of sciences and engineering [6, 5, 8, 7, 3] . Excellent treatment of existence uniqueness of such a generalised class of Lane-Emden type equations can be found in [20, 22, 21, 32, 19, 23, 31, 36] and the references cited there in. Existence of solutions for three point BVPs can be found in [26, 33, 35, 28, 34, 27] and for numerical solution one may refer [29] . In a recent work [40] existence is proved for a class of four point BVPs. Recently Haar wavelets are used efficiently to solve Lane-Emden equations for example please refer the papers [39, 30, 25] . Other wavelets are also utilised to solve Lane-Emden equations [37, 38] .
Ma [13] considered the following set of differential and boundary equations:
, v(t)) = 0, t ∈ (0, 1),
v (t) + λb(t)g(u(t), v(t)) = 0, t ∈ (0, 1),
u(0) = v(0) = u(1) = v(1) = 0.
Under suitable conditions on a(t), b(t), f, g and using theory of cones existence of multiple positive solutions is proved in [13] .
For 4-point BVP the work of Zhang et al. [44] may be referred, in which singularity was allowed at both end points of the BVP. They considered −u (t) = f (t, v(t)), t ∈ (0, 1), (4) −v (t) = g(t, u(t)), t ∈ (0, 1), (5) u(0) = au(ξ), u(1) = bu(c), (6) v(0) = av(ξ), v(1) = bv(c),
where 0 < ξ < c < 1, 0 ≤ a < 1 1−ξ , 0 ≤ b < 1 c , aξ(1 − b) + (1 − a)(1 − bc) > 0; f (t, v) and g(t, u) may be singular at t = 0 and/or t = 1. Based on functional expansion-compression fixed point theorem existence of positive solution is achieved.
Wang et al. [41] by using the fixed point theory of cone expansion and compression with norm type, studied the existence of positive solutions for a class of second-order nonlinear m−point boundary value problems of differential system.
Hao et al. [9] considered the following set of equations
, v(x)), x ∈ (0, 1), (9) subject to conditions
where r is a real constant and f 1 (u(x) , v(x)) and f 2 (u(x), v(x)) are arbitrary functions of u and v. They used series representation to approximate the solution of coupled Lane-Emden boundary value problems. Xie et al. [43] also solved similar type of Lane-Emden problems by using differential transform method coupled with Adomian polynomials. Yalcin [18] proposed an efficient numerical method for solving system of Lane-Emden type equations using Chebyshev operational matrix method. He et al. [10] used Taylor series method to solve system of Lane-Emden equations of second order.
Madduri et al. [14] presented a fast-converging iterative scheme to approximate the solution of a system of Lane-Emden equations arising in catalytic diffusion reactions. Mahalakshmi et al. [15] presented an efficient wavelet-based method for the numerical solutions of nonlinear coupled reaction-diffusion equations which occurs in biochemical engineering.
Very recently, Barnwal et al. [2] conisdered the following nonlinear four point BVP, −(p(x)u (x) = q(x)f 1 (x, u(x), v(x)), x ∈ (0, 1),
−(p(x)v (x)) = q(x)f 2 (x, u(x), v(x)), x ∈ (0, 1), (13) subject to conditions
Here p(0) = 0, ∞ 0 (1/p)dt < ∞ and q(x) > 0 such that q ∈ L 1 [0, 1]. Such BVPs are also referred as doubly singular BVPs. They used monotonic iterative technique without the presence of upper-lower solutions.
In the present work we use Haar wavelet collocation approach together with Newton Raphson method to solve system of nonlinear Lane-Emden equations −(t k1 y (t)) = t −ω1 f 1 (t, y(t), z(t)),
−(t k2 z (t)) = t −ω2 f 2 (t, y(t), z(t)),
where t > 0, subject to initial values, boundary values and four point boundary values:
Initial Condition: y(0) = γ 1 , y (0) = 0, z(0) = γ 2 , z (0) = 0, Boundary Condition: y (0) = 0, y(1) = δ 1 , z (0) = 0, z(1) = δ 2 , Four point Boundary Condition: y(0) = 0, y(1) = n 1 z(v 1 ), z(0) = 0, z(1) = n 2 y(v 2 ), where n 1 , n 2 , v 1 , v 2 ∈ (0, 1) and k 1 ≥ 0, k 2 ≥ 0, ω 1 < 1, ω 2 < 1 are real constants. We developed three methods referred as Haar wavelet collocation approach for IVPs (HWCAIVP), Haar wavelet collocation approach for BVPs (HWCABVP) and Haar wavelet collocation approach for four point BVPs (HWCA4PTBVP). For each case we have considered two test examples. Convergence of the proposed methods are also proved. Results obtained in this paper are new and does not exist in literature. Calculations and plotting are performed on Mathematica 11.3 and Origin 8. The paper is arranged in several sections. In section 2 we introduce about wavelets and Haar wavelets. Section 3 is devoted to nonlinear singular coupled system of IVPs. Section 4 is devoted to nonlinear singular coupled system of IVPs. Section 5 is devoted to nonlinear singular coupled system of four point BVPs. Lastly in section 6 we conclude the paper with some important remarks.
Preliminary
Wavelet word is used in the name of French geophysicist Jean Morlet . Morlet and Croatian-French physicist Alex Grossman developed the modern wavelet theory [24, p. 222] . Wavelets are multi-indexed and it has parameters which is used to shift or dilate/contract the functions giving us basis functions. The following properties of wavelets enable us to choose them over other methods [24, 4, 16, 1] .
(H1) Orthogonality.
(H2) Compact Support.
(H3) Density.
(H4) Localization Property: Haar basis is localized, i.e., the vector is zero except for a few entries.
(H5) Multiresolution Analysis (MRA).
MRA
An orthogonal multiresolution analysis (MRA) is a collection of closed subspaces of L 2 (R) which are nested, having trivial intersection, they exhaust the space, the subspaces are connected to each other by scaling property and finally there is a special function, the scaling function ϕ, whose integer translates form an orthonormal basis for one of the subspaces. We give formal statement of MRA as defined in [24] . Definition 2.1. An MRA with scaling function ϕ is a collection of closed subspaces V j , j = . . . , −2, −1, 0, 1, 2, . . . of L 2 (R) such that
2.
V j = L 2 (R).
3.
V j = 0.
4. The function f (x) belongs to V j if and only if the function f (2x) ∈ V j+1 .
5.
The function ϕ belongs to V 0 , the set {ϕ(x − k), k ∈ Z} is orthonormal basis for V 0 .
The sequence of wavelet subspaces W j of L 2 (R), are such that V j ⊥ W j , for all j and
Mallat's theorem [16] guarantees that in presence of an orthogonal MRA, an orthonormal basis for L 2 (R) exists.
Theorem 2.1. (Mallat s Theorem). Given an orthogonal MRA with scaling function ϕ, there is a wavelet ψ ∈ L 2 (R) such that for each j ∈ Z, the family {ψ j,k } k∈Z is an orthonormal basis for W j . Hence the family {ψ j,k } k∈Z is an orthonormal basis for L 2 (R).
Haar Matrices
Excellent treatment is given on applications of Haar Wavelets in [12] by Lepik. Let us consider the interval 0 ≤ x ≤ 1. Let us define M = 2 J ,where J is maximum level of resolution. Let us divide [0, 1] into 2M subintervals of equal length ∆x = 1 2M . The wavelet number i is calculated by i = m + k + 1, here j = 0, 1, · · · , J and k = 0, 1, · · · , m − 1 (here m = 2 j ). The Haar wavelet's mother wavelet function is defined as [12, pp.7-10] ,
where,
if i > 2. For i = 1, it is defined as,
For i = 2, η 1 (2) = 0, η 2 (2) = 0.5, η 3 (2) = 1.
The width of the i th wavelet is,
here v is the order of integration.
Using (17), we will calculate these integrals analytically and by doing it we obtain,
for i > 1. For i = 1 we have η 1 = 0, η 2 = η 3 = 1 and,
For computation by using Haar wavelet, we make use of the method of collocation. Here, the grid points are defined by,x c = c∆x, c = 0, 1, · · · , 2M,
and collocation points are defined by,
and replace x → x c in (17), (22) , (23) . For computational point of view, we introduce the Haar matrices H, P 1 , P 2 , · · · , P v . The order of these matrices are 2M × 2M . These matrices are defined by,
For J = 1, the matrices H, P 1 and P 2 are defined by, 
System of Nonlinear Singular Two Point IVP
In this section we develop the solution method for system of nonlinear singular two point initial value problems. We will study some examples based on it.
Method 1: HWCAIVP
Consider the following singular nonlinear system of differential equations (15)- (16) subject to the initial conditions,
where t > 0 and where k 1 ≥ 0, k 2 ≥ 0, ω 1 < 1, ω 2 < 1, γ 1 , γ 2 are real constants. . Theorem 3.1. Consider the differential equations (15)- (16) with initial conditions (26)- (27) . Let us assume f 1 (t, y, z), f 2 (t, y, z) be continuous functions in t. Let y(t) and z(t) be the solutions of the differential equations (15)-(16) subject to the initial conditions (26)- (27) . Then the numerical solutions y(t) and z(t) for differential equations (15)-(16) using Haar wavelet method are given as follows,
Proof. Assume ( [11] ),
where a i , b i are wavelet coefficients. Now integrate above equations from 0 to t twice we get,
Now apply initial conditions (26)- (27) in (30)-(33) and we get,
Now substitute these equations (28)-(37) in (15)-(16) after discretizing by collocation method, we get the system of nonlinear equations given as, Φ IV P c (a 1 , a 2 , · · · , a 2M ) = 0, c = 1, 2, · · · , 2M,
The above system of nonlinear equations is solved by applying Newton-Raphson method to get the wavelet coefficients a i and b i for numerical solution. Finally substituting the values of a i , b i in equations (35) and (37), we get the approximate solution obtained by HWCAIVP.
Convergence Analysis for HWCAIVP
Consider the following singular nonlinear system of differential equations, (15)- (16) subject to the initial conditions (26)- (27) . Here we define M = 2 J , where is J is maximum level of resolution. Let us write the approximate solutions as follows so that we have a clear distinction between exact and computed solution.
, Proof. We will do calculation for E M 1 , for E M 2 it will follow accordingly. Expanding quadrate of L 2 norm of error function, we obtain
Then we have
By the use of definition of Haar wavelet function we can evaluate coefficients a i as
where ζ 1 ∈ (η 1 , η 2 ) and ζ 2 ∈ (η 2 , η 3 ). It follows from Eq. (18) that (η 2 − η 1 ) = (η 3 − η 2 ) = 1/(2m) = 1/(2 j+1 ), then the above expression of a i reduces to
Let us consider that dy dt is bounded such that dy dt ≤ ξ 1 , so we have
Here we will solve for upper bound of a function p 2,i in all subintervals. Since
Thus p 2,i (t) achieves its upper bound at t = η 2 (i) as follows
In
which is obviously true. This inequality (43) can be derived from formulas (18) and (22) and condition dp2,i(t) dt > 0. Hence maximum value of p 2,i (t) can be obtained by substituting t = η 3 (i) in eq. (22) as
When t ∈ [η 3 , 1] the function p 2,i (t) can be expanded as (by eq. (22) (see [17] )
The function p 2,i (t) increases monotonically in [0, 1], since it increases monotonically in every sub interval of [0, 1]. So upper bound of p 2,i (t) in [0, 1] is given by
Now inserting eq. (42) in eq. (41) we get
Here we have
Inserting eq. (46) in eq. (45) we get
Hence
Let > 0 be arbitrary small positive number and if we choose
Similarly following the same process for z M , we can prove that
Hence,
Numerical Illustration for HWCAIVP
In this section we will discuss two numerical problems based on system of nonlinear singular two point initial value problem considered by Wazwaz et al. [42] .
Example 1 ([42])
Consider (15)
. Now applying solution method (subsection 3.1) to solve this problem, we get system of non-linear equations. Thus we arrive at (38)- (39) . To solve the non-linear equations we use Newton Raphson method to calculate wavelet coefficients (a i ) and (b i ). After calculating wavelet coefficients (a i ) and (b i ) we get our required solution from equations (35) and (37) . The exact solutionỹ(t) andz(t) of this problem are 1 + t 2 and 1 − t 2 , respectively.
Here we are computing absolute error. Absolute error is defined as the difference of exact value and approximated value. Maximum error is defined as,
whereỹ(t) is the exact solution and y(t i ) is HWCAIVP solution.
For initial guess [1, 1, · · · , 1] computed solutions for y M (t) and z M (t) is given in Table 1 and Table 2 , respectively for J = 3 and J = 4. Graph for y M (t) and z M (t) with exact solution is given in figure 1a and figure 1b respectively for J = 4. Graph of absolute errors in computation of y M (t) and z M (t) is given in figure 2a and figure 2b respectively for J = 1, J = 2, J = 3 and J = 4.
For slight modification in initial guesses, say, [1.01, 1.01, · · · , 1.01] and [1.1, 1.1, · · · , 1.1] final solution is not affected at all, which shows the stability of the method. 
Example 2 ([42])
Consider the system of differential equations (15)-(16) subject to initial conditions (26)- (27) with γ 1 = 1, γ 2 = 1,
, z(t)) = −z 3 (y 2 + 1) and f 2 (t, y(t), z(t)) = z 5 (y 2 + 3). The exact solutioñ y(t) andz(t) of this problem are √ 1 + t 2 and 1 √ 1+t 2 respectively. Since this problem is same as subsubsection 3.3.1. Computed solutions for y M (t) and z M (t) is given in Table 3 and Table 4 , respectively for J = 3 and J = 4 taking initial guess [0, 0, · · · , 0]. Graph for y M (t) and z M (t) with exact solution is given in figure 3a and figure 3b respectively for J = 4. Graph of absolute errors in computation of y M (t) and z M (t) is given in figure 4a and figure 4b respectively for J = 1, J = 2, J = 3 and J = 4.
For slight modification in initial guesses, say, [0.01, 0.01, · · · , 0.01] and [0.1, 0.1, · · · , 0.1] final solution is not affected at all, which shows the stability of the method. 
System of Two Point Nonlinear Singular BVP
In this section we will develop the solution technique for solving system of nonlinear singular two point boundary value problem. We will also discuss some numerical examples based on it.
Method 2 : HWCABVP
Consider (15)-(16) with the following boundary conditions,
where t ∈ (0, 1) and δ 1 , Let us assume f 1 (t, y, z), f 2 (t, y, z) be continuous functions in t. Let y(t) and z(t) be the solutions of the differential equations (15)- (16) subject to the initial conditions (47)-(48). Then the numerical solutions y(t) and z(t) for differential equations (15)- (16) using Haar wavelet method are defined as follows,
Proof. Let (28), (29) be the solutions of (15)-(16) where a i , b i are wavelet coefficients. Now integrate (28), (29) two times from 0 to t we will get (30)-(33) then apply boundary conditions (47) and (48) and we get,
Now substituting equations (28)- (29) and (49)-(52) in (15)-(16) after discretizing by collocation method, we will get the system of nonlinear equations given as, Φ BV P c (a 1 , a 2 , · · · , a 2M ) = 0, c = 1, 2, · · · , 2M,
which we solve by Newton-Raphson method to get the wavelet coefficients a i and b i . Finally substituting the values of a i , b i in equations (50) and (52), we get the approximate solution obtained by HWCABVP.
Convergence Analysis of HWCABVP
Let us consider y and z are the exact solutions of differential equation (15) 
where |Ẽ M 1 | = |y M − y| and |Ẽ M 2 | = |z M − z|. Similar to case of HWCAIVP, Now we define Proof. We will do calculation forẼ M 1 , forẼ M 2 it will follow accordingly. Expanding quadrate of L 2 norm of error function, we obtain
Here we will solve for upper bound of a function p 2,i in all subintervals. Since p 2,i (t) = 0 for t ∈ [0, η 1 (i)]. The function p 2,i (t) increases monotonically in the interval t ∈ [η 1 (i), η 2 (i)]. Thus p 2,i (t) achieves its upper bound at t = η 2 (i) as follows
which is obviously true. This inequality (58) can be derived from formulas (18) and (22) and condition dp2,i(t) dt > 0. Hence maximum value of p 2,i (t) can be obtained by substituting t = η 3 (i) in eq. (22) as
When t ∈ [η 3 , 1] the function p 2,i (t) can be expanded as (by eq. (22)) (see [17] )
Now inserting eq. (57) in equation (56) we get
Using eq. (62) in equation (61) we get
Similarly,
(64)
Inserting eq. (63), (64) in equation (60) we get
Hence the proof is completed as per arguments given in proof of theorem 3.2.
Numerical Illustration for HWCABVP
In this section we will discuss two numerical problems based on nonlinear singular two point boundary value problem (Wazwaz et al. [42] ).
Example 3 ([42])
Consider system of differential equation (15)-(16) with boundary conditions (47)-(48) with δ 1 = 1 − 2 log e 2, δ 2 = 1 + 2 log e 2, k 1 = 5, k 2 = 3, ω 1 = −5, ω 2 = −3, f 1 (t, y(t), z(t)) = 8 exp(y − 1) + 2exp(− z−1
2 ) and f 2 (t, y(t), z(t)) = −8 exp(−(z − 1)) + exp( y−1 2 ) . Applying solution method (subsection 4.1) to solve this problem, we get system of non-linear equations. Thus we arrive at (53)-(54). To solve the non-linear equations we use Newton Raphson method to calculate wavelet coefficients (a i ) and (b i ). After calculating wavelet coefficients (a i ) and (b i ) we get our required solution. Here we are computing absolute error described in subsubsection 3.3.1. The exact solutionỹ(t) andz(t) of this problem are 1 − 2 log e (1 + t 2 ) and 1 + 2 log e (1 + t 2 ), respectively.
For initial guess [0.8, 0.8, · · · , 0.8] computed solutions for y M (t) and z M (t) is given in Table 5 and Table 6 respectively for J = 3 and J = 4. Graph for y M (t) and z M (t) with exact solution is given in figure 5a and figure 5b respectively for J = 4. Graph of absolute errors in computation of y M (t) and z M (t) is given in figure 6a and figure 6b respectively for J = 1, J = 2, J = 3 and J = 4.
Small perturbations in initial guesses, say, [0.82, 0.82, · · · , 0.82] and [0.78, 0.78, · · · , 0.78] does affected the final solution, which shows the stability of the method. Table 6 : Solutions z M (t) for J = 3 and J = 4 for example 4.3.1.
Example 4 ([42])
Consider the system of differenital equations (15)-(16) with boundary conditions (47)-(48) with δ 1 = 1 e , δ 2 = e, k 1 = 8, k 2 = 4, ω 1 = −8, ω 2 = −4, f 1 (t, y(t), z(t)) = 18y − 4y log e z and f 2 (t, y(t), z(t)) = 4z log e y − 10z. This problem is same as subsubsection 4.3.1. Here we are computing absolute error described in subsubsection 3.3.1. The exact solutionỹ(t) andz(t) of this problem are exp(−t 2 ) and exp(t 2 ), respectively.
For initial guess [0.3, 0.3, · · · , 0.3] computed solutions for y M (t) and z M (t) is given in Table 7 and Table 8 respectively for J = 3 and J = 4. Graph for y M (t) and z M (t) with exact solution is given in figure 7a 
System of Nonlinear Singular Four Point BVP
In this section we will develop the method for solving system of nonlinear singular four point boundary value problem. We also study some numerical examples based on it. These test examples are also considered by Barnwal et al. [2] . We also compare our results with the result of Barnwal et al. [2] . 
Method 3 : HWCA4PTBVP
Consider the system of differential equations (15)-(16) subject to four-point boundary conditions,
where t ∈ (0, 1), n 1 , n 2 , v 1 , v 2 ∈ (0, 1) and 0 ≤ k 1 < 1, 0 ≤ k 2 , ω 1 < 1, ω 2 < 1 are real constants.
Theorem 5.1. Consider the system of differential equations (15)-(16) with boundary conditions (65)-(66). Let us assume f 1 (t, y, z), f 2 (t, y, z) be continuous functions in t, y, z. Let y(t) and z(t) be the solutions of the differential equations (15)- (16) subject to the four point boundary conditions (65)-(66). Then the numerical solutions y(t) and z(t) for differential equations (15)-(16) using HWCA4PTBVP are defined as follows,
Proof. Let (28), (29) be the solutions of (15)-(16) where a i , b i are wavelet coefficients. Now integrate (28)-(29) two times from 0 to t we will get (30)-(33) then apply boundary conditions (65)-(66) and we get,
Now substituting these equations (28)- (29) and (67)-(70) in (15)-(16) after discretizing by collocation method, we will get the system of nonlinear equations given as, Φ 4P tBV P c (a 1 , a 2 , · · · , a 2M ) = 0, c = 1, 2, · · · , 2M, (71)
which we solve by Newton Raphson method to get the wavelet coefficients a i and b i and substitute them in (68) and (70) to get approximate HWCA4PTBVP solutions.
Convergence Analysis of HWCA4PBVP
Define
(76) Then,
where |E M 1 | = |y M − y| and |E M 2 | = |z M − z|. Here again we define total error as
Theorem 5.2. Consider the system of differential equation (15) Proof. We perform the calculation for E M 1 , for E M 2 it will follow accordingly. Now, by the use of definition of Haar wavelet function we can evaluate coefficients a i as
where ζ 1 ∈ (η 1 , η 2 ) and ζ 2 ∈ (η 2 , η 3 ). It follows from Eq. (18) that (η 2 − η 1 ) = (η 3 − η 2 ) = 1/(2m) = 1/(2 j+1 ), then the above expression of a i , b i reduces to
similarly let us consider that dz dt is bounded such that dz dt ≤ ξ 2 , so we have
In the interval t ∈ [η 2 (i), η 3 (i)] the function p 2,i is monotonically increasing if
which is obviously true. This inequality (80) can be derived from formulas (18) and (22) and condition dp2,i(t) dt > 0. Hence maximum value of p 2,i (t) can be obtained by substituting t = η 3 (i) in eq. (22) as
Expanding quadrate of L 2 norm of error function, we obtain
Expanding and calculating the integral we have
Now inserting equation (78), (79) and (81) in equation (83) and following the calculation similar to the proof of theorem 4.2, we get
whereC is a constant which depends on n 1 , n 2 , v 1 , v 2 , ξ 1 , ξ 2 . Rest of the proof can be completed as we did for theorem 3.2.
Numerical Illustration for HWCA4PTBVP
In this section we will discuss two numerical problems based on system of nonlinear singular four point boundary value problem ([2]).
Example 5 ([2])
Consider the system of singular nonlinear differential equations (15)- (16) with four point boundary conditions (65)-(66)with n 1 = 1,
35 t 3 + 1089 1225 t 4 z − y 2 z and f 2 (t, y(t), z(t)) = − 24 35t + 64 1225 t 5 − 2112 42875 t 6 − yz 2 . Applying solution method (subsection 5.1) to solve this problem, we get system of non-linear equations. Thus we arrive at (71)-(72). To solve the non-linear equations we use Newton Raphson method to calculate wavelet coefficients (a i ) and (b i ). After calculating wavelet coefficients (a i ) and (b i ) we get our required solution by substituting a i and b i in (68) and (70). For computation of absolute error see subsubsection 3.3.1. The exact solutionỹ(t) andz(t) of this problem are − 33 35 t 2 + t and 8 35 t 2 respectively.
For initial guess [1.25, 1.25, · · · , 1.25] computed solutions for y M (t) and z M (t) is given in Table 9 and Table 10 , respectively for J = 3 and J = 4. Graph for y M (t) and z M (t) with exact solution is given in figure 9a and figure 9b , respectively for J = 4. Graph of absolute errors in computation of y M (t) and z M (t) is given in figure 10a and figure  10b , respectively for J = 1, J = 2, J = 3 and J = 4.
If we change initial guesses to [ 
Example 6 ([2])
Consider the system of singular differential equations (15)-(16) with four point boundary conditions (65)-(66)with 
Figure 11
For initial guess [1.75, 1.75, · · · , 1.75] computed solutions for y M (t) and z M (t) is given in Table 11 and Table 12 , respectively for J = 3 and J = 4. Graph for y M (t) and z M (t) with exact solution is given in figure 11a and figure 11b, respectively for J = 4. Graph of absolute errors in computation of y M (t) and z M (t) is given in figure 12a and figure 12b, respectively for J = 1, J = 2, J = 3 and J = 4.
If the initial guesses are changed to [1.79, 1.79, · · · , 1.79] and [1.71, 1.71, · · · , 1.71] we observe that solution does not vary which proves that method is stable. 6 Remark
In this work we have used Haar collocation method followed by Newton Raphson method to solve system of Lane-Emden equations subject to IVPs, BVPs and Four Point BVPs. For IVP we have given tables 1, 2, 3, 4, and figures 1, 2, 3, 4. It is visible from the table that at J = 3, 4, that is 16, 32 divisions 100% accuracy is achieved. Figures 1,  2, 3, 4 show the nature as well as accuracy of the computed solution. For BVP we have given tables 5, 6, 7, 8, and figures 5, 6, 7, 8. It is visible from the table that at J = 3, 4, that is 16, 32 divisions absolute L ∞ error is almost tending to zero. Figures 5, 6, 7, 8 show the nature as well as accuracy of the computed solution.
For the 4 point BVP we have given tables 9, 10, 11, 12, and figures 9, 10, 11, 12. It is visible from the table that at J = 3, 4, that is 16, 32 divisions absolute L ∞ error is almost tending to zero. Figures 9, 10, 11, 12 show the nature as well as accuracy of the computed solution. We have compared our result with a recently published work by Barnwal et al. (Successive Iteration Technique [2] ). In our case error is almost zero while incase of [2] error is of order 10 −6 or 10 −7 .
Our method takes minimum number of spatial division and only finite number of iterations (of Newton Raphson) to obtain exact solution. We observe that our solution approaches to exact solution as the value of J is increased to 3, 4 or so. We also observed that if we makes small perturbation in initial guess then our solution does not vary significantly. Moreover our proposed method takes less time and computational work as compared to other numerical methods like Monotonic iterative technique. The computed results shows the accuracy and stability of proposed method. Hence this method is more reliable and robust.
