We present a new molecular simulation technique for determining partial molar enthalpies in mixtures of gases and liquids from single simulations, without relying on particle insertions, deletions, or identity changes. The method can also be applied to systems with chemical reactions. We demonstrate our method for binary mixtures of Weeks-Chandler-Anderson particles by comparing with conventional simulation techniques, as well as for a simple model that mimics a chemical reaction. The method considers small subsystems inside a large reservoir (i.e., the simulation box), and uses the construction of Hill to compute properties in the thermodynamic limit from small-scale fluctuations. Results obtained with the new method are in excellent agreement with those from previous methods. Especially for modeling chemical reactions, our method can be a valuable tool for determining reaction enthalpies directly from a single MD simulation. © 2014 AIP Publishing LLC.
I. INTRODUCTION
The state-function enthalpy, H, is an important thermodynamic property in a wide variety of applications, ranging from chemical engineering to biology. [1] [2] [3] From knowledge of the enthalpy as a function of composition, one can determine the partial molar enthalpy of a component in a mixture. This quantity is central to understand thermodynamics of mixtures and chemical reactions under equilibrium and non-equilibrium conditions. 3, 4 In most applications, the temperature T and pressure p are constant, meaning that it is convenient to express the total differential of the enthalpy H(T, p, N i ), such as dH = ∂H ∂T p,N i dT + ∂H ∂p T ,N i dp
where N i is the number of particles of component i and n is the number of different species. Only component contributions remain at constant temperature and pressure, leading to the integrated version
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) T ,p,N j =i being the partial enthalpy per particle of component i at constant T, p, N j =i , the partial molar enthalpy is obtained by multiplying H i with the Avogadro number. In the following, in particular in Sec. IV, we will transform partial enthalpies at constant T, V , μ j =i to constant T, V , N j =i finally to constant T, p, N j =i , μ j being the chemical potential of component j. We shall use the name "partial enthalpy" for all these properties and reserve the name "partial molar enthalpy" of component i for derivatives of H that refer to T, p, and N j =i constant, whether it is per particle or per mole of particle.
Partial molar enthalpies are normally obtained using numerical derivation of the total enthalpy H with respect to one component. 5 For species that take part in a chemical reaction at equilibrium, such a procedure is not straightforward, as it is difficult, if not impossible, to keep the number of particles of one component constant, while varying the other.
Molecular simulations are helpful in building of reliable databases of thermodynamic data. Several methods have been developed for calculating H i in systems without chemical reactions. These methods rely on differentiating the total enthalpy H with respect to composition, or particle insertions or identity changes. 6, 7 To the best of our knowledge, there are no techniques available to directly obtain partial molar enthalpies of reacting species, or reaction enthalpies.
Most classical molecular dynamics (MD) simulations do not allow for the formation and breaking of chemical bonds. Nevertheless, a few force fields mimic chemical reactions using classical interaction potentials, such as ReaxFF, REBO, 9 and AIREBO. 10 A classical three-body interaction potential [11] [12] [13] [14] was also used to model chemical reactions 2F
F 2 11, 15 and 2H H 2 . 13 As the reaction enthalpy is needed to calculate how the equilibrium constant changes with temperature, it would be very useful to compute it from a single simulation.
The aim of this paper is to present a new molecular simulation technique for determining partial molar enthalpies. The method presented in this paper can also be applied to systems with chemical reactions. We will demonstrate our method for binary mixtures of Weeks-Chandler-Anderson (WCA) particles, 16 as well as for a simple model that mimics a chemical reaction. The method considers small subsystems in a large reservoir (i.e., the simulation box), and uses the construction of Hill 17 to compute thermodynamic properties in the thermodynamic limit from small-scale fluctuations. The method largely expands the work on small systems by Schnell et al. [18] [19] [20] [21] [22] The subsystem refers to an open volume (or area element) with a linear size of the order of 1-10 molecular diameters, inside a much larger simulation box (a reservoir). We will derive how energy and particle fluctuations inside the subsystem can be used to obtain thermodynamic properties in the grandcanonical ensemble. This ensemble differs from the ensemble specified above (constant T, p, N j ) in which partial molar enthalpies are defined. The total differential of the enthalpy in the grand-canonical ensemble equals
The partial derivatives with respect to chemical potentials of component i, μ i , are obtained for conditions T and V constant. To find the partial molar enthalpies defined in Eq. (1), we need to relate them to the partial derivatives in Eq. (3). We will show how Legendre transformations can be used to convert the partial derivatives in Eq. (3) to partial molar enthalpies. This paper is organized as follows: we start by briefly recapitulating the theory of thermodynamics of small systems as derived by Hill, 17 cf. Sec. II. In Sec. III, we discuss the relation of small-scale properties to fluctuating variables. In Sec. IV, we derive expressions for the partial enthalpies of the components in the thermodynamic limit as a function of the temperature T, the volume V , and chemical potentials μ j . We explain how one can obtain the partial molar enthalpies as function of temperature T, pressure p, and composition of other components, N j . We proceed by simulating and analyzing binary mixtures of WCA particles. We use this mixture to document and evaluate the method. We also make a first simulation of a reacting mixture, an isomerisation reaction A B. Simulation details are described in Sec. V and results are presented and discussed in Sec. VI. Our findings are summarized in Sec. VII.
II. SMALL SYSTEM PROPERTIES FOR CONTROLLED VARIABLES T, V AND μ j
Hill 17 considered N replicas of a small system, constructing thereby an ensemble (the total system), which is large enough to follow the laws of classical thermodynamics. The Gibbs equation for this new ensemble equals
and the replica energy is defined by
The subscript t refers to the total system (the whole ensemble of replicas), the symbol U is used for internal energy, and S is for entropy. The superscript GC means grand-canonical and indicates that the variable should be calculated as a function of the total system's controlled variables T, V , μ j , and N . We need to indicate this explicitly because, for instance, the pressure is different if one controls other variables in a small system. We call X GC the replica energy. The replica energy can be interpreted as the reversible work needed to add one replica of the small system at constant S By integrating Eq. (4) at constant T, V , μ j , and X GC , using linear homogeneity in the number of replicas, we obtain
Average values of grand-canonical variables in a small system are thus related to the variables of the total system by
. We have used a bar to denote an average value of a single replica property. As explained by Hill, the entropy S GC is the same for all replicas and therefore the bar is omitted. 17 By introducing the average variables of the small system into Eq. (6), we obtain
This equation pinpoints that U GC is not a linear homogeneous function of S GC , V , and N GC i , due to the termp which depends on the system size. Equation (8) reduces to its well-known classical form ifp = p GC . The quantityp, called p-hat by Hill was essentially defined in Eq. (5) but has no special name in thermodynamics so far. The system can be considered small whenp significantly differs from p GC . 17 By substituting Eq. (7) into Eq. (4) and using Eq. (8), we obtain the Gibbs relation for the small system
The corresponding Gibbs-Duhem-type equation is
We can then obtain expressions for S GC , p GC , and
These equations are special for small systems considered here, as they require partial derivatives ofp. It follows from Eq. (11) that p GC andp differ whenp depends on V . The elements of the so-called matrix of thermodynamic factors [23] [24] [25] are here defined by
where k B is the Boltzmann constant. These quantities are defined for a small grand-canonical system. To avoid Legendre transformations for small systems, the transformation of the elements GC ik to other control variables (e.g., at constant pressure) will only be performed in the thermodynamic limit. Using the Maxwell relations following from Eq. (9), we obtain the symmetry relation
The enthalpy H of a small system can now be defined for controlled variables T , V , μ j by
It is important to note that H and H GC differ, as the latter is defined by
It turns out that the use of H is more practical, see below.
III. RELATIONS TO FLUCTUATING VARIABLES AND SYSTEM SIZE DEPENDENCE
As shown in Sec. II, in a small grand-canonical system the number of particles and the internal energy fluctuate. For any grand-canonical system, from fluctuation theory it directly follows that 18 
∂U ∂N i V ,T ,μ j
The thermodynamic factors defined in Eq. (12) follow in a similar way
For convenience, we have dropped the superscript GC. From the partial derivative of the pV term,
we obtain an expression in terms of averages of fluctuating particle variables ∂ pV
From H ≡ U + pV , we find
This partial enthalpy is obtained for conditions constant V , T, and μ j =i . In MD simulations, it can be computed using the "small system method" developed by Schnell and co-workers by calculating energy and particle number fluctuations in randomly positioned subsystems inside the simulation box. 18, 19 At this stage it is important to note that fluctuations inside small subsystems strongly depend on the size of the subsystem. There is a general theorem 26, 27 due to Hadwiger that implies that every extensive thermodynamic variable (e.g., X) in a system where the interaction potentials have a finite range has the following form:
where V ≡ L 3 equals the system size (assuming 3D systems). This means that X has contributions proportional to the volume (A b ), the surface area (A s ), the linear diameter (A e ), and a constant (A c ). There are no other contributions. The term proportional to the linear diameter is due to the edges for polyhedra and to the Tolman length for curved surfaces (or a combination of the two). The term proportional to a constant is due to the corners for polyhedra and to the rigidities for curved surfaces (or a combination of the two). In terms of the density of X, one has
It should be noted that there is some dispute about the validity of Hadwiger's theorem, see the paper by Blokhuis. 28 This dispute does not affect the validity of Eq. (21).
In MD simulations, interaction potentials have a finite range so that the theorem applies. Our previous MD simulations of small systems [18] [19] [20] [21] [22] confirm this behavior. In practice, extrapolation to 1/L → 0 can easily be performed as the scaling in 1/L is usually leading. This enables us to obtain the thermodynamic limit value of property X/V = A b . [18] [19] [20] [21] More specifically, for the enthalpy we can write
As it was found that the required system size is surprisingly small, this approach was of great practical use in applications, e.g., calculating Fick diffusion coefficients from MaxwellStefan diffusivities. 25, 29 The transformation between the partial enthalpy as a function of T, V , μ j =i and the corresponding partial molar enthalpy of Eq. (1) as a function of T, p, N j =i must be performed in the thermodynamic limit and is discussed in Sec. IV.
IV. TRANSFORMATION BETWEEN ENSEMBLES T, V, μ j AND T, p, N j
We are interested in
for a two-component system in the thermodynamic limit. This transformation can be obtained as follows (see also Refs. 29-31). The total differential of
and from this we have
Using the identity A.20 in Appendix A of Ben-Naim's book 31 leads to 
where G ik are the so-called Kirkwood-Buff integrals. 21, 22, 30 The averages, indicated by a bar, are in the grand-canonical ensemble. Furthermore, we have
The B and the A matrices are each other's inverse
We can now introduce Eq. (29) into Eqs. (26) and (27) and obtain
Using Eq. (31), we can write Eqs. (24) and (25) in the form
By inverting this equation, we obtain using Eq. (30),
The 
Using Eq. (23), we can write
We use the extensive property of the total enthalpy from Eq. (23),
It follows that:
By introducing Eq. (37), we finally obtain the required transformation
One can easily verify that Eqs. (40) and (41) agree with
The partial molar enthalpy can be calculated from Eqs. 
V. SIMULATIONS
Series of MD simulations were performed to validate the small system method for the calculation of partial enthalpies and partial molar enthalpies. The method was also applied to a model system for a chemical reaction and the reaction enthalpy was computed. For binary systems of interacting particles, we compared the following methods to compute partial molar enthalpies ((a)-(c)):
(a) The small system method as outlined above, using Eqs. (34) and (35), followed by Eqs. (40) and (41) to transform between different ensembles. In the remainder of the paper, this method is denoted by the abbreviation SSM. (b) The particle insertion method of Frenkel and coworkers, 6, 7 the so-called difference method, in the isobaric-isothermal ensemble (denoted by DM). (c) Numerical differentiation of the enthalpy as function of composition for constant pressure and temperature systems (denoted by ND).
Partial enthalpies in the canonical (i) and grand-canonical (ii) ensembles were determined to verify the validity of SSM and transformation of enthalpy from the grand-canonical ensemble to the canonical ensemble. This was done using two different methods:
by simulating systems in the canonical ensemble with different particle numbers N i at constant volume.
(ii) A direct evaluation of the rhs. of Eq. (19) by simulating systems in the grand-canonical ensemble.
The partial molar volume, see Eq. (36), needed for the transformation between ensembles has been calculated using the SSM method but can alternatively be computed using methods (b) or (c).
A. Binary mixture simulations
Simulations were performed for a binary mixture of particles interacting with the WCA interaction potential. The WCA interaction potential is a shifted Lennard-Jones (LJ) potential with the attractive tail cut-off. 16, 32, 33 For all simulations, we have used reduced units in which the mass m of a particle is used as unit of mass, the LJ size parameter σ (essentially the particle diameter) is used as unit of length, and the LJ energy parameter is used as unit of energy. 33 In the remainder of the text and in the figures and tables, reduced units will be used. For convenience, the σ parameter was set to 1 for both components 1 and 2. The interaction distance of the WCA-particles thus equals 2 1/6 . The energy parameters were set to 11 = 1.0, 22 = 5.0, and 12 = 21 = 0.1 for 1-1, 2-2, and 1-2 interactions, respectively.
The total number of particles in the simulation box was 480 in the isothermal-isobaric ensemble (method (b), DM); 40 000 particles in the NVT ensemble (method (a), SSM). The composition was varied from pure component 1 to pure component 2. The temperature of the system was fixed at 2.0 for all simulations in this work. Simulations in the isothermalisobaric ensemble were performed at a pressure of 6.5 in reduced units. For the NVT simulations, the size of the simulation box was adjusted to have the same pressure (6.5 in reduced units) and density as in the isothermal-isobaric ensemble. The isothermal-isobaric simulations were run with five independent simulations for each composition. Each simulation consisted of 10 × 10 6 cycles, where one cycle involves an attempt to modify the system 480 times (equal to the number of particles in the system). The first 100 000 cycles in each simulation were used to equilibrate the systems, and not for the analysis. The simulations in the NVT ensemble were run for 1 × 10 6 time steps, whereof the first 100 000 time steps were taken for equilibration.
The small system procedure (a) was performed by embedding small systems in a simulation box of 40 000 particles in the NVT ensemble. Fluctuations in energy and density inside the small system were then sampled. 18 The small systems are spherical with a diameter ranging from the size of a particle R = 1 to half the size of the simulation box. Increments in the sphere diameter were made to be linear in the reciprocal sphere diameter 1/R. In addition, Kirkwood-Buff integrals, G ik , see Eq. (28), were calculated for different spherical volumes of radius R using the finite-size-method presented by Krüger et al.
where g ik are the pair correlation functions (PCFs) and x = r/2R. It is important that the finite-size effects of the Kirkwood-Buff integrals are accounted for, see Ref. 21 . The small system method provides the thermodynamic limit of the partial enthalpies (∂H/∂N 1 ) T ,V ,μ 2 and (∂H/∂N 2 ) T ,V ,μ 1 . As explained in Sec. IV, conversion to partial molar enthalpies can be performed using Eqs. (34) and (35) then Eqs. (40) and (41).
Monte Carlo simulations with methods (b, DM) and (c, ND) were performed in the isobaric-isothermal ensemble. 33 The pressure was kept constant at 6.5 in reduced units. In method (b), the difference in partial molar enthalpies between the components was calculated from 6, 7
in which the brackets ··· denote averages in the isothermalisobaric ensemble and U i + j − is the change in internal energy when a random particle of type j is transformed into a particle of type i.
The partial molar enthalpies follow directly from the total enthalpy of the system:
In method (c, ND), partial molar enthalpies were determined by numerical differentiation of the total enthalpy according to 5 
∂H ∂N 1 T ,P ,N
where the molar enthalpy, H/N, of the system can be fitted with a polynomial in terms of powers of x 1 .
To evaluate the small system method further (method (a)), the partial enthalpies at constant volumes, (∂H/∂N 1 ) T ,V ,N 2 and (∂H/∂N 2 ) T ,V ,N 1 were also calculated using method (i). To test the system size effect on the results using the method (i), a total of 200 and 500 particles were simulated at the same thermodynamic states as for the other simulations. By adding two to five particles of type 1 or type 2 (to create altogether 8 new compositions), the enthalpy was found as a function of particle numbers added while keeping the volume and temperature constant. The values of (∂H/∂N i ) T ,V ,N j =i were estimated by taking the limit of
Simulations in the grand-canonical ensemble were used to verify the extrapolation of the partial enthalpies extrapolated to the thermodynamic limit using the small system method. The fluctuations in energy and density (see Eq. (19)) were sampled directly. The density and composition were set close to the density and composition from the canonical simulations, by changing the chemical potential of the two components. The box used had sides of length 15 in reduced units, and for each composition the system were simulated for 1.5 × 10 6 cycles.
B. Reaction enthalpies
As our new method (a) to compute partial molar enthalpies only requires local density and energy fluctuations inside small subsystems, the method is not hindered by the presence of chemical reactions between the components in the mixture. To test this, we considered the following reaction in the binary system A, B,
The enthalpy of reaction then follows from the difference in partial molar enthalpies
Different approaches to the molecular-level modeling of chemical reaction equilibrium exist. 34 The equilibrium reaction of Eq. (50) can be modeled in a MD simulation by considering a reactive force field that gives rise to a system of dimers of WCA particles. The two atoms of the dimer interact with a double-well spring that has two welldefined minima, corresponding to state A and B. The reaction can be thought of as a transition between the two minima in a double-well potential. Here, we used the following double-well spring potential between the two atoms of a dimer:
where u(r) is the interaction energy between the two atoms of the dimer which are at distance r, h is the height of the potential energy barrier when h min,2 is zero, r WCA is the cut-off distance of the WCA potential (2 1/6 in reduced units), and the constant w was set to 0.25 in reduced units. h min,2 is the energy minimum for the second well. The maximum of u(r) was used to distinguish between states A and B. In Fig. 1 , the doublewell spring potential is illustrated. All simulations with this interaction potential were performed in a box with 2800 and 1850 pairs, in boxes of size 20.0 and 17.42 in reduced units. The temperature was kept to 2 in reduced units for all simulations. The small systems method was applied to the largest box, while the smaller box was used as a reference to improve the calculation of the KB integrals, see Krüger et al. for more details.
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VI. RESULTS AND DISCUSSION
A. Results for binary WCA systems
We discuss first the intermediate results from the small system method (method (a)), see Figs. 2-4, before the main results are presented in Fig. 5 . All computed data were obtained with statistical uncertainties lower than 5%.
The first step in the small system method provides values for (∂H/∂N i ) T ,V ,μ j . The thermodynamic limit is obtained from linear extrapolation of the quantity calculated from Eq. (19) in small systems, see early with 1/L 18 , we calculated (∂N i /∂H ) T ,V ,μ j , and inverted its value in the thermodynamic limit. The results are plotted as a function of the composition in Fig. 3 , and compared to the simulation results directly obtained in the grand-canonical ensemble. Clearly, the SSM (method (a)) yield results that are identical to grand-canonical simulations. Fig. 4 shows the values of (∂H/∂N i ) T ,V ,N j for i = 1, 2, calculated from Eqs. (34) and (35), where the values of (∂H/∂N i ) T ,V ,μ j were taken from Fig. 3 , and A ij and B ij were calculated from the Kirkwood-Buff integrals. In addition, the values of (∂H/∂N i ) T ,V ,N j were calculated directly from simulations in the canonical ensemble following method (i). The systems with 200 and 500 particles resulted in nearly identical results indicating that no significant size effect was found varying the system size in method (i).
The few percent, the same values. The difference method (b) deviate strongly from the two other methods. This is expected, as the difference method often suffers from poor sampling. This is a well-known disadvantage of this method. 6 It strongly depends on differences in size and interaction strength of the components. For the simulated binary systems, the methods (a) and (c) were both very efficient numerically, the method (c), because smaller systems can potentially be used, could be more advantageous. However, increasing the number of components the method (a) becomes more efficient compared to method (c).
As a general comment to this part it is important to underline that H i is the full partial molar enthalpy of the simulated components, it contains both ideal and excess or residual terms which values depend on the chosen molecular model. In order to compare with other molecular models, the variation of the different ground state energies of the different models should be taken into account. In practice (both for simulations and experiments), we compare the difference of the H i values between the studied system and an "equivalent" known reference state. Because H i is a mixture property, it is common in thermodynamics to give excess partial molar enthalpies, i.e., to use the pure components under the same pressure and temperature as the reference state. From a molecular simulation point of view it implies to compute pure components separately. Despite this restriction, the knowledge of H i is particularly useful to quantify directly the heat effects during chemical or physical transformation as we will see in the following for chemical reactions.
B. Results for the reaction enthalpy
Just as for the SSM, method (b) requires one single simulation to compute partial molar enthalpies. This is a clear advantage over method (c), which needs three or more simulations in order to determine the enthalpy as a function of composition. A drawback of method (b), mentioned already, is however the fact that the method is unsuitable for particles which vary largely in size. Already for a system with WCA particles, this becomes evident. The small system method (a) can be used to obtain partial molar enthalpies in a single simulation too. In the following, we will apply the SSM to a reactive force field model for the reaction A B. By keeping the parameters h and w in Eq. (52) constant, and by varying the parameter h min,2 , the effect of a difference in energy between the wells of the dumbbells was obtained. Based on the Van't Hoff equation and using the property that the number of A or B molecules are proportional to their potential energy, the mole fraction of A and B can be written, in first approximation, as a function of the potential energy h min,2 ,
where J is a constant which can be fitted to equilibrium results at a single temperature.
In Table I , we present simulation results for the equilibrium mole fraction of components A, the threshold value (the maximum of the function u(r)), and the reaction enthalpy ( r h). The results of x A calculated with Eq. (54) are in excellent agreement with the values of the simulation under equilibrium chemical conditions.
In Fig. 6 , the computed reaction enthalpy, using our new method (a), is plotted as a function of the energy difference between the two wells in the dumbbell-potential, h min,2 . It is worth to note that r S = r H/T because the system obeys chemical equilibrium. As expected for this simple system, the reaction enthalpy is linearly proportional to the energy difference between components A and B, h min,2 , r H = 0.703 + 0.912h min,2 , the slope constant, 0.912, being close to one. As can be seen from Table I , the composition of the system changes significantly with the value of h min,2 following Eq. (54).
VII. CONCLUSIONS
We have presented a computational method for calculation of partial molar enthalpies and reaction enthalpies for systems of interacting particles. The method requires simulations in the canonical ensemble or alternatively in the microcanonical or grand-canonical ensemble, and the sampling of energy and particle fluctuations inside small sub-systems. Using Kirkwood-Buff integrals, partial enthalpies in the grandcanonical ensemble can be converted into partial enthalpies in the canonical ensemble, as well as partial molar enthalpies in isobaric-isothermal ensemble.
The results of our method lead to the same results as obtained by differentiation of the enthalpy with respect to the composition. It can in addition be used to determine partial molar enthalpies directly from a single canonical simulation.
The small system method has the significant advantage above the other methods in its ability to handle the electroneutrality condition for ionic systems. 22 We have shown that the method can also be conveniently used to calculate reaction enthalpies in the context of a reactive force field model from a single MD simulation.
