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Abstract—A key obstacle in automated analytics and meta-
learning is the inability to recognize when different datasets
contain measurements of the same variable. Because provided
attribute labels are often uninformative in practice, this task
may be more robustly addressed by leveraging the data values
themselves rather than just relying on their arbitrarily selected
variable names. Here, we present a computationally efficient
method to identify high-confidence variable matches between a
given set of data values and a large repository of previously
encountered datasets. Our approach enjoys numerous advantages
over distributional similarity based techniques because we lever-
age learned vector embeddings of datasets which adaptively ac-
count for naturalforms of data variation encountered in practice.
Based on the neural architecture of deep sets, our embeddings can
be computed for both numeric and string data. In dataset search
and schema matching tasks, our methods outperform standard
statistical techniques and we find that the learned embeddings
generalize well to new data sources.
I. INTRODUCTION
Emerging ideas in automated analytics [1] and meta-
learning across many datasets [2] offer great promise for
improving both performance and tedium in the data science
pipeline. However, a major obstacle remains: such methods
generally have no knowledge about what type of real-world
entity (i.e. variable) generated the data they operate upon. In
contrast, human analysts presented with new data often utilize
this knowledge to recall previously-encountered datasets that
contain the same sort of variables. Reviewing past experience
with how different algorithms fared on these same variables
enables a person to quickly leverage methods that work well
for this type of data (e.g. removal of User-ID from predictive
features, missingness-modeling for user-ratings data, etc.).
Endowing a machine with this capability can be achieved
via two ingredients: (1) an organized repository full of differ-
ent datasets annotated with informative metadata regarding the
performance of various computational techniques, and (2) the
ability to recognize which repository datasets (and hence the
algorithms associated with them) are relevant when presented
with new data. The former component is being addressed by
the emergence of rapidly-growing public repositories such as
OpenML [3] and kaggle.com, in which datasets from diverse
domains are curated along with the performance of thousands
of data science pipelines (including preprocessing & learning
methods). Thus, this work aims to address the latter issue of
identifying repository datasets which contain some of the same
variables present in newly acquired data.
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Fig. 1: t-SNE visualization of our embeddings for 1K numeric
OpenML datasets held-out during training. Datasets whose
annotated variable lies amongst the most frequently-occurring
annotations listed at the right are colored accordingly.
We focus on structured data tables (where rows = statisti-
cally independent observations, columns = variables), which
are the most prevalent form of data among current orga-
nizations. Given a previously-unseen data table, we aim to
automatically infer what type of variable was measured to
generate the observations in each column. To accomplish this
task, we compare the new data against a stored repository of
data tables and report which variables in the repository are
likely the same as variables that generated the new data.
Note on terminology: Throughout, we use the term variable
to refer to a real-world entity whose measurements form the
values contained within a single column of a data table (also
commonly called an attribute or feature). Although a single
table of measurements (as might be found in a relational
database) is often called a dataset, we carefully refer to this
as a data table, reserving the term dataset for the univariate
data values located within a single column of the data table
(i.e. each dataset in this work is a single data column from
some table, whose values stem from a single variable).
A major practical issue is the lack of informative variable-
names (i.e. column labels) in most data tables, and a machine-
readable description or codebook for the columns is rarely pro-
vided. [4]–[7]. It also is unlikely for different groups producing
different datasets to adopt precisely the same nomenclature,
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even when they are making measurements of the same type.
For example, the age of a person is recorded as Age in some
datasets and Years in others. To ensure robustness against
idiosyncratically chosen variable-names, the methodology pre-
sented here aims to match variables solely on the basis of their
data values. In settings where adequate column-annotations are
available, our methods can nonetheless be straightforwardly
combined with standard information retrieval techniques (e.g.
based on word-embedding of the column label) to leverage the
information across both the variable-names and the values of
their measurements (c.f. [8]–[10]).
The main idea of our approach is to use this dataset repos-
itory to learn a vector embedding for each set of data values,
such that datasets which stem from the same variable are
embedded closer together than those which stem from different
variables. When trained over a huge and representative data
repository, our methodology can crucially adapt these embed-
dings to the different types of variation that naturally occur
amongst real-world datasets. By pre-storing the embedding
vectors for each dataset in our repository, the variables most
likely to match a given new dataset can be efficiently identified
via fast approximate nearest-neighbor algorithms [11].
II. RELATED WORK
[12], [13] also recently proposed methods for learning
vector representations of datasets, but explore their use in gen-
erative modeling rather than our task. [5], [14], [15] consider
the more related problem of classifying data from an unknown
variable into a predetermined set of meaningful categories
such as semantic labels. Such a multiclass classification setup
may however undesirably restrict the number of categories
that can be considered and requires careful manual curation.
In practice, there exists an extremely long-tail of different
variable types encountered in natural data (and the number
of types is even continuously growing over time), which thus
is not easily reduced into a limited set of classes. It is also the
case that none of the previously-recorded types of variables
may apply for some new datasets.
Given just a single pair of datasets, inference of columns
that stem from the same variable is also known as instance-
based schema matching [4], [7], [8], [16]. Also related are
the tasks of semantic labeling [9], [17], dataset search [10],
and Bayesian sets [18]. However, existing methods from these
communities rely on manually-derived features of the data-
distribution chosen by authors, unlike the neural network
embeddings we employ, which automatically learn features
that are naturally important across myriad datasets. Unlike
our approach, existing tools entirely rely on the stringent
assumption that different datasets from the same variable will
always be drawn from identical distributions. As they do not
leverage our fixed-size vector representations of datasets, these
existing methods also cannot directly exploit fast approximate
nearest neighbor methods and instead resort to knowledge-
based blocking heuristics to remain computationally viable for
a large number of high-dimensional datasets [16], [19].
III. METHODS
To formalize our task, suppose we have a repository R con-
taining N datasets D1, . . . ,DN , where each dataset Di stems
from a single variable vi. Here, we assume each individual data
instance value x P Di belongs to a common space X shared
across datasets, and the instance-values within each Di are
IID (e.g. not time-series). In this work, we consider the case
where X is either the set of numeric scalar values or the set of
(finite-length) strings. This means that formerly structured data
tables have been split in R into separate datasets comprised
of their columns, which is done to ensure we can accurately
recognize each individual column within a newly acquired data
table. It is also assumed that some of the datasets stem from
the same type of variable, but do not contain the same set
of observations (vi “ vj ,Di ‰ Dj for some 1 ď i ‰ j ď N ).
Given a previously-unseen query dataset D˚ generated from an
unknown variable at test-time, our system seeks to efficiently
infer which of D1, . . . ,DN likely stems from the same type of
variable as D˚. Note that the query dataset may match more
than one or none of the repository datasets.
A standard approach to determine whether two datasets stem
from the same variable bases this decision on the similarity
between their data distributions, or summary statistics thereof
[7], [9]. One way to quantify the distance between two
distributions is via:
dpP1, P2q “ ||EP1rhpxqs ´ EP2rhpxqs|| (1)
where the feature map h determines how distributional-
differences are reflected in the resulting distance between
the summary statistics formed by average feature values. For
example, a histogram representation of the distribution can be
encoded by letting different dimensions of hpxq correspond to
indicator functions for different bins. When h corresponds to
the (infinite-dimensional) feature map of a universal RKHS,
this distance is known as the maximum mean discrepancy
(MMD) and can capture any difference in distribution [20].
Even finite-dimensional h can retain this property if we limit
the distributions to certain parametric families.
In this work, we instead implement h as a neural network
with parameters θ and compare distributions via the squared
Euclidean distance:
dθpP1, P2q “ ||EP1rhθpxqs ´ EP2rhθpxqs||22 (2)
We can ensure these representations are able to reflect subtle
differences in distributions by employing a high-capacity net-
work with high-dimensional outputs. If dataset Di consists of
IID samples from distribution Pi, then we can empirically use
the following distance between datasets:
dθpD1,D2q “ ||hθpD1q ´ hθpD2q||22
where hθpDiq “ 1|Di|
ÿ
xPDi
hθpxq (3)
A fixed-size vector representation of a dataset is thus provided
by the averaged output of the neural network hθ : xÑ Rk, as
in deep sets [21]. The computational complexity of dθpD1,D2q
is linear in the datasets’ sample size, unlike the quadratic-time
MMD statistic, for which linear-time approximations come at
the cost of a substantial variance increase [20], [22]. However,
this general approach to infer whether two datasets stem from
the same variable solely based on their distributional similarity
(e.g. via two-sample testing) suffers from three problems:
(1) inability to ignore natural variation between datasets
containing measurements of the same type of variable
(2) inability to distinguish different variables whose data
distributions happen to be identical
(3) computational inefficiency
To grasp the first problem, consider a variable like temper-
ature, which is recorded in some datasets as Fahrenheit and
others as Celsius, or from different geographical regions across
datasets. Clearly, the temperature measurements appearing in
different datasets may not be distributed similarly at all, an
issue described as: batch effects, sampling bias, or covariate
shift. By learning to ignore natural factors of variation present
between different repository datasets from certain variables,
the dataset embeddings proposed in our method can still
recognize new datasets from these same variables even when
their data distributions are dissimilar.
The second problem with matching variables via distribu-
tional similarity arises from the fact that two variables which
are different may nonetheless have highly similar data distribu-
tions. Consider for example any Boolean attribute which takes
values yes or no. Two such attributes that happen to share
the same proportion of yes instances will have identical data
distributions, even if these attributes share no relation at all.
By learning from the data repository which sorts of distribu-
tions are naturally common between unrelated variables, our
proposed methods remain able to distinguish new variables
with these same common distributions. Finally, if each dataset
contains Opnq samples, identifying the best candidates for
a query dataset via distributional similarity would generally
require at least OpNnq computation. This is undesirably slow
for a repository containing many large datasets. Our method’s
reliance on fixed-size dataset embeddings enables the use of
fast approximate nearest neighbor search to circumvent the
inefficiency of exhaustive pairwise comparison.
A. Modeling Dataset Similarity
Our general strategy is to learn neural networks which infer
the likelihood that two datasets stem from a shared variable via
scalable stochastic gradient methods. Let pij P r0, 1s denote
the probability that datasets Di and Dj stem from the same
attribute. We directly estimate this match probability via the
parameterized form pij “ expp´Dijq where:
Dij “ dθpDi,Djq ` gψpDiq ` gψpDjq (4)
Here, dθ is the distance between dataset embeddings defined in
(3), and gψ ě 0 is a scalar output by another deep sets neural
network (with parameters ψ) to adjust the match probability:
gψpDiq “ 1|Di|
ÿ
xPDi
gψpxq ě 0 (5)
To ensure a nonnegative output value, the final activation used
in the output layer of this network is the square function
apzq “ z2. Note that when the adjustment factor gψ “ 0, the
match probability between two datasets is solely determined
by the distance between their hθ-embeddings. Datasets that
likely stem from the same variable share similar embeddings
while those unlikely to match are separated in the embedding-
space. However as discussed previously, the embedding dis-
tance in (3) alone will be unable to distinguish between
two different variables whose data happen to be identically
distributed. Thus, gψ should learn to output large adjustment
values for datasets with a distribution that is common amongst
different variables in the repository, as this is the only way to
produce a low match-probability between such datasets under
our model. Figure 3 shows that empirical performance severely
degrades without gψ .
B. Training Procedure
Training examples presented to our models are of the basic
form pDi,Dj , yijq where yij P t0, 1u is equal to 1 if and only
if Di and Dj stem from the same variable (vi “ vj). In this
form, we can learn neural network parameters θ, ψ by optimiz-
ing the standard cross-entropy loss for binary classification:
Loss “ ´yij log pij ´ p1´ yijq logp1´ pijq (6)
Since gψ ě 0, the measure Dij defined in (4) satisfies all
properties of a metric except for the identity of indiscernibles
(recall we explicitly do not want this property in order to
match/distinguish attributes with different/identical data dis-
tributions). The match probability definition in (4) implies our
overall cross-entropy loss can be equivalently written as:
Loss “ yijDij ` p1´ yijq log
`
1{`1´ e´Dij˘˘ (7)
which is of a similar geometric form to the loss [23] proposed
to ensure various metric learning desiderata such as a positive
margin between positive and negative pairs. Under this loss,
it is more important to ensure that un-matched data are
separated rather than matched data sharing nearly the same
embedding, a critical property to reduce the false positive
rate when searching for variables that might match a new
dataset. Networks hθ and gψ are learned jointly via the Adam
stochastic gradient method applied to this loss function [24].
Rather than sampling pairs of datasets from the repository
at a time for training the embeddings, we employ triplets
pDa,Dp,Dnq in which the first two datasets stem from the
same variable (yap “ 1) and the latter two do not (yan “ 0).
Triplet training which pairs the same anchor sample with both
a positive and negative match is a commonly utilized strategy
in embedding learning [25]. To calculate stochastic gradi-
ents for updating network parameters, we simply draw such
dataset-triplets at random from our repository R. Note that
this training strategy balances positive/negative ratios, which
may not reflect the desired marginal distribution in a particular
application. Nonetheless, the estimated match probabilities
can be easily recalibrated by estimating the overall variable-
match rate amongst random dataset pairs in R [26]. Balancing
schemes like ours are known to often substantially improve
performance in applications with limited positive examples
[27]. We also experimented with alternative metric-based
training objectives and more sophisticated sampling strategies
pervasive in deep image embedding methods, but found these
empirically led to increased training times and less stability
without performance gains for our task (we considered the
triplet/contrastive/margin losses applied directly to Dij rather
than pij combined with semi-hard negative mining or distance
weighted sampling [28]). [29] report similar instabilities.
C. Scaling to Large Datasets via Subsampling
Basing our training procedure on stochastic gradient meth-
ods ensures it can scale to large repositories that contain many
datasets. However, since each training example is comprised
of entire datasets, the time to process these examples via our
deep sets network depends linearly on the datasets’ sample
size, which may be undesirably inefficient. When Di is a
large dataset, we instead rely on a smaller subset of randomly
selected samples from Di to obtain our dataset representations
hθpDiq, gψpDiq, which are subsequently used to compute the
measures Dij in (4).
By Jensen’s inequality, our estimate in (3) of the population
distance between underlying distributions (2) is slightly biased
upward. Our definition employs the V-statistic formulation
discussed in [20] in the case of MMD, rather than a U-statistic.
Thus, our stochastic gradient method effectively optimizes
an upper bound for loss that would be incurred based on
the embeddings of the underlying population distributions,
where the tightness of this bound depends on the datasets’
sample sizes. Theorem 1 below nonetheless ensures that our
subsampled dataset embedding distances closely approximate
their underlying population counterparts.
Theorem 1. Let B “ max
xPX ||hθpxq||
2. When rDi, rDj are sub-
samples of size n from a given pair of datasets Di,Dj:
Pr
´ˇˇ
dθp rDi, rDjq ´ dθpPi, Pjqˇˇ ą ¯ ď 4 expˆ´ n2
32B2
˙
The dθ quantities above are defined as in (2)-(3), and the
probability is taken over the sampling of datasets from the
underlying distributions as well as the random subsampling
procedure. Here, we have implicitly assumed both datasets
contain at least n instances and our neural network outputs
are bounded. The proof of this theorem directly follows from
a combination of the triangle and Hoeffding inequalities. A
similar concentration bound may be derived for the differ-
ences
ˇˇ
gψp rDiq ´ EPirgψpxqsˇˇ. Together, these bounds ensure
dataset-subsampled-estimates of Dij and pij are concentrated
around the values they would take if provided with the actual
embeddings of the underlying population distributions. In our
applications, we train our embedding networks by drawing
subsamples of 1K instance values (when sample-size exceeds
this) at which point these empirical approximations are likely
quite accurate. By batching such subsamples on a GPU, we
can compute the vector embedding of a subsampled dataset in
a single simultaneous pass through each neural network.
D. Scarcity of Positive Matches
In practice, it may be difficult for human annotators to
comprehensively examine all pairs of attributes in a large
dataset repository. The number of annotated variable matches
may thus be small relative to the possible pairings of datasets
(i.e. yij may be missing for many Di,Dj pairs). Since it
is quite unlikely that a random pair of datasets would stem
from the same variable, we can safely assume vi ‰ vj
(i.e. yij “ 0) for all i, j except for pairs where a variable
match has been indicated. Ideas from positive and unlabeled
learning [30] might instead be used to recalibrate our predicted
match probabilities (for example, leveraging the proportion of
matched pairs among all pairs considered by the annotator).
A limited number of positive matches also limits the quality
of our learned embeddings. To obtain additional positive exam-
ples for supervising our neural network training, we employ
the following training data augmentation strategy: A single
dataset in the repository is randomly split into two disjoint
subsets, which are treated as separate datasets whose variables
are to be matched. These pairs are then added as additional
positive examples to our training set. We repeat this procedure
for randomly selected datasets and split them into randomly
sized partitions, such that we can generate as many augmented
samples as desired. Note that for these augmented samples,
a measure of distributional similarity does in fact suffice to
determine they should be matched. Thus, their inclusion in the
training set encourages our embedding distance to behave like
a standard two-sample statistic for data from unique variables
without any observed match.
E. Neural Network Models for Different Data Types
Throughout this work, 300-dimensional vector embeddings
are used as the output of hθ, regardless of the data type.
For embedding numeric data where x P R, both hθ and
gψ are three layer fully-connected networks with 300 units
in each hidden layer, ReLU activations in gψ , and tanh
activations in hθ (including for the output layer). When our
repository contains a diverse collection of variables, we may
need to embed numeric data across an arbitrary input range
(rescaling continuous datasets is undesirable as crucial variable
information is encoded in the magnitude of their values).
Unfortunately, standard neural networks perform poorly across
inputs of widely-differing magnitudes [31]. Thus, rather than
taking as input the raw floating-point value corresponding to
each numeric data instance x, hθ and gψ take as input a
32 dimensional vector of binary features encoding the 32-bit
signed binary representation of x instead. This binary input
representation enables the network to more stably operate
over diverse input ranges in different datasets, and consistently
results in improved performance (Figure 3).
While supervised learning pipelines typically bin data with
string fields into categories encoded as one-hot vectors, the
original string values and their distribution contain important
information about the data-generating variable. Our methods
instead operate directly on these strings, producing a vector
representation of each string that is subsequently pooled in our
deep sets embedding. Note that when the number of unique
strings in a dataset is far less than the sample size, our deep set
embeddings can be efficiently computed as a multinomially-
weighted sum of string embeddings. Two types of string data
may be encountered in practice: Datasets whose entries come
from natural language (e.g. names and other standard text
fields), and datasets whose values are general strings (e.g.
phone-numbers or domain-specific vocabulary). In order to
embed datasets of the former type, we compute the 300-
dimensional fastText vector representation1 of each string
value [32], which is then fed as input to fully-connected deep
sets networks hθ, gψ consisting of the same architecture as de-
scribed previously. This use of pretrained word vectors ensures
that known semantics of the values are taken into consideration
when comparing datasets (e.g. that US and America refer to
the same entity). For a particular string dataset, we determine
whether our fastText embedding method is appropriate or
not by ascertaining whether a majority of the strings in each
data field entail words present in the fastText vocabulary.
When one data field contains multiple words, we simply
average their fastText vectors.
For embedding other datasets where each field x is simply
an arbitrary finite-length string not from a known language,
both hθ, gψ are taken to be bidirectional character-level Long
Short-term Memory (LSTM) recurrent networks [33], which
employ two stacked layers with 128 hidden units in each
direction. We concatenate the final hidden states in each
direction to form a vector representation of the entire string.
This same string-representation is then passed through separate
fully connected layers in hθ and gψ; the former outputs a
300-dimensional embedding with tanh activation, the latter a
single nonnegative scalar value.
F. Approximate nearest neighbor search
Given a query dataset D˚, we wish to quickly identify the
repository datasets most likely to stem from the same variable,
which correspond to those j P t1, . . . , Nu for which D˚j is the
smallest. Recalling the definition in (4), D˚j can be expressed
as a squared Euclidean distance between:”
hθpDjq;
b
gψpDjq; 0
ı
and
”
hθpD˚q; 0;
b
gψpD˚q
ı
where the final dimensions of these vectors are simply two
numbers appended to the dataset embedding vector: the scalar
factor produced by our probability-adjustment network and
a zero value. For each repository dataset Dj , we com-
pute rhθpDjq;
a
gψpDjq; 0s and pre-store it. At test-time,
rhθpD˚q; 0;
a
gψpD˚qs can be efficiently computed via a for-
ward pass through our deep sets networks.
Having re-expressed our similarity function as a simple
distance between vectors that each individually depend only
on one dataset, we can leverage approximate nearest neighbor
1Pretrained word vectors from http://fastText.cc/
algorithms to efficiently find the most promising candidates for
a query dataset. Specifically, we employ the approach of [11]
which is known to be fast and accurate in practice. Note that
it is our particular formulation of the match probability in (4)
which allows the learned dataset similarity to be expressed
as Euclidean distance between dataset-specific embedding
vectors. Approximate nearest neighbor methods are not as
easily leveraged for a general neural network architecture that
jointly operates on both datasets.
IV. EXPERIMENTS
Our experiments are based around a publicly-available
large-scale source of tabular data stored in the OpenML
repository2 [3]. OpenML serves as a nice data repository
as it is not only well-organized (with the performance of
many learning algorithms stored for each dataset), but is also
continually growing over time as users upload new data to the
platform. Each column from a data table is split into a separate
dataset, within which we omit entries with missing values
for simplicity. We consider all data files pertaining to either
regression or classification tasks, which appeared to be the best
organized data. We partition the OpenML data into disjoint
groups of numeric, language and general-string datasets which
are handled separately. This means we only consider matching
numeric datasets with numeric datasets, language data with
other language data, and strings with strings, as well as training
separate embedding models for each data type.
To programmatically identify matched variables across dif-
ferent columns of OpenML data tables (i.e. what we refer to
as a dataset in this work), we leverage the provided column
labels and employ standard techniques from schema-matching.
Namely, if two column labels (or tokenized versions thereof)
are present in the set of pretrained fastText word vectors,
we consider whether the cosine similarity between their vector
representations exceeds a highly conservative threshold (0.9).
If the column label strings cannot be tokenized into valid
words with corresponding pretrained word vectors, then we
instead consider whether the Jaro-Winkler string distance
between them exceeds a separate conservative threshold (0.95),
as proposed in [34]. While we rely on the provided column
labels to identify true variable matches in the OpenML data,
none of these labels are accessible to the different learning
methods studied in our evaluations. Note that our strategy to
identify variable matches based on provided names ensures
columns with identical names are always matched. As this is
not always desirable, we manually assemble a list of common
but vague column names comprised of generic descriptors
(such as: attribute, variable, column, as well as
names with under 3 characters) and remove data corresponding
to columns with these uninformative labels from our analysis.
The data tables of each type are separated into two groups:
one whose columns form the datasets contained within a train-
ing repository R (to represent previously-observed datasets
used for training our embeddings) and another whose columns
2http://www.openml.org/
TABLE I: Summary of the OpenML data repositories used in this work. For each partition of the various data types, we list
the: number of original data tables, number of datasets (N ) created from the columns of these tables, sample size of these
datasets (mean ˘ standard deviation). The second column lists the number of matched pairs between OpenML datasets of
each type, identified based on the provided variable names.
DATA TYPE NUM. MATCHES PARTITION NUM. TABLES NUM. DATASETS SAMPLE SIZES
R 616 1.0e6 490˘ 2e3
NUMERIC 1.6e4 T 100 4.3e4 3.1e3˘ 8e3
S - 800 3.2e4˘ 7e3
R 308 2.7e3 1.2e3˘ 5e3
LANGUAGE 3.6e3 T 50 910 2.5e3˘ 7e3
S - 200 1.8e3˘ 7e3
R 185 1e3 810˘ 5e3
STRING 3.0e3 T 50 180 560˘ 2e3
S - 100 430˘ 3e3
form a collection of held-out datasets T only used during
evaluations (analogous to the “test set” in supervised learning).
For a small subset of training datasets in R, we partition
their observations into two halves, one of which is removed
from R and added as a separate dataset to another collection
S also held-out for evaluations. Table I summarizes the
OpenML data. We simply train our embedding networks on
each repository R as described in Section III, until the training
loss in (6) no longer consistently improves (we did not note
overfitting). Once our embedding models have been trained
on the appropriate OpenML repository R, we perform all
evaluations in this paper with no additional training of these
models. While our methods operate at the level of individual
columns (what we refer to as a dataset in this work), we
ensure that our analysis always compares data from different
randomly-drawn OpenML tables to reflect realistic use-cases
(and avoid overrepresentation of high-dimensional tables).
A. Alternative Methods
When presenting results, we refer to our methods as Embed-
Num when applied to numeric datasets, Embed-Txt when
applied to string datasets with text fields represented via
fastText vectors, and Embed-Str when applied to general
string data. For numeric data, we compare against alternative
methods where the Dij used to determine match probabilities
between datasets are instead given by:
MeanSD: Empirical mean difference plus the empirical stan-
dard deviation difference between two datasets.
KS: 1 minus the p-value of the Kolmogorov-Smirnov test for
an arbitrary difference between distributions [35].
MMD: Maximum Mean Discrepancy with RBF kernel. For
computational efficiency, we use the linear-time estimator [20].
SCF: More powerful linear-time MMD estimator from [22].
We use the Smooth CF variant with J “ 10 test frequencies.
For string data, we compare against the following alternate
measures of dataset-distance Dij (the latter methods are suited
for natural language data, while Jaccard is more appropriate
for arbitrary strings with uniformative fastText vectors):
Jaccard: Jaccard distance between sets of unique string-values
appearing in instances within each dataset, as considered by
many schema-matching systems [16], [36], [37].
mWordVec: Distance between means of the fastText word
vectors computed from the entries in each dataset.
pWordVec: 1 minus p-value of Hotelling T 2 statistic for the
difference in the above mean fastText vectors, used in [10].
V. RESULTS
Using t-SNE to visualize our dataset embeddings (Figure
1) reveals that these vectors capture quite a bit of information
about the annotated variable names, despite never having
previously encountered these data or any variable-name an-
notations at all. Our first quantitative evaluation involves the
following binary classification problem: given a random pair
of held-out datasets, determine whether or not their variables
match. We consider balanced instances of this problem (with
same number of matched and unmatched test pairs), where
performance is quantified via the area under the ROC curve
(AUC). To evaluate across different sample-size regimes, we
also apply our methods to down-sampled fractions of each test
dataset. Two variants of this problem are considered:
Split: the positive class of matched examples consists of pairs
formed by partitioning the observations from a single test
dataset in T into two equal-sized datasets.
Diff : the positive class of matched examples consists of pairs
that are two different test datasets from T whose variable
names indicate a match.
In both variants, the negative class of unmatched examples
consists of random pairs of test datasets in T whose variable
names do not match. Note that Split is a simpler problem
which can be solved by accurate measures of statistical differ-
ence between distributions (without learning to ignore natural
variation between different datasets that stem from the same
type of variable). Figure 2 depicts the classification results for
1000 test pairs sampled from each class. In the Diff setting,
none of the alternative methods (which are based solely
on distributional-similarity) performs nearly as well as our
approach, validating the reasons listed in §I and §III. Even in
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Fig. 2: Match/no-match classification performance of: MeanSD (black), KS (green), MMD (light blue), SCF (blue), and Embed-
Num (red) estimators on various-sized subsamples of numeric datasets under: (A) Split and (B) Diff settings.
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Fig. 3: Match/no-match classification performance for variations of our Embed-Num method applied to various-sized subsamples
of numeric datasets under: (A) Split and (B) Diff settings. Variants use embedding networks that operate upon different numeric
input representations: original floating point values (black), two-dimensional exponent-mantissa vector encoding (blue), and
32-bit binary representation discussed in §III-E (red). In green, we show ablation results for Embed-Num operating on same
32-bit binary input representation, but with probability adjustment network removed (i.e. gψ “ 0).
the Split setting where the alternative methods are appropriate,
our approach is able to slightly outperform standard two-
sample methods having learned to adapt its embeddings to
types of numeric data that appear in practice. Figure 4 shows
analogous results for the language/string data.
Next, we consider the task of retrieving repository datasets
whose variables match that of a given (held-out) query dataset.
Repository datasets are ranked based on their match prob-
ability with the query (monotonically-related to measure of
dataset distance used), and we report the (average) number
of correct variable matches present among the top-k ranked
results for each query (more appropriate than precision/recall
in our setting where there are so few variable matches). Two
variants of this problem are considered:
Split-Retrieve: the query dataset comes from S and matches
exactly one dataset in R (as both datasets originate from the
same column which has been partitioned in two).
Diff-Retrieve: the query dataset comes from T and matches all
datasets in R with similar variable names. We try 100 query
datasets randomly chosen from a subset of the datasets in T
for which we know at least one such match in R exists.
Split-Retrieve is again a simpler problem that can in theory
be solved by accurate two-sample measures of distributional
differences. In Table II, the best performance values for each
variant are highlighted in bold, indicating that our approach
tends to have higher precision in these dataset retrieval tasks.
For example, when our query consists of numeric values
from a column named age (part of a table annotated as
survival data), the top 3 matches returned by Embed-Num
are all columns with the same label age, belonging to tables
respectively annotated as audiology, diabetes, and breast tumor
data. Our embeddings correctly recognize that these four
datasets all correspond to measurements of patient ages in
medical studies.
(A) Language data (Split) (B) Language data (Diff )
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(C) String data (Split) (D) String data (Diff )
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Fig. 4: Match/no-match classification performance of: Jaccard (black), mWordVec (green), pWordVec (blue), and our methods
(red): Embed-Txt in (A)-(B), Embed-Str in (C)-(D), in subsampled held-out language/string datasets from Split/Diff.
In addition to retrieving the correct matches when they
exist, useful match-probability estimates should also indicate
when a new dataset is unlikely to match any of the previously
observed variables’ data. We consider 100 query datasets
randomly chosen from a subset of the datasets in T which
do not have any annotated match in R, and compute the
maximum match-probability m˚ for each query D˚ when
compared against the repository datasets in R. Avoiding false
matches for such a query requires selecting match-likelihood
threshold ě m˚, and we evaluate the calibrated-recall of each
method as the fraction of annotated matches between T and R
datasets whose estimated match probability exceeds m˚. The
final column of Table II lists these calibrated-recall values,
demonstrating that the predicted match-probabilities are better
calibrated under our approach than the alternative methods.
Among the natural language data, the repository dataset
that receives highest probability adjustment value, i.e.
argmaxj gpDjq, stems from a column where 58% of the
values are true and the rest all have the value false.
The OpenML language data contain many other columns also
solely comprised of roughly evenly-distributed true/false
values, and many of these also appear in the list of the
repository datasets that gψ assigns the greatest probability
adjustment values. As these boolean columns are labeled with
diverse names indicating different unrelated attributes (such
as whether an animal species is oviparous in one dataset with
variable-name eggs), our model learns to output a low match
probability between such pairs, which is only achievable by
ensuring gψ outputs large adjustment values for unmatched
datasets whose distribution occurs commonly inR. In contrast,
the alternative methods produce small Dij between all pairs
of such true/false datasets and thus mistakenly predict a
variable-match, demonstrating yet another downside of pure
reliance on measures of distributional similarity.
A. Schema Matching
As previous evaluations were based on OpenML column
names which might be noisy, we now investigate how well
our embedding models trained on the OpenML column names
generalize to other datasets where ground truth variable-
matches are known. First, we apply our OpenML-trained
dataset embedding models to the task of instance-based
schema matching. We use the PUMS data considered by [7],
in which the task is to match schemas between separate census
data tables from New York, California, and Texas. Evaluation
of proposed matchings can be done since the underlying
TABLE II: Number of correct matches @k for retrieving
datasets from R in Split-Retrieve (unshaded) and Diff-Retrieve
(shaded) settings (averaged over 100 query datasets). Results
are separated for OpenML datasets of different data types:
numeric (top rows), language (middle rows), string (bottom
rows). The final column depicts the calibrated-recall (see §V).
METHOD k “ 1 k “ 5 k “ 10 Recall
MeanSD 0.4 0.51 0.58 -
KS 0.46 0.59 0.67 -
MMD 0.48 0.62 0.69 -
SCF 0.49 0.65 0.72 -
Embed-Num 0.48 0.66 0.74 -
MeanSD 0.35 0.44 0.53 0.52
KS 0.36 0.46 0.59 0.6
MMD 0.33 0.45 0.52 0.6
SCF 0.33 0.4 0.55 0.62
Embed-Num 0.42 0.61 0.67 0.71
N
um
er
ic
da
ta
Jaccard 0.41 0.56 0.62 -
mWordVec 0.49 0.59 0.68 -
pWordVec 0.51 0.63 0.7 -
Embed-Num 0.54 0.66 0.71 -
Jaccard 0.32 0.38 0.52 0.59
mWordVec 0.4 0.46 0.59 0.67
pWordVec 0.43 0.49 0.59 0.68
Embed-Num 0.49 0.59 0.67 0.75
L
an
gu
ag
e
da
ta
Jaccard 0.44 0.67 0.7 -
mWordVec 0.31 0.38 0.6 -
pWordVec 0.34 0.4 0.62 -
Embed-Num 0.44 0.66 0.71 -
Jaccard 0.33 0.55 0.58 0.63
mWordVec 0.28 0.53 0.56 0.59
pWordVec 0.31 0.52 0.55 0.57
Embed-Num 0.39 0.56 0.64 0.68
St
ri
ng
da
ta
schemas are actually shared across tables, but the methods
we apply are not privy to this knowledge (we evaluate on
the largest tables studied by [7]: schema-size “ 20). Both
numeric and language data types are found within these tables
and we use the appropriate corresponding OpenML-pretrained
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Fig. 5: (A) Schema-matching precision between two states’ census data for: our OpenML-trained model (red), FO-LL (blue),
FO-EP (green). (B) Performance in table union search by our OpenML-trained model (solid) and Ensemble from [10] (dashed).
neural network to separately embed each column of each table
(with no additional training on the schema matching data).
Subsequently, we adopt our estimated match probabilities as
pairwise column-similarity scores that are fed into the schema-
alignment optimization used in [7], which utilizes local mini-
mization with two-opt switching to find a one-to-one schema
alignment. Figure 5A shows our pre-trained embeddings are
more effective in these schema-matching applications than
the two best-performing column-similarity-scoring methods
proposed by [7]: FO-LL and FO-EP (which both rely on
distributional similarity between matched variables).
B. Table Union Search
Finally, we consider the table union search benchmark of
[10], which involves searching a repository of data tables
from the Canadian/UK governments’ Open Data portal for
tables that can be unioned with a given query table (i.e.
joined row-wise by merging their observations). Unionability
is defined as the condition that a sufficiently large subset of
their columns contain measurements of the same underlying
variables. We use the appropriate OpenML-pretrained neural
network (for each data type) to separately embed each col-
umn of each table (with no additional training on the table
union datasets). The top-performing method of [10] relies
on a sophisticated Ensemble of multiple manually-crafted
statistical similarity measures between columns. Our method
produces an analogous column similarity-measure (based on
our embeddings), from which overall table unionability is
evaluated by aggregating similarity across columns via the
same max-c-alignment procedure [10] use to aggregate their
Ensemble scores. Figure 5B shows our pre-trained embeddings
are quite effective for table union search, producing superior
precision/recall compared with the top-performing method in
[10]. While the schema matching and table union evaluations
involved vastly different datasets, our OpenML-trained models
remain able to perform well, highlighting the broad applicabil-
ity of these embeddings, as well as the validity of the OpenML
column names and our previous OpenML evaluations.
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