ABSTRACT Outlier detection is an important sub-field of data mining and studied intensively by researchers in the past decades. For neighborhood-based outlier detection methods like KNN and LOF, different settings in the number of neighbors (indicated by a parameter k) would greatly affect the model's performance. Thereby, there are some recent studies which focus on identifying the optimal value of k by analyzing the global or local structure of the dataset. But, we argue that neighborhood-based outlier detection model could obtain an improvement in performance without parameter tuning. In this paper, from a novel angle of view, we adopt a uniform sampling strategy to generate a series of local proximity graphs and propose a new adaptive outlier detection model named anomaly pattern score which does not rely on the k tuning. In addition, the theoretical analysis of the effectiveness of the proposed model is conducted as well. The extensive experiments on both synthetic and real-world datasets show that the proposed model outperforms the state-of-the-art algorithms on most datasets.
I. INTRODUCTION
Outlier detection as one of the key branch of data mining is designed to automatically discover rare observations, events or patterns hidden in the dataset, which are dissimilar with the majority of the data [1] . It has been applied in a wide range of domains such as finding opinion spam in online review systems [2] - [4] , detecting anomalies in video surveillance [5] , [6] , revealing suspicious patterns in medical images [7] , [8] , and many others.
Due to the broadly applications in both industry and academia, a large number of anomaly detection methods have emerged in the past few decades. Model based approaches [9] , [10] construct a statistical model to represent the majority of data objects, while the observations that does not fit the model are considered as the outliers. This type of methods become incapable when the patterns hidden in the data change frequently. Cluster based approaches [11] - [14] take the outliers as the byproducts of a clustering process. However, as an unexpected result, these methods would wrongly identify a set of outlier objects with higher similarities as the normal ones since they will be grouped into a cluster. Neighborhood based approaches utilize a specific proximity measure (e.g. distance, density etc.) on the neighborhood around each object to design a scoring model, which calculates an outlier score to discriminate different types of objects. Methods under this schema attract the most attention because of their simplicity and flexibility. Knox and Ng [15] first modify the kNN framework to adapt to the problem of outlier detection. The distance from a specific object to its k-th nearest neighbor is directly used to represent its outlier-ness. This method is simple but efficient to find the outliers in evenly distributed datasets, but it is incapable to find an appropriate k value to capture the outliers in datasets with different densities. Breunig et al. [16] proposed the Local Outlier Factor to solve this issue by formulating a density definition on the neighborhood around each object. An outlier object will be assigned with a LOF score far larger than 1. In contrast, the objects lie in a evenly distributed area will get a LOF score near 1, which indicates their lower chance to be outlier. COF [17] utilized an average chain distance to estimate the local density, which solves the problem that an outlier object could not be distinguished if it is close to a sparsely distributed inlier cluster. INFLO [18] uses a enlarged neighborhood definition including the kNN and reverse kNN compared with the LOF model. RDOS [19] extended the neighborhood definition with a shared neighborhood set, furthermore, it also adopts a kernel density estimation to estimate the local density.
On the other hand, graph-based approaches are receiving increasing attention, owing to their robust expressiveness for various type of data [20] , and their capabilities to effectively capture the potential connections implicit in the dataset [21] . ODIN [22] determines the outlier-ness of an object by the in-degree of its corresponding node in a directed unweighted graph, which is constructed by using the k-nearest neighbors of each object in the dataset. OutRank [23] , [24] employs a Markov random walk process on a fully connected graph. After the stochastic process reaches equilibrium, the values in the stationary vector are taken as the outlier scores. A small score represents that the related object has a lower possibility to be visited by the random walker, thus indicates it has a higher chance to be an outlier. HCOD [25] uses a similar strategy with OutRank, the difference between them is that it iteratively split the graph by using the Fiedler vector of the corresponding transition matrix, then the random walk process is applied on each of the subgraphs, which are naturally treated as the local information. LIGRW [26] explicitly constructs an asymmetric directed weighted graph to capture the local information, moreover two different types of restart vector are devised to ensure that an outlier object would get more weight to be visited by the random walker.
One of the major challenges for algorithms using local information is the problem of how to choose an appropriate neighbor size (usually denoted by a parameter k). The value for the parameter k greatly affects the performance of the related algorithms. We apply the LOF algorithm on a synthetic dataset to demonstrate this issue. In Fig. 1 , we could see that with a small value setting to the parameter k, the algorithm could not detect the outlier objects that form a cluster ( Fig. 1(b) ). While if it is set too large, the outlier objects near the inlier cluster could not get enough scores to be detected ( Fig. 1(c) ). The choice for the value of the parameter k depends highly on the priori knowledge of the dataset, and it is never an easy task for even an experienced user to choose the appropriate value.
To solve this particular problem, Ha et al. [27] proposed a new model (INS) using the instability factor to calculate the outlier score for each object, which aims to reduce the sensitivity of the algorithm to the parameter k. Bhattacharya et al. [28] utilized the Daubechies wavelets to search the optimal parameter. While Zhu et al. [29] , [30] and Ning et al. [31] try to acquired the appropriate value of the parameter k by exploring either the natural neighborhood or stable state of the neighborhood.
To the best of our knowledge, currently, there has no studies bringing the characteristics of the random walk based graph models into account to determine the suitable local information. Inspired by the different change patterns on the probabilities for different types of objects being visited by the random walker on local information graphs constructed by various k values, in this study, we proposed an adaptive outlier detection model named Anomaly Pattern Score (APS). The proposed APS model constructs a set of local proximity graphs from the original dataset by using a sequence of automatically determined neighbor size. A Markov random walk process is performed on the predefined graphs utilizing the different aspects of local information to calculate the stationary distribution vector, which represents the visiting probability for each object. Then the anomaly pattern score is deduced from the multiple stationary vectors. Unlike those methods that aiming to search for the optimal value of the parameter k, the proposed APS model analyzes multiple local information and utilizes the differences between them to characterize the outlier-ness. Experimental results on both synthetic and real-world datasets shows that the proposed model obtains improvements simultaneously on the measures of ROC AUC Then the proposed APS model is described in section 3. The corresponding algorithm is introduced in section 4. Empirical study and analysis work are presented in section 5. The conclusion is given in the last section.
II. PRELIMINARIES AND RELATED WORKS
In this section, we bring the brief introduction about the related conceptions in random walk based graph models, which forms the basis of the proposed APS model. Furthermore, several algorithms that aim to search for the optimal value for the parameter k are also introduced, which will be used in the later section to compare with the proposed APS model.
OutRank firstly proposed to use the stationary distribution of a random walk process to represent the outlier-ness of each object. It constructed a undirected fully connected graph by computing the pairwise similarities of each object, then a Markov random walk process is applied to calculate the stationary distribution. The values in the stationary distribution vector are utilized to denote the visiting probabilities of a random walker on each object. The lower probability that an object is visited by the random walker indicates it has a higher chance to be an outlier. This process is defined from a global perspective, which can be thought as using all of the neighbors to form the local information.
HCOD introduces the Fieldler vector to iteratively split the original fully connected graph into a sequence of subgraphs, which are then used as the local information. Although in theory, it does not depend on any parameters of neighbor size to form the local information, in practical applications, it is often difficult to achieve satisfying results.
LIGRW uses Heat Kernel to calculate the similarities between each of the object, based on which a local information graph is defined to capture the asymmetric relationships between different types of data objects. Then a customized random walk process along with two individual restart vector is applied on the predefined local information graph to ensure that the outlier objects could get more chance to be visited by the random walker. Unlike OutRank and HCOD, in LIGRW, a larger value in the stationary distribution vector indicates the related object has a higher chance to be an outlier.
Given a dataset D with d features and n objects,
, the adjacent matrix of the k-neighborhood graph is defined as following:
where w(i, j) denotes the weight on the edge directed from node j to i, which can be calculated as:
where sim(i, j) denotes the similarity between objects i and j. A neighborhood graph describes the local information around each object. With a Markov random walk process defined on it, the LIGRW model utilized the values in stationary distribution of the stochastic process to represent the outlier score for each object. That is to say, LIGRW combines the local information with a global/local restart vector to effectively detect the outliers implicit in the dataset. However, it still suffers the problem of choosing the appropriate parameter of neighbor size. Without a proper value for the parameter k, the performance of the model will deteriorate drastically.
INS [27] was proposed to alleviate the sensitivity of parameter selection in neighborhood-based methods. It first defines a center of gravity for a given neighborhood of a specific data object. Then the change of gravity centers with different k values are integrated to form a instability factor to represent the outlier-ness for each object.
Definition 1: Gravity Center: the gravity center of object i is defined as the centroid of the objects which belong to the k-th nearest neighbors of i.
Given a parameter k, the instability factor of i is defined as the sum of gravity center changes for the different neighborhoods of object i by using a set of values with the range from 1 to k. If the value of k is large enough, the performance of the INS tends to be stable. In this way, the INS model achieves the goal of alleviating the sensitivity to the parameter of neighbor size. However, the algorithm still needs to set the parameter manually. Besides, it is hard for the algorithm to find an appropriate parameter to detect both of the local and global outliers simultaneously.
Different from the idea of INS, NOF [32] calculated the Natural Outlier Factor by replacing the k-nearest neighborhood in the typical LOF model with a nature influence space, which equals to the union of the nearest neighborhood and the reverse nearest neighborhood according to an automatic determined Nature Value. Similarly, NaNE [30] used a Nature Neighbor Eigenvalue to estimate the optimal k value, which could be reached by calculating the stable searching state. MNGApk [31] utilize a mutual neighbor graph based approach to solve the neighbor size selection problem. Their algorithm builds a collection of mutual neighbor graphs using k values ranging from 1 to N-1. As the value of k increases monotonically, when the Mutual Neighbor Graph reaches its first stable state (i.e. the number of complete subgraphs does not change), the corresponding value of k is considered as the appropriate k. After the value is obtained, a neighborbased outlier detection algorithm can be applied to calculate the outlier score.
All of the above methods focus on searching for the optimal neighbor size by investigating the inner relationships of the dataset, which is achieved by constructing the corresponding models (e.g. Nature Value, Nature Eigenvalue, Mutual Graph etc.). Unlike the aforementioned studies, our model is free of k parameter and, as a result, not necessary to find the optimal value of the k. Instead, we focus on using the multiple proximity graphs to generate the model which can also guarantee the performance of outlier detection.
III. THE ANOMALY PATTERN SCORE MODEL
In this section, we first investigate the characteristics of the random walk based approach, then we describe the details of the proposed APS model. The effectiveness of the model is also analyzed from a theoretical perspective.
A. THE PARTICULAR CHARACTERISTICS OF THE RANDOM WALK BASED APPROACHES
Outlier detection methods based on random walk process are obviously different from other types of methods, in which the structure of the graph related to the stochastic process directly affects its stationary distribution. This means that, the method used to construct the graph determines the limiting behavior of random walk process, thus the outputting graphs could have a direct impact on the probabilities of objects being visited by the random walker.
The first major problem is which proximity measure should used to characterize the interrelationships between data objects. In some real-wold applications, different proximity measures may be needed according to the specific scenarios. For example, Euclidean distance can effectively capture the differences between objects in most cases. However, when the dimension of the dataset increases, Kriegel et al. [33] have shown that the variances in angle between high-dimensional feature vectors are more sensitive than directly using Euclidean distances. In this case, cosine similarity can achieve better results. In order to ensure the effectiveness of the results, most random walk based methods use a fixed proximity measure when constructing the transition matrix, which limits the flexibility of the method.
On the other hand, applying the random walk process on a properly constructed local information graph can be expected to get excelling results than directly using the global information for the task of outlier detection [26] . Using different neighbors when constructing the local information graphs can have a significant impact on the outputting outlier scores. We applied the LIGRW algorithm on the synthetic dataset shown in Fig. 1(a) , using different neighbor sizes. The results are shown in Fig. 2 .
From the results, we can see that as the value of k increases, the scores of the inlier objects will increase, while the scores of the outlier objects shows a trend of decline. According to [26] , when the local information graph is constructed with a small k, in most cases, there are only inliers existing in the neighborhood of a inlier object, while there may be some inliers exist in the neighborhood of an outlier object. In another word, for an inlier object, there may exists some outlier objects would take it as their neighbors. On the contrary, there are few inlier objects would take an outlier object as their neighbors. Therefore, the random walker could jump from a inlier object to an outlier object. But when the random VOLUME 7, 2019 walker visits an outlier object, the probability that it jumps to an outlier is much higher than that it jumps to an inlier. In this case, outliers are visited at relatively high frequencies, their corresponding scores in the stationary distribution increase sharply ( Fig. 2(a) ).
In contrast, as the value of k increases, the connectivity in the local information graph begins to increase, especially the edges between the inlier objects. This results in a higher chance for the random walker to wander between inlier objects. Therefore, the scores of inlier objects in the stationary distribution will increase together, meanwhile the scores of outlier objects will decrease. And the increases for the scores of the inlier objects will be constrained (Figs. 2(b) and 2(c) ).
Using a specified proximity measure, the visiting probabilities of different types of objects demonstrate different change patterns as the value of k changes, which constitutes the main idea of our proposed APS model.
B. THE ANOMALY PATTERN SCORE
According to the definition of outlier detection [1] , in most real-world applications, the number of outliers is far smaller than that of the inliers. Combined with the characteristic of the visiting probability changes for different types of objects, we could infer that when the probability of each inlier object increases as the value of k changes, its growth rate will be constrained due to the large number of inliers. Conversely, when the visiting probabilities of most inlier objects begin to decrease, those for the outlier objects will increase very fast for their small number compared with the vast number of inliers.
When applying the random walk process on graphs constructed with different neighbor sizes, the visiting probabilities of different types of objects show different change patterns. In the following we will describe how to model these patterns in detail.
Definition 2: Local Proximity Graph: a local proximity graph is weighted directed graph, which is constructed under the assumption that if and only if object j lies in the neighborhood of i, there is an edge directed from i to j.
It is worth noticing that the Local Proximity Graph can be seen as a super-set of the local distance graph and the local similarity graph. It does not depend on a specific proximity measure, which guarantees its flexibility to various application scenarios.
In order to characterize the changes of visiting probabilities under different neighbor sizes, in this study, a uniform sampling strategy is adopted to automatically generate a set of values for the parameter k, which is formulated as following:
where m represents the number of proximity graphs, 0 < α < m, and n is the number of objects in the datasets.
As long as the number of graphs is specified, the sampling process described above could help to automatically obtain m values for the parameter of neighbor size, which are evenly distributed across the sample spaces.
Let G α denotes the local proximity graph constructed by using the parameter k α , A α represents its adjacent matrix, then the transition matrix can be calculated by normalizing the adjacent matrix by column:
where D is a diagonal matrix, and D(i, i) = j A α (j, i) .
Using local information may cause the proximity graph to be split into several isolated subgraphs, which is known as the dangling link problem. Therefore, a random walk with restart process is adopted to solve this issue. The probability of the object i being visited after the stochastic process reaching equilibrium on proximity graph G α can be computed by using the following iterative method:
where p
α (i) denotes the probability which is calculated for object i at step t of the process, γ is a restart factor satisfying 0 < γ < 1, and usually setting to the value of 0.15. n represent the number of objects in the dataset.
Definition 3: Deviation Value: The deviation value of an object on a specific local proximity graph is defined as the difference between its corresponding value and the minimum value in the stationary distribution of a random walk, which is performed on the graph.
The deviation value of object i on proximity graph G α can be computed as:
where p α (i) denotes the i-th value in the stationary distribution vector of a random walk process, which is performed on the local proximity graph G α .
Definition 4: Anomaly Pattern Score: the anomaly pattern score of an object is defined as the average of the deviation values it obtains on all of the local proximity graphs.
The anomaly pattern score for object i on m automatically generated local proximity graphs can be calculated as following:
where X denotes the original dataset. According to the above definition, the proposed APS model is based on the local proximity graph, which ensures its adaptiveness on different proximity measures. Furthermore, it automatically generate a sequence of neighbor sizes instead of specifying the parameter k manually. The anomaly pattern score of an object represents the average deviation values of its visiting probabilities on various random walk processes, which are applied on different local proximity graphs. In most case, as the number of outlier objects are much smaller than the inlier objects, their anomaly pattern scores will be much larger than the inlier objects. Therefore, an object with a larger anomaly pattern score represents that its visiting probabilities on different local proximity graphs change drastically, which indicates it has a higher chance to be an outlier.
C. THEORETICAL ANALYSIS
Assumption 1: For most applications, compare to the significant differences between the outlier objects, the similarities between inlier objects are relatively large.
According to the above assumption, there would exists high similarities between the inlier objects, each inlier object will be visited by the random walker with an approximate chance. Therefore, after the random walk process reaches equilibrium, the visiting probabilities for the inlier objects should roughly near the same values.
Theorem 1: For a given inlier object I and an outlier object O, the proposed APS model will assign a relatively larger anomaly pattern score to object O than I .
Proof: When the neighbor size k is set to a small value µ, there may exists an edge directed from I to O in the local proximity graph G µ . Since the similarities between inlier objects is relative higher, the random walker could only transit from another inlier object to node I . As a result, the visiting probability of I is smaller than the outlier object O, which can be formulated as following:
On the contrary, when a large value ξ is set to the neighbor size, there may also exist some edges directed from an outlier node to a inlier node. Under this circumstance, once the random walker jumps to a inlier node, it will wander between inlier objects for a long time, thus the visiting probabilities for the inlier objects will increase.
As mentioned above, the visiting probabilities for all inlier objects should roughly reach the same value. Therefore, when the visiting probabilities for the inlier objects increase, their growth are constrained, which makes the following equation hold:
According to the definition of the anomaly pattern score in Eq. 7,
APS(O) − APS(I )
According to Eq. 10, we could infer that
In addition, by the definition of deviation value in Eq. 6,
Therefore,
which indicates that the anomaly patter score for an outlier object will be greater than or equal to that for an inlier object.
IV. ALGORITHM

Algorithm 1 APS Algorithm
Input: Dataset X ∈ R N ×d , β represents the restart probability of the Markov random walk process, default set to 0.15, m represents the number of graphs, default set to 50. Output: S ∈ R N : a vector contains the anomaly pattern score for each object. 1: for α = 1 to m do 2: calculate k α using Eq. 3. 3: calculate the adjacent matrix A α of the local proximity graph. 4: calculate the transition matrix T α using Eq. 4 calculate the visiting probability of each object 5:
while not converged do 8: 
end while calculate the deviation value of each object 11: 12: end for calculate the outlier score 13: for i = 1 to N do 14: S(i) ← calculating the anomaly pattern score using Eq. 7. 15: end for 16 : Return S VOLUME 7, 2019 The proposed APS algorithm consists of two major steps. The first step is to construct different local proximity graphs using a specific proximity measure and various k values, then apply a Markov random walk process on these graphs to calculate the stationary visiting probability. Next, we calculate the deviation values on each of the local proximity graphs for every object. In the second step, we combine the deviation values of each object on all of the graphs to obtain the anomaly pattern scores.
For a specified local proximity graph, the time complexity for calculating its stationary distribution is O(N 2 ), thus, the time complexity for the first major step is O(m · N 2 ). The second step has a time complexity of O(N ). To sum these up, the overall time complexity for the APS model is: 2 ). In addition, there is no sequential dependencies when calculating the deviation values on different local proximity graphs, therefore, the proposed APS algorithm could easily extended to the parallel paradigm to accelerate the calculation process.
V. EMPIRICAL STUDY AND ANALYSIS
In this section, we conduct experiments on two synthetic datasets and 57 real-world datasets to compare the proposed APS model against four state-of-the-art algorithms. Then, the adaptiveness of the APS model by using different proximity measures, and its sensitivity to the number of the local proximity graphs adopted are analyzed, respectively.
A. EXPERIMENT SETUP
Both MNGApk and NaNE are proposed to search for the optimal value of neighbor size, which could be used to combine with a neighborhood based algorithm. In the following experiments, we combine the result from MNGApk with LOF, which is one of most distinguished neighborhood based algorithm, to form a new method MNGApk(LOF). The value returns from NaNE is chosen as the neighbor size of the LIGRW algorithm, which can be seen as a representative random walk based graph model. This constitutes another new algorithm NaNE(LIGRW). With this setup, neither MNGApk(LOF) nor NaNE(LIGRW) depend on a user-specified parameter of neighbor size. In addition, HCOD which automatically calculates the local information from the original dataset, and OutRank which can be thought of as using all of the neighbors of the object as local information, are also being selected to compare the proposed APS model. It is worth noticing that both HCOD and OutRank take the objects with smaller scores as outliers. For the sake of comparison, we used a linear transformation to convert their outlier scores so that a larger score indicates the related object has a higher chance to be an outlier. Let S o be a vector with the same size as the number of objects in the dataset, which contains the original outlier score for each object. S o (i) denotes the original score of object i, then the converted score S n (i) can be calculated as following:
B. SYNTHETIC DATASETS
The first dataset is introduced in Fig. 1 , which contains a circular-shape dense cluster with 750 inlier objects, and 35 randomly distributed outlier objects. 21 outlier objects in the left bottom corner form a sparse cluster. The aforementioned five algorithms are applied on the dataset without need of any parameter to indicate the neighbor size. We select the top 35 objects with largest scores as outliers. The results are shown in Fig. 3 . From the results, we can see that the proposed APS as well as the MNGApk(LOF) algorithm correctly detected all of the outlier objects. The OutRank algorithm wrongly classifies two inlier objects in the upper left of the cluster as outliers. Both NaNE(LIGRW) and HCOD do not correctly detect the outlier objects within the sparse cluster. Besides, some inliers in the middle of the inlier cluster are also mistakenly recognized as outliers. The second dataset consists of three inlier clusters, including a spiral-shape cluster with 550 inlier objects and two Gaussian clusters centered at (−10,10) and (10, −10), respectively, each of which contains 100 inlier objects. There are 30 outlier objects distributed in a field of (−15,15), (−15,15) . We mark the top 30 objects with largest score as outliers, the results are shown in Fig 4. From the results, we can see that MNGApk(LOF) incorrectly marked the objects in the tail of the spiral cluster as outliers. NaNE(LIGRW) recognizes some objects within the inlier clusters as outliers while ignoring some outlier objects close to inlier clusters. HCOD improperly identifies a segment of the spiral cluster consisting of inlier objects as outliers. OutRank makes the same mistake with HCOD, and ignores the majority of the true outliers. Compared with these algorithms, the proposed APS model gets a better satisfying result. It basically identified all of the outlier objects.
C. REAL-WORLD DATASETS
The lack of widely accepted benchmark datasets to compare the performance of the emerging algorithms has long been an open issue in the field of outlier detection. Many of the related studies either use some synthetic datasets, or select class(es) with a small number of samples as outliers in the datasets to evaluate different anomaly detection algorithms. Emmott et al. [34] proposed a new method to systematically construct the outlier datasets from the real-world datasets. First, each dataset is converted into a binary problem. Then, each outlier object is assigned with a difficulty score according to the probability it belongs to the outlier class estimated by a kernel logistic regression process. Afterwards, each dataset is transformed into several variants by combing all of the inlier objects and the outlier objects under the same difficulty level.
In this study, we adopt 57 real-world datasets constructed following the Emmott's method, and the detail preprocessing process refers to [35] . The characteristics of the datasets are described in Table 1 .
Normally, the unsupervised outlier detection methods could return a collection of scores indicating the outlier-ness of each object in the dataset. A small subset of the data objects with larger outlier scores are commonly interested from the user's perspective. Let n be the number of outlier objects a user expect to get from the outlier detection algorithm, TP and FP denote the number of true outliers and true inliers in the top-n objects with largest outlier scores, respectively. FN represents the number of outliers whose scores are not ranked in top-n. The Precision, Recall and F1 can be calculated as following:
Precision × Recall Precision + Recall In particular, if n is set to the number of true outliers in the dataset, the following relationship holds: n = TP+FP. Under this circumstance, we could infer that the values of Precision, Recall and F1 will be the same. Please note that, when the number of true outliers is extremely small, the precision measure becomes less valuable to evaluate the performance of the algorithm. The Receiver Operating Characteristics (ROC) curves capture the trade-off between true positive rate and false positive rate by using different threshold. The Area Under Curve (AUC) summarize the ROC curve into a single value by calculating the area under the ROC curve, which ranges from 0 to 1. An algorithm with a larger ROC AUC score indicates that it has a higher probability to rank the true outliers before the inlier objects, hence is more preferable.
To better demonstrate the performance of the proposed model, in this study, both of the Precision and ROC AUC score measures are utilized to evaluate the detection result.
Particularly, the value of n is set to the number of true outliers when calculating the Precision.
For the proposed APS model, the Euclidean distance is adopted to generate the proximity graph on each of the dataset. For the number of the proximity graphs, we use 50 for all datasets. The rest of the algorithms use their default settings. The ROC AUC scores and Precision scores on all of the 57 datasets are shown in Table 2 .
Taking the dataset Glass-Easy for example, we select the top 75 objects with largest outlier scores as the outlier objects, then the corresponding Precision score (equals to the Recall and F1 measure) and ROC AUC score are computed, separately. From Table 2 , we can see that, generally, the performance of each algorithm decreases on dataset with a higher difficulty level. whether ROC AUC or Precision is used, there is no algorithm can outperform the others on all of the 57 datasets. However, the proposed APS model has the largest average ROC AUC score and Precision score on all datasets, which means that the it has better average performance than the compared algorithms. In addition, on the measure of ROC AUC, the proposed APS model achieves the best on 24 (42.11%) datasets. And on the measure of Precision, it outperforms the compared algorithms on 20 (38.6%) datasets, which is demonstrated in Fig. 5 .
D. THE EFFECT OF THE PROXIMITY MEASURE
Many graph-based outlier detection algorithms rely on a specific proximity measure to construct the neighborhood graph. Taken OutRank for example, it either uses cosine similarity or uses the RBF kernel to calculate the similarities between the objects. Once the proximity measure changes, the performance of the algorithm could not be guaranteed.
On the contrary, the proposed APS model does not directly use the visiting probability of the random walker as the outlier score. Instead, the visiting probabilities obtained on different graphs are combined together to calculate an anomaly pattern score, which indicates the outlier-ness of the related object. Therefore, the proposed APS model can accommodate different proximity measures, which can be freely chosen according to the specific features of the datasets. We provide an example to illustrate the above idea. It is recommended by Kriegel et al. [33] that using the variances of angles between the feature vectors in high dimensional datasets could achieve a better results than the distance criteria. We equip the proposed APS model with different proximity measures, and apply it on several real-world datasets to demonstrate its adaptiveness.
The original KDDCup99 dataset 1 contains different types of network attacks, which has 60,839 inlier objects, and 246 objects belong to the following attacks: buffer_overflow, ftp_write, imap, load_module, multihop, nmap, perl, phf, pod, rootkit, and teardrop are taken as outliers. After using One Hot Encoding to map the categorical features into numerical ones, there are 79 features for each of the data object. We randomly selected 1000 inlier objects, and some random outlier objects to construct five different datasets. The characteristics of the datasets are shown in Table. 3. We constructed the local proximity graphs using Euclidean distance and Cosine similarity, separately. Then we apply the proposed APS model. The results are shown in Fig. 6 . From the results, we can see that on the high-dimensional KDDCup dataset, the performance of the APS model constructed by using cosine similarity outperforms its counterparts using the Euclidean distance by both of the ROC AUC measure and the Precision measure. This suggests that the proposed APS model has the flexibility to use different proximity measures when facing datasets with different characteristics.
E. THE EFFECT OF GRAPH COUNT
Another important parameter in the proposed APS model is the number of proximity graphs it uses to capture the change pattern for each of the object. In this subsection, we conduct experiments to analyze the effect of this parameter. Without lose of generality, we randomly selected eight real-world datasets with different difficulty levels. A sequence of values [5, 10, 20, 30, 50 , 100, 150, 200, 300, 400, 500, 600] are utilized to represent the number of proximity graphs used in the APS model, respectively. The results are demonstrated in Fig. 7 .
From the results, we can see that as the number of graphs increases, the performance of the algorithm begins to increase. When this value reaches up to 50 or so, the performance tends to be stable. Moreover, the trend nearly holds for all tested datasets. This means that our proposed APS model is not sensitive to the number of graphs.
VI. CONCLUSION
After analyze the particular characteristics of the random walk based graph models, in this study, we proposed a new outlier detection model named Anomaly Pattern Score. Unlike the former methods, it does not depend on a specific proximity measure, which ensures its adaptiveness on different application scenarios. Moreover, the proposed APS model does not rely on a user-specified parameter of neighbor size, which is achieved by applying multiple random walk processes on various local proximity graphs. Besides, it is not sensitive to the number of graphs adopted. Extensive experiments were conducted on synthetic and real-world datasets, and the results suggested that the proposed APS model outperforms the state-of-the-art algorithms by the measures of average ROC AUC score and Precision score. 
