Let G be a connected and reductive algebraic group over an algebraically closed field of characteristic p > 0. An interesting class of representations of G consists of those G-modules having a good filtration -i.e. a filtration whose layers are the induced highest weight modules obtained as the space of global sections of G-linearized line bundles on the flag variety of G. Let H ⊂ G be a connected and reductive subgroup of G. One says that (G, H) is a Donkin pair, or that H is a good filtration subgroup of G, if whenever the G-module V has a good filtration, the H-module res G H V has a good filtration. In this paper, we show when G is a "classical group" that the optimal SL 2 -subgroups of G are good filtration subgroups. We also consider the cases of subsystem subgroups in all types and determine some primes for which they are good filtration subgroups.
here with the linear representations of the algebraic group G -i.e. with G-modules -and with their restriction to H.
Of particular interest are the induced G-modules ∇ G (λ) and the induced H-modules ∇ H (λ) obtained as global sections of equivariant bundles on the associated flag varieties; see §2.1. One says that H is a good-filtration subgroup of G -or that (G, H) is a Donkin pair -provided that for any induced G-module V the H-module res G H V obtained from V by restriction to H has an exhaustive filtration whose successive quotients are induced H-modules.
Donkin proved in [7] -under some mild assumptions on the characteristic -that a Levi factor of a parabolic subgroup of G is always a good-filtration subgroup; subsequently, Mathieu gave an unconditional proof [14] of this result using the geometric method of Frobenius splitting (cf. also the accounts in [3] §4, [11] Ch. G, and [22] ).
In [4] , Brundan proved that a large class of reductive spherical subgroups of G are good filtration subgroups, under mild restrictions on p; recall that a subgroup H is said to spherical if there is a dense H-orbit on the flag variety G/B of G. In that paper, Brudan also conjectured that H is a good filtration subgroup if either (i) H is the centralizer of a graph automorphism of G, or (ii) H is the centralizer of an involution of G and p > 2. Brundan's conjecture is now a theorem; many cases were covered already in [4] and the remaining cases were handled by van der Kallen in [21] .
In this paper we extend the study of Donkin pairs to more reductive subgroups of G. In particular, we consider two classes of reductive subgroups: optimal SL 2 -subgroups and the so-called subsystem subgroups. In §2 we give preliminaries on algebraic groups, good filtrations, and optimal SL 2 subgroups.
In this paper a group of classical type, or just a classical group, will be a group isomorphic to SL(V) or the stabilizer of a nondegenerate alternating or bilinear form β when p > 2. In §3 we give a general criterion for a reductive subgroup of a group of classical type to be a good filtration subgroup (3.2.6). Since a group of classical type is not simply-connected when the form β is symmetric we also consider the simply-connected covers of these groups (3.2.7). We then give a criterion for checking when a reductive subgroup of a group of exceptional type is a good filtration subgroup (Theorem 3.6.3).
In §4 we give our main results. In §4.1 we consider the case in which G is a classical group and S ⊂ G is an optimal SL 2 subgroup, a notion essentially due to Seitz [20] ; we follow the characterization of these subgroups given in [15] . The main result of this section is Theorem 4.1.2, which states that optimal SL 2 -subgroups of classical groups are good filtration subgroups. Our proof is modeled on arguments of Donkin from [7] . We also consider optimal SL 2 subgroups of the simply-connected covers of classical groups (Theorem 4.1.4). In §4.2 we consider optimal SL 2 subgroups of exceptional groups. In these theorems we crucially use induction arguments which reduce to the case of a distinguished optimal SL 2 subgroup.
Recall that a subsystem subgroup of G is a connected semisimple subgroup which is normalized by a maximal torus. In §4.3 we consider arbitrary subsystem subgroups of semisimple groups. Since Brundan's conjecture implies that every subsystem subgroup of a group of type A, B, C, or D is a good filtration subgroup when p > 2, we only consider the exceptional case. By the transitivity of the good filtration subgroup property and the fact that Levi factors of parabolic subgroups are good filtration subgroups, it suffices to consider only the case where the subsystem subgroup is of maximal rank (= rank G). The main result in this section is Theorem 4.3.3, which gives primes p for which the maximal rank reductive subgroups not already covered by the Brundan conjecture are good filtration subgroups.
Also, we would like to thank the anonymous referee for suggesting useful improvements.
Preliminaries

Induced modules for reductive groups
Let k be an algebraically closed field of positive characteristic p and let G be a connected and reductive algebraic group over k. Fix a maximal torus T ⊂ G, and choose a Borel subgroup B ⊂ G containing T. For us, a representation of a linear algebraic group always means a rational representation; namely, a co-module for the coordinate algebra.
We write X * (T) for the character group and X * (T) for the co-character group of the torus T. We write (λ, φ) → λ, φ ∈ Z for the natural pairing X * (T) × X * (T) → Z. Recall that the choice of the Borel subgroup B determines a system of positive roots R + of the set of roots R ⊂ X * (T).
Each character λ ∈ X * (T) determines a G-linearized line bundle L (λ) on the flag variety G/B. The group G acts linearly on the space of global sections Assume that G is quasisimple; in this case, we number the nodes of the Dynkin diagram of G -and hence the simple roots and fundamental dominant weights -as in Bourbaki [2] , Plate I-IX. Let ̟ i ∈ X * (G) ⊗ Q denote the fundamental dominant weights; if α 1 , . . . , α r are the simple roots with corresponding co-roots
Modules with a good filtration
Let V be any
The layers of the filtration are the quotient
The filtration of V is said to be a good filtration if for each i ≥ 1, the layer V i /V i−1 is either 0 or is isomorphic to an induced module ∇ G (λ i ) for some dominant weight λ i .
For a G-module V with a good filtration, the support of V (written as Supp(V)) is the set of λ ∈ X + G for which ∇ G (λ) occurs as a layer in a good filtration of V. It follows from [11] , Prop. II.4.16 that the support of V is independent of the choice of good filtration of V. Proof. Assertion (a) follows from the "homological" characterization of good filtrations found in [11] , Prop. II.4.16, and (b) is an immediate consequence of (a).
Let
We also observe the following:
If the G-module V has a filtration for which each quotient
Proof. This is straightforward when V is finite dimensional; the general case is obtained in [7] , Prop. 3.1.1.
The following important result was first obtained for p ≫ 0 by J. Wang, with improvements to the prime p by Donkin [7] (under some small restrictions), and in general by Mathieu [14] .
(Wang, Donkin, Mathieu). If V and W are finite dimensional G-modules each having a good filtration, then the G-module V ⊗ W has a good filtration.
We also have the following useful fact.
Let
Proof. It follows from 2.2.3 that M = ∇ G (λ) ⊗ ∇ G (µ) has a good filtration. Since λ + µ is the highest weight of M we have λ + µ ∈ Supp(M). Since any weight γ of M satisfies γ ≤ λ + µ, it follows that for σ ∈ Supp(M) \ {λ + µ} we have σ < λ + µ and hence
Since ∇ G (λ + µ) occurs as a layer in a good filtration of M, there is a submodule V ⊆ M with a surjection f : V ։ ∇ G (λ + µ). By the above, 
and
where Sym m is the symmetric group on m letters, and sgn(τ) ∈ {±1} ⊂ k × is the sign of the permutation τ ∈ Sym m (note that if m > 1, then p > 2). We leave to the reader the task of checking that the rules above yield well-defined G-homomorphisms which determine sections σ i to the maps π i for i = 1, 2. Proof. Argue via [7] , 3.4.3.
Donkin pairs
+ H ⊂ X H := X * (T H ). For λ ∈ X + G recall that ∇ G (λ) is the induced G-
Checking for a Donkin pair using finitely many dominant weights
Let G be a semisimple group, and fix a system of simple roots S ⊂ R ⊂ X = X * (T). We have the following generalization of a result of Donkin found in [7] Prop. 3.5.4, whose proof we have followed closely.
Suppose that
λ 1 , . . . , λ r ∈ X + G have the property ( * ) µ ∈ X + G if and only if µ ∈ r ∑ i=1 Z ≥0 λ i for µ ∈ X. If H
is a reductive subgroup of G, then (G, H) is a Donkin pair if and only if
Proof. This follows from the same technique as in the proof of [7] , Prop. 3.5.4. We give a full proof here for completeness. Consider the partial order on X given as follows: λ ≻ µ if and only if λ − µ = ∑ α∈S m α α ∈ X ⊗ Z Q where m α ∈ Q and m α ≥ 0 for all α. Note that if λ ≥ µ then λ ≻ µ. It follows from [9] , §13, Exerc. 8 that any dominant weight λ satisfies λ ≻ 0. In view of the assumption ( * ), for any µ ∈ X + G with µ = 0 we have µ ≺ µ − λ j for some 1 ≤ j ≤ r. We now give the proof. If (G, H) is a Donkin pair, it is of course immediate from definitions that
We now suppose that λ i ∈ W(G, H) for 1 ≤ i ≤ r, and we must show that (G, H) is a Donkin pair. Suppose on the contrary that (G, H) is not a Donkin pair. Then there is a weight µ ∈ X + G for which µ ∈ W(G, H). We may and will suppose that µ ∈ X + G is minimal with respect to the partial order ≺; i.e., we suppose that µ / ∈ W(G, H) and λ ∈ W(G, H) for all λ ∈ X + G with λ ≺ µ. Since 0 ∈ W(G, H) we have µ = 0. By hypothesis, as noted above, we have
We now consider the
. By the minimality of µ, we have µ − λ j ∈ W(G, H). Since we have also λ j ∈ W(G, H) by assumption, 2.2.3 implies that T has a good filtration as G-module and that res G H T has a good filtration as an H-module. According to 2.2.4, there is an exact sequence of G-modules
for which M has a good filtration as G-module. Moreover, since the dimension of the µ-weight space in [11] , Prop. II.4.16 that in any good filtration of T, there is precisely one layer isomorphic to ∇ G (µ). In particular, ∇ G (µ) does not appear as a layer in the G-module M.
Since any weight γ of T satisfies µ ≥ γ and in particular µ ≻ γ, it follows that res G H M has a good filtration as H-module; cf. 2.2.2. It now follows from [11] , II.4.17 that res G H ∇ G (µ) has a good filtration as H-module, so that µ ∈ W(G, H), contrary to assumption. This contradiction establishes that (G, H) is a Donkin pair, as required. 
Remark 2.4.2. In particular, we obtain the following statement ([7], Prop. 3.5.4): If G is semisimple and simply connected of rank r, then the assumption of 2.4.1 holds for the collection of weights
λ i = ̟ i for 1 ≤ i ≤ r,
Optimal SL 2 -subgroups
In this section, let H be a quasisimple group with root system R. We want to consider primes which are good for G or equivalently primes which are good for R. Recall that bad (=not good) primes are as follows: the prime p = 2 is bad whenever R = A r , p = 3 is bad if R = G 2 , F 4 , E r , and p = 5 is bad if R = E 8 . Finally, the prime p is said to be very good for R if p is good for R and if R = A r then p does not divide r + 1.
The following result can be deduced as a consequence of Premet's proof of the Bala-Carter Theorem which classifies the nilpotent G-orbits in Lie(G):
Let H be a quasisimple group and suppose that the characteristic of k is good for H. Let G be a reductive group which is isomorphic to a Levi factor of a parabolic subgroup of H. If X ∈ Lie(G) is nilpotent, then there is a cocharacter
(ii) the image of λ is contained in the derived group of M = C G (S) for some maximal torus S of the group C G (X).
are two cocharacters satisfying (i) and (ii), there is a unique element u
Proof. [17] , Proposition 18 shows how to deduce the existence of λ from results of [19] . For the conjugacy assertion see [15] , Prop/Def 21.
If X ∈ Lie(G) is nilpotent, we say that a cocharacter λ satisfying (i) and (ii) of 2.5.1 is associated with X.
. One says that a homomorphism φ : SL 2 → G is optimal if the cocharacter of G determined by restriction of φ to the diagonal torus of SL 2 is associated with the nilpotent element X = dφ(X 0 ). The image S = image(φ) of an optimal SL 2 -homomorphism will be called an optimal SL 2 -subgroup (although of course it may be that S ≃ PSL 2 is the adjoint group).
One says that an optimal
If S is an optimal SL 2 -subgroup of a quasisimple group G, then S is distinguished if and only if a maximal torus of the centralizer C
Conversely, suppose that a maximal torus of C G (S) is trivial and let T ⊂ C G (X) be a maximal torus. To show that X is distinguished, we must argue that T is trivial. Write λ for the cocharacter of G obtained by the inclusion of the maximal torus of S. By the conjugacy of maximal tori in C G (X) 0 , we may suppose that T is centralized by the image of λ. But then [15] , Cor. 43 shows that T centralizes S, so indeed T = 1.
The groups of interest
"Classical" groups
Let V be a vector space, and let β be a non-degenerate bilinear form on V. Write
for the identity component of the stabilizer of β in GL(V). There are two cases of interest to us:
The definition of the special orthogonal group requires more care when p = 2, and we ignore this issue.
In this paper, a classical group will mean a group of the form
Good filtration subgroups of classical groups
Let G be a classical group as in §3.1. We say that V is the natural representation of the classical group G. We will often just write Ω(V) instead of Ω(V, β).
3.2.1.
Let G be a classical group with natural representation V. Then V ≃ ∇ G (λ) for some dominant weight λ, and V is simple.
Proof. See, for example, [11] , §II.2.16, 17, 18. The simplicity of V when G = Ω(V, β) for β symmetric depends in general on the assumption that p = 2.
Recall that the fundamental dominant weights of G are denoted by ̟ 1 , . . . , ̟ r where r is the rank of the semisimple group G; in general ̟ i ∈ X * (T) ⊗ Q. In what follows, we abbreviate X := X * (T).
Let G = SL(V)
, where dim V = r + 1. Then G is a simply connected group with root system of type A r , and we have
Proof. [12] , Theorem (25.9) identifies the root system of SL(V). Apply e.g. [7] (4.1.1) for the assertion about exterior powers. 
Assume that β is alternating and non-degenerate and that
Proof. It follows from [12] , Theorem 25.11 that Ω(V) = Sp(V) is quasisimple of type C r . For p > 2 the results on exterior powers of V follow from [1] 4.9. The fact that the modules j V have a good filtration when p = 2 follows from [8] , Appendix A. SO(V) and for any λ ∈ X SO(V) , we have 
Assume that β is symmetric and non-degenerate, that p > 2 and that
Proof. (a) follows from [12] , Theorem 25.12. Moreover, by loc. cit. one knows that Ω(V) is neither simply connected nor adjoint. In this case, there are three groups in the isogeny class which are neither adjoint nor simply connected; Ω(V) is characterized by the fact that X contains neither ̟ r−1 nor ̟ r . Now (b) follows from the description in [2] , Plate IV. The assertions in (c) about i V for i < r are verified in [1] , 4.9. The assertion about r V is proved in [16] , Remark 3.4.
We conclude this discussion with the following result, which is similar to the methods used in [7] and [4] . 
When G = SL(V), with dim V = r + 1, we take t = r and we let
which has a good H-module filtration by assumption. Now let β be non-degenerate and alternating and let dim V = 2r. Then 3.2.3 shows that G = Ω(V) is again simply connected; again we take t = r and we let λ i = ̟ i for 1 ≤ i ≤ r. Applying 3.2.3, we have for each 1 ≤ i ≤ r an exact sequence of H-modules
Applying 2.2.1(a) together with our assumption, we conclude that res
Now let β be symmetric and non-degenerate and let dim V = 2r + 1. We take t = r and set λ i = ̟ i for i < r and λ r = 2̟ r . Then 3.2.4 shows that the λ i satisfy ( * ). Moreover, the same result shows that
has a good H-module filtration by assumption. Finally, let β be symmetric and non-degenerate and let dim V = 2r. We take t = r + 1, we set λ i = ̟ i for i < r − 1, and we set λ r−1 = ̟ r + ̟ r+1 , λ r = 2̟ r , and λ r+1 = 2̟ r−1 . It follows from 3.2.5 that ( * ) holds. Now, the same result shows that the H-modules
, and res Proof. We apply 2.4.1 using the set of fundamental dominant weights as in Remark 2.4.2. The result now follows from the descriptions found in 3.2.4 and 3.2.5 together with 3.2.6.
Some reductive subgroups of a classical group
Let V be a finite dimensional k-vector space, let β be a non-degenerate alternating or symmetric bilinear form on V and suppose that p > 2. As above put Ω(V) = Ω(V, β).
Let W ⊂ V be a linear subspace of V. We say that W is non-degenerate if the restriction of β to W is non-degenerate, and we say that W is isotropic if the restriction of β to W is identically zero.
Let W 1 , . . . , W r ⊂ V be non-degenerate subspaces with β(W
is a Donkin pair.
Proof. [4] , Prop. 3.3; here we are using that p > 2.
Let P ⊂ Ω(V) be a parabolic subgroup and let L ⊂ P be a Levi factor. Then there is a non-degenerate subspace W ⊂ V and an isotropic subspace
U ⊂ V such that L ≃ L 1 × L 2 where L 1
is equal to Ω(W) and L 2 is a Levi factor of a parabolic subgroup of SL(U).
Proof. The result follows from the well-known observation that a parabolic subgroup of Ω is the stabilizer of a flag of isotropic subspaces of V.
Some modules for SL 2 having a good filtration
We write S for the simple algebraic group SL 2 . Let ̟ ∈ X + S denote the fundamental weight for some choice of maximal torus of Borel subgroup of S. For any integer n ≥ 0 set ∇ S (n) := ∇ S (n̟), the unique induced S-module having dimension n + 1.
The S-module ∇ S (n) is simple if and only if n < p.
Proof. This is a consequence of the Linkage Principle [11] , §II.6.
A semisimple S-module V will be called restricted (or restricted semisimple) if dim
k V S = dim k V Lie(S) .
The following are equivalent for an S-module V. (a) V is a restricted semisimple S-module (b) There is an isomorphism
Proof. First, suppose that L is a simple S-module. If the highest weight nω of L satisfies n < p, it follows from [11] Finally, if (c) holds, it follows from 3.4.1 that the simple submodules of V all have the form L(n) = ∇ S (n) for n < p. The Linkage Principle [11] , II.6 shows that Ext 1 S (L(n), L(m)) = 0 whenever 0 ≤ n, m < p so indeed V is semisimple and (a) follows.
Let E be a finite dimensional restricted semisimple S-module. Then
• E has a good filtration as an S-module.
Proof. By hypothesis and 3.4.2, we may write
We may evidently view • E i as an S-submodule of • E for each i, and multiplication in the algebra
• E defines a S-module isomorphism
In view of 2.2.3, it suffices to prove the claim when E = ∇ S (n) for some n < p. Now,
i E as S-modules, so it is enough to see that i E has a good filtration as Smodule for each 0 ≤ i ≤ n + 1. Since E has a good filtration as S-module, 2.2.5 shows that i E has a good filtration as S-module for each i < p. This completes the proof if n < p − 1 since dim ∇ S (n) = n + 1. If n = p − 1, it only remains to note that dim E = p so that p E = k = ∇ S (0) has a good filtration as S-module.
Groups of exceptional type
Let G be a simply connected, quasisimple algebraic group whose root system R is of exceptional type of rank r: i.e. R is one of G 2 , F 4 , E 6 , E 7 , or E 8 . We always number the simple roots of R according to the tables found in [2] , Plate I-IX.
We begin with the following observations Proof. Since G is simply connected, L is also simply connected, so that L is isomorphic to the product of its connected center and its simply connected derived group L ′ . The result now follows by inspection of the Dynkin diagram of G.
Let L be a Levi factor of a parabolic subgroup of G. Then L is isomorphic to a direct product L
≃ L 1 × · · · × L
Good filtration subgroups of a group of exceptional type
Let W p be the affine Weyl group associated with G [11] , §II.6. We consider the so-called "dot-action" of W p on the weight lattice X = X * (T): for w ∈ W p and µ ∈ X we have w • µ = w(µ − ρ) + ρ where ρ = 1 2 ∑ α>0 α is the half-sum of positive roots. For a reductive subgroup H ⊂ G, recall that W(G, H) denotes the set of dominant weights for G for which the H-module res G H ∇ G (λ) has a good filtration. Recall also that for a G-module V with a good filtration, we write Supp(V) for the set of λ ∈ X + G for which ∇ G (λ) occurs as a layer in a good filtration of V. We first recall the following fact from [21] .
Let M be a G-module with good filtration for which res G H M has a good filtration as H-module. Let λ ∈ Supp(M). Suppose that one of the following holds for each
µ ∈ Supp(M) with µ = λ: (a) µ < λ and µ ∈ W(G, H), or (b) µ ∈ W p • λ.
Then λ ∈ W(G, H).
Proof. This is Lemma 6.3, [21] .
For any G-module M, let χ(M) denote the character of M; see [11] , §I.2.11 and II.5.
The characters χ(λ) for λ ∈ X +
G form a Z-basis of Z[T] W . In particular, if the finite dimensional Gmodule M has a good filtration, then χ(M) = ∑ λ∈X
+ G n λ χ(λ) where n λ ∈ Z ≥0 is
equal to the number of layers in a good filtration of M which are isomorphic to ∇ G (λ).
Proof. This follows from [11] , Lemma and Remark II.5.8.
The following result may be viewed as a sharpened version of 2.4.1 valid for exceptional groups. Proof. This theorem is proved using case-by-case computations with the computer program LiE [23] . Using 2.4.2, our goal is to show that ̟ i ∈ W(G, H) for 1 ≤ i ≤ r. In each of the cases (i)-(iv), the hypothesis gives a set of fundamental weights known to be in W(G, H). Next, using induced modules ∇ G (λ) for weights λ known to be in W(G, H), we construct certain modules F for which F has a good filtration as G-module and res G H F has a good filtration as H-module; that F and res G H F have the required filtrations will in each case be clear from either 2.2.3 or 2.2.5. We then use the character χ(F) together with 3.6.2 to compute Supp(F); the computation of the character of F is achieved in some cases using [23] .
We now apply 3.6.1 to F to obtain more weights known to lie in W(G, H) and then we repeat the procedure described above. The proof will be complete once we know that ̟ i ∈ W(G, H) for all i.
We describe details when G has type E 7 . In this case our initial assumption is that ̟ 1 , ̟ 7 ∈ W(G, H). Recall we assume that p ∈ {2, 5, 7}.
To argue that
Also note that this implies ̟ 1 + ̟ 7 ∈ W(G, H), a fact we will use below when analyzing
The dominant weights µ for which µ ≤ ̟ 2 + ̟ 7 are precisely ̟ 2 + ̟ 7 , ̟ 1 , ̟ 3 , ̟ 6 , and 2̟ 7 . Of these, we already know ̟ 1 , ̟ 3 , ̟ 6 ∈ W(G, H). Setting F = Sym 2 ∇ G (̟ 7 ) it follows from 3.6.1 that 2̟ 7 ∈ W(G, H). A similar argument shows that 2̟ 1 
. Let µ be a weight for which ∇ G (µ) is isomorphic to a layer in a good filtration of F; then µ ≤ ̟ 4 . If µ = ̟ 4 we already know that µ ∈ W(G, H). Thus by 3.6.1 we have ̟ 4 ∈ W (G, H) .
we conclude by 3.6.1 that ̟ 5 ∈ W(G, H), and we now have that
Hence the proof is completed for a group of type E 7 .
Groups of type F 4 , E 6 and E 8 are handled in a similar manner; we omit the details. 
Main results
Optimal SL 2 -subgroups of classical groups
Let G be a classical group with natural representation V as in §3.1. Recall that p > 2 if G = SL(V). Also recall the definition of optimal SL 2 subgroups from §2.5.
Let φ : SL 2 → G be a homomorphism of algebraic groups. Then φ is optimal if and only if V affords a restricted semisimple module for SL
Proof. This is observed in [18] , Remark 18 when G = SL(V), but the argument given there is valid for any Ω(V) as well. Proof. Let S ⊂ G be an optimal SL 2 -subgroup, i.e. the image of an optimal homomorphism SL 2 → G. According to 4.1.1, the natural representation V of G is a restricted semisimple S-module. It now follows from 3.4.3 that
• V has a good filtration as S-module. Finally, Theorem 3.2.6 now shows that (G, S) is a Donkin pair, as required.
We now wish to investigate optimal SL 2 -subgroups of the simply connected covering group G sc of the classical group G. Recall by 3.2.2 and 3.2.3 that the classical group G is simply connected unless G = Ω(V, β) with β a non-degenerate symmetric bilinear form.
Let β be a symmetric non-degenerate bilinear form on the finite dimensional vector space V, and let S be an optimal SL 2 -subgroup of Ω = Ω(V, β). Then S is distinguished if and only if res Ω S V is isomorphic as an S-module to a direct sum i V i of simple S-submodules V i ≃ ∇ S (n i ), where n i < p are even and pairwise distinct. If S is distinguished, the restriction of β to each V i is non-degenerate and S ⊂
Proof. First suppose that res Ω S V ≃ i ∇ S (n i ) with the n i as indicated. By 3.4.1 the V i = ∇ S (n i ) are simple self-dual S-submodules of V which are pairwise non-isomorphic, so the restriction of β to V i is non-degenerate for each i. Thus S is contained in the subgroup ∏ i Ω(V i ). Now, Schur's Lemma shows the endomorphism algebra End S (V) to be isomorphic to ∏ i k with the i-th factor acting by scalar multiplication on V i . Thus the centralizer T = C GL(V) (S) is the group of units
with Ω is precisely ∏ i Ω(V i ) and the intersection of T with ∏ i Ω(V i ) is finite. Thus C Ω (S) contains no positive dimensional torus and 2.5.4 implies that S is distinguished.
For the converse, let X ∈ Lie(S) be nilpotent; since S is assumed distinguished, the nilpotent element X is distinguished. According to [10] 
Proof. Let T be a maximal torus of the centralizer C G sc (S); then S is contained in the subgroup M = It remains to argue that (M 2 , S) is a Donkin pair. Since T is a maximal torus of C G sc (S), evidentally S is a distinguished optimal SL 2 -subgroup of M 2 . In particular, 4.1.3 shows that as an S-module, W is isomorphic to a direct sum i V i of simple S-submodules V i ≃ ∇ S (n i ) where n i < p are even and pairwise distinct. Moreover, S acts on W through its image in
According to 2.3.5 to see that (M 2 , S) is a Donkin pair, it suffices to see that the image of S in Ω(V i ) sc is a good filtration subgroup for each i. Thus we may and will suppose that M 2 = Ω(W) sc is the simply connected cover of Ω(W) with dim W = 2d ′ + 1 odd for some d ′ ≤ d, and that S acts irreducibly on W.
Using Theorem 4.1.2 together with 3.2.7, we see that S will be a good filtration subgroup of M 2 provided that the spin module L = ∇ Ω(W) sc (̟ d ′ ) has a good filtration as S-module. Since ̟ d ′ is a minscule weight for the root system B d ′ , one knows that the weights of the spin representation are precisely the Weyl group conjugates of ̟ d ′ . Using this description, one sees that when viewed as a module for S, the highest weight of the spin module L is
required modules for G given in Theorem 3.6.3 afford restricted semisimple modules for S and are hence good filtration modules for S. To do this, we check that the S-characters of these modules are sums of characters of simple induced modules ∇ S (n) for n < p (cf 3.4.1 and 3.4.2). We also need to determine the primes p for which there is an optimal SL 2 morphism φ : SL 2 → G corresponding to the given distinguished class. Let X ∈ Lie(B) be a nilpotent element in the distinguished orbit; then, by Theorem 2.5.3, it suffices to verify that X [p] = 0. Let g = ⊕ g(i) be the decomposition of g := Lie(G) coming from the cocharacter associated to X; then by Proposition 24 in [15] , X [p] = 0 if and only if g(i) = 0 for all i ≥ 2p. We use this criterion to determine for which primes
• When Lie(S) contains a regular nilpotent element of G, we have
Furthermore, there is an optimal SL 2 homomorphism corresponding to the regular nilpotent orbit when p ≥ 17.
• When S is of type
there is an optimal SL 2 homomorphism corresponding to this distinguished type when p ≥ 13 and for type E 7 (a 5 ) we need p ≥ 5.
• When S is of type 
Subsystem subgroups in the exceptional cases
Let G be a semisimple group. Recall that a subsystem subgroup of a semisimple group G is a connected semisimple subgroup which is normalized by a maximal torus of G. In this section we consider pairs (G, H) where H is a subsystem subgroup of G. Remark that Levi factors of parabolic subgroups of G are subsystem subgroups; these Levi factors are good filtration subgroups by 2.3.3.
Remark 4.3.1 (cf [13] • G is simply-connected of type F 4
• A 2 × A 2 : p ≥ 5.
• A 3 × A 1 : p ≥ 5.
• G is simply-connected of type G 2
• A 2 : p = 3.
• G is simply-connected of type E 6
• A 2 × A 2 × A 2 : p ≥ 5.
• G is simply-connected of type E 7
• A 5 × A 2 : p / ∈ {2, 5, 7}.
• G is simply-connected of type E 8
• A 8 : p ≥ 7.
• A 1 × A 2 × A 5 : p ≥ 7.
• A 4 × A 4 : p ≥ 7.
• D 5 × A 3 : p ≥ 7.
• E 6 × A 2 : p ≥ 7.
• A 1 × A 7 : p ≥ 11.
Proof. As with Theorem 4.2.1, this theorem is proved by a case-by-case computation using branching rules in LiE. For the given group G of exceptional type and subsystem subgroup H we first use LiE to compute the characters of the appropriate modules from Theorem 3.6.3 considered as H-modules. This character is written as a sum of characters of induced modules for H. We then find the minimal prime p ′ such that the highest weights of these induced modules for H lie in the low alcove. This implies that for p ≥ p ′ the G-modules from Theorem 3.6.3 afford simple induced modules for H and thus are good filtration modules for H. Hence that theorem implies that (G, H) is a Donkin pair for p ≥ p ′ . In addition, we can sometimes extend our analysis using linkage, as indicated in the example below.
As in the proof of Theorem 4.2.1, we will not give the details of each computation; we will instead give one illustrative example.
Let G be simply-connected of type E 8 and let H ⊂ G be the subsystem subgroup of type D 5 × A 3 . For a dominant weight µ of H let χ H (µ) denote the character of the induced module ∇ H (µ) with highest weight µ. We write the weights of D 5 × A 3 as (a, b, c, d, e, f , g, h), where (a, b, c, d, (0, 0, 0, 0, 0, 0, 2, 0), (0, 0, 0, 0, 0, 1, 0, 1), (0, 0, 0, 0, 1, 0, 1, 1),   (0, 0, 0, 0, 1, 1, 0, 0), (0, 0, 0, 1, 0, 0, 0, 1), (0, 0, 0, 1, 0, 1, 1, 0), (0, 0, 0, 1, 1, 0, 0, 0),  (0, 0, 1, 0, 0, 0, 1, 0), (0, 1, 0, 0, 0, 1, 0, 1)(1, 0, 0, 0, 0, 0, 0, 2), (1, 0, 0, 0, 0, 0, 1, 0),   (1, 0, 0, 0, 0, 2, 0, 0), (1, 0, 0, 0, 1, 0, 0, 1), (1, 0, 0, 1, 0, 1, 0, 0), (2, 0, 0, 0, 0, 0, 0, 0) . Also, the character of ∇ G (̟ 8 ) as an H-module is ∑ Checking all the above weights in this manner, we see that for all µ ∈ C ∪ C ′ , χ H (µ) is the character of a simple H-module for p ≥ 11.
To further extend the analysis we consider linkage. We check to see if we can find a prime < 11 so that µ is the minimal dominant weight in its linkage class for all µ ∈ C ∪ C ′ ; if so, χ H (µ) will be the character of a simple H-module for that prime also. This linkage computation now shows that for p = 7, χ H (µ) is the character of a simple induced module for all µ ∈ C ∪ C ′ . Thus H is a good filtration subgroup of G for p ≥ 7. 
