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Abstract When combining decisions made by two sep-
arate visual cognition systems, statistical means such as
simple average (M1) and weighted average (M2 and M3),
incorporating the confidence level of each of these systems
have been used. Although combination using these means
can improve each of the individual systems, it is not known
when and why this can happen. By extending a visual
cognition system to become a scoring system based on
each of the statistical means M1, M2, and M3 respectively,
the problem of combining visual cognition systems is
transformed to the problem of combining multiple scoring
systems. In this paper, we examine the combined results in
terms of performance and diversity using combinatorial
fusion, and study the issue of when and why a combined
system can be better than individual systems. A data set
from an experiment with twelve trials is analyzed. The
findings demonstrated that combination of two visual
cognition systems, based on weighted means M2 or M3, can
improve each of the individual systems only when both of
them have relatively good performance and they are
diverse.
Keywords Combinatorial fusion analysis (CFA) 
Decision-making  Visual cognition  Rank-score
characteristics (RSC) function  Cognitive diversity
1 Introduction
Many decisions that humans have to make are partially, or
even wholly, based on visual input. The split second nature
of such decisions may make the process seem simple.
However, there are many factors that are considered and
combined during this short time frame. On a neurological
level, there has been growing interest in understanding the
factors that are combined within the visual aspect alone [1,
2], as well as how visual information is joined with
information from other senses [3–7]. Combination of
multiple visual decisions has also been explored [5, 8, 9].
Prior research into how pairs of people can interactively
make decisions based on visual perception has been con-
ducted by several researchers including Bahrami et al. [8],
Ernst [5], and Kepecs et al. [9]. In Bahrami’s work, four
predictive models are used on experiments of varying
degrees of noise, feedback, and communication: coin-flip
(CF), behavioral feedback (BF), weighted confidence
sharing (WCS), and direct signal sharing (DSS). Bahrami
concludes that the WCS model is the only one that can be
fit over the empirical data. His findings indicate that the
accuracy of the decision-making is aided by communica-
tion between the pairs and can greatly improve the overall
performance of the pair.
Marc O. Ernst expands on the concept of WCS [5]
between pairs by proposing a hypothetical soccer match
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during which two referees determine whether the ball falls
behind a goal line. Similar to Bahrami’s proposal, Ernst’s
findings indicate that simply taking the approach of BF or a
CF omits information which could lead to an optimal joint
decision between the pair. However, while Ernst agrees
that the WCS model can lead to a beneficial joint deter-
mination, his findings also indicate that there are
improvements that can be made to the WCS model to
achieve a more optimal joint decision. With Ernst’s sce-
nario, Bahrami’s WCS model can be applied as the dis-
tance of the individual’s decision (di) divided by the spread
of the confidence distribution (r), which is di/ri. A modi-
fied version of WCS (which closely resembles DSS) using
sigma-square can produce a more accurate estimate
through the joint opinion, which is represented as di/ri
2. In
an affirmation of Bahrami’s research, Ernst also notes that
joint decision-making comes with a cost when individuals
with dissimilar judgments attempt to come to a consensus
in such a manner. Bahrami and Ernst set forth very dif-
ferent experimental methods, but their aim is very much
the same: to devise an algorithm for optimal decision-
making between two people based on visual sensory input.
In the other direction, neural bases for decision-making
and combining sensory information within senses have been
studied by Gold and Shadlin [10] and Hillis et al. [1]. Koriat
[11] indicated that there is no need to combine two heads’
decisions under a normal environment. His suggestion is to
simply take the decision of the most confident person.
Combinatorial Fusion Analysis (CFA), an emerging
information fusion paradigm, was proposed for analyzing
the combination of multiple scoring systems (MSS) (see
Hsu et al. [12–14]). CFA has been shown to be useful in
several research domains, including sensor feature selec-
tion and combination [15, 16], information retrieval, sys-
tem selection and combination [12, 17], text categorization
[18], protein structure prediction [19], image recognition
[20], target tracking [21], ChIP-seq peak detection [22],
and virtual screening [23]. These studies have shown in its
respective domain that combination of MSS performs
better than individual systems when the individual scoring
systems perform relatively well and they are characteris-
tically different [13, 14].
In a series of previous studies [24–26], a modified ver-
sion of the soccer goal line decision proposed by Ernst is
used as the data collection method. In this experiment, two
subjects observe a small target being thrown into a grass
field. The subjects are separately asked of their decision on
their perceived landing point of the target and their
respective confidences in their decisions. More recently,
we conducted two sets of experiments with a total of 20
trials on two different days (12 trials and 8 trials) [27, 28].
In each of these trials, a small token was thrown into a
grass field and landed at location A = (Ax, Ay). Two
subjects P and Q standing 40 feet away from the landing
site would perceive the landing site as at location P = (Px,
Py) and Q = (Qx, Qy) with confidence radius rP and rQ,
respectively. In these works, each visual cognition system
is treated as a scoring system which assigns a score to each
of the partitioned intervals in the common visual space.
Then the problem of combining visual cognition systems is
transformed to the problem of combining multiple scoring
systems. The combination is analyzed using the CFA
framework. Results obtained showed that combination by
rank as well as by score can improve individual systems.
In this paper, we explore the issue of when and why a
combination of two cognitive systems is better than each
individual system using the CFA. In particular, we use the
concept of ‘‘cognitive diversity’’ and the notion of ‘‘per-
formance ratio’’ to analyze the outcome of the combina-
tion. Using the data set from the experiment with twelve
trials [27], we demonstrate, as in other domain applica-
tions, that combination is positive (better than or equal to
the best of the two individual systems) only if the two
systems, based on weighted mean using confidence radius,
are relatively good (higher performance ratio) and they are
diverse (higher cognitive diversity).
Section 2 of this paper discusses two methods of com-
bining visual cognition systems: statistical mean and
combinatorial fusion. In Sect. 2.1, three statistical means
M1, M2, and M3 are calculated as average or weighted
mean using the confidence radius as the weight. Based on
these means, scoring systems p and q are constructed from
the two visual cognition systems P and Q, respectively, in
Sect. 2.2. Section 2.3 gives the method to combine these
two visual scoring systems using the CFA framework.
Section 3 gives the definition of cognitive diversity and the
notion of performance ratio. Section 4 consists of exam-
ples, in particular the data set of an experiment with twelve
trials of pairs of visual cognition systems [27]. Combina-
tion of these two visual cognition systems and analysis of
the combination for the data set is discussed in more detail
in Sect. 4.2 and 4.3. A summary of the results and possible
future works is discussed in Sect. 5.
2 The CFA framework for combining two visual
cognition systems
2.1 Computing various statistical means
When we make a decision based on visual input, we can
consider this decision-making as a contemplation of various
choices or candidates. Given two perceived locations
P = (Px, Py) and Q = (Qx, Qy) (with confidence radiusrP and
rQ, respectively) of the actual landing site A = (Ax, Ay), we
wish to find a new location L (obtained by the joint decision of
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P and Q) so that L is better than P and Q (distance between L
and A is smaller than those between P and A, and Q and A).
When determining a joint decision, typically an average or a
weighted average approach is used to determine a mean.
Average mean M1 = (M1x, M1y) of the two locations P = (Px,
Py) and Q = (Qx, Qy) is calculated as
M1 ¼ P þ Qð Þ =2; ð1Þ
and weighted means are obtained by
M2 ¼ P=rP þ Q= rQð Þ = 1=rP þ 1= rQð Þ; ð2Þ
and
M3 ¼ P=r2P þ Q= r2Q
 
= 1=r2P þ 1= r2Q
 
; ð3Þ
where P and Q are the perceived locations of the individual
subjects P and Q, and rP and rQ are the confidence mea-
surement of the two subjects, respectively.
2.2 Converting each visual cognition system
to a scoring system
In the experiments we conducted, each of the two subjects
provides an individually determined decision on where they
respectively perceived the same target has landed in a field.
Each coordinate on the field can be considered as a candidate
for the respective participants’ decisions of the perceived
landing point. We are able to obtain a weight for each decision
and their combination by asking each subject of a radius
measurement of confidence around his or her decision. The
smaller the radius measure of confidence, the more confident
is the participant. We use radius R to calculate the spread (i.e.,
standard deviation) of the distribution around the perceived
landing point, or r. In our research, we use
r ¼ 0:5R: ð4Þ
2.2.1 Set common visual space
The r values are used in Formulas (1), (2), and (3) to deter-
mine the positions of the means and denoted as M1, M2, and M3
respectively. The distance between Mi and A, mi = d(Mi, A),
where A is the actual landing site, is used to evaluate the
performance of Mi. With the field used as a two-dimensional
coordinate grid, P, Q, and A are represented as x- and y-
coordinates. Three formulas are used to calculate the mean of
P and Q, as Mi, where i = 1, 2, or 3. Mi falls somewhere in
between points P and Q and is determined as a coordinate.
The longer of either segment PMi or MiQ is extended
30 % to the left to point P0 or to the right to point Q0,
respectively. The shorter side is extended more to create
the widened observation area P0Q0 so that Mi is the mid-
point of P0 and Q0. We refer to the line segment P0Q0 as the
common visual space (Fig. 1).
We partition the length, d(P0,Q0), of line segment P0Q0
into 127 intervals with midpoint di in each interval i, i = 1,
2, …, 127, and with each interval length d(P0,Q0)/127. The
midpoint of the center interval, in this case, d64, contains
Mi.
2.2.2 Treat P and Q as two scoring systems p and q
Normal distribution probability curves for each participant
are created with the point P and Q as the mean and using
the confidence radii values, rP
2 and rQ
2 of P and Q as the
variances of P and Q, respectively (see Fig. 2 in the case of
15 intervals). The following formula is used to determine
normal distribution:
Y ¼ 1= rp 2pð Þð Þð Þ  e  xlð Þ2½ =2r2; ð5Þ
where x is a normal random variable, l is the mean, and r
is the standard deviation. A normal distribution curve spans
infinitely to the right and to the left. Therefore, our two
scoring systems p and q create overlapping distributions
that span the entire visual plane between P0 and Q0. Scoring
system p and scoring system q, respectively, scores each of
the 127 intervals on the common visual space. For normal
distribution functions with point P and Q as the mean and
rP and rQ as the standard deviation respectively, each of
the scoring systems p and q assigns interval di a score
between 0 and 1 according to formula (5) (see Fig. 2 in the
case of 15 intervals). These are the score functions sp and
sq. The values of the score function s are sorted from
highest to lowest to obtain the rank functions rp and rq,
respectively (see Fig. 3). The di with the lowest integer as
its rank has the highest score.
2.3 Combining scoring systems p and q using
both score and rank combination
Let D be a set of candidates with |D| = n. Let N = [1, n] be
the set of integers from 1 to n and R be a set of real
numbers. In the context of a CFA framework, a scoring
P′ P Mi Q Q′
Fig. 1 The extension of PQ to P0Q0 based on Mi for i = 1, 2, or 3
Fig. 2 Partition of P0Q0 into 15 intervals with center Mi
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system A consists of a score function sA and a rank function
rA on the set D of possible n positions (in this paper,
D = {di| i = 1, 2, …, 127}).
In the setting of this paper, the score function sC of the
score combination of derived scoring systems p and q in
our experiment is
sC dið Þ ¼ sp dið Þ þ sq dið Þ
 
=2: ð6Þ
The score function sD of the rank combination of the two
scoring systems p and q in our experiment is
sD dið Þ ¼ rp dið Þ þ rq dið Þ
 
=2: ð7Þ
When we sort sC(di) in descending order, we obtain the
rank function of the score combination, called rC(di). When
we sort sD(di) in ascending order, we obtain the rank
function of the rank combination, called rD(di). The top
ranked interval in rC(di) is called C. The top ranked interval
in rD(di) is called D (see Fig. 3). These points are consid-
ered the optimal score and rank combination, respectively,
and are used for evaluation of the combination result. The
performance of the points (P, Q, Mi, C, and D) is deter-
mined by each respective point’s distance from target
A. A shorter distance indicates higher performance (Fig. 4).
3 Cognitive diversity and performance ratio
3.1 Cognitive diversity
Given the score function sA of the system A and its derived
rank function rA, rank-score characteristic (RSC) function
fA, which is a composite function of sA and the inverse of
rA, defined by Hsu et al. [13, 14] is a function from N to R
and can be computed mathematically as (see Fig. 5).
fA ið Þ ¼ ðsAr1A Þ ið Þ ¼ sAðr1A ið ÞÞ: ð8Þ
The cognitive diversity between two scoring systems p
and q, d(p,q) is calculated using RSC functions fp and fq
(also see [23]) as
d p; qð Þ ¼ dðfp; fqÞ ¼
X127
i¼1




The performances of each P and Q for all trials are used in
calculating the performance ratio. Performance of P (or Q)
is determined by the distance between P (or Q) and A, d(P,
A) [or d(Q, A)], respectively. Shorter distance indicates
high performances. Each distance is inverted and then
multiplied by the maximum distance md = max{d(Pi, Ai),
d(Qi, Ai) | i = 1, 2,…, 12} for all trials. Let
MAX = max md
dðPi;AiÞ ;
md
dðQi;AiÞ i ¼ 1; 2; . . .; 12j
n o
. Then this
set of numbers is each divided by MAX. In this way, the
performance for each of the 12 P and Q is in the set (0, 1].
The smaller performance over the higher performance for
Fig. 3 Score and rank function for respective scoring systems p and
q undergo CFA to produce score combination C and rank combina-
tion D
Fig. 4 Layout of Mi, i = 1, 2, or 3, C, and D in relation to P, Q, and
their distance to A. The distances between the 5 estimated points and
A are noted on each line [24]
Fig. 5 Score function sA, rank function rA, and RSC function fA of the
scoring system A [13, 14]
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P and Q is the performance ratio after it is normalized
again among the twelve ratios to be in (0, 1].
4 Example
4.1 Data set
We use the data set from an experiment of twelve trials
conducted by the authors in [27]. Each trial consists of two
volunteers P and Q with confidence radius rP and rQ. Each
gives a visual cognitive estimate of the actual token land-
ing site A as P and Q respectively.
Table 1 lists coordinates of P (Px, Py), Q (Qx, Qy), and
A (Ax, Ay) as well as the confidence radius rP and rQ of
P and Q respectively.
4.2 Combination results and analysis
The decision of Participant p, marked as P, and the deci-
sion of Participant q, marked as Q, are used to obtain line
segment PQ. The radii of confidence are used to calculate
the two r values to locate the coordinates of points M1, M2,
and M3 along the extended P
0Q0. To combine and compare
the two visual decision systems of p and q, a common
plane must be implemented to be evaluated by the different
systems. The 127 intervals along the P0Q0 line serve as the
common visual space to be scored.
When P0Q0 has been partitioned into the 127 intervals
mapped according to Mi, the intervals are scored according
to the normal distribution curves of P and Q using the
standard deviation rP and rQ, respectively. Both systems
assume the set of common interval midpoints d1, d2,
d3,…,d127. Each scoring system, p and q, consists of a score
function. We define score functions sP(di) and sQ(di) that
map each interval, di, to a score in systems p and q,
respectively. The rank function of each of the systems
p and q maps each element di to a positive integer in N,
where N = {x | 1 B x B 127}. We obtained the rank
functions rP(di) and rQ(di) by sorting sP(di) and sQ(di) in
descending order and assigning a rank value from 1 to 127
to each interval. C and D based on Mi, for i = 1, 2, and 3,
are calculated, and the distances to target A are computed.
The point with the shorter distance from the target is
considered the point with the better performance.
Table 2 lists the performance of (P, Q), confidence
radius of P, Q and performance of C and D based on Mi,
i = 1, 2, and 3. Table 3 lists performance for Mi, i = 1, 2,
and 3 in the twelve trials. Table 4 gives comparisons of the
performance of C or D to that of P and Q, and to Mi. We
note that Koriat’s criterion, taking the decision of the most
confident system, gives a correct prediction of 7 out of the
12 trials (Trials 1, 2, 4, 6, 8, 9, and 11). The score com-
bination C or rank combination D obtained by CFA
improves P and Q in 8, 7, and 6 out of the 12 trials when
the common visual space mean is M1, M2, and M3
respectively. It is interesting to note that C or D improves
P and Q in more trials based on M1 than those based on M2
or M3 because M1 does not take into consideration the
confidence radius as weighted means (Table 4(a)). The
same reason can be given to Table 4(b) where C or D can
improve M1 in more trials than M2 or M3. In addition, in
the 4 trials (Trials 3, 5, 10, and 12) that Koriat’s criterion
fails to apply, they can all be improved using the CFA
framework.
Figures 6 and 7 illustrate the performances of P, C, D,
Mi and Q for i = 1, 2, and 3 in Trials 2 and 7 respectively.
In Trial 2, P performs quite good and has a higher confi-
dence radius than Q. When given weighted means M2 and
M3, combinatorial fusion C or D performs better than P and
Q. However, in Trial 7, P performs better but has a lower
confidence radius than Q. In this case, C or D does not
Table 1 Coordinates of P, Q,
and A and confidence radius (r)
of P and Q for the 12 trials [27]
Trial (Px, Py) rP (Qx, Qy) rQ (Ax, Ay)
1 (11.5, 134.5) 11.5 (78.5, 105) 16 (94, 124)
2 (23.5, 56) 7 (112, 96.75) 21.5 (28.5, 43)
3 (105, 134.25) 21 (78.5, 87.75) 22 (39.5, 119)
4 (229.25, 151.5) 14 (256, 162.5) 15.5 (216.25, 149.75)
5 (125.5, 13.5) 0.5 (112.75, 57.25) 3 (113.75, 46)
6 (184.5, 108.25) 21.5 (164.5, 249.75) 12 (173.25, 212.5)
7 (22, 190.5) 7 (17, 227.75) 6 (14.75, 195)
8 (98.75, 57) 12.5 (71.25, 25.5) 12 (16.5, 1)
9 (205.5, 15) 17 (204, 21.5) 6.5 (203, 26)
10 (100.5, 4.5) 19.5 (172, 25.25) 6 (127, 9.5)
11 (236.25, 43) 4 (234, 72.75) 4.5 (229, 51.5)
12 (98.5, -75.5) 10 (99, 30) 12 (96, 4)
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improve P and Q based on M2 or M3 when more weight is
given to Q. Therefore, we observe that giving more weight
to the better performer with a higher confidence leads to a
combination which improves P and Q. We call such a case
a positive case. In the following Sect. 4.3, we investigate in
general when combination (either rank or score combina-
tion) can improve P and Q.
4.3 Positive cases versus Negative cases
We plot the result of a score or rank combination of P and
Q, distinguishing positive cases as ‘‘h’’ or ‘‘e’’ and
negative cases as ‘‘9’’ or ‘‘?’’ on the two-dimensional
coordinate plane with the y-axis as the cognitive diversity
d(P, Q) and the x-axis as the performance ratio Pl/Ph
(lower performance over higher performance) for all the
trials for each Mi, i = 1, 2, or 3. Each trial within each
graph is noted as positive when rank or score combination
performs better than both P and Q, and negative when it
does not. The average for all positive cases and the average
for all negative cases is also marked for each graph as ‘‘j’’
and ‘‘X’’ respectively.
Cognitive diversity between P and Q, d(P, Q), is the
diversity between two RSC functions fp and fq, d(fp, fq), and
Table 2 Performance of combination: (a) Performance of P, Q, (b) Confidence radius of P, Q, (c) Performance of C and D based on M1, M2, and
M3, respectively
Trial (a) Per. (P,Q) (b) Confidence Radius
(rP, rQ)
(C)(1) Per. of C, D;
based on M1
(C)(2) Per. of C, D;
based on M2
(C)(3) Per. of C, D;
based on M3
1 (20.41, 24.52) (11.5, 16) (20.24, 20.24) (20.63, 20.07) (20.14, 20.14)
2 (13.93, 99.3) (7, 21.5) (13.96, 13.96) (13.91, 13.91) (13.91, 13.91)
3 (67.25, 49.98) (21, 22) (66.71, 49.94) (66.72, 67.13) (66.70, 67.15)
4 (13.12, 41.74) (14, 15.5) (14.47, 13.23) (14.40, 13.11) (14.48, 13.19)
5 (34.56, 11.29) (0.5, 3) (34.38, 11.12) (10.95, 10.95) (34.51, 10.94)
6 (104.86, 38.26) (21.5, 12) (37.70, 37.70) (37.63, 37.63) (37.95, 37.95)
7 (8.53, 32.83) (7, 6) (32.68, 8.44) (32.88, 32.44) (32.68, 32.68)
8 (99.5, 59.98) (12.5, 12) (60.13, 60.13) (59.79, 59.79) (59.90, 59.90)
9 (11.28, 4.61) (17, 6.5) (4.86, 4.64) (4.86, 4.65) (4.95, 4.56)
10 (26.97, 47.68) (19.5, 6) (47.38, 26.68) (47.73, 46.48) (47.24, 47.24)
11 (11.17, 21.83) (4, 4.5) (11.08, 11.08) (11.08, 11.08) (11.22, 10.92)
12 (79.54, 26.17) (10, 12) (79.12, 25.76) (79.80, 78.53) (78.86, 78.86)
Bold numbers indicate C and/or D perform better than P and Q in (C)(1), (C)(2) and (C)(3). Bold numbers indicate better performance of the two
systems in (a) and higher confidence in (b)
Table 3 Performance of M1, M2, M3 in 12 trials
Trial
1 2 3 4 5 6 7 8 9 10 11 12
M1 4.37 51.52 52.86 27.35 11.91 33.52 14.90 79.45 7.95 10.70 8.84 26.89
M2 4.13 28.45 53.08 26.62 33.09 13.53 16.21 79.05 6.45 30.20 8.28 31.66
M3 6.28 17.26 53.32 25.90 34.51 5.41 17.53 78.64 5.46 41.25 7.78 36.36
Each bold number indicates the performance of Mi in the Trial is better than P and Q. M3 is best among Mi’s in Trials 2, 4, 6, 8, 9, and 11
Table 4 Comparisons of performance of C or D to that (a) of P and Q, (b) of Mi, and (c) of P, Q, and Mi (set of 36 cases in Table 2)
(a) C or D C P and Q (b) C or D C Mi (c) C or D C P, Q,& Mi
M1 1, 3, 5, 6, 7, 10, 11, 12 (8/12) 2, 3, 4, 5, 7, 8, 9, 12 (8/12) 3, 5, 7, 12 (4/12)
M2 1, 2, 4, 5, 6, 8, 11 (7/12) 2, 4, 5, 8, 9 (5/12) 2, 4, 5, 8 (4/12)
M3 1, 2, 5, 6, 8, 9 (6/12) 2, 4, 5, 8, 9 (5/12) 2, 5 (2/12)
Total 21/36 18/36 10/36
26 A. Batallones et al.
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Fig. 6 Performance of P, C, D,
and Q based on M1 (a), M2 (b),
and M3 (c) respectively for Trial
2, a Performance of P, Q, C, and
D based on M1 in Trial 2,
b performance of P, Q, C, and
D based on M2 in Trial 2,
c performance of P, Q, C, and
D based on M3 in Trial 2
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Fig. 7 Performance of P, C, D,
and Q based on M1 (a), M2 (b),
and M3 (c) respectively for Trial
7, a Performance of P, Q, C, and
D based on M1 in Trial 7,
b performance of P, Q, C, and
D based on M2 in Trial 7,
c performance of P, C, D, and
Q based on M3 in Trial 7
28 A. Batallones et al.
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is calculated using formula (9). Cognitive diversity values
are normalized to (0, 1] in each case based on Mi, i = 1, 2,
and 3 (see Table 5). Figure 8 depicts the positive versus
negative cases based on each Mi, i = 1, 2, and 3 (Fig. 8a–c
respectively) in terms of cognitive diversity (y-axis) and
performance ratio (x-axis).
5 Summary and future work
In our previous work [27, 28], it has been demonstrated
that combination of two visual cognition system using the
CFA framework can improve each of the individual sys-
tems. In this paper, we analyze outcomes of these combi-
nations according to positive cases or negative cases using
the notions of cognitive diversity and performance ratio on
the data set of an experiment with 12 trials [27]. It is
demonstrated that in the majority of the 72 cases of rank
combinations and score combinations (12 9 2 9 3 = 72)
(see Fig. 8a–c), combination of two visual systems, based
on weighted means M2 or M3, can outperform each of the
individual systems only if they each perform relatively well
(with higher performance ratio) and they are diverse (with
high cognitive diversity).
In an earlier work by Hsu and Taksa [12], it was
shown that under certain conditions, rank combination
can be better than score combination. In the current
study, each of the six trials (Trials 1, 2, 5, 6, 9, and 10)
has higher diversity than the remaining six trials. Similar
to the results in [12], the six trials do have better rank
combination (D) than score combination (C). It is also
interesting to note that improvement in the other six
trials was carried out by rank combination only (Trial 3,
4, 7, 8, 11, and 12). In other cases, whenever score
combination (C) improves P and Q, rank combination
(D) can also improve. All these indicate that the CFA
framework, which uses score and rank combination, is
robust in analyzing combination and decision problems
for visual cognition systems.
In the combination of decisions or visual cognition
systems, as well as the integration of signals from different
sensors, statistical means or weighted means such as M1,
M2, or M3 are often used [1, 3, 4, 5, 8]. It has been observed
in these previous studies that M3, using 1/rP
2 (or 1/rQ
2 ) as
the weight assigned to system P (or Q), provides better
combination results. In our current study, when comparing
M1, M2, and M3 in each of the 12 trials, it is shown that M3
is better than M1 and M2 in 6 of the 12 trials, while M1 and
M2 are the best in 5 and 1 of the 12 trials respectively,
independent of the performance of P and Q. So our current
study supports that observation. However, when comparing
improvements of Mi over P and Q, it was shown in our
study that the statistical means M1, M2, and M3 can
improve P and Q in 4, 3, and 3 trials, respectively (see
Table 3). On the other hand, the CFA framework (C or D)
based on M1, M2, or M3 can improve P and Q in 8, 7, or 6
trials. All these indicate that the CFA framework is a viable
analytic method in combining visual cognition systems and
can be generalized to analyze data in bioinformatics and
neuroscience.
In summary, our CFA framework provides two criteria:
performance ratio and cognitive diversity to guide us to
combine two visual cognition systems with confidence
radii. In the case of unsupervised learning or when the
performance cannot be evaluated (e.g., the location of A is
not known), cognitive diversity itself can be used to direct
us when to combine (when the cognitive diversity is big
enough) or how to combine (use rank combination or score
combination) (see [12, 14, 21, 22, and 23]).
Our future work includes the following:
(1) Apply CFA framework to the combination of more
than two visual systems;
(2) Study the effect of the number of partition intervals
in the common visual space defined by P0Q0;
(3) Use other diversity measurements such as Pearson’s
correlation (between two score functions sA and sB)
and Kendall’s tau (see [29]) or Spearman’s rho
(between two rank functions rA and rB); and
(4) Apply CFA framework to combination of multiple
sensing systems or combination of multi-modal
physiological systems.
Table 5 Cognitive diversity
Trial d(p, q) in M1 d(p, q) in M2 d(p, q) in M3
1 0.338434959 0.194412684 0.291268428
2 0.785773308 0.596314746 0.758254198
3 0.056297571 0.003988946 0.059975847
4 0.081718215 0.007480963 0.106193355
5 0.546649181 0.257373029 0.394914152
6 0.474573259 0.315880355 0.443491266
7 0.053300385 0.017943343 0.016196129
8 0.040005652 0.002402607 0.039874004
9 0.516003209 0.36502678 0.779226911
10 1 0.774343099 1
11 0.024840875 1 0.02068517
12 0.068319595 0.060741956 0.093857643
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Fig. 8 Positive versus negative
cases resulting from the 24
score and rank combinations in
terms of cognitive diversity d(P,
Q) (y-axis) and performance
ratio Pl/Ph (x-axis) based on M1
(a), M2 (b), and M3
(c) respectively, a Positive
versus negative cases based on
M1, b positive versus negative
cases based on M2, c positive
versus negative cases based on
M3
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