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2 ZusammenfassungSome boundary value problems yield anisotropic solutions, e.g. solutions withboundary layers. If such problems are to be solved with the nite element method(FEM), anisotropically rened meshes can be advantageous. In order to constructthese meshes or to control the error one aims at reliable error estimators.For isotropic meshes such estimators are known but they fail when applied toanisotropic meshes. Rectangular (or cuboidal) anisotropic meshes were already in-vestigated. In this paper an error estimator is presented for tetrahedral or triangularmeshes which oer a much greater geometrical exibility.Gewisse Randwertprobleme besitzen anisotrope Losungen, z.B. Losungen mitRandschichten. Wird die Finite Elemente Methode (FEM) zum Losen verwendet,so bieten sich anisotrop gestreckte Netze an. Zur Konstruktion solcher Netze oderzum Beurteilen der Gute der Naherungslosung sind Fehlerschatzer gewunscht.Fur isotrope Netze werden solche Fehlerschatzer schon langer genutzt, sie liefernbei anisotropen Netzen aber nicht die erhoten Resultate. Anisotrope Rechtecknet-ze (bzw. kubische Netze) wurden bereits untersucht. (Anisotrope) Tetraeder- oderDreiecksgitter besitzen aber eine viel groere geometrische Flexibilitat. In dieserArbeit wird ein Fehlerschatzer dafur vorgestellt.Keywords: nite elements, error estimator, anisotropic solution, stretchedelements, tetrahedral mesh, triangular meshAMS(MOS): 65N30, 65N15
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4 1 EINFUHRUNG1 EinfuhrungIn dieser Arbeit betrachten wir die Poisson-Gleichung mit homogenen Dirichlet-Randbe-dingungen  u = f in 
  Rn;u = 0 auf  D = @
 :Wir beschranken uns hier auf polygonal berandete Gebiete 
 des R3 bzw. des R2. AlleUberlegungen sind fur n = 3 dargelegt; die erforderlichen Modikationen fur n = 2 sindoensichtlich. Es wurde versucht, eine fur beide Falle gultige Notation zu benutzen. EineListe der verwendeten Bezeichnungen bendet sich am Ende dieser Einleitung.Sei H1o (
) der ubliche Sobolevraum von Funktionen mit homogenen Randbedingun-gen. Die schwache Formulierung zu obigem Problem istFinde u 2 H1o (
) : (ru;rv) = (f; v) 8 v 2 H1o (
) (1)bei gegebenem f 2 L2(
).Um die Finite-Elemente-Methode (FEM) zur Losung solcher Probleme anzuwenden,wird 
 triangularisiert. Vh sei der Raum der stetigen, stuckweise linearen Funktionenuber der Triangularisierung T . Sei Vo;h := Vh \ H1o (
) der entsprechende Raum mithomogenen Dirichlet-Randbedingungen. Eine Naherungslosung uh erhalt man, indem mandie Variationsgleichung auf den endlichdimensionalen Unterraum Vo;h einschrankt:Finde uh 2 Vo;h : (ruh;rvh) = (f; vh) 8 vh 2 Vo;h : (2)In der klassischen FEM-Theorie wird gefordert, da das Verhaltnis Umkugel- zu In-kugelradius der niten Elemente T (z.B. Quader, Tetraeder oder Rechtecke) beschranktist. Fur bestimmte Probleme wurden lokale Residuenfehlerschatzer fur ein Tetraeder Thergeleitet (siehe z.B. [6]):T (uh) := 0@h2T  kfk2T + XE2@Tn D hT  krE(uh)k2E1A1=2 :Hier ist hT der Durchmesser von T und rE(uh) der Gradientensprung von uh uber dieFlache E. Dann gilt kr(u  uh)k2  c  XT2T 2T (uh) :Die Konstante c ist unabhangig von der Funktion u, einem Tetraeder T und der Triangu-larisierung T . Das gilt auch fur alle weiteren Konstanten c in dieser Arbeit.Bei speziellen Randwertproblemen treten jedoch anisotrope Losungen auf, die sich ineiner Raumrichtung stark andern, in einer anderen Richtung aber kaum. Beispiele dafursind Losungen mit Randschichten oder inneren Schichten. Dort bieten sich Netze mit
5niten Elementen an, deren Seitenverhaltnisse sehr gro werden konnen (oder sogar un-beschrankt bei zunehmender Verfeinerung), s.a. [2]. Diese Eigenschaft fuhrt dazu, da derobige Fehlerschatzer nicht mehr die gewunschten Ergebnisse liefert. Insbesondere hangtdie Konstante c von der Triangularisierung T ab, s.a. [1].Um diese Abhangigkeit zu beseitigen, wurden ein Fehlerschatzer fur anisotrope kubi-sche Gitter (z.B. Quadergitter) von Siebert [5] hergeleitet. Dieser anisotrope Fehlerschat-zer hat die FormT (uh) := 0@h2min;T  kfk2T + XE2@Tn D hE  krE(uh)k2E1A1=2 :d.h. die Faktoren vor den Normen wurden durch die kleinste Elementseitenlange hmin;Tbzw. durch die Hohe hE uber einer Flache E ersetzt.Bei realen Problemen sind kubische Gitter zur Diskretisierung eines Gebietes 
 nichtimmer geeignet, da ihre geometrische Flexibilitat gering ist. Deshalb wird in der vorliegen-den Arbeit ein Fehlerschatzer fur anisotrope Tetraeder- bzw. Dreiecksgitter untersucht,wobei ein analoges Resultat erzielt wird. Die Beweise sind schwieriger, da Tetraeder imGegensatz zu Quadern keine drei ausgezeichnete Raumrichtungen besitzen. Die Herleitunglehnt sich an die Arbeiten von Siebert [5], Clement [4] und Verfurth [6] an und besitztfolgende Grobgliederung: Denition der Bezeichnungen, der Transformation, der Ableitung ~Di und der RaumeH1T (
) bzw. H1o;T (
) der angepaten Funktionen; Netzvoraussetzungen und grund-legende Beziehungen, Denition einer lokalen L2-Projektion und Angabe entsprechender Abschatzungen, Denition eines globalen Interpolationsoperators R : H1T (
) 7! Vh sowie Beweisentsprechender Abschatzungen; Berucksichtigung der homogenen Randbedingungenliefert den Interpolationsoperator Ro : H1o;T (
) 7! Vo;h, Denition und Abschatzung des Fehlerschatzers.Auerdem enthalt der Anhang eine Zusammenfassung der wichtigsten Ungleichungen, diezum Nachvollziehen der Beweise sicher nutzlich ist.Es soll hier betont werden, da in dieser Arbeit nur eine untere Schranke des Feh-lerschatzers hergeleitet wird. Weitere wichtige Aspekte mussen noch betrachtet werden: Eine obere Schranke des Fehlerschatzers soll abgeleitet werden. Numerische Beispiele mussen die Berechtigung dieses anisotropen Fehlerschatzersbestatigen. Die Erweiterung auf hoherdimensionale Ansatzfunktionen sollte versucht werden. Geeignete anisotrope Verfeinerungsstrategien mussen gefunden werden.
6 1 EINFUHRUNGListe der verwendeten SymboleEinige Bezeichnungen haben im R3 bzw. im R2 unterschiedliche Bedeutung (zum Beispielist T entweder ein Tetraeder oder ein Dreieck).
 polygonal berandetes Gebiet des R3 (bzw. des R2) D = @
 Dirichlet-Rand von 
L2; H1; H1o ubliche Sobolevraume uber 
H1T (
); H1o;T (
) Raume angepater Funktionen(; ) , (; )! L2(
)-Skalarprodukt bzw. L2(!)-Skalarproduktk  k L2-Norm uber 
k  k! ; k  kE L2-Norm uber Gebiet ! bzw. uber Flache Ek  k2 Spektralnorm einer MatrixT Triangularisierung von 
Vh; Vo;h FEM-Raum uber T (z.B. lineare Ansatzfunktionen)T 2 T Tetraeder (oder Dreieck)jT j Volumen (oder Flacheninhalt) meas(T ) von Tpi spezielle Vektoren von T , i = 1 : : : n (siehe Denition)hi = hi;T Lange jpij des Vektors pihmin;T := minfhi;Tghi(x) globale Funktion, die uber T den Wert hi;T annimmtFA an lineare Abbildung vom Einheitstetraeder T auf TFC an lineare Abbildung vom Referenztetraeder T̂ auf TAT ; CT die linearen Transformationsmatrizen der Abbildungen FAbzw. FC~Di (normierte) Richtungsableitung in Richtung piE beliebige Flache von T (bzw. Kante eines Dreiecks T )jEj Flacheninhalt (bzw. Lange) meas(E) von EhE Lange der Hohe uber ErE(vh) Gradientensprung einer Funktion vh 2 Vh an der Flache Eaj Knoten der TriangularisierungMj Makroelement, Mj := ST3aj TjMjj Volumen (oder Flacheninhalt) meas(Mj) von MjP = Pj L2-Projektor uber MjI spezieller Integralmittel-Operator'j lineare Ansatzfunktion zum Knoten aj,'j(ai) = ji (Kronecker-Symbol)NI ; NT Menge der inneren Knoten bzw. Menge der Knoten aj 2 T
72 BezeichnungenGegeben sei eine Triangularisierung T und ein beliebiges Tetraeder T 2 T daraus. Furdieses Tetraeder wird folgende Notation eingefuhrt.2.1 TetraederbezeichnungenDie Bezeichnung der vier Eckpunkte mit P0; : : : ; P3 sei eindeutig durch folgende Bedin-gungen gegeben: P0P1 sei die langste Seite von T . 4P0P1P2 sei das Dreieck mit grotem Flacheninhalt unter den beiden, die die SeiteP0P1 enthalten. P0P2 sei die kurzeste Seite des Dreiecks 4P0P1P2. Damit wird festgelegt, welcherEckpunkt P0 bzw. P1 ist. P3 sei der letzte Eckpunkt.Weiterhin werden drei Vektoren deniert: p1 :=  !P0P1 . p2 sei der Vektor, der vom Lotfupunkt von P2 auf P0P1 nach P2 zeigt. p3 sei der Vektor, der vom Lotfupunkt von P3 auf das Dreieck 4P0P1P2 nach P3zeigt.Abbildung 1 moge diese Notation verdeutlichen.Die Lange der Vektoren pi werde mit hi = hi;T := jpij bezeichnet, i = 1; 2; 3. Aus derBezeichnung der Eckpunkte Pi folgt sofort h1 > h2  h3 . Damit wir fur den R3 und denR2 eine einheitliche Schreibweise nutzen konnen, setzen wir auerdemhmin;T := mini=1:::nfhi;Tg :Im R3 gilt folglich hmin;T = h3;T . Weiterhin wird fur alle x 2 
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Abbildung 2: Einheitstetraeder T und Referenztetraeder T̂Die transformierten Ableitungen erfullen die Gleichungenrv = ATTrv und r̂v̂ = CTTrv :Die Abschatzung der Norm einer Transformationsmatrix wird durch folgendes einfacheLemma (siehe auch Ciarlet [3]) erleichtert.Lemma 1 (Normabschatzung einer Transformationsmatrix) Sei A eine lineareTransformation, die das abgeschlossene Gebiet Ĝ  Rn in G uberfuhrt. Dann gilt fur diezugehorige Transformationsmatrix kAk2  d(G)=% (Ĝ)mit d(G) := maxx;y2G kx  yk und % (Ĝ) := Radius der groten Kugel S  Ĝ.Sei T  !P0 das um  !P0 verschobene Tetraeder T . Fur die Abbildungen AT , C 1Tbzw. C 1T AT gilt nach DenitionT AT7 ! (T  !P0) C 1T7 ! T̂ ;T C 1T AT7 ! T̂d.h. die Abbildung C 1T AT uberfuhrt das Einheitstetraeder T in das Referenztetraeder T̂ .Mit obigem Lemma erhalt man jetzt sofortATTC TT 2 = C 1T AT 2  c (4)und analog CTTA TT 2 = A 1T CT 2  c : (5)
10 3 VORAUSSETZUNGEN AN DAS NETZ2.3 Die Ableitung ~DiGegeben sei die Matrix HT := diag (h1; h2; h3). Fur eine Funktion v 2 H1(T ) fuhren wirdie Ableitungen ~Di;T ein durch0B@ ~D1;T v~D2;T v~D3;T v 1CA := H 1T CTT  rv ; v 2 H1(T ): (6)In Komponentenschreibweise bedeutet das~Di;Tv = h 1i  (pi;rv) = 1jpij  @v@pi i = 1 : : : nd.h. ~Di;T ist die (normierte) Richtungsableitung in Richtung pi. Aus der Orthogonalitatder Vektoren pi und der Denition hi = jpij folgt, da H 1T CTT eine Orthogonalmatrix ist.Deshalb gilt nXi=1( ~Di;Tv)2 = jrvj2 (7)und nXi=1 h2i;T ( ~Di;Tv)2 = jCTTrvj2 : (8)Die Ableitung ~Di;T ist zunachst nur fur ein Tetraeder T erklart. Deshalb wird eine globaleAbleitung ~Di eingefuhrt, die fur fast alle x 2 
 deniert ist und in einem Tetraeder Tgerade ~Di;T entspricht: ~Di v(x) := ~Di;T v(x) fur x 2 T :Die Ableitung ~Di ist also abhangig von der Triangularisierung T und auf jedem TetraederT anders deniert. Fur ~Di gelten die gleichen Beziehungen (7) und (8).3 Voraussetzungen an das NetzSeien a1; : : : ; aN die Knoten der Triangularisierung T . Zusatzlich zu den ublichen Voraus-setzungen an das Netz (vgl. Ciarlet [3], Kap. 2) werden folgende Bedingungen gestellt.1. Die Anzahl der Tetraeder, die den Knoten aj enthalten, ist beschrankt.2. Die Tetraederdimensionen von benachbarten Tetraedern durfen sich nicht rapideandern, d.h. es gibt positive Konstanten c1; c2 mitc1  hi;T 0  hi;T  c2  hi;T 0 8T; T 0 mit T \ T 0 6= ; ; i = 1 : : : n :
11In den folgenden Beweisen wird oft ein sogenanntes MakroelementMj zu einem Knotenaj benutzt. Dieses ist deniert als Mj := [T3aj T :Sei T 0  Mj ein xiertes Tetraeder. Dann denieren wir fur dieses Makroelement dieGroen hi;Mj := hi;T 0 i = 1 : : : n:Mit obiger Voraussetzung 2 gilt dannc  hi;T  hi;Mj  C  hi;T 8T  Mj ; i = 1 : : : n :Falls in einer Ungleichung also die Terme hi;Mj oder hi;T auftreten, so konnen sie wech-selseitig ausgetauscht werden, ohne da die entsprechenden Konstanten der Ungleichungdadurch von T oder T abhangen.4 Grundlegende Beziehungen4.1 Transformation der NormSei v 2 L2(T ) mit T  R3. Mit der Abbildung FA() = AT  + !P0 giltZT v2(x)dx = Z T v2()  jdet AT j d = 6jT j  Z T v2()dkvkT = q6jT j  kvk T : (9)4.2 Der anisotrope SpursatzFur das Einheitstetraeder T , fur v 2 H1( T ) und fur eine Flache E von T gilt der Spursatzkvk2E  c T  kvk2H1( T ) = c  kvk2T + k rvk2T :Uber die Transformation in das Ausgangstetraeder T erhalt man1jEj  kvk2E  c  1jT j kvk2T + kATTrvk2T :Nach (4) und (8) ergibt sichkATTrvkT = kATTC TT  CTTrvkT  kATTC TT k2  kCTTrvkT  c  nXi=1 hi k ~DivkT :Sei hE die Lange der Hohe uber E. Aus 6 jT j = jEj  hE folgt der anisotrope Spursatzkvk2E  c  1hE  kvk2T + nXi=1 h2i;T k ~Divk2T! 8v 2 H1(T ) : (10)
12 4 GRUNDLEGENDE BEZIEHUNGEN4.3 Die Inversen UngleichungenDie Beweise erfolgen wieder mittels der Transformationstechnik. Auf dem Einheitstetra-eder T gilt die folgende Normabschatzung, da die Normen uber dem endlichdimensionalenRaum Vh( T ) wirken: k rvhk T  c  kvhk T 8 vh 2 Vh( T ) :Durch Rucktransformation mittels AT folgt daraus fur beliebiges vh 2 VhkATTrvhkT  c  kvhkT :Nach (5) giltkCTTrvhkT = kCTTA TT  ATTrvhkT  kCTTA TT k2  kATTrvhkT  c  kATTrvhkT :Man erhalt also kCTTrvhk2T = nXi=1 h2i;T k ~Divhk2T  c  kvhkTund speziell k ~DivhkT  c  h 1i;T  kvhkT i = 1 : : : n: (11)Vermoge k ~Divhk2Mj = XTMj k ~Divhk2T  c  h 2i;Mj  kvhk2Mjgilt diese Ungleichung auch fur ein Gebiet Mj.Die beiden nachsten Ungleichungen lassen sich ahnlich herleiten.kvhk21;T = kvhk21; T  c  kvhk2T = c  j detAT j 1  kvhk2Tkvhk1;T  c  jT j 1=2  kvhkT (12)Ganz analog ergibt sich fur eine Flache Ekvhk1;E  c  jEj 1=2  kvhkE : (13)
4.4 Der Raum H1T (
) der angepaten FunktionenAus technischen Grunden ist es bei den Beweisen notig, Terme der Form hi;Thmin;T k ~DivkTabzuschatzen, obwohl das Seitenverhaltnis hi;T=hmin;T beliebig gro sein kann. Deshalbwird der Raum H1T (
) eingefuhrt.
13Denition 1 Seien c > 1 und ca > 0 feste Konstanten. Fur ein Tetraeder T seien dieIndexmengenST := fi : hi;T  c  hmin;Tg bzw. LT := fi : hi;T > c  hmin;Tgdeniert. (Wegen 3 2 ST ist ST stets nichtleer.)Wie in [5] heit v angepat bzw. v 2 H1T (
), wennXT2T Xi2LT h2i;Th2min;T  k ~Divk2T  ca  XT2T Xi2ST k ~Divk2T : (14)Wir sagen auch, da das Netz (bzw. die Triangularisierung T ) an die Funktion v angepatist.Weiterhin sei H1o;T (
) := H1T (
) \ H1o (
) der entsprechende Raum mit homogenenRandbedingungen.Bemerkung: Im Falle 
  R2 vereinfacht sich der Faktor in der linken Doppelsummezu h21;T=h22;T .5 Die lokale L2-ProjektionIn den folgenden Ausfuhrungen wird ein Interpolationsoperator konstruiert, der auf einerIdee von Clement [4] beruht. Anders als die Lagrange-Interpolation ist dieser Interpo-lationsoperator auch fur Funktionen v 2 H1 deniert. In diesem Abschnitt werden einKnoten aj und das Makroelement Mj betrachtet. Der Ubersichtlichkeit halber wird derIndex j weggelassen.Sei a ein Knoten von T und M das zugehorige Makroelement. Sei Vh(M) der aufM eingeschrankte Raum Vh. Die lokale L2-Projektion P : H1(M) 7! Vh(M) sei deniertdurch ZM(v   Pv)  ' = 0 8' 2 Vh(M) :Dann gilt folgendes Lemma.Lemma 2 kv   PvkM  c  nXk=1hk;Mk ~DkvkM (15)k ~Di(v   Pv)kM  c  h 1i;M  nXk=1hk;Mk ~DkvkM i = 1 : : : n (16)Beweis: Zum Beweis wird eine stetige Abbildung FB benotigt, die ein ReferenzgebietM 2 M in das MakroelementM uberfuhrt. Die MengeM von Referenzgebieten soll dabeiendlich sein. Wir werden uns zuerst der Konstruktion der Referenzgebiete M widmen.Das Makroelement sei die Vereinigung von K Tetraedern T1 : : : TK . Die Knoten vonM (auer Knoten a) seien a1 : : : aL, wobei L beschrankt ist. Zwei Makroelemente M undM 0 mogen zur selben Klasse gehoren, wenn
14 5 DIE LOKALE L2-PROJEKTION sie aus der gleichen Anzahl von Tetraedern bestehen, also K = K 0 ist. die Tetraeder und die Knoten so numeriert werden konnen, da fur alle i = 1 : : :Kgilt: Wenn das Tetraeder Ti die Eckpunkte a; aj1; aj2; aj3 hat, so besitzt das TetraederT 0i die Eckpunkte a0; a0j1 ; a0j2; a0j3.Diese Bedingungen bedeuten, da die Vernetzungen beider Makroelemente in Tetraedertopologisch aquivalent sind. Die Anzahl solcher Topologien ist beschrankt, da K be-schrankt ist. Deshalb ist auch die Anzahl der Klassen von Makroelementen beschrankt.Aus jeder dieser Klassen wird ein beliebiges Makroelement gewahlt, dessen Knoten a imKoordinatenursprung liegt. Dieses Makroelement sei das Referenzgebiet M der reprasen-tierten Klasse. Alle (endlich vielen) Referenzgebiete bilden die Menge M.Sei nun M ein Makroelement und M das zugehorige Referenzgebiet. Nach der Kon-struktion der Referenzgebiete gibt es eine stetige, stuckweise an lineare Abbildung FB,die folgende Bedingungen genugt:FB : M 7!MFB = Fi = Bi+ a auf Ti; Bi 2 Rnn; a 2 Rnmit Fi : Ti 7! Ti an linear, i = 1 : : :K;wobei Ti bzw. Ti die i-ten Tetraeder von M bzw. M seien. Sei a der Vektor zum Knotena. Groen, die sich auf das Referenzgebiet beziehen, seien mit einem Haken  bezeichnet.Fur das Gebiet M gilt die Poincare-Ungleichung. Da es nur endlich viele Referenzge-biete M 2 M gibt, kann die auftretende Konstante von M unabhangig gewahlt werden,und es gilt fur u 2 H1( M)Z M juj2  c   Z M u2 + Z M j ruj2! :Fur eine beliebige Funktion v 2 H1(M) denieren wir den Mitteloperator I durchIv := j M j 1  KXi=1 ZTi v  j detBij 1 = const:FB uberfuhre eine Funktion v 2 H1( M) in v 2 H1(M) . Mit der Denition von I giltZ M Ìv= j M j  Iv = KXi=1 ZTi v  j detBij 1 = ZM v  j detBj 1 = Z M vsowie r(Ìv) = 0 :Setzt man jetzt u := v  Ìv in die Poincare-Ungleichung ein, so ergibt sichZ M jv  Ìv j2  c  Z M j rvj2 :
15Da es nur endlich viele Referenzgebiete M mit endlich vielen Tetraedern Ti gibt, gilt sofortc1  j Tij  c2 und damitc1  h1;Ti h2;Ti h3;Ti  j detBij = jTij=j Tij  c2  h1;Ti h2;Ti h3;Timit Konstanten c1 und c2, die nicht von Ti abhangen. Nach den Voraussetzungen an dieGroen hi;T folgt darausc1  j detBjj  j detBij  c2  j detBjj 8Ti; Tj  M :Mit der Transformation auf das Gebiet M erhalt man nunZM(v   Iv)2 = KXi=1 ZTi(v   Iv)2 = KXi=1 Z Ti(v  Ìv)2  j detBij c  maxi=1:::K fj detBijg  Z M(v  Ìv)2 c  maxi=1:::K fj detBijg  Z M j rvj2 c  KXi=1 Z Ti j rvj2  j detBij= c  KXi=1 ZTi jBTi rvj2 = c  KXi=1 ZTi BTi C TTi  CTTirv2 c  KXi=1 BTi C TTi 22  ZTi CTTirv2 :Zur Abschatzung der Norm von BTi C TTi wird Lemma 1 benutzt. Sei Ti   a das um  averschobene Tetraeder Ti. Fur die Abbildungen Bi und C 1Ti gilt nach DenitionTi Bi7 ! (Ti   a) C 1Ti7 ! T̂i;Ti C 1Ti Bi7 ! T̂i :Da es nur endlich viele Tetraeder Tj  M gibt, gilt fur den Inkugelradius des TetraedersTi naturlich % ( Ti)  c . Nach der Denition der Abbildung CTi ist die langste Seite desTetraeders T̂i durch p6 beschrankt. Lemma 1 liefert nun sofortBTi C TTi 2 = C 1Ti Bi2  d(T̂i) = % ( Ti)  cund daraus weiterZM(v   Iv)2  c  KXi=1 ZTi CTTirv2 = c  KXi=1 ZTi nXk=1 h2k;Ti  ( ~Dkv)2 c  nXk=1 h2k;M  k ~Dkvk2M
16 5 DIE LOKALE L2-PROJEKTIONnach Voraussetzung 2 an das Netz und der Denition von ~Dk . Mit dieser Ungleichungerhalten wir kv   Pvk2M = ZM(v   Pv)(v   Pv)= ZM(v   Pv)(v   Iv) da Pv   Iv 2 Vh kv   PvkM  kv   IvkMkv   PvkM  c  nXk=1hk;M  k ~DkvkM :Damit ist der erste Teil der Behauptung bewiesen.Zum Beweis der zweiten Ungleichung des Lemmas wird die inverse Ungleichung (11)benutzt, und es ergibt sichk ~Di(v   Pv)kM  k ~DivkM + k ~DiP (v   Iv)kM k ~DivkM + c  h 1i;M kP (v   Iv)kM c   k ~DivkM + h 1i;M nXk=1hk;M k ~DkvkM! :Daraus folgt sofort die Behauptung.Bemerkung: Im Fall 






.............................................................................................................................................. ........................................................... TiTiM MFB7 !Ti Fi7 ! TiAbbildung 3: Stetige, stuckweise an lineare Abbildung FB fur 
  R2Falls a ein Randknoten ist, so sei M die Vereinigung der K kongruenten Dreiecke,deren Eckpunkte die Polarkoordinaten (0; 0) ; (1; (i   1)=2K) und (1; i=2K) haben,i = 1 : : :K.
176 Der H1-InterpolationsoperatorSatz 3 Es gibt einen Interpolationsoperator R : H1T (
) 7! Vh, so da fur alle v 2 H1T (
)gilt kh 1min(x)  (v   Rv)k :=  XT2T h 2min;Tkv  Rvk2T!1=2  c  krvk (17) hi(x)hmin(x) ~Di(v   Rv) :=  XT2T h2i;Th2min;T k ~Di(v   Rv)k2T!1=2  c  krvk (18)Beweis: Sei Pj die oben denierte lokale L2-Projektion auf dem Makroelement Mjeines Knotens aj. Wir denieren den Interpolationsoperator R alsRv := NXj=1(Pjv)(aj)  'jwobei 'j die zum Knoten aj gehorige lineare Ansatzfunktion sei. Sei T ein beliebigesTetraeder und NT die Menge seiner Knoten. Sei ak ein beliebiger, aber fester Knotendaraus. Dann kann R auf T ausgedruckt werden alsRvT = Xaj2NT (Pjv)(aj)  'jT = PkvT + Xaj2NT (Pjv   Pkv)(aj)  'jT ;da PkvT = Xaj2NT (Pkv)(aj)  'jT :Es gilt nach der inversen Ungleichung (12) und der Dreiecksungleichungj(Pjv   Pkv)(aj)j  kPjv   Pkvk1;T c  jT j 1=2  kPjv   PkvkT c  jT j 1=2  kv   PjvkT + kv   PkvkT :Mit k'jkT  c  jT j1=2 folgt darausk(Pjv   Pkv)(aj)  'jkT = j(Pjv   Pkv)(aj)j  k'jkT c  kv   PjvkT + kv   PkvkT :Wird diese Ungleichung in die Reprasentation von R eingesetzt, so erhalt mankv  RvkT  kv   PkvkT +  Xaj2NT (Pjv   Pkv)(aj)  'jT kv   PkvkT + Xaj2NT c  kv   PjvkT + kv   PkvkT
18 6 DER H1-INTERPOLATIONSOPERATOR c  Xaj2NT kv   PjvkT  c  Xaj2NT kv   PjvkMj(15) c  Xaj2NT nXk=1hk;Mjk ~DkvkMj c  XT 0M(T ) nXk=1hk;T 0k ~DkvkT 0mit M(T ) := Saj2NT Mj. Dies gilt, da jedes Tetraeder T 0 in maximal 4 MakroelementenMj enthalten ist, und da sich hk;T 0 fur T 0 M(T ) nicht rapide andert:c  hk;T  hk;T 0  C  hk;T 8T 0 M(T ) :Schlielich folgtkh 1min(x)  (v  Rv)k2 = XT2T 1h2min;T kv  Rvk2T XT2T 1h2min;T  c XT 0M(T ) nXk=1 h2k;T 0 k ~Dkvk2T 0 c  XT2T nXk=1 h2k;Th2min;T k ~Dkvk2Tda jedes Tetraeder nur in einer beschrankten Anzahl in der Doppelsumme auftritt, undda sich hk;T 0 fur T 0 M(T ) nicht rapide andert.Um die verbleibende Summe abschatzen zu konnen, wurde v 2 H1T (
) vorausgesetzt.Mit den entsprechenden Konstanten aus der Denition dieses Raumes (vgl. (14)) ergibtsichkh 1min(x)  (v   Rv)k2  c  XT2T nXk=1 h2k;Th2min;T k ~Dkvk2T c  XT2T Xk2LT h2k;Th2min;T k ~Dkvk2T + c  XT2T Xk2ST h2k;Th2min;T k ~Dkvk2T(14) c  ca XT2T Xk2ST k ~Dkvk2T + c  XT2T Xk2ST c2 k ~Dkvk2T c  XT2T nXk=1 k ~Dkvk2T (7) c  XT2T krvk2T = c  krvk2und damit das erste Resultat.Der Beweis fur den zweiten Teil des Satzes verlauft analog, so da hier nur die wich-tigsten Schritte wiederholt werden. Wie zuvor ist~DiRvT = ~DiPkvT + Xaj2NT (Pjv   Pkv)(aj)  ~Di'jT :
19Vermoge der inversen Ungleichung (11) ~Di'jT  c  h 1i;T  k'jkT  c  h 1i;T  jT j1=2folgt analog zu oben(Pjv   Pkv)(aj)  ~Di'jT = j(Pjv   Pkv)(aj)j   ~Di'jT c  h 1i;T kv   PjvkT + kv   PkvkT :Die weiteren Schritte sind wie im ersten Teil, also ~Di(v  Rv)T   ~Di(v   Pkv)T +  Xaj2NT (Pjv   Pkv)(aj)  ~Di'jT  ~Di(v   Pkv)T + c  h 1i;T XT 0M(T ) nXl=1 hl;T 0  ~DlvT 0(16) c  nXl=1 hl;Mkhi;Mk  ~DlvMk + c  XT 0M(T ) nXl=1 hl;T 0hi;T  ~DlvT 0 c  h 1i;T XT 0M(T ) nXl=1 hl;T 0  ~DlvT 0und darausXT2T h2i;Th2min;T  ~Di(v   Rv)2T  c  XT2T h 2min;T XT 0M(T ) nXl=1 h2l;T 0  ~Dlv2T 0 c  XT2T nXl=1 h2l;Th2min;T  ~Dlv2T :Wegen v 2 H1T (
) erhalt man mit der gleichen Begrundung wie oben hi(x)hmin(x) ~Di(v   Rv)  c  krvk :7 Der H1o -InterpolationsoperatorSatz 4 Es gibt einen Interpolationsoperator Ro : H1o;T (
) 7! Vo;h, so da fur alle v 2H1o;T (
) gilt kh 1min(x)  (v  Rov)k  c  krvk (19) hi(x)hmin(x) ~Di (v   Rov)  c  krvk : (20)
20 7 DER H1o -INTERPOLATIONSOPERATORBeweis: Wird der oben denierte Interpolationsoperator R auf eine Funktion v 2H1o;T (
) mit homogenen Randbedingungen angewendet, so bleiben diese im allgemeinennicht erhalten. Um das zu garantieren, denieren wir den Interpolationsoperator Ro wiefolgt.Sei NI die Menge der inneren Knoten. Dann seiRov := Xaj2NI(Pjv)(aj)  'j = Rv   Xaj2 D(Pjv)(aj)  'j :Unter Ausnutzung des vorherigen Satzes reicht es, fur Randknoten aj 2  D die Termek(Pjv)(aj)  'jkT und k(Pjv)(aj)  ~Di'jkT abzuschatzen.Sei also aj 2  D xiert. Sei T  Mj ein beliebiges Tetraeder mit einer RandacheE 3 aj. Dann kann die inverse Ungleichung (13) sowie der Spursatz angewendet werden,und man erhaltj(Pjv)(aj)j  kPjvk1;E  c  jEj 1=2 kPjvkE= c  jEj 1=2 kv   PjvkE da v = 0 auf E c  jT j 1=2 kv   PjvkT + nXi=1 hi;T k ~Di(v   Pjv)kT :Wendet man jetzt die Ungleichungen (15) und (16) der lokalen L2-Projektion an, so ergibtsich kv   PjvkMj  c  nXk=1hk;Mjk ~DkvkMjnXi=1 hi;T k ~Di(v   Pjv)kT (16) c  nXi=1 hi;T nXk=1 hk;Mjhi;Mj k ~DkvkMj c  nXk=1 hk;Mj k ~DkvkMj :Deshalb ist j(Pjv)(aj)j  c  jT j 1=2 nXk=1 hk;Mj k ~DkvkMj :Mit k'jkT 0  c  jT 0j1=2  c  jT j1=2 fur alle T 0 Mj gilt folglichk(Pjv)(aj)  'jkT 0  c  nXk=1 hk;Mj k ~DkvkMj 8T 0 Mj :Unter Ausnutzung dieser Beziehung erhalt manh 1min(x) Xaj2 D(Pjv)(aj)  'j2 = XT\ D 6=;h 2min;T  Xaj2T\ D(Pjv)(aj)  'j2T 4 Xaj2 D XTMj h 2min;T k(Pjv)(aj)  'jk2T
21 c  Xaj2 D h 2min;Mj nXk=1 h2k;Mj k ~Dkvk2Mj c  XT2T h 2min;T nXk=1 h2k;T k ~Dkvk2T c  krvk2mit den selben Argumenten wie im vorigen Satz. Daraus folgt schlielich die erste Be-hauptung kh 1min(x)  (v   Rov)k  kh 1min(x)  (v   Rv)k ++ h 1min(x) Xaj2 D(Pjv)(aj)  'j c  krvk :Der zweite Teil des Beweises verlauft ganz analog zu obigen Ausfuhrungen und demletzten Satz. Wegen  ~Di'jT  c  h 1i  k'jkT  c  h 1i  jT j1=2gilt hi;Thmin;T (Pjv)(aj)  ~Di 'jT  c  h 1min;T  nXk=1 hk;Mj k ~DkvkMjfur ein Randtetraeder T . Die restlichen Uberlegungen sind die selben und werden deshalbhier weggelassen.8 Der FehlerschatzerFur vh 2 Vo;h denieren wir den Gradientensprung senkrecht zu einer (inneren) FlacheE als rE(vh)(x) := limt!+0 " @@nE vh(x + tnE)   @@nE vh(x  tnE)#mit dem Einheitsvektor nE ? E und x 2 E. Weiterhin sei das Elementresiduum ubereinem Tetraeder T deniert als rT (vh) := PTf + vhwobei PT der L2-Projektor von L2(
) in den Raum der stuckweise konstanten Funktionenist. (Bei linearen Ansatzfunktionen ist rT (vh) = PTf .) Der lokale Fehlerschatzer fur einTetraeder T sei deniert durchT (uh) := 0@h2min(x)krT (uh)k2T + XE2@Tn D hE  krE(uh)k2E1A1=2 : (21)Dann gilt folgender Satz.
22 8 DER FEHLERSCHATZERSatz 5 (Untere Schranke des Fehlerschatzers) Sei u 2 H1o (
) die exakte Losungund uh 2 Vo;h die Naherungslosung. Das Netz sei an den Fehler u   uh angepat, alsou  uh 2 H1o;T (
). Dann gilt die a-posteriori Abschatzungkr(u  uh)k  c  XT2T 2T (uh) + XT2T h2min;Tkf   PTfk2T!1=2 : (22)Beweis: Aus der Orthogonalitat des Fehlers(r(u  uh);rvh) = 0 8 vh 2 Vo;hfolgt fur alle v 2 H1o;T (
) durch partielle Integration(r(u  uh);rv) = (r(u  uh);r(v   Rov))= XT2T (f +uh; v   Rov)T + XE2
(rE(uh); v   Rov)E= XT2T h(f   PTf + PTf +uh; v   Rov)T ++ 12 XE2@Tn D(rE(uh); v   Rov)Ei XT2T h(krT (uh)kT + kf   PTfkT )  kv   RovkT ++ 12 XE2@Tn D krE(uh)kE  kv   RovkEi XT2T hhmin;TkrT (uh)kT + kf   PTfkT  h 1min;Tkv  RovkT+ 12 XE2@Tn D h1=2E;TkrE(uh)kE  h 1=2E;T kv  RovkEi:Vermoge der Cauchy-Schwarzschen Ungleichung erhalt man weiter(r(u  uh);rv)  2 XT2T h2min;TkrT (uh)k2T + kf   PTfk2T! 12   XT2T h 2min;Tkv   Rovk2T! 12+12 XT2T XE2@Tn D hE;TkrE(uh)k2E!12   XT2T XE2@Tn D h 1E;Tkv  Rovk2E! 12 :Der zweite Wurzelausdruck kann nach Satz 4 sofort abgeschatzt werden alskh 1min(x)  (v   Rov)k =  XT2T h 22;Tkv   Rovk2T!1=2  c  krvk :
23Fur den letzten Wurzelausdruck gilt nach dem Spursatz zunachstkv   Rovk2E  c  h 1E  kv   Rovk2T + nXi=1 h2i;T k ~Di(v   Rov)k2T!und wegen hE;T  hmin;T=2 weiterXE2@Tn Dh 1E;Tkv   Rovk2E  c  h 2min;T  kv   Rovk2T + nXi=1 h2i;T k ~Di(v   Rov)k2T! :Nach dem H1o -Interpolationssatz 4 ergibt sich damitXT2T XE2@Tn D h 1E;Tkv   Rovk2E  c  XT2T h 2min;T kv  Rovk2T ++ c  nXi=1 XT2T h2i;Th2min;T k ~Di(v   Rov)k2T c  krvk2 :Fat man diese Resultate zusammen, so folgt(r(u  uh);rv)  c   XT2T hh22;TkrT (uh)k2T + kf   PTfk2T ++ XE2@Tn D hE;TkrE(uh)k2Ei! 12  krvk :Mit v := u  uh 2 H1o;T (
) ergibt sich schlielich die Behauptung.Bemerkung: Sowohl im Elementresiduum rT (uh) als auch in der Abschatzung (22)des Fehlers taucht der Term PTf auf. Bei naherer Betrachtung des Beweises fallt auf,da dort eine beliebige Funktion aus L2(
) stehen kann. Insbesondere wurde mit f stattPTf gelten kr(u  uh)k2  c  XT2T 2T (uh)mit rT (uh) := f T . Oft jedoch kann oder will man die Integrale uber f , die hinter derNorm krTk stehen, nicht exakt ausrechnen, und wendet deshalb Naherungsformeln an.Der Term PTf ermoglicht es, auch diese Falle mit dem Fehlerschatzer zu erfassen.
24 A DIE WICHTIGSTEN BEZIEHUNGEN AUF EINEN BLICKA Die wichtigsten Beziehungen auf einen Blick1. Die Poincare-UngleichungZ! jvj2  c!   Z! v2 + Z! jrvj2! 8v 2 H1(!)Die Konstante c! hangt ab vom Gebiet !.2. Die Transformation: Mit der Transformation FA : T 7! T  R3 giltkvkT = q6jT j  kvk T 8v 2 L2(T ) : (9)3. Der Spursatz: Fur eine Flache E  @T giltkvk2E  c  1hE  kvk2T + nXi=1 h2i;T k ~Divk2T! 8v 2 H1(T ) : (10)4. Inverse Ungleichungen. Fur vh 2 Vh geltenk ~DivhkT  c  h 1i;T  kvhkT i = 1 : : : n (11)kvhk1;T  c  jT j 1=2  kvhkT (12)kvhk1;E  c  jEj 1=2  kvhkE : (13)Ungleichung (11) gilt auch fur ein Gebiet Mj statt des Gebietes T .5. Der angepate Raum H1T (
).Seien c > 1; ca > 0. Fur ein nites Element T seien die IndexmengenST := fi : hi;T  c  hmin;Tg bzw. LT := fi : hi;T > c  hmin;Tg:deniert. Dann heit v angepat bzw. v 2 H1T (
), wennXT2T Xi2LT h2i;Th2min;T  k ~Divk2T  ca  XT2T Xi2ST k ~Divk2T : (14)Weiterhin sei H1o;T (
) := H1T (
) \H1o (
) der entsprechende Raum mit homogenenRandbedingungen.6. Lokale L2-Projektion. Es giltkv   PjvkMj  c  nXk=1hk;Mjk ~DkvkMj (15)k ~Di(v   Pv)kMj  c  h 1i;M  nXk=1 hk;Mjk ~DkvkMj i = 1 : : : n : (16)
LITERATUR 257. Der H1-Interpolationsoperator R. Fur alle v 2 H1T (
) giltkh 1min(x)  (v  Rv)k :=  XT2T h 2min;Tkv   Rvk2T!1=2  c  krvk (17) hi(x)hmin(x) ~Di(v  Rv) :=  XT2T h2i;Th2min;T k ~Di(v  Rv)k2T!1=2  c  krvk :(18)8. Der H1o -Interpolationsoperator Ro.Es gelten die gleichen Ungleichungen wie fur den Operator R.Literatur[1] T. Apel, R. Mucke, and J. R. Whiteman. An adaptive nite element technique witha-priori mesh grading. Technical Report 9, BICOM Institute of Computational Ma-thematics, 1993.[2] T. Apel and S. Nicaise. Elliptic problems in domains with edges: anisotropic regularityand anisotropic nite element meshes. Preprint SPC94 16, TU Chemnitz-Zwickau,1994. Submitted to SIAM J. Numer. Anal.[3] P. Ciarlet. The nite element method for elliptic problems. North-Holland PublishingCompany, Amsterdam, 1978.[4] P. Clement. Approximation by nite element functions using local regularization.RAIRO Anal. Numer., 2:77{84, 1975.[5] K. Siebert. An a posteriori error estimator for anisotropic renement. Preprint 313,Universitat Bonn, SFB 256, 1993.[6] R. Verfurth. A review of a posteriori error estimation and adaptive mesh renementtechniques. Report, Inst. f. Angew. Mathem., Univ. Zurich, 1993.
Other titles in the SPC series:93 1 G. Haase, T. Hommel, A. Meyer and M. Pester. Bibliotheken zur Entwicklung par-alleler Algorithmen. May 1993.93 2 M. Pester and S. Rjasanow. A parallel version of the preconditioned conjugate gra-dient method for boundary element equations. June 1993.93 3 G. Globisch. PARMESH { a parallel mesh generator. June 1993.94 1 J. Weickert and T. Steidten. Ecient time step parallelization of full-multigrid tech-niques. January 1994.94 2 U. Groh. Lokale Realisierung von Vektoroperationen auf Parallelrechnern.March 1994.94 3 A. Meyer. Preconditoning the Pseudo-Laplacian for Finite Element simulation ofincompressible ow. February 1994.94 4 M. Pester. Bibliotheken zur Entwicklung paralleler Algorithmen. (aktualisierte Fas-sung). March 1994.94 5 U. Groh, Chr. Israel, St. Meinel and A. Meyer. On the numerical simulation ofcoupled transient problems on MIMD parallel systems. April 1994.94 6 G. Globisch. On an automatically parallel generation technique for tetrahedral mes-hes. April 1994.94 7 K. Bernert. Tauextrapolation { theoretische Grundlagen, numerische Experimenteund Anwendungen auf die Navier-Stokes-Gleichungen. June 1994.94 8 G. Haase, U. Langer, A. Meyer and S. V. Nepomnyaschikh. Hierarchical extensionand local multigrid methods in domain decomposition preconditoners. June 1994.94 9 G. Kunert. On the choice of the basis transformation for the denition of DD Di-richlet preconditioners. June 1994.94 10 M. Pester and T. Steidten. Parallel implementation of the Fourier Finite ElementMethod. June 1994.94 11 M. Jung and U. Rude. Implicit Extrapolation Methods for Multilevel Finite ElementComputations: Theory and Applications. June 1994.94 12 A. Meyer and M. Pester. Verarbeitung von Sparse-Matrizen in Kompaktspeicher-form (KLZ/KZU). June 1994.94 13 B. Heinrich and B. Weber. Singularities of the solution of axisymmetric ellipticinterface problems. June 1994.
94 14 K. Gurlebeck, A. Hommel and T. Steidten. The method of lumped masses in cylin-drical coordinates. July 1994.94 15 Th. Apel and F. Milde. Realization and comparison of various mesh renementstrategies near edges. August 1994.94 16 Th. Apel and S. Nicaise. Elliptic problems in domains with edges: anisotropic regu-larity and anisotropic nite element meshes. August 1994.94 17 B. Heinrich. The Fourier-nite-element method for Poisson's equation in axisymme-tric domains with edges. August 1994.94 18 M. Pester and S. Rjasanow. A parallel preconditioned iterative realization of thepanel method in 3D. September 1994.94 19 A. Meyer. Preconditoning the Pseudo-Laplacian for Finite Element simulation ofincompressible ow. October 1994.94 20 V. Mehrmann. A step towards a unied treatment of continous and discrete timecontrol problems. October 1994.94 21 C. He, V. Mehrmann. Stabilization of large linear systems. October 1994.94 22 B. Heinrich and B. Weber. The Fourier-nite-element method for three-dimensionalelliptic problems with axisymmetric interfaces. November 1994.94 23 M. Pester. On-line visualization in parallel computations. November 1994.94 24 M. Pester. Grak-Ausgabe vom Parallelrechner fur 2D-Gebiete. November 1994.94 25 R. Byers, C. He, V. Mehrmann. The Matrix Sign Function Method and the Com-putation of Invariant Subspaces. November 1994.94 26 T. Apel, G. Lube. Local inequalities for anisotropic nite elements and their appli-cation to convection-diusion problems. Dezember 1994.94 27 P. Kunkel, V. Mehrmann. Analysis und Numerik linearer dierentiell-algebraischerGleichungen. Dezember 1994.95 1 T. Apel, G. Lube. Anisotropic mesh renement in stabilized Galerkin methods Ja-nuar 1995.95 2 M. Meisel, A. Meyer. Implementierung eines parallelen vorkonditionierten Schur-Komplement CG-Verfahrens in das Programmpaket FEAP. Januar 1995.95 3 S. V. Nepomnyaschikh. Optimal multilevel extension operators. January 199595 4 M. Meyer. Grak-Ausgabe vom Parallelrechner fur 3D-Gebiete. Januar 1995
95 5 T. Apel, G. Haase, A. Meyer, M. Pester. Parallel solution of nite element equationsystems: ecient inter-processor communication. Februar 199595 7 M. Bollhofer, C. He, V. Mehrmann. Modied block Jacobi preconditioners for theconjugate gradient method. Part I: The positive denit case. January 199595 11 M. Bollhofer. Algebraic Domain Decomposition. March 1995Some papers can be accessed via anonymous ftp from server ftp.tu-chemnitz.de,directory pub/Local/mathematik/SPC. (Note the capital L in Local!)
