Abstract. The Adams spectral sequence is available in any triangulated category equipped with a projective or injective class. Higher Toda brackets can also be defined in a triangulated category, as observed by B. Shipley based on J. Cohen's approach for spectra. We provide a family of definitions of higher Toda brackets, show that they are equivalent to Shipley's, and show that they are self-dual. Our main result is that the Adams differential dr in any Adams spectral sequence can be expressed as an (r +1)-fold Toda bracket and as an r th order cohomology operation. We also show how the result simplifies under a sparseness assumption, discuss several examples, and give an elementary proof of a result of Heller, which implies that the three-fold Toda brackets in principle determine the higher Toda brackets.
A primary cohomology operation in this context is simply an element of the Steenrod algebra, and it is immediate from the construction of the Adams spectral sequence that the differential d 1 is given by primary cohomology operations. A secondary cohomology operation corresponds to a relation among primary operations, and is partially defined and multi-valued: it is defined on the kernel of a primary operation and takes values in the cokernel of another primary operation. Tertiary operations correspond to relations between relations, and have correspondingly more complicated domains and codomains. The pattern continues for higher operations. Using that cohomology classes are representable, secondary cohomology operations can also be expressed using 3-fold Toda brackets involving the cohomology class and two operations whose composite is null. However, what one obtains in general is a subset of the Toda bracket with less indeterminacy. This observation will be the key to our generalization of Maunder's result to other Adams spectral sequences in other categories.
The starting point of this paper is the following observation. On the one hand, the Adams spectral sequence can be constructed in any triangulated category equipped with a projective class or an injective class [13] . For example, the classical Adams spectral sequence is constructed in the stable homotopy category with the injective class consisting of retracts of products i Σ n i HF p . On the other hand, higher Toda brackets can also be defined in an arbitrary triangulated category. This was done by Shipley in [40] , based on Cohen's construction for spaces and spectra [15] , and was studied further in [36] . The goal of this paper is to describe precisely how the Adams d r can be described as a particular subset of an (r + 1)-fold Toda bracket which can be viewed as an r th order cohomology operation, all in the context of a general triangulated category.
Triangulated categories arise throughout mathematics, so our work applies in various situations. As an example, we give calculations involving the Adams spectral sequence in the stable module category of a group algebra. Even in stable homotopy theory, there are a variety of Adams spectral sequences, such as the Adams-Novikov spectral sequence or the motivic Adams spectral sequence, and our results apply to all of them. Moreover, by working with minimal structure, our approach gains a certain elegance.
Organization and main results. In Section 2, we review the construction of the Adams spectral sequence in a triangulated category equipped with a projective class or an injective class. In Section 3, we review the construction of 3-fold Toda brackets in a triangulated category and some of their basic properties. Section 4 describes how the Adams d 2 is given by 3-fold Toda brackets. This section serves as a warm-up for Section 6.
In Section 5, we recall the construction of higher Toda brackets in a triangulated category via filtered objects. We provide a family of alternate constructions, and prove that they are all equivalent. The main result is Theorem 5.11, which says roughly the following.
Theorem. There is an inductive way of computing an n-fold Toda bracket f n , . . . , f 1 ⊆ T (Σ n−2 X 0 , X n ), where the inductive step picks three consecutive maps and reduces the length by one. The (n − 2)! ways of doing this yield the same subset, up to an explicit sign.
As a byproduct, we obtain Corollary 5.13, which would be tricky to prove directly from the filtered object definition.
Corollary. Toda brackets are self-dual up to suspension: f n , . . . , f 1 ⊆ T (Σ n−2 X 0 , X n ) corresponds to the Toda bracket computed in the opposite category f 1 , . . . , f n ⊆ T op Σ −(n−2) X n , X 0 = T (X 0 , Σ −(n−2) X n ).
Section 6 establishes how the Adams d r is given by (r + 1)-fold Toda brackets. Our main results are Theorems 6.1 and 6.5, which say roughly the following.
Theorem. Let [x] ∈ E
s,t r be a class in the E r term of the Adams spectral sequence. As subsets of E s+r,t+r−1 1
The Adams spectral sequence
In this section, we recall the construction of the Adams spectral sequence in a triangulated category, along with some of its features. We follow [13, §4] , or rather its dual. Some references for the classical Adams spectral sequence are [2, §III.15] , [26, Chapter 16] , and [10] . Background material on triangulated categories can be found in [33, Chapter 1] , [26, Appendix 2] , and [44, Chapter 10] . We assume that the suspension functor Σ is an equivalence, with chosen inverse Σ −1 . Moreover, we assume we have chosen natural isomorphisms ΣΣ −1 ∼ = id and Σ −1 Σ ∼ = id making Σ and Σ −1 into an adjoint equivalence. We silently use these isomorphisms when needed, e.g., when we say that a triangle of the form Σ −1 Z → X → Y → Z is distinguished.
Definition 2.1 ([13, Proposition 2.6]).
A projective class in a triangulated category T is a pair (P, N ) where P is a class of objects and N is a class of maps satisfying the following properties.
(1) A map f : X → Y is in N if and only if the induced map
is zero for all P in P. In other words, N consists of the P-null maps. (2) An object P is in P if and only if the induced map
is zero for all f in N .
(3) For every object X, there is a distinguished triangle P → X f − → Y → ΣP , where P is in P and f is in N .
In particular, the class P is closed under arbitrary coproducts and retracts. The objects in P are called projective. Definition 2.2. A projective class is stable if it is closed under shifts, i.e., P ∈ P implies Σ n P ∈ P for all n ∈ Z.
We will assume for convenience that our projective class is stable. We suspect that many of the results can be adapted to unstable projective classes, with a careful treatment of shifts. Definition 2.3. Let P be a projective class. A map f : X → Y is called (1) P-epic if the map f * : T (P, X) → T (P, Y ) is surjective for all P ∈ P. Equivalently, the map to the cofiber Y → C f is P-null.
(2) P-monic if the map f * : T (P, X) → T (P, Y ) is injective for all P ∈ P. Equivalently, the map from the fiber Σ −1 C f → X is P-null.
Example 2.4. Let T be the stable homotopy category and P the projective class consisting of retracts of wedges of spheres i S n i . This is called the ghost projective class, studied for instance in [13, §7] . Now we dualize everything.
Definition 2.5. An injective class in a triangulated category T is a projective class in the opposite category T op . Explicitly, it is a pair (I, N ) where I is a class of objects and N is a class of maps satisfying the following properties.
is zero for all I in I. (2) An object I is in I if and only if the induced map
(3) For every object X, there is a distinguished triangle Σ −1 I → W f − → X → I, where I is in I and f is in N .
In particular, the class I is closed under arbitrary products and retracts. The objects in I are called injective. Just as for projective classes, we will assume for convenience that our injective class is stable. Example 2.6. Let T be the stable homotopy category. Take N to be the class of maps inducing zero on mod p cohomology and I to be the retracts of (arbitrary) products i Σ n i HF p with n i ∈ Z. One can generalize this example to any cohomology theory (spectrum) E instead of HF p , letting I E denote the injective class consisting of retracts of products i Σ n i E.
is surjective for all I ∈ I. Equivalently, the map from the fiber
is injective for all I ∈ I. Equivalently, the map to the cofiber Y → C f is I-null.
Remark 2.8. The projectives and P-epic maps determine each other via the lifting property
Dually, the injectives and I-monic maps determine each other via the extension property
This is part of the equivalent definition of a projective (resp. injective) class described in [13, Proposition 2.4] . Convention 2.9. We will implicitly use the natural isomorphism
Definition 2.10. An Adams resolution of an object X in T with respect to a projective class (P, N ) is a diagram 
where every I s is injective, every map i s is in N , and every triangle Σ −1 I s
From now on, fix a triangulated category T and a (stable) injective class (I, N ) in T . By repeatedly using condition (3) in the definition of an injective class, we get the following lemma.
Lemma 2.11. Every object Y of T admits an Adams resolution.
Given an object X and an Adams resolution of Y , applying T (X, −) yields an exact couple
and thus a spectral sequence with E 1 term given by d r = p • i −(r−1) • δ, where i −1 means choosing an i-preimage. This is called the Adams spectral sequence with respect to the injective class I abutting to T (Σ t−s X, Y ).
Lemma 2.12. The E 2 term is given by
where Ext s I (X, Y ) denotes the s th derived functor of T (X, −) (relative to the injective class I) applied to the object Y .
Proof. The Adams resolution of Y yields an
Remark 2.13. We do not assume that the injective class I generates, i.e., that every non-zero object X admits a non-zero map X → I to an injective. Hence, we do not expect the Adams spectral sequence to be conditionally convergent in general; c.f. [13, Proposition 4.4] . 
The E-injective objects and E-monic maps form an injective class in the stable homotopy category. The Adams spectral sequence associated to this injective class is the Adams spectral sequence based on E-homology, as described in [35 Definition 2.15. The I-cohomology of an object X is the family of abelian groups H I (X) := T (X, I) indexed by the injective objects I ∈ I.
A primary operation in I-cohomology is a natural transformation H I (X) → H J (X) of functors T op → Ab. Equivalently, by the (additive) Yoneda lemma, a primary operation is a map I → J in T .
Example 2.16. The differential d 1 is given by primary operations. More precisely, let x ∈ E s,t 1 be a map
is the composite
In other words, d 1 (x) is obtained by applying the primary operation Proof. The condition is necessary by construction. In the factorization d 1 = (Σp s+1 )δ s , the map δ s is I-epic while p s+1 is I-monic.
To prove sufficiency, assume given a factorization θ = iq : I → W → J, where q : I ։ W is I-epic and i : W ֒→ J is I-monic. Taking the fiber of q twice yields the distinguished triangle
Relabeling the given map i : W ֒→ J as Σp 1 : ΣY 1 ֒→ ΣI 1 , we can continue the usual construction of an Adams resolution of Y 0 as illustrated in Diagram (2.2), in which θ = iq appears as the composite (Σp 1 )δ 0 . Note that by the same argument, for any s ≥ 0, θ appears as
Example 2.18. Not every primary operation appears as d 1 in an Adams resolution. For example, consider the stable homotopy category with the projective class P generated by the sphere spectrum S = S 0 , that is, P consists of retracts of wedges of spheres. The P-epis (resp. P-monos) consist of the maps which are surjective (resp. injective) on homotopy groups. The primary operation 2 : S → S does not admit a P-epi -P-mono factorization. Indeed, assume that 2 = iq : S ։ W ֒→ S is such a factorization. We will show that this implies π 2 (S/2) = Z/2 ⊕ Z/2, contradicting the known fact π 2 (S/2) = Z/4. Here S/2 denotes the mod 2 Moore spectrum, sitting in the cofiber sequence S 2 − → S → S/2.
By the octahedral axiom applied to the factorization 2 = iq, there is a diagram
with distinguished rows and columns. The long exact sequence in homotopy yields π n C q = 2 π n−1 S, where the induced map π n (δ ′ ) : π n C q → π n S 1 corresponds to the inclusion 2 π n−1 S ֒→ π n−1 S. Likewise, we have π n C i = (π n S) /2, where the induced map π n (j) : π n S → π n C i corresponds to the quotient map π n S ։ (π n S) /2. The defining cofiber sequence S 2 − → S → S/2 yields the exact sequence
which in turn yields the short exact sequence
The map π n (α) : 2 π n−1 S → π n (S/2) is a splitting of this sequence, because of the equality π n (δ)π n (α) = π n (δα) = π n (δ ′ ). However, the short exact sequence does not split in the case n = 2, by the isomorphism π 2 (S/2) = Z/4. For references, see [39, Proposition II.6 .48], [38, Proposition 4] , and [31] .
3-fold Toda brackets
In this section, we review different constructions of 3-fold Toda brackets and some of their properties.
We define subsets of T (ΣX 0 , X 3 ) as follows.
• The iterated cofiber Toda bracket f 3 , f 2 , f 1 cc ⊆ T (ΣX 0 , X 3 ) consists of all maps ψ : ΣX 0 → X 3 that appear in a commutative diagram
where the top row is distinguished.
• The fiber-cofiber Toda bracket f 3 , f 2 , f 1 fc ⊆ T (ΣX 0 , X 3 ) consists of all composites β • Σα : ΣX 0 → X 3 , where α and β appear in a commutative diagram
where the middle row is distinguished.
• The iterated fiber Toda bracket f 3 , f 2 , f 1 ff ⊆ T (ΣX 0 , X 3 ) consists of all maps Σδ : ΣX 0 → X 3 where δ appears in a commutative diagram
where the bottom row is distinguished.
Remark 3.2. In the literature, there are variations of these definitions, which sometimes differ by a sign. With the notion of cofiber sequence implicitly used in [43] , our definitions agree with Toda's. The Toda bracket also depends on the choice of triangulation. Given a triangulation, there is an associated negative triangulation whose distinguished triangles are those triangles whose negatives are distinguished in the original triangulation (see [3] The following proposition can be found in [36, Remark 4.5 and Figure 2 ] and was kindly pointed out by Fernando Muro. It is also proved in [30, §4.6] . We provide a different proof more in the spirit of this article. In the case of spaces, it was originally proved by Toda [43, Proposition 1.7] . Proposition 3.3. The iterated cofiber, fiber-cofiber, and iterated fiber definitions of Toda brackets coincide. More precisely, for any diagram X 0
− → X 3 in T , the following subsets of T (ΣX 0 , X 3 ) are equal:
Proof. We will prove the first equality; the second equality is dual.
(⊇) Let β(Σα) ∈ f 3 , f 2 , f 1 fc be obtained from maps α and β as in Diagram (3.2) . Now consider the diagram with distinguished rows
where there exists a filler ϕ : C f 1 → X 2 . The commutativity of the tall rectangle on the right exhibits the membership
. The octahedral axiom comparing the cofibers of q 1 , ϕ, and ϕ • q 1 = f 2 yields a commutative diagram
where the rows and columns are distinguished. By exactness of the sequence
there exists a map β : C f 2 → X 3 satisfying ψ = β(Σα) if and only if the restriction of ψ to the fiber Σ −1 C ϕ of Σα is zero. That condition does hold: one readily checks the equality ψ(−Σ −1 η) = 0. The chosen map β : C f 2 → X 3 might not satisfy the equation βq 2 = f 3 , but we will correct it to another map β ′ which does. The error term f 3 −βq 2 is killed by restriction along ϕ, and therefore factors through the cofiber of ϕ, i.e., there exists a factorization
Moreover, this corrected map β ′ still satisfies β ′ (Σα) = ψ = β(Σα), since the correction term satisfies θξ(Σα) = 0.
Thanks to the proposition, we can write f 3 , f 2 , f 1 if we do not need to specify a particular definition of the Toda bracket.
We also recall this well-known fact, and leave the proof as an exercise:
The displayed subgroup is called the indeterminacy, and when it is trivial, we say that the Toda bracket has no indeterminacy.
Lemma 3.5. Consider maps X 0
Then the following inclusions of subsets of T (ΣX 0 , X 4 ) hold.
(1)
Proof. (1)- (2) These inclusions are straightforward. (3)- (4) Using the iterated cofiber definition, the subset f 4 f 3 , f 2 , f 1 cc consists of the maps ψ : ΣX 0 → X 4 appearing in a commutative diagram
where the top row is distinguished. Given such a diagram, the diagram
The Toda brackets being compared are
Definition 3.7. In the setup of Definition 3.1, the restricted Toda brackets are the subsets of the Toda bracket
consisting of all composites β(Σα) : ΣX 0 → X 3 , where α and β appear in a commutative diagram (3.2) where the middle row is distinguished, with the prescribed map α :
The lift to the fiber α : X 0 → Σ −1 C f 2 is a witness of the equality f 2 f 1 = 0. Dually, the extension to the cofiber β : C f 2 → X 3 is a witness of the equality f 3 f 2 = 0.
− → ΣX 1 be a distinguished triangle. By definition, we have equalities of subsets
Adams d 2 in terms of 3-fold Toda brackets
In this section, we show that the Adams differential d r can be expressed in several ways using 3-fold Toda brackets. One of these expressions is as a secondary cohomology operation.
Given an injective class I, an Adams resolution of an object Y as in Diagram (2.2), and an object X, consider a class
Explicitly, since x satisfies d 1 (x) = (Σp s+1 )δ s x = 0, we can choose a lift x : Σ t−s X−→ • ΣY s+2 of δ s x to the fiber of Σp s+1 . Then the differential d 2 is given by
From now on, we will unroll the distinguished triangles and keep track of the suspensions. Following Convention 2.9, we will use the identifications
the subset of all representatives of the class
. Then the following equalities hold:
where β is the composite C
and β is obtained from the octahedral axiom applied to the factorization
In (3), β is a witness to the fact that the composite (Σd 1 )d 1 of primary operations is zero, and so the restricted Toda bracket is a secondary operation.
Proof. Note that t plays no role in the statement, so we will assume without loss of generality that t = s holds.
(1) The first equality holds by definition of d 2 [x], namely choosing a lift of δ s x to the fiber of Σp s+1 . The second equality follows from the fact that Σ 2 p s+2 is the unique extension of Σd 1 = (Σ 2 p s+2 )(Σδ s+1 ) to the cofiber of Σp s+1 . Indeed, Σδ s+1 is I-epic and ΣI s+2 is injective, so that the restriction map
is injective.
(2) The first equality holds by Remark 3.8. The second equality holds because Σδ s+1 is I-epic and ΣI s+2 is injective, as in part (1).
The octahedral axiom applied to this factorization yields the dotted arrows in a commutative diagram
where the rows and columns are distinguished and the equation (−Σ 2 i s+1 ) β = (Σδ s )ι holds.
The restricted bracket
consists of the maps ΣX → Σ 2 I s+2 appearing as downward composites in the commutative diagram
for some Σα, yielding a factorization of the desired form:
By construction, the map ( :
Proof. The first inclusion is
whereas the second inclusion is
both using Lemma 3.5.
need not be an equality in general.
It was pointed out to us by Robert Bruner that this can happen in principle. We give an explicit example in Proposition A.1.
Higher Toda brackets
We saw in Section 3 that there are several equivalent ways to define 3-fold Toda brackets. Following the approach given in [29] , we show that the fiber-cofiber definition generalizes nicely to n-fold Toda brackets. There are (n − 2)! ways to make this generalization, and we prove that they are all the same up to a specified sign. We also show that this Toda bracket is self-dual.
Other sources that discuss higher Toda brackets in triangulated categories are [40, Appendix A], [18, IV §2] and [36, §4] , which all give definitions that follow Cohen's approach for spectra or spaces [15] . We show that our definition agrees with those of [40] and [36] . (We believe that it sometimes differs in sign from [15] . We have not compared carefully with [18] .)
We define the Toda family of this sequence to be the collection T(f 3 , f 2 , f 1 ) consisting of all pairs (β, Σα), where α and β appear in a commutative diagram
with distinguished middle row. Equivalently,
where the middle row is again distinguished. (The negative of Σf 1 appears, since when a triangle is rotated, a sign is introduced.) Note that the maps in each pair form a composable
− → X 3 , with varying intermediate object, and that the collection of composites β • Σα is exactly the Toda bracket f 3 , f 2 , f 1 , using the fiber-cofiber definition (see Diagram (3.2) ). (Also note that the Toda family is generally a proper class, but this is only because the intermediate object can be varied up to isomorphism, and so we will ignore this.)
More generally, if S is a set of composable triples of maps, starting at X 0 and ending at X 3 , we define T(S) to be the union of T(f 3 , f 2 , f 1 ) for each triple (f 3 , f 2 , f 1 ) in S.
− → X n be a diagram in a triangulated category T . We define the Toda bracket f n , . . . , f 1 inductively as follows. If n = 2, it is the set consisting of just the composite f 2 f 1 . If n > 2, it is the union of the sets β, Σα, Σf n−3 , . . . , Σf 1 , where (β, Σα) is in T(f n , f n−1 , f n−2 ).
In fact, there are (n − 2)! such definitions, depending on a sequence of choices of which triple of consecutive maps to apply the Toda family construction to. In Theorem 5.11 we will enumerate these choices and show that they all agree up to sign.
Example 5.3. Let us describe 4-fold Toda brackets in more detail. We have
with (β, Σα) ∈ T(f 4 , f 3 , f 2 ) and (β ′ , Σα ′ ) ∈ T(β, Σα, Σf 1 ). These maps fit into a commutative diagram
where the horizontal composites are specified as above, and each "snake"
is a distinguished triangle. The middle column is an example of a 3-filtered object as defined below.
Next, we will show that Definition 5. 
consisting of n−1 composable maps. An n-filtered object Y based on (λ n−1 , . . . , λ 1 ) consists of a sequence of maps
together with distinguished triangles
is equal to Σ j λ n−j . In particular, the n-filtered object Y comes equipped with maps
− → X n be a diagram in a triangulated category T . The Toda bracket in the sense of Shipley-Sagave f n , . . . , f 1 SS ⊆ T (Σ n−2 X 0 , X n ) is the set of all composites appearing in the middle row of a commutative diagram
where X is an (n − 1)-filtered object based on (f n−1 , . . . , f 3 , f 2 ).
Example 5.6. For a 3-fold Toda bracket f 3 , f 2 , f 1 SS , a 2-filtered object X based on f 2 amounts to a cofiber of −f 2 , more precisely, a distinguished triangle
Using this, one readily checks the equality
Example 5.7. For a 4-fold Toda bracket f 4 , f 3 , f 2 , f 1 SS , a 3-filtered object X based on (f 3 , f 2 ) consists of the data displayed in the diagram
where the two snakes are distinguished. The bracket consists of the maps Σ 2 X 0 → X 4 appearing as composites of the dotted arrows in a commutative diagram
where the two snakes are distinguished. By negating the first and third map in each snake, this recovers the description in Example 5.3, thus proving the equality of subsets
Proposition 5.8. Definitions 5.2 and 5.5 agree. In other words, we have the equality
Proof. This is a straightforward generalization of Example 5.7.
We define the negative of a Toda family T(f 3 , f 2 , f 1 ) to consist of pairs (β, −Σα) for (β, Σα) ∈ T(f 3 , f 2 , f 1 ). (Since changing the sign of two maps in a triangle doesn't affect whether it is distinguished, it would be equivalent to put the minus sign with the β.)
− → X 4 be a diagram in a triangulated category T . Then the two sets of pairs T(T(f 4 , f 3 , f 2 ), Σf 1 ) and T(f 4 , T(f 3 , f 2 , f 1 )) are negatives of each other. This is stronger than saying that the two ways of computing the Toda bracket f 4 , f 3 , f 2 , f 1 are negatives, and the stronger statement will be used inductively to prove Theorem 5.11.
Proof. We will show that the negative of T(T(f 4 , f 3 , f 2 ), Σf 1 ) is contained in the family T(f 4 , T(f 3 , f 2 , f 1 )). The reverse inclusion is proved dually.
. This means that we have the following commutative diagram
in which the long row and column are distinguished triangles. Using the octahedral axiom, there exists a map δ : C f 2 → X 3 in the following diagram making the two squares commute and such that the diagram can be extended as shown, with all rows and columns distinguished:
Define Σγ to be the composite Σ 2 X 0 → C Σα ′ = C δ → ΣC f 2 , where the first map is Σα. Then the small triangles at the top and bottom of the last diagram commute as well. Therefore, (δ, γ) is in T(f 3 , f 2 , f 1 ). Moreover, this diagram shows that (β, −Σα) is in T(f 4 , δ, γ), completing the argument.
To concisely describe different ways of computing higher Toda brackets, we introduce the following notation. For 0 ≤ j ≤ n − 3, write T j (f n , f n−1 , . . . , f 1 ) for the set of tuples {(f n , f n−1 , . . . , f n−j+1 , β, Σα, Σf n−j−3 , . . . , Σf 1 )}, where (β, Σα) is in T(f n−j , f n−j−1 , f n−j−2 ). (There are j maps to the left of the three used for the Toda family.) If S is a set of n-tuples of composable maps, we define T j (S) to be the union of the sets T j (f n , f n−1 , . . . , f 1 ) for (f n , f n−1 , . . . , f 1 ) in S. With this notation, the standard Toda bracket f n , . . . , f 1 consists of the composites of all the pairs occurring in the iterated Toda family
A general Toda bracket can be written in the form T j 1 (T j 2 (T j 3 (· · · T j n−2 (f n , . . . , f 1 ) · · · ))), where j 1 , j 2 , . . . , j n−2 is a sequence of natural numbers with 0 ≤ j i < i for each i. There are (n − 2)! such sequences.
Remark 5.10. There are six ways to compute the five-fold Toda bracket f 5 , f 4 , f 3 , f 2 , f 1 , as the set of composites of the pairs of maps in one of the following sets:
, and
The last two cannot be expressed directly just using T.
Now we can prove the main result of this section.
Theorem 5.11. The Toda bracket computed using the sequence j 1 , j 2 , . . . , j n−2 equals the standard Toda bracket up to the sign (−1) j i .
Proof. Let j 1 , j 2 , . . . , j n−2 be a sequence with 0 ≤ j i < i for each i. Lemma 5.9 tells us that if we replace consecutive entries k, k + 1 with k, k in any such sequence, the two Toda brackets agree up to a sign. To begin with, we ignore the signs. We will prove by induction on ℓ that the initial portion j 1 , . . . , j ℓ of such a sequence can be converted into any other sequence, using just the move allowed by Lemma 5.9 and its inverse, and without changing j i for i > ℓ. For ℓ = 1, there is only one sequence 0. For ℓ = 2, there are two sequences, 0, 0 and 0, 1, and Lemma 5.9 applies. For ℓ > 2, suppose our goal is to produce the sequence j ′ 1 , . . . , j ′ ℓ . We break the argument into three cases:
We can directly use the induction hypothesis to adjust the entries in the first ℓ − 1 positions. Case 2: j ′ ℓ > j ℓ . By induction, we can change the first ℓ − 1 entries in the sequence j so that the entry in position ℓ − 1 is j ℓ , since j ℓ < j ′ ℓ ≤ ℓ − 1. Then, using Lemma 5.9, we can change the entry in position ℓ to j ℓ + 1. Continuing in this way, we get j ′ ℓ in position ℓ, and then we are in Case 1.
Case 3: j ′ ℓ < j ℓ . Since the moves are reversible, this is equivalent to Case 2. To handle the sign, first note that signs propagate through the Toda family construction. More precisely, suppose S is a set of n-tuples of maps, and let S ′ be a set obtained by negating the k th map in each n-tuple for some fixed k. Then T j (S) has the same relationship to T j (S ′ ), possibly for a different value of k.
As a result, applying the move of Lemma 5.9 changes the resulting Toda bracket by a sign. That move also changes the parity of i j i . Since we get a plus sign when each j i is zero, it follows that the difference in sign in general is (−1) i j i .
An animation of this argument is available at [14] . It was pointed out by Dylan Wilson that the combinatorial part of the above proof is equivalent to the well-known fact that if a binary operation is associative on triples, then it is associative on n-tuples.
In order to compare our Toda brackets to the Toda brackets in the opposite category, we need one lemma.
− → X 3 be a diagram in a triangulated category T . Then the Toda family T(Σf 3 , Σf 2 , Σf 1 ) is the negative of the suspension of T(f 3 , f 2 , f 1 ). That is, it consists of (Σβ, −Σ 2 α) for (β, Σα) in T(f 3 , f 2 , f 1 ).
Proof. Given a distinguished triangle Σ
Because of the minus sign at the left, the maps that arise in the Toda family based on this triangle are −Σ 2 α and Σβ, where Σα and β arise in the Toda family based on the starting triangle.
Given a triangulated category T , the opposite category T op is triangulated in a natural way. The suspension in T op is Σ −1 and a triangle
in T op is distinguished if and only if the triangle
in T is distinguished, where g ′ 1 is the composite of g 1 with the natural isomorphism
Corollary 5.13. The Toda bracket is self-dual up to suspension. More precisely, let X 0
defined by taking the Toda bracket in T op is sent to the subset
defined by taking the Toda bracket in T under the bijection Σ n−2 :
Proof. First we compare Toda families in T and T op . It is easy to see that the Toda family T T op (f 1 , f 2 , f 3 ) computed in T op consists of the pairs (α, Σ −1 β) for (Σα, β) in the Toda family T T (f 3 , f 2 , f 1 ) computed in T . In short, one has to desuspend and transpose the pairs. Using this, one can see that the iterated Toda family
is equal to the transpose of
By Lemma 5.12, the desuspensions pass through all of the Toda family constructions, introducing an overall sign of (−1) 1+2+3+···+(n−3) , and producing
By Theorem 5.11, composing the pairs gives the usual Toda bracket up to the sign (−1) 0+1+2+···+(n−3) . The two signs cancel, yielding the result.
We do not know a direct proof of this corollary. To summarize, our insight is that by generalizing the corollary to all (n − 2)! methods of computing the Toda bracket, we were able to reduce the argument to the 4-fold case (Lemma 5.9) and some combinatorics.
Remark 5.14. As with the 3-fold Toda brackets (see Remark 3.2), the higher Toda brackets depend on the triangulation. If the triangulation is negated, the n-fold Toda brackets change by the sign (−1) n .
Higher order operations determine d r
In this section, we show that the higher Adams differentials can be expressed in terms of higher Toda brackets, in two ways. One of these expressions is as an r th order cohomology operation.
Given an injective class I, an Adams resolution of an object Y as in Diagram (2.2), and an object X, consider a class , we have
Proof. We compute the Toda bracket, applying the Toda family construction starting from the right, which introduces a sign of (−1) 1+2+···+(r−2) , by Theorem 5.11. We begin with the Toda family T(Σd 1 , Σp s+1 , δ s x). There is a distinguished triangle
with no needed signs. The map Σd 1 factors through Σδ s+1 as Σ 2 p s+2 , and this factorization is unique because Σδ s+1 is I-epic and Σ 2 I s+2 is injective. The other maps in the Toda family are Σx 1 , where x 1 is a lift of δ s x through Σi s+1 . So
(The Toda family also includes (Σ 2 p s+2 φ, φ −1 (Σx 1 )), where φ is any isomorphism, but these contribute nothing additional to the later computations.) The composites of such pairs give
, up to suspension, recovering Proposition 4.1(1). Continuing, for each such pair we compute
The first equality is Lemma 5.12, and the second reuses the work done in the previous paragraph, with s increased by 1. Composing these pairs gives −d 3 [x] . The sign which is needed to produce the standard Toda bracket is (−1) 1 , and so the signs cancel.
At the next step, we compute
Again, the composites give −d 4 [x] . Since it was a double suspension that passed through the Toda family, no additional sign was introduced. Similarly, the sign to convert to the standard Toda bracket is (−1) 1+2 , and since 2 is even, no additional sign was introduced. Therefore, the signs still cancel. The pattern continues. In total, there are 1 + 2 + · · · + (r − 2) suspensions that pass through the Toda family, and the sign to convert to the standard Toda bracket is also based on that number, so the signs cancel.
Remark 6.2. Theorem 6.1 can also be proved using the definition Toda brackets based on rfiltered objects, as in Definitions 5.4 and 5.5. However, one must work in the opposite category T op . In that category, there is a unique r-filtered object, up to isomorphism, based on the maps in the Toda bracket. One of the dashed arrows in the diagram from Definition 5.5 is also unique, and the other corresponds naturally to the choice of lift in the Adams differential.
In the remainder of this section, we describe the analog of Proposition 4.1(3). We begin by defining restricted higher Toda brackets, in terms of restricted Toda families.
Consider a Toda family T(gh 1 , g 1 h 0 , g 0 h), where the maps factor as shown, there are distinguished triangles
for i = 0, 1, and g and h are arbitrary maps Z 2 → A and B → Z 0 , respectively. This information determines an essentially unique element of the Toda family in the following way. The octahedral axiom applied to the factorization g 1 h 0 yields the dotted arrows in a commutative diagram
where the rows and columns are distinguished and γ 2 := (Σk 0 )k 1 . It is easy to see that −Σ(g 0 h) lifts through ι as α 2 (Σh), and that gh 1 extends over q as gβ 2 . We define the restricted Toda family to be the set T(gh 1 ! , g 1 h 0 ! , g 0 h) consisting of the pairs (gβ 2 , α 2 (Σh)) that arise in this way. Since α 2 and β 2 come from a distinguished triangle involving a fixed map γ 2 , such pairs are unique up to the usual ambiguity of replacing the pair with (gβ 2 φ, φ −1 α 2 (Σh)), where φ is an isomorphism. Similarly, given any map x : B → J 0 , we define T(gh 1 ! , g 1 h 0 , x) to be the set consisting of the pairs (gβ 2 , Σα), where β 2 arises as above and Σα is any lift of −Σx through ι. Definition 6.3. Given distinguished triangles as in Equation (6.1), for i = 1, . . . , n − 1, and maps g : Z n → A and x : B → J 1 , we define the restricted Toda bracket
inductively as follows: If n = 2, it is the set consisting of just the composite gh 1 x. If n = 3, it is the set of composites of the pairs in T(gh 2 ! , g 2 h 1 , x). If n > 3, it is the union of the sets
Remark 6.4. Despite the notation, we want to make it clear that these restricted Toda families and restricted Toda brackets depend on the choice of factorizations and on the distinguished triangles in Equation (6.1). Moreover, the elements of the restricted Toda families are not simply pairs, but also include the factorizations of the maps in those pairs, and the distinguished triangle involving α 2 and β 2 . This information is used in the (n − 1)-fold restricted Toda bracket that is used to define the n-fold restricted Toda bracket.
Recall that the maps d 1 are defined to be (Σp s+1 )δ s , and that we have distinguished triangles , we have
This is a generalization of Proposition 4.1 (3) . The data in the Adams resolution is the witness that the composites of the primary operations are zero in a sufficiently coherent way to permit an r th order cohomology operation to be defined.
Proof. The restricted Toda bracket Σ
1 , x is defined recursively, working from the left. Each of the r − 2 doubly restricted Toda families has essentially one element. The first one involves maps α 2 , β 2 and γ 2 that form a distinguished triangle, and γ 2 is equal to [(−1) r Σ r i s+r−2 ][−(−1) r Σ r i s+r−1 ]. We will denote the corresponding maps in the following octahedra α k , β k and γ k , where each γ k equals [(−1) r Σ r i s+r−k ] γ k−1 , and so γ k = −(−1) rk Σ r (i s+r−k · · · i s+r−1 ). One is left to compute the singly restricted Toda family Σ r p s+r β r−1 ! , α r−1 Σ r−2 δ s , Σ r−2 x , where α r−1 and β r−1 fit into a distinguished triangle
and γ r−1 = −Σ r (i s+1 · · · i s+r−1 ). Thus, to compute the last restricted Toda bracket, one uses the following diagram, obtained as usual from the octahedral axiom: We next give a description of d r [x] using higher Toda brackets defined using filtered objects, as in Definitions 5.4 and 5.5. The computation of the restricted Toda bracket above produces a sequence
where W k is the fibre of the k-fold composite Σ r (i s+r−k · · · i s+r−1 ). (The map γ k may differ in sign from this composite, but that doesn't affect the fibre.) For each k, we have a distinguished triangle
where we extend downwards to k = 0 by defining W 1 = Σ r−1 I s+r−1 and using the non-obvious triangle
One can check that
where Σ r−k−1 d 1 is the map appearing in the (k + 1)st spot of the Toda bracket. In other words, the sequence (6.2) is an r-filtered object based on (Σ r−2 d 1 , . . . , d 1 ). The natural map σ W : W r → Σ r−1 I s is ι r−1 , and the natural map σ ′ W : Σ r−1 I s+r−1 ∼ = W 1 → W r is the composite q r−1 · · · q 1 ι 0 = −q r−1 · · · q 1 . The Toda bracket computed using the filtered object W consists of all composites appearing in the middle row of this commutative diagram:
We
On the other hand, as described at the end of the previous proof, the lifts a of Σ r−1 x through σ W = ι r−1 , when composed with −(Σ r p s+r )β r , give exactly the Toda bracket computed there.
In summary, we have:
Theorem 6.6. Given an Adams resolution of Y and r ≥ 2, there is an associated r-filtered object W and a choice of a map b in Diagram (6.3), such that for any X and class
where the Toda bracket is computed only using the r-filtered object W and the chosen extension b.
Sparse rings of operations
In this section, we focus on injective and projective classes which are generated by an object with a "sparse" endomorphism ring. In this context, we can give conditions under which the restricted Toda bracket appearing in Theorem 6.5 is equal to the unrestricted Toda bracket, producing a cleaner correspondence between Adams differentials and Toda brackets. We begin in Subsection 7.1 by giving the results in the case of an injective class, and then briefly summarize the dual results in Subsection 7.2. Subsection 7.3 gives examples.
Let us fix some notation and terminology, also discussed in [36] , [34] , [37, §2] , and [8] .
Definition 7.1. Let N be a natural number. A graded abelian group R * is N -sparse if R * is concentrated in degrees which are multiples of N , i.e., R i = 0 whenever i ≡ 0 (mod N ).
7.1. Injective case.
Notation 7.2. Let E be an object of the triangulated category T . Define the E-cohomology of an object X to be the graded abelian group E * X given by E n X := T (X, Σ n E). Postcomposition makes E * X into a left module over the graded endomorphism ring E * E.
Assumption 7.3. For the remainder of this subsection, we assume the following.
(1) The triangulated category T has infinite products.
(2) The graded ring E * E is N -sparse for some N ≥ 2.
Let I E denote the injective class generated by E, as in Example 2.6. Explicitly, I E consists of retracts of (arbitrary) products i Σ n i E. (1) Let I be an injective object such that E * I is N -sparse. Then I is a retract of a product
(2) If, moreover, W is an object such that E * W is N -sparse, then we have T (W, Σ t I) = 0 for t ≡ 0 (mod N ).
Proof.
(1) I is a retract of a product P = i Σ n i E, with a map ι : I ֒→ P and retraction π : P ։ I. Consider the subproduct P ′ = N |n i Σ n i E, with inclusion ι ′ : P ′ ֒→ P (via the zero map into the missing factors) and projection π ′ : P ։ P ′ . Then the equality
holds, using the fact that E * I is N -sparse. Therefore, we obtain πι ′ π ′ ι = πι = 1 I , so that I is a retract of P ′ .
(2) By the first part, T (W, Σ t I) is a retract of
using the assumption that E * W is N -sparse.
Lemma 7.5.
− → I r be a diagram in T , with r ≤ N + 1. Assume that each object I j is injective and that each E * (I j ) is N -sparse. Then the iterated Toda family T(f r , f r−1 , . . . , f 1 ) is either empty or consists of a single composable pair Σ r−2 I 0 → C → I r , up to automorphism of C.
Proof. In the case r = 2, there is nothing to prove, so we may assume r ≥ 3. The iterated Toda family is obtained by r − 2 iterations of the 3-fold Toda family construction. The first iteration computes the Toda family of the diagram
Choose a cofiber of f r−1 , i.e., a distinguished triangle I r−2
A lift of f r−2 to the fiber Σ −1 C 1 , if it exists, is determined up to
which is zero by Lemma 7.4(2). Likewise, an extension of f r to the cofiber C 1 , if it exists, is determined up to T (ΣI r−2 , I r ) = 0.
Hence, T(f r , f r−1 , f r−2 ) is either empty or consists of a single pair (β 1 , Σα 1 ), up to automorphisms of C 1 . It is easy to see that the object C 1 has the following property:
For r ≥ 4, the next iteration computes the Toda family of the diagram
The respective indeterminacies are
which is zero by Property (7.1), and
which is zero by Lemma 7.4(2) , since N ≥ 3 in this case. Hence, T(β 1 , Σα 1 , Σf r−3 ) is either empty or consists of a single pair (β 2 , Σα 2 ), up to automorphism of the cofiber C 2 of Σα 1 .
Repeating the argument inductively, the successive iterations compute the Toda family of a diagram
, where C j has the following property:
2)
The indeterminacy groups T (Σ j+1 I r−3−j , C j ) and T (Σ j+1 I r−2−j , I r ) are again zero. Hence, T(β j , Σα j , Σ j f r−2−j ) is either empty or consists of a single pair (β j+1 , Σα j+1 ), up to automorphism of C j+1 . Note that the argument works until the last iteration j = r − 3, by the assumption r − 2 < N .
We will need the following condition on an object Y :
2)) such that for each injective I j in the resolution, E * (Σ j I j ) is N -sparse.
Remark 7.7.
(1) Condition 7.6 implies that E * Y is itself N -sparse, because of the surjection E * I 0 ։ E * Y . (2) The condition can be generalized to: there is an integer m such that for each j, E * (Σ j I j ) is concentrated in degrees * ≡ m (mod N ). We take m = 0 for notational convenience. (3) We will see in Propositions 7.9 and 7.10 situations in which Condition 7.6 holds.
Theorem 7.8. Let X and Y be objects in T and consider the Adams spectral sequence abutting to T (X, Y ) with respect to the injective class I E . Assume that Y satisfies Condition 7.6. Then for all r ≤ N , the Adams differential is given, as a subset of E s+r,t+r−1 1 , by
In other words, the restricted bracket appearing in Theorem 6.5 coincides with the full Toda bracket.
Proof. We will show that
Consider the diagram
whose Toda bracket is being computed. The corresponding Toda family is
We know that
By Lemma 7.5, the Toda family on the right has at most one element, up to automorphism. But fully-restricted Toda families are always non-empty, so the inclusion must be an equality.
Write Σ r−2 I s f − → C g − → Σ r I s+r for an element of these families. It remains to show that the inclusion g
is an equality, i.e., that the extension of g to the cofiber of f is unique. This follows from the equality T (Σ r−1 I s , Σ r I s+r ) = 0, which uses the assumption on the injective objects I j and that r − 1 < N .
Next, we describe situations in which Theorem 7.8 applies.
Proposition 7.9. Assume that every product of the form i Σ m i N E has cohomology E * i Σ m i N E which is N -sparse. Then every object Y such that E * Y is N -sparse also satisfies Condition 7.6. Proof. Let (y i ) be a set of non-zero generators of E * Y as an E * E-module. Then the corresponding map Y → i Σ |y i | E is I E -monic into an injective object; we take this map as the first step p 0 : Y 0 → I 0 , with cofiber ΣY 1 . By our assumption on Y , each degree |y i | is a multiple of N , and thus E * I 0 is N -sparse, by the assumption on E. The distinguished triangle Y 1 → Y 0 p 0 − → I 0 → ΣY 1 induces a long exact sequence on E-cohomology which implies that the map I 0 → ΣY 1 is injective on E-cohomology. It follows that E * (ΣY 1 ) is N -sparse as well. Repeating this process, we obtain an I E -Adams resolution of Y such that for every j, E * (Σ j Y j ) and E * (Σ j I j ) are N -sparse.
The condition on E is discussed in Example 7.17. Proposition 7.10. Assume that the ring E * E is left coherent, and that E * Y is N -sparse and finitely presented as a left E * E-module. Then Y satisfies Condition 7.6.
Proof. Since E * Y is finitely generated over E * E, the map p 0 : Y → I 0 can be chosen so that
E is a finite product. It follows that E * I 0 is N -sparse and finitely presented. We have that E * −1 Y 1 = ker (p * 0 : E * I 0 ։ E * Y ). This is N -sparse, since E * I 0 is, and is finitely presented over E * E, since both E * I 0 and E * Y are, and E * E is coherent [9, §I.2, Exercises 11 -12] . Repeating this process, we obtain an I E -Adams resolution of Y such that for every j, Σ j I j is a finite product of the form i Σ m i N E.
Projective case.
The main applications of Theorem 7.8 are to projective classes instead of injective classes. For future reference, we state here the dual statements of the previous subsection and adopt a notation inspired from stable homotopy theory. Notation 7.11. Let R be an object of the triangulated category T . Define the homotopy (with respect to R) of an object X as the graded abelian group π * X given by π n X := T (Σ n R, X). Precomposition makes π * X into a right module over the graded endomorphism ring π * R. Assumption 7.12. For the remainder of this subsection, we assume the following.
(1) The triangulated category T has infinite coproducts.
(2) The graded ring π * R is N -sparse for some N ≥ 2.
Let P R denote the stable projective class spanned by R, as in Example 2.4. Explicitly, P R consists of retracts of (arbitrary) coproducts ⊕ i Σ n i R. Condition 7.13. X admits a P R -Adams resolution X • as in Diagram (2.1) with the property that π * (Σ −j P j ) is N -sparse for each projective P j . Theorem 7.14. Let X and Y be objects in T and consider the Adams spectral sequence abutting to T (X, Y ) with respect to the projective class P R . Assume that X satisfies Condition 7.13. Let [y] ∈ E s,t r be a class represented by y ∈ E s,t 1 = T (Σ t−s P s , Y ). Then for all r ≤ N , the Adams differential is given, as a subset of E s+r,t+r−1 1 , by
Note that we used Corollary 5.13 to ensure that the equality holds as stated, not merely up to sign. Proposition 7.15. Assume that every coproduct of the form ⊕ i Σ m i N R has homotopy π * ⊕ i Σ m i N R which is N -sparse. Then every object X such that π * X is N -sparse also satisfies Condition 7.13.
Recall the following terminology:
Definition 7.16. An object X of T is compact if the functor T (X, −) preserves infinite coproducts.
Example 7.17. If R is compact in T , then R satisfies the assumption of Proposition 7.15. This follows from the isomorphism
and the assumption that π * R is N -sparse. The same argument works if R is a retract of a coproduct of compact objects. Dually, if E is cocompact in T , then E satisfies the assumption of Proposition 7.9. This holds more generally if E is a retract of a product of cocompact objects.
Remark 7.18. Some of the related literature deals with compactly generated triangulated categories. As noted in Remark 2.13, we do not assume that the object R is a generator, i.e., that the condition π * X = 0 implies X = 0. Proposition 7.19. Assume that the ring π * R is right coherent, and that π * X is N -sparse and finitely presented as a right π * R-module. Then X satisfies Condition 7.13.
The following is a variant of [34, Lemma 2.2.2], where we do not assume that R is a generator. It identifies the E 2 term of the spectral sequence associated to the projective class P R . The proof is straightforward. Proposition 7.20. Assume that the object R is compact.
(1) Let P be in the projective class P R . Then the map of abelian groups
is an isomorphism for every object Y . (2) There is an isomorphism Example 7.21. Let R be an A ∞ ring spectrum, and let hMod R denote the homotopy category of the stable model category of (right) R-modules [37, Example 2.3(ii)] [17, §III] . Then R itself, the free R-module of rank 1, is a compact generator for hMod R . The R-homotopy of an R-module spectrum X is the usual homotopy of X, as suggested by the notation:
hMod R (Σ n R, X) ∼ = hMod S (S n , X) = π n X.
In particular, the graded endomorphism ring π * R is the usual coefficient ring of R.
The projective class P R is the ghost projective class [13, §7.3] , generalizing Example 2.4, where R was the sphere spectrum S. The Adams spectral sequence relative to P R is the universal coefficient spectral sequence . We used Proposition 7.20 to identify the E 2 term. Some A ∞ ring spectra R with sparse homotopy π * R are discussed in [34, §4.3, 5.3, 6.4] . In view of Proposition 7.20, the Adams spectral sequence in hMod R collapses at the E 2 page if π * R has (right) global dimension less than 2.
The Johnson-Wilson spectrum E(n) has coefficient ring
which has global dimension n and is 2(p − 1)-sparse. Hence, Theorem 7.14 applies in this case to the differentials d r with r ≤ 2(p − 1), while d r is zero for r > n. Likewise, connective complex K-theory ku has coefficient ring
which has global dimension 2 and is 2-sparse.
Example 7.22. Let R be a differential graded (dg for short) algebra over a commutative ring k, and consider the category of dg R-modules dgMod R . The homology H * X of a dg Rmodule is a (graded) H * R-module. The derived category D(R) is defined as the localization of dgMod R with respect to quasi-isomorphisms. The free dg R-module R is a compact generator of D(R). The R-homotopy of an object X of D(R) is its homology π * X = H * X. In particular, the graded endomorphism ring of R in D(R) is the graded k-algebra H * R. The Adams spectral sequence relative to P R is an Eilenberg-Moore spectral sequence Example 7.24. Let R be a ring, viewed as a dg algebra concentrated in degree 0. Then Example 7.22 yields the ordinary derived category D(R). The graded endomorphism ring of R in D(R) is H * R, which is R concentrated in degree 0. This is N -sparse for any N ≥ 2.
The Adams spectral sequence relative to P R is the hyperderived functor spectral sequence In this appendix, we give some computations in the stable module category of a group algebra kG, where k is a field and G is a finite group. These computations are used in Proposition 4.3.
Write R for the group algebra kG. We will work in the stable module category T := StMod(R). This is the category whose objects are (left) R-modules, and whose morphisms from M to N consist of the R-module homomorphisms from M to N modulo those that factor through a projective module. An isomorphism in StMod(R) is called a stable equivalence, and two R-modules M and N are stably equivalent if and only if there are projectives P and Q such that M ⊕ P ∼ = N ⊕ Q. The category StMod(R) is triangulated. The suspension ΣM is defined by choosing an embedding of M into an injective module and taking the quotient, the desuspension ΩM is defined by choosing a surjection from a projective to M and taking the kernel, and these are inverse to each other because the projectives and injectives coincide. Rather than working with respect to an injective class in T , we will consider the ghost projective class P, which is generated by the trivial module k. More precisely, P consists of the retracts of coproducts ⊕ i Σ n i k, and the associated ideal consists of the maps which induce the zero map in Tate Proof. To produce our counterexample, we will consider the Adams spectral sequence abutting to StMod(M, Ω * M ), where M is a two-dimensional module with basis vectors that are interchanged by g.
In order to make concrete computations, it will be helpful to observe that, as a k-algebra, R is the truncated polynomial algebra
Corollary B.3. Given the suspension functor Σ : T → T , 3-fold Toda brackets in T determine the triangulated structure. In particular, 3-fold Toda brackets determine the higher Toda brackets, via the triangulation.
Remark B.4. It is unclear to us if the higher Toda brackets can be expressed directly in terms of three-fold brackets.
