This study presents a systematic illustration quantifying how misleading the calibration results of a groundwater simulation model can be when recharge rates are considered as the model parameters to be estimated by inverse modelling. Three approaches to recharge estimation are compared: autocalibration (Model 1), the empirical return coefficient method (Model 2), and distributed hydrological modelling using the Soil and Water Assessment Tool, SWAT (Model 3). The methodology was applied in the Dehloran Plain, western Iran, using the MODFLOW modular flow simulator and the PEST method for autocalibration. The results indicate that, although Model 1 performed the best in simulating water levels at observation wells in the calibration stage, it did not perform satisfactorily in real future scenarios. Model 3, with SWAT-based recharge rates, performed better than the other models in the validation stage. By not evaluating the model performance solely on calibration results, we demonstrate the relative significance of using more accurate recharge estimates when calibrating groundwater simulation models.
Introduction
Mathematical models play a key role in the analysis of many, if not most, groundwater problems. The paucity of field data, errors in the observation data, and simplifications in model construction are the main reasons for uncertainties in groundwater modelling results and predictions (Voss 2011b) . The main hydrogeological parameters in a groundwater model are hydraulic conductivity (K) and specific yield (S y ) for unconfined aquifers and specific storage (S s ) for confined aquifers. Another major component in a groundwater simulation model is recharge (R). Recharge is the volumetric rate of water crossing the water table and entering the groundwater flow system (Flint et al. 2002) . However, specifying exact values of recharge and its spatio-temporal variations is not trivial.
Automatic inverse modelling can be used as a state-of-theart convenience to estimate hydrogeological parameters from some limited geological and hydrogeological information (Wang and Zheng 1996, Poeter and Hill 1997) , and has been widely used in different applications (e.g. D' Angese et al. 1996 , Hill et al. 2000 , Prasad and Rastogi 2001 , Sonnenborg et al. 2003 . Site-specific recharge values are often difficult to quantify, and their determination is expensive and time consuming. That is why recharge may be considered among the parameter set of a groundwater simulation model. Different conceptualizations may be used for recharge characterization and estimation (e.g. Foglia et al. 2013) . Voss (2011a) and Sanford (2002) recommended that a useful recharge value might best be obtained indirectly as a result of a calibration process. Due to the high correlation between R and K in the unsaturated zone, only the ratio of these parameters at any point of the model domain may be estimated (Sanford 2002 , Scanlon et al. 2002 . Nevertheless, recharge data are sometimes defined independently, which dictates whether an actual or relative value of zonal recharge is appropriate. Empirical root zone models (Henriksen et al. 2003 , Sonnenborg et al. 2003 , Blasone et al. 2007 ) and the empirical return coefficient method (ERCM) (Maxey and Eakin 1950 , D'Angese et al. 1996 , Sonnenborg et al. 2003 can be used for estimating recharge rates as preliminary, simple approaches.
Several authors have considered a long-term average recharge rate together with its spatial distribution in groundwater modelling (Brunner et al. 2004 , Franssen et al. 2008 . Also, deterministic physically-based or conceptual hydrological models such as HELP3 (Schroeder et al. 1994) , Hydrus-1D (Šimůnek et al. 2005) , MORECS (Hough and Jones 1997) , RLM (Ragab et al. 1997) and SWB (Dripps 2003) have been coupled with groundwater simulation models (e.g. Jyrkama et al. 2002 , Lu et al. 2011 . Although these models started to be used a decade ago, there has not been adequate testing of whether they are better than simpler approaches (Bradford et al. 2002) . Moreover, the relative performance of these models in estimating the spatio-temporal variations of recharge rates depend on the availability of data and information about the climate type, land use and geological framework (Bradford et al. 2002 , Sanford 2002 , Dripps and Bradbury 2010 .
The SWAT-MODFLOW modelling approach, a fully integrated surface water-groundwater model, has recently been developed to simulate the spatio-temporal variations of recharge rates (Sophocleous and Perkins 2000 , Kim et al. 2008 , Chung et al. 2010 , Luo and Sophocleous 2011 . The Soil and Water Assessment Tool (SWAT; Arnold et al. 1998 ) is a semi-distributed watershed model with a GIS interface that outlines sub-basins and stream networks from a digital elevation model and calculates daily water balance from meteorological, soil and land-use data.
Although the role of recharge conceptualization in groundwater modelling has been generally recognized in the literature, there are not many concrete examples demonstrating and quantifying the point. The present study aims to further investigate the effects of different conceptualizations of recharge on the accuracy of a groundwater simulation model. We estimate recharge rates by using autocalibration, empirical return coefficient and distributed hydrological modelling (SWAT) approaches. The SWAT model, compared to other distributed models used, offers a better choice in the consideration of the thickness of the unsaturated zone (cf. the SWB model of Dripps and Bradbury 2010) , the determination of the recharge caused by surface water bodies and irrigation activities, and the simulation of the delay time accommodating situations where the recharge from the soil zone to the aquifer is not instantaneous, e.g. the HELP3 model (Schroeder et al., 1994 ) and the RLM model (Ragab et al. 1997) . With this capability, the fluctuations of groundwater level may be simulated more accurately. We also use a sequential calibration method followed by a validation step as a complementary effort to previous works recognizing the importance of not comparing different modelling approaches based solely on calibration results (Sonnenborg et al. 2003) . Finally, we show systemically how well a model assuming recharge boundary conditions as unknown parameters to be estimated by a state-of-the-art autocalibration method will perform when tested against real recharge values.
Materials and methods

Study area
The Dehloran regional groundwater flow system encompasses 568.5 km 2 and is located in the west of Iran, 200 km from Ilam City (Fig. 1) . The study area covers 360 km 2 . Dehloran Plain lies between latitudes 32°22´-32°45´N and longitudes 47°05´-47°50´E. Dehloran City is situated in the north of the plain and the underlying groundwater resources play a leading role in securing the irrigation demand for the region. In addition, there is a municipal pumping well field in the southeast of the Dehloran Plain, to the north of the irrigation areas, which supplies the necessary drinking water for Dehloran City. There are 233 pumping wells with missing water level data in the Dehloran well field, with about 67.0 × 10 6 m 3 (million cubic metres) of annual water extraction in recent years due to an increasing population. Of these, 115 wells are located in our modelling domain, accounting for 32.8 × 10 6 m 3 annual water extraction, of which 4.0 and 28.8 × 10 6 m 3 are for domestic and irrigation water uses, respectively (Mahab Ghods Consulting Engineers 2008).
Hydrology and climate
The hydrology of the region has evolved from the arid climatic conditions. The mean annual precipitation (P) on the model domain is 243 mm, of which more than 92% falls during the monsoon season. The maximum amount of rainfall (about 40%) occurs in December and January, and there is substantial variation in monthly and annual rainfall. The annual average temperature is about 26°C, whereas the maximum temperature may exceed 45°C in summer. The resulting pan evapotranspiration (PET) is 3770 mm/year (Mahab Ghods Consulting Engineers 2008) . Therefore, the aridity index (AI U = P/PET = 0.11) is in the range 0.05 < AI U < 0.20, typical of arid areas (UNEP 1992) . The Meymeh and Shekar Ab rivers are located in the study area (Fig. 1) . 
Hydrogeology and geology
A transient electromagnetic (TEM) survey was performed along 14 cross-sections from the northeast to the southwest of the plain, and the geo-electrical data profiles were complemented by drilling 12 exploratory test wells ranging between 72 and 160 m in depth (Mahab Ghods Consulting Engineers 1992). The main aquifer system is composed of a mixture of silt and clay with sand and gravel, which exhibits large variation in lateral conductance properties. The aquifer depth is within the limits of 140 m in the centre of plain, reaches 150 m at some points and decreases to 50 m and 15 m in the south and the north, respectively.
The depth of the water table in the Dehloran aquifer is reported based on information obtained from exploration and observation wells. The Dehloran groundwater system is an unconfined aquifer, where the water table is now 3-65 m below ground level (b.g.l.) and is disconnected from surface water as no springs and no baseflow are observed in the study region. A depth of 3 m is observed in the central region of the plain, which renders the formation of evaporation zones. There are 22 observation wells, of which 18 are located in the modelling domain of this study. The main groundwater flow direction is nearly the same direction as the ground surface slope and is from northeast to south, with a westeast component in the west of the area.
Parameterization
As groundwater flow systems are distributed parameter systems and limited point measurements are available, the distributed parameter vector of infinite dimension must be appraised by a finite dimensional form using parameterization (Yeh 1986 ). We consider hydraulic conductivity (K) and specific yield (S y ) as unknown parameters to be determined by inverse modelling. Where recharge rates can be determined, either by field measurements or by using a supplementary hydrological model, they will not be among the unknown parameters; otherwise, recharge rates may also be considered as unknowns to be estimated by inverse modelling.
To consider the spatial distribution of the above parameters, we used the zonation method (ZM) for R and S y and the regularized pilot points method (Doherty 2003, Moor and Doherty 2006) for K. The methods are explained briefly below. We also consider the zonation patterns of S y to be the same as those considered for R, while performing a sensitivity analysis confirming that results are insensitive to this simplifying assumption.
The ZM, or zones of piecewise constancy, has a long history in parameter estimation as a means for simplifying the natural-world complexity in the model domain . In the ZM, the model domain is divided into multiple sub-domains or zones, and a constant value of a parameter of interest is assigned to each zone. These constants may be considered as unknowns being adjusted in a calibration process (D'Angese et al. 1996 , Prasad and Rastogi 2001 , Rojas and Dassargues 2007 .
The general goal of the pilot points method (PPM) is to provide a middle ground between cell-by-cell variability and the reduction to a few homogeneous zones Hunt 2010, Moeck et al. 2015) . A set of two-dimensional (2D) scatter points (pilot points) is distributed throughout the model domain initially. The values assigned to the points of interest are then estimated by the calibration process. Afterwards, the "true" values for other cells of the model are calculated using a spatial interpolation technique such as kriging. In regularized PPM (RPPM) (Alcolea et al. 2006) , the initial values of pilot points must be in a geologically reasonable range expected in the study area. Regularization imposes an additional knowledge and geological technical perspective in the form of prior information on the parameter estimation process, and can be integrated by the PPM (Doherty 2003 , Moor and Doherty 2006 , Franssen et al. 2009 . In fact, the addition of each new parameter will be accompanied by at least one (possibly many) "regularization observation", thus restoring the numerical predominance of observations over parameters (Doherty 2003) .
Inverse modelling of Dehloran groundwater system
System simulation and optimization are the main components of inverse modelling. The US Geological Survey modular flow MODFLOW simulator (McDonald and Harbaugh 1988) and the PEST optimizer (Doherty 2002) were employed for simulation and optimization, respectively. The PPM, in combination with the regularization capabilities of PEST, was used in a similar manner to that described by Doherty (2003) . Initial values and emplacement of pilot points were coordinated by attention points. Although calibration problems can be formulated as multiobjective optimization models (Kamali et al. 2013) , PEST employs a single-objective algorithm with root mean squared error (RMSE) as the objective function. A summary of unknown parameter ranges and their initial values is presented in Table 1 
(Mahab Ghods Consulting Engineers 2008).
The outer boundary of the simulation model was defined based on observations and the locations of pumping wells, geology and groundwater balance domain. A steady-state groundwater simulation model of the system was available (Mahab Ghods Consulting Engineers 2008), and was used for determining outer limits of the study domain and boundary conditions. The subsurface system was considered as a onelayer model with a continuous spatial distribution of hydraulic properties. The depth of the modelled area was between 15 and 150 m, with the depth of the unsaturated zone from 3 to 65 m b.g.l. No interaction existed between the riverbed and groundwater surface because of relatively large depth of the groundwater at river locations. According to the hydrogeolo- gical data, the aquifer was modelled as an unconfined system considering both steady-state and transient conditions. Eighteen observation wells were located in the model domain whose water levels were utilized as the observed target data for calibration. The aquifer accepts the lateral infiltration recharge of the upstream mountains, especially in the northeastern limit. Therefore, a constant head boundary was defined along the peripheral lines of constant pressure heads in the steady-state condition ( Fig. 1(b) ). In the transient mode, time-variant boundary heads were defined according to the available data from the observation wells located near the boundary arcs constructed in the MODFLOW model. The model domain was subdivided into 4704 finite difference cells (Fig. 1(b) ). The bottom boundary on the domain corresponding to the top of the cemented conglomerate formation was assumed as the no-flow boundary. The top of the model grid was defined by the ground surface elevation as developed by the Mahab Ghods Consulting Engineers (1992). Recharge and evapotranspiration were simulated by means of the Recharge and Evapotranspiration (EVT) modules of MODFLOW. The maximum ET rate and the extinction depth constants in the EVT module were set to 0.01032 (m/ d) and 3 (m), respectively, according to previous studies (Mahab Ghods Consulting Engineers 2008) .
We used the two-step calibration approach to estimate the unknown parameter values of the groundwater models. In this approach, the steady-state model is first calibrated, and the resulting spatial distributions of K and/or R are then used in the subsequent transient model where zonal S y values are calibrated.
Recharge conceptualization
Three alternative modelling approaches were tested in this study depending on how recharge and its zonal pattern are accounted for. In this regard, recharge zones were delineated using (a) manually-defined polygons where each observation well is located approximately in the centre of a polygon (MDP1 approach), (b) manually-defined polygons where the polygons are determined based on land-use maps obtained from satellite images of the study area (MDP2 approach), and (c) sub-basin polygons determined from a hydrological model (SWAT) used for recharge estimation (Fig. 2) . Associated with each of the above approaches, recharge rates were determined by using model autocalibration, the ERCM and the SWAT hydrological model, respectively. Therefore, depending on these three approaches to recharge estimation, we analysed three different models, as presented in Table 2 . Each of the models was calibrated by a two-step procedure using a steady-state and a transient model. A trial-and-errorbased calibration was conducted first, and the obtained results were considered as the starting point for autocalibration. Note that average annual values of parameters such as the amount of water extraction from wells were considered in the steady-state calibration, while monthly values of the same parameters were used in the transient calibration. The K or R parameter values were estimated in the steady-state model and then used in the associated transient model for estimating S y . Therefore, the differences among the models may be attributed to the different methods of recharge estimation.
In Model 1, R values are determined by autocalibration using the MDP1 approach. In Model 2, R values with the MDP2 spatial pattern are determined by the ERCM based on land-use/land-cover type (Fig. 2) . The available satellite images of the study area were utilized as detailed information on land use/land cover was not available. In the ERCM, the required average annual recharge assigned to each zone for the steady-state analysis is calculated by the following equation:
where R is the amount of water reaching the groundwater surface through recharge, PR is precipitation, G A is groundwater abstraction for irrigation, G D is groundwater abstraction for drinking and industrial purposes, RI is surface flow, and α i (i = P, A, D, R) are empirical return coefficients. The ERCM is essentially based on the water balance equation. We defined seven recharge zones according to land use/land cover, and the natural recharge of each zone was estimated as a percentage of precipitation, irrigation and surface flow based on water-balance calculations. The return coefficients were chosen based on previous studies, as listed in Table 3 (Mahab Ghods Consulting Engineers 2008). The ERCM provides a constant steadystate recharge distribution, and the same values are incorporated in the transient calibration mode. In Model 3, the average annual values of R calculated from daily results of the SWAT model were used in a steady-state autocalibration procedure for determining K values. These values in combination with monthly values of R obtained from SWAT were used then for estimating S y in the associated transient model. Subsequently, the mentioned groundwater simulation models were tested against observed monthly data of water levels at observation wells for a 5-year historical period.
SWAT model
We constructed a SWAT model of the investigated area to estimate the distributed groundwater percolation (recharge rates) as input data to MODFLOW. Details on SWAT modelling and the physical processes being simulated by SWAT are provided in the Appendix.
We calibrated (1993-2002) and validated (2003-2006 ) the model according to stream discharges of the Meymeh River and well abstractions. There was more than one well in some sub-basins. The total monthly amount of well discharges in each sub-basin was assigned to each hydrological response unit (HRU) based on the ratio of the area of that HRU to the total area of the sub-basin containing it. Water discharge from the wells was considered as the irrigation water applied to associated HRUs from a shallow aquifer. The selection of calibrated parameters was based on a sensitivity analysis and findings in previous studies (Schuol et al. 2008 , Faramarzi et al. 2009 , Ashraf Vaghefi et al. 2013 . Based on this, 25 parameters were selected for model calibration with respect to discharge and well abstraction variables. Table 4 presents the set of the most sensitive, final parameters included in the calibration.
Basic SWAT input data included a soil map obtained from the global map of the FAO (1995) , providing data for 5000 soil types comprising two layers (0-30 cm and 30-100 cm v is the default parameter replaced by a given value and r is the existing parameter value multiplied by (1 + a given value) during the calibration process. SCS runoff curve number is an empirical parameter used in hydrology for predicting direct runoff or infiltration from rainfall excess.
depth) at a spatial resolution of 10 km. Further data on soil physical properties were obtained from Schuol et al. (2008) . A land-use map with a resolution of 900 m was obtained from previous studies (Mahab Ghods Consulting Engineers 2008) . A digital elevation model at 90-m resolution was provided by SRTM of NASA (Jarvis et al. 2008) . The river map of major local rivers was obtained from the Iran Water & Power Resources Development Co., and the climate data were received from the Iran Ministry of Energy (MOE). Monthly discharge data for the Meymeh River were provided by local water authorities.
3 Results and discussion
SWAT model calibration and validation results
The parallel sequential uncertainty fitting algorithm (Rouholahnejad et al. 2012) in the SWAT-CUP software (Abbaspour 2011) was used for sensitivity analysis, calibration and uncertainty quantification. The model was calibrated with data from 1993 to 2002 and validated with data from 2003 to 2006 for both discharges of the Meymeh River and well abstraction observations. The results indicated that the performance criteria in an uncertainty-based calibration process, i.e. the values of P factor and R factor for both calibration and validation periods, at the outlet station were satisfactory for discharge (Fig. 3) . The P factor is the fraction of measured data bracketed by the 95PPU (95% prediction uncertainty) band. The P factor varies from 0 to 1, where 1 is the highest value. The R factor is the average width of the 95PPU band divided by the standard deviation of the measured variable. A value less than 1 has been reported to be desirable provided that the P factor remains large enough (Abbaspour et al. 2009 ). Although a large number of wells were located in the model domain, we reduced the number of wells in the calibration and validation stages from 115 to 45 by considering only a uniform distribution of wells in the calibration process. This was done to manage the number of calibration parameters. The sample results for 10 selected wells are presented in Table 5 .
Groundwater model calibration results
Figure 4 displays the steady-state simulated water levels at the observation wells for different models (1-3) compared to the observed ones; the RMSE values are 0.5, 1.12 and 1.05 m, respectively (Fig. 5 ). This indicates that the best steady-state model in the calibration stage is Model 1 followed by models 3 and 2. This is due the fact that Model 1 benefits from having more freedom in adjusting both K and R values concurrently, while in other models only K values are allowed to vary. Figure 6 shows the distribution of the steady-state simulated K values in the study area. One can see that the calibrated values vary from 2 to 80 m/d. While all three models show a similar trend in K distribution, Model 3 resulted in larger values of hydraulic conductivity in the southeast and northern regions of the plain. The resulting values of K and its spatial distribution are compatible with the observed geological features of the study area in previous studies. The southwest and east regions of the plain are the alluvial fan of the Shekar Ab (Meymeh) and Doyraj rivers. Note that the Doyraj River is located adjacent to the eastern part of the study area. Figure 6 illustrates the spatial variations of average annual values of R for the three models. From a water balance analysis, one can obtain the total average annual recharge for models 1, 2 and 3 of 43.6, 33.2 and 22.5 × 10 6 m 3 , respectively (Table 6 ). We can see that the calibrated average annual values of R in Model 1 are different from those in models 2 and 3. For example, in the westernmost region of the study area, the calibrated recharge rates in Model 1 are significantly higher than those in models 2 and 3. In Model 1, all sources of uncertainty in the model structure and input data are reflected in the calibration parameters including recharge rates. This could affect the final parameter values significantly. However, in models 2 and 3 recharge rates are not allowed to be adjusted through calibration, and the mentioned uncertainties can be reflected in other calibration parameters. That is why recharge rates in these models could be quite different from those in Model 1. The more structural and input uncertainties, the more uncertain the calibrated recharge rates will be. Nevertheless, in the SWAT-MODFLOW approach, recharge is constrained by an overall water budget for the surface water system that may result in more accurate values of recharge than those resulting from the ERCM. Figure 6 shows S y values and the spatial variations of this parameter based on the ZM used in the calibration of transient models. The values vary between 0.01 and 0.15, with arithmetic means of S yAM_1 = 0.13, S yAM_2 = 0.09 and S yAM_3 = 0.09 for models 1, 2 and 3, respectively. Because of erroneous values of K and R in steady-state calibration, S y values in Model 1 are completely different from those of models 2 and 3. Although transient calibration results of models 2 and 3 have resulted in a relatively similar pattern of S y variations, we can still observe some differences between models 2 and 3. For example, in the irrigation field located in the southwest of the study area, where recharge rates are considerably high, the estimated S y values in models 2 and 3 are significantly different. Figure 7 illustrates the observed and simulated transient groundwater heads for Model 1. We see good agreement between the observed and simulated heads at the observation wells. A similar result was found for other models. The RMSE values in the transient calibration mode are equal to 0.71, 0.73 and 0.7 m for models 1, 2 and 3, respectively (Fig. 5) . Figure 8 illustrates a conceptual representation of the hydrological components of the Dehloran Plain. The water balance of Model 3 for steady-state conditions is presented in Table 6 , where the water balance components of surface water and groundwater sub-systems as well as the entire basin are presented.
Groundwater model validation results
The three calibrated transient groundwater models were validated against a monthly data set of observed water levels from October 2001 to September 2006. An average annual recharge rate determined in steady-state calibration of Model 1 was used in the validation stage of this model, while average annual rates for different zones determined by the ERCM were used for validating Model 2. For the validation of Model 3, the rates determined by the SWAT model were used. We see a significant difference in their performance, with RMSE values equal to 1.18, 1.31 and 0.7 m for models 1, 2 and 3, respectively. Figure 5 demonstrates the trend of the error change for all three models in steady-state and transient modes for calibration and validation stages. Although Model 1 performed well in the steady-state mode of the calibration stage, it had a poorer performance in the transient mode of the calibration stage. Moreover, this model shows the least accuracy among the models in the validation stage. This signifies that a model which considers recharge as a parameter to be autocalibrated may not be suitable in simulating the future behaviour of the aquifer system, even if it has performed well in the calibration stage.
The ERCM obtained better results in the validation stage than those of Model 1. The simulated and observed water levels are displayed in Figure 9 for a given observation well during the validation period for all the three models. One can see that Model 3, in which the concept of delay time in the process of recharge estimation is considered by SWAT, is the only model that simulates the monthly fluctuations of water level reasonably well. Simulating water-level fluctuations is important in the middle of the plain, where groundwater evaporation plays a significant role in monthly water balance components. In this regard, the amount of groundwater evaporation in August 2006 resulting from Model 1, 0.029 × 10 6 m 3 , is significantly different from that of models 2 and 3, i.e. 0.019 and 0.013 × 10 6 m 3 , respectively. Note that in Model 3 different sets of recharge rates were used in the calibration and validation stages. These values were determined by SWAT considering several factors such as land use/land cover, precipitation, soil type, air temperature, agriculture activities, etc. However, construction and calibration of a SWAT model of a watershed is relatively time consuming and requires the availability of field data. Nonetheless, if the required data are available, the SWAT model can be calibrated well enough and can, therefore, estimate recharge rates more reliably. These recharge rates can greatly improve the calibration and validation of the groundwater model.
An important issue addressed is the significance of the error induced in a groundwater simulation model when actual recharge rates are not available or are costly to obtain. In this regard, the recharge rates used in models 1 and 2 were replaced by actual rates obtained by SWAT in the validation stage. This scenario quantifies how inaccurate a groundwater simulation model and its parameter values will be when it is calibrated with unreal recharge rates. Under this circumstance, the RMSE values became equal to 1.9 m and 1.45 m for models 1 and 2, respectively. These values are about 60% and 10% higher than those previously obtained, which were equal to 1.18 and 1.31 m, respectively (Fig. 5) . Note that the error criterion for Model 3, i.e. 0.7 m, is significantly less than that for models 2 and 3.
Summary and conclusions
Inverse modelling or calibration is an important stage before using any mathematical groundwater simulation model. Recharge due to rainfall and irrigation will directly affect the performance and accuracy of a calibrated model. Although this topic has been recognized generally in the literature, there are not many concrete examples demonstrating and quantifying the point. This study explored and quantified how different approaches of recharge estimation and its zonal pattern affected the performance of the groundwater simulation model for the real case study of the Dehloran Plain located in western Iran.
Three approaches were used for recharge conceptualization including autocalibration of a steady-state model (Model 1), the empirical return coefficient method (Model 2), and the SWAT distributed hydrological model (Model 3). In these approaches, the methods of MDP1 (manually-defined polygons where each observation well was located approximately in the centre of a polygon), MDP2 (manually-defined polygons where the polygons were determined based on land-use maps), and sub-basin polygons determined from the hydrological response unit (HRU) concept in SWAT were used for characterizing zonal patterns of recharge. Each of the models was calibrated by a sequential method in which the hydraulic conductivity (K) and/or recharge (R) values were estimated in a steady-state mode and then were used in a transient model for estimating S y . The models were finally compared and validated against observed monthly data on groundwater levels at observation wells for a 5-year historical period.
While Model 1 was the best in simulating water levels at observation wells with respect to the RMSE criterion in the calibration stage, it was the least accurate in the validation stage. Model 3, in which the SWAT model was used for estimating recharge values, performed significantly better than the other two models in the validation stage. Based on this, we quantified systemically how a well-calibrated model that assumed recharge boundary conditions as unknown calibration parameters did not perform well enough when tested against more real recharge values. By not evaluating the model performance solely on calibration results, we demonstrated the relative performance of using more accurate recharge estimates when calibrating groundwater simulation models. Nevertheless, having actual recharge rates measured or estimated by a distributed hydrological model could be quite timely and costly and may need extensive data collection. Therefore, there would be a trade-off between the accuracy of the estimated spatio-temporal variations of recharge and the significance of its impact on the results of a groundwater model. Where recharge rates are large compared to other balance components of an aquifer model or are highly variable in space and time, the role of accurately estimating the rates becomes more prominent.
where w rech,i is the amount of recharge entering the aquifer on day i (mm), δ gw is delay time (days), and w seep is the amount of water exiting the bottom of the soil profile on day i (mm). Sangrey et al. (1984) note that monitoring wells in the same area have similar values of δ gw .
As SWAT is a (semi-)distributed parameter hydrological model, it requires specific algorithms to be calibrated and verified. The most widely used method to do this is the sequential uncertainty fitting (SUFI) approach, an uncertainty-based calibration scheme available in the SWAT-CUP software (Abbaspour 2011) . The SUFI-2 algorithm maps all uncertainties (parameter, conceptual model, input, etc.) on the parameter ranges and tries to capture most of the measured data within the 95% prediction uncertainty (95PPU) calculated at the 2.5% and 97.5% levels of the cumulative distribution of an output variable obtained through Latin hypercube sampling. Figure A1 . Schematic representation of hydrological processes in SWAT (Reshmidevi and Nagesh Kumar 2014) .
