In this paper we investigate theoretically and numerically the new preconditioned method to accelerate over-relaxation (AOR) and succesive over-relaxation (SOR) schemes, which are used to the large sparse linear systems. The iterative method that is usually measured by the convergence rate is an important method for solving large linear equations, so we focus on the convergence rate of the di erent preconditioned iterative methods. Our results indicate that the proposed new method is highly e ective to improve the convergence rate and it is the best one in three preconditioned methods that are revealed in the comparison theorems and numerical experiment.
Introduction
With the development of natural and social sciences, we always encounter some big data problems which are related to the sparse linear equations. For instance, in numerical weather forecasting, simulated nuclear explosion, oil and gas resource development, partial di erential equations are used to establish mathematical models, which generate large sparse linear equations by proper di erence or nite element. However, the traditional Gaussian elimination method is no longer applicable because it requires a lot of storage space. So the iterative method is presented to solve the approximate solution of the large sparse linear equations, and some e ective iterative schemes are developed, such as the Gauss-Seidel method, Jacobi method, AOR method, SOR and SOR-like method [1, 2] etc.
Usually the large sparse linear system can be expressed as:
where A ∈ R n×n , b ∈ R n are given and x ∈ R n should be solved. A can be expressed in terms of the identity matrix I, strictly lower and upper triangular matrices L and U, respectively, namely A = I − L − U. Then the iterative matrix of Gauss-Seidel method [3] for solving the linear system (1) is
In order to improve convergence of the iterative method, AOR iterative scheme is demonstrated [4] [5] [6] . The iteration matrix of AOR is
where w and r are real parameters with w ≠ . If w = r, it is SOR iterative scheme. When the spectral radius of iterative matrix is less than 1, the iterative method converges. The smaller spectral radius results in faster convergence speed of the iterative matrix.
In the calculation process, convergence is not only dependent on the iteration matrix and parameters in the iterative methods, but also closely related to the changes of the equations themselves. So we can multiply both sides of the system (1) by a nonsingular matrix to improve the e ciency of solving the equations. Then the original linear system (1) is equivalent to the following preconditioned linear system (e.g., see [7] [8] [9] [10] [11] ):
where P is a non-singular matrix. In order to increase calculate, the preconditioned matrix P can be adopted as di erent forms [12] [13] [14] [15] [16] .
The following preconditioned matrix is proposed by Evans et al. [17] 
Then the system (1) is equivalent to the following preconditioned system:
Another preconditioned form is presented by Gunawardena et al. [18] 
So the system (1) becomes the following:
where A = (I + S)A and b = (I + S)b.
In the spirit of previous work, we in this paper consider the following preconditioned linear system:
where A = (I + S )A and b = (I + S )b with
In the present work, we are studying the modi ed preconditioned method mentioned above via theoretical proof and numerical experiment. We describe the preconditioned approaches, including the AOR and SOR schemes in Section 2. Our results and discussions are presented in Section 3. Our conclusions are summarized in Section 4.
Methods . Preconditioned AOR scheme
where D = diag( , , · · · , , − a n a n ),
a n a − a n · · · a n a ,n− − a n,n−
−a −a · · · −a n −a · · · −a n . . .
So the AOR scheme becomes
where D = diag( − a a , · · · , − a n− ,n a n,n− , ),
−a n− , + a n− ,n a n −a n− , + a n− ,n a n · · · −a n −a n · · · −a n,n−
−a + a a · · · −a n + a a n · · · −a n + a a n . . .
Then the corresponding AOR scheme is
In (6), the coe cient matrix can be stated
− a n− ,n a n,n− − a n a n
−a n− , + a n− ,n a n −a n− , + a n− ,n a n · · · −a n + a n a · · · −a n,n− + a n a ,n−
Here AOR scheme becomes
. Our lemma Lemma 1. Let A and A be the coe cient matrices of the linear system (1) and (6), respectively. If ≤ r ≤ w ≤ (w ≠ , r ≠ ), A is an irreducible L − matrix with < a n a n < and < a i,i+ a i+ ,i < , i = , , · · · , n − . (This condition implies A is irreducible.)
Then the iterative matrices Lrw and L rw associated to the AOR method applied to the linear system (1) and (6), respectively, are nonnegative and irreducible.
Proof. From that A is a L-matrix (i.e., a ij > ; i = j = , · · · , n and a ij , for all i, j = , , · · · , n; i ≠ j [19] ), we have L ≥0 is a strictly lower triangular matrix and U ≥0 is a strictly upper triangular matrix. So (I − rL) − = I + rl + r L + · · · + r n− L n− ≥0.
By (3), we have
So Lrw is nonnegative. Because < a i,i+ a i+ ,i < , i = , , · · · , n − , A is irreducible (i.e., the directed graph of A is strongly connected). Thus, we can also get that
As to L rw , by (18) , we have
and from D ≥0, L ≥0 and U ≥0, we can get L rw ≥0. Let
· · · −a ,n− + a a ,n− −a n + a a n −a + a a · · · −a ,n− + a a ,n− −a n + a a n . . . . . . . . . . . . . . . −a n− , + a n− ,n a n, −a n− , + a n− ,n a n · · · −a n + a n a · · · −a n,n− + a n a ,n−
Because of < a n a n < and < a i,i+ a i+ ,i < , i = , , · · · , n − , there exist at least the following elements that are not equal to null in the matrix C:
c n− , = −a n− , + a n− ,n a n ≠ , and c n = −a n + a n a ≠ . Proof. From Lemma 1, we know that Lrw and L rw are nonnegative and irreducible matrices. Thus, from results (If A is a nonnegative and irreducible matrix, there exists a positive real eigenvalue that equals to its spectral radius ρ(A), and an eigenvector x > corresponding to ρ(A).) in [20] , so there is a positive vector x such that Lrw x = λx, λ = ρ(Lrw),
This is to say that
L + U is irreducible. w ≠ , r ≠ and L + U is irreducible, So w( − r)D − L + wD − U is irreducible. From L rw = ( − w)I + w( − r)D − L + wD − U + T and T ≥ , we get L rw is irreducible.
Results and discussion
Therefore, for this x >0,
Based on (15), (16) and (17), we get that
Because of
we obtain the following formula from (21), (22) , (23) and (20)
Using (24), we get
Since SL =0, we can write as
Because
−a n− ,n a n,n− −a n a n
· · · a n a a n a · · · a n a n
we have D − I ≤ , S ≥ , S ≥ , SU ≥ .
At the same time, from the results (A is a nonnegative matrix, if αx Ax for some nonnegative vector x, x ≠ , then α ρ(A); if Ax βx for some positive vector x, then ρ(A) β. Furthermore, if A is irreducible and ≠ αx Ax βx for some nonnegative vector x, then α ρ(A) β and x is a positive
vector.) in [21] , we can get the following results:
Now the following theorem is shown to compare the convergence rate of the AOR iterative scheme with two di erent preconditioned methods. (10) and (18), respectively. If ≤ r ≤ w ≤ (w ≠ , r ≠ ), A is an irreducible L − matrix with < a n a n < and there exists a non − empty set of β ⊆ N = { , , · · · , n − } such that < a i,i+ a i+ ,i < , i ∈ β, a i,i+ a i+ ,i = , i ∈ N \ β.
Theorem 2. Let Lrw and L rw be the iterative matrices of the AOR method de ned by
We obtain
Proof. From Lemma 3.4. in [22] and Lemma 1, we know that Lrw and L rw are nonnegative and irreducible matrices. So there exists a positive vector x such that Lrw x = λx, λ = ρ( Lrw) (from results in [20] .). From (10), we have
where x is a positive vector. Based on (7), (8) and (16), we get
By (9) and (17), we can obtain U = S U − S + U.
can be written as
We can get the following from (9) and (24)
By (7) and (15),
It is obvious that Q ≤0. The following proof is similar to Theorem 1.
Based on Theorem 3.5. in [22] and Theorem 2, we obtain the following corollary. If w = r in Corollary 1, we can obtain the results of SOR method, and if w = , r = , we can get the corresponding Jacobi results. Theorem 3. Let Lrw and L rw be de ned by (14) and (18) , respectively. Under the conditions in Theorem 4, we have
Proof. From Lemma 4 in [23] and Lemma 1, it is clear that Lrw and L rw are nonnegative and irreducible matrices. So there exists a positive vector x such that Lrw x = λx, where λ = ρ(Lrw). From (11), (12) , (15) and (16) , the following equality is easily proved:
where x is a positive vector.
Since S D = S and S L = ,
Obviously, K ≤ . The following proof is similar to Theorem 1.
From Theorem 2 in [23] and Theorem 3, we have the following corollary. Remark 1. From these results, we can conclude that the spectral radius of our preconditioned AOR (SOR, Jacobi) iterative matrix is the smallest. It is to say that the convergence of our modi ed AOR (SOR, Jacobi) scheme is the fastest in the above three preconditioned methods.
Example
We show the numerical example to verify the theorems. The coe cient matrix A of (1) is the following: By applying three preconditioned methods to the linear system, we can get Table 1 , Table 2 and Table 3 .
Remark 2.
From the tables, we can nd that numerical results are in accordance with the above theorems. These results imply that the improved preconditioned method (I + S ) is the most e ective to accelerate convergence of AOR (SOR, Jacobi) iterative scheme in these three preconditioned methods (I + S), (I + S) and (I + S ).
Conclusions
In this work, we study the improved preconditioned AOR (SOR, Jacobi) iterative scheme. In order to explore the most e ective method to improve the convergence speed, we provide some comparison theorems and the numerical example in three preconditioned methods. Our main conclusions are summarized below. 1. From the comparison theorems, we nd that the spectral radius of our new preconditioned AOR (SOR, Jacobi) iterative matrix is less than 1, and it is the smallest in three di erent preconditioned methods. Our results suggest that the convergence speed of the improved preconditioned AOR (SOR, Jacobi) scheme is the fastest.
2. Our numerical results indicate that the new preconditioned method is the most e ective to accelerate convergence speed of AOR (SOR, Jacobi) iterative scheme.
