Implementasi Improve K-Means dengan Particle Swarm Optimization (PSO) dalam Klasterisasi Data Penjualan Obat untuk Mendapatkan Pola Pembelian Obat  (Studi Kasus : Apotek Aniya Farma) by Sinta, Vincia Tara Andyka
 
Implementasi Improve K-Means dengan Particle Swarm 
Optimization (PSO) dalam Klasterisasi Data Penjualan Obat  
untuk Mendapatkan Pola Pembelian Obat  
(Studi Kasus : Apotek Aniya Farma) 
 
Proposal Tugas Akhir 
 
Diajukan Untuk Memenuhi 
Persyaratan Guna Meraih Gelar Sarjana  


















PROGRAM STUDI INFORMATIKA  
FAKULTAS TEKNIK 



























 Obat merupakah salah satu kebutuhan penting di dalam kehidupan sehari-
sehari. Obat-obatan ini biasa nya dapat di temukan di Apotek, Toko Obat, 
Warung Kecil, Minimarket dll.    Perencaan untuk mengolah kebutuhan obat 
yang tepat dapat membantu memakasimalkan kebutuhan obat dalam penjualan 
agar obat-obatan tersebut dapat tersedia sesuai dengan kebutuhan serta dapat 
di peroleh dengan mudah dan cepat. Pada penelitian ini dilakukannya analisa 
kebutuhan obat dengan mengelompokan data penjualan obat untuk dapat 
melihat pola pembelian obat dengan tujuan dapat meningkatkan kebutuhan 
obat dari para pelanggan. Salah satu metode yang usulkan ialah metode K-
Means dan Particle Swarm Organization (PSO) namun dalam penelitian ini di 
lakukan  improve pada kedua metode tersebut. Dataset ini memuat 161 data 
penjualan obat dalam kurun waktu 1 tahun. Metode yang di ajukan 
memberikan nilai SSE mean sebesar 2,501, nilai SSE stdev sebesar 0,001, nilai 
Quantization Error Mean 0,785 dan nilai Quantization Error Standar deviasi 
sebesar 0,00001. Dan nilai dari Silhoutte Mean ialah sebesar 0,554 semakin 
besar nilainya semakin baik centroid yang di hasilkans. Menghasilkan 4 cluster 
yang memiliki rata-rata penjualan tertinggi pada cluster 3 dengan rata-rata 
penjualan yaitu sebesar 134,48 kemudian disusul oleh cluster 1 sebesar 121,19 
,cluster 4 sebanyak 120,43 dan cluster 2 sebanyak 117,77. Berdasarkan hasil 
uji validasi cluster metode yang di usulkan efektif untuk melakukan clustering 
data penjualan obat. 
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Medicine is one of the most important needs in everyday life. These drugs can 
usually be found in pharmacies, drugstores, small shops, mini-markets, etc. 
Planning to process the right drug needs can help maximize the need for drugs in 
sales so that these drugs can be available according to needs and can be obtained 
easily and quickly. In this study, an analysis of drug needs was carried out by 
classifying drug sales data to be able to see drug purchase patterns in order to 
increase the drug needs of customers. One of the proposed methods is the K-Means 
method and the Particle Swarm Organization (PSO), but in this study it is 
improving both methods. This dataset contains 161 drug sales data for a period of 
1 year. The proposed method provides a mean SSE value of 2.501, an SSE stdev 
value of 0.001, a Mean Quantization Error value of 0.785 and a Standard Deviation 
Quantization Error value of 0.00001. And the value of the Silhoutte Mean is 0.554, 
the greater the value, the better the centroid is produced. This resulted in 4 clusters 
that had the highest average sales in cluster 3 with an average sales of 134.48, 
followed by cluster 1 of 121.19, cluster 4 of 120.43 and cluster 2 of 117.77. Based 
on the results of the cluster validation test, the proposed method is effective for 
clustering drug sales data. 
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