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Abstract—Segmenting text into semantically coherent seg-
ments is an important task with applications in information
retrieval and text summarization. Developing accurate topical
segmentation requires the availability of training data with
ground truth information at the segment level. However, gener-
ating such labeled datasets, especially for applications in which
the meaning of the labels is user-defined, is expensive and time-
consuming. In this paper, we develop an approach that instead
of using segment-level ground truth information, it instead uses
the set of labels that are associated with a document and are
easier to obtain as the training data essentially corresponds
to a multilabel dataset. Our method, which can be thought
of as an instance of distant supervision, improves upon the
previous approaches by exploiting the fact that consecutive
sentences in a document tend to talk about the same topic,
and hence, probably belong to the same class. Experiments on
the text segmentation task on a variety of datasets show that
the segmentation produced by our method beats the competing
approaches on four out of five datasets and performs at par on
the fifth dataset. On the multilabel text classification task, our
method performs at par with the competing approaches, while
requiring significantly less time to estimate than the competing
approaches.
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I. INTRODUCTION
A document can be visualized as a sequence of
semantically-coherent segments. Text segmentation refers to
the task of breaking down the documents into these seg-
ments. Segmenting the text into these semantically-coherent
segments is useful in many natural language processing
tasks [1]: it can improve information retrieval (by index-
ing/recognizing documents more precisely or by giving the
specific part of a document corresponding to the query as
a result); and text summarization (by including information
from each of the classes present in a document). In the case
of multilabel documents, these segments can be mapped to
one or more of the labels associated with the document. For
example, Fig. 1 shows the plot summary of the 1933 movie
Blondie Johnson. The movie belongs to the crime/drama
genre. We can segment the plot summary text into segments
belonging individually to the crime genre and drama genre
(Red, italicized text corresponds to the crime genre and
black, unitalicized text belongs to the drama genre). Manu-
ally generating these segments and annotating them with the
labels in a document is a tedious and expensive task. The
Set during the Great Depression, Blondie Johnson quits her job after a co­
worker sexually harasses her. She next is evicted with her sick mother, but
cannot get relief. After her mother dies, Blondie is determined to become
rich. She soon gets involved in the criminal circuit. She falls in love with a
gangster, whom she convinces to take down his boss. Blondie eventually
climbs up the criminal ladder, becoming boss to the "little navy" gang.
Figure 1: Plot summary of the movie Blondie Johnson. Red,
italicized text corresponds to the crime genre and black,
unitalicized text belongs to the drama genre.
task of associating individual parts in a document with their
most appropriate labels is termed as credit attribution [2].
In this paper, we present a method to accurately and
efficiently solve the credit attribution problem. Our method
exploits the structure within the documents by leveraging
the fact that the sentences occurring together in a document
have high chances of belonging to the same class. Our
method employs an iterative approach. In each iteration, it
estimates a model for predicting the classes of an arbitrary
length text segment, then uses dynamic programming to
segment the document into semantically-coherent chunks
using the estimated model, and fine-tunes the model with
these segments. Every iteration provides a more precise
classification model and hence, better segmentation. We
evaluated the performance of our model on five datasets
belonging to varying domains. On the segmentation task,
our model performs better than Multi-Label Topic Model
(MLTM) [3] on four out of five datasets and comparable
performance on the fifth dataset, with the performance gain
of 7.7% over MLTM, averaged over all the datasets. More-
over, our method takes significantly less time to estimate
as compared to the MLTM. For example, on one of the
datasets, our model takes as less as 26 minutes to estimate
as compared to more than 19 hours taken by MLTM. In
addition, with segmentation, we have precise sections of text
belonging to each class, which can help us to build more
precise classification models. Therefore, we also evaluate
our model on the multilabel text classification task, on which
our model performs at par with the MLTM.
II. RELATED WORK
Many methods have been developed to address the prob-
lem of text segmentation. The methods presented in this
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section associate individual words/sentences in a document
with their most appropriate topic labels.
Labeled Latent Dirichlet Allocation (LLDA) [2] is a
probabilistic graphical model for credit attribution. It as-
sumes a one-to-one mapping between the class labels and
the topics. Unlike LDA, LLDA incorporates supervision by
constraining the topic model to use only those topics that
correspond to a documents labels. Partially Labeled Dirichlet
Allocation (PLDA) [4] is a further extension of the LLDA
that allows more than one topic for every class label, as well
as some general topics that are not associated with any class.
Multi-Label Topic Model (MLTM) [3] improves upon
PLDA by allowing each topic to belong to multiple, one,
or even zero classes probabilistically. MLTM also assigns a
label to each sentence and the labels of the documents are
generated from the labels of the constituent sentences.
A common limitation of the above approaches is that they
model the document as a bag of words/sentences and do not
take into consideration the structure within the documents.
Moreover, these methods are based on top of the LDA,
whose inference is computationally expensive.
III. DEFINITIONS, NOTATIONS AND BACKGROUND
Let C be a set of labels and D be a set of multilabel
documents. For each document d ∈ D, let Ld ⊆ C be its
set of labels and let dq be the number of sentences that it
contains. The approaches developed in this paper assume
that in multilabel documents, consecutive subsets of sen-
tences describe a single topic and that the same topic can be
described by multiple such consecutive subsets of sentences.
In particular, given a document d we assume that there is
a set of indices 0 = s0 < s1 < . . . < sdu = dq which
partitions d into du non-overlapping contiguous segments:
Sd = 〈d[s0 + 1, . . . , s1], . . . , d[sdu−1 + 1, . . . , sdu ]〉,
that span the entire document. The indices s0, . . . , sdu
correspond to changes in the topic being discussed in d.
We refer to Sd as the segmentation of d. Let Hd be the
sequence of labels corresponding to the segmentation Sd,
that is, ith element of Hd (Hdi) is the annotated class label
of the segment d[si+1, . . . , si+1]. Furthermore, we will use
d[i, . . . , j] to refer to the part of the document starting at the
ith sentence and ending at the jth sentence (inclusive), and
we will refer to that part as the subsequence of d.
IV. PROPOSED METHOD
Given a document d and its associated set of labels Ld,
we seek a segmentation Sd and the corresponding segment-
labels Hd (Hd ⊆ Ld) such that each sentence in the segment
Sdi ∈ Sd belongs to the class Hdi. We can quantify the
degree to which a text segment belongs to a class by using a
multiclass classifier, which takes a piece of text of arbitrary
length as input and gives as output the likelihood of that
text belonging to each of the classes in Ld. We intend to
find a segmentation that maximizes the aggregated score
(likelihood) of all the segments belonging to their respective
classes. This leads to an optimization function of the form:
J(d) = maximize
Sd,Hd
du−1∑
i=0
score(d[si+1, . . . , si+1], Hdi), (1)
where score(d[si + 1, . . . , si+1], Hdi) is the likelihood that
the segment d[si + 1, . . . , si+1] belongs to class Hdi.
According to Equation 1, in order to obtain a segmentation
of d, we require two components: (i) A model for predicting
the classes, which takes a piece of text of arbitrary length as
input and gives as output the likelihood of that text belonging
to each of the classes in Ld. (ii) An optimization algorithm
for the objective function 1.
We explain each of the above two parts in the next two
sections. First, we look into the segmentation algorithm, and
then we look into how to build the prediction model to get
the likelihood of a text segment belonging to each of the
classes.
A. Segmentation algorithm
Our model computes a segmentation Sd and assignment
of labels to each segment. Given the additive formulation of
our objective function (Equation 1), we use dynamic pro-
gramming (DP) to obtain an efficient and optimal solution.
Let F (d, i, j, l, R) be the objective value associated with
optimal segmentation of the subsequence d[i, . . . , j] of d
such that the label associated with the first segment in the
subsequence d[i, . . . , j] is l and the labels associated with all
segments (including l) are drawn from the set R. Using this
definition, the objective value of the optimal segmentation
for d, according to Equation 1, is given by:
J(d) = max
l∈Ld
F (d, 1, dq, l, Ld).
In order to prevent the segmentation algorithm from
creating very small segments that switch topics, we use the
α parameter, which assigns a fixed cost to the creation of a
new segment. This is motivated by the gap-opening costs,
often used to obtain meaningful alignments in biological
sequences [5]. The recurrence relation for F (d, i, j, l, R) is:
F (d, i, j, l, R) = max
l′∈R,l′ 6=l,i<k≤j
(score(d[i, . . . , k], l) + F (d, k + 1, j, l′, R)− α). (2)
The first term in Equation 2 corresponds to mapping a prefix
of d[i, . . . , j] to label l. We discuss the score function in the
next section. The second term corresponds to computing the
optimal segmentation of the remaining suffix of d[i, . . . , j],
whose first segment is not mapped to label l. Equation 2
decomposes the solution by considering all possible prefixes
that can be mapped to label l and choosing the one with
the maximum objective value. Moreover, given an optimal
solution such that d[i, . . . , k] is assigned to label l and its
(k + 1)st element is assigned to a label l′, it can be shown
that F (d, k+ 1, j, l′, R) is the value of the optimal solution
of decomposing d[k+1, . . . , j]. Hence, Equation 2 leads to
the optimal segmentation.
B. Building the classification model
For the segmentation algorithm, we require a model that
gives us the score corresponding to the likelihood of a text
segment belonging to a class; i.e., the score function in
Equation 2. Our method achieves this by using a multiclass
classifier that takes as input a text segment and outputs the
likelihood of it belonging to each of the classes.
Arguably, the most obvious way to train this classifier is
by using each document-label pair as a training example,
that is, we convert the multilabel documents into single-
label documents by pairing every document to each of its
associated labels independently. However, as discussed in
the introduction, the labels of the document do not apply
with equal specificity across the complete document. In this
section, we look at a method to improve over the training
exercise by removing noise from these training examples.
We developed an iterative method to train the classifier
as follows: We start with estimating an initial classification
model using the noisy examples in the simple manner
described above. In each iteration, we perform segmentation
on the training documents to get specific segments belonging
to each class and fine-tune the classifier with these specific
training examples. Therefore, in each iteration, we expect
to get a better segmentation that we use to fine tune the
classifier to make it more precise.
Thus, we have two approaches for computing the score
function. The first estimates a noisy classifier by using each
document-label pair as the training set. We call this approach
segmentation with noise (SEG-NOISE). The second refines
the classifier iteratively by performing segmentation on the
training documents in each iteration. We call this approach
segmentation with refinement (SEG-REFINE).
We use a simple two-layer perceptron as our multiclass
classifier. The input layer has the number of nodes equal
to the vocabulary size (|V |), followed by a hidden layer,
and an output layer of the size (|C| + 1). We add an extra
node in the output node to capture the segments that do not
belong to any of the classes (we call it the null class). We
apply Rectified Linear Unit (ReLU) on the hidden layer and
softmax on the output layer. We minimize the cross entropy
loss for training the model. For the SEG-REFINE, we find
the text segments belonging to each class (except the null
class) and update the network with a smaller learning rate.
V. EXPERIMENTAL METHODOLOGY
A. Datasets
We performed experiments on five multilabel text datasets
belonging to different domains as described below:
Movies [6]: This dataset contains movie summaries and
their genres. We randomly take a subset of the movies from
this dataset corresponding to six common genres: Romance
Film, Comedy, Action, Thriller, Musical, Science Fiction.
Ohsumed [7]: This dataset is a subset of the MEDLINE
database. The labels correspond to 23 Medical Subject
Headings categories of cardiovascular diseases group.
TMC20071: The documents are the aviation safety reports
corresponding to the one or more problems that occurred
during certain flights. There are a total of 22 unique labels.
Patents2: This dataset contains summary text of the
patents and the labels are the associated Cooperative Patent
Classification (CPC) group labels. We randomly take a
subset corresponding to the eight CPC groups: A: Human
Necessities, B: Operations and Transport, C: Chemistry
and Metallurgy, D: Textiles, E: Fixed Constructions, F:
Mechanical Engineering, G: Physics, H: Electricity.
Delicious [8]: This data set contains tagged web pages re-
trieved from the website delicious.com. We randomly choose
documents corresponding to 20 common tags: humour,
computer, money, news, music, shopping, games, science,
history, politics, lifehacks, recipes, health, travel, math,
movies, economics, psychology, government, journalism.
All datasets were pre-processed by removing stop-words
and rare words (words that occur less than 4 times), by stem-
ming the words with Porter stemmer [9], and by removing
sentences with less than 4 or more than 10 words.
B. Evaluation Methodology and Performance Assessment
1) Methodology: To evaluate our method on the segmen-
tation task, we require ground-truth data for the segmen-
tation and associated labels. Since we are not aware of
any publicly available datasets with segment-level labels,
we created a synthetic test set to evaluate our methods on
the segmentation task as follows: For each of the multilabel
datasets described in the previous section, first we separated
the single-label documents from the other (containing at
least two labels) documents. From this set of single-label
documents, we randomly chose documents and merged them
to form a multilabel document. To mimic the naturally
co-occurring label sets, we only created the documents
whose resultant label-set is present in the naturally oc-
curring multilabel documents. Since we generated these
documents synthetically, we know the segments and the
associated labels. This allows us to assess the performance
of our methods on the segmentation task. To predict the
segmentation of a document in this test set, we consider the
label set as the set of all classes (Ld = C). We used the
multilabel documents (documents with at least two labels)
to create the training and test set to test our methods on
the multilabel classification task. We did an 80–20 split to
1https://c3.nasa.gov/dashlink/resources/138/
2http://www.patentsview.org/download/
form the training-test sets. We used the same training set to
estimate the classifier required for segmentation.
2) Metrics: For evaluation on the segmentation task,
we first look into per-point prediction accuracy, which
corresponds to the fraction of sentences that are predicted
correctly. We call this metric PPPA (per-point prediction
accuracy) and define it as:
PPPA(S1, S2) =
1
N
N∑
i=1
1(S1(i) == S2(i)).
As a single-point measure, PPPA does not take into
account the correlation between the neighboring sentences.
To overcome this limitation of PPPA, we also report results
on the Segment OVerlap score (SOV), which is a commonly
used evaluation metric for protein secondary structure pre-
dictions [10]. SOV measures how well the observed and the
predicted segments align with each other. SOV is defined as
SOV(S1, S2) =
1
N
∑
s1∈S1
s2∈S2
(s1,s2)∈s
minov(s1, s2) + δ(s1, s2)
maxov(s1, s2)
×len(s1),
where N is the total number of sentences in the doc-
ument we are segmenting, S1 is the observed seg-
mentation, and S2 is the predicted segmentation. The
sum is taken over all segment pairs (s1, s2) ∈ s
for which s1 and s2 overlap on at least one point.
A A A B B B B B B B B B B B B B A 
A B B B B B B B B B B B A A A A A 
minov
maxov
Figure 2: Illustration of minov and
maxov. The segments compared are
the ones labeled with letter B.
The actual overlap
between the s1 and
s2 is minov(s1, s2),
that is, the number of
points both segments
have in common, while
maxov(s1, s2) is the
total extent of both
segments. Calculation of
the minov and maxov is
illustrated in Figure 2. The accepted variation δ(s1, s2) is
to bring robustness in case of minor deviations at the ends
of segments. δ(s1, s2) is defined as [11]:
δ(s1, s2) = min

maxov(s1, s2)−minov(s1, s2).
minov(s1, s2).
blen(s1)/2c.
blen(s2)/2c.
Compared to the PPPA metric, SOV penalizes frag-
mented segments and favors continuity in the predictions.
For example, prediction errors at the end of segments will
be penalized less by SOV than the prediction errors in the
middle of the segments.
In addition to performing segmentation, we also used our
methods to solve the multilabel classification problem. This
was done by predicting for each document the union of the
labels that were identified during the segmentation process.
To evaluate the performance of our methods on this task,
we used the following measures: The first is the F1 score.
For each document, we compute the F1 score based on the
predicted label set and the observed label set. We report the
mean F1 score (F1mean) over all the documents. F1mean is
an important metric because it tells how well the predicted
labels of the sentences correspond to the document labels.
The second is the Area Under the Receiver Operating
Characteristic Curve (AUC) [12]. AUC gives the probability
that a randomly chosen positive example has a higher prob-
ability of being positive than a randomly chosen negative
example. We report AUC both under the micro (AUCµ)
and macro (AUCM ) settings. AUCM treats all the classes
equally, whereas AUCµ aggregates the contributions of all
classes to compute the metric. To compute AUC metrics, we
need soft scores corresponding to the likelihood of belonging
to a class. We find the score of a document corresponding
to a class as the maximum of the scores of any segment of
that document for that class.
C. Parameter selection
We used a two-layer perceptron for multiclass classifica-
tion with 512 nodes in the hidden layer. For regularization,
we used a dropout [13] of 0.5 between the input and hidden
layer. For optimization, we used ADAM [14]. For both SEG-
NOISY and SEG-REFINE, we ran a total of three iterations.
In each iteration, we trained the network for 100 epochs.
We set the learning rate to 0.001 for initial training of the
network and used 0.0001 as the learning rate for fine-tuning.
Table I: Hyperparameter values.
Dataset MLTM SEG-NOISY SEG-REFINE
m α α
Movies 120 0.30 0.55
Ohsumed 80 0.10 0.45
TMC2007 70 0.20 0.50
Patents 120 0.20 0.40
Delicious 70 0.20 0.45
We compare
our approaches
against MLTM.
For all methods,
we chose the
hyperparameters
corresponding
to the best
performing
model. The hyperparameter for our methods is α (new
segment penalty) and the hyperparameter for the MLTM
is m (number of topics). The chosen values of these
hyperparameters for different datasets are shown in Table I.
VI. RESULTS AND DISCUSSION
A. Text segmentation
1) Quantitative evaluation: The metrics SOV and PPPA
in Table II show the performance for various methods on
the segmentation task. Except for the Ohsumed dataset,
SEG-REFINE performs better than the SEG-NOISY. On the
Ohsumed dataset, SEG-REFINE performs at par with SEG-
NOISY. The average performance gain of SEG-REFINE
over SEG-NOISY over all the datasets, in terms of SOV
metric is 4.5%. This illustrates that the segmentation can
Table II: Results on the segmentation and classification tasks.
Dataset Model SOV PPPA F1mean AUCµ AUCM
Movies SEG-NOISY 0.49 0.36 0.64 0.82 0.81
Movies SEG-REFINE 0.51 0.38 0.62 0.81 0.79
Movies MLTM 0.50 0.40 0.65 0.82 0.80
Ohsumed SEG-NOISY 0.63 0.48 0.64 0.94 0.93
Ohsumed SEG-REFINE 0.63 0.48 0.63 0.94 0.92
Ohsumed MLTM 0.55 0.46 0.59 0.93 0.90
TMC2007 SEG-NOISY 0.56 0.45 0.65 0.96 0.92
TMC2007 SEG-REFINE 0.59 0.46 0.65 0.95 0.89
TMC2007 MLTM 0.50 0.44 0.62 0.96 0.91
Patents SEG-NOISY 0.53 0.42 0.63 0.87 0.86
Patents SEG-REFINE 0.58 0.46 0.62 0.86 0.85
Patents MLTM 0.55 0.49 0.59 0.85 0.84
Delicious SEG-NOISY 0.46 0.35 0.48 0.86 0.85
Delicious SEG-REFINE 0.48 0.35 0.48 0.84 0.84
Delicious MLTM 0.49 0.37 0.50 0.84 0.83
give us more precise examples of text segments belonging
to a class, leading to better classification models.
Except for the Delicious dataset, our methods perform
better than the MLTM on the SOV metric and give compara-
ble performance on the Delicious dataset. The performance
gain of SEG-REFINE over MLTM averaged over all the
datasets, in terms of the SOV metric is 7.7%. In contrast,
on the PPPA metric, MLTM shows better performance than
our methods in three out of five datasets and almost equal
performance on the other two datasets. Lower performance
on the SOV metric but better performance on the PPPA
metric shows that MLTM forms fragmented segments. On
the other hand, our methods avoid fragmentation by assign-
ing the neighboring sentences same labels, leading to better
performance on the SOV metric.
The somewhat lower performance of our methods on the
SOV metric with respect to the Delicious dataset can be
explained through its class labels, that portray overlapping
concepts. For example, the labels government and politics
are very similar. Moreover, as the labels in this dataset are
bookmarked by web users, the same document can be tagged
as government and politics by different users, but it will
be difficult to associate parts of the document to either of
these labels. Therefore, our assumption that each segment
can be mapped to one of the class labels of the document is
difficult to hold in such cases. We provide further qualitative
discussion regarding this in Section VI-A2.
2) Qualitative evaluation: In order to visualize the seg-
mentation produced by our methods and compare them
with the one produced by MLTM, we look into one of the
documents that was synthetically generated from the Movies
dataset. The labels associated with the document are Science
Fiction and Comedy. Figure 3a shows the ground-truth
segmentation and corresponding labels for the synthetically-
generated document. The provided example is interesting as
it also shows the case of overlapping labels, because the label
Science Fiction overlaps with other labels like Action and
Thriller. Figure 3b shows the corresponding segmentation
generated by SEG-REFINE. SEG-REFINE is able to find
contiguous and semantically-coherent segments, although
instead of Science Fiction, it labels the corresponding seg-
ments as Action because of the overlapping nature of the
Science Fiction and Action genres. Figure 3c shows the seg-
mentation generated by MLTM. MLTM is able to annotate
segments with both the Action and Science Fiction genres.
But, the segments produced by MLTM are fragmented, as
MLTM makes the predictions for each sentence irrespective
of the neighboring sentences.
B. Multilabel classification
The metrics F1mean, AUCµ and AUCM in Table II show
the performance of different methods on the classification
task. SEG-NOISY and SEG-REFINE perform similarly on
all the three metrics. This indicates that SEG-NOISY is able
to predict the labels in a document as well as SEG-REFINE.
However, the locations of these predicted labels are not as
precise as predicted by SEG-REFINE, which leads to at par
performance on the multilabel classification task but lower
performance on the segmentation task.
Similar to the segmentation task, except for the Movies
and Delicious datasets, our methods perform better than the
MLTM on the F1mean. This shows that the labels predicted
for the sentences by our methods correlate better with the
document labels as compared to the labels predicted by the
MLTM for the Ohsumed, TMC2007 and Patents datasets.
The average performance gain of SEG-REFINE over MLTM
on these three datasets is 5.5%. The somewhat lower per-
formance on the Movies and Delicious is again because of
the overlapping labels, due to which the labels predicted for
the sentences do not exactly match the document labels.
With respect to the AUCµ and AUCM metrics, our
methods perform as good, if not somewhat better than
the MLTM. Moreover, our approaches are resource-lean as
they take an order of magnitude less time to execute as
compared to the MLTM. For example, the complete time
taken for training and testing on the Movies dataset is
as follows: SEG-NOISY took 27 minutes, SEG-REFINE
took 26 minutes and MLTM took more than 19 hours. The
results correspond to experiments ran on the same machine.
Another point to note is that our methods are dependent
on the underlying multiclass classifier. The performance of
our methods can potentially be improved by using better
classification models like deeper networks and recurrent
networks to capture the sequence information within the text.
VII. CONCLUSION
In this paper, we proposed a method to automatically
segment documents into semantically-coherent segments and
annotate these segments with the corresponding class label.
Our method improves upon the prior approaches by ex-
ploiting the structure within the documents. Experiments on
Tony Rivers, a troubled teenager at Rockdale High, is
known for losing his temper and overreacting.  Brandon
believes that the only future mankind has is to 'hurl him
back to his primitive state.' Baker and Donovan attempt
to trap Tony in the woods where they think he may be
hiding. In the morning, Tony awakens and sees he has
reverted to his normal appearance and walks into the
town. After phoning Arlene, Tony heads to Brandon's
office and begs for his help. Brandon tells Tony he will
help him and after telling him to lie on the couch and
injects him with the serum again. Harry Pierce and his
friend, Willie Piper, invest $5,000 in a motion picture
studio. Gorman and Leota then go about robbing the
studio safe of $75,000 but are discovered by Harry and
Willie, who give chase. The Kops decide to play along,
believing that they are on the same work
team. Unfortunately, the stolen money is blown away by
the wind generated by the airplane's propeller. Dr. Curt
Taylor meets an alien named Zontar from Venus. It
claims to have come to Earth to solve all of the world's
problems. He begins causing worldwide power outages,
including cars. Dr. Taylor realizes that Zontar wants to
rule the world.
(a) Ground truth
Tony Rivers, a troubled teenager at Rockdale High, is
known for losing his temper and overreacting.  Brandon
believes that the only future mankind has is to 'hurl him
back to his primitive state.' Baker and Donovan attempt
to trap Tony in the woods where they think he may be
hiding. In the morning, Tony awakens and sees he has
reverted to his normal appearance and walks into the
town. After phoning Arlene, Tony heads to Brandon's
office and begs for his help. Brandon tells Tony he will
help him and after telling him to lie on the couch and
injects him with the serum again. Harry Pierce and his
friend, Willie Piper, invest $5,000 in a motion picture
studio. Gorman and Leota then go about robbing the
studio safe of $75,000 but are discovered by Harry and
Willie, who give chase. The Kops decide to play along,
believing that they are on the same work
team. Unfortunately, the stolen money is blown away by
the wind generated by the airplane's propeller. Dr. Curt
Taylor meets an alien named Zontar from Venus. It
claims to have come to Earth to solve all of the world's
problems.He begins causing worldwide power outages,
including cars. Dr. Taylor realizes that Zontar wants to
rule the world. 
(b) SEG-REFINE
Tony Rivers, a troubled teenager at Rockdale High, is
known for losing his temper and overreacting.  Brandon
believes that the only future mankind has is to 'hurl him
back to his primitive state.' Baker and Donovan attempt
to trap Tony in the woods where they think he may be
hiding.In the morning, Tony awakens and sees he has
reverted to his normal appearance and walks into the
town.After phoning Arlene, Tony heads to Brandon's
office and begs for his help.Brandon tells Tony he will
help him and after telling him to lie on the couch and
injects him with the serum again.Harry Pierce and his
friend, Willie Piper, invest $5,000 in a motion picture
studio. Gorman and Leota then go about robbing the
studio safe of $75,000 but are discovered by Harry and
Willie, who give chase. The Kops decide to play along,
believing that they are on the same work
team.Unfortunately, the stolen money is blown away by
the wind generated by the airplane's propeller.Dr. Curt
Taylor meets an alien named Zontar from Venus. It
claims to have come to Earth to solve all of the world's
problems. He begins causing worldwide power outages,
including cars. Dr. Taylor realizes that Zontar wants to
rule the world. 
(c) MLTM
Figure 3: Segmentation and annotation of a synthetically generated document from the Movies dataset. Color code: Red text:
Science Fiction, green text: Comedy and blue color: Action. MLTM generates fragmented segments and is able to annotate
with both Action and Science Fiction genres. The segments generated by SEG-REFINE are not fragmented but the segments
are annotated with Action instead of Science Fiction because of the overlapping content.
the text segmentation task and multilabel classification task
show the added advantage of using the proposed method.
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