Aim: A problem in efficiency and productivity studies in banking is that some of the input and output prices used in the estimation of cost, revenue and profit functions are proxies of questionable quality with obvious impact on the reliability of performance measures. We address this issue focussing on the banking systems of Central and Eastern Europe where arguable this problem may even be more acute.
Introduction
A well-known problem in efficiency and productivity studies in banking is that some of the input and output prices used in the estimation of cost, revenue and profit functions are proxies of questionable quality. The implications of this problem can be wide ranging, not only influencing directly bank performance measures, but may also be affecting, among others, measures of returns to scale, as well as merger and acquisitions decisions, credit risk assessments, and the measurement of financial services with direct links to deposits and loans or other financial products in the national accounts. Arguably, the problem is even more acute in the case of banking systems in developing countries. Our focus are the banking systems of Central and Eastern Europe (CEE). 1 We employ parametric forms of directional distance functions to obtain shadow prices of bank inputs and outputs, and contrast them with price proxies typically employed in empirical studies. We pay particular attention to the modelling of both good and bad outputs recognising the importance of credit risk for banks. We exploit cost minimisation and revenue maximisation as the optimisation criteria to derive direct pricing rules, which allow us to find shadow prices for both inputs and outputs. We show how knowledge of bank cost can be used to price inputs and knowledge of bank revenue can be used to price outputs along with information on input and output quantities. We also obtain indirect or crossover pricing rules exploiting profit maximisation as the optimisation criterion, which allows us to find shadow prices for both inputs and outputs simultaneously. We show how knowledge of one input price can be used to price outputs and how knowledge of one output price can be used to price inputs along with information on input and output quantities. We parameterise the directional input distance function using a quadratic functional form. We then proceed to obtain shadow prices for inputs utilising an input directional distance function, shadow prices for outputs using an output directional distance, and price inputs and outputs simultaneously utilising a directional distance function with both input and output orientation.
We study seven CEE banking systems, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland and Slovakia. Our focus is the post financial and sovereign crisis period, specifically the four-year period [2013] [2014] [2015] [2016] . While different in many respects, the banking systems of the CEE countries are characterised by high market concentration, ranging from well in excess of 70 percent in Estonia and Latvia to a low of around 45% in Poland, and high foreign (mainly Western European) ownership, in particular in the Czech Republic, Estonia, Lithuania and Slovakia. Both high rates of concentration and foreign ownership are the result of market deregulation and economic reform in conjunction with the countries accession to the European Union. The CEE countries and their banking systems attained high growth rates driven by large foreign capital inflows in the period prior to the financial crisis. While not directly involved in the menace of toxic assets, the crises did have adverse effects albeit at varying degrees on CEE bank portfolios with large declines in profitability driven by the very high level of impairment costs (Deloitte, 2012) . The Czech, Polish and Slovak banking sectors managed to get through the crisis much more easily than those of the Baltic States and Hungary did.
However, one concern was that many of these countries, especially the three Baltic States expanded far too much in the immediate period preceding the global financial crisis, and hence became very vulnerable to major external shocks recognising that much of the expansion was triggered by foreign capital inflows. The upshot of this was that total bank assets fell quite rapidly in the three Baltic States between 2007 and 2012, with Estonia recording the largest drop in banking assets (in excess of 40 percent) during this period according to figures compiled by Eurostat. In contrast, the Czech Republic and especially Poland recorded large increases in total banking assets during the same period. Banking assets as a percentage of GDP fell by almost half in the case of Estonia, from over 220 percent to about 120 percent, and by about one quarter, from about 100 percent to 70 percent in Lithuania and from about 160 percent to just over 120 percent in Latvia. The Czech Republic recorded a modest increase, with total banking assets rising from about 105 percent of GDP to 115 percent, while in Poland they increased from about 70 percent to 85 percent of GDP. Clearly, Estonia was way overleveraged in the years before the crisis, and the substantial drop in leverage indicates a much needed rationalisation of its banking sector, bringing Estonia and to a lesser extent Latvia more in sync with the other CEE countries.
A second concern was that the development of the banking sectors of the CEE countries following accession to the European Union was driven by asset expansion with very little evidence of relative prices for inputs and outputs adjusting to reflect the opportunities for rationalisation made available through financial market deregulation and more widely through the overall economic reform programme. This is important, especially in view of major developments in the post crisis period associated with stricter regulatory requirements.
The paper is organised as follows. Section 2 describes the methodology used to compute the efficiency measures and shadow prices for inputs and outputs. Section 3 describes the data and presents the empirical results. Section 4 concludes the paper.
Methodology

Parametric method
The parametric method uses a functional form to model empirically the associated distance function, from which the shadow prices of outputs can be calculated. Once the functional form is determined, we use linear programming to estimate the parameters of the model. Aigner and Chu (1968) proposed a deterministic linear programming model for calculating the parameters of the distance function. This model has been widely employed in shadow price estimation. Its objective is to seek a set of parameters that minimises the sum of deviations of the distance function value from the frontier of production technology subject to the underlying technology constraints. The constraint conditions cover the feasibility, monotonicity, disposability, translation properties of the distance function. While desirable inputs and outputs satisfy strong disposability, we assume that undesirable outputs (non-performing loans) and desirable outputs satisfy only joint weak disposability. In addition, we require that the functional form should be flexible, i.e. allow for interaction and second order terms to provide a complete characterisation of technology. Färe and Sung (1986) show that within the class of generalised quadratic functions, the quadratic function is the best choice for the directional distance function, in the sense that provides a second order approximation to the true but unknown production relation, with parameters restrictions to satisfy the translation property.
We assume that we observe inputs, good and bad output data, and in addition, we assume that both input and output direction vectors have been chosen. We estimate the directional technology distance function using a quadratic functional form. We recall that the direct representation of directional technology distance function is defined as
Note that this function satisfies the representation and translation properties, i.e, To translate the shadow pricing formulas into empirical results we need to parameterize the distance function. We choose the quadratic functional form expressed by:
We estimate the quadratic directional distance function using linear programming methods following Aigner and Chu (1968) by solving the following linear programming problem:
Noting that
We use the same functional form for all banks, large and small and across different CEE banking systems, recognising that all banks face fundamentally the same production technology for traditional core banking activities (i.e., taking deposits and making loans). Although the largest banks may rely a lot more on securities trading and off-balance-sheet activities, it is not a priori clear whether this will impact significantly on the empirical results recognising that the CEE region is dominated by banks with largely a traditional focus. 
Pricing models and shadow prices
We follow the approach of Färe et al. (2017) to obtain shadow prices using the estimated distance functions via the Lagrangian method. We use different pricing rules based on different, in terms of their orientation, directional distance functions associated with different optimisation criteria. The pricing rule based on an input directional distance function is associated with cost minimisation as the behavioural criterion and requires either total cost or one of the input prices to be observed. The pricing rule based on an output directional distance function is associated with revenue maximisation as the behavioural criterion and requires either total revenue or one of the output prices to be known. The pricing rule based on a directional distance function with both input and output orientation is associated with profit maximisation and requires one of the input or output prices to be known. When we require one of the prices to be known, we rely on what we perceive to be the most reliable input or output price proxy to calculate shadow prices for the other inputs and outputs. For robustness purposes, we experiment with alternative choices of the 'known' price. We then compare the shadow prices with actual prices. Since we are also interested in pricing bad outputs (non-performing loans and leases), we obtain shadow prices of the bad output and compare it with the actual and shadow price of the corresponding good output (loans and leases). We first show how to calculate shadow prices for inputs and outputs using a directional distance function. We rely on profit maximisation as the optimisation criterion, which allows us to construct shadow prices for both inputs and outputs simultaneously. Second, we construct input prices using an input directional distance function. Third, we exploit revenue maximisation as the optimisation criterion to construct shadow prices for outputs, both desirable and undesirable. To do this we use the output directional distance function.
In an environment of low interest rates coupled with important regulatory changes, we would expect that bank revenues from interest-bearing activities be under pressure thereby directly affecting bank profitability (see Spierdijka et al., 2017) . Under these conditions, cost management by banks in terms of their ability to use inputs more efficiently, not only in a technical efficiency sense but also in terms of their ability to respond efficiently to changing relative prices is important. To this end, we set out to calculate shadow input and output prices representing the opportunity cost of choosing the observed input or output quantity (i.e. the opportunity cost of money to the bank from the perspective of the next best alternative use). We compare these prices with the actual observed (proxy) prices of inputs and outputs. In particular, we focus on prices for deposits, loans, other earnings assets and loan loss provisions. Since smaller banks may have lesser ability to diversify their activities, we would like to see if there any differences between large and small banks. We also assess performance in relation to a host of indicators related to funding structure, liquidity and asset structure.
We set up the profit maximisation Lagrangian problem as follows where , are the prices for desirable outputs , inputs ( ), and undesirable outputs ( ), respectively, and is the Lagrangian multiplier (e.g. a measure of how much profit would increase if the optimisation constraint was relaxed). The first order conditions associated with the Lagrangian profit maximization problem are as follows:
If one output price, say , is known then we have which as shown by Färe et al. (2017) yields the estimation of all other prices, as:
Similarly, if one of the input prices, say is known then which yields the estimation of all other prices, as:
From here, by altering the optimisation criterion and rewriting the first order conditions for cost minimization in lieu of profit maximisation, viz.
we can derive the input pricing rule as where is observed total cost. Similarly, applying the first order conditions for revenue maximisation, and ,
we can obtain pricing rules for desirable and undesirable outputs as:
where is observed total revenue.
Empirical application
We use data obtained from Orbis Bank Focus over the period 2013 to 2016. We follow the intermediation approach (see Sealey and Lindley, 1977) . We assume banks use a production technology consisting of three inputs, labour measured by staff costs, capital measured by fixed assets and deposits; two desirable outputs, loans and other earning assets, and one undesirable output (loan loss reserves). We measure the price of deposits as the ratio of interest paid on deposits over total deposits, the price of loans as interest income on loans over total loans, and the price of other earning assets as interest income on other earning assets over other earning assets. Table 1 presents the descriptive statistics of the data as well as the efficiency measures. Poland is the largest banking sector in the CEE. Funding costs (deposit prices) are on average lowest in the Baltic States while interest rate margins (difference between loan and deposit prices) are largest in Hungary and Poland.
Table 1. Descriptive Statistics
Notes: SE is staff expenses, CD is customer deposits measured in thousands of Euros, FA is fixed assets measured in thousands of Euros, L is loans measured in thousands of Euros, OEA is other earnings assets measured in thousands of Euros, NPL is reserves for non-performing-loans. DI, DO and DT are the efficiency scores based an input directional distance function, output directional distance function, and a directional distance function with both input and output orientation, respectively. For convenience, efficiency scores are reported in the range of zero to one, by rescaling the distance function (DDF) values as 1/(1+DDF). Figures in brackets denote standard deviations. CZ=Czech Republic, EE= Estonia, HU=Hungary, LT=Lithuania, LV=Latvia, PL=Poland and SK= Slovakia.
Empirical results
We estimate directional distance functions by setting the values of the directional vector equal to the data averages. More specifically, we set for the input directional distance function, for the output directional distance function, and for the directional distance function with both input and output orientation. To estimate the constrained optimisation model given by (1)-(6), we first normalise each output and input by its mean value. This has the convenience of ease of interpretation of the parameter estimates of the directional distance function (see Färe et al., 2001 and Cuesta and Zofio, 2005) . Using data averages as the direction also has the convenience of estimating the normalised model with direction values equal to unity. However, when we calculate shadow prices, we adjust the gradients to conform to the pricing rules given above. Table 1 shows efficiency is highest in Estonia where there has been considerable rationalisation of the banking system, and lowest in Hungary where profitability has been under pressure, in part because of government-imposed levies albeit mainly because of the economy's vulnerability to external financial shocks. As to be expected, efficiency scores from the directional distance function (DT) are greater than those obtained by the partial orientation models (DI and DO), since DT allows banks to adjust both inputs and outputs simultaneously.
Figures 1-4 plot actual prices and shadow prices for all banks during the entire sample period 2013-2016. Figure 1 shows the actual price of deposits and the shadow prices calculated from the input directional distance function (DI) using information on total cost (I-SP Deposits) and the directional distance function (DT) using the crossover pricing rule with information on the price of loans (DT-SP Deposits). Our estimates show that the opportunity cost rate of deposits is generally greater than the actual interest rate paid on deposits, and this gap has increased in the latter part of the sample period. In a simplified situation where there is infinite supply of deposits, the shadow price would presumably be zero. Hence, a positive value is indicative of the intrinsic cost to the bank to ramp deposits up or down quickly in order to meet liquidity demands or regulatory requirements.
Figure 1. Deposits Prices
Notes: I-SP Deposits (TOE) indicates that the shadow price for deposits is calculated from an input directional distance function with known total expenses (TOE); DT-SP Deposits (Loans) indicates that the shadow price for deposits is calculated from a directional distance function using a crossover pricing rule with known price of loans. Figure 2 shows the actual and shadow prices of loans calculated from the output directional distance function (DO) using information on total revenue (O-SP Loans) and the directional distance function (DT) using the crossover pricing rule with information on the price of deposits (DT-SP Loans). Our estimates show that the opportunity cost rate of loans (O-SP) is generally similar to the actual price of loans while the alternative measure (DT-SP) indicates a lower opportunity cost.
Figure 2. Loan Prices
Notes: O-SP loans (OP Rev) indicates that the shadow price for loans is calculated from an output directional distance function with known operating revenue (OP Rev); DT-SP loans (Deposits) indicates that the shadow price for loans is calculated from a directional distance function using a crossover pricing rule with known price of deposits. Figure 3 displays the actual price of other earning assets and its shadow price calculated from the output directional distance function (DO) using information on total revenue (O-SP OEA) and the directional distance function (DT) using the crossover pricing rule with information on the price of deposits (DT-SP OEA). Our estimates show that the opportunity cost rate of other earning assets (O-SP OEA) is generally greater than the actual price but lower when calculated from the directional distance function. We ascribe these differences to the differences in the construction of pricing rules (direct versus crossover) and differences in the optimisation criteria (revenue versus profit maximisation).
Figure 3. Other Earning Assets Prices
Notes: O-SP OEA (OP Rev) indicates that the shadow price for other earning assets (OEA) is calculated from an output directional distance function with known operating revenue (OP Rev); DT-SP (Deposits) indicates that the shadow price for OEA is calculated from a directional distance function using a crossover pricing rule with known price of deposits. Figure 4 shows the actual price of loans and the shadow price of loan loss reserves calculated from the output directional distance function (DO) using information on total revenue (O-SP LLR) and the directional distance function (DT) using the crossover pricing rule with information on the price of deposits (DT-SP LLR). Bad output prices are not observable, hence shadow prices provide useful information in assessing the opportunity cost of reducing the bad output by one unit. Our estimates show that the opportunity cost of loan loss reserves (O-SP LLR) is generally greater than the actual price of loans; however, it is lower when calculated from the directional distance function. Since these opportunity costs relate to loss of revenue (gross income) vis-a-vis loss of profit (net income), such differences may not be entirely surprising.
We turn next to gain more insights on our bank performance measures by relating them to various indicators of size, liquidity, revenue sustainability, asset and funding structure as shown in the tables below. Table 2 displays efficiency averages and price ratio averages across different bank sizes measured by total assets. We find that smaller banks are more efficient whereas larger banks are the least efficient. Concerning price ratios, the most notable patterns arise in relation to the ratio of the shadow price of LLR to the price of loans, and the ratio of shadow prices of loans to deposits.
Figure 4. Loan Loss Reserve Shadow Prices
Notes: O-SP LLR (OP Rev) indicates that the shadow price for loan loss reserves (LLR) is calculated from an output directional distance function with known operating revenue (OP Rev); DT-SP LLR (Deposits) indicates that the shadow price for LLR is calculated from a directional distance function using a crossover pricing rule with known price of deposits.
Table 2. Efficiency and Relative Prices across different bank sizes
Notes: TA, L, D, OEA, LLR are total assets, loans, customer deposits, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
The loans to deposits ratio (L/D) shows how lending activity is matched to the expansion of the deposits base. Table 3 shows that banks with lower L/D ratios are more efficient. Again no clear patterns arise in relation to most price ratios aside from the actual and shadow price ratios of loans to deposits.
Table 3. Efficiency and Relative Prices across loan to deposits ratio
Notes: L, D, OEA, LLR are loans, customer deposits, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
Other earning assets to total assets ratio (OEA/TA) provides information on asset structure, and more generally information on the bank business model, with higher securities to assets ratios being indicative of business model leaning heavier towards investment banking activities. We find that banks with larger OEA/TA are more efficient, which may be the result of being more diversified. In terms of price ratios, we note that larger banks have lower loan to price ratios, both actual and shadow, which may relate to their ability to generate income from non-traditional banking activities.
Liquidity is a critical issue for banks and their regulators. Table 5 shows that more liquids banks are more efficient and have higher loan price to deposits ratios.
Table 4. Efficiency and Relative Prices across other earnings assets to total assets ratio
Notes: OEA, TA, L, D, LLR are other earning assets, total assets, loans, customer deposits and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
Table 5. Efficiency and Relative Prices across liquid assets to total assets ratio
Notes: LA, TA, L, D, OEA, LLR are liquid assets, total assets, loans, customer deposits, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
The cost to income (C/IC) ratio is often used as an indicator for the profitability of a bank in terms of its ability to generate revenue from its expenditures. There is no clear pattern emerging from Table 6 in terms of the relation between the cost to income ratio and bank efficiency. The relationship is positive under input orientation albeit negative under output orientation. The relationship is also negative between the C/IC ratio and the shadow prices of loans to deposits.
Table 6. Efficiency and Relative Prices across cost to income ratio
Notes: C, IC, L, D, OEA, LLR are total cost, income, loans, customer deposits, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
Greater reliance on deposits is an indicator of more stable source of funding for banks. Table 7 reveals a U-shaped relationship between the deposits to total funds ratio and bank efficiency.
Table 7. Efficiency and Relative Prices across deposits to total funding ratio
Notes: TF, D, L, OEA, LLR are total funds, customer deposits, loans, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans. Tables 8 and 9 show that banks at the upper tertile of impaired loans to total loans and loan loss reserves to interest margin ratios are less efficient than those in the lower tertile.
Table 8. Efficiency and Relative Prices across Impaired loans to gross loans ratio
Notes: IML, GL, L, D, OEA, LLR are impaired loans, gross loans, loans, customer deposits, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
Table 9. Efficiency and Relative Prices across loan loss reserves to interest margin ratio
Notes: LLR, IM, L, D, OEA, LLR are loan loss reserves, interest margin, loans, customer deposits, other earning assets and loan loss reserves, respectively. P and S stands for price and shadow price, e.g. S(L) is the shadow price for loans.
Conclusion
In this paper we have studied the performance of the CEE banking industry by explicitly modelling loan losses as an undesirable by-product of the loan production process. Recognising that bank input and output prices used in empirical studies are of questionable quality, we approached the problem of estimating the opportunity cost of bank inputs and outputs as a shadow price problem. We modelled technology using parametric forms of directional distance functions, and used the estimated parameters of the distance functions and knowledge of cost or revenue to obtain shadow prices for bank inputs and outputs, respectively. We also used crossover pricing rules to obtain shadow prices for inputs and outputs under profit maximisation.
We find that on average bank efficiency is highest in Estonia among the CEE countries. Recognising that Estonia also boasts the highest bank capitalisation in the CEE, we may infer that our findings are consistent with the franchise value hypothesis, i.e. better capitalised banks are also those with better management practices, which are put in place to protect the charter value of the financial institution. Our results also show that shadow prices for bank inputs and outputs differ significantly from observed price proxies typically used in the estimation of bank cost, revenue and profit functions. While this finding is not surprising, its implications deserve due attention among academics and practitioners. For example, differences between shadow and actual price ratios suggest that the output mix, input mix or both may not be consistent with revenue maximisation, cost minimisation, or profit maximisation, respectively.
Prices for problem loans are not observable, hence our approach provides an avenue for computing shadow prices for bad outputs in banking. This is important since it provides us with a quantitative assessment of the loss of good output (loans) needed to lower the bad output (problem loans) by a unit. This is particularly relevant in the current low interest environment where banks are under pressure to raise loans to improve profitability. Cel: Problemem związanym z badaniami nad wydajnością i produktywnością w bankowości jest to, że niektóre cenowe nakłady i wyniki wykorzystywane do szacowania funkcji kosztów, przychodów i zysków mogą cechować się wątpliwą jakością i tym samym wpływać na wiarygodność mierników kondycji finansowej. Autorzy zwracają uwagę na tę kwestię i koncentrują się na systemach bankowych w Europie Środkowo-Wschodniej, gdzie, dyskusyjnie, problem ten może być nawet bardziej palący.
Metodyka badań: Autorzy zastosowali formy parametryczne funkcji kierunkowych, aby uzyskać ceny cienie bankowych nakładów i wyników i porównali je z aproksymantami cen typowo stosowanymi w badaniach empirycznych. Główną ideą było wykorzystanie kosztu, przychodu i maksymalizacji zysku jako kryteriów optymalizacji w celu wyprowadzenia zasad cenowych, które pozwoliły na znalezienie cen cieni zarówno dla nakładów, jak i wyników. Wykazano, jak wiedza na temat ceny jednego czynnika może być wykorzystana do wyników cenowych, a także, jak wiedza na temat ceny jednego wyniku może być wykorzystana do nakładów cenowych wraz z informacją o ilościach nakładów i wyników. Zastosowano również koszt całkowity do nakładów cen cieni oraz przychód całkowity do wyników cen cieni.
Wnioski: Badania wykazały różnice pomiędzy cenami cieniami a aktualnymi cenami, sugerując, że mix nakładów i / lub wyników może nie być spójny z minimalizacją kosztów bądź maksymalizacją przychodów czy zysków. Stwierdzono także, że najwyższa wydajność banków występuje średnio w Estonii, chlubiącej się też najwyższą stopą kapitalizacji banków w Europie Środkowo-Wschodniej.
Wartość artykułu: Badanie wyraźnie odróżnia się od tradycyjnej literatury dotyczącej wydajności i produktywności poprzez koncentrację na cenach i polityce cenowej i ich oddziaływaniu na nakłady i wyniki.
Ograniczenia: Ceny nie są łatwo zauważalne w odniesieniu do problemów z pożyczkami. Z tego powodu przedstawione w artykule podejście wskazuje na drogę pozwalającą obliczyć ceny cienie w przypadku złych wyników w bankowości. Jest to istotne, ponieważ stanowi oznakę utraty dobrych wyników, aby obniżyć złe wyniki jednostki. 
