Abstract-As synchrophasor data start to play a significant role in power system operation and dynamic study, data processing and data analysis capability are critical to wide-area measurement systems (WAMSs). The frequency monitoring network (FNET/GridEye) is a WAMS network that collects data from hundreds of frequency disturbance recorders at the distribution level. The previous FNET/GridEye data center is limited by its data storage capability and computation power. Targeting scalability, extensibility, concurrency, and robustness, a distributed data analytics platform is proposed in this paper to process large volume, high velocity dataset. A variety of real-time and non-realtime synchrophasor data analytics applications are hosted by this platform. The computation load is shared with balance by multiple nodes of the analytics cluster, and big data analytics tools such as Apache Spark are adopted to manage large volume data and to boost the data processing speed. Future data analytics applications can be easily developed and plugged into the system with simple configuration.
of advanced measurement technology, information tools, and operational infrastructure that facilitate the understanding and management of the increasingly complex behavior exhibited by large power systems [1] . The Synchrophasor technologies, as the major components of the WAMS, provide significant information about the bulk power grid captured by Phasor Measurement Units (PMUs). Large volume of data are streamed into a central data server in real-time. However, unless the server system is designed with the capability to efficiently process and analysis the data, system operators cannot exploit the information hidden in the data to assist the system operation or control.
Big data technologies are increasingly boosting the performance to handle data with large volume, high velocity and variety [2] . Introduction of the technologies like Hadoop and Spark could bring the smart grid data analytics to a new era, in which comprehensive analysis algorithms can be applied in real-time, and close-loop data solutions can be implemented for situation awareness, asset management, planning, fault detection and protection [3] . Some works has been done to study the availability using big data technologies for grid data storage [4] , data processing [5] , and data analysis [6] [7] [8] . However, most of these studies are based on simulation or offline data. More challenges have to be solved to build an infrastructure for real-time data collection, analysis and visualization.
This paper presents a distributed data analytics platform based on Frequency Monitoring Network (FNET/GridEye) system, which provides a complete solution for real-time and non-real-time synchrophasor measurement data applications.
A. FNET/GridEye System
The FNET/GridEye system is a wide-area synchrophasor measurement network, which measures synchrophasor information at distribution level, as shown in Fig. 1 . Frequency and voltage phase angle information about system dynamics can be obtained using low-cost, high-accuracy Frequency Disturbance Recorder (FDR), which is a single phase version of PMU [9] , [10] .
Since 2004, more than 150 FDRs have been deployed in United States and about 50 are deployed worldwide, as shown in Fig. 2 and Fig. 3 . These measurements are then timestamped and transmitted to the FNET/GridEye data center at the University of Tennessee, Knoxville for data processing and long-term storage. A variety of synchrophasor applications have been developed over FNET/GridEye situational awareness system, including real-time event detection and location estimation, oscillation detection and modal analysis, line trip detection, off-grid/islanding detection, and forensic authentication of digital evidence [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
B. Motivations
As synchrophasor measurements and applications play a growingly critical role in the modern power systems, the number of FDRs has expanded to approach the limit of the originally designed system capacity. Also, an increasing number of real-time applications and data analytics algorithms have pushed the system to reach its computation limit. Thus, the FNET/GridEye system is proposed to be redesigned to incorporate the following features:
1) Scalability The system is required to collect, store and process the data without delay as the number of FDRs continuously increases.
2) Extensibility
A variety of technologies developed in recent years to solve power system stability issues also requires the server system to include easy plug-in interface for adapting new applications.
3) Concurrency
More complex data analytical algorithms are introduced to the system, which requires higher computation capability. To ensure the data are processed in real-time, the server system should be able to execute applications in parallel by distributing the computation stress to multiple nodes.
4) Robustness
The system should be able to operate under stress and tolerate unpredictable or invalid input.
II. SYNCHROPHASOR APPLICATIONS
Since 2006, the FNET/GridEye system has been developed to host a series of synchrophasor applications for power system monitoring and visualization. A list of currently implemented online applications is shown in Table I .
Several other online applications are being developed or under test, including Fault-Induced Delayed Voltage Recovery (FIDVR) detection, dynamic Beta-value estimation, etc.
Beyond these online application, FNET/GridEye system also provides the platform supporting a variety of offline data analytics, including post-event analysis, long-term statistics, data quality analysis etc. [9] .
A. Real-Time Online Applications
Synchrophasor applications are usually time sensitive. In the FNET/GridEye system, the online applications are divided into two tiers based on their response time, real-time application and near real-time applications, as shown in Table II .
The real-time applications require fast reaction, usually in seconds. Thus the computation is designed to stay close to the data source. Trigger algorithms with minimum computation complexity are designed to achieve this goal with data read from buffered memory in the data server. In contrast, the Tier 2 applications obtained data from historian. This enables the applications to process time-aligned data with assured data quality. Tier 2 applications are developed to handle more complicated algorithms like location triangulation and oscillation mode analysis.
Although the time requirement of the Tier 2 applications are not as critical as those of Tier 1 applications, some data processing algorithms are still intensive for a computation node, especially when multiple applications request the CPU simultaneously. 
B. Online Applications Dependency and Priority
In many cases, the online applications cannot be isolated from each other. It is intuitional to hold the report and visualization for the results from other applications, and the Event Location executes only when the Event Trigger fires. However, there are some hidden links between certain applications. For instance, both the Event Trigger and the Oscillation Trigger analyze the incoming data streams of all FDR/PMU units, unless one or a few units are isolated from the rest of the power grid, which is detected by the Islanding Trigger. In this case, the Islanding Trigger has to execute in advance to provide the unit status for the other two triggers, even though they are all considered as Tier 1 application. Fig. 4 demonstrates the dependency of the current online applications on FNET/GridEye system.
The dependency between applications purposes significant challenge for application distribution. Each of the applications has to be ranked with priority, and queued in the system to execute.
C. Offline Data Analytics
The offline analytics normally refers to applications which are not time sensitive, including but not limited to postevent analysis, statistical analysis, data quality analysis, system model validation, model reduction, social impact and forensic studies, etc. [9] , [18] . These applications usually require extraction of large volume of data from historian, analysis data in temporal or spatial domain, and compare or integrate with data from other sources.
An example application could be a project to summarizing the GPS synchronization losses of all the FDR units in the past five years, and finding their relationship with local weather conditions. In this case, large volume data has to be processed, tabulated with location coordinates, and matched with data from historical weather report. For statistical analysis like the example, big data analytics techniques and parallel processing are introduced to accelerate the computation speed.
III. SYSTEM ARCHITECTURE DESIGN
To solve the challenges brought by the real-time phasor applications, as well as to ensure the system scalability, extensibility, concurrency and robustness, a distributed computing architecture is proposed to host the server system and data analytics platform, as shown in Fig. 5 .
The proposed architecture consists of a data server, a data historian, a web server, and a computing cluster for data analytics. The synchrophasor data are collected by the data server through internet. Tier 1 applications are executed in the data server, processing real-time data from all income phasor measurements. The real-time phasor data are concentrated and aligned with timestamps and dumped to historian. Also, the phasor data are scanned by the real-time triggers, which detect disturbances and send trigger messages to the analytics clusters.
The analytics cluster contains a series of computation nodes. Whenever the analytics cluster receives the trigger message, the trigger processing interface (TPI) finds its corresponding Tier 2 applications, and dispatches them to the computation nodes. Also, the TPI is responsible for loading the data from historian according to the requested time range. The applications are distributed into different node based on their computation complexity, so that the computation load is balanced.
For offline applications, the analytics cluster can be reused if there is no Tier 2 application being processed or waiting in queue. Multiple software packages, including Spark, Hadoop and R, are hosted on the cluster to support big data analytics.
The web server requests down-sampled data from the historian for real-time display, as well as publish disturbance analysis reports whenever it receives the processing results from analytics cluster.
By utilizing this design, the Tier 1 and Tier 2 applications are decoupled. Tier 1 applications stays close to the data source for its time-sensitivity, while Tier 2 applications are capable to process complex computation using the clusters. Both near-real-time applications and offline analytics can scale up easily by adding more computation nodes. Failure of any one application does not impact the other applications, nor the performance of the whole system.
IV. SYSTEM IMPLEMENTATION
Following the proposed architecture, the distributed data collection and analytics system is implemented with each component elaborated in this section.
A. Data Concentrator
The FNET/GridEye data server plays the role as a data concentrator that collects data from hundreds of FDRs around the world. Synchrophasor data are transferred to the server through TCP connections. Since the FDRs are developed as distributed level PMUs, the FDR data format is designed as a simplified version of IEEE C37.118 standard format [20] , which only contains timestamp, frequency, angle, voltage information measured at the distribution level, as well as the GPS coordinates of each FDR unit. The openPDC developed by Grid Protection Alliance (GPA) is tailored to adopt FNET/GridEye data stream format [21] , and serves as the server-side concentrator software for FNET/GridEye system. Once a connection is built, the data server continuously receives the data packet, parses data to structured format, and verifies data validity.
Even though the FDRs are synchronized with GPS time, and their data packets are labeled with timestamp, the network latency from a FDR to the data server is not guaranteed. This requires the data server to be synchronized with an accurate clock and to be able of tolerate minor delay from different FDR units.
The data server is synchronized with a NTP server clock to compensate the time drift effect caused by the inaccuracy of its local clock. Other clock sources, like atomic clock or eLoarn clock are optional to improve the timing accuracy of the server system [22] .
The openPDC allows operator to customize the Lead Time and Lag Time parameters for the input data streams. The Lead Time represents the maximum time intervals that the server can accept if an arriving data packet has a timestamp ahead of local server clock. The Lag Time defines the maximum time that the server can wait for the data to arrive with a timestamp later than the local server clock [21] . The data server buffers all the incoming data within the Lead Time and Lag Time range, and then publish the data with the same timestamp as a collective measurement frame. The phasor data from all channels are sorted and aligned with the correct timestamps before they are dumped to the historian or transferred to other servers.
B. Data Storage
The capability to write and read large volume of data with high speed is critical for the data historian. After exploration of a several relational databases, including MS Access and MySQL, and a variety of NoSQL databases, including MongoDB and Cassandra, the openHistorian 2.0 developed by GPA is selected to fulfill the requirements.
The openHistorian 2.0 is a file based storage system designed to efficiently integrate and archive SCADA, synchrophasor, digital fault recorder and other process control data to support real-time grid operations and post-disturbance analysis. It supports indexed data retrieval interface and lossless data compression, which largely saves the storage capacity of the historian. The archive files produced by the openHistorian are ACID Compliant [23] , which create a very durable and consistent file structure that is resistant to data corruption. Internally the data structure is based on a B+ Tree that allows out-of-order data insertion. It also provides high-speed APIs that can be customized for visualization of real-time and historical data, web-based data access and remote historian data extraction [24] .
C. Real-Time Disturbance Detection
The major objective of real-time applications is to detect disturbance instantaneously. All the detection triggers are hosted in the data server, which has fast access to the data as soon as they are parsed and cached into the memory. The disturbance detection triggers are implemented by customizing the Input/Action/Output Interface (IAON) Adapters of the Grid Solutions Framework (GSF), which is the fundamental library collection of openPDC and openHistorian [21] .
The real-time triggers, include event trigger, oscillation trigger, islanding trigger and line trip trigger etc., are extended from the action adapter class. The functions to process the measurement data are implemented as modular methods within the action adapter. Each of the triggers consists a series of modules to be executed in order. For instance, Fig. 6 shows the implementation of the line trip trigger as an action adapter with series of function modules [14] . An input adapter and the historian output adapter are also included for testing purpose.
The triggers are fired if the final processing result exceeds the predefined threshold. The thresholds for these triggers are different for each power grid, thus the configuration parameters and thresholds are open to user for initialization and modification. Some of the commonly used functions, like the average or median filter are packaged as libraries to share across multiple triggers.
The triggers of each power grid interconnection are defined as a thread, so they can be executed in parallel. In practice, however, since the real-time trigger applications may have dependencies, they cannot be processed in the form of "embarrassingly parallelism", but rather in a pipelined structure, as shown in Fig. 7 . In this case, Trigger 2 and 3 rely on the decision result of Trigger 1, thus they cannot make final decision before Trigger 1 thread publishes its results. Even if Trigger 2 completes the computation before Tigger 1, it holds the result until Trigger 1 finalizes the decision.
An example is the dependency between the islanding trigger and the others, as shown in Fig. 4 . If an FDR unit detects islanding from the rest of the system, it should not be counted for the event trigger or oscillation trigger. However, regional islanding is rare case in the power system. To ensure the real-time features of the trigger computation, event trigger and oscillation trigger calculate the preliminary results, and wait for the islanding trigger to confirm that islanding is not detected, then fire the alarm trigger. Otherwise, the two trigger have to remove the islanded unit and recalculate the results.
D. Trigger Processing Interface
Since the real-time triggers are designed to detect disturbances as early as possible, the triggers are not capable of confirming the case without complete analysis. Some phasor features may create false alarms, and some may invoke multiple types of triggers. It is critical to retrieve more detailed data and perform more complicated analysis using the nearreal-time applications. Detailed information including event location and oscillation modes can be estimated by retrieving data from the data historian and applying algorithms like Location Triangulation and Matrix Pencil methods.
To implement the distributed data analysis platform as designed in Section III, the TPI is developed to facilitate the communication between the data server and the analytics cluster nodes, and to dispatch the analysis tasks and historian data to the proper applications.
The TPI is developed as a shell library with the functionality as shown in Fig. 8 . Whenever a real-time trigger is fired, the TPI sender broadcasts a trigger message to the analytics cluster though a UDP connection. The message is constructed by metadata of the trigger information, including the trigger type and the time range of relevant historian data.
The analytics cluster hosts a list of data analysis applications. The received trigger messages are queued in buffer, and checked with priority. Some disturbances may fire multiple triggers, for instance, a generator trip mixed with oscillation. It is necessary to analyze both of the generator trip and oscillation. However, in some other cases, like the measurement from an islanded unit shows a line trip like feature. Only the islanding should be considered in this case, while the line trip trigger can be treated as a false alarm. With the priority check, system operators can configure a ranked order that the data analytics applications should follow.
The TPI also provides interfaces to load historian data from openHistorian and dispatch the data to the suitable applications to process. In case any error occurs, the TPI has authority to kill the application process.
With the implementation of TPI, the analysis applications are fully decoupled and distributed to multiple nodes. The computation load is shared in balance, and future applications can be tested and deployed easily.
E. Distributed Near-Real-Time Analytics
The near-real-time analytics involves more comprehensive algorithms comparing to the real-time applications. The modules that take most of computation burden in these algorithms are usually the ones responsible for processing of the data from all FDRs. Because of this feature, the algorithms are naturally parallelizable. For instance, analysis of the oscillation frequency and damping ratio of each FDR using Matrix Pencil algorithm can be shared by multiple nodes on the cluster.
Unlike the statistical analysis of long term historian data, the input data size of the near-real-time applications is limited within a few minutes. Thus, even without utilizing the installed Hadoop HDFS file system, in-memory processing with multithreads or MPI shows good performance for these applications. Other real-time processing techniques like Apache Storm or Spark Stream are being investigated to further boost the performance.
F. Post Event and Statistical Analytics
To enhance the capability to host large volume data for post event and statistical analytics, the Apache Spark is configured on the analytics cluster. Unlike conventional Hadoop MapReduce platform, Spark is designed to support in-memory processing, which enable it to run up to100 times faster. It also supports SQL queries, streaming data, and complex analytics such as graph algorithms and machine learning [25] .
For post event and statistical data analytics, the phasor dataset are mapped to the worker nodes as Resilient Distributed Datasets (RDDs). Each of the data point can be mapped into key-value pairs, with the timestamp as the key and the data to be processed as the value. After certain processing or analysis operation, the result data are collected or reduced, first locally on each node, then globally to the master node. A sample statistical analysis of historian events is demonstrated in the next section.
Besides utilizing Spark to improve the computation speed, other data analytics tools like R and Pandas are hosted by the analytics cluster for more complicated data queries, data summary and visualization. In addition, the most commonly used data, for instance event data, are copied as snapshots in the Hadoop Distributed File System (HDFS) on the cluster nodes, to save the burden to retrieve data from historian to the analytics system.
G. Reporting and Visualization
The web server system hosts a variety of visualization tools, including online frequency and angle gradient map, world-wide frequency map, ambient oscillation mode monitor, etc. [15] . The openHistorian provides a web service to interface with the historian data in XML or JSON format, which enables web applications to access large volume data instantaneously.
The application servers automatically upload the data analysis results to the MySQL database, and for each event or oscillation, the result are tabulated as a PHP report. These reports are accessible through the web server. The generation trip event is reported with trip capacity, Point A, B, C frequency and estimated event location. The oscillation report includes the oscillation frequency, damping ratios and maximum magnitude for each of the major modes. Fig. 9 shows a generator trip event at Council Bluffs plant, IA. Estimated unit capacity and location are reported.
With the high-speed, widely monitored synchrophasor data, the events captured by the system can be replayed as an animated movie for post-event analysis. The movies of major events are generated automatically and uploaded to a YouTube channel [26] . Fig. 10 shows a screenshot of the replay of an event during the 2012 Hurricane Sandy. It demonstrates the fault caused by loss of an 870MW generator unit at James A. Fitzpatrick power plant near Oswego, NY. 
H. Data Extraction and Exporting Interface
By utilizing the GSF library, historian data can be exported through customized output adapters, for example, ADO adapter and Hadoop adapter. These adapters enable the historian data to be converted to any data format with minor modification and make the data ready for further data analytics.
The historian data can also be exported to other PDCs or servers through GPA's secure Gateway Exchange Protocol (GEP). The GEP is a signal level publisher/subscriber protocol with both TCP and UDP channels supported. GPA provided APIs in multiple languages for customized subscriber development.
V. SAMPLE ANALYTICS RESULTS
A variety of real-time and near-real-time analytics applications hosted by the FNET/GridEye system were published since 2006. The offline applications were recently migrated to the cluster analytics platform to fully utilize the big data technologies. A sample statistical analysis using Apache Spark is demonstrated in this section.
The frequency disturbance event trigger detects frequency deviation caused by generation trip or load shedding. All the triggered events are logged with a timestamp and the raw event data are stored in the data historian. North American Electric Reliability Corporation (NERC) utilize a system frequency for frequency response analysis [27] . The system frequency is calculated using the median value at each sampling time from the event data including 1 minute pre-event and 5 minutes post-event frequency. From 2012 to 2015, tens of thousands of events are captured, which makes the data extraction and conversion a challenging job.
Assuming 10000 events are to be analyzed with 100 FDR data, and the sampling frequency of FDRs is 10 per second, the total data size is 10000* 100 FDRs *10 per second * 360 second*4bytes = 24 Gigabyte. At each time point of 0.1 second, the frequency value of 100 FDRs are to be sorted to obtain the median point.
The distributed data analytics platform with Apache Spark provides a solution to process such amount of data in parallel. Each of the frequency data and is according timestamp are packed as key-value pairs, and loaded as Spark RDDs. The RDD will first map the data partitions to computation nodes for processing, and let each nodes execute the sorting function in parallel. Then the calculated median value are sorted by their timestamps, to form a frequency time series for each event. Eventually, the time series are grouped by their event id and are aggregated as final result to the master node. Unlike traditional MapReduce method, Spark handles the whole process in memory, which ensures the computation speed to be significantly faster.
The test environment is setup using a server system with two Intel Xeon E5-2470v2 processors, which includes 20 cores with hyper-threading. The test results show that for 100 events, the least computation time can is about 128 millisecond, while without the Spark implementation, the computation time is 2592 millisecond, which is over 20 times slower.
Increasing the number of partitions of the dataset may improve the performance by processing data in a more parallel cluster. However, the communication overhead to map and collect the dataset will also increase. Fig. 11 demonstrates the computation time using different partitions of the dataset. In this case, the least computation time is achieved with 8 partitions. Using more than 8 partitions will increase the computation time because of communication.
To further investigate the frequency response of events, the time of occurrence of the events are calculated using the distributed platform, to learn if it matches a daily or seasonal variation pattern [28] .
To count the events happened by their hour of the day in each month, the timestamps of events in Eastern Interconnection (EI) from July 2012 to July 2015 are stored in a Python list structure. The timestamps are then converted to a Spark RDD using PySpark, and grouped by their month and hour segment, as shown in the following Python program.
The number events with the same hour within each month is counted, and the results is plotted as a colored contour map in Fig. 12 , with the X axis as the months, Y axis as the hours of the day (UTC time), and the color representing the total number of events counted within the time range.
Since most of the events are congregated at 7:00 to 14:00 UTC, it is suspected that some scheduled operation is one of the major causes of events. To prove this hypothesis, generation trip events and load shedding events are plotted separately in Fig. 13 and Fig. 14 .
The generation trip events are random distributed over a day, and there is no obvious pattern over a year. However, the load shedding events are concentrated around 9:00 and 21:00 UTC (4:00 and 16:00 EST). It confirms that most of the events are scheduled load shedding or pump storage shut down. Also, Fig. 14 shows the peaks of the number of load shedding events appears at April and October each year, but very few load sheddings are captured in summer or winter.
To further compare events between Eastern and Western Interconnections, the events data in WECC is analyzed with the same procedure. Similarly, the generation trip events are randomly distributed. However, most the load shedding events in WECC are laid between 10:00 to 17:00 UTC, as shown in Fig. 15 . It implies that the utilities in WECC may have one scheduled time per day for load shedding or storage shut down. The peak positions of load shedding indicate that these operations are usually 2 to 3 hours later than the load sheddings in EI, possibly caused by the local time difference.
VI. CONCLUSION
The distributed data analytics platform proposed in this paper extends the capability to handle large volume and high velocity synchrophasor data in WAMS. Real-time applications can be implemented as IAON adapters on the data server; nearreal-time and offline applications are hosted on the analytics cluster. The computation power is enhanced by parallelizing analysis algorithms, distributing the computation load across multiple nodes, and utilizing big data analysis tools like Spark. Large volume historian data are easily accessible to for applications and external clients. Based on this platform, more sophisticated data analytics algorithms and visualizations tools can be easily implemented for power system monitoring, operation and control.
