Abstract-Previous works in Brain-Machine Interfaces (BMI) have mostly used a single Kalman filter decoder for deriving continuous kinematics in the complete execution of behavioral tasks. A linear dynamical system may not be able to generalize the sequence whose dynamics changes over time. Examples of such data include human motion such as walking, running, and dancing each of which exhibit complex constantly evolving dynamics. Switching linear dynamical systems (SLDSs) are powerful models capable of describing a physical process governed by state equations that switch from time to time. The present work demonstrates the motion-statedependent adaptive decoding of hand and arm kinematics in four different behavioral tasks. Single-unit neural activities were recorded from cortical ensembles in the ventral and dorsal premotor (PMv and PMd) areas of a trained rhesus monkey during four different reach-to-grasp tasks. We constructed S-LDSs for decoding of continuous hand and arm kinematics based on different epochs of the experiments, namely, baseline, pre-movement planning, movement, and final fixation. Average decoding accuracies as high as 89.9%, 88.6%, 89.8%, 89.4%, were achieved for motion-state-dependent decoding across four different behavioral tasks, respectively (p<0.05); these results are higher than previous works using a single Kalman filter (accuracy: 0.83). These results demonstrate that the adaptive decoding approach, or motionstate-dependent decoding, may have a larger descriptive capability than the decoding approach using a single decoder. This is a critical step towards the development of a BMI for adaptive neural control of a clinically viable prosthesis.
I. INTRODUCTION
ECENT advancements in brain-machine interface (BMI) technology have demonstrated that the neural activity of primary motor (M1) cortical ensemble can be used to control the position of an external device [1] [2] [3] [4] [5] [6] [7] or to decode the continuous motor kinematics of primates during instructed tasks [8] [9] [10] [11] [12] [13] [14] . Traditionally motor control has been hierarchically characterized as premotor cortical neurons, including ventral and dorsal premotor (PMv and PMd), mainly representing the planning and movement selection while M1 neurons controlling the execution of continuous limb trajectories [14] . A few studies have shown that M1 neuronal ensemble has better decoding accuracy for arm, finger or arm kinematics [4, 15] . However, based on our recordings in PMd and PMv cortices using multiple chronically implanted multi-electrode microarrays in a behaving monkey, we demonstrate that PM ensembles can reconstruct continuous finger, hand and arm kinematics with accuracy that is comparable to that of M1 ensembles. This association suggests that a general purpose BMI can employ multiple cortical areas for motor control. Studies have shown that PM neural signals have stable relationship with kinematics data [16] . This opens up the opportunity of motor control using PM ensembles.
Previous studies all tried to decode a complete complex behavior task use a single Kalman filter [10, 13] . However, the kinematics in most behavior tasks change over time, which a single Kalman filter may fail to capture. Therefore, we developed switching linear dynamical systems (S-LDSs) decoder as a principled framework for adaptive decoding based on different epochs, namely, baseline, pre-movement planning phase, movement phase, and final fixation. We demonstrate that S-LDSs can model well the changing dynamics of reach-to-grasp tasks using cortical ensembles from PMv and PMd. The descriptive power of S-LDSs can potentially widely employed for general adaptive neural decoding of motor kinematics.
II. METHODS

A. Experiment Setup
One male rhesus monkeys (Macaca mulatta) sat in a polycarbonate primate chair that restrained the neck, torso and legs. It was trained, using its right upper extremity, to follow different visual cues to manipulate, grasp, and reach towards one of four peripheral objects -sphere, perpendicular mounted cylinder (mallet), pushbutton (push), or peripheral coaxial cylinder (pull) -arranged in a planar circle at 60º intervals (Fig. 1 ). All studies have been approved by the University of Rochester Institutional Animal Care and Use Committee.
Each trial has four epochs (Fig. 2) . In the first epoch, the monkey held a home cylindrical object (home object) for a period of 230 to 1130 ms. The second epoch started with the illumination of a blue LED next to one peripheral object. The third epoch began with the onset of the monkey's movements to reach toward the instructed peripheral object. The illumination of a green LED next to the instructed object marked the beginning of the fourth epoch. The trial is divided into four phases based on the visual cues provided to the monkey during the experiments. Here "start" means the start of the experimental trial; "Cue" indicates the illumination of the blue LED near an instructed object; "OM" refers to the onset of movement of the monkey; "SH" indicates the illumination of the green LED; "FH" refers to the ending signal of the experimental trial, namely, turning off the blue LED.
the instruct peripheral object until a blue LED was turned off to indicate the end of the trial. A detailed description of experimental protocol can be found in [10, 11] .
Single-unit activity was recorded using a Plexon (Dallas, TX) data acquisition system from two floating microelectrode arrays (FMA): one in PMd (n=41) and the other in PMv (n=39) respectively. Each FMA includes 16 electrodes and up to four single-units can be discriminated per electrode. The corresponding finger, hand and arm kinematic data was tracked using a Vicon (Oxford, UK) motion capture system.
B. Conversion to Joint Angles from Position Kinematics
The Vicon motion tracking system records the 3D position of motion tracking marker in the Cartesian coordinate space. We converted the kinematics data into 18 joint angles including the three angles of wrist (the wrist flexion-extension angle, the wrist abduction-adduction (abad) angle, the wrist rotation angle), as well as the flexionextension angle, the ab-ad angle, and the opposition angle for each of five fingers. The detailed method of converting the recorded marker positions to the joint angles can be seen in [10] .
C. Motion-State-Dependent Decoding of Kinematics
There are four distinct epochs in an experimental trial. A linear dynamical system may not be able to generalize the sequence whose dynamics changes over time. Examples of such data include human motion such as running each of which exhibit complex constantly evolving dynamics. Switching linear dynamical systems (S-LDSs) are powerful models capable of describing a physical process governed by state equations that switch from time to time [17] . In our model, each phase is modeled as a discrete system state S . Each 18-dimension joint angle vector per 5 ms is modeled a continuous system state X , and the spike firing rate of all neurons in pre-motor cortex during the previous 5 ms is modeled as the observation O . Different from most problems using S-LDS models, the transitions between the discrete states 1:N S are deterministic and observable in the current experimental setting. The continuous states 1:N X are also available during the learning period. Therefore, there was no need for using probabilistic inference methods of S-LDS. Instead, we trained a Kalman filter [13, 17] for each phase of the experiments. In order to get robust parameter estimation, we tied the parameters Mutually exclusive feature sets were used for training (80% ) and testing (20%) for each task. All the results here were averaged via 5-fold cross-validation.
D. Virtual World in MSMS
We simulated the real-world experimental setup using a virtual environment created by Musculoskeletal Modeling Software (MSMS) [9] which was developed by the University of Southern California (Fig. 1A) . MSMS includes detailed models for the monkey's upper extremity and objects used in experiments, which can be controlled via specifying the individual positions or joint angles in the upper extremity. The virtual environment in MSMS is programmable and can be modified to different experimental settings easily.
III. EXPERIMENTAL RESULTS
The S-LDS decoder was trained offline in Matlab 7.13 using recorded neural signals from pre-motor cortex (n=43) and corresponding motion capture data of the monkey. Table I shows the mean correlation coefficients for continuous prediction of finger, hand, and arm kinematics during the reach-to-grasp tasks. As is seen from the table, neuronal activity from the pre-motor cortex predicted the kinematics of all joint angles with high mean accuracy. Fig.  4 shows the reconstructed joint angles along with the real joint angles during a segment of a trial, the reconstructed joint angles match with the real joint angles with high accuracy.
Our decoding results using S-LDS with neural signals from pre-motor cortex are better than the decoding result using a single Kalman filter with neural signals from motor Fig. 4 . Reconstruction of the flexion-extension angle of the middle finger (in radians), one of the 18 joint angles, from recorded neuronal ensembles from PMd and PMv in the task of pushing a button. Actual joint angles (solid, red) are decoded from cortical ensembles from PMd and PMv (dotted, blue). The corresponding hand gestures at 200 ms, 400 ms and 600 ms are shown. The initial discrepancy between the true curve and the estimated one is because that we intentionally add disturbance into the decoder to see how well it can handle noise.
cortex (mean accuracy=0.83) [10] . Assuming that PM ensembles and M1 ensembles carry the same amount of information to decode the motor kinematics, our results show the S-LDS decoder can capture the constantly evolving dynamics of behavioral tasks, better than previous research approaches. It also sheds light on the nature of motor control mechanisms used by primates during instructed tasks: at different phases of the experiments, primates may adopt different motor control mechanisms to accomplish the instructed tasks.
Both the actual joint angles recorded from real-world experiments and the decoded joint angles from the S-LDSs were then transmitted into the virtual environment in the MSMS, and the experimental trials were replicated with animation. Fig. 5 shows the reconstructed upper extremity (blue shadow arm) overlaid with the actual upper extremity (gray solid arm) as the monkey performed different behavioral tasks. As shown in our simulation results, the decoded output closely resembles the original movements of the upper extremity, especially the subtle movements of the hand and fingers during different behavioral tasks. 
IV. CONCLUSION
This work has two main contributions. First, this work demonstrates that it is possible to decode kinematics of the fingers, hand and arm with high mean accuracy using the pre-motor cortex neural ensembles. Related Studies showed that when monkeys performed highly similar reaches under tight behavioral control, which is true in our experimental design, the neural activity in PMd was predominantly stable over time in all measured properties such as firing rate, directional tuning, and contribution to a decoding model that predicted kinematics from PMd neuronal ensembles [16] . The changes in PMd neural activity were mainly correlated with the behavioral changes. There is, thus, a stable relationship between the PM neural activity and observed behavior kinematics [16] . Our findings about the high decoding capability of PM ensembles has significant implications for the design of neural prosthetic systems because it suggests that a general purpose BMI can employ multiple cortical areas for motor control.
We are also interested in learning dynamic models from the synchronously recorded neural activity and motion tracking kinematics data. By mapping discrete hidden states to piecewise linear dynamical system models, the S-LDS framework potentially has greater modeling power than a single Kalman filter as what most previous research used. In traditional S-LDS settings, the exact inference is usually intractable and approximate inference algorithms are developed for S-LDS learning. In this paper we exploit the uniqueness in the current decoding problem, and present a principled framework for S-LDS learning and apply it to motion kinematics decoding from neural ensembles. The key difference between the current problem setting and previous S-LDS problem settings is that the discrete state 1:N S and the continuous states 1:N X are both observable during learning period of the current setting, which greatly simplifies the inference procedure. Multiple Kalman filters were trained as linear dynamical systems, so the resulting decoding algorithm provides a principled linear dynamical system model of motor-cortical coding, and is easy to implement and can be applied to real-time decoding systems. Our decoding results confirm that S-LDS decoder has more descriptive power than a single Kalman filter with tied parameters for motor-cortical decoding tasks. S-LDS models can potentially be widely applied in general neural decoding for motor kinematics.
The switching between the discrete states in S-LDS is controlled by the experiment process in this work. However, in real-life applications, the switching should be automatically controlled via decoding neural activities from multiple brain areas. Our group has also investigated decoding the switching of cognitive states using neural recordings from premotor and somatosensory cortex [18] , and our results suggest that it is feasible to achieve high automation in cognitive state decoding.
Our results demonstrate that motion-state-dependent decoding may enable adaptive decoding with high accuracy using neural ensembles in PMv and PMd. This is a critical step towards the development of a BMI for adaptive neural control of a clinically viable prosthesis.
