Deformable joint contact models can be used to estimate loading conditions for cartilage-cartilage, implantimplant, human-orthotic, and foot-ground interactions. However, contact evaluations are often so expensive computationally that they can be prohibitive for simulations or optimizations requiring thousands or even millions of contact evaluations. To overcome this limitation, we developed a novel surrogate contact modeling method based on artificial neural networks (ANNs). The method uses special sampling techniques to gather input-output data points from an original (slow) contact model in multiple domains of input space, where each domain represents a different physical situation likely to be encountered. For each contact force and torque output by the original contact model, a multi-layer feed-forward ANN is defined, trained, and incorporated into a surrogate contact model. As an evaluation problem, we created an ANN-based surrogate contact model of an artificial tibiofemoral joint using over 75,000 evaluations of a fine-grid elastic foundation (EF) contact model. The surrogate contact model computed contact forces and torques about 1000 times faster than a less accurate coarse grid EF contact model. Furthermore, the surrogate contact model was seven times more accurate than the coarse grid EF contact model within the input domain of a walking motion. For larger input domains, the surrogate contact model showed the expected trend of increasing error with increasing domain size. In addition, the surrogate contact model was able to identify out-of-contact situations with high accuracy. Computational contact models created using our proposed ANN approach may remove an important computational bottleneck from musculoskeletal simulations or optimizations incorporating deformable joint contact models.
Introduction
Deformable contact models can be incorporated into multi-body dynamic simulations to compute the loads resulting from surfacesurface interactions. In musculoskeletal biomechanics, the need to model deformable contact typically arises when cartilage-cartilage [1] [2] [3] , implant-implant [4, 5] , human-orthotic [6, 7] , and foot-ground [8] [9] [10] [11] interactions occur. However, deformable contact models are computationally expensive and thus can be prohibitive for studies that require large numbers of repeated contact evaluations such as optimizations and forward dynamic simulations.
Surrogate contact models can provide one solution to this problem. Surrogate models, also known as meta-models or response surface approximations, fit or interpolate input-output relationships sampled from a "slow" computational model (e.g., a finite element or elastic foundation contact model). The simplest example of a surrogate contact model is a response surface or multiple linear regression model, which has been used to calculate cartilage-cartilage contact forces in a natural tibiofemoral joint [12] . Kriging is a more complex surrogate modeling technique that has also been used to model contact forces and torques in the knee [13] . Kriging-based contact models have been used in an optimization approach that predicted muscle forces, tibiofemoral contact forces, and patellofemoral contact forces simultaneously in the knee during walking [14] . Other efforts to create surrogate knee contact models include a Hammerstein-Wiener model, a nonlinear autoregressive model with exogenous input, and a time delay artificial neural network [15] . In addition, a surrogate foot-ground contact model has been created using a lazy learning interpolation method [16] .
While each of these surrogate contact modeling methods improves computational speed, each also suffers from important limitations. Kriging-based models suffer from two disadvantages. First, only a relatively low number of sample points can be interpolated given a computer's memory resources. As the number of sample points increases, so does the necessary memory and computation time required for model construction and use. Second, the most common implementation of Kriging interpolates the data instead of regressing it. This property becomes a disadvantage when the data contain noise, such as with element-based contact models whenever a proportionately small number of elements are loaded (e.g., at low loads with a coarse mesh). Hammerstein-Weinner, nonlinear autoregressive and time delay ANN models require knowledge of past configurations in time to evaluate the current configuration of the contacting bodies. This requirement implies that these methods can be used only in time-incremented analyses. Lazy learning models have the advantage of bounding the prediction error and adapting to a changing domain, but these benefits come at the cost of requiring additional "slow" contact model evaluations during surrogate model use.
To address the need for fast, accurate, and multi-purpose surrogate contact models for musculoskeletal simulations and optimizations, this study explores the use of multi-layer feed-forward ANN models. ANNs can be formulated as time-independent regression problems capable of fitting arbitrary observable functions [17] . Feedforward ANNs have been used as black box models in previous noncontact biomechanical simulations to determine multi-dimensional input-output relationships [18, 19] but have not been explored for deformable contact applications. Our proposed ANN contact modeling approach includes a special sampling technique that seeks to improve computational speed and accuracy over existing Kriging-based schemes. The method also permits fitting many more sample points than would be possible with Kriging, allowing for varying levels of accuracy across multiple domains of input space. Furthermore, the approach fits the sample points via regression rather than interpolation, effectively smoothing noise in the sampled data points [20] . The computational speed and accuracy of our ANN contact modeling approach are evaluated using an elastic foundation (EF) contact model of an artificial tibiofemoral joint.
Methods

Surrogate contact modeling background
The goal of surrogate contact modeling is to replace a computationally "slow" contact model with a computationally "fast" contact model that exhibits the same input-output characteristics. This process involves sampling the computationally expensive model, henceforth called the original model, using a sampling plan or design of experiments. Sampling yields a series of sample points that relate original model inputs to original model outputs. For multi-body applications, the inputs to the original model are pose parameters consisting of three translations and three rotations defining the position and orientation of one contacting body with respect to the other. The corresponding outputs of the original model are contact loads consisting of three contact forces and three torques calculated with respect to a selected point on one of the contacting bodies. Finally, testing takes place to evaluate the discrepancy between the original model and the resulting surrogate model using sample points not included in the surrogate model construction process.
The method presented in this paper builds upon a previous study to which the reader is referred for further details [13] . A brief summary of the most relevant concepts is introduced next. The first concept is that of fixed and moving bodies. The fixed body is the contacting body that is conceptually considered to remain fixed in space, while the moving body is the contacting body conceptually considered to move. The position and orientation of the moving body with respect to the fixed body are defined by pose parameters consisting of three translations and three rotations. The second concept is that of sensitive directions. A sensitive direction is a degree of freedom (DOF) which when perturbed causes a relatively large change in associated contact loads. Every sensitive direction possesses an associated sensitive pose parameter and one or more associated sensitive contact loads. For example, if changing the y-translation by a small amount yields a large contact force change in the y-direction, then y-translation is a sensitive pose parameter and y-force is a sensitive load. The third concept is that of a sample point. A sample point is defined as a set of model inputs and corresponding outputs. While one would normally expect to use pose parameters as inputs and loads as outputs, sample point inputs and outputs are permitted to be any combination of pose parameters and loads. For example, sample point inputs could be defined as three rotations and three forces. The fourth concept is use of sample point definitions that contain sensitive pose parameters as outputs and the corresponding sensitive loads as inputs. Sampling in this manner results in a more desirable distribution of sample points since deeply interpenetrating and out-of-contact situations can be avoided. Use of such a sample point definition requires the original model to be sampled via repeated static analyses.
Multiple domains
In contrast to surrogate modeling methods such as Kriging, feedforward ANNs can fit tens of thousands of sample points. Therefore, ANNs provide the ability to approximate contact models sampled in a variety of configurations that have not been previously considered. This capability motivates a new sampling approach.
Our sampling strategy consists of combining multiple domains of input space, each with a different span and sample point density. A large span minimizes the likelihood of evaluating the surrogate model outside the sampled domain, a situation that would lead to large prediction errors. A high sample point density leads to low prediction errors within the sampled domain. To maximize model accuracy, we combine sparsely sampled domains having large spans with densely sampled domains having limited spans that cover regions of input space likely to be encountered during the activity being simulated.
To define both types of domains, we introduce the concept of a reference envelope, which we will use to define the upper and lower bound of a domain. We obtain multiple time-histories of a pose parameter or load of interest corresponding to the activity to be simulated. Upper and lower bounds for these curves are defined for each time frame. These bounds comprise the reference envelopes that describe estimated variations in pose parameters and loads of interest across the entire motion.
To define a sparsely sampled domain having a large span, we expand the maximum and minimum values of the reference envelopes across all time frames by user-specified amounts. The resulting timeinvariant upper and lower bounds define a domain that forms a large six-dimensional (6-D) hypercuboid input space. This space is filled using a Hammersley quasirandom sequence [21] . The domain should exclude physically unrealistic sections of input space corresponding to contacting surfaces "pulling" on each other.
To define a densely sampled domain having a limited span, we expand the maximum and minimum bounds of the reference envelopes at each time frame by user-specified amounts. The resulting timevarying upper and lower bounds define the domain. For each time frame of the reference motion, we define a 6-D hypercuboid where each dimension corresponds to a sample point input. The 64 vertices of each 6-D hypercuboid are sampled, and the interior of each hypervolume is filled using a 6-D Hammersley sequence (Fig. 1) . The resulting sample points will be closely packed and will cluster around the reference envelopes.
Additional domains are added to obtain sample point inputs that place the contact surfaces in an "almost unloaded" condition (contact boundary points) and in an out-of-contact condition. In this way, we include domains to capture specific configurations. 
Special case for two contact patches
Contacting bodies possessing two contact patches that are not "close" to one another present a challenge for sampling contact boundary configurations. These scenarios result in a contact model having a rotational sensitive direction. A previous study [13] would define the sensitive torque and compressive force as inputs and the corresponding sensitive rotation and translation as outputs. However, this combination of inputs does not allow us to specify explicitly contact configurations where one contact patch is heavily loaded while the other one is at the contact boundary. Our solution to this problem is to replace the input force and torque with two forces acting within the area of their contact patches. For example, the knee has separate medial and lateral contact patches, making abduction-adduction rotation and superior-inferior translation sensitive directions. Instead of using the adduction torque and superior-inferior force as inputs, we use the vertical medial and lateral forces as inputs.
Sampling
For each combination of load and pose parameter inputs, we obtain corresponding outputs by performing a static analysis. Static analyses can be performed via optimization or forward dynamic simulation, both of which fix the moving body pose parameters to those from the sample point input. When using optimization, we attempt to match the loads from the sample point input by varying the pose parameters from the sample point output. When using forward dynamic simulation, we apply the loads from the sample point input to the moving body, add joint axis damping, and use implicit numerical integration until all accelerations are zero to within a specified tolerance. At that point, the model is static and we have found the poses corresponding to the applied loads.
Surrogate model structure
We construct a surrogate model by interconnecting multiple ANNs, each with multiple inputs and a single output. The inputs to the surrogate model are pose parameters -three translations and three rotations. The outputs of the surrogate model are any loads that we desire to compute. The proposed surrogate modeling structure contains two stages. The first stage consists of k ANNs that fit sensitive loads as a function of the pose parameters, where k is the number of sensitive directions in the contact model. The second stage is composed of ANNs that fit the remaining loads as a function of both pose parameters and sensitive loads calculated in the first stage. This approach is similar to a previous one [13] except that all pose parameters are inputs to all ANNs. Unlike in [13] , we do not swap a sensitive pose for a sensitive load as a second stage ANN input, since some loads will be zero in out-of-contact configurations.
ANN architecture and training
Each feed-forward ANN within the surrogate model is fully interconnected, containing sigmoidal hidden neurons and a single linear output neuron. We train the ANNs using the batch-mode backpropagation Levenberg-Marquardt algorithm. The training process is programmed to stop when one of the following three criteria is met: (1) the training error is below a pre-specified error, (2) the allotted training time has been exceeded, or (3) the mean squared error of a validation data set has increased consecutively for a specified number of training iterations. The first criterion stops training when the ANN fit is considered to be "good enough," the second stops training when the ANN has exceeded a user-defined training time limit, and the third stops training when the model begins to overfit the data [22, 23] .
There are multiple ANN architectures that can yield a satisfactory function approximation. We achieve one such architecture by incrementally adding neurons and layers. We start by training a single hidden-layer network of a small number of neurons. We train the ANN while keeping track of how the fitting error diminishes with time. If we estimate that the fitting error after a certain training period will be above our desired error, then we stop training and change the ANN architecture by increasing the number of neurons in the layer and/or by increasing the number of hidden layers. Adding more neurons to each layer and adding more hidden layers increases the capacity of the ANN to encode the training data.
Surrogate model testing
We calculate the root-mean-square error and maximum absolute error for each of the surrogate model outputs using sample points not used for training that were kept segregated by domain. This approach allows us to evaluate accuracy within each domain. We assess computational speed by calculating the average computation time given a series of sample points. Furthermore, we compare the speed of the surrogate model and original model under simulation conditions.
Example application
To demonstrate how our ANN-based surrogate contact modeling approach works in practice, we applied the methodology to construct and evaluate a surrogate contact model of an artificial tibiofemoral joint. The geometry of the implant components, and the kinematics and contact loads needed to define reference envelopes, were taken from the First Grand Challenge Competition to Predict In Vivo Knee Loads [24] . Fig. 2 . Implant components for a right knee with coordinate system fixed in the tibial insert. X points posteriorly, Y points superiorly, and Z points medially. Tens of thousands of static analyses were performed using an elastic foundation contact model to obtain sample points for surrogate model training.
Original TF contact model
The original TF contact model was an EF contact model of the subject's implant components (Fig. 2) . We treated the femoral component as a rigid moving body and the tibial insert as a deformable fixed body. We selected a fine grid of 80 × 40 elements on each side of the tibial insert to generate sample points for surrogate model creation [25] . In the original contact model, the +x direction pointed posteriorly, the +y direction superiorly, and the +z direction medially (Fig. 2) . Euler angles r x , r y , and r z corresponding to an x-y-z bodyfixed rotation sequence defined the orientation of the femoral component with respect to the tibial insert. Translations t x , t y , and t z defined the position of the femoral component origin with respect to the tibial insert origin. These translations and rotations constituted the pose parameter inputs to the original model. The EF contact model outputs were the vertical contact loads calculated with respect to the origin of the tibial insert. The vertical contact force was split into medial and lateral components because both quantities were relevant to our simulation purposes. All contact loads acted on the tibial insert and were expressed in the coordinate system of the tibial insert. For surrogate contact model use, contact loads of equal magnitude and opposite direction are applied to the femoral component.
Sample point definition for TF contact
We selected a sample point definition where the in- 
Sampling plan for TF contact
We sampled the EF contact model in seven domains labeled D1 through D7, each with physical significance as described below (Table 1) . After sampling, we placed 90% of the sample points into a single pool used for surrogate model training. The remaining sample points were held back in segregated pools used for surrogate model testing.
We and lateral F lat y contact force along with anterior-posterior (AP) and medial-lateral (ML) center of pressure (CoP) location. We also calculated knee flexion angle r z from a marker-based inverse kinematic analysis. After locking r z to this value and r y to the value measured fluoroscopically for a single gait cycle, we performed a pose estimation optimization that adjusted the four free pose parameters such that Domains D1 and D2 defined sets of sample points that clustered around the reference kinematic and load envelopes. Domain D1 was smaller and denser than D2 and completely contained within D2. D1 and D2 were defined as the reference envelopes expanded by ± 20% and ± 100%, respectively. For a specific time frame, if the difference between the upper and lower bounds for a reference envelope was below the mean difference for all time frames, then rather than using a percentage of the envelope, we expanded with an offset of ± 0.5 times the mean difference for D1 and ± 2 times the mean difference for D2. This expansion method ensured that the domains were never too small for time frames that showed below average variability. Since there was only one curve for r y , this curve was expanded by offsets corresponding to our estimates of variability. Domain D3 was designed to cover a large input space and was formed by expanding the maximum and minimum of each reference envelope by ± 25% over the entire gait cycle. The resulting domain formed one large 6-D hypercuboid input space which was sampled using the Hammersley method. Domains D4 through D7 addressed out-of-contact and contact boundary configurations (Fig. 3) . Domain D4 corresponded to configurations where either the medial or lateral side was out of contact. This domain was obtained by taking points where one of the condyles was at the contact boundary, changing r x such that one of the condyles lifted off, and adjusting t y such that the vertical force Table 1 Physical meaning and approximate number of sample points in each domain. Relatively few sample points are required to fit configurations where both the medial and lateral sides are out of contact (D5) or at the contact boundary (D7).
Domain
Physical in the other condyle remained the same as it was previously. The change in r x was performed in three equal increments such that the maximum liftoff was approximately 2 mm. Domain D5 accounted for points where both the medial and lateral sides where out of contact. This domain was created by taking points were both condyles were at the contact boundary and increasing the vertical translation t y in three increments until achieving a maximum liftoff of approximately 2 mm. All contact loads were zero in this case. Domain D6 consisted of points where either the medial or lateral side was at the contact boundary (i.e., a vertical force of 5 N). Sample points were obtained by performing Hammersley sampling on the pose parameters and on one of the vertical contact forces while the other vertical contact force remained fixed at 5 N. Lastly, domain D7 consisted of points where both sides were at the contact boundary. Sample points were obtained by Hammersley sampling only pose parameters while both the medial and lateral contact forces were fixed at 5 N. We performed sampling using the optimization approach. The design variables were t y and r x while the cost function minimized the normalized difference between the original model outputs and sample point inputs F med y and F lat y . To reduce computation time, we used a coarse grid EF contact model for each optimization and input the resulting pose into the fine grid EF contact model to obtain the corresponding outputs.
Surrogate model structure for TF contact
The TF surrogate contact model was composed of seven different ANN models, each with a single output. The first stage contained ANNs that fit the sensitive forces (7)).
The vertical contact forces were fit separately for the medial and lateral sides to allow the evaluation of medial-lateral load split during simulations.
Surrogate TF model creation and training
We designed the ANN architectures and performed ANN training using a maximum training time stopping criterion of six hours. The testing error was monitored during training and no overfitting was observed. The resulting architecture had four hidden layers of 30 neurons each and a single linear output neuron. All seven ANN models were created using Matlab's Neural Network Toolbox TM (The Mathworks, Natick, MA).
Each ANN model was fitted to a random subset of approximately 80,000 sample points taken from all seven domains. The seven trained ANNs were assembled into one Simulink ® model, where the outputs of Eqs. (1) and (2) were used as inputs to Eqs. (3)- (7). If either of the vertical forces was positive, corresponding to surfaces pulling on each other, then this force was set to zero. The Simulink model was exported as C++ code to maximize computational speed.
Surrogate TF model testing
The surrogate contact model was tested using two approaches. First, accuracy was tested using 10% of the sample points from within domains D1 through D7 that were withheld from training. Second, computational speed and accuracy were assessed under conditions similar to actual simulation of a walking motion. A sequence of poses, all within domain D1 and consistent with kinematic data from five gait trials, was generated for this purpose. Loads corresponding to these pose sequences were evaluated using the EF contact model with a fine element grid (80 × 40), the EF contact model with a faster but less accurate coarse element grid (40 × 30), and the surrogate contact model. For both tests, accuracy was assessed by comparing surrogate model predictions to fine grid EF contact model calculations, while for the second test, computational speed was assessed by comparing surrogate model predictions to coarse grid EF contact model calculations. All tests were performed on a PC workstation with an Intel ® Xeon ® Quad Core 3.1 GHz processor.
Results
For the accuracy test spanning all domains, root-mean-square (RMS) errors were all below 15 N for contact forces and below 500 N mm for contact torques. Maximum absolute contact force errors were between 4 N and 250 N, while absolute contact torque errors were between 123 N mm and 4929 N mm. RMS and maximum errors increased with domain size (Tables 2 and 3 ). RMS errors were small for D1 (under 5 N/105 N mm), larger for D2 (under 9 N/225 N mm), and even larger for D3 (under 15 N/435 N mm). RMS errors for out-of-contact points D4 and D5 were relatively small (under 11 N/265 N mm). These RMS errors in compressive force correspond to less than 1% of the peak compressive contact force reported for walking [26] .
For the speed and accuracy test using only domain D1, the average computation time per input configuration using the surrogate model was 45.5 μs and the RMS error was 2.6 N for contact forces and 78 N mm for contact torques. On average, the surrogate contact model was approximately 19,000 and 960 times faster than the EF contact model with fine and coarse grid, respectively (Table 4) . With Table 2 Contact force (F) and torque (T) RMS errors for each domain. Errors were calculated between surrogate contact model and fine grid elastic foundation (EF) contact model. Medial is "med", lateral is "lat", and total is "tot", while x is anterior-posterior direction, y is superior-inferior direction, and z is mediallateral direction. the fine grid EF contact model as a baseline, the surrogate contact model produced average RMS errors approximately 8 times lower for contact forces and 7 times lower for contact torques than those produced by the coarse grid EF contact model (Table 4) .
Discussion
The goal of this study was to develop a surrogate contact modeling method that is fast, accurate, and does not require a pose history to calculate contact loads for the current pose. For the artificial tibiofemoral joint example application, our proposed ANN-based method performed extremely well. It achieved the rare combination of decreased computational speed and increased accuracy compared to our elastic foundation modeling methods [25] . In particular, it was approximately 1000 times faster and seven times more accurate than the EF contact model with coarse element grid, which is the model we have used most frequently in the past. We would expect our surrogate model to be about 50,000 times faster than a finite element contact model [27] . Thus, we anticipate that this new model formulation will perform extremely well when used in forward or inverse dynamic simulations and in optimizations.
The reported error trends were expected since the smaller domains were sampled more densely than were the larger domains. ANNs allowed for this type of clustering since all fitted points had the same weight in the training algorithm. Small errors for contact transition and out-of-contact points suggest that liftoff can be predicted accurately with this approach -a capability lacking in our previous Kriging-based method. This improvement will likely add robustness to future dynamic contact simulations and contact optimizations.
Our prediction errors should be interpreted in light of the number of sample points assigned to each domain. In the tibiofemoral joint example application, the number ranged from 20,000 to 30,000 except for D5 and D7, which had only 300 and 100 sample points, respectively. Few sample points were assigned to domain D7 because both vertical forces F med y and F lat y were predetermined to be 5 N (contact boundary), hence the six-dimensional sample space effectively become four-dimensional. For domain D5, where both the medial and lateral condyles were out of contact, our surrogate contact model was insensitive to the specified pose parameter values since that region of output space was flat (all loads were zero). Hence fewer points were needed to maintain good accuracy.
We believe that this method will work well for surrogate contact modeling of numerous anatomical joints such as the patellofemoral, hip, and glenohumeral joints. The key issue will be specification of the fixed and moving bodies and the corresponding sensitive directions. For the patellofemoral joint, one could define the patella as the fixed body with medial-lateral translation and anterior-posterior translation as sensitive pose parameters. For the hip joint, one could define the hip socket as the fixed body and all translations as sensitive pose parameters. Calculation of medial and lateral contact forces is not required while applying our method to other joints.
As with any computational method, our ANN-based method possesses important limitations. First, reference kinematics are needed to bound domains where high accuracy is desired. It would not be reasonable to expect D1-type accuracy when simulating kinematics or loading conditions outside the D1 domain. Second, sampling and fitting tens of thousands of sample points is time intensive. Depending on the speed of the contact model being sampled, it could take days to generate the required data. Moreover, training ANNs consumes a considerable amount of computation time. Third, unlike local interpolation methods, ANNs do not provide error estimates. Consequently, if an ANN-based surrogate model is used outside the sampled domains, the user has no way to know that the outputs are invalid.
The feed-forward ANN-based method presented in this study resulted in a fast and accurate surrogate knee contact model that is flexible enough to be used in a variety of applications. Use of ANN-based surrogate contact models could allow researchers to eliminate the computational bottleneck caused by expensive contact evaluations in musculoskeletal simulations and optimizations. Future work will utilize this method to create surrogate contact models for use within simulations that estimate muscle and contact forces simultaneously in the lower limb.
