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A Note on Synchronizable Error-Correcting Codes 
DAVID MANDELBAUM 
!600 Compton Place, Hillside, NewJerseu 
A class of cyclic codes for correcting synchronization errors is con- 
structed. This code uses a fixed prefix pattern as part of the informa- 
tion symbols. It is shown that these codes have the power of the codes 
developed by Bose and Caldwell (1967) and in some eases greater 
efficiency. Correction of synchronization is extremely simple. 
I. INTRODUCTION 
Data communication i volving block error correcting coding requires 
that the receiver distinguish each block or code word from its neighbors 
so that proper decoding can be performed. If a transmitted symbol is 
lost or gained in transmission then proper word framing will not be 
carried out by the receiver. That is, the code word subsequent to the 
word that has been mutilated will be shifted to the left or right with 
regard to the framing imposed by the receiver. The purpose of this 
note is to propose a system that can be used with any cyclic coding to 
combat this loss of synchronization due to information loss or gain 
during transmission. This method is comparable to a class of codes 
constructed by Bose and Caldwell (1967) but may be more efficient 
in certain situations. 
II. CONSTRUCTION OF  THE CODES 
The codes to be constructed below are cyclic codes of which some 
of the leading information symbols will be a fixed prefix pattern and 
therefore will carry no information. This pattern was originally used by 
Sellers (1962) in a different context o correct synchronization errors. 
To detect a one-symbol loss or gain the pattern 001 is used. To detect 
up to u symbols lost or gained the pattern 
u+l  u 
z, A. 
P~ = DO . . .O i l i  . . .  11 
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is used. It  can be seen that a shift of r symbols in either direction can be 
distinguished from a shift of r symbols in the opposite direction and from 
a shift of s symbols, r ~ s; r, s =< u, in either direction. The symbol gain 
or loss occurs previous to the prefix pattern which detects the shift in 
succeeding symbols. This pattern P~ (u _> 1) will be used as the first 
2u -)- 1 information symbols in a cyclic code word. Thus the parity 
check symbols will be in part dependent upon P~. It  is assumed that 
these codes are systematic, i.e., the information symbols are separated 
from the check symbols. 
If the cyclic code has length n,  then a code word is represented by the 
following coordinates: 
(00 . . .  011 . . .  lv , , _2~_~v,_~_~ . . .  VlVo). 
Since the message stream is a sequence of code words, it will have the 
appearance: 
• .. 00 - . .  011 - . .  lv~_2~_2 . . .  v000 . . .  011 . - .  lv'~_2~_2 - . .  v0' - - .  (1) 
Also since the code is cyclic, each word may be redefined as 
u u+l  
(2) 
]11 " "  lvn-2~-2 " ' "  vlvo()O0 " ' "  00.  
The method of generation of this stream will be the same as if P~ 
were used as the first 2u -k 1 information symbols and then the remain- 
ing information symbols and check symbols follow thereafter. However 
the first and last code words in the sequence will not have the appear- 
ance of (2), but these words are not significant in the synchronization 
problem. 
Thus the beginning of a code word with the proper framing should be 
at the point between u + 1 zeros on the left and u ones on the right. 
This is not true for the first code word of the sequence. However, it is 
assumed that the synchronization is correct at this point. A shift of s 
places, s _-__ u, to the right or left will be immediately detected and the 
correct framing reestablished. 
Additive errors must be corrected first before the prefix pattern is 
examined to see if synchronization has been lost. However since the code 
word is cyclic, additive rrors can be corrected if a shift of s places, s _-< u, 
has occurred. This is true because the pattern P~ acts as a buffer be- 
tween the other symbols of adjacent code words. Any type of cyclic 
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code can be used, random error or burst error correcting, and as long as 
the magmtude of additive errors does not exceed the capability of the 
code, all shifts of s places, s < u, can be corrected for. 
A more general prefix pattern pL,S that detects an L place or less 
shift to the left or an R place or less shift to the right is given by 
R+I  L 
pL,~ = 00 . . -  011 . - .  i. 
Il l. COMPARISONS AND CONCLUSIONS 
Bose and Caldwell (1967) have constructed codes which may be 
designated by the pair (t, t~) where t is the number of additive errors the 
code word can correct and t~ = L ~- R where L is the number of symbol 
losses that can be corrected and R the number of symbol gains that can 
be corrected. This cyclic code can simultaneously correct additive rrors 
and up to L or R synchronization errors. The code C is generated by the 
polynomial product g(x) f (x)  where f (x )  is the smallest order poly- 
nomial having a root/3 which is not a root of g(x). Also L + R < nl 
where nl is the order of ft. Let c' = (co, cl, • "- , c~_1) be a fixed code 
word generated by g(x) which is not a product of g(x) f (x) ,  that is, 
C n--1 C t is not. a root of the polynomial co -}- clx -}- . . .  -}- ~_~x . Then is 
added to every code word C giving the word (w0, w~, . . .  , wn-O. To 
correct for synchronization errors, L and R buffering symbols are added 
onto both ends of the code word: 
(q .2 )n - -R  ~ Wn- -R+I  , " " " ~ q J Jn - - I  : WO , Wl  ~ ' " " , Wn- -1  : ~){} , Wl  , " " " , WL- -1 ) .  
Thus the redundancy is at least L + R q- rn~ where rn~ is the degree of 
/ (x ) .  (ml is a factor of m where GF(q '~) is the Galois Field some of 
whose roots are roots of the BCH code generator g(x).)  
The efficiency (ratio of the number of information digits to code 
length) of the code constructed in Section I I  is 
(L - t -R )  + 1-t- r t~ -t- l + r 
E l= l -  =1 
n n 
where r is the redundancy used for additive error correction and n is 
the length of the code. The efficiency of the Bose-Caldwell code is 
E~ = 1 t~ + r+ml  
n--~ t~ 
It  is assumed that the same redundancy r is used for both codes. Thus 
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both codes have the same protection over the same length n. (The Bose- 
Caldwell code has length n after the t~ "buffer" bits are stripped off.) 
E l - -E2  = t~ -l- r --~- ml _ ,t~ -~- 1-~ r 
n ~, t~ n 
(3) 
> ( t~+r+m~) - -~  n 
1 f t~( t~-~r -~ml)}  - -  m l -  1 -  (4 )  
I f  t~ iS small with respect o ml ,  or n;  then E1 > E~. This would seem 
to be a practical situation, since for greater efficiency large code lengths 
are used. Also, it would be expected that  maximum bit loss or gain (t~) 
would be small. However when m~ is larger than t~, then the Bose-Cald-  
well code may have better efficiency. 1 
The method of returning to correct synchrorSzation for the prefix 
codes is exceedingly simple. 0n ly  a few logic gates are necessary to 
determine the position of the prefix pL ,R Shifting of the word is then 
required. 
These codes also have the advantage that  one can change the syn- 
chronization error capabilities without altering the word length. 
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1 After this paper was written the author was made aware of a paper by E. d. 
Weldon, Jr. (1968) in which he constructed a generalization of the Bose-Caldwell 
codes which are applicable to all additive error correcting cyclic codes as are the 
codes presented above. The Weldon codes may in certain cases have better effi- 
ciency than the Bose-Caldwell codes. If Ea is the efficiency of the Weldon codes, 
then in some situations it may occur that E3 > E1 > E2 while in others E1 
E3 ~ E2. However in any case (3) and (4) will hold with E~ replacing E~, and the 
user should make use of these equations to determine which code is most efficient 
in a given situation. 
