This paper presents improved lower bounds for the total energy and the minimal inter-particle distance in minimal energy atom cluster problems with interactions given by a Morse potential. The methods use simple arguments and can be employed directly for Morse clusters, where the atom separation problem is difficult due to the finite energy at zero atom separation. The theoretical results are applied numerically achieving sharper results than those previously known for various Morse potentials, even for ρ ≥ 4.967 parameters. Most results hold for more general pair potentials.
Introduction
Given a cluster of n atoms in d-dimensional space (d > 1), define the coordinate vectors x i ∈ R d (i = 1, . . . , n) as the center of the ith atom. The potential energy of the cluster x = (x 1 , . . . , x n ) ∈ R dn is then defined as the sum of the two-body inter-particle pair potentials over all of the pairs, i.e.,
where
is the Euclidean distance of x i and x j and v(r) is the value of the pair potential for two particles at distance r. The aim of this paper is to obtain lower bounds for the total energy and for the minimal interatomic distance in the structure with minimal total energy (1) in case that the pair potential is a Morse potential,
where ρ > ln 2 is a parameter. Most results hold more generally for pair potentials v(r) which are a continuous, piecewise differentiable function strictly decreasing for r ≤ s and increasing for r ≥ s, with global minimum value v(s) < 0, positive for small r, and approaching zero from below for r → ∞. v has a unique zero, which is denoted by t. Clearly, t < s and v(t) = 0, v(r) < 0 for r > t.
For the Morse potential, s = 1, v(s) = −1, and
The existence of a positive zero requires ρ > ln 2.
Previous results. The book by Ruelle [9] contains in Section 2.3 (see also the references given there) investigations for general pair potentials. Ruelle calls a pair potential function stable if the associated total energy of a cluster is bounded from below by a linear function of the cluster size, and proves sufficient conditions for stability (see Proposition 3.2.7 and 3.2.8 in [9] ) but without giving explicit formulas for the resulting bounds. Ruelle's results apply to the Morse potential for ρ > ln 16(≈ 2.7726), giving a linear lower bound on the energy but nothing about atom separation.
Most other rigorous work was done for the Lennard-Jones interaction; see, e.g., [1, 6, 10, 13, 14] . For Morse clusters, the atom separation problem is significantly more difficult due to the finite energy at zero atom separation. Indeed, the first size-independent lower bounds for the interatomic distance in the optimal structures were obtained only in 2002 by Locatelli & Schoen [5] , using complicated geometric arguments establishing such a bound for d = 3 and ρ ≥ 6. Then Vinkó [11] , obtained -for general potential functions satisfying natural asymptotic properties -size-independent lower bounds on the minimal distance and linear lower bounds on the total energy which improved the results of [5] , and Schachinger et al. [10] improved these further. All these results work only for ρ ≥ 6, since they are based upon crucial estimates of [5] .
The method presented in this paper improves these lower bounds further, using arguments much simpler than those of [5] . Moreover, we find size-independent lower bounds on the minimal distance already for ρ ≥ 4.967. Most arguments apply to more general pair potentials. All numerical computations were done both with MuPAD [7] and Mathematica [12] , to be sure of the correctness of the numerical results we obtained. Note that Mathematica provided faster evaluation times than MuPad.
Notation. The following notation will be used. A global minimizer of the function E is any configuration
where d > 1 is the dimension of the space containing the cluster. (Of interest are mainly d = 2 and d = 3.) Let r ij be the Euclidean distance of the points x * i and x * j (i, j = 1, . . . , n). The potential energy of particle i in an arbitrary configuration x is defined as
and we put
Clearly, the total energy is
If the number of atoms is to be emphasized, the notation E * (n) and E * i (n) is used for the optimal total energy and for the optimal potential energy of particle i, respectively.
We write R k for the minimum over i of the kth smallest distance of some atom from x i . Then R 1 = 0, and
is the minimal distance in the optimal configuration. The R k form a not necessarily increasing sequence. We give some atom (to be determined later) the label 1 and label the remaining atoms such that r i := r 1i satisfies
Energy bounds
In this section we prove bounds on the optimal total energy. We first generalize considerations by Maranas & Floudas [6] for the Lennard-Jones potential.
Lemma 1. An optimal n-atom cluster has total energy bounded by
giving the lower bound.
If we construct a cluster containing n atoms where n − d particles are in a position that each of them touches (i.e., has minimal distance s to) d others, starting with d particles in such a way that the distances between these points are s (i.e., a line segment in dimension 2, an equilateral triangle in dimension 3, and so on), we get a cluster of total energy −d|v(
which is the sum of the pair potential values v(r) in case of r is greater than s. Thus this is an upper bound for the total energy of the optimal structure. Since M < 0, the upper bound follows.
In the following, we shall assume that, in the optimal configuration, the potential energy of particle i is bounded by
for some constant e d > 0 independent of the dimension and the size of the given optimal cluster. It is likely that (7) holds for n > d = 3 with e d = d since in the optimal structure, every atom has most likely at least d contacts. But showing this rigorously seems to be nontrivial, and we only establish Lemma 2. (7) holds with e d = 1.
Proof. To prove the upper bound, let k = n if i = n and k = n − 1 if i = n, and define the
Then place the atom z i on the line determined by the origin and the coordinates of z k in such a way that z i has the maximal r j value. Thus
. To get size-independent lower bounds on E * i and linear lower bounds on the total energy, we proceed to find upper and lower bounds on sums of the form
Let N d (r) be the maximal number of disjoint open unit balls fitting into a ball of radius r. By a simple volume comparison one can easily find the upper bound
which we shall use in the following. Any improvement in this geometric packing bound would result in corresponding improvements of our estimates depending on it.
Then K is an increasing function of r, and
In particular,
Proof. Fix k ≥ 1 and m ≥ 2. We consider the set S consisting of the k atoms closest to atom 1. We recursively pick an atom from S, starting with atom 1, and remove it and the m − 2 atoms nearest to it from S, until S is empty. This picks a set of κ = k/(m − 1) atoms at mutual distance at least R m . Thus the open balls of radius R m /2 around these atoms are disjoint and inside the open ball of radius r k + R m /2 = (2r k + R m )/2 around the atom labelled 1. A scaling argument gives
Moreover, if m ≥ 2 and R m ≤ s then
Proof. Let first m be the largest integer with r m ≤ s. Then
by Proposition 1, and
The left hand side equals
and since
This proves (12) for the maximal allowed value of m. Since
is a sum of nonnegative numbers, the left hand side is monotone increasing in m; thus (12) also holds for all smaller values of m.
By definition of R m , one can label some atom as 1 such that r m = R m . In this case, we have for k < m the trivial lower bound
Combining this inequality with (12) and with E *
The above argument can be improved slightly with the following considerations. For integers m ≥ 1 and real numbers r , r, let K m (r , r) be the number of k > m such that max(t, r ) ≤ r k ≤ r. Clearly, K m (r , r) is a decreasing function of m and
A bound on the value K m (r , r) can be found as follows: Consider each r k as a center of an open ball with radius r min /2. The number of such balls that can be packed into the big ball with radius r + r min /2 cannot exceed (2r/r min + 1)
On the other hand, since r ≤ r k , we can drop out the small balls from the ball with radius r − r min /2. This estimation based on the volume of spherical shells gives
In the following, we shall always define r in terms of r ≥ s by
(Closed formulas for r exist for the specific pair potentials in the application part.)
Proof. Indeed,
where we made the substitution ρ = −v(r) with r ≥ s.
Note that this estimate combined with (14) for r m ≤ s implies Proposition 2. However, combining it with (15) gives stronger bounds.
Theorem 1. If
Moreover, for any constant B satisfying (19),
Proof. The special case m = 1 of (17) gives
which leads to (19) for i = 1. Since the choice of the label 1 is arbitrary, (19) holds for all i. Finally, (20) follows from (4).
Corollary 1. If q is a lower bound on the minimal inter-particle distance r min then (19) holds with
Proof. Using (15) for m = 2, we can bound B as defined in (18) by
As mentioned in the introduction, Ruelle [9] calls a potential function stable if the energy of the optimal cluster is bounded below by a multiple of the cluster size. We summarize his sufficient conditions for stability in [9, Section 3.2.6]. For Morse clusters, it gives a lower bound for the energy proportional to n under weaker conditions than other known arguments.
Proposition 4. (Ruelle [9]) If the pair potential v is of positive type and v(0) is finite then it is stable, and
Here a continuous function f is of positive type if, for arbitrary
Proof. For the optimal configuration x ,
In general it is not trivial to show that a pair potential function is of positive type, but Ruelle [9] quotes the known result (Bochner [2] ) that f is of positive type if and only if the Fourier transform of f is of positive type. More generally, it clearly suffices for the desired conclusion that f is bounded below by a function whose Fourier transform of f is of positive type.
Bounds on the minimal distance
Corollary 1 depends on a lower bound for the minimal inter-particle distance. This section is devoted to obtain such lower bounds. Note that by Lemma 2 the following certainly holds with e d = 1.
is a lower bound for the minimal inter-particle distance in the optimal configuration. Here w, defined by
is the unique solution of v(w(x)) = min(x, v(0)).
Proof. Let E * 1 (n) be the term which contains the minimal distance in the optimal structure. Using (7), we find
Rearranging the inequalities one obtains v(r 2 ) < (n − 2 − e d )|v(s)|, which implies the bound.
Lemma 4.
In the optimal configuration the minimal interatomic distance is always less than or equal to the minimizer point of the pair potential function, i.e., r min ≤ s holds.
Proof. Suppose that in the optimal configuration r min > s. We know that function v is increasing for r ≥ s. Hence, rescaling all of the distances such that r min = s decreases the total energy. Thus r min ≤ s.
Then the function defined by
has a smallest zero q in ]R, ∞[, and we have r min ≥ q.
Proof. For any integer m ≥ 2 we find from (11) and (13) 
This contradicts (26) unless
If the first case can happen for some m ≥ 2, let m be the largest integer such that R m < R.
The left hand side is monotone in m, hence extremal at the boundary, and since m ≥ 2, this contradicts (27). Thus the first case cannot happen. In particular, we find for m = 2 that
Since ( 
Corollary 2. If there is some
then the assumptions of the theorem are satisfiable, and there is a positive n-independent lower bound on r min .
Proof. Take R = R = R.
Note that the assumption is automatically satisfied with R = 0 if the potential V (r) diverges for r → 0, but is a nontrivial restriction for the Morse potential.
By Theorem 2 we can compute lower bound on the minimal inter-particle distance. If we take m = 2 in formula (15) and in Proposition 3, it leads to better results. Namely, the function defined by
also has a smallest zero in ]R, ∞[ and then we have r min ≥ q .
Numerical results
In this section the numerical results are shown for different ρ values. For ρ = 6, the Morse and the scaled Lennard-Jones pair potential are related; they have the same curvature at the minimum point r = 1. In the context of global optimization, the cases ρ > 6 are most interesting, since these are more difficult problems than finding the optimal Lennard-Jones structures (see Doye et al. [3] ). On the other hand, finding minimal interatomic distance in the optimal Morse cluster becomes more difficult as ρ becomes smaller and the pair potential becomes less repulsive at small distances.
Size dependent bound for the minimal distance. Lemma 3 gives
Since s = 1, we have v ρ (s) = −1, and we conclude that
is a lower bound for the minimal inter-particle distance of an optimal Morse cluster with n > 2 + e d particles. This formula yields a strictly positive bound if Table 1 : Lower bounds on minimum inter-particle distance and total energy of optimal Morse clusters.
Size independent bound and linear lower bound for the energy. Ruelle [8] proved that if ρ > ln 16 ≈ 2.7726, then the Fourier transform of the pair potential v ρ is of positive type, hence it is stable by Bochner's theorem [2] and Proposition 4. The resulting linear lower bound, No bound on the minimal distance is available from Ruelle's argument. However, our theory applies. Table 1 contains the results of the application of formula (29) for Morse clusters, together with the previous results from Locatelli & Schoen [5] and Schachinger et al. [10] . Those of Vinkó [11] are intermediate in quality, and are not reported for space reasons. The last line (ρ = 4.967) shows the smallest ρ where formula (29) could be applied according to Theorem 2. The linear lower bounds for E ρ obtained from Theorem 1 are also presented.
Conclusions
The methods were introduced in this paper are able to make lower bounds on the minimal interatomic distance and on the total energy in optimal structures of Morse clusters. With these methods size dependent bounds (for small configurations) and size independent bounds (for arbitrary large clusters) can be obtained. Numerical computations show that these bounds are better than the known ones for Morse clusters. Moreover, the size independent method has the advantage that is able to handle Morse clusters directly, even for small ρ parameters.
