In this paper we introduce, and characterize, a class of graph parameters obtained from tensor invariants of the symplectic group. These parameters are similar to partition functions of vertex models, as introduced by de la Harpe and Jones, [P. 
Introduction
Partition functions of statistical (spin and vertex) models as graph parameters were introduced by de la Harpe and Jones in [10] . Partition functions of spin models include the number of graph homomorphisms into a fixed graph, and they play an important role in the theory of graph limits, cf. [12] . A standard example of the partition function of a vertex model is the number of matchings. Szegedy [25, 26] showed that the partition function of any spin model can be realized as the partition function of a vertex model. Partition functions of vertex models occur in several different mathematical disciplines. For example as Lie algebra weight systems in the theory of Vassiliev knot invariants cf. [4] , as tensor network contractions in quantum information theory [14] and as Holant problems in theoretical computer science [2, 3, 28] .
In [25] , Szegedy calls a vertex model an edge-coloring model and we will adopt his terminology here. Let N include 0, and for k ∈ N we denote by [k] the set {1, . . . , k}. Let V k be a k-dimensional vector space over C and let V * k denote its dual space, i.e. the space of linear functions V k → C. Following Szegedy [25] , for k ∈ N we will call h = (h n ), with h n a symmetric tensor in (V * k ) ⊗n for each n ∈ N, a k-color edge-coloring model (in [10] it is called a vertex model). We will often omit the reference to k. The partition function of h is the graph parameter p h defined for a graph G = (V, E) by
a∈δ (v) e φ(a) ),
where for v ∈ V, δ(v) denotes the set of edges incident with v and where e 1 , . . . , e k is a basis for V k . (Note that since h deg(v) is symmetric the order is irrelevant.) Starting with the work of Freedman, Lovász and Schrijver [7] and Szegedy [25] a line of research has emerged in which partition function of spin and edge-coloring models have been characterized for several types of combinatorial structures such as, graphs [13, 21, 5] , directed graphs [5, 24] , virtual link diagrams [18] and chord diagrams [23] . The characterizations of partition functions of edge-coloring models revealed an intimate connection between the invariant theory of the orthogonal and general linear group and these partition functions. However, the symplectic group never showed up. In this paper we will introduce, and characterize, a class of graph parameters related to tensors invariants of the symplectic group that we call skew-partition functions of edge-coloring models.
It turns out that these skew-partition functions are most naturally defined for directed graphs, but, surprisingly, we show that when restricted to skew-symmetric tensors, one can in fact define them for undirected Eulerian graphs. These skew-partition functions are related to 'negative dimensional' tensors; see [16] in which Penrose already describes a basic example. For suitable choice of tensors, these skew-partition functions give rise to evaluations of the cycle-partition polynomial (a normalization of the Martin polynomial [15] ) at negative even integers. As such, these skew-partition functions play a similar role for the cycle partition polynomial as the number of homomorphisms into the complete graph for the chromatic polynomial.
Besides their connection to the symplectic group, the introduction of skew-partition functions is also motivated by a paper of Schrijver [22] . In [22] Schrijver characterized partition functions of edge-coloring models in terms of rank growth of edge-connection matrices. We need some definitions to state this result. For k ∈ N, a k-fragment is a graph which has k vertices of degree one labeled 1, 2, . . . , k. We will refer to an edge incident with a labeled vertex as an open end. Let F k denote the collection of all k-fragments, where we allow multiple edges and loops. Then F 0 can be considered as the collection of all graphs G. Moreover, any component of the underlying graph of a fragment in F k may consist of a single edge with an empty vertex set; we call this graph the circle and denote it by . Define a gluing operation * : F k × F k → G, where, for two k-fragments F 1 , F 2 , F 1 * F 2 is the graph obtained from F 1 ∪ F 2 by removing the labeled vertices and gluing the edges incident to equally labeled vertices together. Note that by gluing two open ends of which the endpoints are labeled one creates a circle. For a graph parameter f : G → C, define the k-th connection matrix M f ,k by
for F 1 , F 2 ∈ F k . Schrijver [22] proved f : G → C is the partition function of an edge-coloring model if and only if
k and add the condition that f ( ) < 0. Squaring a parameter satisfying these conditions, we automatically obtain the partition function of an edge-coloring model, as follows from (2) . There are graph parameters that satisfy these conditions. Consider for example
where c(G) denotes the number of components of the graph G. Setting f ( ) = −2, one has rk(M f ,2k ) ≤ 4 k . (This follows for example from our main theorem, cf. Theorem 1.) We note that no matter what value we choose for , this f is never the (ordinary) partition function of an edge-coloring model, as follows from the results in [5] , see also [17, Proposition 5.6] . It turns out that skew-partition functions are graph parameters satisfying the modified conditions in (2) , and moreover, these are the only graph parameters. This is the content of our main theorem.
Organization
In the next section we introduce skew-partition functions, derive some basic properties and state our main theorem, Theorem 1. In Section 3 we show that evaluations at negative even integers of the cycle partition polynomial can be realized as the skewpartition function of suitable edge-coloring models. Section 4 deals with some framework, which we need to prove Theorem 1. This framework is similar to the framework developed in [5] . In particular, the connection with the invariant theory of the symplectic group will become clear there. In Section 5 we prove Theorem 1 and in Section 6 we conclude with some further remarks and questions.
Definitions and main result
In this section we introduce skew-partition functions and state our main result. In what follows, all graphs are allowed to have loops and multiple edges. We call a graph Eulerian if each vertex has even degree. In particular, the circle is an Eulerian graph.
Let G = (V, E) be an Eulerian graph with an Eulerian orientation ω of E. A local ordering κ = (κ − , κ + ) compatible with ω is at each vertex v a pair of bijections, 
(Recall that a circuit is a closed walk where vertices may occur multiple times, but edges may not). We will refer to a circuit in this decomposition as a κ-circuit. Let c(G, κ) be the number of κ-circuits in this decomposition.
Let G # be the set of triples (G, ω, κ), where G is an Eulerian graph, ω is an Eulerian orientation of G and κ is a local ordering compatible with ω.
Let V 2ℓ := C 2ℓ with standard basis e 1 , . . . , e 2ℓ . Let f i ∈ V 2ℓ for i = 1, . . . , 2ℓ be defined by,
If W is a vector space, then Λ n (W) denotes the space of skew-symmetric n-tensors on W; note that this space is zero if We postpone the proof of this proposition to the end of this section. It allows us to define the following graph parameter.
Definition. Let h ∈ (V * 2ℓ ). Then we define the skew-partition function 1 of h to be the graph invariant defined for a graph G = (V, E) by
Notice that s h ( ) = −2ℓ.
Remark 1. Setting s h (G) = 0 for non-Eulerian graphs G might seem unnatural at first, but the equivalence between (ii) and (iii) in Theorem 1 below shows that this is in fact the most natural definition for these functions.
Let us give an example.
Example 1.
Let ℓ = 1 and let h ∈ (V * 2 ) be defined by h(e 1 ⊗ e 2 ) = −1 and h(e 2 ⊗ e 1 ) = 1. Then
This example can be generalised quite a bit. Readers familiar with the cycle partition polynomial will recognise that s h (G) is equal to the cycle partition polynomial evaluated at −2.
In Section 3 we shall show that we can realize evaluations of the cycle partition polynomial at any negative even integer as the partition function of a suitable skew-symmetric tensor.
One of our main results in this paper is a characterization of graph parameters that are skew-partition functions of edge-coloring models, which we will state below after we introduce some terminology. 
(We note that the graph G U,π depends on the choice of orientation and on the labeling even though this not indicated.) We can now state our main theorem, characterizing skewpartition functions, which we prove in Section 5. 
Moreover, the equivalence between (i) and (ii) holds with the same ℓ.
Proof of Proposition 1
Before proving the proposition, we introduce a quantity that will turn out to be useful later on. 
Proof. Write G = (V, E). We may assume that no component of G is a circle. Define for ψ : E → {0, ℓ}, o(ψ) := |ψ −1 (0)|, the number of edges that get assigned 0 by ψ. We can now, by definition of the f i , rewrite (7) as follows: (8) where the addition is carried out modulo 2ℓ. Let for ψ : E → {0, ℓ} ψ ′ : E → {0, ℓ} be defined by
At any vertex v of C with incoming arc a and outgoing arc a ′ , we see e (φ+ψ)(a) ⊗ e (φ+ψ)(a ′ )+ℓ in s h,φ (H), while in s h,φ (H ′ ) we see e (φ+ψ)(a ′ )+ℓ ⊗ e (φ+ψ)(a)+2ℓ . Since h is skew-symmetric these contributions differ by a minus sign. So by (8) we conclude that ψ and ψ ′ have the same contribution. This proves the lemma.
We now conclude this section by proving the following lemma, which clearly implies Proposition 1. Proof. Suppose we have (G, ω, κ) and (G, ω, κ ′ ) in G # . If we apply a transposition to κ + v or κ − v at some v, then the parity of the number of circuits changes. As h is skew-symmetric, the evaluation of the tensor at v, cf. (8) , also changes sign, so these cancel out. So we can apply permutations at each v to κ to go from κ to κ ′ without changing the value of s h,φ . Now consider (G, ω, κ) and (G, ω ′ , κ ′ ). The symmetric difference of ω and ω ′ , i.e., the set of edges where they do not give the same orientation is again a Eulerian graph with Eulerian orientation given by the restriction of ω. Let C be a κ-circuit in the symmetric difference of ω and ω ′ . Let ω ′′ be obtained from ω by inverting the orientation of the edges of C and let κ ′′ be obtained from κ by flipping the values of two consecutive edges of C incident with a vertex v of C for each vertex v of C. By Lemma 2 this does not change the value of s h,φ . Repeating this until there are no circuits left in the symmetric difference and then applying the first part of the proof finishes the proof.
Evaluations of the cycle partition polynomial
The cycle partition polynomial, first introduced, in a slightly different form, by Martin in his thesis [15] , is related to Eulerian walks in graphs and to the Tutte polynomial of planar graphs. Several identities for the cycle partition polynomial were established by Bollobás [1] and Ellis-Monaghan [6] .
For a graph G = (V, E), let C(G) be the collections of all partitions of E into circuits. For P ∈ C(G), let |P | be the number of circuits in the partition. The cycle partition polynomial
It is shown in [1, 6] that for k ∈ N, we can express J(G, k) as
where A ranges over ordered partitions of 
We will similarly show that evaluations of J(G, x) at negative even integers can be realized as skew-partition functions of skew-symmetric tensors. It follows from work of Bollobás [1] (see also [6] ) that the evaluation of the cycle partition polynomial J(G, x) of a graph at negative even integers can be expressed as
where this sum runs over all ordered partitions of the edge set of G into 2-regular subgraphs H 1 , . . . , H ℓ and c(H i ) denotes the number of components of the graph induced by H i .
Proposition 4. For every
of size k, and for π in the group of permutations of T ∪ (T + ℓ), we let
and let h be zero on tensors that are not of this form. We will show that
Abusing notation, the graph induced by H i will be denoted by H i . We will show that the contribution of s h,φ (G, ω, κ) to (7) is equal to
where we use the convention that the empty graph is 2-regular. By (10) , this implies the proposition.
To prove (11), suppose first that some H i is not 2-regular. Then H i has a vertex v of odd degree. Fix any ψ : E(G) → {0, ℓ} and consider φ ′ = φ + ψ. If deg(v) = 1, we cannot see both color i and i + ℓ at v, implying by the definition of h that the contribution of φ ′ to the skew-partition function is zero. Similarly, if deg(v) > 2, we see color i or i + ℓ at least twice at v, implying by skew-symmetry of h that the contribution of φ ′ is zero. Suppose now that each H i is 2-regular. Let us choose another Eulerian orientation ω ′ by choosing a cyclic orientation of all cycles of each of the H i . Take a compatible local ordering κ ′ , such that for two consecutive edges a and a ′ in a cycle, we have κ(
, ℓ}, the contribution of ψ to the sum (8) is zero if ψ is not constant on each cycle, by skew-symmetry of h, as by construction φ is constant on each cycle. So let us assume that ψ is constant on each cycle. Consider first the case where ψ(e) = 0 for all e ∈ E(G). Then o(ψ) = |E(G)| and so the parity of o(ψ) is equal the parity of the number of vertices with degree 2 mod 4. By definition of h, the (−1) k factor cancels this and so the contribution of ψ is equal to (−1)
We next show that if ψ ′ is obtained from ψ by changing the value on a cycle C of some H i , then they have the same contribution. This follows from the fact that the parities of o(ψ) and o(ψ ′ ) differ by the parity of |C| and the fact that at each vertex of C we have interchanged e i ⊗ e i+ℓ with e i+ℓ ⊗ e i , resulting in a factor of (−1) |C| by the skew-symmetry of h. By (8), this proves (11) and finishes the proof of the proposition.
We remark that the cycle partition polynomial evaluated at x / ∈ Z cannot be realized as the partition function, nor as the skew-partition function, of any edge-coloring model. This follows from Theorem 1 and (2) and the fact that by [22, Proposition 2] the rank of the submatrix of M J(·,x),2n indexed by fragments in which each component consists of an unlabeled vertex with two open ends incident with it, has rank at least n!. The case where x is a negative odd integer is discussed in Section 6.
Framework
In this section we will look at locally ordered directed graphs, i.e., directed graphs in which each vertex is equipped with a total order of the arcs incident with it. We will define skewpartition functions for these locally ordered directed graphs and characterize a class of these functions using the Nulstellensatz and the invariant theory of the symplectic group. This approach is similar to the characterization of partition functions of edge-coloring models in [5] . This characterization will then be used to prove Theorem 1 in Section 5.
Locally ordered directed graphs and skew-partition functions
A locally ordered directed graph is a triple (V, A, κ) , where (V, A) is a directed graph (we allow multiple arcs and loops), and where
denotes the total degree of v). This gives δ(v), the arcs incident with v a total ordering. We note that in case a is a directed loop at v, a occurs twice in δ(v). Let D denote the collection of locally ordered directed graphs. We often just write graph instead of locally ordered directed graph for elements of D. We call a map f : D → C an invariant of locally ordered directed graphs if f is constant on isomorphism classes of locally ordered directed graphs.
For
where δ + (v) is the set of outgoing arcs and δ − (v) is the set of incoming arcs at v. Let V 2ℓ := C 2ℓ for some ℓ ∈ N and let h = (h n ) n∈N with h n ∈ (V * 2ℓ ) ⊗n ; we call h a 2ℓ-color edge-coloring model. (We often omit the reference to ℓ.) The skew-partition function of h is the invariant of locally ordered directed graphs
where
. (Here, e 1 , . . . , e 2ℓ is the standard basis of C 2ℓ .) The name skew-partition function is motivated by the fact that if G ′ is obtained from G by flipping the direction of an arc of G then s h (G ′ ) = −s h (G), as we will see later, but which is also not difficult to show directly.
We can view a triple (G, ω, κ) ∈ G # , of which no component of G is a circle, as a locally ordered directed graph G ′ . In terms of the skew-partition we have for
Remark 2. While we have defined skew-partition functions for arbitrary tensors, in the remainder of this section we will just focus on skew-symmetric tensors. The reason being that we want to give a characterization of skew-partition functions of skew-symmetric tensors, which we can use to proof Theorem 1. We remark that is possible to give a more general treatment in which one can considers edge-coloring models (h n ) n∈I for some subset I ⊆ N, where each h n is a tensor that is invariant under some action of some subgroup of S n , but for the sake of concreteness we have chosen to just stick to skew-symmetric tensors.
Invariants of the symplectic group
Let ·, · be the nondegenerate skew-symmetric bilinear form on V 2ℓ given by x, y = x T Jy for x, y ∈ V 2ℓ , where J is the 2ℓ × 2ℓ matrix 0 I −I 0 , with I the ℓ × ℓ identity matrix.
Note that ·, · naturally induces a nondegenerate symmetric bilinear form on (V 2ℓ ) ⊗2m for any m, which again will be denoted by ·, · .
Recall that e 1 , . . . , e 2ℓ denotes the standard basis for V 2ℓ . Let f 1 , . . . , f 2ℓ ∈ V 2ℓ be the associated dual basis with respect to the skew-symmetric form, i.e., f i , e j = δ i,j for all i, j = 1, . . . , 2ℓ. Then f i is defined by (4) .
Let x 1 , . . . , x 2ℓ ∈ V * 2ℓ be defined by x i (e j ) = δ i,j . A basis for n (V * 2ℓ ) is then given by {x S | S ⊆ [2ℓ], |S| = n}, where for S = {s 1 , . . . , s n }, with s 1 < s 2 < · · · < s n ,
Let R be the ring of functions generated by ( (
. Then R can be identified with the ring of polynomials in the variables y S with S ⊆ [2ℓ].
The symplectic group Sp 2ℓ is the group of 2ℓ × 2ℓ matrices that preserve the skewsymmetric form; i.e., for g ∈ C 2ℓ×2ℓ , g ∈ Sp 2ℓ if and only if gx, gy = x, y for all x, y ∈ V 2ℓ . Note that the symplectic group has a natural action on V * 2ℓ : for g ∈ Sp 2ℓ , x ∈ V * 2ℓ and v ∈ V 2ℓ , (gx)(v) := x(g −1 v). This clearly extends to an action on (V * 2ℓ ). The symplectic group also has a natural action on R: for g ∈ Sp 2ℓ , p ∈ R and x ∈ (V * 2ℓ ), (gp)(x) := p(g −1 x). For a set X, we denote by CX the vector space of finite formal C-linear combinations of elements of X. We will define a linear map p : CD → R that will turn out to have as image the space of Sp 2ℓ -invariant polynomials. To do so, we need a definition. For an injective map φ : [k] → [2ℓ], we define the sign of φ to be the sign of the permutation π ∈ S k such that, for ψ = φ • π, we have ψ(1) < ψ(2) < · · · < ψ(k). This is denoted by sgn(φ). For
, we define elements of R by
We now define the linear map p : CD → R by
for G ∈ D. Note that, if we evaluate p(G) at h ∈ (V * 2ℓ ), we just get the skew-partition function of h as defined in (13)
To describe the kernel of the map p we need some definitions. For G = (V, A, κ) ∈ D and U ⊆ A of size ℓ + 1, we identify U with [ℓ + 1]. For π ∈ S 2ℓ+2 , let A π be the set of arcs obtained from A by first removing the arcs in U from A and secondly by labeling for i ∈ [ℓ + 1] the starting vertex of arc i with i and its terminating vertex with ℓ + 1 + i (some vertices may obtain multiple labels this way). Finally, we add (π(i), 
Proposition 5. We postpone the proof of this proposition to the next section. First we will utilize it to characterize which invariants of locally ordered directed graph are skew-partition functions of skew-symmetric tensors.
Theorem 2. An invariant of locally ordered directed graphs f : D → C is the partition function of a skew-symmetric tensor h ∈ (V * 2ℓ ) if and only if f is multiplicative and the linear extension of f to CD is such that f (I
Proof. Skew-partition functions are clearly multiplicative. By Proposition 5, we have that for any h ∈ (V * 2ℓ ) that s h (I ℓ ) = 0, proving the 'only if' part. The proof of the 'if' direction is based on a beautiful, and by now, well-known idea of Szegedy [25] ; see also [5] . We will sketch the proof. The idea is to use the Nullstellensatz to find a solution h ∈ (V * 2ℓ ) to the set of equations
Since f is multiplicative and maps I ℓ , the kernel of p, to zero, there is a unique algebra homomorphismf : R Sp 2ℓ → C such that f =f • p. If there is no solution h ∈ (V * 2ℓ ) to the set of equations f (G) = p(G)(h) with G ∈ D, then by Hilbert's Nullstellensatz, 1 is contained in the ideal generated by f (G) − p(G). In other words, there exist locally ordered directed graphs G 1 , . . . , G n and r 1 , . . . , r n ∈ R such that
As the image of p is equal to R Sp 2ℓ , applying the Reynolds operator of the symplectic group (i.e., the projection R → R Sp 2ℓ onto the space of the Sp 2ℓ -invariants) to both sides of (18), we may assume that each r i is equal to p(η i ) for some linear combination of locally ordered directed graphs η i . Now applyingf to both sides of (18) we obtain
a contradiction. This finishes the proof.
Remark 3. We have not used the circle in our characterization, but if we want to allow the circle as a locally ordered directed graph, then, for a 2ℓ-color edge-coloring model h, we should define s h ( ) = −2ℓ to be compatible with our characterization. Following up on this, in [23] Schrijver characterizes weight systems f coming from a representation of a Lie algebra (i.e., functions on certain 4-regular locally ordered directed graphs with two incoming and two outgoing arcs at each vertex that satisfy a certain relation) in terms of rank growth of associated connection matrices. We note here that the condition that f ( ) ≥ 0 should be added to statement (iv) of his theorem, since skew-partition functions can give examples of weight systems that satisfy the rank growth, but have f ( ) < 0.
Proof of Proposition 5
To prove Proposition 5 we will make use of the first fundamental theorem of invariant theory for the symplectic group and a result of Hanlon and Wales [9] .
For a graph G = (V, 
To show (19) , let − → M 2m denote the collection of directed perfect matchings on [2m]. We will next define maps τ, σ D and µ D so as to make the following diagram commute:
Let τ : 
To define the map µ D , let P = {P 1 , . . . , P n } be the partition of the set [2m] where The map σ D is the unique linear map defined by sending e φ(1) ⊗ · · · ⊗ e φ(2m) , for φ :
, and where z φ i is defined in (14) .
Writing out the definition of σ D (τ(M)) for M ∈ − → M 2m , it is clear that it is equal to p D (µ D (M)). So the diagram (20) commutes. In particular, since µ D is surjective, it implies by (22) that if G ′ is obtained from G by flipping the direction of an arc, then p(G) = −p(G ′ ).
The symmetric group S 2m has a natural action V for π ∈ S 2m and M ∈ − → M 2m we define πM ∈ − → M 2m to be the directed matching with arcs (π(i), π(j)) for (i, j) ∈ E(M). Let us denote by S n ⊆ S 2m the subgroup that permutes the sets P 1 , . . . , P n , but maintains the relative order of the P i . Then S n , as a subgroup of S 2m , has a natural action on C − → M 2m and V (20), it follows that p D (µ D (M)) = q, showing ' ⊇ ′ of the first part of (19) . As, by (23) , the commutativity of (20) and the fact σ D is Sp 2ℓ -equivariant, the inclusion ⊆ is also clear, we have the first part of (19) .
Suppose now that p D (γ) = 0 for some γ ∈ CD D . Then, since µ D is surjective, we know there exists
Since γ is invariant under the action of S n (as the vertex sets of the graphs in D D are unlabeled), we may assume that M is S n -invariant. Let v := τ(M). Then, as τ is S n -equivariant, v is S n -invariant. By the commutativity of (20), we have that σ D (v) = 0. This implies that v is contained in the space spanned by
, and τ is S D -equivariant, we find that M = M 1 + M 2 with M 2 ∈ ker τ and M 1 contained in the space spanned by
Clearly, µ D (M 1 ) is contained in I ℓ . We will now describe the kernel of τ to show that µ D (M 2 ) is contained in I ℓ as well.
Consider two directed matchings M, N. Then their union is a collection of cycles (if two edges of the matchings coincide, we see this as a cycle of length two). Fix for each cycle an orientation and call an arc a ∈ E(M) ∪ E(N) odd if it is traversed in the opposite direction. The number of odd arcs in E(M) ∪ E(N) is denoted by o(M ∪ N).
Note that the parity of the number of odd arcs is independent of the choice of orientation of the cycles, as all cycles have even length.
Let us fix M 0 to be the directed matching with arcs (1, 2), (3, 4) , . . . , (2m − 1, 2m) and define
where we consider S 2ℓ+2 as a subgroup of S 2m acting on [2ℓ
. We call a matching N a negative flip of a matching M if it is obtained from M by flipping the directions of an odd number of arcs of M.
Lemma 6. The kernel of the map τ is spanned by
Remark 4. One can view this lemma as the tensor version of 'the second fundamental theorem' for the symplectic group. We note that for undirected matchings the second fundamental theorem is well known. See for example [11, 19] and the references in there. As far as we know, the current version for directed matchings has never appeared before.
Before proving this lemma, let us first observe that it implies that the kernel of τ is mapped onto I ℓ ∩ CD D . This implies that γ ∈ I ℓ , showing that ker p D ⊆ I. It is conversely straightforward using (20) 
So we are done by giving a proof of Lemma 6.
Proof of Lemma 6.
To prove the lemma we will use a result of Hanlon and Wales [9] , which deals with matrices indexed by undirected matchings. We will start by relating the kernel of the map τ to the kernel of an associated matrix. We define two matrices, A and B, indexed by − → M 2m as follows: 
To prove (25), we first note that the bilinear form ·, · restricted to the image of τ is nondegenerate. Indeed, let v ∈ (V 
Since M ′ ∪ N ′ does not contain any odd arcs we see that
For each cycle of C of M ′ ∪ N ′ we see that, to get a nonzero contribution, we need for each j ∈ V(C) that ψ(j) = φ(j). So each cycle C gives a contribution of (−1)
Now since the form ·, · is nondegenerate on the image of τ, we find that the kernel of B is indeed equal to the kernel of τ, proving (25) . It follows from Hanlon and Wales [9, Theorem 3.1] that the kernel of A is spanned by the set
We will now show how to relate the kernel of A to the kernel of B. Define, for a matching M, sgn(M) to be the sign of any permutation π such that πM = M 0 . This is well defined since the stabilizer of M 0 in S 2m consists of permutations of even sign. First we show that for any M, N ∈ − → M 2m we have:
To see this we may assume that the underlying graph of M is equal to the underlying graph of M 0 (by applying the same permutation to both M and N). Choose an orientation of the cycles in M ∪ N. Multiplying both sides of (29) 
Indeed, defineμ :
Then for any fixed matching N we have:
Now combining (28) with (30) we obtain the Lemma.
Proof of Theorem 1

The equivalence (i) ⇔ (ii)
We will derive the equivalence of (i) and (ii) from Theorem 2. Let E ⊂ G be the collection of Eulerian graphs, where we do not allow circles and let − → E ⊂ D be the collection of locally ordered directed graphs where the indegree is equal to the outdegree for each vertex. Let H = (V, E) ∈ E and ω be an Eulerian orientation of H and let κ be a compatible local ordering. When considering (H, ω, κ) as a locally ordered directed graph, we will refer to it as ι ω,κ (H). Let now ω ′ be another Eulerian orientation of H, with compatible local ordering κ ′ . Then, by the proof of Proposition 1, we have that (−1) c(H,κ) 
This implies that we have a unique map
for any choice of Eulerian orientation ω and compatible local ordering κ. It is clear that, extending ι linearly to CE, we obtain a linear bijection ι : CE → C − → E /(I ∩ C − → E ). So, the composition p • ι : CE → R is a well-defined map. Let I ℓ ⊂ CE be the linear space spanned by
We will now show that
Since any locally ordered directed graph G ∈ − → E is congruent to ι ω,κ (H) or −ι ω,κ (H) modulo the ideal I for some (H, ω, κ) ∈ G # , and since ι : CE → C − → E /(I ∩ C − → E ) is a bijection, in order to prove (32), it suffices to show that, for any G = (V, A, κ) ∈ − → E and U ⊆ A of size ℓ + 1 and underlying graph H = (V, E) ∈ E, we have
Since ι(H) = ±G mod I, we may assume that there exists an Eulerian orientation ω for H and a compatible local ordering κ, such that ι ω,κ (H) = G. To compute H U,π for π ∈ S 2ℓ+2 it is convenient to give the endpoints of the edges in U the same labels as in G (the sum ∑ π∈S 2ℓ+2 H U,π does not depend on the chosen direction of the edges of U). We will show Now the equivalence between (i) and (ii) follows directly from Theorem 2. Indeed, let f : G → C be such that f (G) = 0 if G is not Eulerian, and extend f linearly to CG. Then we obtain a unique linear mapf : CD → C such thatf (ι(H)) = f (H) for all H ∈ E,f (H) = 0 if H ∈ D contains a vertex of odd (total) degree and such thatf (I) = 0. If f = s h for some h ∈ (V * 2ℓ ), then by (32) we have that f (I ℓ ) = 0, proving that (i) implies (ii). Conversely, if f satisfies (ii), then by (33) we have thatf (I ℓ ) = 0. So there exists h ∈ (V * 2ℓ ) such that f is the skew-partition function of h. By definition we have that f (G) = s h (G) for G ∈ G, finishing the proof.
The implication (iii) ⇒ (ii)
Notice that, as the rank of M f ,0 = 1 and f (∅) = 1, f is multiplicative. Using the theory developed by Hanlon and Wales [9] , we first show that f ( ) has to be even.
Let N f ,2k be the submatrix of M f ,2k indexed by the matchings on 2k vertices, i.e., the entries of N f ,2k are of the form f ( ) n for some n ∈ N. So N f ,2k depends only on f ( ). Schrijver [22, Proposition 3] shows that if rk(N f ,2k ) ≤ f ( ) 2k for all k ∈ N, then f ( ) ∈ Z. Notice that if f ( ) ∈ N, then rk(N f ,2k ) ≤ f ( ) 2k . In Section 3 of [9] it is explained that the eigenspaces of N f ,2k are in one-to-one correspondence with partitions of 2k and that their dimension can be computed with the hook-length formula. If f ( ) = n, then we denote N f ,2k by N n,2k .
Lemma 7.
For n ∈ N, we have that rank(N −n,2k ) ≤ n 2k for all k ∈ N if and only if n is even.
Proof. If n = −2, then the partition (2, ..., 2) of 2k is the only partition that corresponds to an eigenspace with non-zero eigenvalue of N −2,2k cf. [9, Theorem 3.1] . By the hook-length formula, cf. [20] , we have that
The matrix N −2n,2k is the Schur-product of N −2,2k and N n,2k , so rk(N −2n,2k ) ≤ (2n) 2k .
If n = 2m − 1 is odd, then for even d the partitions λ d = (2m + d, 2m, ..., 2m) of 2md + d give eigenspaces with non-zero eigenvalue of N n,2md+d , cf. [9, Theorem 3, 1] . Denote the dimension of the corresponding eigenspace with f d . Following [22] we have, with the hook-length formula, that
where p(d) is a polynomial in d. So by Stirling's formula
showing that the rank of N −n,k is larger than (n + 1) 2k for k large enough. This finishes the proof.
Lemma 7 implies that f ( ) = −2ℓ for some ℓ ∈ N. To prove the remaining part of the implication we use some framework developed by Schrijver [22] , which we will now describe. Let F 1 F 2 be the 2k-fragment obtained from the disjoint union of F 1 and F 2 , by deleting the vertex labeled k + i of F 1 and the vertex labeled i of F 2 and gluing the two edges incident to these vertices together for i = 1, . . . , k. We can extend this bilinearly to obtain an associative multiplication on CF 2k . This makes CF 2k into an associative algebra. The unit 1 k in CF 2k is given by k disjoint labeled edges such that the open ends are labeled i and i + k.
Let I 2k := {γ ∈ CF 2k | f (γ * F) = 0 for all F ∈ F 2k }. Then I 2k is an ideal and A k := CF 2k /I 2k is an associative algebra. Define τ :
Using the function τ, Schrijver [22] showed that the algebra A k is semisimple. Moreover, Proposition 6 in [22] 
In fact, the case that k is even in (35) is exactly Proposition 6 in [22] , as k is even implies that f ( ) k > 0. The case that k is odd can be derived in exactly the same way. Let k, m ∈ N, then, following [22] , for π ∈ S m , let P k,π be the 2km-fragment consisting of km disjoint edges e i,j for i = 1, ..., m and j = 1, ..., k, where e i,j connects the vertices labeled j + (i − 1)k and km + j + (π(i) − 1)k. We define q k,m to be
Let o(π) be the number of orbits of the permutation π. If m > (2ℓ) k and k is odd, we have that
. Using this, we first show that f satisfies 
So f (G) = 0, finishing the proof.
The implication (i) ⇒ (iii)
Fix k ∈ N. For an Eulerian 2k-fragment (i.e., all unlabeled vertices have even degree), an Eulerian orientation is defined to be an orientation of the edges such that, for each unlabeled vertex, the number of incoming arcs equals the number of outgoing arcs and such that there are exactly k labeled vertices incident with an incoming arc (note that such an orientation always exists, which can for example be see by temporarily adding an edge between the vertices labeled i and k + i for i = 1, . . . , k). Let F # 2k be the set of triples (F, ω, κ), where F is an Eulerian 2k-fragment, none of whose components are circles, with ω an Eulerian orientation and κ a local ordering compatible with ω at all non-labeled vertices.
Notice that, similar to what we have seen earlier, the local ordering κ decomposes E(F) into circuits and k directed walks that begin and end at a labeled vertex. Denote by c(F, κ) the number of circuits in this partition and let M = M (F, κ) 
where c(G) is the number of components of G. Then, if m ∈ N, we have that f m is the (ordinary) partition function of an edge-coloring model; if m ∈ −2N, then f m is the skewpartition function of a skew-symmetric tensor. This leaves open the case where m is negative and odd. Let us look at the special case that m = −1. Set f −1 ( ) = −1. Then it can be shown, using for example the results of Halon and Wales [9] , that rk(M f −1 ,k ) ≤ 3 k for each k. It can also be shown that rk(M f −1 ,k ) > 2 k for k large enough, cf. Lemma 7. This implies that f −1 is neither a partition function nor a skew-partition function. For a connected graph G we can however realize f −1 (G) as the sum f −2 (G) + f 1 (G), a sum of a skew-partition function and a partition function, and extend this multiplicatively to disjoint unions. The associated models live in (C * ) ⊗2 and ((C 2 ) * ) ⊗2 , respectively. Taking their direct sum we could think of it as living in ((C ⊕ C 2 ) * ) ⊗2 . By equipping C with a nondegenerate bilinear form and C 2 with a nondegenerate skew-symmetric form, we can interpret C as the even component and C 2 as the odd component of the super vector space C ⊕ C 2 . It is natural to try to define (and characterize) partition functions for models living in a super vector space. In particular we believe that evaluations of the circuit partition polynomial at odd negative integers can be realized in this way. This will be the object of future study.
Computational complexity. For partition functions of edge-coloring models with 2 colors (seen as Holant problems) there is a surprising dichotomy result [3, 28] , saying that it is #P hard to evaluate these unless the model satisfies some particular conditions, in which case the partition function can be evaluated in polynomial time. Are similar results true for the skew-partition functions introduced in the present paper? As far as we know, even the computational complexity of evaluating the cycle partition polynomial at negative even integers 2ℓ with ℓ < 1 is still open. For the directed cycle partition polynomial, this is #P hard even for regular planar graphs of degree 4, except at x = 0 and x = −2, as follows from a reduction to the Tutte polynomial. See [6, 27] for details.
