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Although the physics of normal metals (N) in close proximity to superconductors (S) has been studied extensively
for more than thirty years, it is only in the past decade that experiments have been able to probe directly the region
close to the NS interface at temperatures far below the transition temperature Tc of the superconductor. These
experiments have been made possible by the availability of microlithography techniques that enable the fabrication
of heterostructure devices with submicron scale features. This size scale is comparable to the relevant physical length
scales of the problem, and consequently, a number of new effects have been observed. A variety of systems have
been studied, the variation primarily being in the type of normal metal coupled to the superconductor. Canonical
normal metals such as copper and gold, semiconductors, insulators, and ferromagnets have been employed. Although
a variety of theoretical techniques have been used to describe proximity-coupled systems, the quasiclassical theory of
superconductivity1,2,3,4,5,6,7,8,9,10,11,12 has proved to be a remarkably powerful tool in understanding the microscopic
basis for the remarkable effects observed in these systems.
A number of excellent recent articles13,14,15,16,17,18,19 have explored the application of the quasiclassical theory of
superconductivity to proximity coupled systems. In this review, a self-contained development of the quasiclassical
theory is presented, starting from non-equilibrium Keldysh Green’s functions for normal metal systems. If the normal
metal is clean, quasiparticles in the normal metal travel ballistically over long length scales; in the samples studied
in the majority of recent experiments, however, the quasiparticles are scattered elastically within a short distance, so
that the quasiparticle motion is diffusive. Here, we shall concentrate on this diffusive case, where the elastic scattering
length ℓ is the shortest relevant length scale in the problem. We shall also restrict ourselves to the case where the
superconductor is of the canonical s-wave type, avoiding complications with non-spatially symmetric order parameters
within the superconductor.
1. TRANSPORT EQUATIONS IN THE DIFFUSIVE APPROXIMATION
As an illustration of some of the issues that arise in dealing with non-equilibrium transport in mesoscopic diffusive
systems, we consider first the classical Boltzmann equation in the diffusion approximation. Consider a one-dimensional
diffusive normal metal wire of length L. We assume that all dimensions of the wire are larger than ℓ, the elastic mean
free path of the conduction electrons. f(E, x), the distribution function of electrons at energy E and at a point x
along the wire, obeys the diffusion equation
D
d2f(E, x)
dx2
+ C(f) = 0. (1.1)
Here, D = (1/3)vF ℓ is the three-dimensional electron diffusion constant, with vF being the Fermi velocity of the
electrons. C(f) is the collision integral, which takes into account inelastic scattering of the electrons, and itself
depends on the distribution function f . If we consider a mesoscopic wire whose length L is much shorter than any
inelastic scattering length Lin, this term can be set to zero.
This diffusion equation has a simple solution in some specific geometries. Consider the case of a wire of length L
sandwiched between two normal ‘reservoirs,’ which we shall call the left (at x = 0) and right (at x = L) reservoirs.
The reservoirs are defined as having an equilibrium distribution function fL(E) and fR(E) respectively. Then the
solution of the diffusion equation, Eqn.(1.1), under the condition L ≪ Lin (so that C(f) = 0), and subject to the
boundary conditions that f(E, x) = fL(E) at the left reservoir, and f(E, x) = fR(E) at the right reservoir, is given
by20
f(E, x) = [fR(E)− fL(E)] x
L
+ fL(E) (1.2)
The electrical current I through the wire in the diffusion approximation is given by
I = −eAD
∫
N(E)
∂f
∂x
dE (1.3)
2FIG. 1: Nonequilibrium electron distribution function f in a normal wire with a potential V applied across it, as a function of
energy E and position x. The position x is normalized to the length L of the wire.
where A is the cross-sectional area of the wire. With f(E, x) given by Eqn.(1.2), this can be written
I = −eAD
L
∫
N(E)[fR(E)− fL(E)]dE (1.4)
In order to obtain a finite current, we must apply a voltage across the wire. Let us apply a voltage V to the left
reservoir, keeping the right reservoir at ground (V = 0). This has the effect of shifting the energies of the electrons
in the left reservoir by −eV , so that the electron distribution function there is given by fL(E) = f0(E − eV ), where
f0(E) is the usual equilibrium Fermi distribution function
f0(E) =
1
eE/kBT + 1
(1.5)
and the energy E is measured from the Fermi energy EF . Figure 1 shows the distribution function f(E, x) in the wire.
It has a step-function form, which varies linearly along the length of the wire. Evidence for such a non-equilibrium
distribution has recently been seen experimentally in a series of beautiful experiments by the Saclay group.21
In the limit of small voltages V , the difference of distribution functions in Eqn.(1.4) can be expanded as
fR(E) − fL(E) = f0(E)− f0(E − eV ) ≈ f0(E)−
[
f0(E) + eV
(
−∂f0
∂E
)]
= −eV
(
−∂f0
∂E
)
(1.6)
so that
I =
e2AD
L
V
∫
N(E)
(
−∂f0
∂E
)
dE ≈ N(0)e
2AD
L
V. (1.7)
where N(0) is the density of states at the Fermi energy. In performing the integral, we have assumed that we are at
low enough temperatures so that the derivative of the Fermi function (−∂f0/∂E) can be approximated by δ(E). The
electrical conductance is then given in the Nernst-Einstein form G = N(0)e2D(A/L) = σ0(A/L).
The thermal current through the wire is given by an expression similar to Eqn.(1.4):
IT =
AD
L
∫
EN(E)[fR(E)− fL(E)]dE (1.8)
The critical difference between the expression for the thermal current and the expression for the electrical current
is the presence of an additional factor of E in the integrand in Eqn.(1.8), which has important consequences in the
calculation of the thermal properties.
3To obtain expressions for the thermal coefficents, let the temperature of the left reservoir be T and its voltage
V , and let the temperature of the right reservoir T + ∆T and its corresponding voltage V = 0. The distribution
function in the left electrode is then fL(E) = f0(E − eV, T ), and the distribution function in the right electrode is
fR(E) = f0(E, T +∆T ). In the limit of small ∆T, V , the difference in the distribution functions in Eqn.(1.4) can be
expanded as
fR(E)− fL(E) =
[
f0(E, T ) +
E
T
∆T
(
−∂f0
∂E
)]
−
[
f0(E, T ) + eV
(
−∂f0
∂E
)]
=
[
E
T
∆T − eV
](
−∂f0
∂E
)
(1.9)
Putting this expression into the equations for the electrical and thermal currents, Eqn.(1.4) and Eqn.(1.8), one obtains
the two transport equations
I =
e2AD
L
[∫
N(E)
(
−∂f0
∂E
)
dE
]
V − eAD
TL
[∫
EN(E)
(
−∂f0
∂E
)
dE
]
∆T (1.10a)
IT = −eAD
L
[∫
EN(E)
(
−∂f0
∂E
)
dE
]
V +
AD
TL
[∫
E2N(E)
(
−∂f0
∂E
)
dE
]
∆T. (1.10b)
These equations are equivalent to the usual form for the transport equations for a metal:
I = GV + η∆T (1.11a)
IT = ζV + κ∆T (1.11b)
with the linear-response thermoelectric coefficients defined by
G =
e2AD
L
[∫
N(E)
(
−∂f0
∂E
)
dE
]
, (1.12a)
η = −eAD
TL
[∫
EN(E)
(
−∂f0
∂E
)
dE
]
, (1.12b)
ζ = −eAD
L
[∫
EN(E)
(
−∂f0
∂E
)
dE
]
, (1.12c)
κ =
AD
TL
[∫
E2N(E)
(
−∂f0
∂E
)
dE
]
. (1.12d)
If we approximate the derivative of the Fermi function by a δ function at low temperatures, as we did for the electrical
conductance G, we see that all other coefficients vanish. In order to obtain a finite value, we use the Sommerfeld
expansion for the integrals22∫
Φ(E)
(
−∂f0
∂E
)
dE = Φ(0) +
π2(kBT )
2
6
[
∂2Φ(E)
∂E2
]
E=0
+ . . . (1.13)
Using the fact that N ′(0) = N(0)/2EF , we obtain the following expressions for the last three coefficients
η = −π
2k2BT
6
eAD
L
N(0)
EF
, (1.14a)
ζ = −π
2(kBT )
2
6
eAD
L
N(0)
EF
, (1.14b)
κ =
π2k2BT
3
AD
L
N(0). (1.14c)
Experimentally, the quantities often measured are the thermopower S and the thermal conductance GT . The ther-
mopower is defined as the thermal voltage generated by a temperature differential ∆T , under the condition that no
electrical current flows through the wire (I = 0). Putting this condition into the first transport equation, Eqn.(1.10a),
we obtain
S =
V
∆T
= − η
G
=
π2
6
kB
e
kBT
EF
(1.15)
Note that since the expression for S contains a factor kBT/EF , the thermopower of a typical normal metal is very
small.
4The thermal conductance GT is defined as the ratio of the thermal current IT to the temperature differential ∆T ,
under the same condition of no electrical current flow (I = 0). From the equations above
GT =
IT
∆T
= κ+ ζS (1.16)
For typical metals, the second term is much smaller than the first, and is usually ignored, so that GT ≈ κ. If we take
the ratio of the electrical to the thermal conductance, we obtain
GT
G
=
π2
3
k2B
e2
T. (1.17)
Consequently, one finds that the Wiedemann-Franz Law holds, even though the scattering lengths for momentum
relaxation (ℓ) and energy relaxation (Lin) are quite different. This is because the reservoirs are assumed to be perfect,
so that any electron entering a reservoir immediately equilibrates with the other electrons in the reservoir.
Before we go on to discuss normal metals in contact with superconductors, it is worthwhile to review some important
assumptions in the calculations above. First, in our calculations, we have assumed that the diffusion coefficient D
is a constant independent of the energy E and position x. When coherence effects are important, as in the case of
the proximity effect, the diffusion coefficient becomes a function of both these parameters, D(E, x). The differential
equation for the distribution function, Eqn.(1.1) is then modified. D(E, x) itself in general is determined by the
distribution function f(E, x), so one must solve a set of coupled differential equations to obtain a solution. This is
difficult to do analytically in all but the simplest of cases, and more often must be done numerically. The remainder
of this chapter will be devoted in great part to deriving the appropriate differential equations for the distribution
functions and diffusion coefficient in the case of normal metals in contact with superconductors, using the quasiclassical
equations for superconductivity.
Second, apart from the electrical conductance G, the thermal coefficients derived above would all vanish if the
density of states at the Fermi energy N(E), were assumed to be constant, so that it could be taken out of the
integrals. The small variation in the density of states at the Fermi energy is responsible for finite (but small) values
of the off-diagonal transport coefficients η and ζ. For example, the thermopower S, which is non-zero only if there
is an asymmetry between the properties of particles and holes near the Fermi energy, vanishes if N(E) is assumed
constant. The small difference in N(E) above and below EF gives rise to the small but finite thermopowers of typical
normal metals. The conventional quasiclassical theory of superconductivity assumes particle-hole symmetry a priori
in the definition of the quasiclassical Green’s functions, in that N(E) is assumed constant at EF . Consequently,
thermoelectric effects cannot be calculated in the conventional quasiclassical approximation; an extension of the
theory is required.
Finally, we have been discussing here currents and conductances, rather than current densities and conductivities.
These are the more relevant quantitites, since we will be discussing mesoscopic samples in which the measured
properties are properties of the sample as a whole. This will be particularly important for the proximity effect, where
long range phase coherence means that non-local effects are important.
2. THE KELDYSH GREEN’S FUNCTIONS
The starting point for developing the quantum analog to the classical Boltzmann transport equation is the Keldysh
diagrammatic technique. We shall begin our discussion of the Keldysh technique in the notation of Lifshitz and
Pitaevskii.23 As in the equilibrium case, we define a non-equilibrium Green’s function
Gσ1σ2(X1, X2) = −i
〈
n
∣∣∣T ψˆσ1(X1)ψˆ+σ2(X2)∣∣∣n〉 (2.1)
Here X1 and X2 take into account the three spatial coordinates (denoted by ~r1 and ~r2 respectively), and the time
coordinate (t1 and t2). The difference between the non-equilibrium Keldysh Green’s function above and the usual
equilibrium Green’s function is that the average is taken over any quantum state |n > of the system, rather than just
the ground state |0 >. The time ordering operator T has the effect
Gσ1σ2(X1, X2) =


−i
〈
n
∣∣∣ψˆσ1(X1)ψˆ+σ2 (X2)∣∣∣n〉 if t1 > t2,
+i
〈
n
∣∣∣ψˆ+σ2(X2)ψˆσ1 (X1)∣∣∣n〉 if t2 > t1 (2.2)
for fermion operators (the case of interest here).
5For simplicity, we label the spin indices and the coordinate indices by numbers. We shall define a set of Green’s
functions that will be useful later:
Gαα12 = −i
〈
T ψˆ1ψˆ
+
2
〉
, (2.3a)
Gββ12 = i
〈
T˜ ψˆ+1 ψˆ2
〉
, (2.3b)
Gαβ12 = −i
〈
ψˆ1ψˆ
+
2
〉
, (2.3c)
Gβα12 = i
〈
ψˆ+2 ψˆ1
〉
. (2.3d)
The first Green’s function is just the one defined above, in this new notation. The second Green’s function is similar
in definition to Gαα12 , except that it is defined with operator T˜ instead of T , which orders the operators in reverse
chronological order. The last two Green’s functions are defined without any time-ordering operators. The four Green’s
functions so defined are not linearly independent, but are related by linear equations of the form
Gαα +Gββ = Gαβ +Gβα. (2.4)
The retarded and advanced Green’s functions GR and GA can be defined as in the equilibrium case
GR12 =
{
−i
〈
ψˆ1ψˆ
+
2 + ψˆ
+
2 ψˆ1
〉
if t1 > t2,
0 if t2 > t1
(2.5)
and
GA12 =
{
0 if t1 > t2,
i
〈
ψˆ1ψˆ
+
2 + ψˆ
+
2 ψˆ1
〉
if t2 > t1.
(2.6)
and are related by
GA12 =
(
GR21
)∗
. (2.7)
GR and GA can be written in terms of the Keldysh Green’s functions defined earlier as
GR = Gαα −Gαβ = Gβα −Gββ (2.8a)
GA = Gαα −Gβα = Gαβ −Gββ (2.8b)
Gαα satisfies the equation of motion
G−101 G
(0)αα
12 = δ(X1 −X2) (2.9)
where G−10 is the differential operator (in the free electron approximation)
47
G−10 = i
∂
∂t
+
∇2
2m
+ µ (2.10)
and the second subscript to G−10 denotes that the differentials in Eqn.(2.10) are with respect to coordinates corre-
sponding to this subscript. The argument of the delta function Eqn.(2.9) includes space, time and spin coordinates,
and the notation G
(0)αα
12 (with a superscript 0) signifies a Green’s function for an ideal gas.
The δ function in Eqn.(2.9) arises from the discontinuities in Gαα at t1 = t2. G
R and GA have similar discontinuities,
and obey a similar equation. G(0)ββ has a discontinuity of the opposite sign, and hence obeys the equation
G−101 G
(0)ββ
12 = −δ(X1 −X2) (2.11)
Gαβ and Gβα have no discontinuities at t1 = t2, and hence obey the equations
G−101 G
(0)βα
12 = 0 (2.12a)
G−101 G
(0)αβ
12 = 0 (2.12b)
6α
αα
β
αα
FIG. 2: Diagrams corresponding to the first order corrections to the Keldysh Green’s function Gαα12 in the presence of an
external potential U , which is represented by a dashed line.
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FIG. 3: Dyson’s equation in diagrammatic form for the Keldysh Green’s function Gαα12 . The thick line represents the exact
Green’s function Gαα12 , the thin line represents the Green’s function for an ideal gas G
(0)αα
12 , and the ellipse represents the
self-energy Σ.
The diagram technique for Keldysh Green’s functions is similar to that for equilibrium Green’s functions, except
that one needs to sum over the internal indices α and β, with a corresponding increase in the number of diagrams. For
example, Fig.1 shows two diagrams corresponding to the first order corrections to Gαα12 in the presence of an external
potential, which is represented by a dashed line.
In the same manner, Dyson’s equation for the Green’s function can be represented as shown in Fig. 2, where the
ellipse represents the self-energy function Σαβ . In order to make the notation more compact and tractable, it is useful
to introduce a matrix Green’s function and corresponding self-energy matrix:
Gˇ =
(
Gββ Gαβ
Gβα Gαα
)
, Σˇ =
(
Σββ Σαβ
Σβα Σαα
)
. (2.13)
Dyson’s equation can then be written in matrix form as
Gˇ12 = Gˇ
0
12 +
∫
Gˇ014Σˇ43Gˇ32 d
4X3 d
4X4 (2.14)
where the usual rules of matrix multiplication are used.
As we saw earlier, the components of the Green’s function matrix are not independent, but are linearly related.
One can therefore perform a transformation to set one of the matrix components to zero. There are many ways
to do this; the one we shall use here is the one employed in most recent literature on the quasiclassical theory of
superconductivity.11 The matrices above are first rotated in Keldysh space using the transformation Gˇ→ τ3Gˇ, where
the τ matrices are identical in form to the Pauli spin matrices
τ0 =
(
1 0
0 1
)
, τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
, (2.15)
and then transformed Gˇ→ QGˇQ†, where the matrix Q is given by
Q =
1√
2
(τ0 − iτ2). (2.16)
The resulting matrices have the form
Gˇ =
(
GR GK
0 GA
)
, Σˇ =
(
ΣR ΣK
0 ΣA
)
(2.17)
7where the retarded and advanced Green’s functions GR and GA have been defined above, and the new Keldysh Green’s
function GK is given by
GK = Gαα +Gββ = Gαβ +Gβα. (2.18)
ΣR, ΣA and ΣK are defined in a similar manner. In what follows, we shall use the ‘check’ to denote the Keldysh
matrices. In order to avoid writing integrals over the space and time coordinates, we introduce the binary operator
⊗, which has the effect of integrating over the free space and time coordinates and performing matrix multiplication
when applied between two Keldysh matrices. Thus, the Dyson equation for the Keldysh Green’s function written
above can be represented as
Gˇ = Gˇ0 + Gˇ0 ⊗ Σˇ⊗ Gˇ (2.19)
Gˇ0 obeys the equation of motion
G−101 Gˇ
0
12 = δ(X1 −X2). (2.20)
Operating G−101 on the Dyson equation Eqn(2.19) from the left, we obtain
G−101 Gˇ = δ(X1 −X2) + Σˇ⊗ Gˇ. (2.21)
The conjugate equation is48
GˇG−102 = δ(X1 −X2) + Gˇ⊗ Σˇ. (2.22)
Subtracting the two equations, we obtain
(G−10 ⊗ Gˇ− Gˇ⊗G−10 )− (Σˇ⊗ Gˇ− Gˇ⊗ Σˇ) = 0, (2.23)
where we have suppressed the subscript ‘1’ of G−101 . This can be written as a commutator
[G−10 ⊖ Gˇ]− [Σˇ⊖ Gˇ] = 0
or
[G−10 ⊖ Gˇ] = [Σˇ⊖ Gˇ] (2.24)
where the ⊖ operator defines the commutator of two operators [A⊖B] = A⊗ B −B ⊗A.
The mixed or Wigner representation
The Green’s function Gˇ12 oscillates rapidly with the difference ~r2 - ~r1, on the scale of the inverse Fermi wave
vector k−1F . In the physical systems to be discussed, we are interested in variations on much longer length scales. We
therefore perform a transformation to center-of-mass coordinates, ~R, T , and difference coordinates, ~r, ~t, defined by
the equations24
~r1 = ~R− ~r/2, ~r2 = ~R+ ~r/2 (2.25a)
t1 = T − t/2, t2 = T + t/2 (2.25b)
and then define a Fourier transform of Gˇ12 with respect to the variables ~r and t:
Gˇ(~R, T ;~r, t) =
∫
e−iEtei~p·~r Gˇ(~R, T ; ~p,E) d~p dE. (2.26)
In Eqn.(2.24), the part of the commutator involving G−10 can be written as
G−101 ⊗ Gˇ− Gˇ⊗G−102 =
[
i
(
∂
∂t1
+
∂
∂t2
)
− 1
2m
(∇21 −∇22)
]
Gˇ (2.27)
using Eqn.(2.10) in the free electron approximation. Transforming to the coordinates, ~R, T,~r, t, this can be written(
i
∂
∂T
+
1
m
∇~r · ∇~R
)
Gˇ (2.28)
8From Eqn.(2.18), the Keldysh component GK of the Green’s function can be written as the sum of the Green’s
functions Gαβ and Gβα. Keeping in mind the definitions of these functions given in Eqns(2.3), we can define a
non-equilibrium distribution function f(~R, T,~r), which is related to the function Gβα by
f(~R, T,~r) =
〈
ψˆ+(~R + ~r/2, T + t/2)ψˆ(~R − ~r/2, T − t/2
〉
t=0
= −iGβα(~R, T,~r, t)t=0. (2.29)
Similarly 〈
ψˆ(~R + ~r/2, T + t/2)ψˆ+(~R − ~r/2, T − t/2
〉
t=0
= 1− f(~R, T,~r) = iGαβ(~R, T,~r, t)t=0. (2.30)
Subtracting the first equation from the second, we obtain
1− 2f(~R, T,~r) = h(~R, T,~r) = i(Gαβ(~R, T,~r, t)t=0 +Gβα(~R, T,~r, t)t=0) = iGK(~R, T,~r, t)t=0, (2.31)
where we have defined a new distribution function h(~R, T,~r). In terms of the mixed Fourier transform, Eqn.(2.26),
this can be written as
h(~R, T,~r) = iGK(~R, T,~r, t)t=0 =
i
2π
∫
ei~p·~r GK(~R, T ; ~p,E) d~p dE. (2.32)
Taking the Keldysh component of Eqn.(2.27) at t = 0, we obtain(
i
∂
∂T
+
1
m
∇~r · ∇~R
)∫
d~p
dE
2π
ei~p·~r GK(~R, T ; ~p,E), (2.33)
or, in terms of the Fourier components with respect to ~r, corresponding to momentum ~p,
∂h(~R, T, ~p)
∂T
+
~p
m
· ∇~Rh(~R, T, ~p) (2.34)
where the Fourier transform of the Wigner distribution function h(~R, T, ~p) is given by
h(~R, T, ~p) =
i
2π
∫
GK(~R, T ; ~p,E) dE. (2.35)
In equilibrium, h is given by
h0(ǫ~p) = 1− 2f0(ǫ~p) = tanh(ǫ~p/2kBT ). (2.36)
Eqn(2.34), which is the Keldysh component of the left hand side of Eqn(2.24), has the form of the one side of the
classical Boltzmann equation for the distribution function. (Using the definition of the function h(~R, T, ~p), this can
also be written in a more conventional form in terms of f(~R, T, ~p).) The right hand side of the Keldysh component
of Eqn.(2.24) must therefore correspond to the collision terms. The right hand side of the Keldysh component can
be written as 2(ΣβαGαβ − ΣαβGβα). Taking the limit at t = 0, and writing in terms of the distribution function
f(~R, T, ~p) using Eqn.(2.28) and Eqn.(2.29), this Keldysh component of the right hand side of Eqn(2.24) can be written
as23
−2i[Σβα(R, T, p)(1− f(~R, T, ~p)) + Σαβ(R, T, p)f(~R, T, ~p)]. (2.37)
The first term in Eqn.(2.37) with the factor (1− f(~R, T, ~p)) has the usual form of a scattering-in term, corresponding
to the gain of particles, while the second term has the form for a scattering-out term, corresponding to a loss of
particles. Consequently, we see that the Keldysh component of the right-left subtracted Dyson equation gives the
transport equation for the distribution function. From the diagonal components components of the same equation,
one can obtain solutions for the other components of Gˇ and Σˇ. More typically, the scattering terms on the right hand
side of the Boltzmann equation make it difficult to solve, and some approximations must be employed. If the variation
of the system with the center-of-mass coordinates T and ~R is small, then one can expand the Green’s functions and
self-energies, which are functions of ~R,~r, T, t about ~R and T in a Taylor’s series to first order in ~r and t. This is the
gradient expansion discussed by Kadanoff and Baym24 and Larkin and Ovchinnikov4, and we shall return to it at the
end of this section.
9Instead of taking the difference of Eqn(2.21) and its conjugate equation, Eqn(2.22), we take the sum, we obtain the
equation
[G−10 ⊕ Gˇ] = 2δ(X1 −X2) + [Σˇ⊕ Gˇ] (2.38)
where the operator ⊕ defines the Keldysh anti-commutator, in the same way as the operator ⊖ defines the Keldysh
commutator. The left hand side of Eqn.(2.38) can be written as
G−101 ⊗ Gˇ+ Gˇ⊗G−102 =
[
i
(
∂
∂t1
− ∂
∂t2
)
− 1
2m
(∇21 +∇22)
]
Gˇ. (2.39)
Transforming to the mixed representation, we obtain[
2i
∂
∂t
+
1
m
(
1
4
∇2~R +∇2~r
)]
Gˇ(~R, T,~r, t) (2.40)
Now, the assumption we are making is that the variations of G on the scale of ~R are much slower than the variations
on the scale of ~r. Hence, the the terms in equation above involving derivatives with ~R contribute much less than the
those with ~r, and can be neglected in this approximation. If we consider the equation for G0, for which the terms
involving Σ on the right hand side of Eqn.(2.38) are 0, then we obtain, after transforming to Fourier components25
(E − ǫ~p)G0(~R, T, ~p, E) = 1 (2.41)
or
G0(~R, T, ~p, E) =
1
(E − ǫ~p) , (2.42)
where
ǫ~p =
p2
2m
− µ ∼ vF (p− pF ). (2.43)
So far, we have assumed a free-electron model. If there is a slowly varying potential U(~R, T ), the equation above can
be modified to
G0(~R, T, ~p, E) =
1
(E − ǫ~p − U(~R, T ))
(2.44)
This equation has form of a Green’s function for a free particle, but in a slowly varying potential U(~R, T ). The
operator G−10 in the mixed representation can therefore be written as
G−10 = (E − ǫ~p − U(~R, T )). (2.45)
More accurately, one transforms Eqn.(2.10) using the following equations
∂
∂t1,2
=
1
2
∂
∂T
± ∂
∂t
, (2.46a)
∇1,2 = 1
2
∇~R ±∇~r (2.46b)
∇21,2 =
1
4
∇2~R ±∇~r · ∇~R +∇2~r. (2.46c)
Again, assuming the functions in the mixed representation are slowly varying functions of ~R, we can ignore the second
derivatives with respect to ~R, to obtain
G−10 =
1
2
∂
∂T
+
∂
∂t
+
∇2~r
2m
+
∇~r · ∇~R
2m
+ µ (2.47)
10
In most applications of interest here, we also ignore the slow T dependence. Adding the potential U(~R, T ), and
writing in terms of the partial Fourier transform with respect to ~p and E, we obtain
G−10 = E − ǫ~p +
i
2
~vF · ∇~R + µ− U(~R, T ), (2.48)
where we have replaced ~p/m by ~vF , since the important region of interest is at the Fermi surface. Note that we still
keep account of the direction of the momentum.
To conclude this section, we derive some expressions for the convolution of two operators in the mixed representation,
the gradient expansion discussed above. Consider the convolution of two operators defined as an integral over the
internal space and time coordinates
A⊗B =
∫
d~r3
∫
dt3A(~r1, ~r3, t1, t3)B(~r3, ~r2, t3, t2) (2.49)
If we do a partial transform to ~p, ~R (but do not transform the time coordinates), A⊗B can be represented as
A⊗B =
∫
dt3e
i
2 (∇
A
~R
·∇B~p −∇
A
~p ·∇
B
~R
)A(~R, ~p, t1, t3)B(~R, ~p, t3, t2) (2.50)
where the superscripts to the derivatives denote that they operate only those functions. If the derivatives are small,
we need to take only the first order expansion of this expression
(A⊗B)(~p, ~R) =
∫
dt3
[
1 +
i
2
(
∇A~R · ∇B~p −∇A~p · ∇B~R
)]
A(~R, ~p, t1, t3)B(~R, ~p, t3, t2). (2.51)
Similarly
(B ⊗A)(~p, ~R) =
∫
dt3
[
1 +
i
2
(
∇B~R · ∇A~p −∇B~p · ∇A~R
)]
B(~R, ~p, t1, t3)A(~R, ~p, t3, t2). (2.52)
If we were dealing with functions alone, then the multiplication of the two function A and B is commutative. When
A and B are matrices, however, they do not in general commute, so we obtain
(A⊖B)(~p, ~R) = A⊗B −B ⊗A =
∫
dt3 [A,B] +
i
2
∫
dt3
[{∇~RA,∇~pB} − {∇~pA,∇~RB}] , (2.53)
where [A,B] notation stands for the commutator of the two functions, and {A,B} stands for the anticommutator. A
similar equation can be obtained if we transform the times to the mixed representation T,E
(A⊖B)(T,E) = A⊗B −B ⊗A =
∫
d~r3 [A,B] +
i
2
∫
d~r3 [{∂TA, ∂EB} − {∂EA, ∂TB}] , (2.54)
When we transform both sets of variables, we obtain
(A⊖B)(~p, ~R, T,E) = A⊗B −B ⊗A
= [A,B] +
i
2
[
({∂TA, ∂EB} − {∂EA, ∂TB}) +
({∇~RA,∇~pB} − {∇~pA,∇~RB})] . (2.55)
In most cases, we are interested in stationary situations, where there is no T dependence. In this case, the equation
above reduces to
(A⊖B)(~p, ~R, T,E) = A⊗B −B ⊗A = [A,B] + i
2
[{∇~RA,∇~pB} − {∇~pA,∇~RB}] . (2.56)
These expressions will be useful in the calculations to follow.
3. THE QUASICLASSICAL APPROXIMATION
The non-equilibrium spectral function A is defined in the same way as in the equilibrium case11,26
A =
i
2π
(GR −GA) = − 1
π
ℑ(GR), (3.1)
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where ℑ(GR) denotes the imaginary part of the retarded Green’s function. In the equilibrium case, A defines the
spectrum of energy levels, for stationary quantum states, it has the form of a sum of δ-functions at each state energy.
In the quasiparticle approximation, these δ-functions are broadened, but the width Γ of each state, defining its lifetime,
is still small compared to its energy. If Γ is large, the quasiparticle approximation breaks down, and one cannot obtain
a kinetic equation for a distribution function by integrating over the energy E. However, for most perturbations of
interest, the self-energies typically have a weak dependence on the magnitude of the momentum, this dependence
being appreciable only near the Fermi energy. On the other hand, while the Dyson equation has a strong dependence
on E and ǫ~p, the subtracted Dyson equation, Eqn.(2.24), from which we will obtain the equations of motion, has a
very weak dependence on both E and ǫ~p. In this case, it is possible to average over the particle energy to eliminate the
dependence on the magnitude of the momentum, but keep the dependence on the direction of the momentum. Hence,
one can think of replacing the Green’s functions and self-energies by their values on the Fermi surface, multiplied by
a δ-function in the form
G(~R, ~p, t1, t2)→ δ(ǫ~p)g(~R, pˆ, t1, t2) (3.2)
To this end, we define the so-called quasiclassical Green’s function
g(~R, pˆ, t1, t2) =
i
π
∫
dǫ~p G(~R, ~p, t1, t2). (3.3)
Care must be taken in performing this integral, since the integrand falls off only as 1/ǫ~p for large ǫ~p. To avoid this,
one can introduce a cut-off in the integral, as done by Serene and Rainer,7 or following Eilenberger,1 use a special
contour for integration.
We would like to obtain an equation of motion for the quasiclassical Green’s functions. If we obtain an equation of
motion by operating G−10 in the form of Eqn(2.47) on Dyson’s equation, and then integrating over ǫ~p, there are terms
in the equation that will have large contributions. In order to eliminate these large terms, we start from the left-right
subtracted equation of motion, Eqn.(2.24), in which the troublesome terms are cancelled, and then integrate over ǫ~p.
The terms on the right hand side of Eqn.(2.24) are of the form
Σˇ⊗ Gˇ =
∫
dt3 dx
3
3 Σˇ(x1, t1, x3, t3)Gˇ(x3, t3, x2, t2) (3.4)
We first Fourier transform this term with respect to ~p, which takes care of the integral over x3. We then average the
resulting equation with respect to ǫ~p. The assumption here is that only Gˇ has a strong dependence on the momentum
~p, so the result of this averaging is a term of the form∫
dt3 Σˇ(~R, ~p, t1, t3)gˇ(~R, pˆ, t3, t2) (3.5)
Now, to complete the transformation, the self-energy Σˇ, which is a functional of the Green’s functions Gˇ, must become
a functional only of the quasiclassical Green’s functions gˇ, Σˇ[Gˇ] → σˇ[gˇ]. With this final change, Eqn.(2.24) for the
quasiclassical Green’s functions becomes
[(g−10 − σˇ) ◦, gˇ] = 0 (3.6)
The ◦ operator in the commutator [A ◦
,
B] involves an integral over the internal time coordinates in addition to the
usual matrix multiplication for Keldysh matrices. If we transform the time coordinates as well, this integral can
be removed, as shown at the end of the last section (Eqn.2.55). In this case, the commutator becomes a simple
commutator (but involving matrix multiplication of the Keldysh matrices).
It remains to express the physical quantities of interest in terms of the Green’s functions. The particle density is
given by
ρ(1) = −2iGβα11 (3.7)
and the current density in the absence of external fields is given by
~j(1) = − e
m
(∇1 −∇2)Gβα12 |2=1 (3.8)
From the definitions of GR, GA and GK in terms of Gαβ , Gβα and Gββ , we can write the function Gβα as
Gβα =
1
2
[
GK + (GR −GA)] . (3.9)
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GR and GA depend on the equilibrium properties of the system, and so do not contribute to the current on nonequi-
librium density. Consequently, these terms can be dropped in the expression for the particle density and current.
Writing in terms of the quasiclassical Green’s functions, we can obtain expressions for the density and the current in
the mixed representation. Consider the expression for charge density
δρ(~R, T ) = −ieGK(~R, T,~r = 0, t = 0), (3.10)
where we use δρ instead of ρ to emphasize that this does not include the equilibrium contributions. Expanding GK
in terms of Fourier components in momentum space ~p
δρ(~R, T ) = −ie
[∫
d3p
(2π)3
ei~p·~rGK(~R, T, ~p, t)
]
~r=0,t=0
= −ie
∫
dE
2π
∫
d3p
(2π)3
GK(~R, T, ~p, E) (3.11)
where we have used the fact that setting t = 0 in GK(t) is equivalent to integrating GK(E) over dE/2π.
The equivalent expression for the current density can also be written in terms of the quasiclassical Green’s function.
From Eqn(3.8) and Eqn(3.9), we have, in the mixed representation
~j(~R, T ) = − e
2m
[
(∇1 −∇2)GK(~R, T,~r, ~p)
]
~r=0,t=0
(3.12)
The integral over the momentum ~p can be rewritten as∫
d3p
(2π)3
→ N0
∫
dǫ~p
∫
dΩp
4π
(3.13)
where N0 is the density of states at the Fermi energy, and dΩp is an element of solid angle in momemtum space p.
Writing ∇1 −∇2 = 2∇~r from Eqn.(2.46b), we obtain
~j(~R, T ) = − e
m
[
∇~r
∫
d3p
(2π)3
ei~p·~rGK(~R, T, ~p, t)
]
~r=0,t=0
. (3.14)
Operating ∇~r on the exponential within the integral gives i~p. In the quasiclassical approximation, we assume that the
major contribution comes from near the Fermi surface, so that ~p/m = ~vF , the Fermi velocity. With this approximation,
we obtain
~j(~R, T ) = −ie
∫
dE
2π
∫
d3p
(2π)3
~vFG
K(~R, T, ~p, E). (3.15)
If we use the definition of the distribution function h given by Eqn.(2.31), we obtain
~j(~R, T ) = −e
∫
d3p
(2π)3
~vFh(~R, T, ~p) (3.16)
which is the expected classical form for the current. Recalling the definition of the quasiclassical Green’s function,
Eqn(3.3), we obtain
~j(~R, T ) = −1
2
eN0
∫
dE
∫
dΩp
4π
~vF g
K(E, pˆ, ~R, T ) (3.17)
where we have used Eqn(3.3) and Eqn.(3.13). Note that writing these expressions in terms of the quasiclassical
Green’s functions necessitates reversing the order of integration over E and ǫ~p.
The transformation, Eqn.(3.13), assumes that the density of states is constant at the Fermi energy, and hence
assumes that particle-hole symmetry holds. Hence, within this approximation, we will not be able to obtain any
results on physical phenomenon that depend on particle-hole asymmetry, in particular, thermoelectric effects. This
should be contrasted with the derivation of the current in the diffusive limit that we performed in the introduction,
where the energy dependence of the density of states was taken into account explicitly.
So far, we have ignored the effects of external fields and potentials. In particular, the effect of a magnetic field is
of interest. The magnetic field is introduced in the form of a vector potential ~A(~R, T ). Here, we shall consider only
time independent fields. ~A(~R) is introduced by making the change
∇~R → ∇~R − ie ~A(~R) ≡ ∂~R (3.18)
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in all equations involving the spatial derivative. For example, the operator G˜−101 is now written
G˜−101 = i
∂
∂t1
+
∂2~r
2m
+ µ− eφ. (3.19)
In the equation above, we have also added a term eφ, corresponding to the presence of a scalar potential.
In our formulation, we would like all observable quantities to be invariant under a gauge transformation of the
vector potential
~A→ ~A+∇χ(~r), (3.20)
which also transforms the potential
φ→ φ− ∂χ
∂t
. (3.21)
Eqn.(3.14) for the electrical current is then modified to
~j(~R, T ) = −2e
m
[
[∇~r − ie ~A(~R)]
∫
d3p
(2π)3
ei~p·~rGβα(~R, T, ~p, t)
]
~r=0,t=0
, (3.22)
where we have written the current in terms of Gβα rather than GK . It follows that Eqn.(3.15) can be written as
~j(~R, T ) = −i2e
∫
dE
2π
∫
d3p
(2π)3
~vFG
βα(~R, T, ~p, E) +
2ie2
m
~A(~R)
∫
dE
2π
∫
d3p
(2π)3
Gβα(~R, T, ~p, E). (3.23)
The second term in the equation above is called the diamagnetic term. It is cancelled by a contribution from the first
term arising from energies far from the Fermi energy, which are not taken into account in the quasiclassical Green’s
function as defined by Eqn.(3.3).11 Note that such a cancellation does not occur in the case of a superconductor, and
the second term gives rise to the supercurrent, which is proportional to the vector potential and the phase gradient
according to Eqn.(3.21). With this high energy contribution cancelled by the diamagnetic term, the equation above
transforms into the expression Eqn.(3.17) for the electrical current, written now in terms of the Keldysh component
of the quasiclassical Green’s function.
Such a cancellation does not occur in transforming δρ in terms of the quasiclassical Green’s functions, and the
contribution of the integrals in Eqn.(3.11) must be explicitly calculated.11 The result that was obtained by Eliashberg3
can be written as
δρ(~R, T ) = −eN0
2
∫
dE
∫
dΩp
4π
gK(E, pˆ, ~R, T )− 2e2N0φ(~R, T ), (3.24)
where φ(~R, T ) is now the scalar electrochemical potential. This expression can also be obtained by invoking gauge
invariance arguments. Since we must preserve charge neutrality in the system, δρ = 0, so that φ(~R, T ) is given by
φ(~R, T ) = − 1
4e
∫
dE
∫
dΩp
4π
gK(E, pˆ, ~R, T ) (3.25)
For completeness, we also write expressions for the thermal current and the density of states. The expression for
the thermal current in terms of the Keldysh Green’s function is given by
~jth(~R, T ) = i
∫
dE
2π
∫
d3p
(2π)3
E~vFG
K(~R, T, ~p, E), (3.26)
and the corresponding form in terms of the quasiclassical Green’s functions
~jth(~R, T ) =
1
2
N0
∫
dE
∫
dΩp
4π
E~vF g
K(E, pˆ, ~R, T ). (3.27)
As in the equilibrium case, the density of states is given directly by the spectral function A defined in Eqn.(3.1),
now expressed in the mixed representation
N(E, ~R, T ) = A(E, ~R, T ) = − 1
π
ℑGR(E, ~R, T )
= − 1
π
ℑ
∫
d3p
(2π)3
GR(E, ~p, ~R, T ). (3.28)
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Written in terms of the quasiclassical Green’s function, this becomes
N(E, ~R, T ) = N0ℜ
∫
dΩp
4π
gR(~R,E, T ), (3.29)
where the notations ℜ and ℑ stand for the real and imaginary components respectively.
4. NON-EQUILIBRIUM GREEN’S FUNCTIONS FOR SUPERCONDUCTING SYSTEMS
The formalism that we have developed for non-equilibrium Green’s functions for normal systems carries over into the
superconducting case, except that the Green’s functions for the superconducting case are more complicated. In order
to show how the Green’s functions are defined, we start by expressing the Green’s functions in the superconducting
case in terms of field operators in the Nambu-Gorkov formalism. In this formalism, the field operators can be written
as two-component column matrices
Ψˆ1 =
(
ψˆ1↑
ψˆ+1↓
)
(4.1)
where the up and down arrows refer to the spin indices, and the numbers now refer only to the time and space
coordinates. The Hermitian adjoint of this operator can be written as a two-component row matrix
Ψˆ+1 =
(
ψˆ+1↑ ψˆ1↓
)
. (4.2)
The multiplication of two such operators is defined as the tensorial product of the two matrices. For example
Ψˆ1Ψˆ
+
2 =
(
ψˆ1↑ψˆ
+
2↑ ψˆ1↑ψˆ2↓
ψˆ+1↓ψˆ
+
2↑ ψˆ
+
1↓ψˆ2↓
)
(4.3)
It is natural then to define the Green’s functions in terms of these products. For example, the natural definition of
the Green’s function corresponding to Gαα, Eqn.(2.3a), would be
Gαα12 = −i
〈
T Ψˆ1Ψˆ
+
2
〉
= −i


〈
T ψˆ1↑ψˆ
+
2↑
〉 〈
T ψˆ1↑ψˆ2↓
〉
〈
T ψˆ+1↓ψˆ
+
2↑
〉 〈
T ψˆ+1↓ψˆ2↓
〉

 . (4.4)
However, we would like to keep the same form for the equations of motion and Dyson’s equation as for the normal
case, except, of course, the quantities will be matrices in Nambu-Gorkov space. To see if the definition above fits this
requirement, let us operate i∂/∂t1 on the Green’s function for an ideal gas, as defined above. With the definition
h01 = −∇
2
1
2m
− µ, (4.5)
we have
i
∂
∂t1
G
(0)αα
12 = h01


〈
T ψˆ1↑ψˆ
+
2↑
〉 〈
T ψˆ1↑ψˆ2↓
〉
−
〈
T ψˆ+1↓ψˆ
+
2↑
〉
−
〈
T ψˆ+1↓ψˆ2↓
〉

+ (δ(X1 −X2) 0
0 δ(X1 −X2)
)
(4.6)
This does not have the required form of the analogous equation for the normal case, Eqn.(2.9). To remedy this, we
define our Green’s functions with an extra factor of τ3. The definitions corresponding to Eqns.(2.3) are then
G˜αα12 = −iτ3
〈
T Ψˆ1Ψˆ
+
2
〉
= −iτ3


〈
T ψˆ1↑ψˆ
+
2↑
〉 〈
T ψˆ1↑ψˆ2↓
〉
〈
T ψˆ+1↓ψˆ
+
2↑
〉 〈
T ψˆ+1↓ψˆ2↓
〉

 , (4.7a)
G˜ββ12 = −iτ3
〈
T˜ Ψˆ1Ψˆ
+
2
〉
= −iτ3


〈
T˜ ψˆ1↑ψˆ
+
2↑
〉 〈
T˜ ψˆ1↑ψˆ2↓
〉
〈
T˜ ψˆ+1↓ψˆ
+
2↑
〉 〈
T˜ ψˆ+1↓ψˆ2↓
〉

 , (4.7b)
G˜αβ12 = −iτ3
〈
Ψˆ1Ψˆ
+
2
〉
= −iτ3


〈
ψˆ1↑ψˆ
+
2↑
〉 〈
ψˆ1↑ψˆ2↓
〉
〈
ψˆ+1↓ψˆ
+
2↑
〉 〈
ψˆ+1↓ψˆ2↓
〉

 , (4.7c)
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and
G˜βα12 = iτ
3
〈
Ψˆ+2 Ψˆ1
〉
= iτ3


〈
ψˆ+2↑ψˆ1↑
〉 〈
ψˆ2↓ψˆ1↑
〉
〈
ψˆ+2↑ψˆ
+
1↓
〉 〈
ψˆ2↓ψˆ
+
1↓
〉

 , (4.7d)
where the ‘tilde’ over the Green’s functions denotes that they are matrices in Nambu-Gorkov space. The operator
corresponding to Eqn.(2.9) is then defined as
G˜−101 = iτ
3 ∂
∂t1
+
∂21
2m
+ µ. (4.8)
where it is understood that any ‘scalar’ quantities in the equation above and in what follows are mulitiplied by
the identity matrix τ0. With these modifications, all the equations derived for the Keldysh Green’s functions for
the normal case can be carried over directly to the superconducting case. In particular, the advanced and retarded
Green’s functions G˜R and G˜A are defined in terms of the Green’s functions in Eqn.(4.7) in the same manner as before.
The Keldysh matrices corresponding to Eqn.(2.17) are then
Gˆ =
(
G˜R G˜K
0 G˜A
)
, Σˆ =
(
Σ˜R Σ˜K
0 Σ˜A
)
. (4.9)
Since each element of these matrices are themselves 2x2 matrices, the resulting Keldysh matrices for superconductors
are 4x4 ‘supermatrices,’ and we shall denote them by a ‘hat’ symbol ( ˆ ). The equation of motion equivalent to
Eqn.(2.24) is
[Gˆ−10 ⊖ Gˆ] = [Σˆ⊖ Gˆ]. (4.10)
Before we go any further, we need to specify the self-energy Σ˜. At the temperatures of interest in the experiments
on proximity systems, the important self-energy terms are due to electron-phonon scattering (Σ˜e−p), and electron
impurity scattering (Σ˜imp). For conventional superconductors, the elastic component (Σ˜
R
e−p + Σ˜
A
e−p) of the electron-
phonon contribution is the one that leads to the coupling between superconducting electrons8 (the other contributions
of electron-phonon scattering will be ignored, under the assumption that we are at low enough temperatures so that
inelastic electron-phonon scattering can be ignored). Perhaps a simpler way of dealing with this component of
the electron-phonon interaction is to start directly with the Gorkov equations of motion26 for the Green’s function
Eqn.(4.7a), which we write in the form (ignoring impurity scattering for the moment)(
i ∂∂t1 +
∇2
1
2m + µ ∆
−∆∗ −i ∂∂t1 +
∇2
1
2m + µ
)
G˜αα12 = δ(X1 −X2), (4.11)
with the pair potential ∆ defined as49
∆ = λ limit
2→1+
< Tψˆ1↑ψˆ2↓ >= iλ limit
2→1+
[G˜αα12 ]12 (4.12)
in terms of the upper left component of the Green’s function G˜αα12 , which is frequently called the anomalous Green’s
function (or pair amplitude), and denoted by F . Here λ is the coupling constant. For a uniform bulk superconductor
∆ is real. For a normal metal, λ vanishes, and hence, although the pair amplitude in a normal metal may be finite, the
pair potential vanishes. Eqn.(4.12) defines a self-consistent equation for the pair potential ∆; it is defined in terms of
the anomalous Green’s function F , which in turn is determined by an equation that depends on ∆. Note that unlike
[G˜αα12 ]11, [G˜
αα
12 ]12 is continuous at t2 = t1, so that ∆ can also be written in terms of [G˜
αβ
12 ]12 or [G˜
βα
12 ]12 at t2 = t1.
Still ignoring impurity scattering, the equation of motion Eqn.(4.10) can then be written in compact form as[(
iτˆ3
∂
∂t1
+
∇21
2m
+ µ+ ∆ˆ
)
⊖ Gˆ
]
= 0. (4.13)
Here ∆ˆ represents a 4x4 matrix
∆ˆ =
(
∆˜ 0
0 ∆˜
)
, (4.14)
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where
∆˜ =
(
0 ∆
−∆∗ 0
)
, (4.15)
with ∆ defined by Eqn.(4.12), and
τˆ3 =
(
τ3 0
0 τ3
)
. (4.16)
Before we move on to making the quasiclassical approximation, it is useful to obtain expressions for measurable
quantities in terms of the Green’s functions defined in this section. Following Eqn.(2.32), one can define a distribution
function by averaging the Keldysh component of the Green’s function defined in Eqn.(4.9)
h˜(~R, T, ~p) =
i
2π
∫
dE G˜K(~R, T ; ~p,E). (4.17)
However, since G˜K is a 2x2 matrix, h˜ is also a 2x2 matrix, so that its interpretation as a simple distribution function (in
the flavor of Eqn.(2.32) for the equilibrium case, for example) is not immediately clear. A more physical interpretation
can be obtained by diagonalizing the Gorkov equations given in Eqn.(4.11).12 The matrix on the left hand side of
this equation can be diagonalized by a unitary transformation; this transformation, of course, is just the Bogoliubov-
Valatin transformation, which results in a diagonal ‘energy’ matrix with eigenvalues
E2~p = ǫ
2
~p +∆
2. (4.18)
The same transformation also diagonalizes the equilibrium distribution matrix h˜0, which now has the form
h˜0 ≃
(
1− 2f0↑(E~p) 0
0 2f0↓(E~p)− 1
)
. (4.19)
The top-left component is for electron-like excitations, and the bottom-right component for hole-like excitations. This
suggests that for our combined Nambu-Gorkov-Keldysh Green’s functions, the equations for the electric current and
thermal current should be modified to
~j(~R, T ) = − ie
2
∫
dE
2π
∫
d3p
(2π)3
~vFTr
[
τ3G˜K(~R, T, ~p, E)
]
, (4.20)
and
~jth(~R, T ) = − i
2
∫
dE
2π
∫
d3p
(2π)3
E~vFTr
[
G˜K(~R, T, ~p, E)
]
. (4.21)
Taking the trace of the matrix takes the contributions of both electrons and holes. Note that the expression for
electrical current includes a factor of τ3 in the argument of the trace, while the thermal current does not.
5. QUASICLASSICAL SUPERCONDUCTING GREEN’S FUNCTIONS
In principle, the properties of the superconducting system may be calculated starting from Gorkov’s equations.
In practice, however, such calculations are difficult in all but the simplest cases. The problem is that Gorkov’s
equations contain information at length scales much finer than those of interest. The way around this is to make the
quasiclassical approximation as we did for the case of the normal Green’s functions, which we proceed to do below.
Taking into account impurity scattering, the equation of motion for the superconducting Green’s function can now
be written as [(
iτˆ3
∂
∂t1
+
∂21
2m
+ µ+ ∆ˆ− Σˆimp
)
⊖ Gˆ
]
= 0, (5.1)
where the impurity self-energy Σˆimp includes contributions from both spin-flip and spin-independent elastic scattering.
The elastic contribution to the self-energy can be written as
Σˆ0(~p) = Ni
∫
d3p′
(2π)3
∣∣∣v(~p− ~p′)∣∣∣2 Gˆ(~p′). (5.2)
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Here v is the impurity potential, andNi the number of impurities per unit volume. We assume that v(~p) is independent
of the magnitude of ~p, so that
Σˆ0(p) = NiN0
∫
dǫ~p′
dΩp′
4π
|v(pˆ · pˆ′)|2 Gˆ(~p′). (5.3)
Defining the elastic scattering rate 1/τ in the Born approximation by
1
τ
= 2πNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2 , (5.4)
we can write
Σˆ0 =
1
2πτ
∫
dǫ~p Gˆ(p) (5.5)
Here Gˆ(p) is a function of the magnitude of ~p alone. Similarly, for the contribution from spin-flip scattering, one
obtains
Σˆsf =
1
2πτsf
∫
dǫ~p τˆ
3Gˆ(p)τˆ3. (5.6)
From Eqn.(4.9), one has [(
iτˆ3
∂
∂t1
+
∂21
2m
+ µ+ ∆ˆ− Σˆ0 − Σˆsf
)
⊖ Gˆ
]
= 0. (5.7)
Converting the left hand side of this equation to relative coordinates using Eqn.(2.46) (neglecting any derivatives with
respect to the center-of-mass time T ), and using only the first term of Eqn.(2.56) to lowest order, we obtain
[τˆ3E + ∆ˆ, Gˆ] + i~vF · ∂~RGˆ− [Σˆ0 + Σˆsf , Gˆ] = 0. (5.8)
Note that there are no integrations over space or time coordinates in the equation above, but only matrix multiplica-
tions. Written in terms of the quasiclassical Green’s functions, this becomes
[τˆ3E + ∆ˆ, gˆ] + i~vF · ∂~Rgˆ − [σˆ0 + σˆsf , gˆ] = 0, (5.9)
where
σˆ0 = −i 1
2τ
gˆs, (5.10)
and
σˆsf = −i 1
2τsf
τˆ3gˆsτˆ
3, (5.11)
where the subscript to the quasiclassical Green’s functions denotes that they are averaged over all angles of ~p. Eqn.(5.9)
is Eilenberger’s equation,1 and is the starting point for many calculations on superconducting systems.
To complete the transformation to quasiclassical Green’s functions, we express the equations for physically ob-
servable quantities in terms of the quasiclassical Green’s functions. From Eqn.(4.12), the gap parameter ∆ can be
expressed as
∆ = iλ[G˜αβ11+]12 =
i
2
λ[G˜K11+]12 (5.12)
using the definition Eqn.(2.18) of the Keldysh Green’s function. In the mixed representation, this can be written as
∆ =
iλ
2
∫
dE
2π
∫
d3p
(2π)3
[GK(~R, T, ~p, E)]12
= N0
λ
4
∫
dE
∫
dΩp
4π
[gK(~R, t, pˆ, E)]12
= N0
λ
8
∫
dE
∫
dΩp
4π
Tr
{
(τ1 − iτ2)gK(~R, t, pˆ, E)} (5.13)
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From Eqns.(4.20) and (4.21), the electrical current and thermal currents are given by
~j(~R, T ) = −eN0
4
∫
dE
∫
dΩp
4π
~vFTr
[
τ3g˜K(~R, T, ~p, E)
]
, (5.14)
and
~jth(~R, T ) = −N0
4
∫
dE
∫
dΩp
4π
E~vFTr
[
g˜K(~R, T, ~p, E)
]
. (5.15)
One can also define an equation that gives the amount of charge associated with quasiparticle excitations. In a
superconductor in equilibrium, the number of particles and holes are equal, so the quasiparticle charge should vanish.
If there is an imbalance in the population of electrons and holes, one can obtain a charge imbalance,2,27 usually denoted
by Q∗, which is given by
Q∗ = − ie
2
∫
dE
2π
∫
d3p
(2π)3
Tr
[
G˜K(~R, T, ~p, E)
]
= −eN0
4
∫
dE
∫
dΩp
4π
Tr
[
g˜K(~R, T, ~p, E)
]
(5.16)
Q∗ is essentially the first term on the right hand side of Eqn.(3.24). Invoking charge neutrality, this then would result
in a electrochemical potential given Eqn.(3.25)
φ(~R, T ) = − 1
N0e
Q∗ (5.17)
The normalization condition and the distribution function
In obtaining the equation of motion of the Green’s functions by subtracting the Dyson equation from its conjugate,
some information was lost regarding the norm of the quasiclassical Green’s function gˆ. The norm of gˆ can be obtained
by the normalization condition for the quasiclassical Green’s function obtained by Eilenberger,1 and Larkin and
Ovchinnikov4
gˆgˆ = τˆ0, (5.18)
where (4x4) matrix multiplication is implied. This normalization condition can be obtained by explicit calculation
for a bulk system in equilibrium. Furthermore, it can be shown that the normalization condition is consistent with
Eilenberger’s equation Eqn.(5.9).
Eqn.(5.18) is equivalent to the three (2x2) matrix equations
g˜Rg˜R = τ0, (5.19a)
g˜Ag˜A = τ0, (5.19b)
and
g˜Rg˜K + g˜K g˜A = 0. (5.19c)
As in the case of the E-integrated Green’s functions, we would like to obtain an equation of motion for a distribution
function, eqiuvalent to the quantum Boltzmann equation derived earlier. We introduce such a distribution function
h˜ by the ansatz11
g˜K = g˜Rh˜− h˜g˜A. (5.20)
This form of the quasiclassical Keldysh Green’s function satisfies the normalization condition Eqn.(5.19c), as can be
verified by direct substitution
g˜R(g˜Rh˜− h˜g˜A) + (g˜Rh˜− h˜g˜A)g˜A = 0 (5.21)
using Eqns.(5.19a) and(5.19b). Note that the function h˜ is not uniquely defined; if h˜ is replaced by h˜+ h˜′, where
h˜′ = g˜Rx˜+ x˜g˜A (5.22)
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and x˜ is an arbitrary matrix function, the right hand side of Eqn.(5.20) is unchanged.7 This arbitrariness allows us
some flexibility in choosing the distribution function h˜. At low frequencies, for example, following Schmid and Scho¨n,2
and Larkin and Ovchinnikov,5 we may choose h˜ to be diagonal in particle-hole space
h˜ = hLτ
0 + hT τ
3. (5.23)
The subscripts refer to the longitudinal (hL) and transverse (hT ), a terminology introduced by Schmid and Scho¨n
to refer to changes that are associated with the magnitude (hL) or phase (hT ) of the complex order parameter. In
equilibrium, hL(E) = 1− 2f0(E) and hT (E) = 0.
Another possible choice is one introduced by Shelankov28
h˜ = h1τ
0 + g˜Rh2. (5.24)
This representation has the advantage that the equation for the distribution function reduces to a form very similar to
the Boltzmann equation when the quasiparticle approximation is valid. In what follows, we shall use the representation
of Schmid and Scho¨n.
The representation of the Keldysh Green’s function in terms of a distribution function allows us to obtain an equation
of motion for the distribution function from the equation of motion for the Green’s function. From Eilenberger’s
equation (5.9), we obtain three equations of motion for the three components of the quasiclassical Green’s function
[Eτ3 + ∆˜, g˜R] + i~vF · ∂~Rg˜R − [σ˜R, g˜R] = 0 (5.25a)
[Eτ3 + ∆˜, g˜A] + i~vF · ∂ ~Ag˜A − [σ˜A, g˜A] = 0 (5.25b)
[Eτ3 + ∆˜, g˜K ] + i~vF · ∂~Rg˜K − σ˜Rg˜K − σ˜K g˜A + g˜Rσ˜K + g˜K σ˜A = 0 (5.25c)
where σ˜ = σ˜0 + σ˜sf . Substituting g˜
K from Eqn.(5.20) into Eqn.(5.25c), we obtain
[Eτ3 + ∆˜, g˜Rh˜− h˜g˜A] + i~vF · ∂~R(g˜Rh˜− h˜g˜A)− σ˜R(g˜Rh˜− h˜g˜A)− σ˜K g˜A + g˜Rσ˜K + (g˜Rh˜− h˜g˜A)σ˜A = 0. (5.26)
Subtracting from the equation above Eqn.(5.25a) multiplied by h˜ on the right, and adding Eqn.(5.25b) multiplied by
h˜ on the left, we obtain
g˜RB[h˜]−B[h˜]g˜A = 0, (5.27)
where
B[h˜] = [Eτ3 + ∆˜, h˜] + σ˜K − (σ˜Rh˜− h˜σ˜A) + i~vF · ∂~Rh˜. (5.28)
Equation(5.27) is the required equation of motion for the distribution function h˜.
As an example, we shall calculate the Green’s functions for the equilibrium case for a bulk superconductor, in the
limit where σ = 0. Equation(5.25a) in this limit has the form
[Eτ3 + ∆˜, g˜R] = 0 (5.29)
First, if we represent the retarded Green’s function by
g˜R =
(
g11 g12
g21 g22
)
, (5.30)
the normalization condition Eqn.(5.19a) and Eqn.(5.29) together imply that
g11 = −g22, (5.31a)
g211 + g21g12 = 1, (5.31b)
g21 = −g12∆
∗
∆
(5.31c)
and
g11 = g12
E
∆
. (5.31d)
20
Solving these equations, we obtain
g˜R =

 E√E2−|∆|2 ∆√E2−|∆|2
− ∆∗√
E2−|∆|2
− E√
E2−|∆|2

 . (5.32)
In taking the square roots in the equation above, a factor of i will appear if E2 < |∆|2. This is the expected solution
from Gorkov’s equations. Note that g11 is just the normalized BCS density of states for E
2 > |∆|2, so that g11
represents a generalized density of states.
From the equations above, it is clear that g21 = −g∗12. To obtain g˜A, we can use the relation Eqn.(2.7), which in
terms of Nambu-Gorkov matrices reads
G˜A = −τ3G˜R+τ3 or g˜A = −τ3g˜R+τ3 (5.33)
where the + symbol denotes the Hermitian conjugate.
6. THE DIRTY LIMIT: THE USADEL EQUATION
In systems where elastic impurity scattering is strong, the motion of quasiparticles is not ballistic, but diffusive.
In this case, the effect of the strong impurity scattering is to randomize the momentum of the quasiparticles, so that
it makes sense to average the properties of system over the directions of the momentum, keeping in mind that the
magnitude of the momentum is still its value at the Fermi surface, pF .
With this in mind, let us consider a system with strong impurity scattering, which we define as a system in which
the impurity scattering rate 1/τ , as defined by Eqn.(5.4), is much larger than any energy in the problem (E,∆).
In this case, we expand the quasiclassical Green’s function to first order in momentum (essentially an expansion in
spherical harmonics)
gˆ = gˆs + pˆgˆp (6.1)
where pˆ denotes a vector of unit magnitude in the direction of ~p, and gˆs and gˆp are independent of the direction of ~p,
and the subscripts stand for s-wave and p-wave components of gˆ. The assumption is that gˆp ≪ gˆs. The self-energy is
expanded in a similar fashion
σˆ = σˆ0 + σˆsf = σˆs + pˆσˆp (6.2)
We would like to calculate the components of σˆ in terms of the components of gˆ, for which we shall need the definition
of σˆ in terms of gˆ. Ignoring spin-flip scattering for the moment, this relation is given by Eqn.(5.3), which can be
rewritten in terms of the quasiclassical Green’s functions in the form
σˆ0(p) = −iπNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2gˆ(~p′) = −iπNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2(gˆs + pˆ′gˆp′), (6.3)
using the expansion Eqn.(6.1) for the Green’s function above. In order to do this, we take the dot product of pˆ with
both sides of the equation above
pˆ · σˆ = pˆσˆs + (pˆ · pˆ)σˆp = pˆσˆs + σˆp. (6.4)
We perform a similar operation on Eqn.(6.3)
pˆ · σˆ0(p) = −iπNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2(pˆgˆs + (pˆ · pˆ′)gˆp′). (6.5)
Since both pˆ and gˆs are independent of the integration over dΩp′ , the first term under the integral in the equation
above can be written as
−iπpˆgˆsNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2 = − i
2τ
pˆgˆs, (6.6)
using the definition Eqn.(5.4) of 1/τ . If we consider non-spin-flip scattering alone, then σˆ can be obtained by equating
like terms in Eqns.(6.4) and (6.5). If we include spin-flip scattering, one can write
σˆs = − i
2τ
gˆs −− i
2τsf
τˆ3gˆsτˆ
3 (6.7)
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as expected from Eqns.(5.10) and (5.11). For the p-wave component, we consider only the contribution from non
spin-flip impurity scattering, under the assumption that it is much stronger than the spin-flip scattering. The second
term under the integral in Eqn.(6.5) can be written as
−iπNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2(pˆ · pˆ′)gˆp′ = −iπNiN0gˆp
∫
dΩp′
4π
|v(pˆ · pˆ′)|2[1− (1 − pˆ · pˆ′)], (6.8)
where gˆp can be taken out of the integral since it is independent of the direction of ~p. The first term in the square
bracket can be seen to be related to the elastic scattering rate 1/τ . The remaining terms can be written in terms of
the transport time, defined by
1
τtr
= 2πNiN0
∫
dΩp′
4π
|v(pˆ · pˆ′)|2(1− pˆ · pˆ′), (6.9)
that is well known in the transport theory of metals. With this definition, σˆp can be written as
σˆp = − i
2
(
1
τ
− 1
τtr
)gˆp. (6.10)
By putting Eqn.(6.1) into the normalization condition for the quasiclassical Green’s function, and neglecting terms
quadratic in gˆp, we also obtain the two equations
gˆsgˆs = 1 (6.11a)
and
gˆsgˆp + gˆpgˆs = 0. (6.11b)
We now proceed to expand the Eilenberger equation, Eqn.(5.9), in terms of the s and p-wave expansions of gˆ and σˆ.
Replacing ~vF by vF pˆ, we obtain
[τˆ3E − ∆ˆ, gˆs] + pˆ[τˆ3E − ∆ˆ, gˆp] + ivF pˆ · ∂~R(gˆs + pˆgˆp)− [σˆs, gˆs]− pˆ[σˆs, gˆp] + [σˆp, gˆs] + pˆ · pˆ[σˆp, gˆp] = 0. (6.12)
The last term is second order in the small quantity gˆp, and can be neglected. Collecting the terms that are even in
pˆ, we obtain
[τˆ3E + ∆ˆ, gˆs] + ivF (pˆ · pˆ)∂~Rgˆp = 0. (6.13)
Averaging this equation over all directions of pˆ gives
[τˆ3E + ∆ˆ, gˆs] + i
vF
3
∂~Rgˆp = 0. (6.14)
Ignoring spin-dependent scattering for the moment, the terms that are odd in pˆ can be written
[τˆ3E + ∆ˆ, gˆp] + ivF∂~Rgˆs −
i
2τtr
[gˆp, gˆs] = 0, (6.15)
where we have used Eqns.(6.7) and (6.10) to write σˆs and σˆp in terms of gˆs and gˆp. If elastic scattering is strong, the
first term in the equation above can be neglected compared to the third, so we obtain
ivF∂~Rgˆs +
i
τtr
gˆsgˆp = 0, (6.16)
where we have used Eqn.(6.11b) to simplify the second term. Multiplying this equation by gˆs on the left, and using
Eqn.(6.11a), we obtain
vF gˆs∂~Rgˆs = −
1
τtr
gˆp, (6.17)
or writing gˆp in terms of gˆs
gˆp = vF τtr gˆs∂~Rgˆs = −ℓgˆs∂~Rgˆs (6.18)
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where we have introduced the elastic scattering length ℓ = vF τtr. Putting this into Eqn.(6.15), we obtain
[τˆ3E + ∆ˆ, gˆs]− i vF ℓ
3
∂~Rgˆs∂~Rgˆs = 0, (6.19)
or writing this in terms of the diffusion coefficient D = (1/3)vF ℓ, and reintroducing the spin-flip scattering term,
[τˆ3E + ∆ˆ− σˆsf , gˆs]− iD∂~Rgˆs∂~Rgˆs = 0. (6.20)
This is the equation first derived by Usadel,29 and forms the starting point for most discussions on dirty supercon-
ducting systems.
In the remainder of our development, we shall neglect the spin-flip scattering term. Writing gˆs as a matrix
gˆs =
(
g˜Rs g˜
K
s
0 g˜As
)
, (6.21)
we can write the matrix equation, Eqn.(6.20), as three separate equations
[τ3E + ∆˜, g˜Rs ] = iD∂~R(g˜
R
s ∂~Rg˜
R
s ), (6.22a)
[τ3E + ∆˜, g˜As ] = iD∂~R(g˜
A
s ∂~Rg˜
A
s ), (6.22b)
and
[τ3E + ∆˜, g˜Ks ] = iD∂~R
[
(g˜Rs ∂~Rg˜
K
s ) + (g˜
K
s ∂~Rg˜
A
s )
]
. (6.22c)
As before, the first two equations come from the diagonal components of the Usadel equation, and describe the
equilibrium properties of the system, while the third equation comes from the off-diagonal or Keldysh component,
and represents the kinetic equation for the distribution function. These equations are supplemented by the equations
for measurable quantities corresponding to Eqns.(5.14), (5.15) and (5.14). Expanding g˜K in Eqn.(5.14 using Eqns.(6.1)
and Eqns.(5.14), we have
~j(~R, T ) = −eN0
4
∫
dE
∫
dΩp
4π
vF pˆTr
[
τ3
(
g˜Ks + pˆg˜
K
p
)]
=
eN0D
4
∫
dETr
[
τ3(g˜s∂~Rg˜s)
K
]
, (6.23)
where the angular average over the p-wave component give a factor of (1/3), and we have replaced (1/3)vF ℓ by the
diffusion coefficient D. Now
(g˜s∂~Rg˜s)
K = (g˜Rs ∂~Rg˜
K
s ) + (g˜
K
s ∂~Rg˜
A
s ) (6.24)
so that Eqn.(6.24) above can be rewritten as
~j(~R, T ) =
eN0D
4
∫
dETr
[
τ3
(
g˜Rs ∂~Rg˜
K
s + g˜
K
s ∂~Rg˜
A
s
)]
. (6.25)
The equation for jth is obtained in a similar way
~jth(~R, T ) =
N0D
4
∫
dE E Tr
[
g˜Rs ∂~Rg˜
K
s + g˜
K
s ∂~Rg˜
A
s
]
, (6.26)
The kinetic equation, Eqn.(6.22c), can be recast in terms of a differential equation for a distribution function h˜, in
the hopes of separating the equilibrium properties of the system, represented by g˜Rs and g˜
A
s , from the non-equilibrium
properties of the system, represented by h˜. To this end, as before, we substitute Eqn.(5.20) for g˜Ks in Eqn.(6.22c),
which then becomes
[τ3E + ∆˜, g˜Rs h˜]− [τ3E + ∆˜, h˜g˜As ] = iD∂~R
[(
g˜Rs (∂~Rg˜
R
s )h˜− h˜g˜As (∂~Rg˜As )
)
+ ∂~Rh˜−
(
g˜Rs ∂~Rh˜g˜
A
s
)]
. (6.27)
Taking the trace of both sides of the equation above gives
0 = iD∂~RTr
{
∂~Rh˜+ g˜
R
s (∂~Rg˜
R
s )h˜− h˜g˜As (∂~Rg˜As )− g˜Rs (∂~Rh˜)g˜As
}
, (6.28)
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using Eqns.(6.22a) and (6.22b). In the linear regime, we can use the diagonal representation of h˜ given by Eqn.(5.23)
to obtain
D∂~R
[
(∂~RhL)Tr
{
1− g˜Rs g˜As
}
+ hTTr
{
τ3
(
g˜Rs (∂~Rg˜
R
s )− g˜As (∂~Rg˜As )
) }− (∂~RhT )Tr{g˜Rs τ3g˜As }] = 0, (6.29)
where we have used the fact that
Tr
{
∂~R(g˜
R
s g˜
R
s )
}
= Tr
{
(∂~R(g˜
R
s )g˜
R
s + g˜
R
s (∂~R(g˜
R
s )
}
= 2Tr
{
g˜Rs (∂~R(g˜
R
s )
}
= 0, (6.30)
Taking the trace after mulitiplying both sides of Eqn.(6.27) by τ3 gives
D∂~R
[
∂~RhTTr
{
1− g˜Rs τ3g˜As τ3
}
+ hLTr
{
τ3
(
g˜Rs (∂~Rg˜
R
s )− g˜As (∂~Rg˜As )
) }− ∂~RhLTr{g˜Rs g˜As τ3}]
= i
[
hLTr
{
τ3[g˜Rs − g˜As , ∆˜]
}− 2hTTr{∆˜(g˜Rs + g˜As )}] . (6.31)
Equations (6.29) and (6.31) form a set of coupled differential equations for the distribution functions hL and hT . Let
us define the quantities
Q =
1
4
Tr
{
τ3
(
g˜Rs (∂~Rg˜
R
s )− g˜As (∂~Rg˜As )
) }
(6.32)
and
Mij =
1
4
Tr
{
δijτ
0 − g˜Rs τ ig˜As τ j
}
. (6.33)
Then Eqns.(6.29) and (6.31) can be written in the form
∂~R
[
M00(∂~RhL) +QhT +M30∂~RhT )
]
= 0, (6.34a)
∂~R
[
M33(∂~RhT ) +QhL +M03∂~RhL)
]
=
i
4D
[
hLTr
{
τ3[g˜Rs − g˜As , ∆˜]
}− 2hTTr{∆˜(g˜Rs + g˜As )}] . (6.34b)
These equations are in the form of diffusion equations for the distribution function, more general forms of the diffusion
equation discussed for the normal case in the introduction. As we shall see, the quantity Q is related to the spectral
supercurrent in the system, DMij are now the energy and position dependent diffusion coefficients, and Eqns.(6.34)
are essentially continuity equations for the spectral thermal and electric current. In the normal limit, gR = τ3,
gA = −τ3, and ∆˜ = 0, so that M00 = M33 = 1, and Q = M03 = M30 = 0. Equations (6.34) then reduce to
Eqn.(1.1), as expected. Noting that the term in square brackets in Eqn.(6.22c) is the same as the term in parenthesis
in Eqn.(6.25) and the term in square brackets in Eqn.(6.26), the electric current can be written as
~j(~R, T ) = eN0D
∫
dE (M33(∂~RhT ) +QhL +M03∂~RhL). (6.35)
The first term corresponds to quasiparticle (or dissipative) current, and the second term to the supercurrent. The
third term, which is proportional to the derivative of hL, is associated with an imbalance between particles and holes.
The thermal current can be written in a similar way
~jth(~R, T ) = N0D
∫
dE E[M00(∂~RhL) +QhT +M30∂~RhT ]. (6.36)
For the charge-imbalanceQ∗, we note that only the s-wave part of the Keldysh Green’s function in the square brackets
in Eqn.(5.16) survives after angular averaging. Writing gKs in the form given by Eqn.(5.20), with h˜ given by Eqn.(5.23),
we have
Q∗ = −eN0
4
∫
dE hLTr
{
gRs − gAs
}− eN0
4
∫
dE hTTr
{
τ3(gRs − gAs )
}
= −eN0
∫
dE hTN(E), (6.37)
since gRs and g
A
s are traceless. Here we have defined the normalized superconducting density of states by
N(E) =
1
4
Tr
{
τ3(gRs − gAs )
}
, (6.38)
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which reduces to the conventional BCS density of states in the equilibrium case.
We can also recast the kinetic equations Eqn.(6.34) in a slightly different form sometimes used in the literature. To
do this, we subtract Eqn.(6.22b) from Eqn.(6.22a), multiply by τ3, and take the trace. The result is
Tr
{
τ3[gRs − gAs , ∆˜]
}
= −iD∂~R(Tr
{
τ3[g˜Rs ∂~Rg˜
R
s − g˜As ∂~Rg˜As ]
}
). (6.39)
Using the definition of Q, we have
∂~RQ =
i
4D
Tr
{
τ3[gRs − gAs , ∆˜]
}
. (6.40)
If we choose a gauge in which ∆ is real, the right hand side of the equation vanishes, so that ∂~RQ = 0. Clearly,
∂~RQ = 0 also for a normal metal (even a proximity-coupled normal metal), where ∆ vanishes. In either case, the
spectral supercurrent Q is conserved. The right hand side of the equation above multiplied by hL is the same as the
second term of Eqn.(6.34b). Subtracting Eqn.(6.39) multiplied by hL from Eqn.(6.34b), we obtain
∂~R
[
M33(∂~RhT ) +M03(∂~RhL)
]
+Q(∂~RhL) = −
i
4D
[
2hTTr
{
∆˜(g˜Rs + g˜
A
s )
}]
. (6.41)
For real ∆, when ∂~RQ = 0, Eqn.(6.34a) can be written in a similar manner
∂~R
[
M00(∂~RhL) +M30(∂~RhT )
]
+Q(∂~RhT ) = 0 (6.42)
Finally, we can also write the kinetic equations in a form similar to Eqn.(5.27)
g˜Rs B[h˜]−B[h˜]g˜As = 0, (6.43)
by performing similar manipulations on Eqns.(6.22) as were performed on Eqns.(5.25). For the diffusive case, B[h˜] is
a functional of h˜ now given by
B[h˜] = [τ3E + ∆˜, h˜]− iD
[
(∂~Rg˜
R
s )(∂~Rh˜) +
1
2
(
g˜Rs (∂
2
~R
h˜)− (∂2~Rh˜)g˜As
)
− (∂~Rh˜)(∂~Rg˜As )
]
. (6.44)
Boundary conditions for the quasiclassical equations of motion
Eqns.(6.22) or their derivatives form a set of coupled differential equations for the quasiclassical Green’s functions and
the distribution function. In order to obtain a solution, however, we need to specify the boundary conditions for the
Green’s functions and the distribution function. To this end, we define the concept of a reservoir, where the Green’s
functions and distribution function have well-defined values.
For a normal reservoir, the retarded and advanced quasiclassical Green’s functions are given by
gRN0 = τ
3; gAN0 = −τ3, (6.45)
and for the superconducting case, by Eqn.(5.32), which we reproduce here
g˜R =

 E√E2−|∆|2 ∆√E2−|∆|2
− ∆∗√
E2−|∆|2
− E√
E2−|∆|2

 . (6.46)
with gAS0 given by Eqn.(5.33).
The equilibrium distribution function h˜ is given by Eqn.(4.19) in both normal and superconducting reservoirs (since
we are dealing only with excitations), where, as we noted earlier the (1, 1) component of the matrix applies to particle-
like excitations, and the (2, 2) component of the matrix applies to hole-like excitations. From this point of view, the
Fermi functions in Eqn.(4.19) are given in terms of the usual equilibrium Fermi function Eqn.(1.5) by f0↑(E) = f0(E)
and f0↓(E) = f0(−E).50 Looking ahead to where we might have a finite voltage V on a reservoir, the equilibrium
form of h˜ can then be written as
h˜0 =

tanh
(
E+eV
2kBT
)
0
0 tanh
(
E−eV
2kBT
)

 (6.47)
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If we write h˜0 in the form of Eqn.(5.23) the equilibrium values of hL and hT can then be expressed as
hL,T =
1
2
[
tanh
(
E + eV
2kBT
)
± tanh
(
E − eV
2kBT
)]
(6.48)
If a finite voltage is put on the superconductor, we will obtain a time evolution of the phase in accordance with the
Josephson relations. Since we have restricted ourselves here to the static case, we must assume that the voltage on
the superconducting reservoir V = 0. In this case, hT = 0 for the superconducting reservoir.
For a system with perfect interfaces between the superconducting and normal parts, the boundary conditions defined
by the equations above are sufficient to solve the differential equations, the implicit assumption being that the Green’s
functions and the distribution functions are continuous across any interface. When the transparency of the interface
is less than unity, this is no longer true. Zaitsev30 derived the boundary conditions for the Green’s functions at an
interface of arbitrary transparency. Kupriyanov and Lukichev31 simplified these equations for the diffusive case in
the limit of small barrier transparency. Consider then an interface at x = 0 between two metals, say one a normal
metal in the half-plane x < 0 (labeled by the index ‘1’) and one a superconductor in the half-plane x > 0, (labeled by
the index ‘2’), although it also could be an interface between two different normal metals or superconductors. The
boundary conditions of Kupriyanov and Lukichev are then
vF1D1gˆs1(∂xgˆs1) = vF2D2gˆs2(∂xgˆs2), (6.49a)
gˆs1∂xgˆs1 =
1
2r
[gˆs1, gˆs2]. (6.49b)
Here ∂x denotes a derivative in the positive x direction, and r = Rb/RN is a parameter that is nominally the ratio
of the barrier resistance Rb to the normal wire resistance per unit length RN/L, but is inversely proportional to the
transmission t of the interface. The first of the equations is clearly related to the conservation of current across the
interface. The right hand side of the second equation has been shown to be the first term in an expansion of terms of
the transmission coefficient t,14 and hence, it is only valid for low t.
The diagonal part of Eqn.(6.49b) gives the boundary condition for the Green’s functions
g˜Rs1∂xg˜
R
s1 =
1
2r
[
g˜Rs1g˜
R
s2 − g˜Rs2g˜Rs1
]
(6.50)
The off-diagonal part of Eqn.(6.49b) gives the boundary condition for the distribution function
g˜Rs1∂xg˜
K
s1 + g˜
K
s1∂xg˜
A
s1 =
1
2r
[
g˜Rs1g˜
K
s2 + g˜
K
s1g˜
A
s2 − g˜Rs2g˜Ks1 − g˜Ks2g˜As1
]
(6.51)
If we put in Eqn.(5.20) for g˜Ks , with Eqn.(5.23) for h˜, and then take as before the trace of the resulting equation, and
the trace of the equation multiplied by τ3, we will obtain boundary conditions for hT and hL. Noting that the left
hand side of Eqn.(6.51) is simply the term in square brackets on the right hand side of Eqn.(6.22c), we obtain the
two equations
2r
[
M00(∂~RhL) +QhT +M30∂~RhT )
]
= α1, (6.52a)
and
2r
[
M33(∂~RhT ) +QhL +M03∂~RhL)
]
= α2, (6.52b)
where
α1 = Tr
{
g˜R1 (g˜
R
2 h˜2 − h˜2g˜A2 ) + (g˜R1 h˜1 − h˜1g˜A1 )g˜A2 − g˜R2 (g˜R1 h˜1 − h˜1g˜A1 )− (g˜R2 h˜2 − h˜2g˜A2 )g˜A1
}
, (6.52c)
and
α2 = Tr
{
(τ3g˜R1 (g˜
R
2 h˜2 − h˜2g˜A2 ) + (g˜R1 h˜1 − h˜1g˜A1 )g˜A2 − g˜R2 (g˜R1 h˜1 − h˜1g˜A1 )− (g˜R2 h˜2 − h˜2g˜A2 )g˜A1 )
}
. (6.52d)
(6.52e)
We note that although the boundary conditions of Kupriyanov and Lukichev are valid for large r, they also give the
correct boundary conditions (that of continuity of the Green’s functions and distribution functions) in the limit of
r → 0. For arbitrary transmission of a barrier with n channels, the boundary condition can be represented as19
gˆs1∂xgˆs1 = γ
e2
π
∑
n
2Tn
[gˆs1, gˆs2]
4 + Tn(gˆs1gˆs2 + gˆs2gˆs1 − 2) , (6.53)
where γ is a constant factor, and Tn is the transmission of the nth channel. It can be seen that for a single channel
with small transmission T , this equation reduces to the boundary condition of Kupriyanov and Lukichev.
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7. PARAMETRIZATION OF THE QUASICLASSICAL GREEN’S FUNCTION
The normalization Eqn.(6.11a) permits a parametrization of the quasiclassical Green’s functions that is very conve-
nient for calculations. Eqn.(6.11a) is a matrix equation that is equivalent to the three equations (5.19) for the s-wave
component of the Green’s function. To take into account the macroscopic phase of the superconductor, we note that a
gauge transformation that transforms the vector and scalar potentials according to Eqns.(3.20) and (3.21) transforms
the field operators according to the equations
ψˆ → ψˆeiχ (7.1a)
ψˆ+ → ψˆ+e−iχ (7.1b)
The Nambu-Gorkov Green’s functions defined in Eqns.(4.7) are transformed accordingly. For example, two compo-
nents of G˜βα12 would transform according to
[G˜βα12 ]11 → [G˜βα12 ]11e−i(χ(~r1)−χ(~r2)) (7.2a)
[G˜βα12 ]12 → [G˜βα12 ]12ei(χ(~r1)+χ(~r2)) (7.2b)
Making the transformation (2.25a) to mixed coordinates, and taking the limit as ~r → 0, we see that the off-diagonal
components of the Nambu-Gorkov Green’s functions are multiplied by a phase factor eiχ(
~R) or e−iχ(
~R), while the
diagonal components remain unchanged. Consequently, ∆ also transforms as
∆→ ∆eiχ(~R) (7.3)
Keeping this in mind, we can express g˜Rs as
g˜Rs =
(
cosh θ sinh θeiχ
− sinh θe−iχ − cosh θ
)
(7.4)
where θ and χ are complex functions of the energy E and position ~R. This form satisfies the normalization condition
gˆRs gˆ
R
s = τ
0.51 For completeness, we also give the expression for g˜As
g˜As =
( − cosh θ∗ − sinh θ∗eiχ∗
sinh θ∗e−iχ
∗
cosh θ∗
)
(7.5)
We now put this into the Usadel equation for g˜R, Eqn.(6.22a). Keeping in mind that the matrix for ∆˜ involves
additional factors of eiχ and e−iχ due to the gauge transformation, the diagonal (1,1) component of this matrix
equation is
D sinh2 θ ∂2~Rχ+D sinh 2θ ∂~Rχ ∂~Rθ − 2iℑ(∆) sinh θ = 0, (7.6a)
and the off-diagonal component (1,2) is
D∂2~Rθ −
D
2
sinh 2θ (∂~Rχ)
2 + 2Ei sinh θ − 2iℜ(∆) cosh θ = 0, (7.6b)
where we have used Eqn.(7.6a) to simplify Eqn.(7.6b). Defining a current js(E, ~R) by the equation
js(E, ~R) = sinh
2 θ(E, ~R)∂~Rχ(E,
~R), (7.7)
we can rewrite Eqn.(7.6a) as
D∂~Rjs(E,
~R)− 2iℑ(∆) sinh θ = 0. (7.8)
js(E, ~R) is proportional to sinh
2 θ, which is proportional to the square of the pair amplitude, and it is also proportional
to the gauge-invariant gradient of the phase. Consequently, it is similar in form to the conventional definition of the
supercurrent, and is called the spectral supercurrent. Indeed, Eqn.(7.8) is simply another way of writing Eqn.(6.40),
and Q and js are related by
Q(E, ~R) = −ℑ(js(E, ~R)). (7.9)
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As we noted before, ∂~RQ = 0 if ∆ is purely real, and from Eqn.(7.8), it can be seen that ∂~Rjs(E,
~R) = 0 also if ∆ is
real.
Equations(7.6) form a set of coupled equations that can be solved in principle for θ(E, ~R) and χ(E, ~R). In the case
of a negligible spectral supercurrent, the equations decouple, and one needs to solve only Eqn.(7.6b). In the limit
of a bulk superconductor with a uniform real order parameter and no phase gradient, we recover the bulk value of
the Green’s function, Eqn.(5.32). The differential equations must be supplemented by boundary conditions. From
Eqn.(5.32), in a superconducting reservoir, we have
cosh θS0 =
E√
E2 − |∆|2 , (7.10)
so that the value of θ in the superconducting reservoir is given by
θS0 =
{
−iπ2 + 12 ln |∆|+E|∆|−E if E < |∆|,
1
2 ln
E+|∆|
E−|∆| if E > |∆|
. (7.11)
The value of χ in a superconducting reservoir is just the macroscopic phase of the superconductor. In a normal
reservoir, θ = 0. The value of χ in a normal reservoir is meaningless, of course, and any choice that results in no
phase gradient is valid.
In terms of the θ parametrization, the boundary conditions of Kupriyanov and Lukichev can be expressed as
r sinh θ1(∂~Rχ1) = sinh θ2 sin(χ2 − χ1), (7.12a)
and
r
[
∂~Rθ1 + i sinh θ1 cosh θ1(∂~Rχ1)
]
= cosh θ1 sinh θ2e
i(χ2−χ1) − sinh θ1 cosh θ2. (7.12b)
Note that for r = 0, the boundary conditions reduce to χ1 = χ2 and θ1 = θ2. In the absence of a supercurrent,
(∂~Rχ1) = 0, so that the equations above simplify to
χ1 = χ2, (7.13a)
and
r(∂~Rθ1) = sinh(θ2 − θ1). (7.13b)
Finally, we can write expressions for physical quantities in terms of θ and χ. These quantities can be written in
terms of the Mij
M00 =
1
2
[1 + cosh θ cosh θ∗ − sinh θ sinh θ∗ cosh(2ℑ(χ))] , (7.14a)
M33 =
1
2
[1 + cosh θ cosh θ∗ + sinh θ sinh θ∗ cosh(2ℑ(χ))] , (7.14b)
M03 =
1
2
sinh θ sinh θ∗ sinh(2ℑ(χ))), (7.14c)
and
M30 = −1
2
sinh θ sinh θ∗ sinh(2ℑ(χ)). (7.14d)
If χ is real, then the M03 =M30 = 0, and M00 and M33 simplify to
M00 = cos
2(ℑ(θ)) (7.15a)
and
M33 = cosh
2(ℜ(θ)) (7.15b)
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These relations will be used in the next section when we discuss applying the Usadel equation to derive the transport
properties of some simple device geometries.
To conclude this section, we shall write an expression for the gap in terms θ. Replacing Eqn.(5.20) for g˜K into
Eqn.(5.13) for the gap, we have
∆ = N0
λ
4
∫
dE [g˜Rs h˜− h˜g˜As ]12, (7.16)
where performing the angular average in Eqn.(5.13) gives the s-components of the Green’s functions. Putting in h˜ in
the form of Eqn.(5.23), we obtain
∆ = N0
λ
4
∫
dE [hL(g˜
R
s − g˜As ) + hT (g˜Rs τ3 − τ3g˜As )]12 (7.17)
With g˜Rs and g˜
A
s given by Eqns.(7.4) and (7.5), we obtain
∆ = N0
λ
4
∫
dE
[
hL(sinh θe
iχ + sinh θ∗eiχ
∗
)− hT (sinh θeiχ − sinh θ∗eiχ
∗
)
)
. (7.18)
As an example, consider the case of a bulk superconductor, where χ = 0 and hT = 0. We then have
∆ = N0
λ
2
∫
dE hLℜ(sinh θ)
= N0λ
∫ ∞
0
dE tanh(E/2kBT )ℜ
(
∆√
E2 −∆2
)
, (7.19)
which is the usual self-consistent equation for the gap.
8. APPLICATIONS OF THE QUASICLASSICAL EQUATIONS TO PROXIMITY-COUPLED SYSTEMS
We shall conclude our discussion of the quasiclassical theory by applying the equations that we have derived to
some simple devices incorporating normal metals in close proximity with superconductors. Since the equations of
motion in the diffusive limit are in general nonlinear, solving them usually requires numerical techniques, except in
the limit of large resistances between the superconductor and the normal metal, where the Usadel equation can be
linearized. We shall restrict ourselves to one-dimensional examples; these are the ones discussed most in the literature.
A. Proximity-coupled wire
We start with the simplest possible device, a one-dimensional normal-metal wire of length L connected on one end
to a superconducting reservoir and at the other end to a normal metal reservoir. For definitiveness, let us take the
superconducting reservoir to be at x = 0 and the normal-metal reservoir at x = L, and let us consider first the case
of a perfect SN interface, so that the interface barrier resistance parameter r = 0. In this geometry, there can be
no supercurrent, so that Q (or alternatively, js) is zero. Furthermore, we can take the phase χ to be zero in the
superconducting reservoir without loss of generality, and we note again that ∆ = 0 in the normal metal. Under these
conditions, only M00 and M33 are non-zero in Eqns.(6.34), which now read
M00(∂~RhL) = K1, (8.1a)
and
M33(∂~RhT ) = K2, (8.1b)
where K1 and K2 are constants of integration. On integrating these equations from x = 0 to x = L, we obtain
hL(x = L)− hL(x = 0) = K1
∫ L
0
1
M00
dx, (8.2a)
hT (x = L)− hT (x = 0) = K2
∫ L
0
1
M33
dx. (8.2b)
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To calculate the conductance of the normal-metal wire in the linear approximation, we apply a small voltage V on
the normal-metal reservoir, keeping the superconducting reservoir at V = 0. If we consider the second equation,
hT (x = 0) = 0, and expanding hT (x = L) in a Taylor’s expansion to first order, we obtain from Eqn.(8.2b)
K2 =
eV
2kBT cosh
2
(
E
2kBT
)
[∫ L
0
1
M33(E, x)
dx
]−1
. (8.3)
The electric current in the linear response regime can then be obtained from Eqn.(6.35)
j =
N0e
2V D
2kBT
∫
dE
1
cosh2(E/2kBT )
[∫ L
0
1
M33(E, x)
dx
]−1
(8.4)
There are two differences between this equation and the equivalent equation for a normal metal in the classical regime
(Eqn.(1.10a) that we derived earlier. First, the equation above involves an integral over energy and position. One
can define a energy and position dependent electrical diffusion coefficient
D3(E, x) = DM33(E, x) (8.5)
instead of the constant diffusion coefficient D for Eqn(1.10a). Second, the current in Eqn.(8.4) does not involve
temperature differentials. Indeed, if one assumes that the superconducting reservoir is at a temperature T , and the
normal reservoir at a temperature T+∆T , and expand hT (x = L) to first order in ∆T , the terms involving ∆T cancel,
so that there is no term proportional to ∆T . As a consequence, thermoelectric phenomena cannot be described using
the quasiclassical equations, and an extension to the theory is required to take them into account.52
From Eqn.(8.4), one can define a spectral or energy dependent conductance of the wire
G(E) = GN
[∫ L
0
1
M33(E, x)
dx
]−1
, (8.6)
where GN is the normal state conductance of the wire. The total conductance is then
G =
∫
dE
G(E)
2kBT cosh
2(E/2kBT )
(8.7)
FIG. 4: Spectral conductance G(E) of a one-dimensional wire of length L as a function of energy E, normalized to the
correlation energy Ec. The barrier interface parameter r=0, and the gap is set to be ∆ = 1000Ec.
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Figure 4 shows the results of a numerical calculation of G(E)/GN as a function of the normalized energy E/Ec. The
normalization factor Ec = D/L
2 is called the correlation energy or Thouless energy (from the theory of disordered
metals, where it also occurs),32 and is dependent on the length L of the wire. At high energies, G(E) approaches
its normal state value, as expected. As the energy is lowered, the conductance increases, as might be expected in
a proximity-coupled normal metal. However, instead of continually increasing as the energy is reduced, it reaches
a maximum of around 1.15 GN at an energy of E ≃ 5Ec, and then decreases, reaching its normal state value at
E = 0. This nonmonotonic behavior of the conductance is called reentrance, and has been observed in experiments
by a number of groups.33 It should be emphasized that the relevant energy scale where the maximum in conductance
is observed is set not by the gap ∆ of the superconductor, but by Ec, which itself depends inversely on the square
of the length of the sample L. Hence in very long or macroscopic samples, the energy (and correspondingly, the
temperature) at which the minimum would occur is far below the experimentally accessible range, and one regains
the monotonic behavior expected from the simple Ginzburg-Landau theory of de Gennes.34
The temperature dependent conductance G(T ) can be obtained from G(E) using Eqn.(8.7); the result of this
calculation, plotted in terms of the normalized resistance R(T )/Rn, is shown in Fig. 5. In obtaining this plot, we
have used a value of ∆ = 32Ec, corresponding to a weak-coupling transition temperature of Tc = 1.764∆/kB, typical
parameters for Al films. We have also assumed that the gap is temperature dependent. Like G(E), R(T ) is also
non-monotonic, with a minimum at some intermediate temperature. We would expect the minimum in R(T ) to be
around T ≃ 5Ec/kB, based on the behavior of G(E). However, the temperature dependence of the superconducting
gap modifies this behavior, so that the minimum in resistance occurs at a somewhat higher temperature when the
interface between the normal metal and the superconductor is perfect. Figure 5 shows additional curves corresponding
to progressively increasing values of the interface barrier parameter r. Increasing the resistance of the NS interface
decreases the leakage of superconducting correlations from the superconductor into the normal metal, and consequently
results in a smaller increase in the conductance of the proximity-coupled normal metal. In addition, the temperature
Tmin at which the minimum in resistance occurs is also shifted down.
FIG. 5: Temperature dependent resistance R(T ) normalized to the normal state resistance RN , as a function of the temperature
T normalized to Ec, for different values of the interface resistance parameter r. The gap is set to be ∆ = 32Ec.
From Eqn.(6.38), the normalized density of states N(E) can be expressed in terms of θ as
N(E) = cosh (ℜ(θ)) cos (ℑ(θ)) . (8.8)
Figure 6 shows the density of states as a function of energy and position along the wire of length L. There is a
proximity-induced decrease of N(E) near the superconducting reservoir. In fact, at the NS interface, there is a
divergence in N(E) at the gap energy, and it goes to zero at E = 0, just as one would expect for a superconductor.
However, unlike a superconductor, it is not strictly zero for E < ∆, but still has a finite amplitude. As one moves
away from the NS interface into the proximity-coupled normal wire, both the amplitude of this effective gap and the
divergence are smoothly reduced, so that at the normal reservoir, one recovers the normal density of states. This
position dependent variation of the density of states has been observed in experiments.35
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FIG. 6: Density of state N(E,X) normalized to the normal state density of states N0 for a one dimensional wire of length L,
as a function of E/Ec and position x along the wire. The superconducting reservoir is at x = 1.0, and the normal reservoir is
at x = 0. The density of states is suppressed at low energies near the superconducting reservoir.
In our analysis above of the proximity effect in a normal metal coupled to a superconductor, we have ignored the
effects of electron decoherence on the proximity correction. Phase coherence is essential to observing the proximity
effect; if the phase coherence length Lφ is less than the length of the sample L, a finite spatial cutoff of the proximity
effect is introduced. Phenomenologically, this can be taken into account by saying that the length of the wire is now
Lφ instead of L. Since Lφ is typically of the order of a few microns even at low temperatures, this sets the dimensions
of the samples that are required to observe this mesoscopic proximity effect.
While Lφ sets the upper cutoff for observing the proximity effect, a second relevant length scale for the problem
can be obtained by considering the length at which Ec is equal to kBT . This length is
LT =
√
h¯D
kBT
, (8.9)
where LT is called variously the thermal diffusion length or the Thouless length, again from the theory of disordered
metals, where it also occurs.32 (We put in here explicitly the factor of h¯.) In fact, here it is simply the diffusive form
of the superconducting coherence length in the normal metal, familar from the de Gennes/Ginzburg-Landau theory
of the proximity effect,34 which in the clean limit is given by
ξN =
h¯vF
kBT
. (8.10)
At low temperatures, when LT is longer than L, the superconducting correlations induced in the normal metal extend
throughout its length. At higher temperatures, they are restricted to a region of length LT near the superconductor.
LT is also on the order of a few microns in typical metallic samples in accessible temperature regimes, so it also sets
a limit on the dimensions of the samples in which one can see a proximity effect.
To calculate the thermal conductance of the wire, we proceed from Eqn.(8.2a). We now consider a small temperature
differential ∆T applied across the wire. Expanding hL in a first-order Taylor’s expansion, as we did for hT , we obtain
K1 = − E∆T
2kBT 2 cosh
2
(
E
2kBT
)
[∫ L
0
1
M00(E, x)
dx.
]−1
(8.11)
We then obtain from Eqn.(6.36)
jth = −N0D∆T
2kBT 2
∫
dE
E2
cosh2(E/2kBT )
[∫ L
0
1
M00(E, x)
dx
]−1
(8.12)
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As with the electrical conductance, we can define a thermal diffusion coefficient
D0(E, x) = DM00(E, x), (8.13)
and a spectral thermal conductance
Gth(E) = GthN
[∫ L
0
1
M00(E, x)
dx
]−1
, (8.14)
where GthN is related to the normal state electrical conductance by Eqn.(1.17)
GthN = GN
π2
3
k2B
e2
T. (8.15)
Finally, the thermal conductance itself is given by an integral over energy
Gth =
3
π2
1
2(kBT )3
∫
dE
E2Gth(E)
cosh2(E/2kBT )
. (8.16)
Of course, as noted by Andreev,36 the thermal conductance of a normal metal wire sandwiched between a normal-metal
reservoir on one end and a superconducting reservoir on the other end must vanish, since the superconductor acts as
a thermal insulator, so that no thermal current can flow through the device as a whole. However, one may consider a
normal-metal wire with the superconducting reservoir connected off to one side, so that it does not block the flow of
thermal current through the proximity-coupled wire. One may then consider the thermal conductance of the normal
metal wire itself. Figure 7 shows the thermal conductance of this geometry, as a function of temperature, for different
transmissivities of the interface barrier. The thermal conductance shows a monotonic decrease as T is lowered below
Tc, although there are no distinct features at any particular temperature, unlike for the electrical conductance. In a
superconductor, the exponential decrease in the thermal conductivity is associated with the opening of the gap in the
quasiparticle density of states, since it is the quasiparticles that carry the thermal current. Noting the decrease in the
density of states in the proximity-coupled normal metal wire, shown in Fig. 6, it is not surprising that this system
will also show a decrease in the thermal conductance. The thermal conductance of the wire is strongly dependent
on the transmission of the NS interface, characterized by the parameter r, and approaches the normal state thermal
conductance as r increases.
FIG. 7: Thermal conductance Gth of a normal wire connected to a superconducting reservoir on one end, and a normal metal
reservoir on the other, as a function of the normalized temperature T , for a number of different values of the interface barrier
parameter r. The gap is set to be ∆ = 32Ec, corresponding to a transition temperature of T = 18.14Ec.
We note here again that, in our current approximation, a small voltage drop across the S/n-wire/N device will
not result in a contribute to a thermal current through the system, since any terms proportional to voltage in the
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expansion of hL will cancel. This is the converse of the case for the electrical current, where a small temperature drop
did not contribute to the electrical current, emphasizing again that the conventional quasiclassical approximation
cannot take into account thermoelectric effects.
B. Superconductor-metal bilayer
Instead of a normal reservoir on one side of the wire, if we consider a wire of length L connected only on one
end to a superconducting reservoir (with the other end open), then a true gap in the density of states opens up
in the proximity-coupled normal metal. The magnitude of the gap is related to Ec; hence, one can consider the
proximity-coupled normal-metal in this case as a superconductor with a gap of Ec.
If the superconductor is not a reservoir, but a thin layer itself, then one will suppress superconductivity in the
superconducting layer due to the proximity of the normal metal, an inverse proximity effect. The suppression of
superconductivity is expected to reduce the gap in the superconductor. It is an interesting exercise to calculate the
transition temperature of the bilayer in the quasiclassical approximation. We shall loosely follow here the treatment
given by Martinis et al.37 and Gue´ron.38
Let the thickness of the superconductor be tS , and the thickness of the normal metal tN . We take the origin, x = 0,
at the NS interface, and the superconductor extends from x = −tS to x = 0, and the normal metal from x = 0 to
x = tN . Near the transition, the order parameter in the superconductor is small, so we may the small θ limit of
Eqn.(7.6b). Since the phase is not important in this problem, we take χ = 0. The resulting equation is
D∂2xθ + 2Eiθ − 2i∆ = 0, (8.17)
where we have assumed that the gauge is chosen so that ∆ is real. Let us assume that θ at x = 0 in the superconductor
is θ0S , and that variations of θ about this mean value are small. Under these conditions, we can also assume that the
gap ∆ in the superconductor is uniform. We can then expand θS to second order in x
θS = θ0S + ax+ bx
2. (8.18)
Now, at x = −tS , (and also at x = tN ), we have a vacuum interface, where ∂xθ = 0. Hence a = 2btS, and from the
differential equation (8.17) taken at x = 0, b = (i/D)(∆− Eθ0S), so that
θS = θ0S +
i
D
(∆− Eθ0S)(2tSx+ x2). (8.19)
Similarly
θN = θ0N +
i
D
Eθ0N (2tNx− x2). (8.20)
From the boundary condition Eqn.(7.13b), we have the two equations
2irtS
D
(∆− Eθ0S) = θ0N − θ0S , (8.21a)
2irtN
D
Eθ0N = θ0N − θ0S . (8.21b)
Solving this pair of equations for θ0S , we have
θ0S =
∆
E
D2tS(tS + tN ) + 4r
2t2N t
2
S − 2irDt2n
D2(ts + tN)2 + 4r2t2St
2
N
. (8.22)
Putting this into Eqn.(7.19) for the gap, with T = Tc, and with the approximation that sinh(θ) ≃ θ, we obtain
1 = N0
λ
2
∫
dE
E
tanh(E/2kBTc)
[
1− tN (tS + tN )
(tS + tN )2 + (4r2/D2)t2St
2
N
]
. (8.23)
The first term in the square brackets gives the bare transition temperature Tc0 of the superconducting film, and the
second term corresponds to the corrections associated with the inverse proximity effect. For a perfect interface, with
r = 0, the suppression of Tc is directly proportional to the normal fraction of the bilayer, and Tc → 0 as tN increases.
For a highly resisitive barrier (r → ∞), the second term in the square brackets goes to zero, so that there is little
effect of the normal metal film on Tc of the superconducting film, as expected.
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C. The SNS junction and Andreev interferometers
As our final example of the application of the quasiclassical equations of superconductivity, we consider the case
of a dirty SNS junction. The model we consider is a normal metal wire of length L sandwiched between two su-
perconducting reservoirs. As is well known, the application of a phase difference between the two superconducting
reservoirs will result in the flow of a supercurrent through the normal wire. The phase difference can be applied, for
example, by connecting one of the superconducting reservoirs to the other, thereby forming a loop with two different
arms, one superconducting and one normal. This configuration is commonly called an Andreev interferometer. The
phase between the two superconducting reservoirs can be varied by applying an Aharonov-Bohm type magnetic flux
through the area of the loop; in this respect, we put together all contributions in the gauge-invariant phase χ. Due to
the single-valued nature of the wave functions, a phase factor of 2πΦ/Φ0 is picked up in going aroung the loop, where
Φ is the magnetic flux threading the Andreev interferometer, and Φ0 = h/2e is the superconducting flux quantum.
In a superconductor, the supercurrent IS that is generated is directly proportional to the phase gradient; if IS is
small compared to the critical current Ic, the phase dropped across the superconductor will be small. Since Ic of
the superconducting part of the Andreev interferometer is so much greater than the critical current of the proximity
coupled normal-metal wire, most of the phase change will occur across the length L of the normal metal wire.
This fact allows us to map the Andreev interferometer that is coupled with an Aharonov-Bohm flux Φ to a SNS
system with a phase difference φ = 2πΦ/Φ0 across it. In terms of our model, we consider the superconductors
to be reservoir; this means applying a boundary condition for the gauge-invariant phase χ at the superconducting
reservoirs. For our purposes, we apply this boundary condition anti-symmetrically, with a phase χL = −πΦ/Φ0 at
the superconducting reservoir at x = 0, and χR = πΦ/Φ0 at the superconducting reservoir at x = L. We then must
solve Eqns.(7.6) in the normal-metal wire for θ and χ, with ∆ = 0, subject to the boundary condition for χ noted
above, and the boundary condition θ = θS0 (where θS0 is given by Eqn.(7.11)) at both x = 0 and x = L. In general,
both θ and χ are complex functions of x and E, and the solution of Eqns.(7.6) must be done numerically.
FIG. 8: (a) Spectral supercurrent Q in a normal wire between two superconducting reservoirs, as a function of the normalized
energy E/Ec, for different values of the phase difference φ between the superconducting reservoirs. (b) Geometry of an Andreev
interferometer, essentially a cross with one arm connected to superconducting reservoirs, and the other arm connected to normal
reservoirs.
Following Yip,39 we consider first the supercurrent Q, given by Eqn.(7.9). Some insight into the contributions to
js can be gained by looking again at the case of a bulk superconductor. From Eqn.(6.46), the major contribution
to js comes from energies near the gap. For a long proximity wire with Ec < ∆, however, the major contribution
comes from energies of order Ec. Figure 8(a) shows a plot of Q as a function of energy for various values of the
phase difference φ between the two superconducting reservoirs, for the case of a perfectly transparent interface, and
∆ = 32Ec. Of course, for zero phase difference, the supercurrent vanishes. As φ is increased from zero, there is a peak
in Q(E) at E ≃ 6Ec. This peak moves down in energy as φ increases. At larger values of E, Q becomes negative.
For shorter wires, this region of negative Q is less prominent. The total supercurrent is given by the second term in
Eqn.(6.35)
Js = eN0D
∫
dE Q(E)hL(E), (8.24)
and therefore depends also on the distribution of quasiparticles. Any change in this distribution will affect the
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supercurrent. For example, the distribution can be changed by increasing the temperature, which has the result of
decreasing the supercurrent. As we demonstrated in the introduction, a non-equilibrium quasiparticle distribution
can also be generated by injecting a normal current into the proximity wire in the SNS geometry by attaching
two additional leads to the center of the normal wire, forming a normal cross, with two of the wires attached to
superconducting reservoirs, and the two other wires attached to normal reservoirs, as shown in Fig. 8(b). The current
in the SNS junction is then a function of the current injected between the normal reservoirs, and the supercurrent
can even change sign depending on magnitude of the injected normal current.39,40 This effect has been observed in
recent experiments.41
Due to long-range phase coherence, the Green’s function in the arms of the cross attached to the normal reservoirs
will also depend on the phase difference between the two superconducting reservoirs in the structure shown in Fig. 8(b).
Consequently, the electrical conductance measured between the two normal reservoirs will also be a periodic function
of the phase difference between the two superconducting reservoirs. Experimentally, the conductance of such Andreev
interferometers have been found to oscillate periodically with an applied external flux, with a fundamental period of
φ0 = h/2e.
42,43,44 Similar oscillations are also expected in the thermal conductance as well. Periodic oscillations are
also observed in the thermopower of Andreev interferometers,45 although these thermopower oscillations cannot be
described within the framework of the current quasiclassical theory.
9. SUMMARY
The quasiclassical theory of superconductivity has proved to be a powerful tool for the quantitative description of
long-range phase coherent phenomena in diffusive proximity coupled systems. As we have shown, the linear electrical
and thermal conductance of complicated devices incorporating normal and superconducting elements can be calculated
in principle, although the solutions frequently involve numerical techniques. Extension to the nonlinear regime, with
finite voltages across the normal reservoirs, is also conceptually straightforward, although numerically challenging.
Application of finite voltages to the superconducting elements is trickier, as it involves time dependent evolution of
the phase, and is only beginning to be examined theoretically. Finally, the quasiclassical theory for diffusive systems,
in its present form, does not deal at all with thermoelectric phenomena. Extensions to incorporate thermoelectric
effects in the theoretical framework have been attempted,46 but still require further work to be complete.
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