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Abstract
Sufficient conditions for existence of minimal uniform trajectory attractors and uniform global attractors
of non-autonomous evolution equations in Banach spaces are obtained. It is not assumed that the symbol
space of an equation is a compact metric space and that the family of trajectory spaces corresponding to this
symbol space is translation-coordinated or closed in any sense. Using these results, existence of minimal
uniform trajectory attractors and uniform global attractors for weak solutions of the boundary value problem
for motion equations of an incompressible viscoelastic medium with the Jeffreys constitutive law is shown.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
The study of attractors occupies an important place in the modern mathematical methods of
natural sciences. Attractors for systems of differential equations or for dynamical systems are the
sets to which the solutions of an equation or trajectories of a system are eventually attracted. As
a rule, to the condition of attraction one adds the conditions of strict invariance, minimality and
compactness.
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D.A. Vorotnikov, V.G. Zvyagin / J. Math. Anal. Appl. 325 (2007) 438–458 439O.A. Ladyzenskaya [8] proposed to investigate attractors as the basic object of the turbulence
theory for evolution systems with dissipation and for equations of hydrodynamics, in particular.
In that work she also proved existence and investigated properties of the global attractor for
the two-dimensional autonomous Navier–Stokes system. The further study of this attractor was
carried out by various authors (see [1,14]).
Recently there appeared a lot of works on the attractors of non-autonomous equations and
dynamical systems (see [2,4,6]). The uniform attractors of non-autonomous two-dimensional
Navier–Stokes system were constructed and investigated (see [9]). Research of the three-
dimensional case was restricted by the difficulty that in this case existence of global in time
strong solutions for the basic initial-boundary value problem and uniqueness of weak solutions
of this problem are not proved till now. In this connection there was developed the theory of
trajectory attractors (see, e.g., [4,15]), which allows to construct a global attractor for various
evolution equations without uniqueness of solutions of the corresponding Cauchy problem. In
particular, there was proved existence of uniform trajectory attractors and uniform global attrac-
tors for weak solutions of the three-dimensional Navier–Stokes system.
However, it turned out that this theory cannot be directly applied for the following boundary
value problem for the motion equations of a viscoelastic medium with the Jeffreys constitutive
law:
∂u
∂t
+
n∑
i=1
ui
∂u
∂xi
+ gradp = Divσ + f, (0.1)
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(
∂σ
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= 2η
(
E + λ2
(
∂E
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+
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ui
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, (0.2)
divu = 0, (0.3)
u|∂Ω = 0. (0.4)
Here Ω is an arbitrary bounded domain in Rn (n = 2,3), u is an unknown vector of velocity of
points of the medium, p is an unknown function of pressure, σ is an unknown deviator of the
stress tensor, f is the given body force (all of them depend on a point x ∈ Ω and a moment of
time t), E = E(u) = (Eij ), Eij = 12 ( ∂ui∂xj +
∂uj
∂xi
) is the strain velocity tensor, η > 0 is the viscosity
of the medium, λ1 is the relaxation time, λ2 is the retardation time, 0 < λ2 < λ1. The gradient
grad and the divergence div are taken with respect to the variable x. The divergence Div of a
tensor is the vector with the coordinates (Divσ)j = ∑ni=1 ∂σij∂xi . The density of the medium is
considered to be equal to one.
Equation (0.1) is the general motion equation in the form of Cauchy [5]. Equation (0.2) is the
Jeffreys constitutive law. This relation describes materials like solutions of polymers, bitumens,
concrete, the earth’s crust [10]. Equation (0.3) is the equation of continuity [5]. Equation (0.4) is
the non-slip condition on the boundary of the domain Ω .
The attractor of two-dimensional problem (0.1), (0.3), (0.4) with (0.2) substituted by the lin-
earized constitutive relation and with the body force f independent on time t (autonomous case)
was studied in [7].
The difficulties in application of the theory of trajectory attractors to Jeffreys’ problem (0.1)–
(0.4) come from two points which are essential in this theory. The first point is the assumption
that the family of the corresponding trajectory spaces are translation-coordinated [4]. The sec-
ond point is the requirement of constructing an attracting set which is contained in the united
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spaces is closed in some sense. But for Jeffreys’ problem the classes of existence of solutions
for the corresponding initial-boundary value problem (which are determined by a function space
and an energy inequality) generate families of trajectory spaces which are either not translation-
coordinated (and not closed in the appropriate sense) or too wide to provide the existence of an
attractor. The construction of an attracting set contained in the united trajectory space is also a
problem.
Existence of weak solutions for problem (0.1)–(0.4) for n = 2,3 is proved in [16] using the
approximating-topological method [17]. The problem of uniqueness of these solutions is open
even at n = 2.
In this paper we use a way of construction of a uniform trajectory attractor which is different
from the earlier ones. This way of proof of existence of attractors does not require the assump-
tions that the family of the corresponding trajectory spaces are translation-coordinated, that the
family of trajectory spaces is closed in any sense and that the symbol space of an equation is a
compact metric space. Construction of an attracting set contained in the united trajectory space
is not necessary. This approach allows to show existence of uniform trajectory attractors and of
uniform global attractors for wider classes of equations, in particular, at the situations when these
conditions are not fulfilled.
The plan of this paper is the following. In Section 1, we give necessary notations, most of
which are standard. In Section 2, we introduce the concept of minimal uniform trajectory attrac-
tor generalizing the concept of uniform trajectory attractor from [15] for a trajectory space of an
abstract non-autonomous evolution equation. With the help of this concept it is possible to con-
struct the uniform global attractor. We do not assume that the symbol space of the equation is a
compact metric space and that the family of trajectory spaces corresponding to this symbol space
is translation-coordinated. We do not assume also that the family of trajectory spaces is closed
in any sense. We obtain theorems, which give sufficient conditions for existence of minimal uni-
form trajectory attractors and uniform global attractors. These conditions look like existence of
an attracting set possessing some additional properties (like compactness, boundedness, semi-
invariance). Note that we do not require for such attracting set to be contained in the trajectory
space. We also prove that a uniform trajectory attractor generates a uniform global attractor.
In Section 3, we show that using the methods of [16] one can construct a solution to the initial-
boundary value problem for system (0.1)–(0.3), which satisfies a suitable energy estimate. In
Section 4, with the help of the obtained results we prove existence of minimal uniform trajectory
attractors and uniform global attractors for weak solutions of the boundary value problem (0.1)–
(0.4) for motion equations of a viscoelastic medium at n = 2,3.
1. Notations
We shall use the following notations. Most of them are standard.
Denote by Rn×n the space of matrices of the order n × n with the following scalar product:
for A = (Aij ), B = (Bij ),
(A,B)Rn×n =
n∑
i,j=1
AijBij
and by Rn×n its subspace of symmetric matrices.S
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following scalar product: for A = (A1, . . . ,An), B = (B1, . . . ,Bn),
(A,B)Rn×n×n =
n∑
i=1
(Ai,Bi)Rn×n .
The symbol ∇u stands for the Jacobi matrix of a vector function u :Ω ⊂ Rn → Rn. The
symbol ∇τ denotes the ordered collection of the Jacobi matrices of the columns of a matrix
function τ :Ω ⊂ Rn → Rn×n.
The symbol K(· , . . . , ·) stands for positive constants, depending continuously on arguments,
which will be enumerated.
Below F stands for one of the spaces Rn,Rn×n,Rn×nS , Rn×n×n.
We use the standard notations Lp(Ω,F), Wβp (Ω,F), Hβ(Ω,F) = Wβ2 (Ω,F ) (β ∈ R),
H
β
0 (Ω,F ) = ˚W β2 (Ω,F ) (β > 0) for Lebesgue and Sobolev spaces of functions with values
in F . Sometimes we shall write simply Lp instead of Lp(Ω,F), etc., if it is clear from the
context which space F is used.
Parentheses denote the following bilinear form:
(u, v) =
∫
Ω
(
u(x), v(x)
)
F
dx.
The Euclid norm in F is denoted as | · | and in L2 as ‖ · ‖. We shall also use the notation
‖v‖1 = ‖∇v‖, v ∈ H 1.
By the symbol C∞0 (Ω,F ) we denote the space of smooth functions with compact support
in Ω and with values in F .
For brevity we denote by C∞0 the space C∞0 (Ω,R
n×n
S ).
Let V = {u ∈ C∞0 (Ω,Rn), divu = 0}.
Let the symbols H , V , Vδ (δ ∈ (0,1]) denote the closures of V in L2(Ω,Rn), H 1(Ω,Rn),
Hδ(Ω,Rn), respectively.
Following [13], we identify the space H and its conjugate space H ∗. Therefore we have the
embedding
Vδ ⊂ H ≡ H ∗ ⊂ V ∗δ .
The value of a functional from H−m (m ∈ N), V ∗, V ∗δ on an element from Hm0 , V , Vδ ,
respectively, is denoted by brackets 〈·,·〉.
Since Ω is bounded, the inequality
‖v‖K0(Ω)‖v‖1, v ∈ V, (1.1)
is valid.
We consider V to be equipped with the norm ‖ · ‖1 and V ∗ to be equipped with the corre-
sponding norm of a conjugate space.
The symbols C(J ;X), Cw(J ;X), L2(J ;X), etc., denote the spaces of continuous, weakly
continuous, quadratically integrable, etc., functions on an interval J ⊂ R (which may be un-
bounded) with values in a Banach space X.
Let us remind that a pre-norm in the Fréchet space C([0,+∞);X) may be defined by the
formula
‖v‖C([0,+∞);X) =
+∞∑
2−i ‖v‖C([0,i];X)
1 + ‖v‖C([0,i];X) ,i=0
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‖v‖C((−∞,+∞);X) =
+∞∑
i=0
2−i ‖v‖C([−i,i];X)
1 + ‖v‖C([−i,i];X) .
We shall also use the space X that consists of all elements from L2,loc(0,+∞;V ∗), for which
the norm
‖φ‖X = sup
t0
‖φ‖L2(t,t+1;V ∗)
is finite.
2. Existence of attractors of non-autonomous equations
Let E and E0 be Banach spaces, E ⊂ E0. Following [3,4], we write an abstract non-
autonomous evolution differential equation in the form
u′(t) = Aσ(t)
(
u(t)
)
, u(t) ∈ E. (2.1)
Here σ is a functional parameter, which is called the time symbol of Eq. (2.1). Assume that
σ belongs to some fixed parameter set Σ , which is called the symbol space and is usually a
subset of some space of time-dependent functions. In applications, a function σ(t) consists of all
time-dependent coefficients, terms and right-hand sides of a considered equation.
We investigate attractors of solutions of Eq. (2.1) which belong to the space C([0,+∞);E0)∩
L∞(0,+∞;E).
It is supposed that the space E is reflexive. Then C([0,+∞);E0) ∩ L∞(0,+∞;E) ⊂
Cw([0,+∞);E) (see [13, Chapter III, Lemma 1.4], and also [12, p. 232] where it is shown that
without the condition of reflexivity of E there may be no such embedding). Hence, the values of
functions from C([0,+∞);E0)∩L∞(0,+∞;E) belong to E at every t  0.
Consider the translation (shift) operators T (h),h 0,
T (h)(u)(t) = u(t + h),
u ∈ C([0,+∞);E0),L∞(0,+∞;E), C((−∞,+∞);E0), L∞(−∞,+∞;E) or X .
For any fixed h  0 the operators T (h) are continuous bounded mappings of the spaces
C([0,+∞);E0), L∞(0,+∞;E), X into themselves.
Assume that for every σ ∈ Σ we have a fixed set
H+σ ⊂ C
([0,+∞);E0)∩L∞(0,+∞;E)
of solutions (strong, weak, etc.) for Eq. (2.1), defined on the positive axis t  0. The sets H+σ are
called trajectory spaces and their elements are called trajectories.
Remark 2.1. We do not assume that the semigroup T (t) acts on Σ and the family of trajectory
spaces H+σ , σ ∈ Σ is translation-coordinated, i.e., T (h)H+σ ⊂H+T (h)σ for h 0 (see [4]).
Consider the united trajectory space H+Σ =
⋃
σ∈Σ H+σ .
Definition 2.1. A set P ⊂ C([0,+∞);E0) ∩ L∞(0,+∞;E) is called uniformly (with respect
to σ ∈ Σ ) attracting (for Eq. (2.1)) if for any bounded in L∞(0,+∞;E) set B ⊂H+Σ one has
sup
u∈B
inf
v∈P
∥∥T (h)u − v∥∥
C([0,+∞);E0) h→∞−−−−→ 0.
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any bounded in L∞(0,+∞;E) set B ⊂H+Σ there is h 0 such that for all t  h,
T (t)B ⊂ P.
It is easy to see that any uniformly absorbing set is uniformly attracting.
Definition 2.3. A set P ⊂ C([0,+∞);E0)∩L∞(0,+∞;E) is called a uniform trajectory semi-
attractor (for Eq. (2.1)) if
(i) P is compact in C([0,+∞);E0) and bounded in L∞(0,+∞;E);
(ii) T (t)P ⊂ P for any t  0;
(iii) P is uniformly attracting in the sense of Definition 2.1.
Definition 2.4. A set P ⊂ C([0,+∞);E0)∩L∞(0,+∞;E) is called a uniform trajectory qua-
siattractor (for Eq. (2.1)) if it satisfies conditions (i), (iii) of Definition 2.3 and
(ii′) T (t)P ⊃ P for any t  0.
Definition 2.5. A set P ⊂ C([0,+∞);E0)∩L∞(0,+∞;E) is called a uniform (with respect to
σ ∈ Σ ) trajectory attractor (for Eq. (2.1)) if it is a uniform trajectory semiattractor and a uniform
trajectory quasiattractor (i.e. T (t)P = P ). A uniform trajectory attractor U is called minimal if
it is contained in any other uniform trajectory attractor.
Definition 2.6. A set A⊂ E is called a uniform (with respect to σ ∈ Σ ) global attractor (in E0)
for Eq. (2.1) if
(i) A is compact in E0 and bounded in E;
(ii) for any bounded in L∞(0,+∞;E) set B ⊂H+Σ the attraction property is fulfilled:
sup
u∈B
inf
v∈A
∥∥u(t)− v∥∥
E0 t→∞−−−→ 0;
(iii) A is the minimal set satisfying conditions (i) and (ii) (that is A is contained in every set
satisfying conditions (i) and (ii)).
Remark 2.2. Definition 2.6 is customary for equations without uniqueness of the corresponding
Cauchy problem (see, e.g., [15, p. 211]).
Remark 2.3. If a uniform trajectory attractor is contained in H+Σ , then it is minimal. It follows
from Lemma 2.7 (see below). Under the additional assumptions that
(a) the family of trajectory spaces is translation-coordinated and
(b) Σ is a compact metric space,
in [15] there were considered only uniform trajectory attractors (in the sense of Definition 2.5),
which are contained in H+Σ . Nevertheless, the (more general) concept of minimal uniform tra-jectory attractor used by us has many usual properties of trajectory attractors. In particular,
a minimal uniform trajectory attractor always generates a uniform global attractor (see below,
Theorem 2.2).
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(c) the family {H+σ } is closed in the sense that for any sequence of symbols σm → σ0 and for
any converging (in the topology of H+Σ , i.e., in C([0,+∞);E0) in our situation) sequence
of trajectories um ∈H+σm one has limm→+∞ um ∈H+σ0 ,
in [4] there was used a concept of uniform trajectory attractor, which is a little bit different from
our concept of minimal uniform trajectory attractor and from the concept from [15] described
above. However in the applications to the Navier–Stokes system considered in [4,15] all three
definitions give the same set.
Remark 2.5. The minimal uniform trajectory attractor and the uniform global attractor depend
on the symbol space Σ . It is easy to observe that if we have two symbol spaces Σ1 ⊂ Σ2, then
for corresponding minimal uniform trajectory attractors and uniform global attractors one has
UΣ1 ⊂ UΣ2 , AΣ1 ⊂AΣ2 .
In order to prove the sufficient conditions for existence of uniform attractors we need the
following two lemmas on properties of attracting sets.
Lemma 2.1.
(a) Let sets P1,P2 ⊂ C([0,+∞);E0) ∩ L∞(0,+∞;E) satisfy conditions (i) or (ii) of Defini-
tion 2.3. Then P1 ∩ P2 also satisfies a corresponding condition.
(b) If P1,P2 are compact in C([0,+∞);E0) and satisfy condition (iii) of Definition 2.3, then
P1 ∩ P2 also satisfies condition (iii).
Proof. Statement (a) is clear. Let us show (b). Let P1,P2 be compact in C([0,+∞);E0) and
satisfy condition (iii). We have to show that P1 ∩ P2 is a uniformly attracting set. If not, then
for some δ > 0 and some bounded in L∞(0,+∞;E) set B ⊂H+Σ there is a sequence hm → ∞
such that
sup
u∈B
inf
v∈P1∩P2
∥∥T (hm)u− v∥∥C([0,+∞);E0) > δ.
Then there are elements um ∈ B such that
inf
v∈P1∩P2
∥∥T (hm)um − v∥∥C([0,+∞);E0) > δ. (2.2)
On the other hand, since P1 and P2 are attracting sets, for any natural number k there exist a
number mk and elements v1k ∈ P1, v2k ∈ P2 such that∥∥T (hmk )umk − v1k∥∥C([0,+∞);E0) < 1k ,∥∥T (hmk )umk − v2k∥∥C([0,+∞);E0) < 1k .
Since P1 is compact in C([0,+∞);E0), without loss of generality we may assume that the
sequence v1k converges to an element v0 as k → ∞. Then sequences T (hmk )umk and v2k also
converge to v0. Thus, v0 ∈ P1 ∩ P2 and ‖T (hmk )umk − v0‖C([0,+∞);E0) k→∞−−−→ 0, which contra-
dicts (2.2). 
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(ii), (ii′) or (iii) of Definitions 2.3, 2.4. Then T (h)P also satisfies a corresponding condition for
all h 0.
Proof. The statement of the lemma concerning conditions (i), (ii), (ii′) is obvious. Let P satisfy
condition (iii), that is it is uniformly attracting. Then for any bounded in L∞(0,+∞;E) set
B ⊂H+Σ one has
sup
u∈B
inf
v∈T (h)P
∥∥T (t)u − v∥∥
C([0,+∞);E0)
= sup
u∈B
inf
v∈P
∥∥T (h)(T (t − h)u − v)∥∥
C([0,+∞);E0)

∥∥T (h)∥∥
C([0,+∞);E0)→C([0,+∞);E0) sup
u∈B
inf
v∈P
∥∥T (t − h)u− v∥∥
C([0,+∞);E0) t→∞−−−→ 0,
that is T (h)P is also uniformly attracting. 
We shall also use the following lemma on compact sets.
Lemma 2.3. Let (X,ρ) be a metric space and {Kα}α∈Ξ be a system of non-empty compact
sets in X. Assume that for any α1, α2 ∈ Ξ there is α3 ∈ Ξ such that Kα1 ∩ Kα2 = Kα3 . Then
K0 =⋂α∈Ξ Kα = ∅ and for any  > 0 there is α ∈ Ξ such that for any y ∈ Kα :
inf
x∈K0
ρ(x, y) < .
Proof. By induction one easily proves that an intersection of any finite number of sets from the
system {Kα} belongs to this system.
Consider the set
K =
{
y ∈ X
∣∣∣ inf
x∈K0
ρ(x, y) < 
}
.
It is clear that K is open and K0 ⊂ K . Note that if K = ∅, then K0 = ∅. Thus, to prove the
lemma, it suffices to find a set Kα ⊂ K in the system {Kα}.
Let α0 ∈ Ξ . Then Kα0\K is compact and {X\Kα}α∈Ξ is an open cover for Kα0\K . One can
choose its finite subcover X\Kα1 , X\Kα2, . . . ,X\Kαm . Thus, Kα0\K ⊂ X\
⋂m
i=1 Kαi . There-
fore
⋂m
i=1 Kαi ⊂ X\(Kα0\K). It implies that the set
⋂m
i=0 Kαi is contained in K , so it can be
taken as the required set Kα . 
By analogy to the concept of minimal uniform trajectory attractor it is possible to introduce
the concept of minimal uniform trajectory semiattractor as a uniform trajectory semiattractor
contained in any other uniform trajectory semiattractor. However we can prove the following
statement.
Lemma 2.4. A minimal uniform trajectory semiattractor is always a minimal uniform trajectory
attractor.
Remark 2.6. We shall prove below the inverse statement (Lemma 2.5).
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semiattractor and it is contained in any other uniform trajectory semiattractor. By Lemma 2.2,
T (h)U is a uniform trajectory semiattractor for all h  0, therefore U ⊂ T (h)U . Thus, U is a
uniform trajectory semiattractor and a uniform trajectory quasiattractor, that is it is a (minimal)
uniform trajectory attractor. 
Now we can formulate and prove the main results of this section.
Theorem 2.1. Assume that there exists a uniform trajectory semiattractor P for Eq. (2.1). Then
there exists a minimal uniform trajectory attractor U ⊂ P for Eq. (2.1).
Proof. Take in Lemma 2.3 X = C([0,+∞);E0) and let {Kα}α∈Ξ be the system of all uniform
trajectory semiattractors. Denote by U the intersection of all uniform trajectory semiattractors.
By Lemma 2.1 the intersection of any two sets from the system {Kα} belongs to this system.
Thus, for the system of semiattractors {Kα} the conditions of Lemma 2.3 hold.
Let us show that U is a trajectory semiattractor. Clearly, U satisfies conditions (i) and (ii) of
Definition 2.3. We shall show now that U satisfies condition (iii), that is it is uniformly attracting.
Fix  > 0 and a bounded in L∞(0,+∞;E) set B ⊂H+Σ . By Lemma 2.3 there is a semiattrac-
tor P such that for any v ∈ P :
inf
w∈U
‖w − v‖C([0,+∞);E0) <

2
.
Since P is an attracting set, there exists t  0 such that for h t :
sup
u∈B
inf
v∈P
∥∥T (h)u− v∥∥
C([0,+∞);E0) <

2
.
Therefore for every u ∈ B there exists v(u) ∈ P such that ‖T (h)u − v(u)‖C([0,+∞);E0) < 2 .
We have:
sup
u∈B
inf
w∈U
∥∥T (h)u −w∥∥
C([0,+∞);E0)
 sup
u∈B
(∥∥T (h)u − v(u)∥∥
C([0,+∞);E0) + infw∈U
∥∥v(u)−w∥∥
C([0,+∞);E0)
)
 
2
+ 
2
= .
Thus, U is a uniform trajectory semiattractor. It is clear that it is minimal. By Lemma 2.4,U is
a minimal uniform trajectory attractor. 
Lemma 2.5. A minimal uniform trajectory attractor is always a minimal uniform trajectory
semiattractor.
Proof. Let U be a minimal uniform trajectory attractor and let P be a uniform trajectory
semiattractor. Since the minimal uniform trajectory attractor is unique, by Theorem 2.1, U ⊂ P .
Thus, U is contained in any uniform trajectory semiattractor, so it is a minimal uniform trajectory
semiattractor. 
Consider the sections of a uniform trajectory attractor at fixed t  0: U(t) = {v(t) | v ∈ U}. It
is easy to see that these sets are contained in E (see the beginning of Section 2).
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a uniform global attractor A for Eq. (2.1) and for all t  0 one has A= U(t).
Proof. Observe first that since T (t)U = U , t  0, the set A = U(t) does not depend on t . The
set U is compact in C([0,+∞);E0) and bounded in L∞(0,+∞;E). Then its section A= U(0)
is compact in E0 and bounded in E.
Let a set B ⊂H+Σ be bounded in L∞(0,+∞;E). Since U is an attracting set,
sup
u∈B
inf
v∈U
∥∥T (h)u− v∥∥
C([0,+∞);E0) h→∞−−−−→ 0.
It yields the pointwise convergence:
sup
u∈B
inf
v∈U
∥∥(T (h)u − v)(t)∥∥
E0 h→∞−−−−→ 0, t  0.
At t = 0 we get
sup
u∈B
inf
v∈A=U(0)
∥∥u(h)− v∥∥
E0 h→∞−−−−→ 0.
It remains to show that A is contained in every set A0 which is compact in E0, bounded in E
and possesses the attraction property
sup
u∈B
inf
v∈A0
∥∥u(t)− v∥∥
E0 t→∞−−−→ 0 (2.3)
for every bounded in L∞(0,+∞;E) set B ⊂ H+Σ . Let U0 = {u ∈ U | u(t) ∈ A0 ∀t  0}. It
suffices to show that U ⊂ U0. By Lemma 2.5, U is contained in every trajectory semiattractor.
Hence, it is enough to show that U0 is a semiattractor. Since U0 ⊂ U , U0 is relatively compact in
C([0,+∞);E0) and is bounded in L∞(0,+∞;E). For any converging in C([0,+∞);E0) se-
quence {um} ⊂ U0 its limit u0 belongs to the (closed in C([0,+∞);E0)) set U . The convergence
in C([0,+∞);E0) yields the pointwise convergence: um(t) → u0(t) in E0, t  0. Since A0 is
compact in E0, u0(t) ∈ A0, t  0. Thus, U0 is closed and compact in C([0,+∞);E0). Since
T (t)U ⊂ U , one has T (t)U0 ⊂ U0 , t  0. It remains to show that U0 is a uniformly attracting set.
If not, for some δ > 0 and some bounded in L∞(0,+∞;E) set B ⊂H+Σ there exists a sequence
hm → ∞ such that
sup
u∈B
inf
v∈U0
∥∥T (hm)u− v∥∥C([0,+∞);E0) > δ.
Then there are elements um ∈ B such that
inf
v∈U0
∥∥T (hm)um − v∥∥C([0,+∞);E0) > δ. (2.4)
On the other hand, since U is a uniformly attracting set, for every natural k there exist a num-
ber mk and an element vk ∈ U such that∥∥T (hmk )umk − vk∥∥C([0,+∞);E0) < 1k .
Since U is compact in C([0,+∞);E0), without loss of generality the sequence vk converges to
an element v0 ∈ U as k → ∞. Then∥∥T (hmk )umk − v0∥∥ −−−→ 0. (2.5)C([0,+∞);E0) k→∞
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it follows that
inf
v∈A0
∥∥T (hmk )umk (t0)− v∥∥E0 k→∞−−−→ 0.
Then there is a sequence {v∗k } ⊂A0 such that∥∥T (hmk )umk (t0)− v∗k∥∥E0 k→∞−−−→ 0.
Since A0 is compact, without loss of generality v∗k converges to some element v∗. But (2.5)
gives:∥∥T (hmk )umk (t0)− v0(t0)∥∥E0 k→∞−−−→ 0.
Therefore v0(t0) = v∗ ∈A0, and we have a contradiction. 
Theorems 2.1 and 2.2 give existence of a uniform global attractor under the conditions of
Theorem 2.1. It appears that existence of a uniform global attractor may be proved also under
weaker assumptions.
Theorem 2.3. Assume that there exists a compact in C([0,+∞);E0) and bounded in
L∞(0,+∞;E) uniformly attracting set P for Eq. (2.1). Then there exists a uniform global
attractor A for Eq. (2.1).
Proof. Take in Lemma 2.3 X = C([0,+∞);E0) and let {Kα}α∈Ξ be the system of all compact
in C([0,+∞);E0) and bounded in L∞(0,+∞;E) uniformly attracting sets. Denote by U the
intersection of all such sets. By Lemma 2.1 the intersection of any two sets from the system {Kα}
belongs to this system. Thus, for system {Kα} the conditions of Lemma 2.3 hold.
Clearly, U satisfies condition (i) of Definition 2.3. As in the proof of Theorem 2.1 one shows
that U is a uniformly attracting set. By Lemma 2.2, T (h)U is a compact in C([0,+∞);E0)
and bounded in L∞(0,+∞;E) attracting set for all h 0, therefore U ⊂ T (h)U . Thus, U is a
trajectory quasiattractor.
Let us show that the set A= U(t) does not depend on t  0 and is a uniform global attractor
for Eq. (2.1).
As in the proof of Theorem 2.2 one shows that U(0) satisfies conditions (i), (ii) of Defini-
tion 2.6. Since U ⊂ T (t)U , one has U(0) ⊂ U(t) for all t  0. It remains to show that U(t) is
contained in any setA0 which satisfies conditions (i), (ii) of Definition 2.6 (in particular, in U(0)).
Denote U0 = {u ∈ U | u(t) ∈A0 ∀t  0}. It suffices to show that U ⊂ U0. Since U is contained in
every set from the system {Kα}, it is enough to show that U0 belongs to this system, that is it is a
compact in C([0,+∞);E0) and bounded in L∞(0,+∞;E) attracting set. It may be realized in
the same way as the check of the corresponding statements in the proof of Theorem 2.2. 
Remark 2.7. For facilitation of check of conditions of Theorems 2.1 and 2.3 the following simple
statement may be used.
Lemma 2.6. Let P be a relatively compact in C([0,+∞);E0) and bounded in L∞(0,+∞;E)
uniformly attracting set for Eq. (2.1). Then its closure P¯ in C([0,+∞);E0) is a compact in
C([0,+∞);E0) and bounded in L∞(0,+∞;E) uniformly attracting set. If in addition T (t)P ⊂
P for any t  0, then P¯ is a uniform trajectory semiattractor.
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for any function u ∈ P one has ‖u(t)‖E  C for t  0. Let u0 ∈ P¯ . Then in P there is a sequence
um → u0 in C([0,+∞);E0). Hence, um(t) → u0(t) in E0 for all t  0. Since ‖um(t)‖E  C
and the space E is reflexive, um(t)⇀ u0(t) weakly in E and ‖u0(t)‖E  C. Thus, P¯ is bounded
in L∞(0,+∞;E). It is easy to see that P¯ is a compact in C([0,+∞);E0) attracting set.
Let T (h)P ⊂ P for any t  0. We shall show now that T (h)P¯ ⊂ P¯ . Let u ∈ T (h)P¯ . Then
there are u0 ∈ P¯ and a sequence um ∈ P such that um → u0, u = T (h)u0. Then T (h)um →
T (h)u0 = u, that is u ∈ T (h)P ⊂ P¯ . Thus, P¯ is a semiattractor. 
Uniform trajectory attractors which are contained in H+Σ have additional properties (see also
Remark 2.3).
Lemma 2.7. Let U ⊂H+Σ be a uniform trajectory quasiattractor. Then
(a) U is contained in any compact in C([0,+∞);E0) uniformly attracting set P ;
(b) in H+Σ there is no trajectory quasiattractors different from U ;
(c) if in addition it is known that T (h)U ⊂ H+Σ for all h  0, then U is a minimal uniform
trajectory attractor.
Proof. (a) Since U ⊂ H+Σ is bounded in L∞(0,+∞;E), for any neighborhood P of the at-
tracting set P in C([0,+∞);E0) one has U ⊂ T (h)U ⊂ P at h  0 large enough. Since P is
compact in C([0,+∞);E0), it yields U ⊂ P .
(b) If U1 ⊂H+Σ is another trajectory quasiattractor, then by point (a) one has U1 ⊂ U , U ⊂ U1.
(c) By Lemma 2.2, T (h)U is a trajectory quasiattractor for all h  0. If T (h)U ⊂H+Σ , then
by point (b) T (h)U = U and U is a trajectory attractor. By point (a) it is minimal. 
Theorem 2.4. Assume that there exists a compact in C([0,+∞);E0) and bounded in
L∞(0,+∞;E) uniformly attracting set P for Eq. (2.1). Let T (h)P ⊂H+Σ for all h  0. Then
there exist a minimal uniform trajectory attractor U and a global attractor A= U(t), t  0 for
Eq. (2.1).
Proof. During the proof of Theorem 2.3 we have shown that there exists a uniform trajectory
quasiattractor U ⊂ P for Eq. (2.1) such that the set A= U(t) does not depend on t  0 and is a
uniform global attractor for Eq. (2.1). Since T (h)U ⊂ T (h)P ⊂H+Σ , by Lemma 2.7(c) the set U
is a minimal uniform trajectory attractor. 
Remark 2.8. In [15, Theorem 4.1, p. 210] this theorem was proved under additional assump-
tions that the family of trajectory spaces is translation-coordinated (see Remark 2.1) and that the
symbol space Σ is a compact metric space.
3. Weak solutions of boundary value problem for the motion equations of viscoelastic
medium
In this section we describe the weak setting of problem (0.1)–(0.4) and show that for given
initial data one can construct a weak solution to this problem, which satisfies an energy estimate,
suitable for construction of attractors.
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(0, T ) is a pair of functions (u,σ ),
u ∈ L2(0, T ;V )∩Cw
([0, T ];H ), du
dt
∈ L1
(
0, T ;V ∗),
σ ∈ L2
(
0, T ;L2
(
Ω,RN×NS
))∩Cw([0, T ];H−1(Ω,RN×NS )) (3.1)
satisfying identities
d
dt
(u,ϕ)+ (σ,∇ϕ)−
n∑
i=1
(
uiu,
∂ϕ
∂xi
)
= 〈f (t), ϕ〉, (3.2)
(σ,Φ)+ λ1 d
dt
(σ,Φ)− λ1
n∑
i=1
(
uiσ,
∂Φ
∂xi
)
= −2η(u,DivΦ)− 2ηλ2
(
d
dt
(u,DivΦ)+
n∑
i=1
(
uiE(u), ∂Φ
∂xi
))
(3.3)
for all ϕ ∈ V and Φ ∈ C∞0 in the sense of distributions on (0, T ).
Let us introduce the notations
μ1 = ηλ2
λ1
, μ2 = η −μ1
λ1
, τ = σ − 2μ1E . (3.4)
With the help of these notations we can rewrite (3.3) and (3.2) in the following form:
d
dt
(τ,Φ)+ 1
λ1
(τ,Φ)−
n∑
i=1
(
uiτ,
∂Φ
∂xi
)
+ 2μ2(u,DivΦ) = 0, (3.5)
d
dt
(u,ϕ)−
n∑
i=1
(
uiu,
∂ϕ
∂xi
)
+μ1(∇u,∇ϕ)+ (τ,∇ϕ) =
〈
f (t), ϕ
〉 (3.6)
for all ϕ ∈ V and Φ ∈ C∞0 .
For research of attractors for weak solutions of problem (0.1)–(0.4) it appears to be convenient
to pass to the variables (u, τ ) and to investigate attractors of problem (3.5)–(3.6).
Now we state a theorem of existence of solutions for these problems.
Theorem 3.1. Let f ∈ X . Given a ∈ H, τ0 ∈ L2(Ω,Rn×nS ), there is a pair of functions (u, τ )
which
(i) belongs to the class
u ∈ L2(0, T ;V )∩L∞(0, T ;H)∩Cw
([0, T ];H ),
u′ ∈ L4/3
(
0, T ;V ∗),
τ ∈ L∞(0, T ;L2)∩Cw
([0, T ];L2), τ ′ ∈ L2(0, T ;H−2); (3.7)
(ii) satisfies the initial condition
u|t=0 = a, τ |t=0 = τ0; (3.8)
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(iv) satisfies the energy inequality:
1
2
‖u‖2L∞(t,t+1;H) +
1
4μ2
‖τ‖2L∞(t,t+1;L2) +
μ1
2
‖u‖2L2(t,t+1;V )
 e−2γ t
(
‖a‖2 + 1
2μ2
‖τ0‖2
)
+ 2e
4γ + e2γ − 1
2μ1(e2γ − 1) ‖f ‖
2
X (3.9)
for t ∈ [0, T − 1]. Here γ = min( 1
λ1
,
μ1
2K0(Ω)2
), where K0 is the constant from inequal-
ity (1.1).
Remark 3.1. It is clear that under the conditions of Theorem 3.1 the pair (u,σ ), σ = τ +2μ1E(u)
is a weak solution of problem (0.1)–(0.4) in the sense of Definition 3.1.
For the proof of the theorem, consider an auxiliary problem:
d
dt
(τ,Φ)+ 1
λ1
(τ,Φ)−
n∑
i=1
(
uiτ
1 + 1
m
( |τ |2
2μ2 + |u|2
) , ∂Φ
∂xi
)
+ 2μ2(u,DivΦ)+ 1
kλ1
(∇τ,∇Φ) = 0, (3.10)
d
dt
(u,ϕ)−
n∑
i=0
(
uiu
1 + 1
m
( |τ |2
2μ2 + |u|2
) , ∂ϕ
∂xi
)
+μ1(∇u,∇ϕ)+ (τ,∇ϕ) = 〈f,ϕ〉 (3.11)
for all ϕ ∈ V , Φ ∈ H 10 and a.e. t ∈ (0, T ) with initial condition (3.8). Natural numbers m,k are
parameters.
Below we need two auxiliary statements.
Lemma 3.1. (The proof may be found in [16].) For u ∈ V, τ ∈ H 10 the following identities take
place:
(τ,∇u)+ (u,Div τ) = 0, (3.12)
n∑
i=1
(
uiu
1 + 1
m
( |τ |2
2μ2 + |u|2
) , ∂u
∂xi
)
+ 1
2μ2
n∑
i=1
(
uiτ
1 + 1
m
( |τ |2
2μ2 + |u|2
) , ∂τ
∂xi
)
= 0. (3.13)
Lemma 3.2. Let f ∈ X . Assume that a pair (u, τ ) (where u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H),
τ ∈ L∞(0, T ;L2)) satisfies either identities (3.10), (3.11) or identities (3.5), (3.6) a.e. on (0, T )
for all ϕ ∈ V and Φ ∈ C∞0 . Then for all t ∈ [0, T ] the following estimate is valid:
‖u′‖L4/3(t,T ;V ∗) + ‖τ ′‖L2(t,T ;H−2)
K1
(‖u‖L∞(t,T ;H),‖u‖L2(t,T ;V ),‖τ‖L∞(t,T ;L2),‖f ‖X , T − t,Ω). (3.14)
Proof. Let a pair (u, τ ) from the class u ∈ L2(0, T ;V )∩L∞(0, T ;H), τ ∈ L∞(0, T ;L2) satisfy
identities (3.10), (3.11) a.e. on (0, T ) for all ϕ ∈ V and Φ ∈ C∞0 . From inequalities∥∥u(t)∥∥
L4
 21/4
∥∥u(t)∥∥ 12 ∥∥u(t)∥∥ 121 , n = 2,∥∥u(t)∥∥  21/2∥∥u(t)∥∥ 14 ∥∥u(t)∥∥ 34 , n = 3
L4 1
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L4
K(Ω)
∥∥u(t)∥∥ 14 ∥∥u(t)∥∥ 341 , n = 2,3,
and
‖u‖L8/3(t,T ;L4) K(Ω)‖u‖
1
4
L∞(t,T ;H)‖u‖
3
4
L2(t,T ;V ).
We have from (3.11)∥∥〈u′, ϕ〉∥∥
L4/3(t,T )
=
∥∥∥∥ ddt (u,ϕ)
∥∥∥∥
L4/3(t,T )

n∑
i=1
∥∥∥∥
(
uiu
1 + 1
m
( |τ |2
2μ2 + |u|2
) , ∂ϕ
∂xi
)∥∥∥∥
L4/3(t,T )
+ ∥∥μ1(∇u,∇ϕ)∥∥L4/3(t,T ) + ∥∥(τ,∇ϕ)∥∥L4/3(t,T ) + ∥∥〈f,ϕ〉∥∥L4/3(t,T ).
Applying Hölder’s inequality and the inequality 1/(1 + 1
m
(
|τ |2
2μ2 + |u|2))  1 we get that the
right-hand side does not exceed
‖ϕ‖V
(‖u‖2L8/3(t,T ;L4) +μ1‖u‖L4/3(t,T ;V ) + ‖τ‖L4/3(t,T ;L2) + ‖f ‖L4/3(t,T ;V ∗))
 ‖ϕ‖VK
(‖u‖L∞(t,T ;L2),‖u‖L2(t,T ;V ),‖τ‖L∞(t,T ;L2),‖f ‖X , T − t,Ω),
and it gives the estimate of the first term in the left-hand side of (3.14).
Taking into account the embedding H 20 ⊂ W 14 for n = 2,3, from (3.10) we obtain the estimate
of the second term in the left-hand side of (3.14):∥∥〈τ ′,Φ〉∥∥
L2(t,T )
=
∥∥∥∥ ddt (τ,Φ)
∥∥∥∥
L2(t,T )

∥∥∥∥ 1λ1 (τ,Φ)
∥∥∥∥
L2(t,T )
+ 1
kλ1
∥∥(τ,Φ)∥∥
L2(t,T )
+
∥∥∥∥∥
n∑
i=1
(
uiτ
1 + 1
m
( |τ |2
2μ2 + |u|2
) , ∂Φ
∂xi
)∥∥∥∥∥
L2(t,T )
+ ∥∥2μ2(u,DivΦ)∥∥L2(t,T )
 1
λ1
‖τ‖L2(t,T ;L2)‖Φ‖L2 +
1
kλ1
‖Φ‖H 20 ‖τ‖L2(t,T ;L2)
+ ‖u‖L2(t,T ;L4)‖τ‖L∞(t,T ;L2)
∥∥∥∥∂Φ∂xi
∥∥∥∥
L4
+ 2μ2‖u‖L2(t,T ;L2)‖DivΦ‖L2
 ‖Φ‖H 20 K
(‖u‖L∞(t,T ;L2),‖u‖L2(t,T ;V ),‖τ‖L∞(t,T ;L2), T − t,Ω).
If (u, τ ) satisfies identities (3.5), (3.6) instead of (3.10), (3.11), then the proof of (3.14) is
carried out in the same way. 
Now we are ready to turn to the proof of Theorem 3.1.
In [16, Theorem 3.2] it was proved that there exist solutions (um,k, τm,k) (where m,k are
natural parameters in (3.10), (3.11)) of problem (3.10), (3.11), (3.8) in the class
um,k ∈ L2(0, T ;V ), dum,k
dt
∈ L2
(
0, T ;V ∗)
τm,k ∈ L2
(
0, T ;H 10
)
,
dτm,k ∈ L2
(
0, T ;H−1).dt
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Taking into account (3.12) and (3.13), we get:
1
2
d
dt
(um,k, um,k)+ 14μ2
d
dt
(τm,k, τm,k)+μ1(∇um,k,∇um,k)
+ 1
2λ1μ2
(τm,k, τm,k)+ 12kλ1μ2 (∇τm,k,∇τm,k) = 〈f,um,k〉. (3.15)
Let u¯m,k(t) = eγ tum,k(t), τ¯m,k(t) = eγ t τm,k(t) where t ∈ [0, T ]. We have from (3.15):
1
2
d
dt
e−2γ t‖u¯m,k‖2 + 14μ2
d
dt
e−2γ t‖τ¯m,k‖2
+μ1e−2γ t‖u¯m,k‖21 +
1
2λ1μ2
e−2γ t‖τ¯m,k‖2 + 12kλ1μ2 e
−2γ t‖τ¯m,k‖21
= 〈f (t), e−γ t u¯m,k 〉.
Applying the formula of derivative of a product and multiplying by e2γ t we obtain
1
2
d
dt
‖u¯m,k‖2 − γ ‖u¯m,k‖2 + 14μ2
d
dt
‖τ¯m,k‖2 − γ2μ2 ‖τ¯m,k‖
2 +μ1‖u¯m,k‖21
+ 1
2λ1μ2
‖τ¯m,k‖2 + 12kλ1μ2 ‖τ¯m,k‖
2
1 =
〈
eγ tf, u¯m,k
〉
. (3.16)
Since ‖u¯m,k‖K0(Ω)‖u¯m,k‖1, from (3.16) it follows that
1
2
d
dt
‖u¯m,k‖2 + 14μ2
d
dt
‖τ¯m,k‖2 + μ12 ‖u¯m,k‖
2
1  eγ t
∥∥f (t)∥∥
V ∗‖u¯m,k‖1.
Applying Cauchy’s inequality we get
1
2
d
dt
‖u¯m,k‖2 + 14μ2
d
dt
‖τ¯m,k‖2 + μ12 ‖u¯m,k‖
2
1 
e2γ t
2μ1
‖f ‖2V ∗ +
μ1
2
‖u¯m,k‖21,
that is
1
2
d
dt
‖u¯m,k‖2 + 14μ2
d
dt
‖τ¯m,k‖2  e
2γ t
2μ1
∥∥f (t)∥∥2
V ∗ .
Integrating from 0 to t we obtain
1
2
‖u¯m,k‖2 + 14μ2 ‖τ¯m,k‖
2  1
2
‖a‖2 + 1
4μ2
‖τ0‖2 + 12μ1
t∫
0
e2γ s
∥∥f (s)∥∥2
V ∗ ds.
Using the following simple inequality (see the proof in Appendix A)
t∫
0
asφ(s) ds  a
t+2
a − 1 sups∈[0,t−1]
s+1∫
s
∣∣φ(ζ )∣∣dζ, (3.17)
where a > 1 and φ(s) is a scalar function, we get:
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2
∥∥eγ tum,k∥∥2 + 14μ2
∥∥eγ t τm,k∥∥2
 1
2
‖a‖2 + 1
4μ2
‖τ0‖2 + e
2γ (t+2)
2μ1(e2γ − 1) sups∈[0,t−1]
s+1∫
s
∥∥f (ζ )∥∥2
V ∗ dζ.
Multiplying by 2e−2γ t and taking the maximum along the interval (t, t + 1) we conclude
max
s∈(t,t+1)
∥∥um,k(s)∥∥2 + 12μ2 maxs∈(t,t+1)
∥∥τm,k(s)∥∥2
 e−2γ t
(
‖a‖2 + 1
2μ2
‖τ0‖2
)
+ e
4γ
μ1(e2γ − 1)‖f ‖
2
X . (3.18)
Applying to the right-hand side of (3.15) Cauchy’s inequality we get:
1
2
d
dt
‖um,k‖2 + 14μ2
d
dt
‖τm,k‖2 +μ1‖um,k‖21 +
1
2λ1μ2
‖τm,k‖2
+ 1
2kλ1μ2
‖τm,k‖21 
1
2μ1
‖f ‖2V ∗ +
μ1
2
‖um,k‖21.
Hence,
1
2
d
dt
‖um,k‖2 + 14μ2
d
dt
‖τm,k‖2 + μ12 ‖um,k‖
2
1 +
1
2kλ1μ2
‖τm,k‖21 
1
2μ1
∥∥f (t)∥∥2
V ∗ .
Integrating from t to t + 1 we obtain
1
2
∥∥um,k(t + 1)∥∥2 − 12
∥∥um,k(t)∥∥2 + 14μ2
∥∥τm,k(t + 1)∥∥2 − 14μ2
∥∥τm,k(t)∥∥2
+ μ1
2
t+1∫
t
∥∥um,k(s)∥∥21 ds + 12kλ1μ2
t+1∫
t
∥∥τm,k(s)∥∥21 ds  12μ1 ‖f ‖2X . (3.19)
Adding (3.18) and (3.19) and ignoring some positive terms in the left-hand side we arrive at
1
2
max
s∈(t,t+1)
∥∥um,k(s)∥∥2 + 14μ2 maxs∈(t,t+1)
∥∥τm,k(s)∥∥2 + μ12
t+1∫
t
∥∥um,k(s)∥∥21 ds
+ 1
2kλ1μ2
t+1∫
t
∥∥τm,k(s)∥∥21 ds
 e−2γ t
(
‖a‖2 + 1
2μ2
‖τ0‖2
)
+ 2e
4γ + e2γ − 1
2μ1(e2γ − 1) ‖f ‖
2
X , 0 t  T − 1. (3.20)
This estimate enables to assume without loss of generality that there exist
(i) the limit u = limk→∞ limm→∞ um,k , which is weak in L2(0, T ;V ) and ∗-weak in
L∞(0, T ;H),
(ii) the limit τ = limk→∞ limm→∞ τm,k , which is ∗-weak in L∞(0, T ;L2).
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it follows that the estimate (3.20) together with Lemma 3.2 ensures convergence of all terms in
identities (3.10), (3.11) with (um,k, τm,k) substituted there to the corresponding terms in (3.5),
(3.6) at least in the sense of scalar distributions on (0, T ). Therefore the pair (u, τ ) satisfies
identities (3.5), (3.6) for all ϕ ∈ V and Φ ∈ C∞0 . From the results of [16] and Lemma 3.2 it
follows that the pair (u, τ ) belongs to class (3.7) and satisfies condition (3.8).
4. Uniform attractors for weak solutions of boundary value problem for the motion
equations of viscoelastic medium
In this section we construct the minimal uniform trajectory attractor and the uniform global
attractor for problem (3.5), (3.6). We choose H × L2(Ω,Rn×nS ) as the space E and the space
V ∗δ ×H−δ(Ω,Rn×nS ) as the space E0, where δ ∈ (0,1] is a fixed number.
Fix some f ∈ X . As it was pointed out in [4, pp. 914, 917] , an appropriate symbol space
must contain the set Σ0 =⋃t0 T (h)f . In [4] the closure of this set in the weak topology of
the space L2,loc(0,+∞;V ∗) was chosen as the symbol space for the Navier–Stokes problem.
This was done in order to provide compactness of the symbol space and to have a closed family
of trajectory spaces (i.e., to have the property (c) from Remark 2.4 in our paper). In our paper
these assumptions are not required, so we can choose the symbol space Σ , for instance, from the
following variants:
(a) Σ0;
(b) the closure of Σ0 in the strong topology of X ;
(c) the closure of Σ0 in the weak topology of X ;
(d) any other subset of X which contains Σ0 and satisfies the property ‖σ‖X  ‖f ‖X for all
σ ∈ Σ .
As it was mentioned above (see Remark 2.5), the uniform attractors depend on the choice of
the symbol space.
Fix a symbol space Σ , given by one of the statements (a)–(d). Define the trajectory space H+σ
for a symbol σ ∈ Σ as the set of pairs of functions (u, τ ) which
(i) belong to the class
u ∈ L2,loc(0,+∞;V )∩L∞(0,+∞;H)∩Cw
([0,+∞);H ),
τ ∈ L∞(0,+∞;L2)∩Cw
([0,+∞);L2); (4.1)
(ii) satisfy identity (3.5) and the identity
d
dt
(
u(t), ϕ
)− n∑
i=1
(
ui(t)u(t),
∂ϕ
∂xi
)
+μ1
(∇u(t),∇ϕ)+ (τ(t),∇ϕ)
= 〈σ(t), ϕ〉 (4.2)
a.e. on (0,+∞) for all ϕ ∈ V and Φ ∈ C∞0 ;
(iii) satisfy the energy inequality:
1‖u‖2L∞(t,t+1;H) +
1 ‖τ‖2L∞(t,t+1;L2) +
μ1 ‖u‖2L2(t,t+1;V )2 4μ2 2
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(
‖u‖2L∞(0,+∞;H) +
1
2μ2
‖τ‖2L∞(0,+∞;L2)
)
+ 2e
4γ + e2γ − 1
2μ1(e2γ − 1) ‖f ‖
2
X (4.3)
for all t  0 where γ is as in Theorem 3.1.
Remark 4.1. In Section 2 it was supposed that H+σ ⊂ C([0,+∞);E0)∩L∞(0,+∞;E). Let us
show that this condition holds for the Jeffreys model. In fact, every pair (u, τ ) from H+σ belongs
to L∞(0,+∞;H × L2) = L∞(0,+∞;E). For any T  0 the function u ∈ L2(0, T ;V ). By
Lemma 3.2 u′ ∈ L4/3(0, T ;V ∗), τ ′ ∈ L2(0, T ;H−2). Since Ω is bounded, Hδ0 ⊂ L2 compactly
(see, e.g., [13, Theorem 1.1 of Chapter II]). Therefore Vδ ⊂ H compactly, L2 ⊂ H−δ compactly,
H ⊂ V ∗δ compactly. By the Aubin–Simon compactness theorem (see [11, Corollary 4]) one has:
u ∈ C([0, T ];V ∗δ ), τ ∈ C([0, T ];H−δ), that is (u, τ ) ∈ C([0, T ];E0) for any T  0.
Remark 4.2. It is clear that on account of inequality (4.3) the family of trajectory spaces H+σ ,
σ ∈ Σ is not translation-coordinated (see Remark 2.1).
Theorem 4.1. Given a ∈ H , τ0 ∈ L2(Ω,Rn×nS ), σ ∈ Σ , there is a pair of functions (a trajectory)
(u, τ ) ∈H+σ , satisfying initial condition (3.8).
Proof. Take an increasing sequence of positive numbers Tm → ∞. Put in Theorem 3.1 σ instead
of f . Then by Theorem 3.1 for every natural m there is a pair (um, τm) satisfying conditions
(i)–(iv) from the statement of Theorem 3.1 on the segment [0, Tm] (with σ instead of f ). Denote
by u˜m and τ˜m the functions which are equal to um and τm in [0, Tm] and are equal to zero on
(Tm,+∞). All pairs (um, τm) satisfy inequality (3.9) with σ instead of f . Since ‖σ‖X  ‖f ‖X ,
they satisfy it also with f . Thus, without loss of generality one may assume that there exist
limits u = limm→∞ u˜m, which is ∗-weak in L∞(0,+∞;H); τ = limm→∞ τ˜m, which is ∗-weak
in L∞(0,+∞;L2).
Fix an arbitrary interval [0, T ]. Then estimate (3.9) for all pairs (um, τm) yields uniform
boundedness of the sequence {u˜m} in L2(0, T ;V ). Therefore without loss of generality we may
consider that u˜m ⇀ u weakly in L2(0, T ;V ). It is easy to see that the pair (u, τ ) satisfies in-
equality (3.9) (and, hence, (4.3)) and for Tm  T the functions u˜m and τ˜m coincide with um and
τm on the segment [0, T ].
As in the proof of Theorem 3.1, estimate (3.9) for all pairs (um, τm) and Lemma 3.2 ensure
convergence of all terms in identities (3.5), (4.2) with (um, τm) substituted there, Tm  T , to the
corresponding terms in (3.5), (4.2) in the sense of scalar distributions on (0, T ). Therefore the
pair (u, τ ) satisfies identities (3.5), (4.2) on (0, T ) for all ϕ ∈ V and Φ ∈ C∞0 , belongs to class
(3.7) and satisfies condition (3.8). Since T was arbitrary, the pair (u, τ ) satisfies conditions (i)–
(iii) of the definition of H+σ . 
The main result of this section is
Theorem 4.2. There exists a minimal uniform (with respect to σ ∈ Σ ) trajectory attractor UJ for
problem (3.5), (3.6).
Proof. By Theorem 2.1 it suffices to show existence of a uniform trajectory semiattractor.
Consider the set P which consists of pairs
(u, τ ) ∈ C([0,+∞);E0)∩L∞(0,+∞;E)
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1
2
‖u‖2L∞(t,t+1;H) +
1
4μ2
‖τ‖2L∞(t,t+1;L2) +
μ1
2
‖u‖2L2(t,t+1;V ) 
2e4γ + e2γ − 1
μ1(e2γ − 1) ‖f ‖
2
X ,
‖u′‖L4/3(t,t+1;V ∗) + ‖τ ′‖L2(t,t+1;H−2)
K1
(‖u‖L∞(t,t+1;H),‖u‖L2(t,t+1;V ),‖τ‖L∞(t,t+1;L2),‖f ‖X ,1,Ω)
for all t  0, where K1 is the constant from estimate (3.14).
The set P is bounded in L∞(0,+∞;E). Let us show that P is relatively compact in
C([0,+∞);E0).
Fix  > 0. Let a natural number M be such that 12M−1 < . From the Aubin–Simon compact-
ness theorem [11, Corollary 4] it follows that the set PM = {v = u|[0,M] | u ∈ P } is relatively
compact in C([0,M];E0). Then there is 4 -net {u1, . . . , uk} ⊂ PM in C([0,M];E0) for the
set PM . Let u˜j (t) = uj (t), 0 t M , u˜j (t) = uj (M), t >M , j = 1, . . . , k. Then for any u ∈ P :
min
j=1,...,k ‖u− u˜j‖C([0,+∞);E0)
= min
j=1,...,k
+∞∑
i=0
2−i
‖u− u˜j‖C([0,i];E0)
1 + ‖u− u˜j‖C([0,i];E0)
 min
j=1,...,k
M∑
i=0
2−i‖u− u˜j‖C([0,i];E0) +
+∞∑
i=M+1
2−i  2 · 
4
+ 
2
= .
Thus, {u˜1, . . . , u˜k} is -net for P . Hence, P is relatively compact in C([0,+∞);E0).
From estimates (4.3) and (3.14) it follows that the set P is uniformly absorbing. Furthermore,
it is clear that T (h)P ⊂ P for all h 0. By Lemma 2.6, P¯ is a uniform semiattractor. 
Theorems 2.2 and 4.2 imply
Theorem 4.3. In the space H ×L2 there is a uniform (with respect to σ ∈ Σ ) global attractorAJ
(in V ∗δ ×H−δ) for problem (3.5), (3.6).
Appendix A
Proof of inequality (3.17). Without loss of generality we may assume that φ(s) = 0 for s > t .
Denote by [t] the integer part of t . Then we have:
t∫
0
asφ(s) ds 
[t]∑
i=1
i+1∫
i
as
∣∣φ(s)∣∣ds

[t]∑
i=0
ai+1
i+1∫
i
∣∣φ(s)∣∣ds  a(1 + a + a2 + · · · + a[t]) sup
s∈[0,t]
s+1∫
s
∣∣φ(ζ )∣∣dζ
= a(a
[t]+1 − 1)
a − 1 sups∈[0,t−1]
s+1∫
s
∣∣φ(ζ )∣∣dζ  at+2
a − 1 sups∈[0,t−1]
s+1∫
s
∣∣φ(ζ )∣∣dζ.
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