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Abstract
We examine some basic assumptions underlying current musculoskeletal simulators and suggest alternative so-
lutions. First, we discuss the role of muscle mass and show that current simulators may miss a fundamental feature
of musculoskeletal dynamics. Second, we discuss the importance of eﬃcient and versatile constraint handling. Even
though the complexity of joint constraints is well recognized, soft tissue constraints due to tendon networks, connec-
tive tissue sheaths, and contact between muscles play an important role, and can not be easily represented in current
simulators. We also describe simulators recently developed in our laboratory to address these issues and eﬃcient and
robust algorithms for simulating realistically large biomechanical systems.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
Musculoskeletal simulation is considered a mature ﬁeld, with many well known software implementations [1, 2,
3, 4, 5]. Yet many fundamental questions remain, such as how to properly account for muscle mass and how to model
realistic biomechanical systems with complex musculotendon networks and many constraints, and how to estimate
the parameters of these models. Here we review our recent results on the role of muscle mass in musculosketal
simulation [6], simulation using musculotendon strand models that account for distributed musculotendon mass [7],
and techniques for imaging muscle architecture from Diﬀusion Tensor Imaging [8]. Full details can be found in those
papers.
2. Accounting for Muscle Mass
A popular and convenient method for accounting for muscle mass is to lump the mass of a muscle along with the
bones and soft tissues within a body segment. We refer to this method as “segment lumping.” What kinds of errors
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Fig. 1: (M1) Planar musculoskeletal model with a monoarticular muscle labeled m, two moving bones labeled 1 and 2, and a “grounded” bone. A
reference coordinate frame is shown attached to the ground. Bones are connected by revolute joints, with joint angles θ1 and θ2, measured as shown.
The muscle’s origin on bone 1 is assumed, for simplicity, to coincide with the center of the ﬁrst joint, and its insertion on bone 2 to be oﬀset by a
distance r from second joint. The muscle and bones are assumed to be line segments with uniformly distributed mass along their lengths, with total
mass μm, μ1, and μ2 respectively. We can normalize all lengths by the length of bone 2, without loss of generality, and hence we denote the bone
lengths as l1 = l and l2 = 1. the model is shown in an example conﬁguration, labeled E1, which makes calculations simpler, with θ1 = 0, θ2 = π/2.
are introduced by using such a method? This is an important question, since muscles comprise the majority of mass
in many body segments, such as the human upper arm and thigh.
To understand this problem, it is helpful to construct simple models of a biomechanical system, so that the eﬀects
are readily evident and do not require complex software implementations. Here we will examine a simple example,
a model of a monoarticular muscle in a 2-joint limb, called M1 (see Fig. 1 and its caption for deﬁnitions of quan-
tities used below). More examples and simulations (including Matlab source code) are given in [6], which examine
trajectory errors due to segment lumping, and errors in forces and eﬀective inertia at the end point of a limb.
Muscle mass inﬂuences the dynamics of the musculoskeletal system in two distinct ways: it serves as a store of
kinetic energy during movement, and as a store of potential energy in a gravitational ﬁeld. The equations of motion
are derived from these energies in Lagrangian mechanics and hence errors in modeling energy produce errors in all
aspects of dynamics. Here we focus on errors in kinetic energy since they appear to be less well appreciated, but are
very important for dynamic simulation. The contribution of a muscle’s mass to the biomechanical system’s kinetic
energy is completely characterized by its generalized inertia matrix, Im, to be deﬁned below.
As the skeleton moves, the muscle must stretch or shorten between its origin and insertion. For simplicity we
will assume that it stretches uniformly. More detailed models of stretch will not change the results qualitatively. The
crucial point is that the muscle stretches and shortens during movement, and hence the mass in the muscle must be
moved in the direction of the stretch as well, and will contribute to the system’s inertia.
The position of a material point p in a muscle is parameterized by an intrinsic non-dimensional material coordinate
s ∈ [0, 1]; s = 0 at muscle origin and s = 1 at insertion. The value of s remains ﬁxed for a material point when the
material stretches.
The coordinates of a material point on the muscle, p, are given by
p =
(
l cos θ1 + r cos(θ1 + θ2)
l sin θ1 + r sin(θ1 + θ2)
)
s. (1)
This could be generalized to allow insertion at any position ro1 on bone 1, which will change the above formula to
p = ro1
(
cos θ1
sin θ1
)
(1 − s) +
(
l cos θ1 + r cos(θ1 + θ2)
l sin θ1 + r sin(θ1 + θ2)
)
s,
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but this merely complicates the derivations without adding much to the essential character of this example. Therefore
we will assume that ro1 = 0, i.e., the origin of the muscle is at joint 1.
The point’s velocity p˙ is related to the system’s joint angle velocity θ˙ using the material point’s Jacobian matrix
Jm(s).
p˙ def= Jm(s)θ˙ =
(−l sin θ1 − r sin(θ1 + θ2) −r sin(θ1 + θ2)
l cos θ1 + r cos(θ1 + θ2) r cos(θ1 + θ2)
)
s
︸︷︷︸
Jm(s)
θ˙. (2)
Note that this Jacobian gives the three dimensional velocity of the point, and should not be confused with other
Jacobians that arise in biomechanics; for instance, the moment arm Jacobian relating the rate of change of muscle
length to joint velocity.
The kinetic energy of an inﬁnitesimal segment of muscle of length ds is then 12 p˙
T p˙ μmds. The total kinetic energy
of a muscle is therefore
Km =
1
2
∫ 1
0
p˙T p˙ μmds =
1
2
θ˙T
(
μm
∫ 1
0
Jm(s)T Jm(s)ds
)
︸︷︷︸
def
=Im
θ˙. (3)
This computation deﬁnes the muscle’s generalized inertia Im. It is the contribution of the muscle’s mass to the
system’s inertia, expressed in joint space. Generalized inertia matrices are deﬁned similarly for bones. The total
inertia of the system is the sum of these inertia matrices for each muscle and bone in the system.
Then the inertia of the muscle (see Eq. 3) is
Im = μm
∫ 1
0
Jm(s)T Jm(s)ds =
μm
3
(
l2 + r2 + 2lr cos θ2 r2 + lr cos θ2
r2 + lr cos θ2 r2
)
. (4)
Note that Im is independent of θ1 since rotating that joint does not change the distribution of mass in the muscle. The
inertias of bones 1 and 2 can be found similarly, and the total inertia of the system is I = I1 + I2 + Im.
I1 = μ13
(
l2 0
0 0
)
, I2 = μ23
(
1 + 3l2 + 3l cos θ2 1 + 32 l cos θ2
1 + 32 l cos θ2 1
)
. (5)
If the muscle is lumped with the segment of bone 1, the muscle’s mass moves with the bone. The material point,
pL, is still given by Eq. 1, but now θ2 ﬁxed at the angle at which the muscle was lumped (say, π/2, without loss of
generality). The muscle’s inertia matrix after lumping is
ILm =
μm
3
(
l2 + r2 0
0 0
)
. (6)
Comparing I and IL, we see that the error in inertia is
E = I − IL = Im − ILm =
μm
3
(
2lr cos θ2 r2 + lr cos θ2
r2 + lr cos θ2 r2
)
. (7)
One can make several observations about the error. The magnitude depends on the conﬁguration of the body.
There are signiﬁcant oﬀ-diagonal terms which means that the error couples velocities of diﬀerent joints, making it
more diﬃcult to remove the error by calibration.
The error decreases with the insertion distance r. However, in physiological conditions one can not hope that r
will be very small, since this would also reduce the moment arm, and hence the torque on the joint. Speciﬁcally, the
moment arm of the muscle at joint 2 is α2 = lr sin θ2√
l2+r2+2lr cos θ2
. As r → 0, both the inertia error E and the moment arm
α2 asymptotically decrease linearly with r.
The error decreases in some postures. E(1, 1) is reduced to zero when θ2 = π/2. But all other elements of the
matrix will still have an error of μm3 r
2.
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It is instructive to look at E(2, 2), the error in self inertia1 experienced during motions that only involve the second
joint, which is independent of the posture of the joint. This error, relative to the segment lumped inertia IL used in
current models, is
ε2,2
def
=
E(2, 2)
IL(2, 2) =
μm
μ2
r2. (8)
Thus the error can be signiﬁcant if r is large, and if the mass of the muscle is large relative to the mass of the segment
on which it inserts. Numerical examples for the human ankle and the rat hind limb are given in [6].
What can be done to better represent muscle mass in biomechanical simulations? One option is to use continuum
mechanics models (for instance, ﬁnite element models). These models represent muscle mass at nodal points within
a muscle, and therefore account for not only the total mass of the muscle but also for changes in mass distribution
within muscle during movement. In the next section we describe a continuum model based on strands [9], which
accounts for distributed muscle mass and also complex musculotendon networks.
3. Strand Models for Biomechanical Simulation
Recent progress in biomechanical simulators has helped the understanding of the dynamic anatomy and function of
the human body. There remains, however, a critical lack of a robust software framework for dynamic musculoskeletal
simulation that can robustly deal with contact and routing constraints. In areas such as the hand, the complex rout-
ing constraints between musculotendons and various biomechanical structures, such as sheaths, pulleys, bones, and
neighboring musculotendons, are non-trivial, and cause the moment arms of the musculotendons to change depending
on the posture [10, 11]. A well-known example of this complexity is the ﬁnger extensor mechanism. During ﬂexion,
the tendinous structures around the proximal interphalangeal joint move not only in the axial direction of the digits,
but also in the lateral and palmar directions. Furthermore, the kinematic loops formed by the lumbrical between the
ﬂexor and extensor are diﬃcult to handle with current simulators.
Due to these challenges, general biomechanical simulators based on lines-of-force models [5, 12] are not well
suited for areas of the body that contain complex routing constraints of musculotendons. Several models have been
developed based on quasistatic [13] and massless [14] musculotendons. Most models are also based on static point-
to-point lines, and do not fully account for the 3D shape of the biomechanical structures and the dynamics of the
musculotendons. Simulators based on solid-mechanics models, such as the ﬁnite element method [15, 16], are also
not ideal for highly constrained situations, since these methods require a general collision detection and resolution
algorithm, which are expensive and do not work well for deformable bodies. Furthermore, the basic primitive used in
these models, such as tetrahedra and hexahedra, are geometrically not aligned to the primary modes of deformation—
the ﬁbers of the muscles. Various dynamic models [17, 18, 19, 20] from the computer graphics community could
potentially be used for musculotendon simulation, but these models are designed for use in mainly free ﬂoating
conﬁgurations, and do not work well in highly constraining situations.
The challenges discussed above motivated us to develop a novel and eﬃcient biomechanical strand simulator,
which can simulate thin, strand-like soft tissues with complex routing constraints, such as tendons, muscles, and
ligaments. Using the terminology of Pai [21], we use the term strands to indicate that these physical primitives
are not just space curves but also have mass, elasticity, and other physical properties that inﬂuence their dynamics.
Our focus is on the large-scale, dynamic, and hyper-elastic behavior of muscles and tendons responsible for skeletal
movement, rather than on the constitutive properties of muscle mechanics. Detailed aspects of muscle mechanics,
such as hysteresis and residual force enhancement, is an ongoing work in our group; in this work, we simply treat it
as a black-box that takes as input the current state (position, velocity, activation, etc.) of the muscles and returns as
output the computed contractile and passive elastic forces.
What is the most appropriate representation of a strand for musculoskeletal simulation? With a Lagrangian for-
mulation of mechanics, we can describe the motion of a strand using any reasonable degrees of freedom (DoF), and
choosing the most appropriate generalized coordinates for the application is key to the robustness, eﬃciency, and
overall usability of the model. One can decide to use, for example, a chain of rigid bodies [17], splines [7], Cosserat
1The “self inertia” of joint n is I(n, n): the inertia experienced if you move just that joint.
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frames [21], or quaternion segments [18]. We require a representation that gives us the ability to handle complex con-
straints, and to properly transmit force around these constraints. None of the lines-of-force models, solid-mechanics
models, or previous models from graphics satisfy these criteria completely.
To answer the question above, we ﬁrst make two important observations about constraint handling required in
a musculoskeletal simulation. The ﬁrst observation is that, we know a priori where most of the routing constraints
are going to be, especially for constraints between between tendons and bones. Constraints between muscles may
require a more general approach but the nature of those constraints is currently not well understood. A signiﬁcant
strength of volumetric solid-mechanics models [15, 16] is in the generality of collision detection and handling, but
for large-scale musculoskeletal simulation, we may not need such a general formulation of contact and its associated
cost in simulation and modeling time. The second observation is that we know a priori the regions on the strand that
are going to need degrees of freedom, and the regions that do not. Therefore, we can reduce the degrees of freedom
as much as possible while still maintaining mass, inertia, and other material properties of the musculotendon being
modeled, by selectively inserting degrees of freedom in strategic regions along the strand.
The strand framework based on cubic B-splines provides both of these important advantages. We discretize the
musculotendon by describing the degrees of freedom of the musculotendon by a series of control points of the spline.
We then derive the equations of motion using Lagrangian mechanics. With splines, we can have smooth routing
constraints at various predeﬁned locations along the strand, and we can selectively insert more degrees of freedom in
some regions of the strand, such as near joints or pulleys. It is well suited for the hand and other parts of the body with
complex routing constraints, but, just like lines-of-force simulators, it can easily be used for many musculoskeletal
systems in the body. The strand framework gives the added beneﬁt of the coupling of dynamics between bones,
muscles, and tendons.
Our decision to use strands is also motivated by the anatomical structure of real muscle tissue. Muscles consist of
ﬁbers, curved in space, which are bundled into fascicles. When a muscle is activated, the ﬁbers contract and transmit
a contractile force directly along each ﬁber. By using strands in our muscle simulation, we are able to directly model
this behavior. Strands allow us to deﬁne smooth curves to represent tendons, muscles, or even the individual fascicles
of each muscle. Unlike the lines-of-force models, the strands are always simulated along with the rigid bodies—they
have mass, inertia, and momentum, and interact with the rigid bodies through constraint forces.
Fig. 2: Shoulder simulation with strands Fig. 3: Hand simulation with strands
The Spline strand is an extension of the physically-based spline models previously used in computer aided design
[22], with the addition of muscle activation dynamics, and sliding and surface constraints. It is parameterized by n ≥ 4
control points, and has 3n degrees of freedom, corresponding to the x, y, and z coordinates of the n control points,
qi(t) ∈ R3. Given the control point positions, the 3D position of a point on the spline is
x(s, t) =
3∑
i=0
bi(s)qi(t). (9)
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The cubic B-spline basis functions, bi(s), depend on where the point is along the spline. Although a strand can have
an arbitrary number of control points, a point on a strand only depends on four control points, due to the local support
of the B-spline basis.
The state of the system is given by the stacked positions and velocities of the rigid bodies and strand control points.
These are the generalized coordinates and velocities of the system, respectively:
q =
[
· · · Ei · · · q j · · ·
]T
q˙ =
[
· · · φi · · · q˙ j · · ·
]T
.
(10)
Using the notation of Cline and Pai [23], Ei ∈ S E(3) and φi ∈ se(3) are the conﬁguration and the spatial velocity of
the ith rigid body, where S E(3) is the space of 3D positions and orientations, and se(3) is the space of translational and
rotational velocities. q j ∈ R3 and q˙ j ∈ R3 are the position and the velocity of the jth spline control point of the strand.
For each generalized coordinate, we construct an impulse-momentum equation which, when discretized at the
velocity level, is
Mq˙ = Mq˙0 + h f −GTλ, (11)
where M is the block-diagonal generalized mass matrix of rigid bodies and strand control points, q˙0 is the velocity from
the previous time step, h is the step size, f is the generalized force, and GTλ is the constraint force. The generalized
force includes the body forces for rigid bodies [23], and passive and active forces for strands. We use the constraint
force for joints, as well as for musculotendon insertion/origin and surface/sliding constraints.
In our current implementation, we ﬁrst solve for the constrained velocities, and then update the positions using
these new velocities. The velocity step is a quadratic program (QP):
min
q˙
1
2
q˙TMq˙ − q˙T (Mq˙0 + hf)
s.t. Gq˙ = 0
Nq˙ ≤ 0,
(12)
If there are no contact constraints or joint limits between the rigid bodies, then the inequality constraints, N, disappear,
reducing the QP into a linear Karush-Kuhn-Tucker (KKT) system [24].
(
M GT
G 0
) (
q˙
λ
)
=
(
Mq˙0 + hf
0
)
, (13)
where λ is the vector of Lagrange multipliers for the constraints. The position update is performed trivially for all the
nodes: q = q0 + hq˙, where h is the time step size. For rigid bodies, we use the Rodrigues’ formula [25].
Because the constraints are solved at the velocity level, the system may drift away from the constraint manifold
over time. To ﬁght this drift, we add a post-stabilization step [23] after taking a position step.
Two examples of strand simulation are shown in Figs. 2 and 3. With strands, we are able account for the dynamics
of the muscles, which is important for many of the larger muscles of the limb, as shown in Fig. 2, and also for the
complex routing constraints, such as in the hand, as shown in Fig. 3.
4. Acquiring Muscle Architecture
The architecture of ﬁbers within a muscle has a signiﬁcant inﬂuence on the behavior of whole muscles [26], yet it is
very diﬃcult to measure this directly. Advances in medical imaging have yielded robust modalities and algorithms for
anatomical imaging. However, imaging muscle architecture in vivo is a relatively recent area of research [27]. Recent
work has shown that Diﬀusion Tensor Imaging (DTI) can be used to accurately estimate bulk muscle architecture
parameters such as pennation angle [28]. However, musculoskeletal DTI is diﬃcult due to the magnetic resonance
(MR) properties of muscle which lead to lower signal-to-noise ratio (SNR) in the diﬀusion weighted images and this
noise can cause inaccuracies in the extracted ﬁber ﬁelds (Figure 4).
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Fig. 4: The eﬀect of noise on ﬁber tracking. At a signal to noise ratio of 5 the structure of the synthetic ﬁber ﬁeld is completely lost.
Algorithms for reducing the noise in diﬀusion tensor data often focus on producing a denoised tensor ﬁeld from
the noisy diﬀusion weighted images (DWI) or tensors [29, 30, 31, 32, 33, 34, 35, 36]. However these do not take
advantage of the particular structure of skeletal muscle (that it is divergence free in most regions). We have recently
developed a new method for reconstructing skeletal muscle ﬁber ﬁelds from noisy diﬀusion tensor data that exploits
this physical intuition to achieve increased denoising performance [8].
The presented algorithm is motivated by the Helmholtz-Hodge decomposition of the muscle ﬁber ﬁeld which is
deﬁned as
u(x) = h(x) + p(x) + g(x)
∇ · h = 0,∇ × h = 0,
∇ · p = 0,
∇ × g = 0
(14)
where u is the ﬁber vector ﬁeld, ∇ is the gradient operator, ∇· is the divergence operator and ∇× is the curl operator.
The Helmholtz-Hodge decomposition contains two divergence free components h and p (h is known as the harmonic
ﬁeld) as well as one more curl free component g. Because g is the only component with non-zero divergence it will
contain the insertions and origins of the muscle ﬁbers while the other two components describe the gross divergence
free structure of the ﬁber ﬁeld.
We assume that the diﬀusion is driven by an underlying concentration function u and seek a curl free vector ﬁeld,
∇u, that best ﬁts the diﬀusion tensor ﬁeld. Because muscle ﬁbers are locally parallel it is reasonable to assume that
the rotational component of the ﬁeld is likely to be noise. This causes p in equation (14) to be zero and leads us to
estimate a subset of the full Helmholtz-Hodge decomposition (h and g).
Let D(x) be the diﬀusion tensor at point x, let u(x) be the concentration gradient at point x and u(x) be the
concentration at point x. By deﬁnition we know that
u(x) = ∇u(x). (15)
We deﬁne the following cost function for the match between u(x) and D(x):
c(D, u) =
n∑
i=1
u(xi)T D(xi)u(xi)
u(xi)Tu(xi)
(16)
where n is the number of voxels in the imaging volume.
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This cost function is a sum of Rayleigh quotients, and each term in the sum is maximized when u(x) is in the
same direction as the primary eigenvector of D(x). In order to construct a noise free vector ﬁeld that is consistent with
muscle physiology we must constrain this maximization.
Instead of ﬁnding the set of vectors, u, that maximize the cost in equation (16) we search for an optimal concen-
tration u (related by equation (15)). The divergence free constraint then becomes a constraint on the Laplacian of u
and the optimization performed is
h = argmax
u
n∑
i=1
∇u(xi)T D(xi)∇u(xi)
∇u(xi)T∇u(xi)
s.t. ∇ · ∇u = 0,
(17)
where h = ∇h is the harmonic ﬁeld in equation (14).
Next we must solve for g which we have chosen to represent as a linear combination of radial basis functions
(RBFs) (Equation (18)). Our assumption is that g contains the sources and sinks of the muscle ﬁber ﬁeld. These
sources and sinks alter ﬁber directions locally, with the eﬀect dissipating with distance. RBFs are an appropriate set
of basis functions because they mimic this behavior. We solve for the coeﬃcients, ai, by substituting this u into the
cost function (16) and performing an unconstrained optimization in which h is held constant.
g(x) =
n∑
i=1
ai∇gi(x) (18)
where gi is a radial basis function (RBF) and ai are coeﬃcients. The complete vector ﬁeld can then be represented as
u(x) = ∇
⎛⎜⎜⎜⎜⎜⎝h(x) +
n∑
i=1
aigi(x)
⎞⎟⎟⎟⎟⎟⎠ . (19)
Again, we are assuming that the bulk of the muscle is divergence free. Muscle ﬁbers converge or diverge to or
from tendons at the aponeurosis. The computed g corrects h at these points. For additional details regarding the
theoretical background and numerical implementation of the method we refer the interested reader to [8].
Figure 5 shows the results of denoising DTI data acquired in-vivo from a human subject. The most signiﬁcant
feature is that the curled trajectories of the muscle ﬁbers in the noisy images are removed in the denoised data. Fur-
thermore salient anatomical features (such as the convergence of the brachioradialis (BR) ﬁbers towards the proximal
end of the muscle) are highlighted [8].
5. Conclusions
We brieﬂy reviewed some important issues in simulating realistic musculoskeletal systems. First, we showed
that the generalized inertia of distal joints may be higher than would be predicted by models that use a common
practice of mass lumping. Second, we described a strand-based approach to simulating musculoskeletal systems
that combines the beneﬁts of continuum mechanics models and the eﬃciency of lines-of-force models. We also
described how muscle architecture could be estimated using DTI. Taken together, these methods suggest new avenues
for constructing more accurate and eﬃcient models of human body dynamics.
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Fig. 5: Top Row: Noisy muscle architectures Bottom Row: Denoised results. Available portions of three muscles are shown, the distal end of the
extensor carpi radialis longus (ECRL), and larger portions of the extensor carpi radialis brevis (ECRB) and the brachioradialis (BR). The left side
of the image is towards the distal end of the arm and the right hand side is towards the proximal end.
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