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Almost all modern communication systems rely on electromagnetic fields as a means of informa-
tion transmission, and finding the capacities of these systems is a problem of significant practical
importance. The Additive White Gaussian Noise (AWGN) channel is often a good approximate
description of such systems, and its capacity is given by a simple formula. However, when quantum
effects are important, estimating the capacity becomes difficult: a lower bound is known, but a
similar upper bound is missing. Here we present strong new upper bounds for the classical capacity
of quantum additive noise channels, including quantum analogues of the AWGN channel. Our main
technical tool is a quantum entropy power inequality that controls the entropy production as two
quantum signals combine at a beam splitter. Its proof involves a new connection between entropy
production rates and a quantum Fisher information, and uses a quantum diffusion that smooths
arbitrary states towards gaussians.
I. INTRODUCTION AND STATEMENT OF RESULTS
Channel capacity is central to Shannon’s information theory [1]. Operationally, it is the maximum achievable
communication rate, measured in bits per channel use. Mathematically, it is the maximum correlation that can
be generated with a single use of the channel, with correlation measured by the mutual information. Practically,
it is an optimal measure against which to compare the performance of real systems.
Understanding the impact of quantum effects on channel capacity has been an important question since
the early days of information theory [2]. The HSW theorem shows that the Holevo information, χ(N ) =
max{px,φx} S(N (φ¯))−
∑
x pxS(N (φx)), is a lower bound for the classical capacity of a quantum channel [3, 4].
Here φ¯ =
∑
x pxφx is the average signal state and S(ρ) = − tr(ρlog2ρ) is the von Neuman entropy of ρ. The
Holevo information is the maximum rate of a code that uses unentangled signal states. However, using entangled
states, it is sometimes possible to exceed χ [5].
The thermal noise channel, Eλ,NE , is a natural quantum analogue for the AWGN channel [1], and as such is
a good description of many practical systems ( Fig. 2). The HSW lower bound for the capacity of a thermal
noise channel with average signal photon number N is
C(Eλ,NE , N) ≥ [g (λN + (1− λ)NE)− g ((1− λ)NE)] / ln 2, (1)
where g(x) = (x+1) ln(x+1)−x lnx [6, 7]. This communication rate is achievable with a simple classical mod-
ulation scheme of displaced coherent states [8], and exceeding it would require entangled modulation schemes.
Our goal is to explore the usefulness of such novel, fundamentally quantum, strategies. We find tight bounds
on any possible strategy for exceeding Eq. (1) for a wide range of parameters ( Fig. 3). We show such strategies
are essentially useless for λ = 12 . Overall, we find for a wide range of practical channels that good old classical
modulation of coherent states can’t be substantially improved upon with quantum tricks.
II. ENTROPY POWER INEQUALITY
Entropy is a central quantity in discussions of capacity. Understanding its properties will be crucial. For a
real variable X with probability density p(x), the entropy is H(X) = − ∫ p(x)log2p(x)dx. H(X) measures the
information contained in X and appears in Shannon’s formula for the capacity of a noisy channel. The entropy
power, 12piee
2H(X), was considered by Shannon in the context of additive noise channels [40]. He proposed that
the Entropy Power Inequality (EPI),
e2H(X+Y ) ≥ e2H(X) + e2H(Y ), (2)
controlled the entropy production as two statistically independent signals are combined. Shannon’s arguments
were incomplete, but a full proof of the EPI was given by Stam [9] and Blachman [10]. Generalizations of
the EPI have been found, and recently there has been renewed interest in streamlining their proofs [11, 12].
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2EPIs are a fundamental tool in information theory, crucial for bounding capacities of noisy channels in various
scenarios [1, 13, 14]. While Eq. (2) is the most commonly cited form, there are several equivalent statements
[15]. The following formulation will be most convenient:
H(
√
λX +
√
1− λY ) ≥ λH(X) + (1− λ)H(Y ) for λ ∈ [0, 1]. (3)
A single mode of an electromagnetic field can be described in terms of its field quadratures, P and Q. When
independent modes X and Y with quadratures (QX , PX) and (QY , PY ) are combined at a beam splitter of
transmissivity λ ( Fig. 1), the signal in one output mode is given by (
√
λQX +
√
1− λQY ,
√
λPX +
√
1− λPY ),
a process which we denote X λ Y . Our main result is a quantum analogue of Eq. (3) adapted to this setting,
namely,
S(X λ Y ) ≥ λS(X) + (1− λ)S(Y ), (4)
for any independent states on X and Y . This inequality applies unchanged when X and Y are n-mode systems.
Here S(X) = − tr ρX log2ρX is the von Neuman entropy of the state of system X, ρX , with S(Y ) and S(XλY )
defined similarly. While Eq. (2) and Eq. (3) are classically equivalent, the analogous quantum inequalities do
not seem to be. So, in addition to Eq. (4), we also prove a quantum analogue of Eq.(2), valid for beam splitters
of transmissivity 1/2:
e
1
nS(X1/2Y ) ≥ 1
2
e
1
nS(X) +
1
2
e
1
nS(Y ). (5)
Below we outline a proof of Eq. (4) and Eq. (5), and explore their implications for the classical capacity of
additive quantum channels.
FIG. 1: Two independent quantum signals combined at a beam splitter. Both X and Y are n-mode systems with
quadratures RX = (QX1 , P
X
1 , . . . , Q
X
n , P
X
n ) and R
Y = (QY1 , P
Y
1 , . . . , Q
Y
n , P
Y
n ). The output Z, which we denote X λ Y ,
has quadratures RZ =
√
λRX +
√
1− λRY , while the quadratures of W are RW = √λRX − √1− λRY . Our main
technical result is a proof that no matter what product state is prepared on X and Y , the beam splitter always increases
entropy: S(Z) ≥ λS(X) + (1 − λ)S(Y ). For λ = 1/2, we prove the stronger constraint, Eq.(5). These fundamental
inequalities are the natural quantum generalization of the two classically equivalent entropy power inequalities Eq.(2)
and Eq.(3), and lead to strong new upper bounds on the classical communication capacity of additive bosonic channels.
III. APPLICATIONS TO CLASSICAL CAPACITY
Before proving our entropy power inequalities, we consider their implications for the classical capacity of a
thermal noise channel with average thermal photon number NE and transmissivity λ, Eλ,NE ( Fig. 2). Eq. (1)
3FIG. 2: An additive noise channel arises when an input signal A interacts via beam splitter with initial environment Ein
followed by a partial trace over Eout resulting in an output signal B. In general, the state of Ein can be arbitary. If Ein
is in a thermal state with average photon number NE and the transmissivity of the beam splitter is λ, we say we have
a thermal noise channel, Eλ,NE . Letting λ → 1 and NE → ∞, while holding (1 − λ)NE = ν gives is the classical noise
channel, which acts as Eν(ρ) = 18piν
∫
d2ξWξρW
†
ξ e
− ξT ξ
8ν .
is the best known achievable rate for classical communication over this channel with average signal photon
number N [6]. In general the capacity exceeds the Holevo information, which corresponds to an enhanced
communication capability from entangled signal states [5]. However, for the pure loss channel, Eλ,0, the bound
is tight, giving capacity C(Eλ,0) = g(λN)/ ln 2 [8]. Using the method of additive extensions [16] gives the upper
bound
C(Eλ,NE , N) ≤ g
(
λN
(1− λ)NE + 1
)
1
ln 2
. (6)
While Eq. (6) follows from an elementary argument (see Appendix), as far as we know it is new.
Closely related to capacity, the minimum output entropy is a measure of a channel’s noisiness [17, 18]. Indeed,
the classical capacity of any channel E satisfies
C(E , N) ≤ Smax(E , N)− lim
n→∞
1
n
Smin(E⊗n), (7)
where Smax(E , N) = maxtr[Hρ]≤2N+1 S(E(ρ)) is the maximum output entropy with photon number constraint
N (H = 12 [P
2 +Q2] is the harmonic oscillator Hamiltonian and (H − 1)/2 is the number operator), Smin(E) =
minρ S(E(ρ)) is the minimum output entropy, and E⊗n is the n-fold tensor product representing n parallel uses of
the channel. The difficulty in applying this upper bound is the infinite limit in the second term, which prevents
us from evaluating the right hand side. However, for additive noise channels our EPIs give lower bounds[41] on
Smin(E⊗n), allowing simple upper bounds on the capacity. In particular, from Eq. (4) we find the capacity of a
thermal noise channel with environment photon number NE and signal photon number N satisfies
C(Eλ,NE , N) ≤ [g (λN + (1− λ)NE)− (1− λ)g(NE)]
1
ln 2
, (8)
while for λ = 12 Eq. (5) implies the stronger
C(E1/2,NE , N) ≤
[
g
(
1
2
(N +NE)
)
− ln
(
1 + eg(NE)
)] 1
ln 2
+ 1. (9)
This bound differs from the Holevo lower bound by no more than 0.06 bits (Fig. 3).
IV. DIVERGENCE-BASED QUANTUM FISHER INFORMATION
Fisher information is a key tool in the proof of the classical EPI[9, 10], however there is no unique quantum
Fisher information [19]. We introduce a particular quantum Fisher information defined in terms of the quantum
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FIG. 3: Known bounds on the classical capacity of thermal noise channels. Our results show that for a general additive
noise channel E with transmissivity λ the capacity with mean signal photon number N satisfies C(E , N) ≤ Smax(E , N)−
(1−λ)S(Ein) (Eq. (8)), while for general thermal noise channel C(Eλ,NE , N) ≤ [g(λN + (1− λ)NE)− (1− λ)g(NE)] 1ln 2
(Eq. (6)). For a thermal noise channel with λ = 1/2 we have C(E1/2,NE ) ≤
[
g
(
1
2
(N +NE)
)− ln(1 + eg(NE))] 1
ln 2
+ 1,
which is Eq. (9). Our conjecture Eq. (17) would imply C(Eλ,NE , N) ≤
[
g(λN + (1− λ)NE)− ln(λ+ (1− λ)eg(NE))
]
1
ln 2
for general thermal noise channels. We compare these bounds to the only other known bounds for the capacity of these
channels: the output entropy upper bound and the Holevo Information lower bound (both can be found in [6]). In (a)
we plot these for λ = 1
2
and NE = 2, while (b) shows λ =
1
4
and NE = 5. On the scale of plot (b), the conjectured
bound Eq.(A17) is indistinguishable from the Holevo information lower bound. Plot (c) shows capacity bounds for fixed
environment photon number and signal photon number, as a function of channel transmissivity.
divergence, S(ρ‖σ) = tr ρ(log2ρ − log2σ). Given a smooth family of states ρθ, we define the divergence-based
quantum Fisher information as the second derivative of divergence along the path:
J(ρθ; θ)|θ=θ0 = ∂2θS(ρθ0‖ρθ)|θ=θ0 . (10)
This is nonnegative (J(ρθ; θ) ≥ 0), additive (J(ρAθ ⊗ ρBθ ; θ) = J(ρAθ ; θ) + J(ρBθ ; θ)) and satisfies data processing
(J(E(ρθ); θ) ≤ J(ρθ; θ) for any physical map E). It also satisfies the reparametrization formulas, J(ρcθ; θ)|θ=0 =
c2J(ρθ; θ)|θ=0 and J(ρθ+c; θ)|θ=0 = J(ρθ; θ)|θ=c [20].
5V. QUANTUM DIFFUSION
Fisher information appears in the classical EPI proof because of its relation to the entropy production rate
under the addition of gaussian noise via the de Bruijin identity,
dH(X +
√
tZ)
dt
|t=0 = 1
2
J(X). (11)
Here X is an arbitrary variable, Z is an independent normal variable with unit variance and J(X) is the classical
Fisher information of the ensemble {X + θ}θ∈R. The variable X +
√
tZ arises from a diffusion with initial state
X running for time t.
To explain our quantum de Bruijin identity, we must first discuss quantum diffusion processes. A quantum
Markov process is associated with a Liouvillean L(ρ) and governed by a Markovian master equation,
dρ
dt
= L(ρ). (12)
Our process of interest has L(ρ) = − 14
∑
i[Ri, [Ri, ρ]], and corresponds to adding gaussian noise in phase space
[21] (see Fig. 1 for definitions of the quadratures Ri). We denote the action of running this process for time
t on initial state ρ0 by e
Lt(ρ0). We want to relate the entropy production rate of our quantum diffusion to a
Fisher information, but what ensemble should we use? We choose 2n separate ensembles of states,
ρRiθ = DRi(θ)ρ0D
†
Ri
(θ) (13)
where DRi is a displacement operator along the Ri axis in phase space. We then find for sufficiently smooth ρ0
that
dS(etL(ρ0))
dt
|t=0 =
2n∑
i=1
J(ρRiθ ; θ) =: J˜(ρ0). (14)
The smoothness requirements are necessary because in infinite dimensions moving a derivative inside the
trace of a function (easily justified by linearity in finite dimensions) is only possible if the function is sufficiently
smooth. To avoid excessive technicalities and focus on the main thrust of our arguments we simply assume
the required smoothness. This entails little loss of generality, since the entropy on states of bounded energy is
continuous [22], so one can hope to approximate non-smooth functions with smooth ones to obtain the desired
result. Because of this, such smoothness requirements are rarely considered in proofs of the classical EPI [9–12]
or considerations of its quantum counterparts [23, 24] [42].
VI. PROOF OF QUANTUM ENTROPY POWER INEQUALITY
Our path to the quantum entropy power inequality combines the quantum de Bruijin identity, Eq. (14), with
a convexity property of the quantum Fisher information. In particular, we require that the Fisher information
of the output of a beam splitter satisfy
J˜(ρXλY ) ≤ λJ˜(ρX) + (1− λ)J˜(ρY ). (15)
The proof of this relation relies on elementary properties of J˜ , and follows the analogous classical proof [25].
Roughly speaking, Eq. (4) is proven by subjecting inputs ρX and ρY to a quantum diffusion for time t.
As t → ∞, both initial states approach a thermal state with average photon number (t − 1)/2, as does the
combination of the two states at a beam splitter. Since both inputs, as well as the beam splitter’s output,
approach the same state in the limit, Eq. (4) is satisfied with equality. We then use Eq. (15) together with
the quantum de Bruijin identity to show that any violation of Eq. (4) would be amplified as t grows. Since in
the limit t→∞ the violation is zero, we conclude that no such violation exists. This argument also applies to
multi-mode systems, so Eq. (4) is true for these too.
6FIG. 4: Using the evolution of the inputs and output of a beam splitter under diffusion to prove the quantum entropy
power inequality. The state of a bosonic system can be represented with a Wigner function, which is the Fourier transform
of the state’s characteristic function χρ(ξ) = tr ρWξ. Here the displacement operator is Wξ = e
iξT JR with J =
(
0 1
−1 0
)⊕n
and R = (Q1, P1, . . . , Qn, Pn) for an n mode system. The Wigner function is a “quasi-probability” distribution, in that
it integrates to 1 but may be negative. The left column plots, from top to bottom, the Wigner functions of an input
mode X prepared in a 1 photon state, an input Y prepared in a 2 photon state, and the resulting output Z when X and
Y combine at a 50 : 50 beam splitter. The second column shows the same states when evolved according to a quantum
diffusion for a time t = 0.1. The third column shows the states after diffusion for time t = 1. In the late time limit, all
three states approach the same thermal state, and so satisfy Eq. (4) with equality. The convexity of Fisher information
can be used, together with the quantum de Bruijin identity, to show that any violation of Eq. (4) would be amplified
under the diffusion. Since there is no violation for t→∞, there is therefore no violation at t = 0. As a result, no matter
what input states are chosen, we have Eq. (4).
The proof of Eq. (5) is similar in spirit to our proof of Eq. (4) and Blachmann’s proof [10] of Eq. (2). Rather
than convexity, we use a quantum version of Stam’s inequality:
2
J˜(ρX1/2Y )
≥ 1
J˜(ρX)
+
1
J˜(ρY )
, (16)
and consider a ratio rather than a difference (see Methods section or [20] for more details).
VII. DISCUSSION/OUTLOOK
Some authors have hoped the lower bound of Eq. (1) is equal to the capacity [23, 26]; There is evidence
both for [23, 24, 26–28] and against [5, 29] this conjecture. It has been related to an “entropy photon-number
inequality” which, if true, would imply this equivalence, but despite concerted effort no proof has been found.
Our quantum EPIs more closely resemble the classical inequalities than does the proposed inequality of [23],
allowing us to often rely on classical proof strategies.
We expect our results to find a variety of applications to bosonic systems. The analysis of classical network
models like broadcast [13] and interference channels [30, 31] relies on EPIs, so network quantum information
theory is a good place to start [32–34]. Quantum EPIs may also find applications in the development of
noncommutative central limit theorems [28, 35, 36].
7There are many potential generalizations for our inequalities. For example, one could follow Costa [30] and
show that exp
[
1
nS(e
tL(ρ))
]
is concave as a function of t. Foremost, however, is proving the analogue of Eq. (5)
for λ 6= 12 . One would hope that
e
1
nS(XλY ) ≥ λe 1nS(X) + (1− λ)e 1nS(Y ), (17)
but we have not yet found a proof. Such a result would give bounds on the capacity of the thermal and
classical noise channels to within 0.16 bits, answering the capacity question for all practical purposes.
VIII. METHODS
Details of proof of Eq.(4)
We would like to show that, given input states ρX and ρY ,
S (Bλ(ρX ⊗ ρY )) ≥ λS (ρX) + (1− λ)S (ρY ) , (18)
where Bλ(ρX ⊗ ρY ) denotes the map from inputs to outputs of a beam splitter with transmissivity λ. To do so,
we let
s(t) = S
(
etL (Bλ(ρX ⊗ ρY ))
)− λS (etL (ρX))− (1− λ)S (etL (ρY )) (19)
be the difference between the two sides of the desired inequality. Since as t → ∞ all states involved approach
a gaussian state with photon number (t − 1)/2, one expects that limt→∞ s(t) = 0, and indeed this is the case
[20]. Furthermore, using the quantum de Bruijin identity to differentiate, we find
s′(t) = J˜
(
etL (Bλ(ρX ⊗ ρY ))
)− λJ˜ (etL (ρX))− (1− λ)J˜ (etL (ρY )) . (20)
Finally, using the fact that
etL (Bλ(ρX ⊗ ρY )) = Bλ
(
etL(ρX)⊗ etL(ρY )
)
(21)
we find that
s′(t) = J˜
(Bλ (etL(ρX)⊗ etL(ρY )))− λJ˜ (etL (ρX))− (1− λ)J˜ (etL (ρY )) (22)
so that by Eq. (15), we have s′(t) ≤ 0. Since limt→∞ s(t) = 0 [20] and s(t) is monotonically decreasing, we thus
find that s(0) ≥ 0. In other words, we get Eq. (18).
Proof sketch of Eq.(5)
As mentioned above, to establish Eq. (5), rather than using convexity, we appeal to a quantum version of
Stam’s inequality:
2
J˜(ρX1/2Y )
≥ 1
J˜(ρX)
+
1
J˜(ρY )
, (23)
whose proof along the lines of [25] can be found in [20]. In fact, we let X evolve according to a quantum diffusion
for time F (t) and Y evolve for G(t) with limt→∞ F (t) = limt→∞G(t) = ∞. Then, letting ρF (t)X = eF (t)L(ρX),
ρ
G(t)
Y = e
G(t)L(ρY ) and ρ
1
2 [F (t)+G(t)]
Z = e
1
2 [F (t)+G(t)]L(ρX1/2Y ), we can show that as t→∞ the ratio,
h(t) =
1
2 exp
(
1
nS
(
ρ
F (t)
X
))
+ 12 exp
(
1
nS
(
ρ
G(t)
Y
))
exp
(
1
nS
(
ρ
1
2 [F (t)+G(t)]
Z
)) (24)
approaches 1. Using the quantum de Bruijin identity to evaluate h′(t) allows us to find a differential equation
for F and G that ensures, together with Eq. (23), h′(t) ≥ 0. This allows us to conclude that h(0) ≤ 1, which
implies Eq. (5).
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Appendix A: Implications for classical capacities
Lemma A.1. Measured in nats, the classical capacity of the single-mode thermal noise channel, Eλ,NE , with
average photon number N satisfies
C(Eλ,NE , N) ≤ g (λN + (1− λ)NE)− (1− λ)g(NE). (A1)
If λ = 12 , we also have
C(E1/2,NE , N) ≤ g
(
1
2
(N +NE)
)
− ln
(
1 + eg(NE)
)
+ ln 2. (A2)
The capacity in bits can be obtained by dividing the formla for nats by ln 2.
Proof. We begin with the Holevo-Schumacher-Westmoreland formula for the classical capacity [3, 4] (see also
[37]), from which we conclude
C(Eλ,NE , N) = limn→∞
1
n
max
{px,φnx tr[
∑
x pxφxH(n)]≤(2N+1)n}
[
S
(
E⊗nλ,NE
(∑
x
pxφ
n
x
))
−
∑
x
pxS
(
E⊗nλ,NE (φnx)
)]
(A3)
≤ lim
n→∞
1
n
max
tr[φnH(n)]≤n(2N+1)
[
S
(
E⊗nλ,NE (φn)
)]
− lim
n→∞
1
n
min
φn
[
S
(
E⊗nλ,NE (φn)
)]
(A4)
≤ max
tr[φH]≤(2N+1)
[S (Eλ,NE (φ))]− limn→∞
1
n
min
φn
[
S
(
E⊗nλ,NE (φn)
)]
(A5)
= g (λN + (1− λ)NE)− lim
n→∞
1
n
min
φn
[
S
(
E⊗nλ,NE (φn)
)]
, (A6)
where the first inequality is elementary, the second is due to subadditivity of entropy, and the final equality
comes from the fact that gaussian states maximize entropy for any given power level [38]. We complete the
prove by using Eq. (4) to show
S
(
E⊗nλ,NE (φn)
)
≥ λS(φn) + (1− λ)S(Enin) (A7)
= λS(φn) + (1− λ)nS(Ein) ≥ (1− λ)nS(Ein) = n(1− λ)g(NE), (A8)
from which we conclude with Eq. (A6) that
C(Eλ,NE ) ≤ g (λN + (1− λ)NE)− (1− λ)g(NE). (A9)
For λ = 12 , we also have
e
1
nS
(
E⊗n
1/2,NE
(φn)
)
≥ 1
2
e
1
nS(φn) +
1
2
e
1
nS(E
n
in) (A10)
from Eq. (5), which gives us
1
n
S
(
E⊗n1/2,NE (φn)
)
≥ ln
[
1 + e
1
nS(E
n
in)
]
− ln 2, (A11)
so that
1
n
S
(
E⊗n1/2,NE (φn)
)
≥ ln
[
1 + eg(NE)
]
− ln 2. (A12)
9This allows us to conclude, together with Eq. (A6)
C(E1/2,NE , N) ≤ g
(
1
2
(N +NE)
)
− ln
[
1 + eg(NE)
]
+ ln 2. (A13)
In a similar fashion, we can prove that Eq. (17) would imply that
C(Eλ,NE ) ≤ g (λN + (1− λ)NE)− ln
[
λ+ (1− λ)eg(NE)
]
. (A14)
We also prove the following lemma, which shows an upper bound for the classical noise channel is implied by
Eq. (17).
Lemma A.2. If we have
e
1
nS(XλY ) ≥ λe 1nS(X) + (1− λ)e 1nS(Y ), (A15)
then the classical capacity of the classical noise channel measured in nats satisfies
g(N + ν)− g(ν) ≤ C(Eν , N) ≤ g(N + ν)− ln(1 + eν). (A16)
The upper and lower bounds differ by no more than 0.11 nats or 0.16 bits.
Proof. The lower bound comes from [6], so we need only establish the upper bound. This is done by evaluating
the bound in Eq. (A14),
C(Eλ,NE , N) ≤ g (λN + (1− λ)NE)− ln
[
λ+ (1− λ)eg(NE)
]
, (A17)
in the limit λ→ 1, NE →∞ with (1− λ)NE = ν. Since
(1− λ)eg(NE) = (1− λ) (NE + 1)
NE+1
NNEE
(A18)
= (1− λ)(NE + 1)
(
NE + 1
NE
)NE
(A19)
= νe, (A20)
we find
C(Eν , N) ≤ g(N + ν)− ln(1 + eν). (A21)
That the gap between upper and lower bounds is no more than 0.11 can easily be established by calculus.
Lemma A.3. Measured in nats, the classical capacity of the single-mode thermal noise channel, Eλ,NE , with
average photon number N satisfies
C(Eλ,NE ) ≤
[
g
(
λN
(1− λ)NE + 1
)]
. (A22)
Proof. First, we let AG be a pure-gain quantum channel with gain G, mapping covariance matrix γ → Gγ +
(G − 1)I. Then, note that Eλ,NE = AG ◦ Ea,0 with G = (1 − λ)NE + 1, a = λ(1−λ)NE+1 . Since the capacity of
Ea,0 is known to be g(aN)/ ln 2 [8], we have
C(Eλ,NE , N) = C (AG ◦ Ea,0, N) ≤ C(Ea,0, N) =
[
g
(
λN
(1− λ)NE + 1
)]
1
ln 2
. (A23)
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