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Abstract—In this paper, we compare the transient perfor-
mance of a multi-terminal high-voltage DC (MTDC) grid
equipped with a slack bus for voltage control to that of two
distributed control schemes: a standard droop controller and a
distributed averaging proportional-integral (DAPI) controller.
We evaluate performance in terms of an H2 metric that
quantifies expected deviations from nominal voltages, and show
that the transient performance of a droop or DAPI controlled
MTDC grid is always superior to that of an MTDC grid with
a slack bus. In particular, by studying systems built up over
lattice networks, we show that the H2 norm of a slack bus
controlled system may scale unboundedly with network size,
while the norm remains uniformly bounded with droop or DAPI
control. We simulate the control strategies on radial MTDC
networks to demonstrate that the transient performance for
the slack bus controlled system deteriorates significantly as the
network grows, which is not the case with the distributed control
strategies.
I. INTRODUCTION
Transmitting power over long distances while maintain-
ing low losses is one of the greatest challenges related
to power transmission systems. Driven partly by increased
deployment of renewable energy resources, such as large-
scale off-shore wind farms, many distances between power
generation and consumption are increasing. There is there-
fore a growing need for long-distance power transmission,
motivating a widespread use of high-voltage direct current
(HVDC) technology. Its higher investment costs compared to
AC transmission lines are compensated by its lower resistive
losses for sufficiently long distances, which are typically 500-
800 km for overhead lines [1], but less than 100 km for
undersea cable connections [2]. As more energy sources and
consumers are connected by HVDC lines, the individual lines
will eventually form a grid consisting of multiple terminals
connected by several HVDC transmission lines, resulting in
so-called multi-terminal HVDC (MTDC) systems [3].
The operation of MTDC transmission systems relies on the
ability to control the DC voltages at the terminals; firstly, in
order to govern the network’s current flows, and secondly, in
order to avoid damage to power electronic equipment caused
by too large deviations from nominal operating voltages [3],
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[4]. Different schemes for this voltage control in HVDC
systems have been proposed in the literature. One method
is to assign one of the buses (the slack bus) to control the
networks’ voltage drift through, for example, a proportional-
integral controller [5], [6]. Remaining buses control their in-
jected currents according to Ohm’s and Kirchhoff’s laws [4].
We refer to this control strategy as slack bus control. The
well-known voltage droop controller, on the other hand, is
a decentralized proportional controller that regulates current
injections based on local voltages [4], [5], [7]. This, however,
typically leads to stationary voltage errors that can be elimi-
nated through so-called secondary control. Several secondary
controllers have been proposed in recent work [8]–[11]. Here,
we focus on a distributed averaging proportional-integral
(DAPI) controller.
The control problem aspects outlined above are relevant
also for DC microgrids, which have attracted research interest
in recent years. DC microgrids are thought of as low-voltage
distribution networks with distributed generation sources,
storage elements and loads, all operating on DC [12], [13].
Although this paper will focus on HVDC systems, the same
analysis can in principle be applied to DC microgrids, after
a network reduction procedure laid out in [12].
The objective of this paper is to analyze the transient
performance of the MTDC grid and to compare the slack
bus control strategy to the voltage droop and the DAPI
controllers. We evaluate performance through an H2 norm
metric that quantifies each node’s expected voltage deviations
over the voltage regulation transient. We show that the
performance of a droop or DAPI controlled MTDC grid is
always superior to that of a slack bus controlled grid. We also
derive theoretical bounds on the scaling of the H2 norms
with network size by studying systems built up on large-
scale lattice networks. We find that, while the system’s H2
norm remains bounded with droop or DAPI control for any
network structure, that of a slack bus controlled system grows
unboundedly with network size in 1- and 2-dimensional
lattice networks. Our results therefore indicate that the slack
bus control strategy is not scalable to larger networks, while
droop and DAPI control are.
The remainder of this paper is organized as follows. We
introduce the MTDC network model, the voltage controllers,
and the H2 performance metric in Section II. In Section III,
we calculate the systems’ H2 norms and discuss their scaling
with network size in Section IV. We present a numerical
simulation in Section V and conclude in Section VI.
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II. MODEL AND PROBLEM SETUP
A. Notation
Let G = (V, E) be a graph, where V = {1, . . . , n} denotes
the vertex set and E = {1, . . . ,m} denotes the edge set. Let
Ni be the neighbor set of vertex i ∈ V in G. For the MTDC
network considered here, V corresponds to the HVDC bus
set, and E corresponds to the set of HVDC lines. Throughout
this paper, we assume that the graph that underlies the MTDC
network is connected. Denote by B the vertex-edge adjacency
matrix of a graph, and let LW = BWBT be its weighted
Laplacian matrix, with edge-weights given by the elements
of the positive definite diagonal matrix W . Let cn×m be a
matrix of dimension n×m whose elements are all equal to
the number c, and cn a column vector whose elements are all
equal to c. Let Jn = 1n1n×n, and denote by A
∗ the conjugate
transpose of the matrix A. For simplicity, we will often drop
the time dependence of variables in the notation, e.g., x(t)
will be denoted x.
B. Model
Consider an MTDC transmission system consisting of n
HVDC terminals, denoted by the vertex set V = {1, . . . , n}.
The DC terminals are connected by m HVDC transmis-
sion lines, denoted by the edge set E = {1, . . . ,m}. The
HVDC lines are assumed to be purely resistive, neglecting
any capacitive and inductive line elements. The assumption
of purely resistive lines is not restrictive for the control
applications considered in this paper, since line capacitance
can be included in the capacitances of the terminals [4]. This
implies that the current Iij on the HVDC line from terminal i
to terminal j is given by Ohm’s law as
Iij =
1
Rij
(Vi − Vj),
where Vi is the voltage deviation from the nominal voltage
V nomi of terminal i, and Rij is the line resistance. The voltage
dynamics of an arbitrary DC terminal i are assumed to be
given by
CiV˙i = −
∑
j∈Ni
Iij + ui = −
∑
j∈Ni
1
Rij
(Vi − Vj) + ui, (1)
where Ci > 0 is the total capacitance of terminal i, including
that of the incident HVDC line as well as any shunt capaci-
tances, and ui is the controlled injected current for which we
will shortly introduce control schemes. Equation (1) may be
written in vector-form as
CV˙ = −LRV + u, (SMTDC)
where V = [V1, . . . , Vn]T , C = diag([C1, . . . , Cn]), u =
[u1, . . . , un]
T and LR is the weighted Laplacian matrix of
the MTDC network graph, with edge-weights given by the
conductances 1Rij . Fig. 1 illustrates a four terminal MTDC
system.
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Fig. 1: Example of an MTDC network consisting of 4 terminals
(buses) and 5 lines.
C. Slack bus control
A common control strategy for MTDC grids is to control
the voltage at one terminal, by means of, e.g., a proportional-
integral controller. This terminal, which then regulates the
network’s voltage drift, is called a slack bus. Such a control
strategy can be idealized by assuming that the slack bus is
grounded, that is,
V1(t) = 0, ∀t ≥ 0, (2)
where, without loss of generality, we have assigned terminal 1
to be the slack bus. This results in the following dynamics
for the remaining buses
C˜ ˙˜V = −L˜RV˜ , (Sslack)
where L˜R is the reduced Laplacian matrix of LR, which is
obtained by deleting the first row and the first column of LR,
C˜ is obtained mutatis mutandis, and V˜ = [V2, . . . , Vn]T .
With slack bus control (also called constant DC voltage
control), the network’s operation relies on the functioning
of one single terminal. Therefore, to increase the reliability
of multi-terminal networks, distributed or decentralized con-
trol schemes inspired by frequency control in AC networks
have been proposed [5], [6]. We next introduce two such
controllers.
D. Droop control
The voltage droop controller is a commonly proposed
method for controlling (SMTDC), see, e.g., [5], [12]. It is a
decentralized proportional controller, which takes the form
u = −KPV, (3)
where KP = diag{KP1 , . . . ,KPn} contains the droop gains
KPi > 0. Inserting (3) in (SMTDC) yields
CV˙ = −(LR +KP )V. (Sdroop)
E. Distributed averaging proportional-integral control
Various secondary controllers have been proposed for
MTDC grids and DC microgrids, with the objective to
achieve current sharing and to eliminate static voltage er-
rors [8]–[11]. Here, we consider a distributed averaging
proportional-integral (DAPI) controller, which appends a
secondary controller layer with an associated communication
network to the droop controller (Sdroop). The DAPI controller
has been successfully applied in frequency control of AC
grids [14]–[17] and a similar controller was also proposed in
[12] in the context of DC microgrids. The DAPI controller
can be written as
u = −KPV − z
Kz˙ = V − Lqz,
(4)
where Lq is the Laplacian matrix of the connected
graph describing the communication topology, and K =
diag{K1, . . . ,Kn} with the constant gains Ki > 0. Insert-
ing (4) in (SMTDC) yields the closed-loop system[
Kz˙
CV˙
]
=
[−Lq In
−In −(LR +KP )
] [
z
V
]
. (SDAPI)
F. Performance metric
We use an H2 norm metric to compare the performance of
the proposed controllers for MTDC grids. Consider a general
input-output stable linear MIMO system S,
x˙ = Ax+Bw
y = Hx,
(S)
with transfer matrix G(s) = H(sIn − A)−1B. The
(squared) H2 norm of S is defined as ‖S‖2H2 ,
1
2pi
∫∞
−∞ tr(G(iω)
∗G(iω))dω. The motivation for studying
performance in terms of the H2 norm comes from two of
its useful interpretations (see also [18]):
i) If the input w is a white second order process with unit
covariance (white noise), then
‖S‖2H2 = limt→∞E{y
∗(t)y(t)},
i.e., the (squared) H2 norm is the steady-state variance
of the output components.
ii) If the input w ≡ 0n and the initial value x(0) = x0 is a
random variable with covariance E{x0x∗0} = BB∗, then
‖S‖2H2 =
∫ ∞
0
E{y∗(t)y(t)}dt,
i.e., the H2 norm is the expected L2 norm of the
output y.
In this paper, we shall consider the following outputs when
calculating the H2 norm:
y =
1√
n
V (5)
for (Sdroop) and (SDAPI), and
y =
1√
n
V˜ (6)
for (Sslack). In other words, performance will be evaluated in
terms of the mean (per node) deviation from nominal voltage
in the case of i) a persistent stochastic disturbance input w
due to e.g. fluctuating load currents, or ii) random initial
voltage perturbations that are uncorrelated across nodes.
III. H2 NORM EVALUATION
In this section, we compute the H2 norm of the closed-
loop dynamics (Sslack), (Sdroop), and (SDAPI). In order to
provide tractable closed-form expressions for the H2 norms,
we impose the following assumptions:
Assumption 1 (Uniform system parameters). The capaci-
tances Ci and the gains KPi and Ki are uniform across the
network and given by the positive constants c, kP , and k,
respectively.
Assumption 2 (Communication graph). The Laplacian ma-
trix Lq of the communication graph used by the DAPI
controller in (SDAPI) satisfies Lq = γLR, γ > 0, where LR
was defined in (SMTDC).
The following theorem summarizes the main result of this
section.
Theorem 1 (Performance evaluation). Let Assumptions 1 and
2 hold. The performance of the slack bus controlled MTDC
grid (Sslack) with output (6) is given by
‖Sslack‖2H2 =
c
2n
n−1∑
i=1
1
λ˜i
, (7)
where λ˜i denotes the ith eigenvalue of the reduced Lapla-
cian L˜R. The performance of the droop-controlled MTDC
grid (Sdroop) with output (5) is given by∥∥Sdroop∥∥2H2 = c2n
n∑
i=1
1
(λi + kP )
, (8)
where λi denotes the ith eigenvalue of LR. The performance
of the DAPI controlled MTDC grid (SDAPI) with output (5)
is given by
‖SDAPI‖2H2 =
c
2n
n∑
i=1
1(
λi + kP +
cγλi
cγ2λ2i+kγλ
2
i+kkP γλi+k
) .
(9)
Proof. It is readily verified that the system matrices of the
systems (Sslack), (Sdroop), (SDAPI) are Hurwitz if c, k, kP , γ >
0 (noting that the grounded Laplacian L˜R is positive definite
if the graph G is connected, see [18]). Therefore, their H2
norms exist and are finite. To derive the respective norms, we
follow the procedure outlined in [19] and perform a unitary
state transformation, which in the case of (Sdroop) reads
V = UV¯ . The matrix U diagonalizes LR, i.e., LR = U∗ΛU
with Λ = diag(λ1, . . . , λn). Since the H2 norm is unitarily
invariant, we can also define y¯ = U∗y and w¯ = U∗w and
obtain, in the new coordinates,
c ˙¯V = −(Λ + kP In)V¯ + w¯
y¯ =
1√
n
V¯ .
(10)
The system (10) consists of n decoupled subsystems (Sidroop):
˙¯Vi = −1
c
(λ+ kP )V¯i +
1
c
w¯ , A¯idroopV¯i + B¯iw¯i
y¯i =
1√
n
V¯i , H¯iV¯i,
(11)
and it holds that ‖Sdroop‖2H2 =
∑n
i=1 ‖Sidroop‖2H2 . Each indi-
vidual subsystem norm can now be evaluated by solving the
Lyapunov equation for P i: A¯i∗droopP
i +P iA¯idroop = −H¯i∗H¯i,
and taking ‖Sidroop‖2H2 = tr(B¯i∗P iB¯i), which in our case
gives ∥∥∥Sidroop∥∥∥2H2 = c2n(λi + kP ) . (12)
Summing over the n subsystems yields the result in (8).
The H2 norms of (Sslack) and (SDAPI) are calculated in a
similar manner.
Next, we show that the H2 norm of (SDAPI) is strictly
smaller than that of (Sdroop), which in turn is strictly smaller
than that of (Sslack).
Corollary 2. For any choice of the parameters c, k, kP , γ >
0, it holds that
‖SDAPI‖2H2 <
∥∥Sdroop∥∥2H2 <‖Sslack‖2H2 .
Proof. By Cauchy’s interlacing theorem [20], the eigenvalues
λi of LR and the eigenvalues λ˜i of L˜R satisfy
0 = λ1 < λ˜1 ≤ λ2 ≤ · · · ≤ λ˜n−1 ≤ λn.
Thus
n−1∑
i=1
c
2nλ˜i
≥
n∑
i=2
c
2nλi
>
n∑
i=1
c
2n(λi + kP )
, (13)
which proves the second inequality. Furthermore, since
c, k, kp, γ, λi > 0, each term of the sum in (9) is smaller than
the corresponding term in (8), so ‖SDAPI‖2H2 < ‖Sdroop‖2H2 ,
which concludes the proof.
IV. PERFORMANCE SCALING IN LATTICE NETWORKS
By Corollary 2 we know that the H2 norms of the droop
or DAPI controlled MTDC grids are always smaller than
that of the slack bus controlled grid. It turns out, as we will
show in this section, that this difference in performance be-
comes increasingly pronounced as the network size grows. In
particular, for specific network topologies, we show that the
H2 norm of the slack bus controlled MTDC network grows
unboundedly with network size, while it remains bounded
with droop or DAPI control. This scaling of performance
with network size becomes a particularly important question
as DC microgrids are gaining interest, since these are likely
to comprise a high number of buses.
In order to derive the relevant performance bounds, we
first make the following physically motivated assumption:
Assumption 3 (Uniformly bounded resistances). The net-
work line resistances are uniformly bounded as
R ≤ Rij ≤ R, (i, j) ∈ E ,
where R and R are positive constants.
Recall that, by (7) and (13), the H2 norm of the slack bus
controlled MTDC grid satisfies
‖Sslack‖2H2 =
c
2n
n−1∑
i=1
1
λ˜i
≥ c
2n
n∑
i=2
1
λi
. (14)
We notice immediately that this expression blows up if one
or more of the Laplacian eigenvalues λi approaches zero.
This is typically the case when networks grow large, unless
the network is well-interconnected. More precisely, the H2
norm’s scaling will depend on how
K∗ , 1
n
n∑
i=2
1
λi
(15)
scales with network size. The quantity K∗ is closely related
to the Kirchhoff index, also called total effective resistance or
Wiener index, in resistor networks. Namely, given a network
of resistors, define the pairwise effective resistance between
two nodes i and j as Reffij . The Kirchhoff index is defined as
Kf ,
∑
i<j
Reffij , (16)
see, e.g., [21], [22]. This has been shown in [23] to equal:
Kf = n
n∑
i=2
1
λi
.
Clearly K∗ = Kfn2 , so K
∗ → ∞ if and only if Kfn2 → ∞ as
n → ∞. The following well-established result proves to be
very useful for our analysis.
Lemma 3 (Rayleighs monotonicity law). Removing an edge
from a graph, or increasing its resistance, can only increase
the effective resistance between any two points in the network.
Conversely, adding edges or decreasing their resistance can
only decrease the effective resistance between any two points.
Proof. See, e.g., [24].
Rayleighs monotonicity law implies that well-
interconnected networks have a lower Kirchhoff index,
and hence a lower H2 norm (better performance) than
sparsely interconnected networks. It also implies that the
Kirchhoff index of any network that can be embedded in a
larger network (that is a subgraph of the larger network) is
lower bounded by that of the larger network [25].
We will consider a subclass of graphs for which asymptotic
(in network size) bounds on the Kirchhoff index Kf can be
obtained analytically, namely infinite lattices and their fuzzes,
which are defined below.
Definition 1 (Lattice). A d-dimensional lattice is a graph
that has a node at every point in Zd and an edge between
any two nodes between which the Euclidean distance is 1.
Definition 2 (h-fuzz). The h-fuzz of a lattice is obtained by
adding an edge between any nodes within graph distance h.
By the reasoning above, the Kirchhoff index, and thereby
the performance scaling, that we derive for lattices and
fuzzes will provide a lower bound for all graphs that can be
embedded in them. In this context, it is useful to think of the
lattice dimension d a measure of the graph’s connectivity,
which determines how performance scales in the network.
Consider the following theorem:
Theorem 4 (Asymptotic performance in lattices). Let the
graph G corresponding to the MTDC network be a lattice
or its h-fuzz in d dimensions. Then, under Assumptions 1–
3, the asymptotic scaling of the H2 norm of the slack bus
controlled MTDC network (Sslack) is given in Table I. This
implies that for 1- and 2-dimensional lattices and h-fuzzes,
the H2 norm scales as n and log(n), respectively, and thus
grows unboundedly as n→∞.
The H2 norms of droop and DAPI controlled MTDC
networks are, on the other hand, upper bounded by∥∥Sdroop∥∥2H2 ,‖SDAPI‖2H2 ≤ c2kP
for any underlying network structure (that is, not limited to
lattices and fuzzes).
Proof. In order to bound the H2 norm of the slack bus
controlled system, by (14) it suffices to bound the quantity∑n
i=2
c
2nλi
= 12n2Kf . Note that, by Assumption 3, the
network’s resistances are upper and lower bounded. Consider
therefore the graphs where the resistances Rij are replaced by
their lower and upper bounds. By Lemma 3, the Kirchhoff
indices of those graphs bound the Kirchhoff index of the
original graph. Now, by [25] the effective resistance between
any two points i and j can be bounded as
α1dG(i, j) ≤ Reffij ≤ β1dG(i, j)
α2 log(dG(i, j)) ≤ Reffij ≤ β2 log(dG(i, j))
α3 ≤ Reffij ≤ β3,
for, respectively, the 1, 2 and 3-dimensional lattice or fuzz
with uniform resistances. Here, the α’s and β’s are positive
constants, which depend on R and R, but not on n. The
function dG(i, j) denotes the graph distance between nodes
i and j, which is equal to the `1-norm between i and j.
For d = 1, the graph distance between two arbitrary nodes
in a lattice with n nodes, is proportional to n [25]. Summing
over all i ≤ j as in (16) yields α′1n3 ≤ Kf ≤ β′1n3 ⇔ α′1n ≤
K∗ ≤ β′1n, for some constants α′1, β′1. Based on (14), the
H2 norm can then be lower bounded as in Table I.
For d = 2, the graph distance between two arbitrary nodes
in a lattice with n nodes, scales as
√
n. Summing over i ≤ j
yields α′2n
2 log(n) ≤ Kf ≤ β′2n2 log(n) ⇔ α′2 log(n) ≤
K∗ ≤ β′2 log(n) for some α′2, β′2. The lower bound of the
H2 norm can then be stated as in Table I.
For d ≥ 3, Rij is bounded by positive constants, so
summing over i ≤ j yields α′3n2 ≤ Kf ≤ β′3n2 ⇔ α′3 ≤
K∗ ≤ β′3, that is, the H2 norm is bounded.
Next, it is straightforward to show that ‖Sdroop‖2H2 and‖SDAPI‖2H2 are upper bounded by c2kP , regardless of the λi,
that is, of the network structure.
Theorem 4 implies that, unless the network is well-
interconnected, controlling the voltage of large MTDC grids
by means of a slack bus may be unsuitable, as the H2 norm
may scale unboundedly with the network size. As a result,
one would obtain growing expected deviations from desired
voltage levels, and thus fail in the control objective. The H2
TABLE I: Performance scaling of the slack bus controlled MTDC
network (Sslack) on lattices and h-fuzzes, as the network size n →
∞, where a1, a2 are positive constants.
Lattice dimension H2 norm, slack bus
d = 1 a1n ≤‖Sslack‖2H2
d = 2 a2 log(n) ≤‖Sslack‖2H2
norms of the droop or DAPI controlled MTDC grids, on the
other hand, are uniformly upper bounded with respect to the
network size, regardless of the network topology. This makes
droop and DAPI control more scalable as control strategies.
Similar analyses as the above have been carried out for
AC power grids and coupled oscillator networks in [26]–
[28]. However, our results for the MTDC grids partly differ
from those derived for AC grids, as the droop controller alone
suffices to uniformly bound the H2 norm, whereas a DAPI
controller is required in AC grids. This can be understood
by studying the control law (Sdroop) and noting that the
diagonal matrix KP provides absolute feedback from the
voltage deviations. Such absolute feedback has been shown
in [29] to be key in achieving bounded H2 norm scalings
in systems of this type. In AC networks, absolute feedback
from phase angles is not present in the droop control law,
but can instead be emulated by the DAPI controller [28].
V. SIMULATIONS
In this section, we demonstrate the implications of the
performance scaling in Theorem 4 by a simulation of a
radial MTDC grid (that is, a topology corresponding to a
1-dimensional lattice) with sizes n = 10 and n = 100.
For simplicity, we let the resistances of all DC lines be
1 Ω, and the capacitances of the DC buses be 1 mF. The
controller parameters were set to kP = 0.1, k = 100 and
γ = 1000, respectively. The system was initiated at the
voltage V (0) = V0, where V0 ∼ N (0, 1).
The responses of the MTDC grid with the different con-
trollers are shown in Fig. 2. From the figures, it is evident that
the performance of the MTDC grid with a slack bus deterio-
rates significantly with increasing network size (greater inter-
nodal differences, longer transient). The performance of the
droop and DAPI controlled MTDC grids, on the other hand,
remains almost unchanged as the network size increases.
VI. SUMMARY AND CONCLUSIONS
We characterized transient performance in MTDC net-
works using the H2 norm, which can, for example, be inter-
preted as the expected L2 norm of nodal voltage deviations
under Gaussian initial conditions. The performance of an
MTDC grid controlled by means of a slack bus whose
voltage is kept constant, is shown to be worse than that
of a droop controlled grid. We showed that performance
can be further improved by a DAPI controller. For network
topologies resembling 1- or 2-dimensional lattices, the H2
norm scales unfavorably and grows unboundedly with the
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Fig. 2: Voltage trajectories for a subset of the buses in a radial MTDC network (1-dimensional lattice) of size n = 10 and n = 100
with, respectively, slack bus, droop, and DAPI control. In the slack bus case, performance is substantially worse for the larger network (d)
compared to the smaller (a), which is not in the case with droop or DAPI control; compare (b–c) to (e–f). The oscillatory behavior in the
DAPI case is a typical feature of integral control.
number of buses. On the other hand, the H2 norms of
MTDC grids controlled with droop or DAPI controllers
are always uniformly bounded with respect to the network
size, regardless of topology. These control laws are therefore
scalable, and thus amenable to larger MTDC grids.
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