Abstract-In this brief, the problem of global asymptotic stability for delayed Hopfield neural networks (HNNs) is investigated. A new criterion of asymptotic stability is derived by introducing a new kind of Lyapunov-Krasovskii functional and is formulated in terms of a linear matrix inequality (LMI), which can be readily solved via standard software. This new criterion based on a delay fractioning approach proves to be much less conservative and the conservatism could be notably reduced by thinning the delay fractioning. An example is provided to show the effectiveness and the advantage of the proposed result.
I. INTRODUCTION
In recent years, Hopfield neural networks (HNNs) have found many applications in a broad range of areas such as associative memory, repetitive learning, classification of patterns, and optimization problems. Thus, considerable attention has been devoted to the research on HNNs [2] , [6] . In particular, the stability analysis of HNNs has become a topic of both theoretical and practical importance since stability is one of the most important issues related to their dynamic behaviors. There have been extensive results on global asymptotic stability in the literature (see [3] , [12] - [14] , [20] , and the references therein).
In practice, due to the finite switching speed of amplifiers or finite speed of information processing, time delays are often encountered in hardware implementation [1] , [8] , [9] , which may be a source of oscillation, divergence, and instability in HNNs. Therefore, the stability problems of HNNs with time delay have gained great research interest. Based on different assumptions and different approaches, a great number of stability criteria for delayed HNNs have been proposed (see [16] , [17] , [19] , and [23] - [25] ). Among these results, Xu and Lam obtained an improved stability condition in [22] over the existing criteria in [21] and [23] .
In this brief, we revisit the problem of stability analysis for delayed HNNs. It is shown that the result in [22] can be further improved by constructing a new Lyapunov-Krasovskii functional with the idea of delay fractioning. The condition is formulated in the form of a linear matrix inequality (LMI) and proves to be much less conservative, shown via a numerical example. The rest of this brief is organized as follows. In Section II, the problem of asymptotic stability analysis for delayed HNNs is formulated. Section III presents our main result. A numerical example is provided in Section IV, and we conclude the brief in Section V.
Notation: The notation used throughout this brief is fairly standard. n denotes the n-dimensional Euclidean space and the notation P > 0( 0) means that P is real symmetric and positive definite _x i (t) = 0a i x i (t) + n j=1 b ij f j (x j (t 0 )) + c i (1) or, equivalently
Here, It should be pointed out that Assumption 1 guarantees there is an equilibrium point for HNN (2) . This can be easily verified by employing the well-known Brouwer's fixed point theorem. Let x 3 = [x 3 1 ; x 3 2 ; ... ; x 3 n ] be the equilibrium point. Then, in order to simplify the equation, we make the following transformation by the change of variables:
Under this transformation, HNN (2) is rewritten as _y(t) = 0Ay(t) + Bg(y(t 0 )) (3) where g j (y j (t)) = f j (y j (t) + x 3 j ) 0 f j (x 3 j ):
By (4) and Assumption 1, it is not difficult to verify that g j (0) = 0; 0 gj (yj) yj l j 8y j 6 = 0; j = 1; 2; ...; n:
III. MAIN RESULT
In this section, we present our new delay-dependent asymptotic stability criterion for delayed HNNs. Proof: The uniqueness of the equilibrium point can be proved by the contradiction method similar in [22] . Now, we are in the position to show that the equilibrium point is globally asymptotically stable. At first, we choose a Lyapunov-Krasovskii functional candidate as The derivatives of V i (t);i = 1; 2; 3; are given by 
2(t)
where (t) = 7(t) y(t 0 ) g(y(t 0 )) (11) and 2 is defined in (6).
On the other hand, condition (6) implies that there exists a positive " such that 2 < diagf0"I; 0; ...; 0; 0g:
We pre-and postmultiply this inequality by T (t) and (t), respectively. Then, one can easily achieve _ V (t) (t) T 2(t) < 0"ky(t)k 2 which shows that the delayed HNN in (2) is asymptotically stable. This completes the proof.
Remark 1: Theorem 1 presents a new delay-dependent stability criterion for delayed HNNs by using a more general Lyapunov-Krasovskii functional in (7) . Note that, even for m = 1, the proposed result still demonstrates superiority over the main classical results in the literature. An illustrative example will be provided to show this in Section IV.
Remark 2: The reduced conservatism of Theorem 1 benefits from the construction of the new Lyapunov-Krasovskii functional in (7) . The main idea is to fraction the delay, which constitutes the major difference from most existing results in the literature. Moreover, the conservatism reduction increases as the delay fractioning becomes thinner.
Remark 3: The delay fractioning idea can be extended to the timevarying delay case. We just need to modify our Lyapunov-Krasovskii functional by replacing with (t)(0 (t) h; _ ) to get LMI-based sufficient condition for HNN with time-varying delay.
If we choose the Lyapunov-Krasovskii functional as
then it is easy to obtain the following delay-independent stability condition. where (t) is as defined in (11) and in (13) . Then, using similar method in Theorem 1, we complete the proof. Our purpose is to find the maximum allowable delay max such that the delayed HNN in (2) is globally asymptotically stable. Computational results are shown in Table I , which summarizes the obtained maximum allowable delays by using the previously published methods and our new result for various fractionings. Table I shows that for no fractioning (m = 1), the new criterion given in Theorem 1 is still less conservative than the previous results, which corresponds to Remark 1. Moreover, for m > 1, the conservatism reduction proves to be more obvious. However, it should be noted that although conservatism is reduced as the fractioning becomes thinner, there is no significant improvement after m = 5. By defining a new Lyapunov-Krasovskii functional, an improved delay-dependent asymptotic stability criterion has been obtained for a class of delayed HNNs. The proposed condition is given in terms of LMIs and thus can be readily solved via standard numerical software. The merit of the proposed condition lies in its reduced conservatism, which is based on a time delay fractioning approach. The result proves to become less conservative as the fractioning goes thinner. Finally, a numerical example has been provided to demonstrate the effectiveness of the proposed criterion. The method is expected to be further extended to other neural networks or complex networks [4] , [5] , [7] , [10] , [11] , [15] , [18] , which is under our investigation.
Energy Function and Energy Evolution on Neuronal Populations
Rubin Wang, Zhikang Zhang, and Guanrong Chen 
I. INTRODUCTION
Due to the limitations in current biophysical models of neural coding, research into the mechanisms of neural information processing remains a challenge [1] - [3] , thereby the fundamental principles of neural information processing underlying cognitive processes in the brain are still not completely understood today.
Regarding neural information processing, the basic theory of energy coding has received strong supports from many neuroelectrophysiological experiments [4] - [11] , [13] - [16] , and a significant expansion on energy coding appear in [7] . Two concerned issues pertaining to the aforementioned research results are considered in this brief. 1) Neuronal activities at the subthreshold and the suprathreshold states are separately described and discussed in their mathematical models. The fact is that most activities of neurons at both of these threshold states are mutually coupled, so this separate description does not agree with the real neuronal activities. For this reason, the coupled relationship between neurons at the subthreshold and suprathreshold states is taken into account in this brief, and under such coupling configuration some quantitative expressions of energy coding are obtained.
2) The Hamiltonian energy function describing the collective activities of electric potentials of a whole neural population is derived and analyzed, improving the previously published results devoted only to a single neuron [5] , [7] . Therefore, the results reported in this brief are quite universal and significant. 
