Abstract. We deal with the Regenerator Location Problem in optical networks. We are given a network G = (V, E), and a set Q of communication requests between pairs of terminals in V . We investigate two variations: one in which we are given a routing P of the requests in Q, and one in which we are required to find also the routing. In both cases, each path in P must contain a regenerator after every d edges in order to deal with loss of signal quality for some d > 0. The goal is to minimize the number of vertices that contain regenerators used by the solution. Both variations of the problem are NP-hard in the general case. In this work we investigate the parameterized complexity of the problem. We introduce several fixed parameter tractability results and polynomial algorithms for fixed parameter values, as well as several NP-hardness results. The parameters under consideration are the treewidth of the input graph, the sizes d and |Q| and the vertex load, i.e. the maximum number of paths passing through any vertex.
Introduction

Background
One of the main problems in optical network design is the deterioration in the signal quality after it travels a given distance d. To overcome this problem, regenerators are located at the vertices of the network. For two clients to be able to communicate in the network, the regenerators must be placed such that lightpaths can be formed between them such that there is at least one regenerator in every d consecutive vertices of each path. A regenerator can serve only one lightpath.
Regenerators are rather expensive equipment, and much research has been conducted, concerning minimizing their usage while satisfying all or most of the communication requirements posed by clients.
The cost of regenerators in a network is measured in two main ways:
-The number of regenerators placed in the network.
-The number of locations (that is, vertices) in which regenerators are placed.
In this article we deal with the second measure. The motivation behind the number of locations measure, is that a considerable part of the required cost of a regenerator is shared by other regenerators (e.g. by the use of common equipment or manpower).
We deal with two types of connectivity requirements. In the first, we are given paths between certain terminal vertices, and we need to find a placement of regenerators such that the given paths are satisfied. In the second, we are only given pairs of terminals, and we are required to find lightpaths which connect the given terminal pairs, and a regenerator placement minimizing the number of vertices hosting regenerators used by these lightpaths. We denote these problems as RLP path and RLP req , respectively.
Related Work
Regenerator placement has been extensively studied from an engineering point of view (see [3, 4, 13, 16, 17] ). Such works usually offer mainly simulations and heuristics.
[3] contained the first theoretical result concerning regenerator placement, showing that the regenerator location problem with connection requests (i.e. without a given routing) is NP-hard in the all to all case, i.e. when there is a request between every two vertices in the network. [5] was the first paper completely devoted to theoretical analysis of regenerator placement, offering exact algorithms, NP-Hardness results, approximation algorithms and hardness of approximation results for the regenerator location problem. [11] provides a first theoretical analysis of the number of regenerators objective. The articles [6] [7] [8] deal with minimizing the number of regenerators in optical networks with traffic grooming, i.e. networks which allow sharing of regenerators by at most g different paths with g being the grooming factor. Finally, [12] and [15] consider regenerator placement in an online setting.
Our Contribution
Both problems under consideration were shown to be NP-hard in [5] . Our goal is to better understand the parameters making these problems hard, and to separate the polynomial cases, from the NP-hard cases depending on these parameters, and to show fixed parameter tractability where possible.
We first show a result regarding ring networks. It was proven in [5] that RLP path is polynomial-time solvable in tree and ring networks. The problems RLP path and RLP req are identical in trees, and therefore RLP req is also polynomialtime solvable in this topology. We show that RLP req is polynomial-time solvable in ring networks.
We consider the treewidth of the network as one main parameter. The treewidth tw(G) of a network G is a measure for its structure, resembling the network's level of similarity to a tree. We show that: (1) RLP req is NP-hard for any fixed value of d and for any fixed value of tw(G) at least 3, (2) RLP path is fixed parameter tractable for d = 2 with the treewidth tw(G) of the graph as the parameter, and (3) RLP path is NP-hard for any fixed value d ≥ 5 and for graphs of any fixed treewidth at least 2.
Next, we introduce the vertex load parameter for the problem RLP path . The vertex load of a path set P, L v (P), is the maximum number of paths which share the same common vertex. We show that RLP path is polynomially solvable if both the treewidth and the vertex load are fixed.
Finally, we consider the number of connections that need to be made. We show that (1) RLP path is APX-hard for every two fixed values |P| ≥ 2, d ≥ 2, and (2) RLP req is fixed parameter tractable for d = 1 and d = 2. The results are summarized in Table 1 .
RLPreq (G, d, Q) NP-hard when tw(G) ≥ 2 and d ≥ 5
NP-hard when tw(G) ≤ 3 and d ≥ 1. F P T in tw(G) when d = 2 Polynomial when tw(G) and Lv(P) are constants for any d APX-hard when |P| ≥ 2, d ≥ 2 FPT in |Q| for d = 1 Table 1 .
Summary of results
The structure of the article is as follows. In Section 2 we give definitions of the terms used in this paper. In Section 3 we discuss RLP req on rings. In Section 4 we prove a hardness result concerning RLP req for graphs of treewidth at most 3. In Section 5 we provide results concerning RLP path on bounded treewidth and bounded vertex load (see Table 1 ). In Section 6 we deal with instances of RLP path and RLP req with limited number of paths and requests, respectively. Finally, in Section 7 we conclude by presenting several open problems and possible extensions to this work.
Due to space limitations, some proofs and figures are moved to the Appendix.
Preliminaries
Given an undirected underlying graph G = (V (G), E(G)) that corresponds to the network topology, a lightpath is a simple path in G. P = {π 1 , π 2 , . . . , π n } is a set of paths in G representing the lightpaths. Q = {q 1 , q 2 , . . . , q n } is a set of communication requests between the vertices of G, i.e. q i = {s i , t i } for some s i , t i ∈ V , for every 1 ≤ i ≤ n. Given a subset U ⊆ V (G), G[U ] denotes the subgraph of G induced by U . For any subset Q ⊆ Q of requests, term(Q) def = ∪Q denotes the set of terminals of Q. The length (π) of a lightpath π is the number of its edges. The internal vertices (resp. edges) of a path π are the vertices (resp. edges) in π except the first and the last ones. Given a set P of paths, a vertex v ∈ V and an edge e ∈ E, P v denotes the set of paths of P traversing v (i.e. having v as internal vertex), and P e is the set of paths of P containing e. The load induced by P on e and v are L(P, v)
Given two vertices u, v ∈ V , we define dist(u, v) as the distance of a shortest path between u and v in G. If u and v are vertices of a common path π ∈ P, we define dist π (u, v) as the number of edges between u and v on π.
A routing of Q is a set of paths P such that for every request q i = {s i , t i } ∈ Q, there is a path π i ∈ P between s i and t i . A regenerator location assignment is a set R ⊆ V .
Given an integer d, a lightpath π is d-satisfied by a set of regenerator locations
When there is no ambiguity about the set of regenerator locations under consideration we simply say that π is d-satisfied.
A set of lightpaths is d-satisfied if every lightpath in it is d-satisfied. Note that a path with at most d edges is d-satisfied regardless of R, therefore we assume without loss of generality that every path π ∈ P has at least d + 1 edges. We assume, without loss of generality, that every edge of the graph is used by at least one path π ∈ P. Figure 8 in Appendix C demonstrates the terms of regenerator location placement and d-satisfiablity when d = 2.
We consider two variants of the Regenerator Location Problem: (a) given a graph G = (V, E), a set P of paths in G, and a distance d ≥ 1, find a regenerator location assignment R ⊆ V of minimum cardinality such that all the paths in P are d-satisfied. (b) given a graph G = (V, E), a set Q of requests in G, and a distance d ≥ 1 find a routing P of Q and a regenerator location assignment R ⊆ V of minimum cardinality such that all the paths in P are d-satisfied.
Formally:
Regenerator Location Problem(RLP path )
Input: An undirected graph G = (V, E), a set P of paths in G, d ≥ 1 Output: A regenerator location assignment R ⊆ V such that every path P ∈ P is d-satisfied. Objective: Minimize |R|.
Routing and Regenerator Location Problem(RLP req )
Input: An undirected graph G = (V, E), a set Q of requests in G, d ≥ 1 Output: A routing P of Q, and a regenerator location assignment R ⊆ V such that every path P ∈ P is d-satisfied. Objective: Minimize |R|. We assume the reader is familiar with the notions of treewidth, parameterized complexity, fixed parameter tractability (FPT), polynomial-time approximation scheme (PTAS), and APX-hard. Nevertheless, definitions of these terms are supplied in Appendix A.
Two fundamental problems:
We mention here two fundamental problems used in this work: the 3Sat problem and the Vertex Cover problem.
An instance (X, φ) of 3Sat (or any of its variants that we use in this work) is a set φ = {φ i | 1 ≤ i ≤ m} of clauses over a set of boolean variables X = {x j | 1 ≤ j ≤ n}.X = {x j | 1 ≤ j ≤ n} is the set of all negative literals over X. Each clause φ i = i,1 ∨ i,2 ∨ i,3 is a conjunction of 3 literals from X ∪X. The output for such an instance is a satisfying assignment f : X → {0, 1} such that all the clauses φ i of φ are satisfied, i.e. at for least one literal i,k (k ∈ {1, 2, 3})
Given an undirected graph G = (V, E), C ⊆ V is a vertex cover of G if for every {u, v} ∈ E, either {u, v} ∩ C = ∅. The problem MinVertexCover is the problem of finding a vertex cover of minimum cardinality.
RLP req in rings
It was proven in [5] that RLP path is polynomially solvable on rings. Note, that given a ring G = (V, E) and a request set Q, there are exactly two routings for every q ∈ Q. Therefore, given a request set Q, by considering all the possible routings of Q, and finding the optimal solution for RLP path for each one of them, we can optimally solve RLP req (G, d, Q) for every given positive integer d. Unfortunately, there are 2 |Q| such possible routings. We show that it is actually sufficient to consider only O(|V | 3 ) routings in order to find an optimal solution. Namely we prove:
We assume an arbitrary planar embedding of the graph G, such that for every u, v ∈ V there is one clockwise path and one counterclockwise path which connects u and v. We denote by ρ(u, v) the clockwise path from u to v, and by (ρ(u, v)) the length of ρ(u, v). For convenience, we will abuse notation and also refer to ρ(u, v) as the set of its vertices. Finally, given a solution R, and two regenerator locations r 1 , r 2 ∈ R, we say that r 1 and r 2 are consecutive in R if ρ(r 1 , r 2 ) ∩ R = {r 1 , r 2 }.
According to [5] , the problem RLP path is polynomially solvable on rings. Let ALGRLPRTRINGS be an algorithm which accepts an instance (G, d, P) of RLP path , and obtains an optimal regenerator placement R d-satisfying P.
Denote the vertices of V as v 0 , v 1 , . . . , v n−1 such that v 0 , v 1 , . . . , v n−1 are consecutive vertices in clockwise direction. The algorithm below solves optimally RLP req (G, d, Q) when G is a ring. The correctness of the algorithm is implied by the proof of Theorem 1 in Appendix B.1.
Let Q = {{s1, t1} , {s2, t2} , ..., {sm, tm}} be the set of requests in Q such that:
for {s, t} ∈ Q \ Q do 8:
else 11:P ←P ∪ {ρ(s, t)} 12:
for 1 ≤ i ≤ m do 13:
Hardness of RLP req in Bounded Treewidth Graphs
In this section we show that the problem RLP req (G, d, Q) is hard even when tw(G) = 3 and d = 1. The proof follows a technique used in [1] to show that the Steiner Forest problem is hard even for graphs of treewidth 3. First, we define the problem R-SAT. Given three boolean variables a 1 , a 2 , a 3 , an R-clause R(a 1 , a 2 , a 3 ) stands for (a 1 = a 3 ) ∨ (a 2 = a 3 ). Given a set of boolean variables X = {x 1 , ..., x n }, we say that a formula φ is an R-formula over X if R = R 1 ∧R 2 ∧...∧R m where m is a non-negative integer and for every 1 ≤ i ≤ m, R i is an R-clause composed of literals over X ∪ {0, 1}. We assume that for every 1 ≤ j ≤ n, x j appears in some clause of φ. For example, the R-formula R(x, y, 1) ∧ R(x, 0, z) stands for ((x = 1) ∨ (y = 1)) ∧ ((x = z) ∨ (0 = z)). The problem of deciding whether a given R-formula φ is satisfiable is called R-SAT and is proven in [1] to be NP-complete.
A formula φ is non-trivial if it contains both constants 0 and 1. The problem Non-trivial R-SAT is the problem of deciding whether a non-trivial R-SAT formula is satisfiable. It is easy to see that non-trivial R-SAT is also NP-hard by reduction from regular R-SAT. Indeed, any R-SAT formula φ can be transformed into an equivalent non-trivial R-formula φ = φ ∧ R(0, 1, x), where x ∈ X. In the Appendix we prove the main result of this section by a reduction from the non-trivial R-SAT problem. 
RLP path with Treewidth and Vertex Load Parameters
We first show that the problem RLP path is FPT for d = 2 when parameterized by the treewidth of the input graph (note that RLP path is trivial when d = 1 even for general graphs).
Theorem 3. RLP path (G, 2, P) is FPT when parameterized by tw(G).
By the above theorem, RLP path is polynomial time solvable for any fixed treewidth when d = 2. We next show that this does not hold for every value of d. Specifically, we show that:
We have seen that when the treewidth of the input graph is fixed, the problem RLP path is NP-hard. By Corollary 61 the problem is also NP-hard when the vertex load of the path set is fixed. We now show that the problem is solvable in polynomial time when both the treewidth and the vertex load are fixed.
Theorem 5. An optimal solution for RLP path (G, d, P) can be computed in polynomial time, if both tw(G) and L v (P) are fixed.
We start by introducing definitions used in the algorithm and its analysis, and then present an optimal algorithm for RLP path (G, d, P). In the appendix we prove the correctness of the algorithm, and show that it returns an optimal solution in polynomial time when tw(G) ≤ w and L v (P) ≤ for every two constants ω and .
Definitions and Basic Observations
In this section we assume that every path π ∈ P is assigned an arbitrary and fixed direction, designating one endpoint of π as its left endpoint, denoted as lef t(π), and the other as its right endpoint. Given a path π, and two vertices u, v ∈ π, we say that u is on the left of v in π if u is in the sub-path of π connecting lef t(π) and v, and denote this by u ≤ π v. If u ≤ π v and u is adjacent to v in π, we say that u is the left neighbor of v in π and denote u as lef t π (v).
Given a set R ⊆ V of regenerator locations, the function a R indicates for each path and each internal node of it, the distance of the closest regenerator location when moving towards the left of the path. Formally, for a set U ⊆ V we define the set D U def = u∈U ({u} × P u ), and a R : D V → N is an integer function over D U , such that:
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Corollary 51 Given a function f ∈ F V -It can be tested in polynomial time whether f is a legal d-assignment.
-R f can be computed in polynomial time.
Given a f ∈ F V and U ⊆ V , the restriction f U of f to U is the function
When f ∈ F U and f ∈ F U agree on U ∩ U we say simply that f and f agree and denote this by f ∼ = f . When these conditions do not hold, we write f U f and f f .
Claim 2. Let U ⊆ V and f ∈ F U . f ∈ L U if and only if the following conditions hold for every u, v ∈ U :
Corollary 52 Given a function f ∈ F U -it can be verified in polynomial time whether f ∈ L U , -R f can be computed in polynomial time.
Claim 3. Let f ∈ F U and u ≤ π v ≤ π w. If both pairs u, v and v, w satisfy (6), then the pair u, w satisfies (6) too.
and the condition holds. (4) and (5).
Proof. In order to show that (4) is satisfied, let g(v, π) = 0 and assume by contradiction that there is some π ∈ P v such that g(v, π ) = 0. Assume without loss of generality that v ∈ U . Then f (v, π) = g(v, π) = 0 and f (v, π ) = g(v, π ) = 0, contradicting the assumption that f ∈ L U , and, in particular, that it satisfies (4). In order to show that (5) 
Therefore (5) is also satisfied in any case.
Note that f ∪ f is not necessarily a partial legal d-assignment as it might not satisfy (6).
Observation 51 Let U ⊆ V , and f, f be partial legal d-assignments over two sets that both include U , and f ∼ = f . Then
We end up this section by stating a claim about tree decompositions (we prove this claim in Appendix B.7). Claim 5. Let B i and B k two adjacent bags in a tree decomposition T of a graph G = (V, E), and let T 1 and T 2 be the subtrees obtained by the removal of the
= ∪T i be the set of all nodes that reside in some bag of T i . Let v 1 ∈ T 1 \ T 2 and v 2 ∈ T 2 \ T 1 two non-adjacent nodes of G. Then every path π connecting v 1 and v 2 contains at least one node w ∈ B i ∩ B k .
A dynamic programming algorithm for RLP path We now present a polynomial time dynamic programming algorithm solving optimally RLP path (G, d, P).
The algorithm works in three phases. In the initialization phase, we compute an optimal tree decomposition T = (B, F ) of G, and for every bag B i ∈ B we set A i to be the set of all possible partial legal d-assignments over B i . During the dynamic programming phase, we update A i such that eventually it contains a set of legal d-assignments over V i , where V i is the set of vertices appearing in some bag in the subtree of T rooted at B i (when T , without loss of generality, is assumed to be rooted at B 1 ). One of these, as we will see, is a minimum-size d-assignment over V i . In the final phase, we obtain the minimum size assignment in A 1 , f min , and declare R fmin as an optimal solution for RLP path (G, d, P).
We prove in Appendix B.8 three lemmata showing that the algorithm returns a feasible solution, runs in polynomial time and is optimal, respectively. Ai ← ∅ 6:
for everyf ∈ LB i do 7:
Denote Chi = {B k 1 , B k 2 , . . . , B k t } as the set of children of Bi 8:
for
Phase 3: Obtain an Optimal Solution 13:
Fixed Number of Connections
In this section we consider another important parameter relevant for both problems RLP path and RLP req , namely the number of connection requests. More precisely the parameter under consideration is the number |P| of paths for RLP path , and the number |Q| of requests for RLP req .
We first show that RLP path is NP-hard even when d = |P| = 2. To see that this result draws an exact hardness boundary, we note that when d = 1 or |P| = 1, RLP path can be solved in linear time. Indeed when d = 1, every internal vertex of a path in P must host a regenerator, and this constitutes a feasible solution, therefore optimal. When |P| = 1, let P = {π}. Clearly any solution contains at least |π| d
locations, and such a solution can be easily found by letting R be the vertices d, 2d, ... of π.
In fact, we prove a stronger result: we show that RLP path does not admit a polynomial-time approximation scheme unless P = N P .
We note that for every path set P, L v (P) ≤ |P|. Therefore the following corollary follows immediately.
We next show that RLP req is FPT in the number |Q| of connection requests, when d = 1. We start by introducing two problems.
Minimum Directed Steiner Tree Problem(DST )
Input: An instance (G, w, S, r) where G = (V, A) is a digraph with a nonnegative weight function w : E → R + on its arcs, S ⊆ V is a set of terminal vertices, and r ∈ V is the root vertex. Output: A subgraph T of G such that: (a) T is a directed tree rooted at r,
Given a graph G = (V, E) and a subset S ⊆ V of its vertices, a subset D ⊆ V is said to dominate S in G if every vertex s of S is either in D or adjacent to a vertex of D.
Minimum Steiner Connected Dominating Set Problem(SCDS)
Input: An instance (G, w, S) where G = (V, E) is a graph with a non-negative weight function w : V → R + on its vertices, and S ⊆ V is a subset of vertices to be dominated.
The SCDS problem is a generalization of the well-known problem of finding a minimum connected dominating set. It was first defined in [9] in the context of approximation algorithms.
We denote by OP T DST (G, w, S, r) (resp. OP T SCDS (G, w, S), OP T RLPreq (G, d, Q)) the optimum value of the instance (G, w, S, r) (resp. (G, w, S), (G, d, Q)) of problem DST (resp. SCDS, RLP req ).
In [10] , it is noted that DST is FPT in the number of terminals. We will use this result to show that (a) SCDS is FPT in the size of the dominated set, and (b) RLP req is FPT in the number |Q| of requests when d = 1. Lemma 1. SCDS is FPT in the size of the dominated set.
Proof. By reduction to DST . Let (G, w, S) be an instance of SCDS. We build a digraph G = (V , A ) where
An example of the construction is shown in Figure 11 in Appendix C. The weight function w on the arcs of A is
In Appendix B.10 we prove the following claim implying an FPT algorithm for DST : Claim 6. OP T SCDS (G, w, S) = min r∈V OP T DST (G , w , S 0 , r 0 ). Moreover, given a solution T of (G , w , S 0 , r 0 ) a solution D of (G, w, S) with w(D) = w (T ) can be calculated in polynomial time.
The lemma concludes easily from the claim: Indeed, let ALGDST (G , w , S 0 , r 0 ) be an FPT algorithm calculating an optimal solution in time
, therefore is an FPT algorithm for DST .
Algorithm 3 ALGSCDS (G, w, S)
1: Build G , w and S0 from G, w, S.
running time q1(n) 2: r0 ← argmin
Theorem 7. RLP req is FPT in the number |Q| of the requests when d = 1.
Proof. Consider an instance (G, 1, Q) of RLP req . Without loss of generality, we assume that Q does not contain edges of G, i.e., for every {s i , t i } ∈ Q, {s i , t i } / ∈ E, because otherwise this request is d-satisfied in every solution routing it through this edge. We denote by Ω Q the set of all partitions of the request set Q.
In Appendix B.11 we prove the following claim implying an FPT algorithm for RLP req :
The theorem concludes easily from the claim: Indeed, let ALGSCDS(G, 1, term(Q i )) be an FPT algorithm calculating an optimal solution in time f (|term(Q i )|)·p(n). Algorithm 4 calculates an optimal solution R * of (G, 1, Q). The dominant term of its running time is
As the first three factors depend solely on |Q|, RLP req is FPT in |Q| when d = 1.
Conclusion and Open Problems
We have considered the role of several parameters in the RLP path and RLP req problems. For RLP path we considered the treewidth, the vertex load, and the number of
for (s, t) ∈ Qi do 5:
s ← an arbitrary neighbor of s in Ri 6:
t ← an arbitrary neighbor of t in Ri  7: route (s, t) through: 8:
-the edge {s, s } 9:
-a path from s to t in G[Ri] 10:
-the edge {t , t} 11:
paths as parameters. For RLP req we considered the treewidth and the number of requests as parameters. In each case, our goal was to determine whether: (1) the problem is fixed parameter tractable for that parameter, (2) the problem is polynomial for all or some fixed values of that parameter (but possibly not FPT in that parameter), or (3) the problem is hard for that parameter. We have several remaining open cases: This work can be extended in many ways, including: (a) a complete analysis of the above cases, (b) considering new parameters (e.g. cliquewidth, pathwidth, local treewidth) and their combinations, (c) considering special families of graphs, (d) providing approximation algorithms or proving approximation hardness for the NP-hard cases.
Appendices
A Definitions
A.1 Treewidth
Given a graph G = (V, E), a tree decomposition of G is a tree T = (B, F ), where B = {B 1 , B 2 , ..., B k } is a set of subsets of V , such that the following three conditions are met:
The elements B i are called bags, to distinguish them from the elements of V . The first condition guarantees that every vertex of V is in at least one bag of B. The second condition provides the same guarantees for the edges of E. The third condition guarantees that for every v ∈ V , the set of bags containing v forms a connected component in T .
The width ω(T ) of a tree decomposition T = (B, F ) is defined as the size of its largest bag minus 1, i.e., ω(T ) = max {|B| | B ∈ B} − 1. The treewidth of a graph G, denoted as tw(G), is defined as the width of the minimum-width tree decomposition of G. Many efficient algorithms for generally NP-hard problems are known when the treewidth of the the input graph is bounded. The concepts of tree decomposition and treewidth are demonstrated in Figure 1 . 
A.2 Parameterized Complexity
In parameterized complexity theory, the complexity of an algorithm is expressed by two variables: (1) the size n of the input, (2) a parameter k depending on the input. A problem is called fixed parameter tractable, or FPT in short, if it can be solved in time f (k) · p(n), where f is a function depending solely on k and p is a polynomial in n. In this work we consider as parameters the treewidth tw(G) of the graph, the vertex load L v (P) of the paths, and the number |P| of paths (resp. |Q| of requests) for RLP path (resp. RLP req ).
A.3 Approximation Theory
Given a number α > 1, we say that a minimization problem (resp. maximization problem) Π is α-approximable if there exists a polynomial-time algorithm which finds for every instance of Π a solution which is at most α (resp. at least 1 α ) times the optimal solution. The class APX stands for all the optimization problems which are approximable by a constant factor. We say that Π has a PolynomialTime Approximation Scheme (PTAS) if it is (1 + )-approximable for every > 0. Finally, we say that Π is APX-hard, if a PTAS for Π implies a PTAS for every Π ∈ APX. It is known that if P = N P , every APX-hard problem does not admit a PTAS.
B Proofs
B.1 Proof of Theorem 1
Let (P * , R * ) be an optimal solution for RLP req . There are two possibilities:
-The distance between every two consecutive regenerator locations in R * is at most d. In this case, clearly S D = (P D , R D ), where R D consists of a location at every d vertices starting from an arbitrary vertex, and P D is an arbitrary routing of Q is an optimal solution. Therefore,
Given r 1 , r 2 ∈ V , we define R r1,r2 def = (V \ ρ(r 1 , r 2 )) ∪ {r 1 , r 2 } as the set of all vertices except the internal vertices of ρ(r 1 , r 2 )). We also define P r1,r2 as the set of all potential paths that are d-satisfied by R r1,r2 , formally:
By the following observation one can determine in linear time whether OP T r1,r2 = ∞.
Observation B1 OP T r1,r2 = ∞ if and only if for every for every {s, t} ∈ Q, either ρ(s, t) ∈ P r1,r2 or ρ(t, s) ∈ P r1,r2 .
The next observation implies a connection between every feasible solution and P r1,r2 , R r1,r2 :
Observation B2 For every feasible solution S = (P, R) to RLP req (G, d, Q) such that r 1 , r 2 are consecutive in R, P ⊆ P r1,r2 .
(This follows directly from the fact that R ⊆ R r1,r2 )
The following lemma implies a polynomial time algorithm for RLP req in ring topology.
Lemma 2. Let r 1 , r 2 ∈ V , such that dist(r 1 , r 2 ) > d and OP T r1,r2 = ∞. A solution of size at most OP T r1,r2 to RLP req (G, d, Q) can be found in polynomial time.
Proof. Let π = ρ(r 1 , r 2 ), and let ({s, t} ∈ Q. Exactly one of the following three cases applies (see Figure B. 1):
1. s, t / ∈ π. Assume w.l.o.g that π ⊆ ρ(s, t). As (π) > d and π ∩ R r1,r2 = {r 1 , r 2 }, ρ(s, t is not d-satisfied by R r1,r2 . Therefore, ρ(s, t) / ∈ P r1,r2 . 2. s, t ∈ π. Assume w.l.o.g that ρ(s, t) ⊆ π. By definition of RLP req , dist(s, t) > d, and therefore (ρ(s, t)) > d. However, ρ(s, t) does not contain any internal vertices in R r1,r2 , and is therefore not d − satisf ied by R r1,r2 . This implies that ρ(s, t) / ∈ P r1,r2 . 3. s ∈ π, t / ∈ π. We consider three sub-cases:
(a) dist(r 1 , s) > d. As ρ(r 1 , s) ⊆ ρ(t, s) does not contain any internal vertices in R r1,r2 , this implies that ρ(s, t) / ∈ P r1,r2 . For all the cases except 3(c), either ρ(s, t) / ∈ P r1,r2 or ρ(t, s) / ∈ P r1,r2 . As OP T r1,r2 = ∞, this implies that for every request {s, t} ∈ Q which does not conform with case 3(c), exactly one of ρ(t, s) and ρ(s, t) is in P r1,r2 (that is, exactly one routing is possible for every feasible solution (P, R) in which r 1 , r 2 are consecutive in R). Define:
this is the set of requests in Q which conform with case 3(c)). For every q ∈ Q \ Q , define r(q) as the unique path in P r1,r2 which connects the endpoints of q.
Let S = (P, R) be a minimum size solution to RLP req (G, d, Q) such that r 1 and r 2 are consecutive in R, i.e. |R| = OP T r1,r2 and R ⊆ R r1,r2 . We show that another solution for RLP req (G, d, Q) of size at most |R| can be found in polynomial time.
Let T def = ∪Q ∩ R r1,r2 be the set of terminals of Q outside of π. Denote T = {t 1 , t 2 , ..., t m }, with (ρ(r 2 , t 1 )) < (ρ(r 2 , t 2 )) < ... < (ρ(r 2 , t m )).
Let 1 ≤ j ≤ m be the largest value such that for some s ∈ π, ρ(s, t j ) ∈ P. If no such value exists, let j = 0. We compose a routing P j = P Q\Q ∪ P ≤j ∪ P >j of Q such that:
We now show that P j is d-satisfied by R. For every q ∈ Q \ Q , r(q) is the only path in P r1,r2 which connects the endpoints of q. As P ⊆ P r1,r2 and P is d-satisfied by R, clearly r(q) is d-satisfied by R. For every (s , t j ) ∈ Q , we have two cases: -j ≤ j. By choice of j, ρ(s, t j ) ∈ P, and therefore ρ(s, t j ) is d-satisfied by R. As ρ(r 2 , x j ) is a subpath of ρ(s, t j ), it is d-satisfied by R as well. Since (ρ(s, r 2 )) ≤ d and r 2 ∈ R, it follows that ρ(s , t j ) is also d-satisfied by R. -j > j. By choice of j, (s , t j ) / ∈ P, and therefore (t j , s ) ∈ P, which implies that (t j , s ) is d-satisfied by R.
Then, P Q\Q , P ≤j and P >j are all d-satisfied by R. Therefore, P j is d-satisfied by R, which means that (P j , R) is a feasible solution to RLP req (G, d, Q).
Let R j be an optimal solution to RLP rt (R, d, P j ). As P j is d-satisfied by R, R is a feasible solution of RLP path (R, d, P j ), and therefore |R j | < |R| = OP T r1,r2 . However, as P j is a routing of the requests in Q and P j is d-satisfied by R, (P j , R j ) is a feasible solution for RLP req (G, d, Q).
Note, that P j and R j depend only on the problem instance (G, d, Q) and on j. Moreover, for every 1 ≤ j ≤ m, (P j , R j ) is a feasible solution for RLP req (G, d, Q), and for some 1 ≤ j ≤ k, |R j | ≤ OP T r1,r2 . Therefore, a solution of size at most OP T r1,r2 can be obtained by computing P j and R j for every 1 ≤ j ≤ m, and choosing the solution with the minimum size.
For every 1 ≤ j ≤ m, P j can be computed in time linear in the number of requests (as for every q ∈ Q \ Q , r(q) depends only on P r1,r2 , and for every q ∈ Q , the routing of q depends only on j). Moreover, according to [5] , the problem RLP path is polynomially solvable on rings and therefore R j can be computed in polynomial time. As there are |m| = O(n) possible values for j, finding the required solution can be done in polynomial time.
Proof of the Theorem
Proof. Let OP T be the size of an optimal solution for RLP req (G, d, Q) . One of the following cases applies:
In that case, S D is an optimal solution for RLP req (G, d, Q).
-OP T = OP T r1,r2 for some r 1 , r 2 ∈ V such that (ρ(r 1 , r 2 )) > d. In that case, clearly OP T r1,r2 = ∞, as there exist feasible solutions to RLP req (G, d, Q) (S D is one). Now, recall that we can determine in linear time for every r 1 , r 2 ∈ V such that (ρ(r 1 , r 2 )) > d whether OP T r1,r2 = ∞ or OP T r1,r2 = ∞. Moreover, in case OP T r1,r2 = ∞, according to Lemma 2, a solution S r1,r2 of size at most OP T r1,r2 can be found in polynomial time.
Therefore, we can compute an optimal solution be choosing the minimum size solution between S D , and S r1,r2 for every r 1 , r 2 ∈ V such that (ρ(r 1 , r 2 )) > d and OP T r1,r2 = ∞. As the number of such pairs {r 1 , r 2 } is at most O(n 2 ), the optimal solution can be computed in polynomial time.
B.2 Proof of Theorem 2
Proof. By reduction from non-trivial R-SAT. Given a non-trivial R-formula φ with n variables and m clauses, we construct an instance (G, d, Q) of RLP req as follows (see example in Figure 3 ). We have to show that φ is satisfiable if and only if there is a solution to RLP req (G, 1, Q) of size (exactly) n + 3m + 2. We show both directions:
Assume that φ is satisfiable, and let f be a satisfying assignment. For convenience, we extend the definition of f , such that f (0) = 0 and f (1) = 1. We construct a solution S = (P, R) to RLP req (G, 1, Q) s.t. |R| = n+3m+2. We construct the regenerator location set R. Initially, R = {0, 1}. For every 1 ≤ j ≤ n, if f (x j ) = 0, add w j,0 to R, otherwise add w j,1 . For every 1 ≤ i ≤ m, if f (a i,1 ) = 0, add u i,0 to the solution, otherwise add u i,1 . Similarly, if f (a i,2 ) = 0, add v i,0 to the solution, otherwise add v i,1 . Finally, since f is a satisfying assignment, either
Add accordingly a i,1 or a i,2 to R. Clearly, |R| = n + 3m + 2.
Since d = 1, we need to show that we can find for each request a path, all of whose internal vertices belong to R. For every two vertices s, t ∈ V , we say that s and t are R-connected if there exists a path in G between s and t such that all its internal vertices are in R. Then it suffices to see that for every request {s, t} ∈ Q, s and t are R-connected. Let {s, t} ∈ Q. Exactly one of the following cases applies: Fig. 3 . An example of the constructed graph G and request set Q for φ = R(x1, 0, x2)∧ R(x2, x3, 1) ∧ R(x4, x1, x2)
-s = a i,1 (or equivalently s = a i,2 ) and t = x j where 1 ≤ i ≤ m, 1 ≤ j ≤ n. Denote f (x j ) = c. By the definition of R, both u i,c , w i,c ∈ R. Since also c ∈ R, a i,1 and x j are R-connected. -s = a i,1 (or equivalently s = a i,2 ) and t = w c where 1 ≤ i ≤ m, c ∈ {0, 1}. By construction, both u i,0 and c are in R. Thus a i and w c are R-connected. -s = a i, 3 . Assume that a i,1 ∈ R (otherwise, a i,2 ∈ R and the claim is similar). Then f ( i,1 ) = f ( i,3 ). Denote f ( i,1 ) = c. Then, similarly to the previous cases, a i,1 and R-connected with c. As a i,1 ∈ R, a i,3 is also R connected with c. Since also f ( i,3 ) = c, by definition of R, w i,c ∈ R and therefore i,3 is R-connected with c. As c ∈ R, it follows that a i,3 and i,3 are also R-connected. For every q ∈ Q, Let π q be a path in G connecting the endpoints of q, such that all its internal vertices are in R, and define P = q∈Q {π q }. Then S = (P, R) is a feasible solution to RLP req (G, 1, Q) such that |R| = n + 3m + 2, as required.
Assume that we have a solution S = (P, R) such that |R| = n + 3m + 2. We define the assignment f in the following manner for every 1 ≤ j ≤ n:
Since φ is non-trivial, it contains as literals both the constants 0 and 1. Therefore, by the definition of Q, there are requests that contain w 0 and w 1 as endpoints. As w 0 and w 1 are only connected to 0 and 1 in G, respectively, it must be the case that 0, 1 ∈ R. For every 1 ≤ j ≤ n, since we assumed that x j appears in some clause of φ, x j must be an endpoint of some request in Q. Therefore, at least one of the vertices adjacent to x j , w j,0 or w j,1 , must be in R. For every 1 ≤ i ≤ m, each of the vertices a i,1 , a i,2 , a i,3 must be R-connected to either 0 or 1 (otherwise the corresponding request cannot be satisfied). It is easy to see that at least three vertices in {u i,0 , u i,1 , v i,0 , v i,1 , a i,1 , a i,2 , a i,3 } must host a regenerator for this condition to be true. Therefore, we need 2 regenerators for 0 and 1, at least 1 regenerator for every variable and at least 3 regenerators for every clause. Now, since |R| = n + 3m + 2, it follows that exactly one of w j,0 and w j,1 is in R, and exactly three vertices in {u i,0 , u i,1 , v i,0 , v i,1 , a i,1 , a i,2 , a i,3 } are in R. Therefore, 0 and 1 are not R-connected. Thus, for every 1 ≤ i ≤ m, a i,1 , a i,2 , a i,3 are R-connected to either 0 or 1 (but not both), and for every 1 ≤ j ≤ n, x j is connected to either 0 or 1 (but not both). Let T = {s|{s, t} ∈ Q for some t ∈ V }. For every c ∈ {0, 1}, let P c be the set of vertices in T which are R-connected to c. Then it is clear that {P 0 , P 1 } is a partition of T . Moreover, for every request (s, t) ∈ Q, clearly s and t must be in the same part of the partition (otherwise, they cannot be R-connected).
To conclude the proof, let 1 ≤ i ≤ m. a i,3 must be in the same part of the partition as either a i,1 or a i,2 , since at least one of them must be in R. If it is a i,1 , then it follows that i,1 and i,3 are also in the same part of the partition. Therefore, by definition of f , we have that f ( i,1 ) = f ( i,3 ). In a similar manner, if a i,3 and a i,2 are in the same part of the partition, then
). Thus, f is a satisfying assignment for φ.
It remains to prove that tw(G) ≤ 3. We will construct a tree decomposition T of the graph G in the following manner as a union of several trees:
Where the trees S, T v,j and T c,i are defined as follows (see Figure 4) :
such that:
and:
It is easy to see that T meets all the three conditions required from a tree decomposition. Moreover, every bag in T contains at most 4 vertices, and therefore the decomposition has width 3. Therefore, the treewidth of G is at most 3. 
B.3 Proof of Theorem 3
Proof. By reduction to MinVertexCover . Let E ⊆ E be the set of edges e ∈ E such that e is an internal edge of some path π ∈ P, and let G be the subgraph of G induced by E . We show that R ⊆ V is a feasible solution for RLP path (G, d, P) if and only if R is a vertex cover of G .
Let R be a feasible solution of RLP path (G, d, P). It is easy to see that every edge of E is covered by R. Indeed, consider an edge {u, v} ∈ E . e is an internal edge of some path π ∈ P. π is 2-satisfied by R, therefore {u, v} ∩ R = ∅. It follows that R is a vertex cover of G .
Conversely, let R be a vertex cover of G . We will show that every path π ∈ P is 2-satisfied. Assume, by contradiction that some π ∈ P is not 2-satisfied. Then, there are two consecutive internal vertices u, v such that u, v / ∈ R. Then the edge e = {u, v} of G is not covered by R. We conclude that every path of P is 2-satisfied, i.e. R is a feasible solution for RLP path (G, d, P) . Now, MinVertexCover is known to be FPT when parameterized by treewidth. Clearly, the size of G is linear in the size of G and the reduction above can be done in polynomial time. Moreover, since G is a subgraph of G, tw(G ) ≤ tw(G). Thus, we conclude that RLP path (G, d, P) is FPT when parameterized by tw(G).
B.4 Proof of Theorem 4
Proof. We show this by reduction from Monotone One-in-Three 3Sat . Given a instance (X, φ) of 3Sat , we say that φ is monotone if it contains no negative literals. We say that a truth assignment to φ is one-in-three if exactly one literal is assigned a true value in each clause. We define Monotone One-in-Three 3Sat as the problem of finding a satisfying one-in-three truth assignment to a given monotone 3CN F formula. This variation of 3SAT was proven to be NP-hard by Schaefer in [14] .
We now describe the reduction. Let (X, φ) be an instance of 3Sat such that φ is monotone 3CN F and denote X = {x j | 1 ≤ j ≤ n} and φ = m i=1 φ i where φ i = x αi ∨ x βi ∨ x γi for every 1 ≤ i ≤ m. We construct a graph G = (V, E) as follows:
The edge set of G is:
P is the union of three sets
where π i is the path (t 2 αi , x αi , v end , x βi , v start , x γi , t 2 γi ) and π k,l is the path (t
An example of the construction is shown in Figure 5 .
First, we give some intuition on the roles of the paths. The paths in P 1 are responsible for assigning exctly one truth value to each variable. The paths in P 2 ensure that at least one variable in every clause is assigned a true value. Finally, Fig. 5 . An example of the construction of G and P for φ = x1 ∨ x2 ∨ x3 the paths in P 3 ensure that at least one in every pair of variables of every clause is assigned a false value, i.e. at least two variables in every clause get a false value. Together, the paths guarantee a truth assignment in which exactly one variable in every clause is assigned a true value.
We claim that φ has a satisfying one-in-three assignment if and only if RLP path (G, d, P) has solution of size at most n. We note that every path in P has 5 internal vertices. Such a path is 5-satisfied by a solution R if and only if it has at least one of its internal vertices is in R.
Assume that φ has a satisfying one-in-three assignment f : X → {0, 1}. Let R = x j ∈X|f (x j ) = 0 ∪ {x j ∈ X|f (x j ) = 1}. Clearly |R| = n. We now verify that R is a feasible solution for RLP path (G, d, P), i.e. every path of P is 5-satisfied.
-Every path in π ∈ P 1 has both x j andx j as an internal vertex for some j, and one of these two vertices is in R, thus π is 5-satisfied. -Consider a path π i ∈ P 2 . Since φ i is satisfied by f , at least one of the variables x αi , x βi , x γi is assigned a true value. Therefore π i is 5-satisfied. -For every 1 ≤ i ≤ m, since f is a one-in-three assignment, two of x αi , x βi , x γi are assigned a false value by f . Thus at least one of every pair of these variables has a false value. Therefore, the paths π αi,βi , π βi,γi , π αi,γi are 5-satisfied.
We conclude that R is indeed a feasible solution. Now assume that there exists a feasible solution R of RLP path (G, d, P) with |R| ≤ n. We note that the P consists of n pairs of paths, where the set of internal vertices of these pairs are mutually disjoint. Thus using the pigeonhole principle, each such pair has exactly one vertex in R. Moreover, this vertex has to be on both paths. The set of internal vertices of the two paths of a pair intersect in {x j ,x j } for some 1 ≤ j ≤ n. Therefore, either x j ∈ R orx j ∈ R. As |R| = n, clearly R contains only these vertices, i.e. R ⊆ X ∪X. Now, we define a truth assignment f . For every 1 ≤ j ≤ n:
We verify that f is a satisfying one-in-three assignment:
-f satisfies φ: For every 1 ≤ i ≤ m, the path π i ∈ P 2 has an internal vertex in R. However, R ⊆ X ∪X. Therefore R contains a vertex in at least one of the vertices x αi , x βi , x γi . This means that at least one of the variables x αi , x βi , x γi is assigned a true value by f . -f is a one-in-three assignment: For every 1 ≤ i ≤ m, the path π αi,βi intersects R ⊆ X ∪X. Therefore, eitherx αi orx βi is in R. In other words f (x αi ) = 0 or f (x βi ) = 0. We conclude similarly that any two of f (
is 0, i.e. at most one of them is 1.
To conclude the proof, it remains to see that tw(G) ≤ 2. We construct a tree decomposition T of G in the following manner as a union of graphs:
where the graph T j = {B j , F j } is described as follows (see Figure 6 ) for every 1 ≤ j ≤ n:
It is easy to see that T meets all the three conditions required from a tree decomposition. Moreover, every bag in T contains at most 3 vertices, and therefore the width of the decomposition is 2, i.e. tw(G) ≤ 2.
B.5 Proof of Claim 1
Proof. If f is a legal d-assignment it is easy to see that conditions (1)- (3) are satisfied. Assume conversely that some f ∈ F V meets these conditions, and let R = R f . We first prove that R d-satisfies P. Indeed, let π ∈ P and let u 1 , u 2 , . . . , u d be consecutive internal vertices on π such that
It is left to see that f = a R . If v ∈ R, then by the definition of R f it follows that f (u, π) = 0. If v / ∈ R, then for some π ∈ P u , f (u, π ) = 0, and therefore by condition (1), also f (u, π) = 0. If lef t π (v) = lef t(π), then by condition (2), f (u, π) = 1. Otherwise, by condition (3), f (v, π) = f (lef t π (v), π) + 1. Therefore, f can be defined in the exact same manner as a R , which implies that f = a R .
B.6 Proof of Claim 2
Proof. Assume that f ∈ L U . Then for some f ∈ F V , f = f U . Since f is a legal d-assignment, conditions (1)- (3) apply for f . Let u, v ∈ U . First, if f (v, π) = 0, then also f (v, π) = 0 and therefore according to condition (1) for every π ∈ P v , f (v, π ) = 0 and thus also f (v, π) = 0. Second, according to condition (3),
, such that lef t π (u) = lef t(π). According to condition (2), f (u, π) ≤ 1, and therefore f (v) ≤ dist π (lef t(π), v). Finally, if u ≤ π v, we have two cases: (1) For some vertex w on the subpath between u and v, f (w, π) = 0. In this case by similar arguments as before (4)- (6) are satisfied.
Conversely, assume that conditions (4)- (6) are all satisfied. For every (v, π) ∈ D v , we denote by right U,π (v) the first internal vertex on the subpath from v to the right endpoint of π which is in U . If no such vertex exists, right U,π (v) is not defined. We define f ∈ F V in the following manner for every (v, π) ∈ D V :
It is easy to see that conditions (1)- (3) are all satisfied by f . Thus, f is a legal d-assignment, and f = f U , and therefore f ∈ L U .
B.7 Proof of Claim 5
Proof. Let π be a path in G connecting v 1 and v 2 . We denote by w 1 , w 2 , ..., w t the internal vertices of π, ordered by distance from v 1 , and for convenience we also say that w 0 = v 1 and w t+1 = v 2 . Let B 1 be a bag in T 1 which contains v 1 and let B 2 be a bag in T 2 which contains v 2 . For every 0 ≤ i ≤ t, since (w i , w i+1 ) ∈ E, then by the definition of a tree decomposition there exists a bag B i,i+1 in T which contains both w i and w i+1 . Moreover, for every 1 ≤ i ≤ t, both the bags B i−1,i and B i,i+1 contain w i , and therefore by the definition of a tree decomposition there exists a path of bags π i between B i−1,i and B i,i+1 such that all the intermediate bags contain w i . Moreover, by similar arguments, there exists a path π 0 between B 1 and B 0,1 such that all its intermediate bags contain w 0 = v 1 , and there exists a path π t+1 between B t,t+1 and B 2 such that all its intermediate bags contain w t+1 = v 2 . Let π B1,B2 be the path between B 1 and B 2 in T formed by concatenating the paths π 0 , π 1 , ..., π t+1 . Since B 1 is in T 1 and B 2 is in T 2 , π B1,B2 must pass through the edge (B i , B k ) in T . Therefore, for some 0 ≤ i ≤ t + 1, the path π i passes through the edge (B i , B k ). Therefore both B i and B k contain w i .
B.8 Proof of Theorem 5
First we state two claims showing that the algorithm is valid. Recall that we consider T as a directed tree rooted at B 1 . We denote by V i the union of all B j where B j is a descendant of B i in T .
Claim 8. The set M computed in line 9 is never empty.
Proof. Consider an execution of line 9. We refer as B i ,f and j to the values of the respective variables at the time of the execution.
By definition of L Bi there exists a function f ∈ L V such thatf = f Bi . Note that f B k j ∈ L B k j . Therefore the function α kj (f B k j ) was computed when B kj was traversed in the outermost loop, and α kj (f B k j ) ∈ A i . Since also
Claim 9. The union in line 11 is defined.
Proof. Note that for every 1 ≤ j ≤ t, by choice of f kj , f kj ∼ =f . Moreover, since T is a tree decomposition, for every 1
Thus, every pair of functions in the union agree, and therefore the union is defined.
Lemma 3. If the functionsf and f kj for every 1 ≤ j ≤ t in line 11 are all partial legal d-assignments, so is f .
Given this lemma, it easy to conclude from the code, that after B i is processed,
Therefore the solution R fmin returned by the algorithm d-satisfies P.
By Claim 4 f satisfies conditions (4) and (5) . It remains to show that it satisfies condition (6) . In order to show this, let u, v ∈ V i and π ∈ P such that u ≤ π v. We have to show that (6) is satisfied by f for the pair u, v.
We distinguish between the following cases:
As f satisfies condition (4), and in particular for u, v,f also satisfies it for u, v. -u ∈ V kj \ B i for some 1 ≤ j ≤ t: If also v ∈ V kj , then the same proof as the previous case applies here, by using f kj instead of f . Otherwise, by Claim 5 there exists a node w, such that u ≤ π w ≤ π v and w ∈ B i ∩ B kj ⊆ B i ∩ V kj (possibly w = u or w = v). We have u ≤ π w and u, w ∈ V kj , therefore f kj satisfies (6) for u, v. Clearly this holds for f that agrees with f kj at these nodes. If v ∈ B i , then since also w ∈ B i ,f holds (6) for w, v and therefore f holds (6) for w, v as well. Thus, since u ≤ π w ≤ π v and f holds (6) for both u, w and w, v, by Claim 3 f holds (6) for u, v as well. If v / ∈ B i , then clearly v ∈ B k l \ B i , such that 1 ≤ l ≤ t and l = j. Then by Claim 5 there exists a node w , such that w ≤ π w ≤ π v and
By similar arguments as before we can show that f holds (6) for the pairs w, w and w , v. Thus, u ≤ π w ≤ π w ≤ π v and f holds (6) for the pairs u, w;w, w ;w , v, by applying Claim 3 twice we conclude that f holds (6) for u, v as well. 
), i.e. polynomial in the input size. Therefore the dynamic programming phase runs in polynomial time.
Finally, by Corollary 52 phase 3 runs polynomial time.
The optimality follows from the lemma by the following argument: By the above Lemma, at the end of the second phase, i.e. after B 1 is processed, for every
We conclude that min f
e. the solution returned in phase 3 is optimal.
Because f andf agree on B i ∩ B k , this is equivalent to:
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Since the sets in the union in the right hand side are mutually disjoint and Rf
. Then:
Now, according line 11 in the algorithm:
and therefore:
Similarly we can show:
|R f |, and thus
. Therefore:
Since the last inequality holds for every f ∈ L Vi , we conclude that:
B.9 Proof of Theorem 6
Proof. By reduction from MinVertexCover in graphs of degree of at most 3. Let G = (V, E) be an instance of MinVertexCover where V = {v 1 , v 2 , ..., v n }, E = {e 1 , e 2 , . . . , e m }, and e i = {v xi , v yi } for 1 ≤ i ≤ m. For every 1 ≤ j ≤ n, denote I j = {i|e i is incident to v j }, and mark
We construct an instance (G , 2, P) of RLP path (see Figure 7 ) where
We first describe intuitively the role of the vertices of V . The vertices of U j are used to determine whether v j is included in the vertex cover. The vertices o j are used to require an additional regenerator for every vertex v j in the vertex cover. We will refer to the vertices of S as separator vertices. We will guarantee that there is an optimal solution that contains all the separator vertices. Finally, the vertices of A ∪ B are auxiliary vertices that keep a distance of 2 between the separator vertices.
We now define the paths π 1 , π 2 . E is the set of all edges used by these paths.
We now show the following claim: Claim 10. G has a vertex cover of size c if and only if RLP path (G , 2, P) has a solution of size 3m + n + c.
Proof. Let C be a vertex cover of size c of G. We define a set R ⊆ V of regenerator locations that 2-satisfy both π 1 and π 2 as follows:
Technion -Computer Science Department -Tehnical Report CS-2012-08 -2012 The number of vertices in the first two sets composing R is |U | /2 = n j=1 I j = 2 |E| = 2m, |S| = m + n, and the size of the fourth set is |C| = c. As these sets are disjoint, we have |R| = 2m + m + n + c = 3m + n + c.
We now verify that both π 1 , π 2 are 2-satisfied. S ⊆ R, therefore it suffices to show that every sub-path obtained by subdividing π 1 or π 2 at the vertices of S is 2-satisfied. Clearly if the length such a sub-path is at most 2 the claim holds. Consider a sub-path of π 1 with length more than 2. Indeed, there is one regenerator in every at most 2 vertices of it because for every v j ∈ V (a) if v j ∈ C then u ij ∈ R for every i ∈ I j , and also o j ∈ R (b) otherwise v j / ∈ C and u ij ∈ R for every i ∈ I j . Now consider a sub-path of π 2 with length at least 3. Note that such a sub-path has exactly two internal vertices. It suffices to show that at least one of them is in R. Indeed, because C is a vertex cover, either v xi ∈ C or v yi ∈ C. Therefore either u ixi ∈ R or u iyi ∈ R.
To prove the other direction, let R be a feasible solution (G , 2, P) such that |R| = 3m + n + c. Note that for every 1 ≤ i ≤ m, either s n+i or a i is in R, otherwise π 1 is not 2-satisfied. Similarly, for every 1 ≤ j ≤ n, either s j or b j is in R. Therefore the solution R = (R \ A \ B) ∪ S satisfies |R | ≤ |R|. Note that R also 2-satisfies π 1 and π 2 , and clearly S ⊆ R . Now let C = {v j ∈ V | U j ∩ R = ∅}. We show that C is a vertex cover of G. Indeed, consider an arbitrary edge e i of E. Then u ixi and u iyi are consecutive internal vertices of π 2 . Therefore, either u ix1 or u iyi is in R , implying that either v xi or v yi is in C, i.e. e i is covered by C. As e i an arbitrarily edge of E, C is a vertex cover of G.
For each 1 ≤ j ≤ n, at least one of u ij ,ū ij is in R for every i ∈ I j , otherwise π 1 is not 2-satisfied. We consider two cases:
-v j / ∈ C: Then U j ∩ R = ∅, thereforeŪ j ⊆ R . If o j / ∈ R then let R = R , otherwise R = R \ {o j } still 2-satisfies P. In both cases R ∩ (U j ∪Ū j ) = Ū j = m and |R | ≤ |R |.
-v j ∈ C: Then U j ∩ R = ∅. Let u ij ∈ R ∩ U j . There are 2(i − 1) vertices between u 1j andū (i−1)j on π 1 , therefore at least i − 1 vertices among them are in R . There are 2(m − i + 1) vertices betweenū ij and o j on π 1 , therefore at least m − i + 1 vertices among them are in R . We conclude that R ∩ (U j ∪Ū j ) ≥ (i−1)+1+(m−i+1) = m+1. Let R = R \Ū j ∪U j ∪{o j }. Clearly R ∩ (U j ∪Ū j ) = m + 1, thus |R | ≤ |R |.
Now R obtained from R in this way satisfies
therefore |R | = 2m + n + m + |C| = 3m + n + |C|. On the other hand |R | ≤ |R | ≤ |R| = 3m + n + c. We conclude that |C| ≤ c. By adding c − |C| vertices of V to C we get a vertex cover of size c. Now let C * be an optimal vertex cover of G. Assume that RLP path has a PTAS when d = |P| = 2. According to Claim 10, there is a solution R to thus implying w (T ) ≤ u∈D * w(u) = w(D * ). Moreover the root of T is r 0 (recall that r is the root of T 3 ) and S 0 ⊆ V (T ), therefore T is a solution of (G , w , S 0 , r 0 ). Therefore Now, conversely let T * be an optimal solution of DST such that w (T * ) = min r∈V OP T DST (G , w , S 0 , r 0 ). Without loss of generality all the leaves of T * are in S 0 , because otherwise such leaves can be removed from T * without increasing its cost. Consider the tree T 3 obtained from T * by contracting all the arcs (u 0 , u 1 ) into a vertex u, and replacing every leaf s 0 ∈ S 0 by a leaf s ∈ S. Let T 2 be the underlying undirected tree of T 3 , and let D be the set of all non-leaf vertices of T 2 . Finally we note that all the steps described in the proof can be performed in polynomial time.
B.11 Proof of Claim 7
Proof. Let (P, R * ) be an optimal solution of RLP req , i.e. |R * | = OP T RLPreq (G, 1, Q). Let R 1 , R 2 , . . . be the connected components of G[R * ]. Consider a request (s, t) ∈ Q and its routing P = (s, . . . , t). As d = 1 all the vertices in P contain regenerators except possibly s and t. Therefore P ∩R ⊆ R i for some connected component R i . Moreover R i dominates {s, t}, because of our assumption that {s, t} is not an edge. We associate the request (s, t) with R i . Let Q i be the set of requests associated with R i , then R i dominates term(Q i ). We conclude that R i is a solution of the instance (G, 1, term(Q i )) of SCDS, thus OP T SCDS (G, 1, term(Q i )) ≤ |R i |. Clearly the sets Q 1 , Q 2 , . . . constitute a partition Π of Q. Summing up over all connected components we get Conversely let Π ∈ Ω Q be a partition of Q minimizing Qi∈Π OP T SCDS (G, 1, term(Q i )), and for every Q i ∈ Π let D i be the connected dominating set with |D i | = OP T SCDS (G, 1, term(Q i )). Consider a request (s, t) ∈ Q i ⊆ Q. As Finally we note that all the steps described in the proof can be performed in polynomial time. Fig. 8 . An example of a 2-satisfying regenerator location assignment for a network and 3 lightpaths. The bold vertices are regenerator locations. Note that at least one vertex of every 2 internal vertices in any path is a regenerator location. Fig. 9 . An instance of RLP path when d = 2. In (a) we are given a network and 2 lightpaths, and in (b) we provide an optimal regenerator location assignment which 2-satisfies the paths in (a). The bold vertices are regenerator locations. In (a) we are given a network and 2 pairs of vertices that need to be connected: (s1, t1) and (s2, t2). (b) contains an optimal choice of paths which connect the pairs in (a) and a regenerator location assignment which 2-satisfies these paths. Note that in this case only one regenerator location is needed. 
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