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Synopsis
The survival of all living beings is dependant on their ability to detect and adapt to
environmental changes. Especially in the face of threat, the modus operandi needs to
be adjusted in order to minimise potential harm and increase the likelihood of survival.
Animals not only adapt their physiology, but also their behaviour. A large body of
evidence shows that amygdala is a region of the brain crucially involved in innate and
learned defensive behaviours. Its role in encoding passive defensive reactions elicited by
classical fear conditioning has been thoroughly studied both on molecular and circuit
levels. However, not much is known about amygdala circuits involved in active defense,
such as flight.
Here, the role of central amygdala protein kinase C - delta (PKCδ+) and somatostatin
(SOM+) expressing neurons in both defensive freezing and flight was explored with the
help of a two-way active avoidance conditioning paradigm. Optogenetic activation of
PKCδ+ neurons resulted in boosted learning and expression of active avoidance. In con-
trast, activation of SOM+ neurons had the opposite effect on behaviour. Additionally,
calcium imaging of PKCδ+ neurons showed that a seizable fraction of this population
changes its activity to conditioned stimuli in the course of active avoidance learning.
Using optogenetics and imaging, we thus confirm that central amygdala mediates active
defensive behaviours. Furthermore, we specifically identify that PKCδ+ neurons not
only regulate passive, but also active defensive behaviours.
PKCδ+ neurons are thus in a position of power, which allows them to influence very dif-
ferent defensive strategies acutely and flexibly. Additionally, they also optimise adapta-
tion to threatening situations in the long run via their lasting effects on learning.

Abbreviations
AAV Adeno associated virus
ARCH Archaeorhdopsin
BA Basal amygdala
BLA Basolateral amygdala
BNST Bed nucleus of stria terminalis
LA Lateral amygdala
CEA Central amygdala
CEl Central lateral amygdala
CEm Central medial amygdala
ChR Channelrhodopsin
CR Conditioned reaction
CS Conditioned stimulus
EFF Escape from fear
HC Hippocampal formation
IN Interneuron
mPFC Medial prefrontal cortex
PAG Periaqueductal gray
PKCδ+ neurons expressing protein kinase Cδ
PKCδ- neurons not expressing protein kinase Cδ
PN Principal neuron
SSDR Species specific defensive reaction
UR Unconditioned reaction
US Unconditioned stimulus

Introduction
1.1 Universality and diversity of defence systems:
a snapshot
The survival of all living beings is dependant on their ability to detect and adapt to
environmental changes. Especially in the face of threat, the modus operandi needs to
be adjusted in order to minimise potential harm and increase the likelihood of survival.
All organisms need to detect and correctly respond to physical changes of the environ-
ment, such as low nutrient conditions, oxidative stress, extreme pH and temperatures.
For example, when exposed to high temperatures Escherichia coli bacteria induce tran-
scriptional up-regulation of heat-shock proteins that in turn coordinate cellular repair
mechanisms. Some heat-shock proteins help reverse protein misfolding caused by high
temperatures and others tag terminally denatured proteins for degradation, thereby re-
ducing concentrations of harmful misfolded proteins in the cell[Vabulas et al., 2010].
This is an example of metabolic adjustment to a physical change in the environment.
Similar mechanisms exist in most organisms, including humans.
Multicellular organisms of the Plantae kingdom can also encounter environmental stres-
sors such as extreme temperatures, excess light, draught, salinity, parasites and herbi-
vores. Due to their very limited mobility, plants developed various physiological strate-
gies of dealing with threats that can be classified as metabolic, active or passive me-
chanical and chemical shielding. For example, Arabidopsis thaliana employs an active
mechanical strategy in order to protect itself from draught. Low-water conditions launch
transport of abscisic acid to stomatal guard cells, where it triggers a signaling cascade
that results in a reduced guard cell turgor and subsequent closure of stomata. Their clo-
sure reduces additional water loss in form of vapour via these structures, which primarily
serve as CO2 gas exchange routes.[Osakabe et al., 2014]
In addition to physical environmental stress, organisms face threats from other living
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beings. Both conspecifics and heterospecifics can be sources of danger. E.coli can be
attacked by phages, but also exploited by certain animals as a nutrient source. At the
same time, instead of just passively consuming food when available, they also actively
compete with other bacteria for favourable niches. To this purpose, they can produce
defensive compounds like antibiotics, thereby weakening non-resistant bacteria in the
proximity.[Chung et al., 2006; Hibbing et al., 2009]
Multicellular organisms also face attacks by heterospecifics, be it unicellular or multicel-
lular, be it parasites or predators. In plants, the first line of defence against herbivores is
mechanical - thorns, spikes and tychomes are common in many plants, including citrus
trees and cacti. A chemical battery is often used as the second line of defence. For ex-
ample, sharp oxalate crystals and various poisonous substances are packed in specialised
cells called idioblasts of Dieffenbachia plants. Upon rupture of plant tissue, which occurs
during attacks by herbivores, idioblasts burst and release these harmful substances that
can cause painful irritation of animal mucus and skin. [Franceschi and Nakata, 2005]
Animals can also use chemichal and mechanical strategies in order to minimise the like-
lihood of being eaten. The hard shells of turtles, keratinous spines of hedgehogs and
calcite spines of sea urchins are all examples of mechanical anti- predator systems. Some
sea urchins, like those of the Diadematidae family, employ a combination of mechanical
and chemical defence - they have hollow spines that are filled with toxins [Russell and
Saunders, 2016; Tsafnat et al., 2012]. Many insects are capable of chemical defence, but
they can also excel in camouflage. The walking stick insects resemble thin tree branches
- a feature that allows them to blend in perfectly into their natural habitats, thereby
reducing the probability of getting detected by predators [Hennemann et al., 2015].
Chameleons are capable of active camouflage, which allows them to flexibly adapt their
skin colour and pattern to their environment [Stuart-Fox et al., 2008]. Another related
strategy is mimicry. Instead of blending into the surroundings, some species are thought
to have evolved to physiologically resemble another animal species. A famous example is
the so-called Mu¨llerian mimicry, a phenomenon that describes two unpalatable species
resembling each other. Due to the resulting abundance, both profit from being more
likely to be remembered as unpalatable by predators. [Meyer, 2006]
Animals do not rely on physiological defensive mechanisms only, but extend defence
to the behavioural domain. Just like physiological adaptations, behavioural acts of
self preservation can be observed in response to threatening physical environments or
threatening biological interactions. The spectrum of these behaviours is characterised
by a complexity and breadth at least matching that of physiological adaptations to
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threats. It includes behaviours like aggregation, where animals form social groups that
help increase success during foraging and reproduction, and promote survival. The lat-
ter is accomplished by confusing predators on one hand, and by increasing efficiency of
predator detection by the group on the other.[Lima, 1995; Milinski and Heller, 1978]
Nocturnality, which is the predominant circadian behaviour in rodents, is postulated to
have evolved from a need of prey to minimise contact with diurnal predators and to re-
duce the amount of interspecific competition.[Gerkema et al., 2013] Predator satiation is
another strategy employed by insects and some amphibians. Periodical cicadas emerge
from their underground hide-outs every 13 or 17 years at extremely high densities of
more than 300 individuals per square meter. For a short time they are thus easy prey
for predators, however due to the extremely large numbers and short time of abundance,
their predators are quickly satiated. This ensures survival of most individuals of the
group.[Dybas and Davis, 1962] Phagomimicry is an example of employment of deterrent
signals to distract and warn predators. Upon detecting danger, sea hare Aplysia califor-
nica releases a cloud of ink and a chemical coctail form the opaline gland containing high
concentrations of taurine. The latter is known to be a powerful feeding signal in lobsters,
which are sea hares’ natural predators. Instead of trying to consume the aplysia, lobsters
make feeding attempts for the chemical cloud, thereby giving aplysia a chance to escape.
[Eisthen and Isaacs, 2005; Kicklighter et al., 2005] In deimatic behavior, animals signal
false threat to predators or competitors, thus misleading them into flight. For example,
fork-tailed drongos use deceptive false alarm calls to trick other birds engaged in feeding
into flight thus involuntarily surrendering their food to the drongo.[Flower, 2011]
All these are examples of either highly specialised or rather complex defensive behaviours.
There are however simple syllables of defensive behaviour, some of which are evolutionar-
ily conserved, that are integral parts of more complex defensive strategies. Two examples
of such syllables are immobility and flight. Flight is a behaviour in which animals try
to minimise harm by introducing significant physical distance to the threat in a short
amount of time. Immobility, or ”freezing”, is a behaviour in which an organism re-
duces locomotion to a halt, in an attempt to remain undetected by a predator. Both
behaviours, although varying in details, can be found in species ranging from insects
to humans. Their simplicity and evolutionary conservation makes each of them a good
model system for studies of defensive behaviours.
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1.2 Defensive behaviour in humans
As is true with other animals, the survival of humans crucially depends on their ability
to adapt behaviour in the face of threat. Humans have an innate threat- defence system
that can be extended and modified by learning. Stimuli like loud noises, unexpected and
sudden movements, as well as pain-eliciting events like touching a sharp needle or a hot
plate are instinctively recognised as harmful. Such stimuli are also known as uncondi-
tioned stimuli (US). The aversive US listed here are capable of reliably provoking innate
defensive reactions, also known as unconditioned reactions (UR). For completeness sake,
it is worth noting that unconditioned stimuli are not always aversive and can have posi-
tive or negative valence, or even be perceived as ambivalent. A positive valence US can
for example provoke appetitive or consummatory behaviours. On contrary, an aversive
US will provoke defensive UR under normal circumstances. [Myers et al., 2014]
Touching a hot object is an event that triggers a defensive UR - a spinal cord coordi-
nated nociceptive withdrawal reflex. This reflex has protective qualities, as it introduces
distance between the subject experiencing the noxious stimulus and the hot object.
[Campbell et al., 1991; Willer et al., 1979] In case of aversively loud noise, another set
of reflexes is triggered and coordinated by the brain stem. It consists of a combination
of several stereotyped action patterns that include a jaw reflex, eye blink reflex, and
jerks of shoulders and legs. This action pattern serves to protect the eyes, head and
neck, and to prepare for escape. [Grillon et al., 1997; Landis and Hunt, 1939] Apart
from reflexive reactions, more complex and adaptable URs like immobility, escape and
defensive aggression are also part of the human defensive repertoire. It appears that the
relationship between threat, environment and such behavioural outcomes is not deter-
ministic, but probabilistic. Thus, the categorisation of immobility, flight and fight as
reflexive is not justified, in spite of their simplicity. Rather, they are simple defensive
behaviours with an instinctive basis, that are induced upon extensive assessment of the
environment.
More complex defensive reactions that are acquired by (instrumental) learning exist as
well. These cannot always be classified as defensive unconditioned reactions, as they do
not necessarily occur naturally in the context of a threat, but do so only upon condi-
tioning. In fact, any action that reduces perceived or actual threat levels has a strong
potential of being reinforced and becoming an instrumental avoidance behaviour. [Cardi
et al., 2015; Collins et al., 2014; De Silva and Rachman, 1984; Mowrer, 1939].
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Defensive reactions in humans can be accompanied, modulated and even triggered by
emotions. There are many definitions of emotions in the scientific literature. Although
a consensus has yet to be reached, one appealing definition is that they are reactions to
stimuli that engage the entire organism, and are simultaneously composed of physiolog-
ical, behavioural and cognitive components. Two emotions with tight links to defensive
reactions are fear and anxiety. [Myers et al., 2014]
1.3 Fear and Anxiety
Similar to the chemical defence battery in Aplysia described above, fear and anxiety
have developed in the course of evolution in order to improve chances of survival in
the face of threat. Both emotions are a part of the human threat defence system and
both are negative affects that are hallmarked by elevated vigilance, uneasiness and tense
apprehension. Fear is an acute, intense emotional reaction in response to a well- defined
and perceived threat. It is induced rapidly upon detection a threat stimulus, and it
dissolves soon after danger fades away. Anxiety on the other hand can last longer, its
beginning and end are diffuse, as are the stimuli inducing it. It is usually initiated by
an anticipated, not perceived danger. Generally, anxiety is less intense than acute fear,
but its persistence makes it, for the most part, very unpleasant to people experiencing
it. Although unpleasant, fear and anxiety are adaptive emotions when triggered in
response to perceived or potential danger. They have the capacity of orchestrating
immediate defensive reactions, as well as sustainably adapting behaviour in a manner
that improves coping with similar stressors in the future.[Davis et al., 2010; Myers et al.,
2014; Rachman, 2013]
Orienting	&	
immobility
Freeze Fight	/	Flight Tonic	immobility Faint?Normalbehaviour
Risk
assessment
threat	level
minimum maximum
Stimulus
Figure 1.1: Simplified model of human human defensive behaviours. Adapted from Hagenaars
et al. [2014]
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In line with the definition of emotions, and justifying their classification as such, adaptive
fear and anxiety induce not only a change of affective state, but are also accompanied
by physiological and behavioural changes. In fact, even detection of a sensory stimulus,
irrespective of its salience, is usually followed by an inhibition of ongoing behaviours
and a subsequent induction of attentional processes. The latter is characterised by
orienting behaviour if the stimulus is novel, and by attentive immobility.[Hagenaars
et al., 2014; McNaughton, 1993; Steimer, 2002] This type of immobility is accompanied
by parasympathetic activation, including bradycardia and simultaneous mobilisation of
attentional resources. [Hagenaars et al., 2014] This phase has a short duration and
latency, however significant differences in processing time have been found for salient
and non-salient stimuli. In cases where the detected stimulus poses a potential threat,
risk assessment behaviours associated with an anxiety state are induced. These include
scanning the environment, tendency to lean towards the stimulus and even approach it.
If threat levels are categorised as low, the human will go back to normal behaviour and so
will the autonomic system.[Blanchard et al., 2001b, 2011; Hagenaars et al., 2014] If the
situation is classified as dangerous, the fear pathway is induced. In cases in which escape
in not possible, humans are sometimes reported to start freezing. This phenomenon
was first observed in animals [Blanchard et al., 1968], however humans seem to show
related changes in posture in response to intermediate threat levels [Hillman et al.,
2004; Horslen and Carpenter, 2011; Mouras et al., 2015; Stins and Beek, 2007]. This
kind of immobility has evolved to reduce probability of being detected by predators and
is preferred in situations where escape is not possible. This state is accompanied by
both sympathetic (pupil dilation) and parasympathetic (bradycardia) activation. This
is thought to further increase attention, sensory perception and threat assessment. As
the time progresses, sympathetic activation becomes dominant and results in metabolic
activation that prepares for defensive action. [Bradley et al., 2001]
It is worth noting that many times when ”freezing” is reported in studies of human
behaviour, it refers to attentive immobility. Some authors however argue that these are
two separate processes. The differences are subtle: intensity of bradycardia is some-
what higher in fearful freezing, and the immobility is longer in duration and intensity.
Another interesting observation is that during fearful freezing, one can observe startle
potentiation, whereas this does not occur during attentive immobility. [Vrana et al.,
1988] This has been used by Bradley et al to distinguish between attentional processes
that dominate attentive immobility, and the fearful state that dominates during freezing.
[Bradley et al., 2001]
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At high threat levels in environments where escape is possible, rapid sympathetic activa-
tion increases further and culminates in flight. If escape is not possible, the same threat
is likely to induce defensive aggression. [Blanchard et al., 2001b; Davis et al., 2010;
Harrison et al., 2015; Steimer, 2002] This is the famous fight-flight reaction which was
first described by Cannon in the early 20th century [Cannon, 1975]. From the ethical
perspective it is difficult to justify exposure of human subjects to threat levels so high
that they can induce fight or flight responses in experimental settings. This is why most
laboratory studies focus on hypothetical threat and fight/flight responses. Anecdotal
evidence of such behaviours exists from mass panic incidents during natural disasters,
ship collisions, on soccer stadiums, concerts and large religious festivities [Elliott and
Smith, 2016; Fritz and Marks, 1954; Illiyas et al., 2013]. These suggest that flight is
likely to be induced in situations where an escape route is present, but the window of
opportunity for escape is limited and diminishing. The rise of video surveillance, as well
as recent attempts to model flight behaviour in computer simulations might yield further
insights. [Helbing et al., 2000; Moussa¨ıd et al., 2016]
Tonic immobility, also referred to as apparent death or thanatosis, is considered to
be the last resort of human defence and is induced only in extremely life-threatening
situations in which an escape is not possible. This state of profound immobility is an
attentive, alert state that is hallmarked by intense activation of the sympathetic nervous
system. This includes tachycardia, which is also a feature that sets it apart from ”simple”
freezing. [Alves et al., 2014; Volchan et al., 2011] Interestingly, tonic immobility often
ends suddenly with either flight or defensive aggression. [Abrams et al., 2009; Heidt
et al., 2005; Volchan et al., 2011]. It is worth noting that some authors have recently
argued that ”faintness”, the propensity of a small percentage of the human populations
to loose consciousness upon seeing blood, wounds or needles, should be added to the list
of basic syllables of defensive behaviour [Bracha, 2004; Bracha et al., 2007; Kleinknecht,
1987; Olatunji et al., 2006].
Other defensive behaviours like hiding, defensive threat, alarm vocalisation, tend and
befriend also exist, but are not quite as well studied. Their defensive direction and
relationship to defensive intensity are current focus of some research. [Blanchard et al.,
2001b; Krupic´ et al., 2016; Perkins and Corr, 2006]
As mentioned previously, fear and anxiety are adaptive human emotions. However,
if they are repeatedly triggered in absence of potentially threatening stimuli, if they
persist way beyond the cessation of danger, or if their intensity is disproportionate
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to the magnitude of actual threat, then fear and anxiety can become debilitating and
maladaptive. The prevalence of anxiety and panic disorders in the western world is
striking. Studies estimate that 10 to over 30 percent of humans suffer from anxiety
disorders at some point during their life. [Bandelow and Michaelis, 2015; Kessler et al.,
2005; Steel et al., 2014] Although highly variable, the undoubtedly high prevalence,
combined with their negative effects on life quality and high treatment and economic cost
[Greenberg et al., 1999; Kessler and Greenberg, 2002], make anxiety disorders important
objects of research in modern psychology and neuroscience.
1.4 Rodent models for studying human emotions
Current research on the nature and biological basis of fear and anxiety in humans is lim-
ited by several factors. On one hand, exploring the full emotional repertoire in the lab-
oratory is limited by high intersubject variability, monetary and time constrains. Since
fear and anxiety involve negative affect, ethical concerns are not uncommon. Studying
the biological basis of emotions calls for exact multi-parameter recordings of human be-
haviour, physiology and brain function. Here, great care is given to employ minimally
invasive technologies. However, such state of the art technologies often suffer from sub-
optimal data sampling and from being invasive to the behaviour. One such example
are the functional magnetic resonance imaging (fMRI) devices. The bulky instruments
require the study subjects to lay still for the duration of the experiment, thus limiting
possibilities for interaction with the subject and limiting their behavioural repertoire.
The spatial and temporal resolution of fMRI has improved considerably, yet it is still
far from giving precise accounts on firing patterns of single neurons. Additionally, fMRI
currently measures indirect reports of neuronal function based on blood flow. Other
methods, like electrophysiological recordings can directly measure neuronal firing in a
fast and direct manner, but they suffer from being highly invasive (implantation of elec-
trodes) and small sampling volumes. The sheer size and complexity of the human brain
in itself poses an immense challenge. Observation of complex systems without interfering
with their function makes statements about causality of observed phenomena difficult
and risky. Interference with the behaviour can and is successfully applied in psycho-
logical research. However, invasive manipulations of neuronal function are an ethical
concern in healthy human subjects, especially when they involve novel viral, optogenetic
and pharmacogenetic techniques. These do have great potential for precise manipula-
tion of neuronal firing necessary for delinating the contriubtion of neuronal circuits to
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emotions, but they also leave a potentially lasting and not well characterised footprint
in the brains of treated subjects.
Although not as well studied from the evolutionary standpoint as morphology and cell
biology of animals, behaviour has already been explored from the phylogenetic perspec-
tive in the late 19th century by Darwin. [Darwin, 1872] However, the study of emotions
in animals has some limitations that are intrinsic to how we define emotions. As men-
tioned previously, psychologists view emotions as states that involve the entire organism
and that are hallmarked by changes in physiology, behaviour and cognition. The accu-
rate assessment of the latter is currently thought to be possible only by verbal account,
which is impossible in animals. It is thus unclear weather animals have emotions and if
so how they compare to human experiences. Nevertheless, the study of behaviour and
the accompanying physiological changes is very well possible and meaningful. Rodents
exhibit defensive behaviours that resemble those observed in humans. Examples are
the acoustic startle reflex, risk assessment, freezing, escape and defensive fight. Addi-
tionally, these behaviours are accompanied by altered physiology that includes changes
in blood hormonal levels, heart rate, blood pressure, muscle tone and pupil size. The
fact that in the face of threat both behaviour and physiology in rodents co-vary in a
manner similar to that observed while humans are experiencing fear and anxiety is a
hint that such full-body reactions in rodents can be a viewed as a reduced model of
these human emotions. Additionally, the anatomy of the central nervous system in hu-
mans and rodents bear some similarity. Neuroanatomical units grossly homologous to
human thalamus, hypothalamus, cortex, amygdala, cerebellum and brain stem are found
in rodents. Also, some fine scale anatomical features like the proximity of serotonergic
cells to the fourth ventricles are found in both rodents and human. There are of course
very obvious differences between human and rodent nervous systems. The much smaller
size and complexity of the rodent brain is not necessarily a drawback. In fact, this is
one of the feature that make the neuronal circuits more accessible for investigation with
currently available techniques. Other favourable features are the genetic and viral ac-
cessibility of mouse neurons. These allow ever finer and more precise control.
Ethical concerns about the use of rodents as experimental animals in neuroscience are
valid and need to be addressed. The scientific community is obliged to respect the life of
laboratory animals and to minimise their suffering and pain during experimental proce-
dures. Reduction of numbers of laboratory animals to the minimum needed to reliably
answer a scientific question, replacement of animal experimentations with alternative
approaches wherever meaningful, and constant refinement of the experimental methods
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are of great importance for meaningful and humane research. At the moment, we know
still so very little about the biological basis of normal and pathological behaviour and
emotions that we cannot rely exclusively on models that do not involve a study of a
living being. Without the latter, the research community can not make continuous sig-
nificant progress in understanding fear and anxiety. However, we can lay out a path for
a future where this might be possible, at least in part by, in parallel to performing an-
imal research, developing mathematical concepts needed to build theoretical constructs
of brain function.
In summary, although brain anatomy, defensive behaviour and physiology show obvious
differences between humans and rodents, they also show many similarities that justify
using the rodent defence system as a model for the biological basis of human emotions
of fear and anxiety.
1.5 Defensive behaviours in rodents
Although, the details of defensive behaviours are species-specific, the general defining
features seem conserved in mammals, including humans. The most prominent behaviours
displayed in threatening situations in mice and rats are risk assessment, freezing, flight,
fight, hiding, defensive threat, and defensive fight. [Blanchard et al., 2001a] This largely
corresponds to the unconditioned defensive behaviours in humans. Unconditoned stimuli
that can elicit defensive behaviours are also somewhat conserved. For example, like in
humans, sudden loud noises induce the startle reflex in mice and rats. This reflex is char-
acterised by short latency (less than 10ms) activation of skeletal muscles culminating in
a jerk. The jerk itself involves the entire body - rodents first extend their paws and then
flex into a crouch.[Davis, 1980; Parham and Willott, 1988] Distant threats or diffuse
stimuli like brightly lit, open spaces and heights provoke risk assessment behaviours.
These include avoidance, freezing, rearing, stretch-attend postures and grooming. The
co-occurence of these behaviours with heightened defecation and urination are indica-
tions that a simultaneous activation of the sympathetic nervous system occurs.[Bourin
and Hascoe¨t, 2003; Hascoe¨t and Bourin, 2009; Rodgers and Johnson, 1995; Simon et al.,
1994; Treit et al., 1993] Proximal, well defined threats distinctively induce freezing, hid-
ing or flight. Some of the threatening natural US are species specific - for example,
prominent mouse predators are cats, foxes and predatory birds like owls and hawks. In
the course of evolution, mice have developed sensitive systems for extracting cues about
presence of exactly these predators from the environment. For example, odour of the fox
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urine can elicit defensive URs in mice and rats. As predator odours are, like any natural
odour, somewhat diffuse in time and space, they induce risk assessment behaviours in
addition to freezing, avoidance and potentiation of startle responses. [Apfelbach et al.,
2005; Hebb et al., 2003; Wallace and Rosen, 2000] Trimethylthiazoline, a chemical com-
pound found in fox urine, elicits anxiety-like behaviours in mice that are accompanied
by sympathetic activation hallmarked by increased defecation, accelerated heart rate,
serum corticosterone and analgesia [Fendt et al., 2005; Yang et al., 2016] Visual stimuli
that are in accord with an attack by a predator form the air, for example looming visual
cues, are better predictors of threat imminence than olfactory cues. Instead of evoking
anxiety-like behaviours, they act as strong US that evoke short latency fear-like flight or
freezing. [De Franceschi et al., 2016; Ellard and Goodale, 1988; Shang et al., 2015; Wei
et al., 2015; Yilmaz and Meister, 2013] Painful stimuli that have the potential of causing
tissue damage induce escape, jumps, alarm vocalisations and freezing.
Risk	-
assessment
Freezing
Fight
Flight
No	fear
Threat	imminence	(intensity/distance)
Circa-
strike
Post-
encounter
Pre-
encounter
No
threat
Figure 1.2: Simplified model of the organisation of rodent defence behaviour according to the
threat imminence theory. Adapted from Blanchard and Blanchard [1988]; Fanselow and Lester
[1988]
In summary, the more diffuse or distant a threat stimulus, the more likely it is to elicit
risk assessment behaviours. Proximal and well defined threats are more likely to pro-
voke freezing, flight or fight. This rule of thumb has been formulated more precisely
in the theory of threat imminence, which was originally named predatory imminence
theory. [Fanselow and Lester, 1988] An encounter with a predator or threat is divided
into three stages that depend on the perceived threat distance. In the pre-encounter
stage, the threat has not been unambiguously determined, but the presence of clues in
the environment points in the direction of a potential threat. In this stage, the animal
performs behaviours that help minimise the chances of an encounter with the preda-
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tor. The animals increase their vigilance, avoid brightly lit and open spaces, and move
with a cautious, stretched posture. During the somewhat ambiguously named ”post -
encounter” phase, the animal has clearly detected a threat and employs behaviours that
could reduce the detection or attack by the predator. Freezing is a typical post-encounter
defence, during which the animal stops all movement, except for breathing, for at least
a few seconds. This is a highly vigilant state in which the animal’s body and muscles
are tense and prepared for a flight or fight response. During the ”circa-strike” stage,
the predator has detected the animal and is attacking it. Under such circumstances,
mice react by vocalising and making escape attempts when an escape route is available,
otherwise they perform a series of defensive attacks. Studies from the Blanchards’ and
others suggest that the intensity of threat also plays a critical role during the selection of
a defensive strategy [Blanchard and Blanchard, 1988; Blanchard et al., 2001a; Fanselow
and Lester, 1988; Perusini and Fanselow, 2015]
In addition to a classification of defensive behaviours according to the predatory im-
minence spectrum, these behaviours can also be categorised as ”active” or ”passive”.
Active defence includes flight, jumps and defensive aggression. Sometimes, risk assess-
ment behaviours are also counted as active. Passive defence is hallmarked by freezing
and tonic immobility.[Bandler et al., 2000b; Gozzi et al., 2010] It is currently debated
wether the later is a natural behaviour in mice, although there are indications that mice
can enter a thanatosis-like state [Bazovkina et al., 2011; Kulikov et al., 1993; Webster
et al., 1981] These two categories are not to be confused with (pro-)active and passive
coping in humans. Coping is a conscious cognitive effort to deal with a stressful or
threatening situation. Since coping is limited to conscious cognitions by definition, it
does not include unconditioned defensive behaviours. [Brown and Nicassio, 1987; Carver
and Connor-Smith, 2009; Snow-Turek et al., 1996]
1.6 Learning about threats
The power of the innate defence system is its ability to enable animals to respond quickly
and effectively with appropriate counter-measures to evolutionarily established threats
in a situation tailored manner. Apart from the described effects on behaviour and phys-
iology of animals, activation of the defence system also promotes memory formation.
[LeDoux, 2012] In other words, stimuli that can elicit unconditioned defensive reactions
are the ones that can act as reinforcers in learning. A likely purpose of the effect on
memory formation is its potential to optimise survival in dangerous situations based on
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previous experience. This could for example be achieved by enhanced sensory detection
and discrimination of threat from harmless stimuli. Other possible optimisations are
more streamlined action selection, and more threat and environment optimised perfor-
mance of the selected defensive action.
The search for specific features of threats that can promote memory formation is an
ongoing effort. There are strong indications that pain is one of those features, and yet it
is disputed what its evolutionary value as a reinforcer could be. Some authors argue that
once it comes to a predatory attack (and thus pain), survival is unlikely and hence learn-
ing opportunities and evolutionary advantages very limited. [Bolles, 1970; Bolles and
Fanselow, 1980; Cushman and Fanselow, 2010]. According to this line of argumentation,
more advantageous learning is the one that occurs upon threat detection, for example
associative learning that connects environmental cues to the detection of threat, instead
of connecting them to the attack. The idea behind this is that cues that predict the
occurrence of a threat provide animals with an opportunity to avoid an attack before
it happens. Previously named natural US like predator odours, looming visual stimuli
and loud noises are features that can be detected before an attack. An example of a
pain-inducing, but well controllable, artificial US in laboratory conditions is electric foot
shock. It is still unclear how foot shocks compare to natural US and weather they might
resemble pain that prey experiences during an attack. There are hints that although
an electric shock results in similar behaviours as observed during an encounter with a
predator or a hostile conspecific, the brain regions engaged are at least partially differ-
ent. [Silva et al., 2013]
Memory promoting effects of an activated defence system are exploited in the laboratory
to study neuronal basis of learning and threat processing. In the so called classical fear
conditioning (or threat conditioning), an alteration of Pavlov’s original associative learn-
ing paradigm, an originally neutral stimulus that does not naturally have the power to
bias behaviour towards defensive actions, commonly referred to as a conditioned stim-
ulus (CS), is paired with an aversive unconditioned stimulus. [Ledoux, 2014] Tones are
commonly used CS, since they are well controllable in intensity, amplitude, and have a
fairly predictable spatial spread. In most studies, they are paired with mild electric foot
shocks (US), although tail shocks and eyelid shocks are not uncommon. Upon learning,
which can occur after a single CS-US pairing, the CS comes to elicit an adaptive de-
fensive behaviour, in this context referred to as a conditioned reaction (CR). The CR
can resemble the UR, but does not always do so. Either way, the CRs are related to
the eliciting US - for example, just like an aversive US will normally not come to elicit
appetitive UR, it will also not elicit appetitive, but defensive CRs. The most prominent
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CR elicited after successful tone-shock pairing in laboratory setting in which an escape
route is not possible is freezing[Blanchard et al., 1968; Bolles and Fanselow, 1980]. Fur-
thermore, upon conditioning the CS undergoes a ”hedonic shift” - it adopts some of the
features of the US and becomes aversive by itself. This not only enables it to elicit a
defensive reaction, but it becomes empowered to drive associative memory formation
in absence of a natural US. [Rescorla, 1973; Rescorla and Wagner, 1972] Apart from
promoting memory formation and defensive behaviour, it also induces activation of the
endocrine system and the sympathetic nervous system. CS are known to increase the
level of glucocorticoids in the blood stream, tachycardia, blood pressure changes and po-
tentiation of the startle reflex.[Brown et al., 1951; Liu et al., 2013; Tovote et al., 2005a,b]
Noteworthy is that humans are also capable of this type of classical fear conditioning.
[Eippert et al., 2012; Fullana et al., 2016] In fact, fear conditioning was first discovered
in humans by John Watson. In a famous experiment with a young toddler Albert, an
originally neutral stimulus, a white rat, was presented together with loud white noise
as a US. After the CS-US pairing, a subsequent presentation of a white rat (CS) alone
came to elicit distress in little Albert.[Ledoux, 2014]
As the activation of the defence system has negative aspects like higher energy expen-
diture and the cesation of ongoing behaviours like foraging, search for mates and nest
sites, it is important that it is activated only when really needed. [Ferna´ndez-Juricic and
Rodriguez-Prieto, 2010] This is why learning to shut down defence when unnecessary,
is another important aspect of adapting to threats. A simple form of non-associative
learning is habituation, in which behavioural responses to a (unconditioned) stimulus
decrease in intensity with repeated exposures to that stimulus. Importantly, this process
is not mediated by sensory adaptation[Rankin et al., 2009] An example for habituation
learning is the attenuation of the startle reflex, which occurs upon repeated presenta-
tion of the loud auditory stimulus in both rodents and humans [Koch, 1999; Pilz et al.,
2014; Wilkins et al., 1986] Interestingly, the inability of the startle reflex to habituate
is observed in human patients with panic disorder and schizophrenia spectrum disor-
ders. [Cadenhead et al., 1993; Ludewig et al., 2005; Takahashi et al., 2008] Conditioned
defensive responding can also be decreased, for example by using a procedure called
extinction. In fear extinction procedures, the fear conditioned subjects are repeatedly
exposed to a CS without US pairing. This unreinforced exposure leads to a gradual
decrease in the amount and intensity of displayed CR. [Myers and Davis, 2007] It has
been shown that this phenomenon cannot be fully accounting for by the process of for-
getting of the conditioned fear and that it includes new learning. [Baker and Azorlosa,
1996; Myers and Davis, 2007] Humans subjects that have been fear conditioned can also
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reduce their fears via extinction. [Knight et al., 2004; Milad et al., 2007; Schiller and
Delgado, 2010]
The most prominent CR elicited in rodents after successful classical fear conditioning
in commonly used small plain contexts is freezing. More active forms of defensive be-
haviours like risk assessment and escape attempts are sometimes observed as well. Inter-
estingly, female rats seem to have a natural preference for more active types of defence
following classical fear conditioning [Gruene et al., 2015]. Additionally, rodents enhance
active defence if provided with an escape route or a hiding spot. [Tovote et al., 2015]
There are paradigms that have been composed in such a way that they preferentially
elicit active defence. Examples of such conditioning paradigms are conditioned flight
[Fadok et al., 2017], signaled two-way active avoidance [Mowrer and Lamoreaux, 1946],
Sidman avoidance [Sidman, 1953] and platform-mediated avoidance [Bravo-Rivera et al.,
2014], to name a few.
1.7 Avoidance learning
Avoidance is an umbrella term that is used to described certain types of learned defen-
sive behaviours. It encompasses a complex set of learned behaviours that are loosely
connected only by their ultimate purpose, namely the minimisation of threat. This is
a fitting definition on one hand, but also a very unfortunate one on the other, since in
the broad sense, most adaptive defensive behaviours, whether learned or not, are per-
formed with the purpose of minimising threat. In rodents, avoidance can include both
passive and active types of defence, for example escape, hiding, burying and even freez-
ing or withholding certain behaviours. [LeDoux et al., 2017] Adaptive avoidance is an
important survival strategy for humans as well. For example, avoiding contact with a
sick person, or taking disease-preventing precautionary hygienic measures can help limit
the spread of infectious diseases. In human psychology, the term avoidance is also used
to describe a coping style (avoidance coping), characterised by behavioural or cognitive
methods employed in order to avoid having to deal with the threat. It is usually an
attempt to escape feelings of distress and it does not necessarily lead to a reduction
in threat and distress levels. 1 If the avoidance coping is excessive, or even counter-
1”Coping” is a term from human psychology that describes conscious endeavours for dealing with
threats. Dozens of different coping styles have been reported [Compas et al., 2001; Skinner et al., 2003].
Elimination of redundant terminology, proper characterisation and classification of coping strategies is
currently incomplete and is one of the challenges of modern psychology. One of the more confusing
instances about avoidance behaviour is that some authors associate it with passive coping styles, others
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productive, it can become maladaptive. In fact, maladaptive avoidance is a hallmark of
several psychological disorders, including generalised anxiety, panic and avoidant per-
sonality disorder [Carver, 2007; Rachman, 2013]
Avoidance is also used to describe a certain type of conditioning paradigms, in which
the experimenter can set a criterion, that describes a behaviour which will lead to termi-
nation/minimisation of threats. Generally, avoidance conditioning paradigms have been
classified as passive (also called inhibitory) or active. Passive avoidance conditioning
includes all paradigms in which the animal has to withhold a certain action in order
to avoid a US. Active avoidance conditioning on the other hand requires the animal to
perform a certain action in order to avoid the threat.[LeDoux et al., 2017]
Active avoidance conditioning was first explored in the 1930s [Brogden et al., 1938; Dun-
lap et al., 1931; Hunter and Pennington, 1939; Hunter, 1935; Mowrer, 1940]. Dunlap
and colleagues first described a two compartment apparatus with electric shock grid,
connected by a walkway.
B.A.
Figure 1.3: Two early designs of active avoidance conditioning setups. A. from Hunter [1935]
B. from Mowrer and Lamoreaux [1942]
Upon application of shock, the experimental animals, rats in this case, had to learn
that in order to terminate the application of shock, they had to cross to the other
compartment via the walkway. Over the course of the experiment, rats started making
targeted movements to the other compartment upon the onset of the shock, which the
authors interpreted as shock escape-learning. Furthermore, they mention that after
successful learning, the shock can be substituted by other stimuli - for example by tones.
with active. This topic clearly needs further discussion and research. Depictions of rodent active avoid-
ance as a model for human active coping and Pavlovian threat learning as a model for passive coping
are thus to be consumed with caution.
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It is unclear if the tones in this study were at any point predictive of (or paired with) the
shock, or if they were simply replaced by it, and unfortunately they give only descriptive
account of rat’s behaviour. [Dunlap et al., 1931]
In 1935, Hunter and colleagues published another early conditioning apparatus for active
avoidance, in which eight sections with separate electric grid floors were connected with
a walkway. A tone (buzzer) was turned on at certain intervals two seconds before the
onset of the shock. Under these conditions, the tone is used as a CS and has predictive
value of the US. If the rat transferred from one section to any other, the shock was not
applied. [Hunter, 1935] In 1939 Hunter designed yet another active avoidance paradigm
in which the experimental animals had to jump on or off a platform in order to avoid the
application of a shock preceded by a tone [Hunter and Pennington, 1939]. It was however
the first, circular design that at first gained most popularity. Using this paradigm,
Brogden identified that the transfer of the escape response from the shock to the tone
occurs only if this action prevents the occurrence of the shock. Inescapable shocks on
the other hand caused not escape, but another reaction in the experimental animals
(guinea pigs) ”... when the tone began, they literally ’sat tight’, held the breath, and
tensely awaited the shock”. [Brogden et al., 1938] To my knowledge, this is one of the
earliest descriptions of conditioned freezing behaviour in rodents. In the 1940s, Mowrer
performed several studies using different active avoidance paradigms. In one of the more
interesting studies he used a modified version of Dunlap’s setup and Brogden’s auditory
signalled avoidance conditioning. Placed in a square context separated in two halves
by an imaginary line running through the middle, the experimental rats had to learn
to avoid the US (shock) by making a targeted movement from one half of the context
to the other during the CS (tone). This kind of conditioning paradigm is nowadays
referred to as auditory signalled two way active avoidance. ”Two-way” is descriptive of
the fact that no matter which half of the experimental context the animal is in at the
time of the CS occurrence, it has to transfer to the respectively other half. Interestingly,
Mowrer found that the fastest acquisition of active avoidance in a signalled two way
active avoidance task occurs when the CS (buzzer) precedes the application of the shock
and co-terminates with it if no CR occurs, and when it terminates without subsequent
shock as soon as the animal performs a CR.[Mowrer and Lamoreaux, 1942]
The most commonly used active avoidance task nowadays is auditory signalled two-way
active avoidance. In this paradigm, the experimental animals are placed in a rectangular
context with two nearly identical chambers. The floor of each chamber is lined with an
electric shock grid and the chambers are split with a divider or a gate. The CS is a
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tone of a few seconds duration, which predicts and is paired with a mild electric foot-
shock. The shock and the tone are terminated instantly if the animal crosses through the
gate during the CS-US presentation. Additionally, the shock can be avoided by shuttling
through the gate during the tone-only period. Thus, upon successfully performing active
avoidance, the tone is terminated immediately and the shock is not applied in that trial.
Both mice and rats can learn to perform this task fairly well [Bignami et al., 1985; Choi
et al., 2010; Darvas et al., 2011; LeDoux et al., 2017; Mowrer and Lamoreaux, 1942].
In the past, there have been several attempts to explain how and why the avoidance
behaviour is learned. According to the two-factor (or ”two-process”) theory of learning,
in the first stage of learning, a link between a CS and US is established via a Pavlovian
associative learning. Because of the resulting connection of the aversive US with the
CS, the CS itself becomes aversive (and capable of causing a ”fearful” state). Then in
the second stage of learning, a fear-avoidance link is established via an instrumental
learning process.[Mowrer, 1951] How the later is established has been heatedly debated
among researchers - the reinforcer 2 is not easily tangible. Two popular versions of the
two-factor theory are the two-process fear mediation theory and the two-process aver-
sion theory. [Masterson and Crawford, 1982] In the two-process fear mediation theory,
the performance of the escape behaviour is thought to reduce the conditioned fear and
this reduction is thought to be the reinforcer.[Mowrer, 1951] A related theory assumes
that it is not the reduction of fear/threat that acts as a reinforcer, but the resulting
safety state. Termination of CS following successful aviodance might act as a signal that
predicts the absence of shock or a reduction of fear - both of which could be interpreted
as ”safety cues” that could foster further avoidance.[Bolles, 1970; Krypotos et al., 2015]
In the two-process aversion theory, the ”fear reduction” idea is discarded in the favour
of a negative reinforcer. The CS which becomes aversive via the first, Pavlovian learning
process, motivates the animals to remove it. Thus according to this model, the cessation
of CS is the negative reinforcer that fuels avoidance behaviour.[Dinsmoor, 1954] The two-
process fear mediation theory was criticised after experimental evidence showed that the
active avoidance responses can be resilient to extinction. The reasoning was that each
successful avoidance trial is in fact an extinction trial in which the CS is not followed
by a US. In this case, a fear reduction and subsequent reduction of avoidant responding
would be expected, but the latter was not observed. Another criticism that concerns
both two-factor fear mediation and aversion theories fell on the claim that avoidance is
acquired through an instrumental learning process.[Bolles, 1971; Krypotos et al., 2015]
2Stimulus that strengthens behaviour is referred to as a reinforcer. A negative reinforcer is a
stimulus whose cessation strengthens a behaviour.[LeDoux et al., 2017]
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Although this line of argumentation has had a heavy impact on the study of avoidance
in general, it is in fact not based on evidence coming from the two-way active avoidance
task. The claim that avoidance responding is not necessarily instrumental is based on
an observation that some behaviours are more readily performed in various avoidance
tasks than others. For example, jumping out of a box where conditioning took place
could be learned in a single trial[Maatsch, 1959], whereas lever-pressing could not be
efficiently acquired as an avoidance response[D’Amato and Fazzaro, 1966; DAmato and
Schiff, 1964]. This motivated Bolles to argue that when under threat, the behavioural
repertoire becomes limited to the species-specific defensive reactions (SSDR). Since only
these behaviours were displayed, only SSDR and related behaviours could be utilised in
an instrumental learning task. Jumping is one of those behaviours, as is running/flight.
Lever pressing is not a SSDR and does not have the highest priority in threatening
situation, which is in line with the observed difficulty with which it can be utilised as
an instrumental avoidance response in rodents. [Bolles, 1970]. However, Bolles went
even further and played with the thought that intrumental learning is not necessary in
those circuimstances in which the learning can occur within a single trial. Instead, the
observed avoidance might in fact be flight, a SSDR evoked in this case by the aversive
properties (acquired during a purely Pavolvian learning process) of the CS[Bolles, 1971;
LeDoux et al., 2017; Maatsch, 1959]
Current consensus is that further research is necessary in order to clarify weather avoid-
ance is generally instrumental, but that it is also highly likely that two-way active
avoidance involves an instrumental learning process. Furthermore, it is likely that there
are several different reinforcers that contribute to active avoidnace learning, for example
the CS-escape, US-escape, and the US-omission. Early evidence for the contribution
of US-escape to active avoidance learning came already in the 1930s from experiments
with guinea pigs in which the subject had to turn the cage rather than shuttle. In
these experiments, inescapable shocks led to only a very low avoidance, whereas exa-
pable shocks resulted in examplary learning after a week of training. [Brogden et al.,
1938] First indications for (negative) reinforcing power of CS-escape were delivered by
Mowrer and later by Kamin who observed that lower avoidance rates are observed when
CS is not terminated at the time of shuttling in a 2wAA task.[Kamin, 1956; Mowrer and
Lamoreaux, 1942] Although not perfectly clean, Kamin’s study also shaped the ideas
that US-omission contributes to optimal performance in a 2wAA task. Further evidence
came from the ”escape from fear” (EFF) paradigm, in which the CS-US contingency is
established during a Pavlovian threat conditioning session. In a separate session, the
CS is presented alone and the experimental subject provided with the opportunity to
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terminate the CS by performing a shuttling or another response like for example rear-
ing. Experimental rats can learn to avoid in this paradigm, albeit less well than in the
two-way shuttlebox.[Amorapanth et al., 2000; Cain and Ledoux, 2007; LeDoux et al.,
2017] In addition to the described two stages of active avoidance learning, LeDoux and
Cain highlight the importance of habit formation in 2wAA. Upon extensive learning,
the performance of avoidance seems to become independent of reinforcers and resistant
to extinction. [LeDoux et al., 2017]
In summary, avoidance is an important part of the rodent and human defensive system.
How animals learn to avoid is not completely clear, however it seems likely that the
environmental cues (CS) are associated with an US via a Pavlovian threat conditioning.
Subsequently, an instrumental learning takes place which enables the animal to avoid
a the application of the US. A number of potential (negative) reinforcers exist, and it
is likely that several of them act concurrently to establish effective performance in an
active avoidance task. Another interesting field of study is the delineation of neural
circuits involved in learning and performance of active avoidance.
1.8 Neuronal basis of defensive behaviours in rodents
The amygdaloid complex has been discovered in human brain tissue by the german
anatomist Karl Friedrich Burdach, who first published his findings in 1819. The term
was chosen to describe an almond-like shape of a structure located deep in the medial
temporal lobe. More than a century later, in 1937, first hints about the function of the
amygdaloid complex were gathered by Klu¨ver and Bucy. They studied monkeys with
extensive damage of their medial temporal lobes and observed that the subjects had a
range of behavioural peculiarities, including blunted or completely absent defensive and
aggressive behaviours. [Davis and Whalen, 2001] In the 1950s, targeted stimulations and
lesions of the amygdala were performed in monkeys. These studies found that stimula-
tions of the amygdala elicited defensive reactions [Delgado et al., 1956], whereas lesions
made the monkeys less likely to exhibit defensive reactions. [Weiskrantz, 1956] In fact,
the stimulation experiments were performed on monkeys trained with an active avoid-
ance task in which they had to pull and overturn a cup in response to the conditioned
auditory stimulus. Electrical stimulation caused conditioned avoidance responses to be
displayed in absence of a CS. [Delgado et al., 1956] In the Weiskrantz study, the amygdala
lesioned monkeys trained in an avoidance task showed a faster extinction rate (and likely
also slower acquisition of the avoidance task) than sham operated controls.[Weiskrantz,
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1956] Conclusions drawn from observation of human patients with the Urbach-Wiethe
syndrom follow a similar logic. These patients have lesions of the medial temporal
lobes that arise as a result of tissue calcification, and they display a range of emotional
problems that include impaired recognition of fearful facial expressions and impaired
processing of emotional memories.[Adolphs et al., 1994, 1995, 1997] Nowadays, most
detailed studies about amygdala function in threat processing and conditioning come
from studies with rodents. [Calhoon and Tye, 2015; Davis and Whalen, 2001; LeDoux,
2000; Tovote et al., 2015] Other brain structures involved in coordinating the execution
and memory within the threat defence system are often found to be anatomically highly
interconnected with the amygdala. Instead of depending on a single brain structure, the
defence system seems to rely on a distributed network that involves many different brain
sites and very diverse types of neurons. The amygdala is not only connected with the cor-
tical and thalamic sensory systems that process and relay incoming auditory, visual and
olfactory information, but also with nucleus accumbens, hippocampus, higher associa-
tive cortices like the medial prefrontal cortex (mPFC), and also with evolutionary older
hypothalamic and brainstem regions like the periaqueductal gray (PAG), parabrachial
nucleus, and the dorsal vagal complex.[Calhoon and Tye, 2015] Importantly, some of the
functionally relevant connections are anatomically indirect.
1.8.1 General structure of the amygdaloid complex
Amygdala is evolutionarily a relatively old part of the brain. Amygdala-like structures
have been found in amphibians and other lower vertebrates. [Moreno and Gonza´lez,
2005] In 1923 Johnston was the first to subdivide the amygdala complex into central,
medial, cortical and basal nuclei. This partitioning has been further refined in the course
of the 20th century based on cyto- and chemoarchitectural details. However, there is
still no consensus on the neuroanatomical description of the amygdaloid complex.[Alheid,
2003; Swanson and Petrovich, 1998]. Depending on the anatomical markers used, one
can come to different conclusions about how to properly subdivide the amygdala into
substructures. Instead of a subdivision based on anatomical markers, he proposed a divi-
sion into four functional systems 3 : the frontotemporal, autonomic, main olfactory, and
accessory olfactory systems. One of the less disputed is the division of the amygdaloid
3“The amygdala is neither a structural nor a functional unit of the cerebral hemispheres; instead, its
cell groups participate in (...) distinct, though interconnected, functional systems or differentiations of
the corticostriatopallidal system. Terms such as ’amygdala’ (...) combine cell groups arbitrarily rather
than according to the structural and functional units to which they now seem to belong.’ [Swanson,
2003]
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complex into two groups of nuclei depending on their embryological origin. The pallial
amygdala develops mostly from derivates of the ventral and lateral pallium and is cortex-
like, whereas subpallial amygdala shares its origins with striatum and pallidum.[Soma
et al., 2009] The division into different classes based on cyto- and chemoarchitectural
properties is very similar, as nuclei with shared embryonic origin share similar features.
A classification based on McDonald’s work is widely accepted in its gross outlines. [Mc-
Donald, 1998] According to this classification, the amygdaloid complex is divided into
the basolateral group, the corticomedial group, and the centromedial group. The baso-
lateral group consits of the lateral (LA) and basal (BA) nuclei, which are often referred
to as the basolateral amygdala (BLA). Additionally, the accessory basal nucleus belongs
to this group as well. The corticomedial group is located at the surface of the brain and
their ”nuclei” have layered structure not unlike that of the cortex. Both the corticome-
dial and basolateral group belong to the pallial amygdala. The centromedial nuclei are
of subpallial origin and consist of the central (CEA) and medial nuclei, as well as the
amygdaloid part of the bed nucleus of stria terminalis (BNST). Intercalated nuclei (IC),
anterior amygdala area and the amygdalo-hippocampal area cannot be assigned to either
of the three groups due to very different features and are thus usually listed separately.
[Sah et al., 2003] Each of the nuclei listed can be further divided into subnuclei, and they
will be described in more detail later on only if directly relevant to the project.
1.8.2 Basolateral amygdala
Up to 80% of BLA neurons are principal neurons (PNs), that is, glutamatergic spiny
projection neurons. They arborise locally, but also send their axon collarterals to other
amygdala nuclei as well to long-range targets. [Carlsen, 1988; McDonald, 1982a; Sah
et al., 2003] In fact, the PNs are often grouped into more or less coherent functional
classes based on their projection targets. [Herry et al., 2008; Senn et al., 2014] The
non-glutamatergic 20% are GABAergic, aspiny interneurons (INs) that mainly arborise
locally, and connect to both PNs and other INs. [McDonald, 1982a; Sah et al., 2003;
Wolff et al., 2014] The INs are a very heterogenous group that can also be divided into
several classes based on their morphology, electrophysiological properties or expression of
genetic markers. Commonly, they are grouped based on the expression of Ca2+ binding
proteins or neuropeptides. [Ehrlich et al., 2009; Pape and Pare, 2010; Spampanato et al.,
2011; Wolff et al., 2014] The BLA receives a plethora of sensory information via direct
thalamic and indirect thalamo-cortical routes. Virtually all sensory cortices send direct
projections to the BLA and particularly the LA, and these cortical axons enter the amyg-
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dala mainly through the external capsule. [LeDoux et al., 1990; Sah et al., 2003] The
direct thalamic inputs stem from sensory processing areas of the thalamus which enter
the LA via the internal capsule.[LeDoux et al., 1990]. These sensory inputs are thought
to provide information necessary to asses threat levels and associate them with sensory
cues from the environment. Ex vivo and in vivo experiments have shown an increase
in synaptic transmission onto PNs upon Pavlovian threat conditioning.[McKernan and
Shinnick-Gallagher, 1997; Pape and Pare´, 2010; Quirk et al., 1997; Rogan et al., 1997;
Tsvetkov et al., 2002] Lesions of the BLA induced in rodents prior to olfactory Pavlo-
vian threat conditioning result in impaired CS-US association.[Cousens and Otto, 1998]
Transient muscimol-based BLA inactivations reduce the strength of CS-US association
without affecting the consolidation process. [Wilensky et al., 2006] Inactivation after fear
conditioning leads to impaired retrieval and extinction of the threat memory. [Cousens
and Otto, 1998; Herry et al., 2008] Interestingly, studies using in vivo recordings during
Pavlovian threat conditioning found that a population of BLA neurons exists that is
responsive specifically to the CS paired with US (CS+), but not to the unpaired CS
(CS-). These neurons were found in in cats, rats and mice. Furthermore, two popula-
tions were found to emerge during conditioning: the ”fear neurons” selectively increase
firing to the CS+ only after FC, but return to baseline after extinction. On contrary,
the population of ”extinction neurons” increases their firing only after extinction. [An
et al., 2012; Collins and Pare, 2000; Ghosh and Chattarji, 2015; Herry et al., 2008] The
origin of the observed, NMDA receptor dependent plasticity is thought to be found on
thalamo-LA, rather than on indirect thalamo-cortical-LA synapses. This is on one hand
based on the observation that upon threat conditioning plasticity[Goosens and Maren,
2004] is observed in the LA prior to the cortical sites. On the other hand, it is the short
latency of CS responses, which is thought to be the signature of thalamo-LA synapses
that is potentiated. [Collins and Pare, 2000; Quirk et al., 1995] Inhibitory transmission,
carried by BLA INs, is thought to coordinate and fine tune the process of acquisition and
expression of threat memories. [Ehrlich et al., 2009; Tovote et al., 2015; Wolff et al., 2014]
Apart from sensory inputs, the BLA is in fact heavily interconnected with polymodal
associative brain areas like the mPFC, and hippocampal formation (HC). Processing in
the HC is important for formation of contextual memories. In fact, ventral hippocam-
pus inputs to the BLA are known to be important in retrieval of contextual memories,
whereas mPFC plays a role in behavioural flexibility, for example transitions between
behavioural states of no freezing and freezing. [Ciocchi et al., 2015; Corcoran and Maren,
2001; Dejean et al., 2016; Herry et al., 2008; Karalis et al., 2016; Orsini et al., 2011; Senn
et al., 2014; Xu et al., 2016] The BLA principal neurons have projections to other nuclei
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of the amygdaloid complex.
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Figure 1.4: Classical view of information flow during Pavlovian threat conditioning
For example, the LA is known to project to the BA, and both LA and BA can project to
the CEA. More precisely, the central lateral amygdala (CEl) is thought to receive inputs
preferentially from the LA, whereas BA projects to both the CEl and the centromedial
nucleus CEm.[Pitka¨nen et al., 1995; Savander et al., 1996] The BLA to CEA projections
are known to have the potential to bidirectionally influence behaviour: mice show less
thigmotaxis and spend more time in open arms of an elevated plus maze when this
projection is activated. When inactivated, animals’ behaviour resembles more closely
that of an anxiety-like state.[Tye et al., 2011]
In summary, according to the classical view of information flow during Pavlovian threat
conditioning, sensory information about the CS and US converge in the BLA. This
convergence potentiates thalamic and cortical synapses relaying CS information onto
LA neurons. This allows future CS presentation to elicit larger responses in LA neurons
and to set off defensive reactions without the presence of a US. This is achieved mainly
via projection to the CEA, which in turn coordinates defence via its projections to the
hypothalamus and various brain stem sites. Additionally, BA also receives and further
processes incoming sensory information from the LA, together with inputs from higher
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associative cortices, allowing for fine tuning and flexibility of defensive responses, again
via its projections to the CEA. [Herry and Johansen, 2014; Pape and Pare, 2010; Pare,
2004]
1.8.3 Central amygdala
Central amygdala is classically considered to be the output station of the amygdaloid
complex that converts inputs from the BLA into outputs sent to target regions involved
in execution of behavioural and autonomic correlates of threat states. [Ehrlich et al.,
2009] Rather than being a simple relay, the CEA has an active role in formation and
retrieval of threat-related memories. [Samson, 2005] First indications for a possible role
of the central nucleus in threat memory formation or expression come from neurotoxic
lesions that attenuate conditioned defensive reactions to both auditory and context cues.
[Goosens and Maren, 2001] Further evidence comes from studies in which the function-
ing of the CEA is transiently modified by either reversible muscimol based inactivation,
by NMDA receptor blockage, or by inhibition of protein synthesis. [Ciocchi et al., 2010;
Goosens and Maren, 2003; Wilensky et al., 2006; Zimmerman et al., 2007] Interestingly,
although BLA pre-training lesions result in poor threat memory, this effect can be over-
come by overtraining. This overtraining effect is thought to be mediated by the CEA
[Zimmerman et al., 2007].
Apart from its role in conditioned defence, the CEA can control the expression of un-
conditioned defensive behaviour. CEl inactivation with muscimol in naive rodents is
known to induce unconditioned freezing. [Ciocchi et al., 2010] Furthermore, the CEA
is thought to play a role in risk-assessment behaviours. Electrolytic lesions of the CEA
decrease anxiety-like behaviours, for example increased thigmotaxis can be observed in
the open field test.[Jellestad et al., 1986] New studies show that inactivation of BLA to
CEA inputs also promotes an anxiety-like behaviour in the open field and plus maze.
[Tye et al., 2011] Furthermore, tonic firing changes in genetically defined populations of
neurons is causally linked to these behavioural changes. [Botta et al., 2015]
Based on cyto- and chemoarchitecture, the CEA can be subdivided into the centrolateral
(CEl), and the centromedial (CEM) amygdala. Additionally, the lateral part is often
subdivided into lateral and capsular-lateral (CElc) divisions. As expected for structures
of subpallial origin, and similarly to the striatum, the CEA consists of 90% GABAergic,
mostly medium-spiny neurons.[Cassell et al., 1999; Ehrlich et al., 2009; Haubensak et al.,
2010; McDonald, 1982b; Sun and Cassell, 1993] Neurons of the CEA are known to express
a diverse set of neuropeptides and neuromodulatory receptors, including SOM [Butler
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et al., 2012; Moga and Gray, 1985; Sajdyk et al., 2004; Wray and Hoffman, 1983], corti-
cotropin releasing factor (CRF) and CRF receptors[Heinrichs et al., 1992; Merchenthaler
et al., 1982; Radulovic et al., 1998; Reyes et al., 2016; Yu and Shinnick-Gallagher, 1998],
opioid peptides dynorphin and enkephalin[Cassell and Gray, 1989; Haubensak et al.,
2010; Watson et al., 1982], as well as delta-, kappa- and mu- opioid receptors[Chieng
et al., 2006; Zhu and Pan, 2005], oxytocin and oxytocin receptor, as well as vasopressin
and vasopressin receptor[Veinante and Freund-Mercier, 1997], glucocorticoid receptor,
calcitonin-gene related (CGRP), galanin[Puskas et al., 2007; Skofitsch and Jacobowitz,
1985], substance P[Roberts et al., 1982], neurotensin, cholecystokinin [Roberts et al.,
1982], and others. Although a lot of work was done on the chemo- and cytoarchitec-
ture of the peptidergic system within the CEA, the roles of these peptides in controlling
defensive reactions and threat memory have still not been explored in detail and their
action on amygdala microcircuits is pretty much unknown.
Connectivity within the CEA is observed among neurons of each subdivision, but also
from neurons located in the CEl to CEm neurons. A connection from CEm to CEl
has not been observed so far, although CEm seems to provide a sparse input to the
CElc.[Jolkkonen and Pitka¨nen, 1998] Although the CEm neurons are the ones that are
usually referred to as the output of the amygdaloid complex, CEl neurons are also known
to cross CEA borders and project for example to the BNST, hypothalamus, PAG and
the parabrachial nucleus (PB). [Cai et al., 2014; Fadok et al., 2017; Tovote et al., 2016;
Veinante and Freund-Mercier, 1997]
Extrinsic inputs to the CEA come for example from glutamatergic neurons from the
BLA. It is known that LA and BA inputs to the CEA are potentiated upon Pavlovian
threat learning, and that activity of the neurons with potentiated synapses is important
for this type of learning. [Li et al., 2013; Watabe et al., 2013] A bidirectional connection
with the dorsal midline thalamus and paraventricular thalamus has also been observed.
PVT neurons send an excitatory input to PKCδ+ and SOM+ neurons in the CEA. In
fact, the increase in excitatory synaptic strength of LA onto SOM+ neurons observed
24h after Pavlovian threat conditioning is thought to be mediated by the PVT projec-
tion to the CEA.[Do-Monte et al., 2015; Penzo et al., 2015] The CEA, and especially
its medial nuclus also receive inputs from other thalamic regions that are thought to
convey sensory information, for example from the posterior thalamic nuclei. [LeDoux
et al., 1985] In fact, in vitro patch experiments indicate that stimulation of the external
capsule that contains thalamic inputs to the amygdala can activate a different set of
CEm neurons than BA stimulation. Furthermore high frequency stimulation of these
inputs leads to long-term potentiation of excitatory transmission onto CEm neurons,
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in a LA independant manner. This is an indication that sensory inputs coming from
posterior thalamic nuclei have plastic synapses - a property that might be exploited to
contribute to threat learning [Samson, 2005]
Neuromodulatory and neuropeptidergic inputs to the CEA have also been observed.
Serotonergic inputs, as well as a number of CEA neurons expressing serotonergic recep-
tors have been verified experimentally. [Chalmers and Watson, 1991; Isosaka et al., 2015;
Linley et al., 2017; Sun et al., 2015] Strong noradrenergic innervation and expression of
noradrenergic receptors have also been observed. [Delaney et al., 2007; Fallon et al.,
1978; Talley et al., 1996] Furthermore, there is a prominent dopaminergic innervation,
and the activity of D2 receptors is known to be important during Pavlovian threat learn-
ing. [De Bundel et al., 2016; Guarraci et al., 2000; Hasue and Shammah Lagnado, 2002;
Smith et al., 2015]. In fact, most of D2 receptor expressing neurons are also positive for
protein kinase C delta (PKCδ+). [De Bundel et al., 2016]
PKCδ is thought to be a good marker for a functionally distinct group of neurons that
decrease their phasic firing to the CS upon Pavlovian threat conditioning (figure 1.5).
[Haubensak et al., 2010]
Figure 1.5: Three functional classes of CEA neurons emerge upon Pavlovian threat condition-
ing. Adapted from Ciocchi et al. [2010].
This functionally distinct class is also known as CEloff neurons. Although we know that
all CEloff neurons express PKCδ, we do not know for sure what percentage of PKCδ+
neurons are CEloff. Since PKCδ+ neurons seem to be slightly more numerous than CEloff
neurons, there are likely to be some PKCδ+ neurons that do not belong to this functional
class.[Ciocchi et al., 2010; Haubensak et al., 2010] CEloff neurons do not only change
their phasic, but also their tonic firing after Pavlovian threat conditioning - namely in the
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opposite direction. Whereas their phasic activity is negatively correlated with freezing
behaviour, their tonic activity is positively correlated with it. Furthermore, the change
in tonic activity (as compared to freezing) was found to be significantly higher in exper-
imental subjects that generalise between CS paired with US, also called CS+ and the
unpaired CS-. This study also discovered another population of neurons in the CEl that
increases phasic firing to the CS+ upon Pavlovian threat conditioning. These so-called
CElon neurons seem not to display changes in tonic firing. Lastly, the recorded CEm
neurons all exibited an increase in phasic firing to CS, and a decreased tonic activity. It
is postulated that the phasic firing of CEm neurons is result of a fast onset excitation
(thalamic component) and an increase in activity with a slower time course that likely
stems from disinhibition by CEloff neurons.[Ciocchi et al., 2010]
The observed increase in tonic firing is thought to be due to decreased GABAergic
transmission specifically via extrasynaptic α5-subunit containing GABAA receptors on
PKCδ+ neurons.[Botta et al., 2015] Another interesting aspect of PKCδ+ neurons is that
they can increase their activity (as assessed by expression of the immediate early gene
cfos) in response to anorexigenic challenge. In fact, inactivation of these neurons can
cause an increase in food intake, whereas their activation inhibits feeding. The study by
Cai et al. finds anxiolytic-like effects of optogenetic activation of PKCδ+ neurons. This
observation is in contrast to the study by Botta et al, and these divergent results might
be due to very different stimulation parameters used in the two studies. [Botta et al.,
2015; Cai et al., 2014] These differences might point in the direction of multi-purpose
circuits within the central amygdala in which different firing rates code for different out-
comes in terms of behaviour.
Yet another aspect of CEA function is its role in threat-related analgesia, which is
thought to be induced in CEA and executed in the PAG and the downstream ventro-
medial medulla in a opioid dependant manner.[Fields, 2004; Oliveira and Prado, 2001;
Pan et al., 1997; Rizvi et al., 1991] Interestingly, the antinociceptive effect induced by
morphine is attenuated in CEA lesioned experimental subjects.[Manning and Mayer,
1995]. The CEA also seems to play a role in mediating behavioural and motivational
effects of rewards.[Baxter and Murray, 2002; Gallagher et al., 1990]Reinforcing effects
of durgs, for example alcohol and opioids, are also thought to be mediated by the CEA.
Very recent evidence suggests that the CEA also plays a role in predatory hunting via
CEm efferents to vlPAG and the reticular formation. [Han et al., 2017]
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Figure 1.6: Distributed, parallel defensive systems. Adapted from Gross and Canteras [2012].
1.8.4 Parallel distributed defensive systems
As mentioned above, the BLA relies on its connections to other brain areas for adequate
coordination of defensive behavioural reactions to threats. Thalamic and cortical inputs,
as well as some brainstem inputs provide sensory information about threats. Hippocam-
pal inputs yield information about the context in which the threat occurs, and mPFC
input is important for processing information related to behavioural flexibility needed
to reevaluate stimuli in face of novel circumstances. Outputs to brainstem areas like the
PAG are needed for initiating freezing and flight, and for coordinating activity in pre-
motor areas. The latter is in turn needed to adequately control muscle actions necessary
for the execution of defensive behaviours. Autonomic and hormonal reactions to threats
are coordinated via several areas in the brain stem that CEA projects to - for exam-
ple via PAG, nucleus tractus solitarius, PB, LC and hypothalamus. Additionally, the
neuronal systems involved in threat processing are thought to be not only distributed,
but also operating in parallel to each other. According to the model suggested by Gross
and Canteras, processing of predator and conspecific threats is processed in separate
circuits, depending on whether visual, auditory or olfactory cues need to be processed.
The amygdala is still placed in the center of circuits coordinating associative learning
that involves auditory and visual cues in addition to painful stimuli. This pathway does
not engage the hypothalamic circuits to the same extent as predator and conspecific
threats do. In fact, processing of olfactory cues might largely circumvent the BLA and
instead rely on communication between the medial amygdala and the hypothalamus, as
well as downstream brainstem areas. [Gross and Canteras, 2012; Kunwar et al., 2015]
Interestingly, these pathways are suggested to primarily communicate with different
columns of the PAG. Early lesion and excitatory amino acid infusion studies have found
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that different columns of the PAG are responsible for different defensive behaviours. Ac-
cording to this model, dorso- lateral PAG (dlPAG) coordinates active defence and can
induce non-opioid mediated analgesia, hypertension and tachycardia. More precisely, the
rostral extent of the dlPAG is responsible for coordinating defensive aggression, whereas
its rostral parts are mainly associated with flight. The ventro-lateral PAG (vlPAG) is
associated with passive defence, but also with vocalisation, bradycardia, hypotension
and opioid mediated analgesia.[Bandler et al., 2000a] A recent study by Tovote et al.
was the first to explore how genetically distinct populations of neurons in this column
control freezing and analgesia. Activation of vlPAG glutamatergic cells above baseline
activity levels with optogenetic methods, caused a rapid onset of freezing, whereas their
inhibition lowered immobility in response to both innate and conditioned threats. It
appears that specifically the glutamatergic vlPAG cells projecting to the magnocellular
nucleus of the medulla, a premotor area of the brain, are responsible for this effect. On
the other hand, GABAergic neurons of the vlPAG had the opposite effect on freezing
behaviour. Ventro-lateral PAG is known to receive direct inputs from both the CEl and
CEm. These inputs might provide one source of control over whether these defensive
behaviours would be activated.[Rizvi et al., 1991; Tovote et al., 2015] The dlPAG might
be especially responsive to predator threats during which it controls defensive aggres-
sion, in addition to flight behaviour, hypertension, tachycardia and non-opiod mediated
analgesia. In fact, activation of glutamatergic cells in the l/dlPAG is known to induce un-
conditioned flight behavoiour.[Bandler et al., 2000a; Carvalho-Netto et al., 2006; Tovote
et al., 2015].
The prefrontal cortex is known to be involved in expression of defensive behaviours. It
has synaptic partners in the amygdala, but also sends direct projections to the PAG,
both of which are thought to be effector targets for fear expression. [Courtin et al.,
2013; Sesack et al., 1989; Vertes, 2004] An intriguing new phenomenon, LFP-phase spe-
cific coding of behaviour has been observed in the mPFC, in which principle neurons form
functional assemblies with synchronised enhancement in firing at the onset of freezing
and the coincident emergence of theta oscillations. Optogenetic inhibition of principle
neurons during the ascending phase of a theta cycle results in decreased freezing, whereas
inhibition during the descending phase results in enhanced freezing.[Dejean et al., 2016]
The prefrontal corex seems to also contain ”strategy selective” neurons, that are prefer-
entially activated either during conditioned passive or active defence. Similarly, active
defence specific neurons are also found in the dlPAG. [Halladay and Blair, 2015] The
mPFC layer 5 neurons have recently been found to project to the dorsal PAG (dPAG)
and are thought to synapse onto glutamatergic cells there. Interestingly, inhibition of
1.9. NEURONAL BASIS OF ACTIVE AVOIDANCE IN RODENTS 31
dPAG glutamatergic neurons was found to be a potent inhibitor of social avoidance to
a conspecific aggressor.[Franklin et al., 2017]
1.9 Neuronal basis of active avoidance in rodents
As mentioned previously, the rodent brain seems to process threat stimuli in parallel
and distributed neuronal circuits. The bulk of current research on threat processing was
performed using passive defence, and specifically conditioned freezing as a behavioural
model. However, active defence is again increasingly getting into the focus of neuro-
science research. Although a plethora of research has been done on characterising the
learning processes and the behaviour of rodents undergoing active avoidance condition-
ing, surprisingly little is known about the neuronal circuits involved in controlling the
learning and expression of this behaviour.
Several studies explored the activation patterns in different brain regions with the pur-
pose of gaining overview of brain regions involved in active avoidance. Study of CREB
expression in the brain followng two-way active avoidance conditioning in rats has found
increased numbers of cells with phosphorylated CREB in the BLA, CEA, hypothalamus
and hippocampus.[Saha and Datta, 2005] Another study searched for increased fMRI
signals following pharmacogenetic inhibition of the central amygdala, a manipulation
that results in increased conditioned active defensive behaviours, and found an activa-
tion of the basal forebrain and the cortex.[Gozzi et al., 2010] All these brain areas have
been confirmed to be involved in active defence with lesion, inactivation or activation
studies. For example, intracranial stimulation of the lateral hypothalamus results in
enhanced 2wAA [Kadar et al., 2010], whereas lesions of the nucleus basalis have yielded
conflicting information. It seems that they influence long-term retention but not nec-
essarily learning of 2wAA.[Vale-Mart´ınez et al., 2002] Gross hippocampal lesions were
found to facilitate avoidance.[Guillazo-Blanch et al., 2002; Olton and Isaacson, 1968] It
was hypothesised that this is because the hippocampus is involved in forming a memory
about the context in which the US occurred. Since in 2wAA the shock occurs in both
parts of the context, the hippocampus might be signalling that the context beyond the
divider is dangerous as well, thereby counter-acting efforts to avoid the upcoming shock.
Finer-grained inactivations with muscimol indicate that inactivation of either ventral
or dorsal hippocampus can impair performance in the 2wAA task.[Wang et al., 2015]
Cortical regions implicated in avoidance are for example the anterior cingulate cortex
(ACC) and the mPFC. The ACC has been implicated in avoidance of dynamic, visual
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CS in rats.[Svoboda et al., 2017] As the medial prefrontal cortex has a well established
link to learned passive defensive behaviours, it is perhaps not surprising that it was also
found to play a role in active avoidance. Pre-training muscimol- based inactivation of the
ilPFC was found to enhance conditioned freezing and lower the conditioned avoidance in
a 2wAA task. Intriguingly however, inactivation of the plPFC did not result in changed
performance in the 2wAA task.[Moscarello and LeDoux, 2013]
The neuromodulatory pathways seem to have a very strong link with active avoidance.
Dopamine deficiency is accompanied by a plethora of behavioural defects and was also
found to result in impaired 2wAA performance.[Kobayashi and Sano, 2000] Deep brain
stimulation of the ventral tegmental area (VTA), which is thought to increase dopamine
in the system, is a potent enhancer of active avoidance [Ilango et al., 2011]. It seems
that dopamine signalling is particularly important in the nucleus accumbens (NAc) as
both pre- and post-training infusions of D2 agonists in the NAc result in impaired ac-
tive avoidance.[Boschen et al., 2011] Furthermore, dopamine signalling in both striatum
and the BLA is necessary for optimal 2wAA.[Darvas et al., 2011] Another study by
Dombrowski et al. has explored dopamine release in rat striatum during two-way ac-
tive avoidance training. They find unchanged striatal dopamine levels in animals that
experienced unpredictable and inescapable US, but observe strong dopamine peaks dur-
ing normal 2wAA training trials. These peaks are highest at the beginning of train-
ing and progressively decrease over time. The authors conclude that this might be an
indication that successful, unexpected avoidance generates a positive prediction error
that drives avoidance learning. The decrease of dopamine levels back to baseline cor-
relates with improved avoidance learning and is consistent with a decreased prediction
error.[Dombrowski et al., 2013] Further evidence in support of striatal involvment comes
from selective deletion of striatal adenosine 2A receptors which results in impaired per-
formance in the 2wAA task. [Singer et al., 2013] The serotonergic system might also be
involved in 2wAA. High performance in active avoidance tasks is associated with lower
levels of serotonin in hippocampus and hypothalamus, compared to levels found in low
performance experimental subjects.[Sfikakis et al., 2002] On the other hand, systemic
injections of serotonin receptor agonists can enhance active avoidance learning.[Alhaider
et al., 1993]
The involvement of the amygdala in different types of active avoidance paradigms was
explored already in the 1950s in studies with monkeys.[Delgado et al., 1956; Weiskrantz,
1956] Several studies in cats and dogs found similar effects, thus providing strong hints
that the role of amygdala in active avoidance is likely a conserved feature in mammals,
and that both BLA and CEA are involved.[Brady et al., 1954; Fonberg, 1965; Horvath,
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1963; Ursin, 1965; Werka and Zielin´ski, 1978] Post-training electrolytic amygdala lesions
in rats have also been found to cause impairments in active avoidance. The lesions did
not have any effect on avoidance performance in overtrained rats, yielding one of the first
hints that habitual avoidance is amygdala independant. [Thatcher and Kimble, 1966]
Interestingly, some studies found that amygdala lesions result in enhanced performance
in a two-way active avoidance task[Grossman et al., 1975; Kemble and Davies, 1981],
whereas others did not find an effect at all.[McNew and Thompson, 1966] These con-
fusing and partially contradicting evidence might be due to different lesion techniques,
time points of introducing the lesions, or due to usage of slightly different avoidance
paradigms. Small changes in any of these parameters could lead to large differences
in observed effects. In mice, electrolytic lesions of the amygdala were found to im-
pair acquisition of active avoidance in the 2wAA task.[Takashina et al., 1995] Precise
pre-training lesions of amygdala nuclei in rats trained in the escape from fear (EFF)
paradigm reveal that LA and BA lesions, but not CEA lesions impair performance in
the EFF task.[Amorapanth et al., 2000] Fiber sparing NMDA lesions of BLA, but not
CEA was found to impair the acquisition of 2wAA in mice. However, if CEA lesions
were performed after training in experimental subjects that did not learn the task, fur-
ther training allowed the lesioned, but not sham operated subjects to learn the task.
Learning curve in lesioned non-learners was steeper, but saturated at the same levels as
training of high-avoiders that were sham-operated.[Choi et al., 2010] This indicates that
the CEA in these animals placed a break on the avoidance learning circuit for largely
unexplored reasons. Interestingly, similar results were found in rats trained in a Sidman
avoidance task. However, in this case the CEA lesions in poor performers resulted in
asymptotic avoidance during the first session, leading the authors to contemplate the
possibility that the animals have in fact learned the task, but that the activity in the
CEA was inhibiting its expression because of excessive freezing.[La´zaro-Mun˜oz et al.,
2010] Yet another study that helped consolidate the role of CEA in active avoidance was
published in 2013 by Moscarello and coworkers. Pre-training muscimol inactivations of
the CEA resulted in lower avoidance rate on the day of the muscimol infusion, while
at the same time increasing conditioned freezing. This impairment was not evident
on subsequent conditioning days. However, when the authors infused protein synthesis
inhibitor anisomycin after the first training session, they could observe improved con-
solidation of 2wAA, evident as ameliorated responding in the 2wAA task on the next
training day. [Moscarello and LeDoux, 2013]
Cellular and circuit substrates of the CEA role in active avoidance are only starting
to be explored. In 2010 Gozzi and coworkers explored how the behaviour of mice is
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influenced by inhibition of ”Type I” cells in the central amygdala. These neurons are
likely PKCδ- and have a characteristic depolarising current following action potentials.
Pharmacogenetic inhibition of Type I cells resulted in an increase in risk assessment and
exploratory behaviours during the presentation of a CS, which the authors summarise
under the name ”active behaviours”. The inhibition of these Type I cells also resulted
in an increased blood flow in amygdala, basal forebrain and the cortex, as assessed with
fMRI. Furthermore, they tonically suppress PKCδ+ cells, which are the proposed ”Type
II” effector cells. Type II cells are postulated to mediate CEA output to both CEm
brainstem projectors and to cholinergic centers in the nucleus basalis. The disinhibition
of the cholinergic system achieved with this supression of Type II cells is suggested to
result in higher cortical arousal, and thus an increase in active defensive behaviours.
[Gozzi et al., 2010]
Figure 1.7: A model of CEA’s role in active defensive behaviours according to Gozzi et al.
[2010]. Adapted from Pape [2010].
Two very recent studies have found that different types of PKCδ- neurons are implicated
in active defence.[Fadok et al., 2017; Yu et al., 2016] The SOM+ neurons in the CEA are
known to be capable of inducing freezing [Li et al., 2013] and have now been assigned a
role in active avoidance as well. The authors of the new study trained head-fixed mice
in a modified active avoidance paradigm and found that acute optogenetic activation of
SOM+ neurons inhibited the performance of conditioned avoidance responses.[Yu et al.,
2016] This is likely an indirect effect of increased freezing that is known to occur upon
activation of SOM+ neurons. In another recent study, Fadok et al have developed a
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new Pavlovian conditioning paradigm, that goes under the name of ”conditioned flight”.
Conditioned flights results in increased active, instead of passive defence upon presenta-
tion of a conditioned stimulus. They find that optogenetic inhibition of SOM+ neurons
in this paradigm does not lead to effects on neither freezing, nor on flight, whereas their
activation resulted in an increased freezing and decreased flight. On contrary, inhibition
of CRF+ neurons in the CEA lead to an increase in conditioned flight without affecting
freezing behaviour. Activation of CRF+ neurons decreased conditioned flight and led to
an increase in freezing.[Fadok et al., 2017] Interestingly, the role of PKCδ+ neurons in
active defence is still largely unexplored.
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Aim of the thesis
Involvement of central amygdala PKCδ+ neurons in active defence has not been exten-
sively explored so far. They are an interesting candidate to study, because of the observed
negative correlation of CS-evoked phasic activity of PKCδ+ neurons and of CS-evoked
freezing in Pavlovian fear conditioning. This is observed in parallel to the striking neg-
ative correlation of freezing and active defensive behaviours. All this provides hints
that increased phasic activity of PKCδ+ CEA neurons during CS presentation might
contribute to the creation of favourable conditions for the expression of active defensive
behaviours. On the other hand, increased tonic activity of PKCδ+ neurons by optoge-
netic methods has been found to be a potent inducer of risk assessment behaviour[Botta
et al., 2015]. This yields cues that these neurons might be in a unique position that
could allow them to control a range of different defensive bahviours with a firing rate
code. It remains to be explored what the endogenous activity patterns of these neurons
look like during more active types of conditioned defensive behaviour, and also whether
activation of PKCδ+ neurons can facilitate conditioned active defence.
My thesis explores whether PKCδ+ neurons play a role in conditioned active defensive
behaviour, using two-way active avoidance as a conditioning paradigm.
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Results
We first searched for a paradigm that enhances active responding in mice, while at the
same time being compatible with optogenetics and commonly used techniques in neu-
rophysiology. Sidman avoidance, escape form fear and two-way active avoidance largely
meet these criteria. Auditory signalled two-way active avoidance is acquired relatively
quickly by mice, it uses a clearly defined CS and requires the experimental subjects to
performe a well defined active defensive response, namely the avoidance of the US by
shuttling during the CS-only phase.
Since commercial 2wAA setups were found to be mostly incompatible with in-vivo opto-
genetics and electrophysiology (closed boxes without space for cables), and to come with
rather unsatisfactory behavioural monitoring systems (low-resolution IR-beam based
tracking), we decided to use a custom-made setup. A standard fear conditioning con-
text was modified in order to accommodate two separate, but equal chambers. The two
halves each contained independently controlled electric grid floors and were separated
by a grey plexiglass divider. The width of the passageway in divider was chosen such
that it would allow easy transition between the two halves, even when the subjects had
somewhat bulky head-stages and cables mounted on their head-caps. In order to be
able to acquire a behaviourally rich data set, we decided on using a video-tracking based
system for the execution of the instrumental training protocol. As such a system did
not exist at the time, we have collaborated with Biobserve (Biobserve, Bonn, Germany)
in order to develop a system that meets our requirements.
The two-way active avoidance protocol applied in this study is a modified version of the
classical fear conditioning. It uses a 5kHz tone of a maximum duration of 10sec as CS,
and pairs it with an extremely mild 0.3mA AC escapable shock with a maximum duration
of 5sec as US. The first 5sec of the tone are not paired with a US, thus the tone and shock
overlap during the second half of the CS and co-terminate (figure 3.1 A). The training
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routine is performed on five days, first of which is a habituation session on which no US is
applied. On four remaining days the actual 2wAA training is performed, which consists
of 51 trials equally spaced by a 45sec inter-trial interval (ITI). The application of both
CS and US depends on the subject’s behaviour. For more details, see the Introduction
and Methods sections.
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Figure 3.1: Two-way active avoidance. A Stimulus and trial design for the 2wAA protocol
(for more details, see Methods section). B Animal behaviour and stimuli applied on avoidance
response (AR) trials. C Animal behaviour and stimuli applied on successful escape response
trials (ER+) D Emergence of avoidance responses (AR) during 2wAA conditioning. E Design
of the 2wAA conditioning chamber.
Based on animals’ behaviour, each one of the 51 trials was classified as an avoidance
response (AR) trial, escape response (ER+) trial or a trial on which no shuttling was
performed at all (ER-). If the subjects shuttle during the first 5sec of the CS, the CS is
immediately terminated, the US is not applied, and the 45sec ITI is started. This type
of response is called the avoidance response (AR), and the trials on which the behaviour
was performed are respectively called AR trials. If the animals do not shuttle during the
CS-only period, the shock is applied. At this point the animals exhibit an unconditioned
active reaction which is characterised by a sharp increase in speed of motion (flight). If
as a part of this unconditioned reaction (UR) the animal shuttles pass the divider and
to the other side of the context during the CS, the CS and US are terminated immedi-
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ately the trial is classified as a successful US-escape response trial (ER+). On very rare
occasions, the animals do not perform a successful shuttle, thus being exposed to the
CS and US for their maximum duration. Trials on which this happens are classified as
unsuccessful escape response trials (ER-). Success of learning is directly correlated with
the number of ARs performed (figure 3.1 D). Additionally, we used freezing and speed
of motion in order to better characterise the active and passive defence strategies of the
experimental subjects.
In order to test whether CEA neurons play a role in active defensive behaviour, we manip-
ulated genetically defined populations of CEA neurons during two-way active avoidance
training.
A
C
AAV < end of optical ﬁber
<
Implant optical ﬁbers
Control group
AAV DIO EGFP
Activation group
AAV DIO ChR2
Inhibition group
AAV DIO ARCH
B
HabituationTraining:
Trials: 1. 5.2.
Stimulus
design: toneshock
1. 2. 3. 4.
3.2. 51.
tone
1. 5.2.
light tone
shock
1.
Figure 3.2: Optogenetic manipulations during two-way active avoidance. A Mice are bilaterally
injected with one of the three rAAV and then implanted bilaterally with optical fibres (see
Methods for further details). B Example of an optimal optic fibre implantation site. C Light
manipulation protocol during 2wAA.
We injected rAAVs containing Cre- dependant constructs bilaterally into the CEA of
either SOM-Cre or PKCδ-Cre transgenic mice. The constructs contained either Cre-
dependant DIO.EGFP (control group), DIO.ChR2-eYFP (ChR group) or DIO.ARCH-
GFP (ARCH group). Fiber- optic connectors were also implanted bilaterally just above
the CEA in order to provide a path for optical manipulation of the virus-infected CEA
neurons. The 2wAA paradigm was partially modified, in order to incorporate light-
manipulation of CEA neurons at critical time points during learning and expression of
active avoidance. As shown in figure 3.2 C, five light-only presentations were added
at the end of the normal habituation protocol, in order to allow assessment of baseline
42 CHAPTER 3. RESULTS
effects of light and light-based manipulation on the behaviour of experimental subjects.
Further, during the first and second days of conditioning, light-based manipulation was
applied on all even-numbered trials, starting with the second trial. The light was applied
during the entire duration of the CS. All odd-number trials were normal, light-free trials.
Comparison of animals’ performance during even-numbered (light+) trials and during
odd-numbered (light-) trials, allowed statements about acute effects of optogenetic ma-
nipulation of CEA neurons on expression of two-way active avoidance. Conditioning
days three and four were entirely free of optogenetic manipulation. Comparison of AR-
rates in control and opsin-groups on these two light-free days allowed statements about
effects of optogenetic manipulation of CEA neurons on learning of 2wAA.
A B C
D E F
Figure 3.3: Effects of optogenetic manipulations of CEA PKCδ+ neurons on their activity.
Adapted from Botta et al. [2015]. A Opto-tagging experiments with ChR2-expressing PKCδ+
units. Raster plot showing how a 300ms blue light pulse changes the firing of a PKCδ+ neuron
expressing ChR2. The light induced changes have a short latency (see inlet). B Average firing
rate histogram of identified ChR2-expressing PKCδ+ neurons before, during and after a three
minute long blue light stimulation. C Average z-score histogram showing that blue-light induced
changes in firing rate are highly significant (N = 5 cells from 2 mice). D Opto-tagging experi-
ments with ARCH-expressing PKCδ+ units. Raster plot showing how a 300ms blue light pulse
changes the firing of a PKCδ+ neuron expressing ARCH. E Average firing rate histogram of
identified ARCH-expressing PKCδ+ neurons before, during and after a three minute long yellow
light stimulation. F Average z-score histogram showing that yellow-light induced changes in
firing rate are highly significant (N = 6 cells from 3 mice).
In order to confirm that we are able to reliably induce significant changes in firing of
PKCδ+ neurons with the chosen optogenetic tools, we injected animals with the above
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mentioned ARCH or ChR2 constructs and implanted them simultaneously with both
optical fibres and with 16 low impedance extracellular single-unit recording electrodes.
Then we applied 300ms pulses of blue or yellow light (see Methods) in order to identify
short-latency responding neurons as PKCδ+ (see Methods section for more details)1.
After a successful identification of PKCδ+ neurons, we applied three minute long con-
stant blue or yellow light in order to confirm that we are able to activate/inhibit the
opto-tagged PKCδ+ neurons for longer durations. As evident from figure 3.3 B and C,
we were able to significantly increase firing of the identified ChR2 expressing units for
the entire duration of three minute long blue light application. As shown in figure 3.3
E and F, we were also able to significantly decrease firing of ARCH-expressing units for
the duration of the three minutes yellow light pulse.
3.1 Optogenetic activation of PKCδ+ neurons during 2wAA
PKCδ-Cre transgenic mice were injected either with AAV DIO ChR2 (ChR group) or
with AAV DIO EGFP (control group) and implanted with optical fibers. After a min-
imum of five weeks after the AAV injection, we started the two-way active avoidance
procedure, as described above. Although all implanted animals underwent the training,
only animals with transgene expression restricted to the CEA and with fibers positioned
up to 500μm away from the central nucleus were taken into the analysis. These were
the only selection criteria applied and resulted in group sizes of N=10 for the control
cohort, and N=10 for the ChR cohort. First we explored how the light and the manipu-
lation of PKCδ+ neurons affect locomotion of the experimental subjects. We found that
light per se does not have an effect, whereas the manipulation of PKCδ+ neurons does.
Specifically, we observed rebound freezing, which started after the application of blue
light through the optic connectors, specifically in the ChR, but not in the EGFP group
(figure 3.4).
1The results of this experiment were published in Botta et al. [2015]. I have performed all ChR2-
tagging experiments and analysis, while Jonathan Fadok has performed all ARCH-tagging experiments
and analysis.
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Figure 3.4: Baseline effects of ChR-based manipulation of PKCδ+ neurons. Statistical tests:
repeated measures two-way ANOVA with post-hoc Sidak test.
A day after the habituation session, mice were subjected to the first day of 2wAA training
on which blue light was applied on even-numbered trials only. We assessed how the ChR-
based activation of CEA PKCδ+ neurons affects performance of active avoidance. We
find a significant increase in AR rate in ChR-group as compared to the control group on
the first, and also all subsequent conditioning days (figure 3.5). As the difference persists
also on the third and fourth conditioning days on which no optogenetic manipulations
took place, we conclude that optogenetic activation of PKCδ+ neurons boosts learning
of 2wAA.
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Figure 3.5: CEA PKCδ+ neurons boost learning of active avoidance. Activation of PKCδ+ A
boosts AR, B decreases % ER+, and C ER- rates. Values indicate % of total trials). Control
group is shown in grey, ChR group is in blue. Statistical tests: multiple unpaired paired t-tests,
with Holm-Sidak correction for multiple comparissons.
In order to get a better overview of how the difference in AR rate develops and is
maintained over time, we divided the 51 trials of the 2wAA protocol into three blocks
of 17 trials each. This way, we observe that AR first becomes significantly higher on the
second block of the first conditioning day (figure 3.6) and the difference is maintained
on all subsequent 17-trial blocks.
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Figure 3.6: The effects on learning appear early and are long lasting. AR rate (%) on A day
1, B day 2, A day 3, and B day 4. For each day, the trials were divided into three blocks of 17
trials. The AR rate was calculated for each block separately. Statistical tests: repeated measures
two-way ANOVA with post-hoc Sidak test.
Next, we compared how likely the animals are to perform an avoidance response (AR)
on trials with light, as compared to trials without light (figure 3.7).
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Figure 3.7: Activation of PKCδ+ neurons promotes expression of active avoidance. ΔAR [%]
was calculated by substracting the AR rate [%] on trials without light from the AR rate [%] on
trials with light. Control group in grey, ChR group in blue. Statistical tests: repeated measures
two-way ANOVA with post-hoc Sidak test.
We find that on the first day of conditioning, the ChR group performed 20% more ARs
on trials with light than on trials without light. However, this difference is not evident
on day 2. The control group is equally likely to perform an AR on both trials with
and without light, from which we conclude that light by itself does not acutely influence
active avoidance responding in the 2wAA task.
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Figure 3.8: Activation of PKCδ+ neurons affects the latency on both A AR and, C ER+
trials. The latency to perform an AR is also acutely shorter on trials with light than on trials
without light (B), but this is not acutely evident on D ER+ trials. Control group in grey, ChR
group in blue.Statistical tests: repeated measures two-way ANOVA with post-hoc Sidak test.
Interestingly, the latency with which the mice perform an AR is lower in the experimental
group than in the ChR group (figure 3.8 A). At least some of this impact is carried by
an acute effect of light on the speed of responding (figure 3.8 B).
Further, we were interested to find how the speed of movement is altered by the op-
togenetic manipulation. We calculated average animal speed of motion in bins of 1sec
for the entire duration of the experiment. We used this data to calculate average speed
of motion during the 51 trials. It seems that mice from the ChR group move with a
higher average speed during the CS than control group subjects do, especially on the
first two days of conditioning (figure 3.9 A and B). Interestingly, here we observe a
zig-zag pattern indicating higher speeds on odd-numbered trials than on even-numbered
trials. These differences are not obvious on the last two training days (figure 3.9 C and
D).
Because of the observed zig-zag pattern of average CS- speed in the ChR group, we
explored whether light acutely affects the CS- speed.
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Figure 3.9: Activation of PKCδ+ neurons does affect average speed during CS. Average speed
for single trials during CS on A day 1, B day 2, C day 3, and D day 4. Control group is shown
in grey, ChR group is in blue.
It is important to note here that although no light was ever applied on days three and
four of training, we still calculated the difference in CS-speed between even numbered
trials (with light on day one and two) and odd numbered trials (no light on day one
and two). We do not see an acute effect of light on CS-speed in the control group, as
the change in speed (Δspeed) stays around zero throughout the conditioning. In the
control group, we observed a strong, significant increase of CS-speed both on AR and
ER+ trials (figure 3.10).
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Figure 3.10: Activation of PKCδ+ neurons acutely increases average speed of motion during
CS specifically on light+ trials. We calculated difference in speed between even-numbered trials
(light+ trials of day 1 and 2) and on odd-numbered trials (light- trials of day 1 and 2). No light
was applied on days 3 and four, but the differences were calculated as a control. We performed
this calculation for: A all trials B for AR trials only, and C for ER+ trials only. Control group
is shown in grey, ChR group is in blue. Significance tests: multiple unpaired paired t-tests, with
Holm-Sidak correction for multiple comparisons.
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Figure 3.11: Activation of PKCδ+ neurons does not significantly affect average speed during
ITI. Average speed for single trials during ITI on A day 1, B day 2, C day 3, and D day 4.
Control group is shown in grey, ChR group is in blue. Significance tests: multiple unpaired
paired t-tests, with Holm-Sidak correction for multiple comparisons.
As the light manipulation of PKCδ+ neurons had an acute effect on immobility after
the offset of light manipulations during the habituation session, we also explored animal
speed during the inter-trial intervals. The slight differences, if any, were not significant
neither when comparing each single inter-trial intervals (Figure 3.11), nor when compar-
ing average speeds during all ITIs (Figure 3.12 A). Futhermore, there was no difference
in ITI speed following trials with and without light (Figure 3.12 B).
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Figure 3.12: Activation of PKCδ+ neurons does not affect average speed during ITI. A Average
speed during ITI on training days 1 to 4. B Average speed on ITI following even # trials (=light+
trials on day 1 and 2) minus ITI following uneven # trials (=light- trials on day 1 and 2). No
light was applied on days 3 and four, but the differences were calculated as a control. Control
group is shown in grey, ChR group is in yellow. Significance tests: multiple unpaired paired
t-tests, with Holm-Sidak correction for multiple comparisons.
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Figure 3.13: Activation of CEA PKCδ+ does not affect post-trial freezing. Difference A average
freezing over all ITI. B average difference of AR trials with and without light. Control group
is shown in grey, ChR group in blue. Statistical tests: repeated measures two-way ANOVA
with post-hoc Sidak test, and multiple unpaired paired t-tests, with Holm-Sidak correction for
multiple comparisons.
The striking induction of rebound freezing during the habituation day motivated us to
explore freezing during the 2wAA training. Due to the very short CS-only period (max.
5sec) and the specifications used to define freezing (immobility with a minimum duration
of 2sec), we focused our analysis efforts to the ITI period. Similarly to the ITI speed,
we do not find significant differences between average times spent freezing on single ITI
(Figure 3.13).
We decided to explore the freezing on day one in a bit more detail, due to the slight dif-
ference evident in both ITI-freezing and ITI-speed during the second half of the training.
First we assessed average time spent freezing during all ITIs, and then calculated average
freezing during the last 20 ITI. We found a significantly higher amount of freezing in the
ChR group as compared to the control group on the last 20 ITIs of conditioning day 1.
(Figure 3.14 B) Additionally, we divided each of the last 20 ITI into four blocks of 11sec,
then calculated average freezing on each of the blocks. We found that the largest differ-
ence is during the first two blocks, and thus in the first 22.5sec of the ITI (Figure 3.14 C).
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Figure 3.14: Activation of CEA PKCδ+ neurons enhances ITI freezing. A Average time spend
freezing during the ITI on all four days, B Average time spent freezing during the ITI following
last 20 trials, C ITIs on day 1 from B were additionally divided into four blocks of 11 sec each.
Control group is shown in grey, ChR group in blue. Statistical tests: repeated measures two-way
ANOVA with post-hoc Sidak test.
We also calculated the difference in time spent freezing following AR trials with and AR
trials without light (Figure 3.15 A), but found no significant acute effect of light. The
same was true when we compared freezing following ER+ trials with and ER+ trials
without light (Figure 3.15 B).
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Figure 3.15: Difference in time spent freezing during ITI following trials of type A AR or B
ER+. Difference is calculated as freezing on ITI following even # trials (=light+ trials on day
1 and 2) minus ITI following uneven # trials (=light- trials on day 1 and 2). Control group is
shown in grey, ChR group is in blue. Statistical tests: multiple unpaired paired t-tests, with
Holm-Sidak correction for multiple comparisons.
3.2 Optogenetic inhibition of PKCδ+ neurons during 2wAA
We wanted to explore whether the activity of CEA PKCδ+ neurons can bidirectionally
influence responding in the 2wAA task. In order to adress this, we used the yellow-
light sensitive inhibitory opsin ARCH to inactivate PKCδ+ neurons using the same
stimulation pattern described in figure 3.2 C. PKCδ-Cre transgenic mice were injected
either with AAV DIO ARCH (ARCH group) or with AAV DIO EGFP (control group)
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and implanted with optical fibers. We selected animals based on transgene expression
restricted to the CEA and correct placement of optic fibres. These were the only selection
criteria applied and resulted in group size of N=10 for the control cohort, and N=11 for
the ARCH cohort.
We found no baseline effects of ARCH-based inhibition of CEA PKCδ+ neurons on
animals’ freezing, neither during yellow light, nor after it (figure 3.16).
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Figure 3.16: There are no baseline effects of ARCH-based inhibition of PKCδ+ neurons on
freezing. Control group is shown in grey, ARCH group is in yellow. Statistical tests: repeated
measures two-way ANOVA with post-hoc Sidak test.
Approximately twenty four hours after habituation, the mice were subjected to the first
day of 2wAA training. Also here, the light was applied on even-numbered trials only.
We find no significant effects on learning: neither the average AR, ER+ nor on the ER-
rates (figure 3.17) are different between the ARCH and control groups. We also split
all trials into blocks of 17 trials each, but this did not reveal any statistically significant
differences between the two cohorts (figure 3.18).
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two-way ANOVA with post-hoc Sidak test.
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Figure 3.18: Effects of ARCH-based inhibition of PKCδ+ neurons on active responding. A day
1,. B day 2, C day 3, and D day 4 of 2wAA conditioning. For each day, the trials were divided
into three blocks of 17 trials. The AR rate was calculated for each block separately. Control
group is shown in grey, ARCH group is in yellow. Statistical tests: repeated measures two-way
ANOVA with post-hoc Sidak test.
Next, we compared how likely the animals are to perform an avoidance response (AR) on
trials with light, as compared to trials without light, but find no significant differences
(Figure 3.19 A). We also found no significant effect of ARCH-based inhibition on latency
to avoid on AR trials and also no difference on latency to escape on ER+ trials (Figure
3.19 B and C).
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Figure 3.19: Effects of ARCH-based inhibition of PKCδ+ neurons on active responding. A
Difference in AR rates on trials with, vs trials without light,. B latency difference on AR trials
with and without light, C latency difference on ER+ trials with and without light. Control
group is shown in grey, ARCH group is in yellow. Significance tests: multiple unpaired paired
t-tests, with Holm-Sidak correction for multiple comparissons.
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Figure 3.20: Inhibition of PKCδ+ neurons does not affect average speed during CS. Average
speed for single trials during CS on A day 1, B day 2, C day 3, and D day 4. Control group
is shown in grey, ARCH group is in yellow. Significance tests: multiple unpaired paired t-tests,
with Holm-Sidak correction for multiple comparisons.
Here we also explored how the average speed of movement during CS is changed by the
optogenetic inhibition of PKCδ+ neurons but found no significant differences. (Figure
3.20). We also do not find an acute effect of yellow light on average CS- speed, neither
when focusing on AR nor when focusing on ER+ trials (Figure 3.21).
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Figure 3.21: Inhibition of CEA PKCδ+ neurons does not acutely affect average speed during
CS. A Difference in average CS-speed during even trials (=light+ trials on day 1+2), vs uneven
trials (light- trials on day 1+2) B Difference in average CS-speed during even# AR-type trials
(=light+ trials on day 1+2), vs uneven #AR-type trials (=light- trials on day 1+2) C Same
difference, but for ER+ type trials. Control group is shown in grey, ARCH group is in yellow.
Significance tests: repeated measures two-way ANOVA with post-hoc Sidak test.
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An assessment of average speeds during ITIs yielded no significant differences between
the ARCH and control groups on any of the four conditioning day. Interestingly however,
we did observe a trend towards higher speeds, accompanied by an increased variance
(Figure 3.22).
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Figure 3.22: Average speed during single ITIs is not affected by ARCH-based inhibition of
PKCδ+ neurons, neither on A day 1, B day 2, C day 3, nor D day 4. Control group is shown
in grey, ARCH group is in yellow. Significance tests: repeated measures two-way ANOVA with
post-hoc Sidak test.
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Figure 3.23: Inhibition of CEA PKCδ+ neurons does not affect average speed of motion during
ITI. A Average speed during ITI on training days 1 to 4. B Average speed on ITI following even
# trials (=light+ trials on day 1 and 2) minus ITI following uneven # trials (= light- on day 1
and 2). Control group is shown in grey, ARCH group is in yellow. Significance tests: multiple
unpaired paired t-tests, with Holm-Sidak correction for multiple comparisons.
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Further, we analysed average speed of motion during the inter-trial intervals. The slight
differences were not significant when comparing average speeds during all ITIs (Figure
3.23 A). There was also no difference in ITI speed following trials with and without light
(Figure 3.23 B).
1 2 3 4
0
20
40
60
80
100
fre
ez
in
g	
[%
]
1 2-20
0
20
fre
ez
in
g	
[%
] 2
-2△
Fr
ee
zin
g	
[%
]
Day	1																Day	2	
B
100
80
60
40
20
0
Fr
ee
zin
g	
[%
]
1											 											 										4
Day	[#]
A
Figure 3.24: Inhibition of PKCδ+ neurons does not affect freezing during ITI. A Average time
(%) spent freezing during ITI. B Difference in freezing on ITI after trials with and without light.
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Figure 3.25: Inhibition of PKCδ+ neurons does not affect average freezing during ITI. Average
time (%) spent freezing during each ITI displayed separately on A day 1, B day 2, C day 3 and
D day 4. Control group is shown in grey, ARCH group is in yellow. Significance tests: repeated
measures two-way ANOVA with post-hoc Sidak test.
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We went on to analyse freezing during the ITI, but similarly to the ITI speed, we did not
find significant differences between average times spent freezing (figure 3.24 A). Also, no
acute effect of light during the trial immediately preceding the assessed ITI was observed
(figure 3.24 B).
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Figure 3.26: Difference in time spent freezing during ITI following trials of type A AR or B
ER+. Difference is calculated as freezing on ITI following even # trials of the indicated type
(=light+ trials on day 1 and 2) minus ITI following uneven # trials of the indicated type (=light-
trials on day 1 and 2). Control group is shown in grey, ARCH group is in yellow. Significance
tests: multiple unpaired paired t-tests, with Holm-Sidak correction for multiple comparisons.
We again looked at freezing from each ITI event separately, but could not find signif-
icant differences on any of the four conditioning days (figure 3.25). We also looked at
acute effects of ARCH based inhibition of PKCδ+ neurons on freezing by comparing
ITI freezing following AR trials with light and and AR trials without light (figure 3.26
A). We found no significant difference. We did the same for ITI following ER+ trials
with/without light (figure 3.26 B) and also there we found no significant differences.
In summary, ARCH based inhibition of CEA PKCδ+ neurons does not affect active
avoidance responding of experimental subjects in a 2wAA task. Furthermore, this ma-
nipulation also does not affect animal motion as measured by both freezing and by
motion speed.
3.3 Optogenetic activation of SOM+ neurons during 2wAA
As described in the introduction, the SOM+ neurons are a prominent population of
neurons in the CEA that is largely non-overlapping with the population of PKCδ+
neurons. As they also have known functions in unconditioned and conditioned passive
defence, we wondered if and how they can influence animal’s active defensive behaviour.
In order to assess this, we injected SOM- Cre transgenic mice either with AAV DIO
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ChR2 (ChR group) or with AAV DIO EGFP (control group) and implanted them with
optical fibers. As always, we trained all animals in the 2wAA task described above
and applied our selection criteria (CEA restricted transgene expression and correct fibre
placement) afterwards in order to select animals for the analysis. This resulted in group
size of N=11 for the control group and N=10 for the ChR group.
First we assessed how optogenetic activation of SOM+ neurons affects locomotion of the
experimental subjects, but did not find a significant effect (figure 3.27).
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Figure 3.27: ChR-based activation of SOM+ neurons does not influence freezing neither during
the blue light, nor after it. Control group is shown in grey, ChR group is in blue. Statistical
tests: repeated measures two-way ANOVA with post-hoc Sidak test.
A day after the habituation session, mice were subjected to the first day of 2wAA training
on which blue light was applied on even-numbered trials only. We assessed how the ChR-
based activation of CEA SOM+ neurons affects performance of active avoidance. We
find no effects on learning of 2wAA (Figure 3.28, and figure 3.29).
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Figure 3.28: Central amygdala SOM+ neurons do not affect learning of active avoidance.
Activation of SOM+ A does not affect AR, B ER+, nor C ER- rates. Values indicate % of
total trials). Control group is shown in grey, ChR group is in blue. Statistical tests: repeated
measures two-way ANOVA with post-hoc Sidak test
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Figure 3.29: For each day, the trials were divided into three blocks of 17 trials. The AR rate
was calculated for each block separately and is shown for: A day 1, B day 2, A day 3, and B
day 4. Control group is shown in grey, ChR group is in blue. Statistical tests: repeated measures
two-way ANOVA with post-hoc Sidak test
We tested how likely the mice are to perform an avoidance response (AR) on trials with
light, as compared to non-manipulated trials. We found a small, but significant effect.
When compared to the EGFP control group, we found the ChR group less likely to
perform AR on trials with light than on trials without light (figure 3.30).
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Figure 3.30: Activation of SOM+ neurons inhibits expression of active avoidance. Evident as
lower likelihood of AR responses on trials with light than on trials without light. Control group
in grey, ChR group in blue. * symbols denote significant p-values from repeated measure two-way
ANOVA with post-hoc Sidak test. # symbols stand for significant p-values from multiple t-test
comparison with Holm-Sidak correction.
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The latency with which the mice perform avoidance responses seems also to be affected.
When compared to the control group, the ChR cohort not only performed fewer AR on
trials with light, but also performed them slower (figure 3.31 B). The ER responses seem
unaffected by light manipulation (figure 3.31 C and D).
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Figure 3.31: Activation of SOM+ neurons does not affect the average latency on neither A
AR nor on, C ER+ trials. There is however a difference between trials with and without light,
specifically on B AR, nor on D ER+ trials. Control group in grey, ChR group in blue. Statistical
tests: multiple unpaired paired t-tests, with Holm-Sidak correction for multiple comparisons.
We examined how the speed of movement is changed by optogenetic activation of SOM+
neurons. It seems that on a few trials small differences in CS speed might exist (Fig-
ure 3.32). We pursued the lead further by comparing differences in CS- speed on trials
with and without light in ChR and control groups. We find lower speeds of motion
during the CS on trials with light, and this is especially pronounced in AR trials (Figure
3.33). This is in line with the observed higher latency of responding during AR trials
with light (Figure 3.31).
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Figure 3.32: Activation of SOM+ neurons might affect animal motion during CS. Average
speed for single trials shown during CS on A day 1, B day 2, C day 3, and D day 4. Control
group is shown in grey, ChR group is in blue.
1 2 3 4
-4
-2
0
2
4
6
Day [#]
sp
ee
d 
[c
m
 s
-1
]
1 2 3 4
-4
-2
0
2
4
6
Day [#]
sp
ee
d 
[c
m
 s
-1
]
1 2 3 4
-4
-2
0
2
4
6
Day [#]
sp
ee
d 
[c
m
 s
-1
]
6
4
2
0
-2
-4△
Sp
ee
d	
[c
m
	s-
1 ]
1							 2					 3								 4
Day	[#]	
A
6
4
2
0
-2
-4△
Sp
ee
d	
[c
m
	s-
1 ]
1							 2					 3								 4
Day	[#]	
B
**
6
4
2
0
-2
-4△
Sp
ee
d	
[c
m
	s-
1 ]
1							 2					 3								 4
Day	[#]	
C
**
Figure 3.33: Optogenetic ctivation of SOM+ neurons acutely decreases average speed during
CS. Difference in CS speed on A all trials, B AR trials, and C ER+ trials. Difference is
calculated by subtracting average speed on odd # trials of a given type (=light- trials on day
1 and 2) from average speed on even # trials of a given type (=light- trials on day 3 and 4).
Control group is shown in grey, ChR group is in blue. Statistical tests: multiple unpaired paired
t-tests, with Holm-Sidak correction for multiple comparisons.
We also examined animal motion during inter-trial intervals by computing ITI speed
of motion (Figure 3.34) and ITI freezing (Figure 3.35). Although we did not observe
significant differences in speed of motion during the ITI, the freezing analysis revealed an
interesting phenotype. In figure 3.35 we observe a zig-zag curve on day two, indicative
of an acute effect of activation of SOM+ neurons on the freezing.
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Figure 3.34: Activation of CEA SOM+ neurons seems not to significantly affect speed of motion
during ITI. Average time spent freezing during each ITI on A day 1, B day 2, A day 3, and
B day 4 of conditioning. Control group is shown in grey, ChR group in blue. Statistical tests:
repeated measures two-way ANOVA with post-hoc Sidak test
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Figure 3.35: Activation of SOM+ neurons seems to affect post-trial freezing. Average time
spent freezing during ITI after each trial on A day 1, B day 2, A day 3, and B day 4 of
conditioning. Control group is shown in grey, ChR group is in blue. Statistical tests: repeated
measures two-way ANOVA with post-hoc Sidak test.
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In order to follow up on this, we first calculated average ITI freezing, but did not observe
a significant difference between ChR and control groups. However, when we calculated
changes in ITI freezing following ER+ trials with light and without light, significantly
lower freezing was observed in the ChR group on trials without light. This was not the
case on inter trial intervals following AR trials (figure 3.36).
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Figure 3.36: Activation of SOM+ neurons affect freezing. A Average time spent freezing during
the ITI on all four days. Difference in freezing due to light on ITI following trials of B AR and
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group in blue. Statistical tests: multiple unpaired paired t-tests, with Holm-Sidak correction for
multiple comparisons.
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Figure 3.37: Influence of SOM+ neuron activation on ITI freezing is evident especially on early
trials. Average time spent freezing during ITI following no-light trials on A day 1 and B day
2. First ten trials shown in A and B were averaged and are shown in C . The same calculation,
but for ITI following trials with light. Control group is shown in grey, ChR group is in blue.
Statistical tests for C and F: repeated measures two-way ANOVA with post-hoc Sidak test
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Additionally we also divided the inter-trial intervals into ITIs following trials with and
without light and compared them directly between the control and ChR groups. Freezing
following trials without light was not significantly different in the control and ChR
groups. However, freezing after trials with light was significantly reduced in the ChR
group. The difference was especially pronounced in the first half of the conditioning on
each of the two days (figure 3.37 F).
3.4 Optogenetic inhibition of SOM+ neurons during 2wAA
Since the PKCδ+ neurons did not show potential to bidirectionally influence active re-
sponding in the 2wAA task, we were wondering if this is also the case for the SOM+
neurons. In order to address this, we used the yellow-light sensitive inhibitory opsin
ARCH to inactivate SOM+ neurons using the same stimulation pattern described in fig-
ure 3.2 C. SOM- Cre transgenic mice were injected either with AAV DIO ARCH (ARCH
group) or with AAV DIO EGFP (control group) and implanted with optical fibres. We
selected animals based on transgene expression restricted to the CEA and correct place-
ment of optic fibres. These were the only selection criteria applied and resulted in group
size of N=15 for the control cohort, and N=15 for the ARCH cohort.
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Figure 3.38: Baseline effects of ARCH-based inhibition of SOM+ neurons. Control group is
shown in grey, ARCH group is in yellow. Statistical tests: repeated measures two-way ANOVA
with post-hoc Sidak test.
During habituation session, we found no baseline effects of ARCH-based inhibition of
CEA SOM+ neurons on animals’ freezing, neither during yellow light, nor after it (fig-
ure 3.38). A day after habituation, the mice underwent their first 2wAA training, during
which the light was applied on even-numbered trials only. We find a significantly in-
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creased active responding of the ARCH-group, as evident from elevated AR and lower
ER+ rates (figure 3.39 and figure 3.40) are different between the ARCH and control
groups.
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Figure 3.39: Effects of ARCH-based inhibition of SOM+ neurons on active responding. Control
group is shown in grey, ARCH group is in yellow. Statistical tests: repeated measures two-way
ANOVA with post-hoc Sidak test.
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Figure 3.40: Effects of ARCH-based inhibition of SOM+ neurons on active responding. A day
1,. B day 2, C day 3, and D day 4 of 2wAA conditioning. On each training day, the trials were
divided into three blocks of 17 trials each. The AR rate was calculated for each block separately.
Control group is shown in grey, ARCH group is in yellow. Statistical tests: repeated measures
two-way ANOVA with post-hoc Sidak test.
Next, we compared how likely the animals are to perform an avoidance response (AR)
on trials with light, as compared to trials without light, but find no significant differ-
ences (figure 3.41 A). We also found no significant effect of ARCH-based inhibition on
latency to avoid on AR trials and also no difference on latency to escape on ER+ trials
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(figure 3.42 B and C).
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Figure 3.41: No accute effects of ARCH-based inhibition of SOM+ neurons on active avoidance.
The difference in AR was calculated by subtracting AR rate on trials without light form the AR
rate on trials with light. Control group is shown in grey, ARCH group is in yellow. Statistical
tests: repeated measures two-way ANOVA with post-hoc Sidak test
Next, we also explored the effect of CEA SOM+ neuron inhibition on the speed of motion
during the conditioned stimuli (figure 3.43 ), but found no obvious differences. We also
do not find an acute effect of yellow light on average CS-speed, neither when focusing
on AR only, nor when specifically looking at ER+ trials (figure 3.44 B and C).
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Figure 3.42: Inhibition of SOM+ neurons does not affect the latency on either A AR nor on, C
ER+ trials. There is also no significant difference between trials with and without light, neither
during B AR trials, nor during D ER+ trials. Control group in grey, ARCH group in yellow.
Statistical tests: multiple unpaired t-tests, with Holm-Sidak correction for multiple comparisons.
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Figure 3.43: Inhibition of SOM+ neurons does not affect average speed during CS. Average
speed for single trials during CS on A day 1, B day 2, C day 3, and D day 4. Control group is
shown in grey, ARCH group is in yellow. Statistical tests: repeated measures two-way ANOVA
with post-hoc Sidak test.
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Figure 3.44: Inhibition of SOM+ neurons does not affect average speed during CS on trials with
light, compared to trials without light. Differences in average speed during CS on A all trials, B
AR trials, and C ER+ trials. Differences were calculated by subtracting average speed on odd
numbered trials of a given type (=light- trials on day 1 and 2) from speed on even numbered
trials of a given type (=light+ trials on day 1 and 2). Control group is shown in grey, ARCH
group is in yellow. Statistical tests: multiple unpaired t-tests, with Holm-Sidak correction for
multiple comparisons.
An assessment of average speeds during ITIs also showed no significant differences be-
tween the ARCH and control groups on any of the four conditioning days (figure 3.45
and 3.46 A). Furthermore, when we compared the average speed during ITI following
a trial with light with speed during ITI following a trials without light, we found no
differences neither within, nor across groups (figure 3.46 B).
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Figure 3.45: Average speed during single inter-trial intervals on A day 1, B day 2, C day
3, and D day 4. Control group is shown in grey, ARCH group is in yellow. Statistical tests:
repeated measures two-way ANOVA with post-hoc Sidak test.
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Figure 3.46: Inhibition of SOM+ neurons does not affect average speed during ITI. A Average
speed during ITI on training days 1 to 4. B Average speed on ITI following even # trials
(=light+ trials on day 1 and 2), minus Iaverage speed on TI following uneven # trials (=light-
trials on day 1 and 2). Control group is shown in grey, ARCH group is in yellow. Statistical
tests: repeated measures two-way ANOVA with post-hoc Sidak test.
We went on to analyse freezing during the ITI, but similarly to the ITI speed, we did not
find significant differences between average times spent freezing (figure 3.47 A). Also, no
acute effect of light during the trial immediately preceding the assessed ITI was observed
(figure 3.47 B).
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Figure 3.47: Inhibition of SOM+ neurons does not affect average freezing during ITI. A Average
time (%) spent freezing during ITI. B Difference in freezing on ITI after trials with minus after
trials without light. Control group is shown in grey, ARCH group is in yellow. Statistical tests:
repeated measures two-way ANOVA with post-hoc Sidak test
We again looked at freezing from each ITI event separately, but could not find significant
differences on any of the four conditioning days (figure 3.48). We also looked at acute
effects of ARCH based inhibition of SOM+ neurons on freezing by comparing ITI freezing
following AR trials with light and and AR trials without light (Figure 3.49 A), but found
no significant differences.
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Figure 3.48: Inhibition of SOM+ neurons does not affect average freezing during ITI. Average
time (%) spent freezing during each ITI displayed separately on A day 1, B day 2, C day 3 and
D day 4. Control group is shown in grey, ARCH group is in yellow. Statistical tests: repeated
measures two-way ANOVA with post-hoc Sidak test
We did the same for ITI following ER+ trials with and without light (Figure 3.49 B)
and also there we found no significant differences.
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Figure 3.49: Difference in time spent freezing during ITI following trials of type A AR or B
ER+. Difference is calculated as freezing on ITI following even # trials (=light+ trials on day
1 and 2) minus ITI-freezing following uneven # trials (=light- trials on day 1 and 2). Control
group is shown in grey, ARCH group is in yellow. Statistical tests: multiple unpaired t-tests,
with Holm-Sidak correction for multiple comparisons.
3.5 Calcium imaging of PKCδ+ neurons during 2wAA
Figure 3.50: Ca2+ imaging of PKCδ+ neurons using microendoscopes. A-left PKCδ-Cre mice
were unilaterally injected with AAV DIO GCaMP6s into the CEA. A-right A week later, they
were implanted with a GRIN lens at the level of the CEA. B A brain slice from a sucessfuly
imaged animal. GCaMP6s expressing cells are green, DAPI is in magenta. C Animal movement
profiles during 6minutes surrounding the first tone presentation on habituation (left), first day
(middle) and second day (right) of 2wAA conditioning. D The microscope-mounted experimental
animals were able to learn the 2wAA task.
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The intriguing results from optogentics experiments motivated us to explore the natural
activity of CEA, and especially of PKCδ+ neurons during two-way active avoidance.
We were hoping to discover physiological signatures of transitions from active defence to
passive defence, as well as clues about why the optogenetic activation of PKCδ+ neurons
boosted learning and expression of active avoidance, whereas ARCH-mediated inhibtion
had no effect.
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Figure 3.51: Example of a cell taken into further analysis. A-left all automatically extracted
cell masks. A-middle maximum intensity projection of the field of view with the selected cell
mask. A-right IC unmixing image. B Full (detrended) raw fluorescence trace.
First we explored the possibilities to record the activity of PKCδ+ neurons using extra-
cellular activity recordings. However, due to low unit yield per animal which is specific
to recordings from the CEA, we also looked into other recording techniques. Calcium
imaging using miniature, head-mountable microendoscopes is an alternative that could
potentially allow simultaneous recording of dozens of neurons.
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We thus injected recombinant AAVs containing a Cre-dependant GCaMP6s construct
into the CEA of PKCδ- Cre mice. A week after this injection, we implanted the exper-
imental subjects with a 0.6mm GRIN lens (figure 3.50). After another seven days, we
started checking for fluorescence with an nVista microendoscope on a weekly basis until
the fluorescent signals were sufficiently strong for imaging.
A B
C D
Figure 3.52: Example of a cell masks not taken into further analysis. A Maximum intensity
projection with a superimposed cell mask border (in white). Region marked with the dashed
rectangle is magnified and displayed in B . The cell was excluded because the cell shape is
elongated and atypical. C Maximum intensity projection superimposed with another cell mask
border (in white). Region marked with the dashed rectangle is magnified and displayed in C .
The cell was excluded because of its fuzzy, atypical shape.
At this point, we mounted the experimental subjects with baseplates that allow easy
and reliable mounting of the scope onto the animal’s head and just above the GRIN
lens, always at the same focal plane (for more details, see the Methods section). After
another few days of handling, the mice were ready for two-way active avoidance training.
We used the same training procedure described previously (see Methods) and found that
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the mice with head-mounted microendoscopes were capable of learning the 2wAA task
(Figure 3.50). We selected those animals for analysis that had good GCaMP6s signals
and whose GRIN lens placement was in the central amygdala.
First we pre-processed the videos by passing them through a FFT-based band pass filter
with the purpose of removing noise and broad neuropil signals. After that we performed
motion correction and automatic extraction of fluorescent traces using a PCA-ICA based
algorithm (for details see Methods and [Mukamel et al., 2009]). We imported those traces
into MATLAB and performed all further analysis with custom written scripts. After de-
trending the traces, we superimposed the automatically extracted cell filters with mean
and maximum intensity projections of all frames in order to evaluate whether the cell
filters actually correspond to cells. If the cell filters did not correspond to clearly defined
single cells, the trace was excluded from further analysis. An example of a cell mask
and trace taken into further analysis is shown in figure 3.51. Two example of cells with
atypical shapes that were not taken into analysis are shown in 3.52.
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Figure 3.53: Example of neighbouring cells whose traces show high correlation. A Maximum
intensity projection of cells imaged through a GRIN lens using a microendoscope (6 = Obj 6, 23 =
Obj 23, 21 = Obj 21). B Maximum intensity projection superimposed with three neighbouring
cell masks. C Correlation of the cell traces extracted from the three cell masks with the cell
mask Obj6. D Normalised fluorescence traces. Three marks surrounding each trace on the left
edge correspond (from top to bottom) to +1%, 0% and −1% change in ΔF/F0.
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In order to further maximise the probability that the fluorescent traces correspond to
signals from single cells, we performed correlation analysis of all fluorescent traces and
evaluated in detail whether traces with high correlation (r > 0.5) were corresponding to
the same cell or to neighbouring cells whose fluorescence is bleeding into the neighbour’s
filter. Such traces were excluded from further analysis (example in figure 3.53).
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Figure 3.54: CS-responsiveness of PKCδ+ neurons. Top row: percent neurons responding
with an increase, decrease, or no change in the fluorescent Ca2+ signal. Bottom: heatmaps of
fluorescent traces aligned to CS onset. Colours ranging from blue to red code for intensity of
fluorescent changes as displayed in the colour bar on the right. Each row represents one cell. CS
responsiveness is shown in: A for habituation, B first day, and C second day of two-way active
avoidance training.
After having performed all necessary selections, we were left with 63 cells from the
habituation session, 65 cells from the first 2wAA training day, and 44 cells from the
second 2wAA training day, all coming from a total of six animals. The third and fourth
days of 2wAA were not analysed. The fluorescent traces were further aligned to CS-
onset, or shuttling onset and changes in fluorescence relative to the corresponding pre-
event (10sec) baseline was calculated for each trial separately. We assessed whether the
fluctuations in this ΔF/F0 value occurring at the onset of a chosen event type are on
average significant by applying a Wilcoxon signed-rank test to the data (see Methods
section for further details).
First we aligned the data to the onset of the tone (figure 3.54). During the habituation
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session, none of the recorded neurons was to found significantly change fluorescence levels
to the tone onset. On the first and second day of conditioning, we found a few responsive
neurons, albeit the absolute changes in fluorescence were found to be rather low.
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Figure 3.55: Traces aligned to the onset of shuttling. A Onset of shuttling was determined
from the speed profile and is marked with a vertical dashed line. B Speed profile aligned to
onset of shuttling for each of the 51 trials during 2wAA training for one mouse C An example
cell with fluorescent traces aligned to the CS-onset. D Traces from the same cell, but aligned to
the shuttling-onset. Colours ranging from blue to red code for intensity of fluorescent changes
as displayed in the colour bar.
We noticed that on the second conditioning day some of the neurons seemed to respond
with a variable delay to the tone onset - an example neuron is shown in figure 3.55 C. As
the shuttling also occurs at variable intervals after the tone onset, we aligned all traces
to the onset of the shuttling motion and saw indeed a better alignment of the responses
of the neuron from B to the onset of the shuttling event (figure 3.55 C).
Next, we aligned all recorded neurons to the onset of the shuttling and found responsive
neurons on both the first and the second day of 2wAA conditioning (figure 3.56 and
figure 3.57). For the first day, we divided the 51 trials into AR and ER+ and looked at
neuronal responses during avoidance and US-escape separately. However, the number of
AR on the first training day is very low and the average fluorescence changes too noisy.
However, when we averaged neuronal responses aligned to shuttles occurring during any
of the 51 trials, we found that on average 16.7% of neurons show increased fluorescence,
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whereas 45.7% show a decrease ( 3.56 ).
On day 2, the ratios were almost exactly reversed: on average 47.0% of neurons had ele-
vated fluorescence signals, whereas 20.5% showed a decrease. Due to small N (6 animals),
and high variability, the differences among these mean values were not significant.
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Figure 3.56: Average changes in fluorescence signal, aligned to the onset of the shuttling
movement occuring during A left- any trial, middle- ER+ trials, right- AR trials on the first
day of conditioning. Colours ranging from blue to red code for intensity of fluorescent changes
as displayed in the colour bar. B Percent of neurons responding with an increase, decrease, or
no change in the fluorescent Ca2+ signal to the onset of the shuttling motion (average across
all trials) on the first and second day of conditioning. C Average trace and SEM (shaded) of
neurons responding with a significant increase (blue) and decrease (red) in fluorescence to the
onset of shuttling on any of the 51 trials on day 1. Statistical tests: repeated measures two-way
ANOVA with post-hoc Sidak test
On the second conditioning day, we again separated the 51 trials into AR type and ER+
type trials. This time, we had sufficient numbers for both trial types. We then com-
pared the percentages of neurons that are responsive to the shuttling onset. Although
there was a trend towards a higher fraction of responsive neurons on AR trials than on
ER+ trials, we found no significant differences.We then plotted averaged and normalised
Ca2+ traces (z-scored) from neurons that increase or decrease fluorescent signals upon
shuttling on AR trials (figure 3.57). Interestingly, the neurons responded with small,
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but prolonged changes in fluorescence.
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Figure 3.57: Average changes in fluorescence signal, aligned to the onset of the shuttling
movement occuring during first day of 2wAA training on A left- any trial, middle- ER+ trials,
right- AR trials. Colours ranging from blue to red code for intensity of fluorescent changes as
displayed in the colour bar. B Percent of neurons responding with an increase, decrease, or
no change in the fluorescent Ca2+ signal to the onset of the shuttling motion on the first and
second day of conditioning. C Average trace and SEM (shaded) of neurons responding with
a significant increase (blue) and decrease (red) in fluorescence to the onset of shuttling on AR
trials on day 2. Statistical tests: repeated measures two-way ANOVA with post-hoc Sidak test.
We were wondering whether the neurons are responsive also to shuttles occurring during
the inter-trial interval. We aligned traces to each of the ITI-shuttles and ran significance
tests as described, but found no noteworthy responsiveness neither during habituation,
nor on the first and second conditioning days (figure 3.58).
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Figure 3.58: Traces aligned to the onset of the shuttling movements that occur during inter-
trial-intervals. Top row: percentage of neurons responding with an increase, decrease, or no
change in the fluorescent Ca2+ signal. Bottom: heatmaps of fluorescent traces aligned to the
onset of ITI-shuttling. Colours ranging from blue to red code for intensity of fluorescent changes
as displayed in the colour bar on the right. Each row represents one cell. ITI-shuttling respon-
siveness is shown for: A habituation session, B first day, and C second day of two-way active
avoidance training.
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Discussion
In this study, a two-way active avoidance paradigm was used with the aim of exploring
how different populations of central amygdala (CEA) neurons are involved in expression
and learning of active defensive behaviours. Focus was on PKCδ+ and SOM+ neurons. In
order to evaluate their contribution to the conditioned defensive system, we manipulated
their activity in a spatially and temporally restricted and relatively well-defined manner.
We found complex phenotypes that reveal that both types of neurons feed into circuits
that control both learning and expression of both active and passive defensive behaviours.
A summary of the most important findings is depicted in figure 4.1.
PKCδ+	
ChR
PKCδ+	
ARCH
SOM+
ChR
SOM+
ARCH
learning expression latency CS-motion ITI-motion
Figure 4.1: Summary of findings from optogenetic studies.
First of all, we have observed an effect of optogenetic activation of ChR expressing
PKCδ+ neurons with blue light on unconditioned behaviour. Although freezing was not
directly affected during blue light application, the animals did alter their behaviour.
This effect needs to be quantified and analysed in detail. Briefly, although blue light
does not induce immediate freezing, it does induce an effect on animal’s locomotion.
Instead of being ignorant to the light based stimulation of PKCδ+ neurons, the exper-
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imental subjects come to a halt, slightly extend their extremities and the head, and
then start making small, seemingly uncoordinated movements. This looks like several
different motor programs are induced at the same time and the mouse switches rapidly
among them, unable to perform any of them to completion. The effect of optogenetic
activation of PKCδ+ neurons on behaviour after the light pulse is even more striking.
After the light stimulus, robust rebound freezing is induced. Theoretically, there are
several possible explanations for this phenomenon. One could for example imagine that
any significant decrease in firing of PKCδ+ neurons is interpreted as a signal to start
freezing by the downstream effector neurons and circuits. This would not be in disagree-
ment with their functional identity as CEloff neurons [Haubensak et al., 2010]. It would
also not necessarily contradict the lack of effect on behaviour observed upon optogenetic
inactivation of these neurons, as CEloff neurons have extremely low baseline firing during
habituation. [Ciocchi et al., 2010; Haubensak et al., 2010]
Another option is that the activity of PKCδ+ neurons is in fact decreased below its orig-
inal pre-light stimulation baseline after the light pulse, and that this decrease is what
controls freezing after the light pulse. Some evidence for this comes from study by Botta
et al. [2015] in which prolonged activation of PKCδ+ leads to a small, but long lasting de-
crease in firing after the blue light stimulus (also see figure 3.3). On molecular level this
could be achieved by a flooding of the system with GABA after a prolonged activation
of the inhibitory PKCδ+ neurons. A high increase in extracellular GABA would have
an effect on exrasynaptic GABA receptors that can have slow kinetics. Additionally,
removal of high concentrations of extracellular GABA would take some time, meaning
that post-light inhibition of PKCδ+ neurons would last for a while, thus allowing a pro-
longed freezing after the light offset.
The most striking effects that we achieved with optogenetic activation of PKCδ+ neurons
are however the boost of both 2wAA learning and expression. Furthermore, optogenetic
activation decreases the latency of responding to the CS. Related to this is an effect on
locomotion during the CS: we observe an increased average speed of movement during
the CS. As we concurrently observe shorter avoidance/escape latencies, we cannot make
conclusions about whether this means that the animals increase motion during the entire
duration of the CS, or whether the observed effect can be explained purely by an earlier
onset of escape/avoidance and the resulting increase in contribution of the shuttling
movement to the average CS-speed. In order to be able to differentiate between the two
possibilities, we would need to have a more detailed look at the speed profile during the
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CS. As the CSs have different durations, we would first need to categorise them into AR
and ER+ trials. Then for each trial type, we would need to separate the speed profile
into at least two parts. In the first part of the CS, we would include CS-speed before
the onset of the shuttling movement. In the second part of the CS, we would include
only the CS-speed after and including the onset of the shuttling movement. It is an
interesting and important analysis that we will perform in the future.
The inter-trial-interval motion was also affected by ChR-based activation of PKCδ+
neurons. As the ITI-speed was not significantly altered, we used freezing as a more
specific measure of animal motion. Here we saw a peculiar increase in ITI-freezing in
the manipulated cohort, which was independent of whether the manipulation occurred
during the directly preceding trial or not. It is disputable why the ITI-freezing is higher
in the manipulated cohort.
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Figure 4.2: Contextual freezing before the onset of the first CS on all four conditioning days in
A the optogenetic activation of PKCδ+ neurons. B the optogenetic inhibition of PKCδ+ neurons.
C the optogenetic activation of SOM+ neurons. D the optogenetic inhibition of SOM+ neurons.
ChR group is shown in blue, ARCH group in yellow and EGFP groups are in grey. Statistical
tests: repeated measures two-way ANOVA with post-hoc Sidak test.
For example, it could be that not just the ITI freezing, but also the contextual freez-
ing was altered. This could be a hint to CS-idependance of ITI freezing and point to
long-term changes in general arousal and perceived threat-levels that are altered by the
blue light manipulation. However, analysis of contextual freezing as shown in figure 4.2
A, did not confirm this hypothesis. Although the differences were not significant, there
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was a tendency towards lower freezing in the ChR-group on day 2. An effect that is
anti-correlated with the observed increase in AR rates and with the oserved increase in
ITI freezing.
Another idea worth exploring is to examine the correlational structure of ITI freezing
with the avoidance response rate in the unmanipulated cohort. It is conceivable that
higher ITI freezing is correlated with higher AR rates. Even if true, this would not con-
vincingly clarify which of the two is cause and which the effect. If one were to analyse
a hypothetical difference in freezing during the very first ITI on trials when animals
performed an AR or ER+, one would be coming closer to a statement about cause and
effect.
Intriguingly, optogenetic inhibition of CEA PKCδ+ neurons did not lead to any ob-
servable effect on neither learning, nor expression of active avoidance. The latency to
shuttle during CS was not altered, and neither was the speed of motion during the CS,
nor the measured motion parameter during the CS. Furthermore, contextual freezing
was not altered (figure 4.2), nor were there any observable effects of light on naive ani-
mals during habituation. This is all true although we know that using the same viruses,
fibres and light application parameters results in reliable inhibition of PKCδ+ neurons,
as published in Botta et al. [2015]. Interestingly, inhibition of CEA PKCδ+ neurons is
known to have the potential to influence anxiety and feeding in mice.[Botta et al., 2015;
Cai et al., 2014]. Thus these neurons do have a proven potential to influence animal
behaviour in bi-directional manner. It is not clear why this is not the case for active
avoidance. In fact, it might be that the lack of effect is not specific to active avoidance
only, but to active escape, as Fadok et al have also not observed effects of PKCδ+ neuron
inhibition on performance in the conditioned flight paradigm. This could on one hand
be explained simply with a statement that PKCδ+ neurons are naturally not involved
in escape/avoidance behaviours. In this case the effects observed in the ChR group
could be interpreted as an artefact of exaggerated, unnatural highjacking of the active
defence pathway. Another explanation is that they are not necessary for avoidance in
this particular setting, but that the strong effect of ChR activation is observed because
the PKCδ+ neurons have a natural access to the avoidance pathways that is exploited
in other circumstances. The lack of effect of ARCH mediated inhibition in this sce-
nario could be explained for example with the argument that if PKCδ+ are naturally
not changing their firing to the CS in these particular circumstances, there is simply no
effect for further decreasing their firing with ARCH. Another option is that the effector
regions and neurons that PKCδ+ communicate with are preferentially tuned to reacting
to strong increases in inhibition from (and not inhibition of) the PKCδ+ neurons. We
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observe such strong increase in inhibitory drive from PKCδ+ neurons during ChR based
manipulations of this population. It could be that a decrease in firing of ca. 2Hz, as is
observed after PKCδ+ inhibition in naive animals, is below the threshold needed to cause
an effect in the downstream areas responsible for active defence. It could be for example,
that if one were to inhibit firing of PKCδ+ neurons during a state in which they fire
with a higher tonic activity level, the effect on the downstream targets could be bigger.
If one were to assume that tonic firing of PKCδ+ neurons is greater on more advanced
conditioning days, but before the behaviour becomes habitual, one could imagine that
inhibiting firing of PKCδ+ neurons would have a greater impact on the total amount of
received inhibition of downstream target neurons.
A different line of argumentation is that there is a possibility that our particular light
application parameters are not ideally suited to influence aspects of avoidance behaviour
that PKCδ+ neurons have the potential to alter. The light application pattern is in fact
a deliberately chosen compromise between a theoretically most effective stimulation for
influencing learning, and a theoretically most effective stimulation for catching effects
on expression of active avoidance. Manipulations of neural activity on every trial of day
1 would be better suited to catch influences on learning, by assessing the AR rate on
the second conditioning day. On the other hand, considering the 2wAA learning curve,
it would be probably better to leave out manipulations on day one, but instead apply
them only on the second conditioning day.
The optogenetic manipulations of SOM+ neurons largely mirror the effects of the same
manipulations on PKCδ+ neurons. This is in line with a mutually inhibiting functional
and anatomical network that these neurons are known to be a part of. [Ciocchi et al.,
2010; Fadok et al., 2017; Haubensak et al., 2010] The observed asymetry in behavioural
consequences of optogenetic activation and inhibition of SOM+ neurons is puzzling. One
could employ some of the same arguments named above for the lack of effect during op-
togenetic inhibition of PKCδ+ neurons. Briefly, most likely this is either due to the
optogenetic manipulation parameters used in the study, or due to the peculiarities of
downstream effectors of SOM+ neurons from within or from outside the central amyg-
dala.
The Ca2+ imaging of PKCδ+ neurons during 2wAA yielded results that are somewhat
challenging to interpret. We observe significant changes in the fluorescent signals, mostly
upon shuttling. However, the observed changes have very small amplitudes and are only
obvious after averaging across many trials. As most PKCδ+ neurons are CEloff neu-
rons, we have to take into consideration that their tonic firing has previously observed
to be around 6Hz in certain situations [Ciocchi et al., 2010]. Combined with the slow
84 CHAPTER 4. DISCUSSION
dynamic of the GCaMP6s sensors [Chen et al., 2013], this might mean that temporary
changes in firing resulting in rate changes of only several Hz might be barely detectable
with GCaMP6s. Faster sensors like GCaMP6f are less bright, but might provide better
temporal resolution necessary to allow more confident detection of changes in neuronal
firing. Additionally, the unknown Ca2+ dynamics inside of PKCδ+ neurons might be un-
favourable in combination with the GCaMP6f sensor. The still relatively low N gathered
during Ca2+ imaging experiments are another hurdle to making confident conclusions
from our studies. Although we do not observe significant changes in ratios of responsive
cells from day one to day two, there is a strong trend towards more neurons that increase
fluorescent signals during trials of day 2 in relation to numbers observed on day 1. This
increase might be what is driving successful performance of the two-way active avoidance
task. Additionally, if this difference were to turn out to be true, it would be in line with
the observed boosting effects of optogenetic activation of PKCδ+ neurons on expression
and learning of 2wAA. Interestingly, we also do not observe significant differences in
fractions of responsive neurons between AR and ER+ trials. There is however a strong
trend towards more responsive neurons during AR trials. There is still a lot of analysis
that can be done with the data. For example, we currently do not follow the identity of
neurons from habituation to the first and second conditioning day. Although we do not
observe significant differences in total numbers of responsive neurons from day 1 to day
2, it could still be that shifts revealed by classifying neurons based on their functional
identity could occur. Such shifts could only be observed by analysing the neurons’ full
response profiles over the entire conditioning procedure.
In conclusion, using optogenetics and imaging, we confirm that central amygdala me-
diates active defensive behaviours. Furthermore, we specifically identify that PKCδ+
neurons not only regulate passive, but also active defensive behaviours. PKCδ+ neurons
are thus in a unique position of power, which allows them to influence very different
defensive strategies acutely and flexibly. Additionally, they also optimise adaptation to
threatening situations in the long run via their lasting effects on learning.
Methods
5.1 Animals
Experimental animals were 2-5 month old transgenic mice back crossed to C57BL/6j line
(Charles River Laboratories) for at least five generations. SSTtm2.1(cre)Zjh (SOM-ires-
Cre) transgenic line was originally obtained from Jackson Laboratories, PKC-δ::GluClα-
iCre (PKC-δ-ires-Cre) [Haubensak et al., 2010] mice were obtained from the lab of David
J. Anderson (Caltech). All animals used in behavioural experiments were individually
housed after the surgery in a 12 h light / 12h dark cycle. Food and water were available
ad libitum. All behavioural procedures were performed during the light cycle. Exper-
imental subjects were treated with care and respect. All animal procedures were per-
formed in accordance with institutional guidelines and were approved by the Veterinary
Department of the Canton of Basel-Stadt, Switzerland.
5.2 Viral injections and implantations
Anaesthesia was induced with 4% and maintained with 1.5% isoflurane (Attane, Provet
AG, Switzerland) in oxygen-enriched air (Oxymat 3, Weinmann Gera¨te fu¨r Medizin
GmbH + Co. KG, Germany). Before starting the surgical procedure, sufficient analgesia
was insured with intraperitoneal injections of meloxicam (100μl of 0.5 mg/ml Metacam,
Boehringer Ingelheim Pharma GmBh + Co. KG, Germany) and subcutaneous injections
of ropivacain (100μl of 2mg/ml Naropin, AstraZeneca, UK) under the scalp. Core body
temperature was maintained at 36.5◦C with a feedback-controlled heating pad (FHC).
Animals were fixed in a stereotactic frame (Model 1900 Stereotaxic Alignment System,
David Kopf Instruments, Tujunga, CA, USA), and 0.3mm diameter precision holes were
drilled into the skull above the area of interest. Care was taken not to perforate the
dura at this point. Stereotaxic coordinates used for CEA injections: 1.20mm posterior to
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bregma, 0.95mm lateral to the midline suture and -4.10 to -4.05mm below the cortical
surface. Virus was filled into calibrated glass pipets (5μl microcapillary tube, Sigma-
Aldrich Inc., St.Louis, MO, USA) and 30-100nl were injected using a pressure-injection
system (Picospritzer III, Parker, Hollis, NH).
For optogenetic manipulations during behavior, mice were bilaterally implanted with op-
tic fibre connectors (fibre: 0.48 numerical aperture, 200 mm diameter, Thorlabs, Newton,
NJ, USA) a week after the virus injection. Dura was removed with a sterile needle and
fibres were lowered to 500-300m above the injection sites and the implants were fixed to
the skull with micro-screws, cyanoacrylate glue (UltraGel, Henkel, Du¨sseldorf, Germany)
and blackened dental cement (Paladur, Heraeus GmbH, Hannau, Germany). Animals
were granted at least two-weeks of recovery after the implantation. In order to achieve
optogenetic manipulations during behaviour, the implanted fibre connectors were con-
nected to a custom-built laser bench (MBL473, 473 nm wavelength laser MBL573, and
a 593.5nm wavelength laser MGL593.5, both from CNI Lasers). The laser power at the
tip of the fibre stub was adjusted to match 10-15mW.
For Ca2+ imaging during behavior, mice were unilaterally implanted with a GRIN lens
(0.6mm diameter, 7.3mm length, Inscopix Inc., Palo Alto, CA, USA) a week after the
virus injection. Similarly to fibre connectors, they were carefully lowered to the injec-
tion site using a micropositioner and then fixed to the skull with micro-screws, glue and
blackened dental cement (Paladur, Heraeus Gmbh, Hannau, Germany). The lens surface
was protected using 2-component casting silicone until the imaging. The animals were
allowed to recover for two weeks, after which the expression levels were checked with a
microendoscope on a weekly basis up until fluorescence levels were sufficient for imag-
ing. At that point, baseplate (Inscopix Inc, Palo Alto, CA, USA) was mounted using
flowable dental composite (Vertise Flow, Kerr) under light (1.5%) and brief (ca.15min)
isoflurane anaesthesia. After 24h of recovery, the animals were handled daily in order to
accustom them to the brief head fixation procedure necessary for miniature microscope
mounting.
5.3 Viruses
Selective gene expression was achieved by packaging conditional, Cre-depented con-
structs into recombinant adeno- associated viruses (rAAV) and injecting these into the
desired target sites in SOM-ires-Cre and PKCδ-ires-Cre mice.
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Expression of excitatory channelrhodopsin-2 was achieved with following viruses:
- rAAV2/5.EF1.dflox.ChR2(H134R)-eYFP.WPRE (V1550, PennVector Core)
- rAAV2/5.EF1.DIO.ChR2(H134R)-mCherry.WPRE (V1449, PennVector Core)
Inhibitory opsin expression was accomplished using:
- rAAV2/9.CBA.FLEX.ARCH-GFP (V1615, PennVector Core)
Expression of fluorescent marker genes was achieved with:
- rAAV2/1.CAG.FLEX.EGFP.WPRE.bGH (V1675, PennVector Core)
- rAAV2/9.CAG.FLEX.tdTomato.WPRE.bGH (V1682, PennVector Core)
Expression of genetically encoded Ca2+ indicators was achieved with:
- rAAV2/9.CAG.FLEX.GCaMP6s
All rAAVs were purchased at the University of Pennsylvania, Penn Vector Core, unless
noted otherwise.
5.4 Behaviour
Behaviour apparatus
Auditory signaled two-way active avoidance training was performed in square plexiglass
shuttle boxes of 25cm length and 25cm width. The boxes were separated into two
equal compartments by placing a gray, plastic divider with a constantly open passage
of 6 cm width for optogenetics experiments. The width of the passage was extended
for microendoscope imaging experiments to 8cm in order to allow easy passage of ani-
mals mounted with portable scopes. Two separately controllable metal grid floors were
controlled with one animal precision shocker each (H13-15, Coulbourn Instruments, Hol-
liston, MA, USA). A very mild 0.3 mA AC scrambled footshock was used as a US. A
loudspeaker was placed in the middle of the shuttlebox and a 5kHz continuous tone was
used as a CS. Sound intensity was measured in the corners and at passage site and ad-
justed to be between 70 and 75 dB. Sounds were generated with System 3 RP2.1 real time
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processor, SA1 stereo power amp, and RPvdsEx software (all from Tucker-Davis Tech-
nologies, Alachua, FL, USA). The shuttlebox was housed within a sound-attenuating
chamber. The chamber was lit by four white light LEDs set to low luminosity levels, at-
tached in the top corners of the sound-attenuating chamber. In order to provide optimal
illumination for tracking, VIS LEDs were supplemented with four IR LEDs one coming
from each side of the chamber. Additionally, red LED strips were placed just outside
and below the grid floor in order to eliminate shadows. Animal motion was monitored
using Viewer2 software (Biobserve, Bonn, Germany). Viewer2 was also used to control
the application of TTL pulses needed to trigger tone, shock, lasers, start and stop of
electrophysiology or Ca2+ imaging, using the HomeCage/DualCage plug-in, in a fully au-
tomatic, dynamic, behaviour-dependant manner. During Ca2+ imaging, behaviour was
additionally recorded using a second camera and the Cineplex tracking software.
Two-way active avoidance conditioning
All animals were allowed to get comfortable to being picked up and gently handled
by the experimenter during four to five 10 minute long daily handling sessions directly
preceding the conditioning. The animals were then given a day to rest before the onset
of the training procedure. On the first day, the animals were placed into the shuttlebox
and allowed to freely explore the context for 20minutes. This exploration period was
followed by five presentations of a 10sec 5kHz continuous 70-75dB tone (future CS).
Three minutes later, the animals were taken out of the shuttlebox, which ended the
habituation procedure. 24h later, the 2wAA training began, which consisted of five
consecutive conditioning days. Each training day consisted of 51 trials, with an inter-
trial-interval (ITI) of 45sec. On each trial, the CS was presented which had a maximum
duration of 10sec. If the animal shuttled pass the divider during the first 5sec of the
CS, the CS was terminated immediately and was not followed by a US. This type of
conditioned response was classifed as an avoidance response (AR+). If however the
experimental subject did not not shuttle, a US with a maximum duration of 5sec began.
If shuttling occurred during the 5sec, the CS and the US were immediately co-terminated.
This type of unconditioned response was classified as a successful escape response (ER+).
If the animal did not not shuttle at all during a trial, the lack of shuttling was classified
as an unsuccesful escape response (ER-). Freezing data was extracted using the Viewer2
Freezing plugin. All behavioural data was analysed using a custom- written MATLAB
2016a (The Mathworks Inc, Natick, MA, USA) analysis software.
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Optogenetic activity preturbations during and 2wAA
During the optogenetic manipulation experiments, the training procedure was essentially
the same as described above, but with slight changes. After the five CS presentations,
blue or yellow light was presented five times for 10sec, before the end of the protocol was
initiated. On the training days, every second trial coincided with presentations of blue
or yellow light, meaning that the light was presented at exactly the same time as the
tone. In some of the animals, five light-only trials were presented at the end of the last
conditioning session. All optogenetics experiments were ran with balanced experimental
groups that consisted of both ChR2 or ARCH expressing ”experimental” animals and
the EGFP expressing ”control” animals. After the virus injection, the identity of the
injected virus was conceiled, such that during behavioural training the experimenter was
unaware of weather the animals belonged to experimental or control groups.
5.4.1 Single-unit recordings
Two weeks after injection of AAVs with conditional ChR2 or ARCH construct, optrodes
that allow simultaneous extracellular recordings and optogenetic light stimulation were
implanted as described above. Optrodes consisted of fiber optic connectors to which 16
insulated, 13μnichrome wires were gold-plated until they reached animpedance of 30-100
kΩ(Sandvik, Stockholm, Sweden) and were then attached to an 18-pin Omnetics Con-
nector (Omnetics Connector Corporation, Minneapolis, MN, USA). After a minimum
recovery period of two weeks following the surgery, omnetics connectors were attached
to a headstage (Plexon Inc, Dallas, TX, USA) with 16 unity-gain operational amplifiers.
The headstage was connected to a preamplifier (Plexon Inc, Dallas, TX, USA) and the
signals were aimplified with a 100x gain, and then band-pass filtered from 150Hz to 9kHz.
The signals were digitised at 20kHz and band-pass filtered from 250Hz to 8kHz using
a Multichannel Acquisition Processor system (Plexon inc, Dallas, TX, USA). Action-
potential like signals were then isolated by time-amplitude window discrimination and
template matching. Subsequently, brief pulses of blue light (60 x 10 ms and 60 x 300
ms for ChR2) or yellow light (120 x 300 ms for ARCH) were applied in order to identify
PKCδ+ neurons.
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Single-unit spike sorting
Spike sorting was performed using the oﬄine sorter software (OFS4, Plexon Inc, Dallas,
TX, USA). First the data was cleaned up manually by removing clipped waveforms
and AP-atypical signals. Principal components (PC) were calculated for all remaining
waveforms and then the first three PCs were plotted in a three dimensional scatter
plot. Clusters containing similar valid waveforms were visually identified and manually
defined. The quality of selected clusters was assessed using the J3 statistics, which
corresponds to the ration of between-cluster to within-cluster scatter. Davies-Bouldin
validity index represents the ration of the sum of within-cluster scatter to between-
cluster separation. Thus a high J3 and and a lot Davies-Bouldin scores are indicative
of good unit isolation. Any units with a refractory period of <1ms were not taken into
further analysis. The stability of units over different recording sessions were quantified
by calculating pairwise linear correlation (r) between waveform shapes from two different
sessions.
Analysis of single unit data
In order to avoid redundant analysis of the same neuron recorded on different channels,
cross- correlation histograms were caculated using the NeuroExplorer 5 software (Nex
Technologies, Madison, AL, USA). If two neurons were found to be simultaneously active
with this analysis, only one of the two neurons was taken into account for further analysis.
Neuronal activity of the recorded neurons was approximated by calculating frequency or
normalized activity scores (z-score transformation). The baseline used for normalisation
was the 300ms pre-stimulus baseline. z- scores were averaged across all trials of the same
type. The neurons were regarded as belonging to PKCδ+ population if they responded to
blue light pulses (ChR2 group) with an increase in firing (z-score ≥ 2) within 8 ms after
light onset or if they responded to yellow light pulses (ARCH group) with a decrease in
firing (z-score < -1) within 10 ms after light onset.
5.5 Immunohistochemistry
The mice were deeply anaesthetised with Avertin and then perfused with 15ml ice-cold
PBS, followed by perfusion with 50ml ice-cold 4%PFA in PBS. Brains were extracted
from the skull and post-fixed for either 4h or o/n at 4◦C. A Leica precision vibratome
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(Leica Microsystems, Heerbrugg, Switzerland) was used to cut 80um thin brain sections.
Sections from brains of experimental animals that were included in the optogenetics, sin-
gle unit and microendoscope imaging experiments were stained with DAPI, rinsed three
times for 15min in PBS at room temperature and mounted onto gelatine-coated glass
slides using Fluostab embedding medium.
Sections used for histological cell-identity analysis were rinsed with 0.5% PBS-T (0.5%
Triton-X in PBS) three times for 15min and subsequently incubated in a blocking so-
lution (20% normal horse serum in 0.5% PBS-T) at room temperature. After blocking,
the sections were placed in primary antibody solution, consisting of a primary antibody
diluted in 0.5% Triton-X in PBS with 1.5% normal horse serum. After a 48h incubation
period at 4◦C, the slices were rinsed three times with a 0.5% PBS-T solution and sub-
sequently placed in secondary antibody solution consisting of the secondary antibody
diluted in 0.5% Triton-X in PBS with 1.5% normal horse serum. After a 24h incubation
at 4◦C, the slices were stained with DAPI and rinsed three times for 15min in PBS at
room temperature. All slices were mounted onto gelatine-coated slides using Fluostab
embedding medium.
goat anti-GFP at 1:500 (Abcam, Cambridge, UK)
rabbit anti-GFP at 1:500 (A11122, Life Technologies, Carlsbad, CA, USA)
mouse anti-PKCδ at 1:500 (610398, BD Biosciences, NJ, USA )
mouse anti-SOM at 1:500 (MAB354, Merck Millipore, Billerica, MA, USA)
All secondary antibodies were used at 1:500 dilution and were obtained from Thermo
Fisher Scientific, Waltham, MA, USA
donkey anti-goat IgG - Alexa Fluor 488 (A11055);
donkey anti-rabbit IgG - Alexa Fluor 594 (A21207)
donkey anti-mouse IgG - Alexa Fluor 568 (A10037)
donkey anti-mouse IgG - Alexa Fluor 647 (A-31571)
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5.6 Fluorescent microscopy
In order to confirm the extent of virus expression and fiber optic, electrode and GRIN
lens placement, sections stained only with DAPI were imaged using an epifluorescent
automated microscope Axio Scan Z1 (Carl Zeiss AG, Oberkochen, Germany) with an
objective with 5x magnification and 2x2 binning using transmission light, as well as
filter sets recommended for DAPI, GFP and/or when applicable RFP imaging. Addi-
tionally some slices were imaged with a LSM700 confocal microscope (Carl Zeiss AG,
Oberkochen, Germany) using 10x and 40x oil-immersion objectives.
5.7 Analysis of Ca
2+
imaging data
Each frame acquired with the microendoscope nVista (Inscopix Inc, Palo Alto, CA,
USA) was filtered using an ImageJ Fast-Fourier-Transform bandwidth filter. Motion
correction was performed using the Mosaic v1.1.3 software (Inscopix Inc, Palo Alto,
CA, USA). Extraction of fluorescent traces was performed using automatically detected
individual cell filters, based on combined principal and individual component analysis,
as implemented in the Mosaic software and as described in Mukamel et al. [2009]. The
cell masks and extracted cell traces were exported to MATLAB 2016a (The Mathworks
Inc, Natick, MA, USA) and further processed there with custom-written analysis scripts.
First, all duplicate, overlapping image filters or filters corresponding to a cluster of cells
rather than a single cell were removed from the analysis. Second, all traces containing
residual motion artefacts were removed. Third, all traces containing potential bleed-
through from a neighbouring cell were removed from further analysis. Each trace was
then de-trended by subtracting the eighth percentile value of the fluorescence distribution
in a 60sec sliding window from the raw fluorescence signal. ΔF/F0 was calculated as (F-
F0)/F0, where F0 is the median of the 10sec directly preceding an event of interest. To
obtain the change in fluorescence in percent, the ΔF/F0 was multiplied by 100. In order
to calculate z-scores of Ca
2+
traces for each event, the baseline for each trial was defined
as 10sec directly preceding an event of interest, then the standard z-score transformation
was performed. For that, the fluorescent value at each time point, minus the mean of
the baseline fluorescence were divided by the standard deviation of baseline fluorescence
values. In order to test if a cell responded significantly to all an event of a certain type,
Wilcoxon signed-rank test was used to compare the last second of the baseline with the
first second after the onset of the event.
Bibliography
M. P. Abrams, R. Nicholas Carleton, S. Taylor, and G. J. G. Asmundson. Human tonic
immobility: measurement and correlates. Depression and Anxiety, 26(6):550–556,
June 2009.
R. Adolphs, D. Tranel, H. Damasio, and A. Damasio. Impaired recognition of emotion
in facial expressions following bilateral damage to the human amygdala. Nature, 372
(6507):669–672, Dec. 1994.
R. Adolphs, D. Tranel, H. Damasio, and A. R. Damasio. Fear and the human amygdala.
The Journal of neuroscience : the official journal of the Society for Neuroscience, 15
(9):5879–5891, Sept. 1995.
R. Adolphs, L. Cahill, R. Schul, and R. Babinsky. Impaired declarative memory for emo-
tional material following bilateral amygdala damage in humans. Learning & Memory,
4(3):291–300, Sept. 1997.
A. A. Alhaider, A. M. Ageel, and O. T. Ginawi. The quipazine- and TFMPP-increased
conditioned avoidance response in rats: role of 5HT1C/5-HT2 receptors. Neurophar-
macology, 32(12):1427–1432, Dec. 1993.
G. F. Alheid. Extended amygdala and basal forebrain. Annals of the New York Academy
of Sciences, 985:185–205, Apr. 2003.
R. d. C. S. Alves, L. C. L. Portugal, O. Fernandes, I. Mocaiber, G. G. L. Souza, I. d. P. A.
David, E. Volchan, L. de Oliveira, and M. G. Pereira. Exposure to trauma-relevant
pictures is associated with tachycardia in victims who had experienced an intense
peritraumatic defensive response: the tonic immobility. Frontiers in psychology, 5:
1514, 2014.
P. Amorapanth, J. E. LeDoux, and K. Nader. Different lateral amygdala outputs mediate
93
94 BIBLIOGRAPHY
reactions and actions elicited by a fear-arousing stimulus. Nature neuroscience, 3(1):
74–79, Jan. 2000.
B. An, I. Hong, and S. Choi. Long-term neural correlates of reversible fear learning in
the lateral amygdala. Journal of Neuroscience, 32(47):16845–16856, Nov. 2012.
R. Apfelbach, D. C. Blanchard, R. J. Blanchard, R. A. Hayes, and I. S. McGregor. The
effects of predator odors in mammalian prey species: a review of field and laboratory
studies. Neuroscience and biobehavioral reviews, 29(8):1123–1144, 2005.
J. D. Baker and J. L. Azorlosa. The NMDA antagonist MK-801 blocks the extinction
of Pavlovian fear conditioning. Behavioral Neuroscience, 110(3):618–620, June 1996.
B. Bandelow and S. Michaelis. Epidemiology of anxiety disorders in the 21st century.
Dialogues in clinical neuroscience, 2015.
R. Bandler, K. A. Keay, N. Floyd, and J. Price. Central circuits mediating patterned au-
tonomic activity during active vs. passive emotional coping. Brain Research Bulletin,
53(1):95–104, Sept. 2000a.
R. Bandler, J. L. Price, and K. A. Keay. Brain mediation of active and passive emotional
coping. In Progress in Brain Research, pages 333–349. Elsevier, 2000b.
M. G. Baxter and E. A. Murray. The amygdala and reward. Nature Reviews Neuro-
science, 3(7):563–573, July 2002.
D. V. Bazovkina, M. A. Tibeikina, A. V. Kulikov, and N. K. Popova. Effects of
lipopolysaccharide and interleukin-6 on cataleptic immobility and locomotor activ-
ity in mice. Neuroscience Letters, 487(3):302–304, Jan. 2011.
G. Bignami, E. Alleva, L. Amorico, L. De Acetis, and V. Giardini. Bidirectional avoid-
ance by mice as a function of CS, US, and apparatus variables. Animal Learning &
Behavior, 13(4):439–450, 1985.
D. C. Blanchard and R. J. Blanchard. Ethoexperimental approaches to the biology of
emotion. Annual review of psychology, 1988.
D. C. Blanchard, G. Griebel, and R. J. Blanchard. Mouse defensive behaviors: pharma-
cological and behavioral assays for anxiety and panic. Neuroscience and biobehavioral
reviews, 25(3):205–218, May 2001a.
D. C. Blanchard, A. L. Hynd, K. A. Minke, T. Minemoto, and R. J. Blanchard. Human
defensive behaviors to threat scenarios show parallels to fear- and anxiety-related
BIBLIOGRAPHY 95
defense patterns of non-human mammals. Neuroscience and biobehavioral reviews, 25
(7-8):761–770, Dec. 2001b.
D. C. Blanchard, G. Griebel, R. Pobbe, and R. J. Blanchard. Risk assessment as an
evolved threat detection and analysis process. Neuroscience and biobehavioral reviews,
35(4):991–998, Mar. 2011.
R. J. Blanchard, T. E. Dielman, and D. C. Blanchard. Postshock crouching: Familiarity
with the shock situation. Psychonomic Science, 10(11):371–372, 1968.
R. C. Bolles. Species-specific defense reactions and avoidance learning. Psychological
Review, 77(1):32–48, Jan. 1970.
R. C. Bolles. Species-Specific Defensive Reactions. In F. R. Brush, editor, Aversive
Conditioning and Learning. Academic Press, New York, 1971.
R. C. Bolles and M. S. Fanselow. A perceptual-defensive-recuperative model of fear and
pain. Behavioral and Brain Sciences, 3(2):291–301, June 1980.
S. L. Boschen, E. C. Wietzikoski, P. Winn, and C. Da Cunha. The role of nucleus
accumbens and dorsolateral striatal D2 receptors in active avoidance conditioning.
Neurobiology of Learning and Memory, 96(2):254–262, Sept. 2011.
P. Botta, L. Demmou, Y. Kasugai, M. Markovic, C. Xu, J. P. Fadok, T. Lu, M. M.
Poe, L. Xu, J. M. Cook, U. Rudolph, P. Sah, F. Ferraguti, and A. Lu¨thi. Regulating
anxiety with extrasynaptic inhibition. Nature neuroscience, 18(10):1493–1500, Aug.
2015.
M. Bourin and M. Hascoe¨t. The mouse light/dark box test. European journal of phar-
macology, 463(1-3):55–65, Feb. 2003.
H. S. Bracha. Freeze, Flight, Fight, Fright, Faint: Adaptationist Perspectives on the
Acute Stress Response Spectrum. CNS spectrums, 9(9):679–685, Sept. 2004.
H. S. Bracha, O. J. Bienvenu, and W. W. Eaton. Testing the Paleolithic-human-
warfare hypothesis of blood–injection phobia in the Baltimore ECA Follow-up
Study—Towards a more etiologically-based conceptualization for DSM-V. Journal
of affective disorders, 97(1-3):1–4, Jan. 2007.
M. M. Bradley, M. Codispoti, B. N. Cuthbert, and P. J. Lang. Emotion and motivation
I: defensive and appetitive reactions in picture processing. Emotion (Washington,
D.C.), 1(3):276–298, Sept. 2001.
96 BIBLIOGRAPHY
J. V. Brady, L. Schreiner, I. Geller, and A. Kling. Subcortical mechanisms in emotional
behavior: the effect of rhinencephalic injury upon the acquisition and retention of
a conditioned avoidance response in cats. Journal of Comparative and Physiological
Psychology, 47(3):179–186, June 1954.
C. Bravo-Rivera, C. Roman-Ortiz, E. Brignoni-Perez, F. Sotres-Bayon, and G. J. Quirk.
Neural structures mediating expression and extinction of platform-mediated avoid-
ance. Journal of Neuroscience, 34(29):9736–9742, July 2014.
W. J. Brogden, E. A. Lipman, and E. Culler. The Role of Incentive in Conditioning and
Extinction. The American journal of psychology, 51(1):109, Jan. 1938.
G. K. Brown and P. M. Nicassio. Development of a questionnaire for the assessment of
active and passive coping strategies in chronic pain patients. Pain, 31(1):53–64, Oct.
1987.
J. S. Brown, H. I. Kalish, and I. E. Farber. Conditioned fear as revealed by magnitude
of startle response to an auditory stimulus. Journal of Experimental Psychology, 41
(5):317–328, May 1951.
R. K. Butler, L. C. White, D. Frederick-Duus, K. F. Kaigler, J. R. Fadel, and M. A.
Wilson. Comparison of the activation of somatostatin- and neuropeptide Y-containing
neuronal populations of the rat amygdala following two different anxiogenic stressors.
Experimental Neurology, 238(1):52–63, Nov. 2012.
K. S. Cadenhead, M. A. Geyer, and D. L. Braff. Impaired startle prepulse inhibition
and habituation in patients with schizotypal personality disorder. American Journal
of Psychiatry, 150(12):1862–1867, Dec. 1993.
H. Cai, W. Haubensak, T. E. Anthony, and D. J. Anderson. Central amygdala PKC-δ(+)
neurons mediate the influence of multiple anorexigenic signals. Nature neuroscience,
17(9):1240–1248, Sept. 2014.
C. K. Cain and J. E. Ledoux. Escape from fear: a detailed behavioral analysis of two
atypical responses reinforced by CS termination. Journal of experimental psychology.
Animal behavior processes, 33(4):451–463, Oct. 2007.
G. G. Calhoon and K. M. Tye. Resolving the neural circuits of anxiety. Nature neuro-
science, 18(10):1394–1404, Sept. 2015.
I. G. Campbell, E. Carstens, and L. R. Watkins. Comparison of human pain sensation
and flexion withdrawal evoked by noxious radiant heat. Pain, 45(3):259–268, 1991.
BIBLIOGRAPHY 97
W. B. Cannon. Wut, Hunger, Angst und Schmerz. Eine Physiologie der Emotionen,
1975.
V. Cardi, J. Leppanen, and J. Treasure. The effects of negative and positive mood
induction on eating behaviour: A meta-analysis of laboratory studies in the healthy
population and eating and weight . . . . Neuroscience and biobehavioral reviews, 2015.
J. Carlsen. Immunocytochemical localization of glutamate decarboxylase in the rat
basolateral amygdaloid nucleus, with special reference to GABAergic innervation of
amygdalostriatal projection neurons. The Journal of comparative neurology, 273(4):
513–526, July 1988.
E. F. Carvalho-Netto, C. Markham, and D. C. Blanchard. Physical environment modu-
lates the behavioral responses induced by chemical stimulation of dorsal periaqueduc-
tal gray in mice. Pharmacology . . . , 2006.
C. S. Carver. Stress, Coping, and Health. In H. S. Friedman and R. C. Silver, editors,
Foundations of Health Psychology, pages 117–144. Oxford University press, 2007.
C. S. Carver and J. Connor-Smith. Personality and Coping. dx.doi.org, Dec. 2009.
M. D. Cassell and T. S. Gray. Morphology of peptide-immunoreactive neurons in the
rat central nucleus of the amygdala. The Journal of comparative neurology, 281(2):
320–333, Mar. 1989.
M. D. Cassell, L. J. Freedman, and C. Shi. The intrinsic organization of the central
extended amygdala. Annals of the New York Academy of Sciences, 877:217–241, June
1999.
D. T. Chalmers and S. J. Watson. Comparative anatomical distribution of 5-HT1A
receptor mRNA and 5-HT1A binding in rat brain–a combined in situ hybridisation/in
vitro receptor autoradiographic study. Brain Research, 561(1):51–60, Oct. 1991.
T.-W. Chen, T. J. Wardill, Y. Sun, S. R. Pulver, S. L. Renninger, A. Baohan, E. R.
Schreiter, R. A. Kerr, M. B. Orger, V. Jayaraman, L. L. Looger, K. Svoboda, and
D. S. Kim. Ultrasensitive fluorescent proteins for imaging neuronal activity. Nature,
499(7458):295–300, July 2013.
B. C. H. Chieng, M. J. Christie, and P. B. Osborne. Characterization of neurons in
the rat central nucleus of the amygdala: Cellular physiology, morphology, and opioid
sensitivity. The Journal of comparative neurology, 497(6):910–927, 2006.
98 BIBLIOGRAPHY
J. S. Choi, C. K. Cain, and J. E. LeDoux. The role of amygdala nuclei in the expression
of auditory signaled two-way active avoidance in rats. Learning & Memory, 17(3):
139–147, Feb. 2010.
H. J. Chung, W. Bang, and M. A. Drake. Stress Response of Escherichia coli. Compre-
hensive Reviews in Food Science and Food Safety, 5(3):52–64, July 2006.
S. Ciocchi, C. Herry, F. Grenier, S. B. E. Wolff, J. J. Letzkus, I. Vlachos, I. Ehrlich,
R. Sprengel, K. Deisseroth, M. B. Stadler, C. Mu¨ller, and A. Lu¨thi. Encoding of
conditioned fear in central amygdala inhibitory circuits. Nature, 468(7321):277–282,
Nov. 2010.
S. Ciocchi, J. Passecker, H. Malagon-Vina, N. Mikus, and T. Klausberger. Brain compu-
tation. Selective information routing by ventral hippocampal CA1 projection neurons.
Science (New York, N.Y.), 348(6234):560–563, May 2015.
D. R. Collins and D. Pare. Differential fear conditioning induces reciprocal changes in
the sensory responses of lateral amygdala neurons to the CS(+) and CS(-). Learning
& Memory, 7(2):97–103, Mar. 2000.
K. A. Collins, A. Mendelsohn, C. K. Cain, and D. Schiller. Taking action in the face of
threat: neural synchronization predicts adaptive coping. Journal of Neuroscience, 34
(44):14733–14738, Oct. 2014.
B. E. Compas, J. K. Connor-Smith, and H. Saltzman. Coping with stress during child-
hood and adolescence: problems, progress, and potential in theory and research. Psy-
chological . . . , 2001.
K. A. Corcoran and S. Maren. Hippocampal inactivation disrupts contextual retrieval of
fear memory after extinction. Journal of Neuroscience, 21(5):1720–1726, Mar. 2001.
J. Courtin, F. Chaudun, R. R. Rozeske, N. Karalis, C. Gonzalez-Campo, H. Wurtz,
A. Abdi, J. Baufreton, T. C. M. Bienvenu, and C. Herry. Prefrontal parvalbumin
interneurons shape neuronal activity to drive fear expression. Nature, 505(7481):92–
96, Nov. 2013.
G. Cousens and T. Otto. Both pre- and posttraining excitotoxic lesions of the baso-
lateral amygdala abolish the expression of olfactory and contextual fear conditioning.
Behavioral Neuroscience, 112(5):1092–1103, Oct. 1998.
J. D. Cushman and M. S. Fanselow. Fear Conditioning, Jan. 2010.
BIBLIOGRAPHY 99
M. R. D’Amato and J. Fazzaro. Discriminated lever-press avoidance learning as a func-
tion of type and intensity of shock. Journal of Comparative and Physiological Psy-
chology, 61(2):313–315, Apr. 1966.
M. R. DAmato and D. Schiff. Long-term discriminated avoidance performance in the
rat. Journal of Comparative and Physiological Psychology, 57:123–126, Feb. 1964.
M. Darvas, J. P. Fadok, and R. D. Palmiter. Requirement of dopamine signaling in
the amygdala and striatum for learning and maintenance of a conditioned avoidance
response. Learning & Memory, 18(3):136–143, Feb. 2011.
C. R. Darwin. The expression of emotions in man and animals. John Murray, 1872.
M. Davis. Neurochemical modulation of sensory-motor reactivity: Acoustic and tactile
startle reflexes. Neuroscience and biobehavioral reviews, 4(2):241–263, June 1980.
M. Davis and P. J. Whalen. The amygdala: vigilance and emotion. Molecular Psychiatry,
6(1):13–34, Jan. 2001.
M. Davis, D. L. Walker, L. Miles, and C. Grillon. Phasic vs Sustained Fear in Rats and
Humans: Role of the Extended Amygdala in Fear vs Anxiety. Neuropsychopharma-
cology, 35(1):105–135, Jan. 2010.
D. De Bundel, C. Zussy, J. Espallergues, C. R. Gerfen, J.-A. Girault, and E. Valjent.
Dopamine D2 receptors gate generalization of conditioned threat responses through
mTORC1 signaling in the extended amygdala. Molecular Psychiatry, 21(11):1545–
1553, Nov. 2016.
G. De Franceschi, T. Vivattanasarn, A. B. Saleem, and S. G. Solomon. Vision Guides
Selection of Freeze or Flight Defense Strategies in Mice. Current biology, 26(16):
2150–2154, Aug. 2016.
P. De Silva and S. Rachman. Does escape behaviour strengthen agoraphobic avoidance?
A preliminary study. Behaviour Research and Therapy, 22(1):87–91, 1984.
C. Dejean, J. Courtin, N. Karalis, F. Chaudun, H. Wurtz, T. C. M. Bienvenu, and
C. Herry. Prefrontal neuronal assemblies temporally control fear behaviour. Nature,
535(7612):420–424, July 2016.
A. J. Delaney, J. W. Crane, and P. Sah. Noradrenaline Modulates Transmission at a
Central Synapse by a Presynaptic Mechanism. Neuron, 56(5):880–892, Dec. 2007.
100 BIBLIOGRAPHY
J. M. Delgado, H. E. Rosvold, and E. Looney. Evoking conditioned fear by electrical
stimulation of subcortical structures in the monkey brain. Journal of Comparative
and Physiological Psychology, 49(4):373–380, Aug. 1956.
J. A. Dinsmoor. Punishment: I. The avoidance hypothesis. Psychological Review, 61(1):
34–46, Jan. 1954.
F. H. Do-Monte, K. Quin˜ones-Laracuente, and G. J. Quirk. A temporal shift in the
circuits mediating retrieval of fear memory. Nature, 519(7544):460–463, Mar. 2015.
P. A. Dombrowski, T. V. Maia, S. L. Boschen, M. Bortolanza, E. Wendler, R. K. W.
Schwarting, M. L. Branda˜o, P. Winn, C. D. Blaha, and C. Da Cunha. Evidence that
conditioned avoidance responses are reinforced by positive prediction errors signaled
by tonic striatal dopamine. Behavioural brain research, 241:112–119, Mar. 2013.
K. Dunlap, E. Gentry, and T. W. Zeigler. The behavior of white rats under food and
electric shock stimulation. Journal of Comparative Psychology, 12(4):371–378, Dec.
1931.
H. S. Dybas and D. D. Davis. A Population Census of Seventeen-Year Periodical Cicadas
(Homoptera: Cicadidae: Magicicada). Ecology, 43(3):432–444, July 1962.
I. Ehrlich, Y. Humeau, F. Grenier, S. Ciocchi, C. Herry, and A. Lu¨thi. Amygdala
Inhibitory Circuits and the Control of Fear Memory. Neuron, 62(6):757–771, June
2009.
F. Eippert, M. Gamer, and C. Bu¨chel. Neurobiological mechanisms underlying the
blocking effect in aversive learning. Journal of Neuroscience, 32(38):13164–13176,
Sept. 2012.
H. L. Eisthen and R. Isaacs. Integrative Biology: Sea Hares Saved by a Delicious
Distraction. Current biology, 15(6):R194–R196, Mar. 2005.
C. G. Ellard and M. A. Goodale. A functional analysis of the collicular output pathways:
a dissociation of deficits following lesions of the dorsal tegmental decussation and
the ipsilateral collicular efferent bundle in the Mongolian gerbil. Experimental Brain
Research, 71(2):307–319, 1988.
D. Elliott and D. Smith. Football stadia disasters in the United Kingdom: learning from
tragedy? Industrial & Environmental Crisis Quarterly, Aug. 2016.
J. P. Fadok, S. Krabbe, M. Markovic, J. Courtin, C. Xu, L. Massi, P. Botta, K. Bylund,
BIBLIOGRAPHY 101
C. Mu¨ller, A. Kovacevic, P. Tovote, and A. Lu¨thi. A competitive inhibitory circuit
for selection of active and passive fear responses. Nature, Jan. 2017.
J. H. Fallon, D. A. Koziell, and R. Y. Moore. Catecholamine innervation of the basal
forebrain. II. Amygdala, suprarhinal cortex and entorhinal cortex. The Journal of
comparative neurology, 180(3):509–532, Aug. 1978.
M. S. Fanselow and L. S. Lester. A functional behavioristic approach to aversively
motivated behavior: Predatory imminence as a determinant of the topography of
defensive behavior. In Evolution and learning, pages 185–211. Lawrence Erlbaum
Associate, 1988.
M. Fendt, T. Endres, C. A. Lowry, R. Apfelbach, and I. S. McGregor. TMT-induced
autonomic and behavioral changes and the neural basis of its processing. Neuroscience
and biobehavioral reviews, 29(8):1145–1156, 2005.
E. Ferna´ndez-Juricic and I. Rodriguez-Prieto. Risk Allocation in Anti-Predator Behav-
ior, Jan. 2010.
H. Fields. State-dependent opioid control of pain. Nature Reviews Neuroscience, 5(7):
565–575, July 2004.
T. Flower. Fork-tailed drongos use deceptive mimicked alarm calls to steal food. Pro-
ceedings of the Royal Society B: Biological Sciences, 278(1711):1548–1555, May 2011.
E. Fonberg. Effect of partial destruction of the amygdaloid complex on the emotional-
defensive behaviour of dogs. Bull Acad Pol Sci Biol., 13(7):429–432, 1965.
V. R. Franceschi and P. A. Nakata. Calcium oxalate in plants: formation and function.
Annual review of plant biology, 56(1):41–71, 2005.
T. B. Franklin, B. A. Silva, Z. Perova, L. Marrone, M. E. Masferrer, Y. Zhan, A. Kaplan,
L. Greetham, V. Verrechia, A. Halman, S. Pagella, A. L. Vyssotski, A. Illarionova,
V. Grinevich, T. Branco, and C. T. Gross. Prefrontal cortical control of a brainstem
social behavior circuit. Nature neuroscience, 20(2):260–270, Feb. 2017.
C. E. Fritz and E. S. Marks. The NORC Studies of Human Behavior in Disaster. Journal
of Social Issues, 10(3):26–41, July 1954.
M. A. Fullana, B. J. Harrison, C. Soriano-Mas, B. Vervliet, N. Cardoner, A. A`vila-
Parcet, and J. Radua. Neural signatures of human fear conditioning: an updated and
102 BIBLIOGRAPHY
extended meta-analysis of fMRI studies. Molecular Psychiatry, 21(4):500–508, Apr.
2016.
M. Gallagher, P. W. Graham, and P. C. Holland. The amygdala central nucleus and
appetitive Pavlovian conditioning: lesions impair one class of conditioned behavior.
The Journal of neuroscience : the official journal of the Society for Neuroscience, 10
(6):1906–1911, June 1990.
M. P. Gerkema, W. I. L. Davies, R. G. Foster, M. Menaker, and R. A. Hut. The
nocturnal bottleneck and the evolution of activity patterns in mammals. Proceedings
of the Royal Society B: Biological Sciences, 280(1765):20130508, Aug. 2013.
S. Ghosh and S. Chattarji. Neuronal encoding of the switch from specific to generalized
fear. Nature neuroscience, 18(1):112–120, Jan. 2015.
K. A. Goosens and S. Maren. Contextual and auditory fear conditioning are mediated
by the lateral, basal, and central amygdaloid nuclei in rats. Learning & Memory, 8
(3):148–155, May 2001.
K. A. Goosens and S. Maren. Pretraining NMDA receptor blockade in the basolat-
eral complex, but not the central nucleus, of the amygdala prevents savings of the
conditional fear. Behavioral Neuroscience, 117(4):738–750, Aug. 2003.
K. A. Goosens and S. Maren. NMDA receptors are essential for the acquisition, but
not expression, of conditional fear and associative spike firing in the lateral amygdala.
The European journal of neuroscience, 20(2):537–548, July 2004.
A. Gozzi, A. Jain, A. Giovanelli, C. Bertollini, V. Crestan, A. J. Schwarz, T. Tsetsenis,
D. Ragozzino, C. T. Gross, and A. Bifone. A Neural Switch for Active and Passive
Fear. Neuron, 67(4):656–666, Aug. 2010.
P. E. Greenberg, T. Sisitsky, and R. C. Kessler. The economic burden of anxiety disorders
in the 1990s. The Journal of clinical . . . , 1999.
C. Grillon, M. Pellowski, K. R. Merikangas, and M. Davis. Darkness facilitates the
acoustic startle reflex in humans. Biological psychiatry, 42(6):453–460, Sept. 1997.
C. T. Gross and N. S. Canteras. The many paths to fear. Nature Reviews Neuroscience,
13(9):651–658, Sept. 2012.
S. P. Grossman, L. Grossman, and L. Walsh. Functional organization of the rat amyg-
BIBLIOGRAPHY 103
dala with respect to avoidance behavior. Journal of Comparative and Physiological
Psychology, 88(2):829–850, Feb. 1975.
T. M. Gruene, K. Flick, A. Stefano, S. D. Shea, and R. M. Shansky. Sexually divergent
expression of active and passive conditioned fear responses in rats. eLife, 4:e11352,
Nov. 2015.
F. A. Guarraci, R. J. Frohardt, W. A. Falls, and B. S. Kapp. The effects of intra-
amygdaloid infusions of a D2 dopamine receptor antagonist on Pavlovian fear condi-
tioning. Behavioral Neuroscience, 114(3):647–651, June 2000.
G. Guillazo-Blanch, R. Nadal, A. Vale-Mart´ınez, M. Mart´ı-Nicolovius, R. Are´valo, and
I. Morgado-Bernal. Effects of fimbria lesions on trace two-way active avoidance ac-
quisition and retention in rats. Neurobiology of Learning and Memory, 78(2):406–425,
Sept. 2002.
M. A. Hagenaars, M. Oitzl, and K. Roelofs. Updating freeze: aligning animal and human
research. Neuroscience and biobehavioral reviews, 47:165–176, Nov. 2014.
L. R. Halladay and H. T. Blair. Distinct ensembles of medial prefrontal cortex neurons
are activated by threatening stimuli that elicit excitation vs. inhibition of movement.
Journal of neurophysiology, 114(2):793–807, Aug. 2015.
W. Han, L. A. Tellez, M. J. Rangel, S. C. Motta, X. Zhang, I. O. Perez, N. S. Canteras,
S. J. Shammah Lagnado, A. N. van den Pol, and I. E. de Araujo. Integrated Control
of Predatory Hunting by the Central Nucleus of the Amygdala. Cell, 168(1-2):311–
324.e18, Jan. 2017.
L. A. Harrison, C. Ahn, and R. Adolphs. Exploring the Structure of Human Defensive
Responses from Judgments of Threat Scenarios. PloS one, 10(8):e0133682, 2015.
M. Hascoe¨t and M. Bourin. The Mouse Light–Dark Box Test. In Mood and Anxiety
Related Phenotypes in Mice, pages 197–223. Humana Press, Totowa, NJ, July 2009.
R. H. Hasue and S. J. Shammah Lagnado. Origin of the dopaminergic innervation of
the central extended amygdala and accumbens shell: A combined retrograde tracing
and immunohistochemical study in the rat. Journal of Comparative Neurology, 454
(1):15–33, Dec. 2002.
W. Haubensak, P. S. Kunwar, H. Cai, S. Ciocchi, N. R. Wall, R. Ponnusamy, J. Biag,
H.-W. Dong, K. Deisseroth, E. M. Callaway, M. S. Fanselow, A. Lu¨thi, and D. J.
104 BIBLIOGRAPHY
Anderson. Genetic dissection of an amygdala microcircuit that gates conditioned fear.
Nature, 468(7321):270–276, Nov. 2010.
A. L. O. Hebb, R. M. Zacharko, M. Gauthier, and G. Drolet. Exposure of mice to a
predator odor increases acoustic startle but does not disrupt the rewarding properties
of VTA intracranial self-stimulation. Brain Research, 982(2):195–210, Aug. 2003.
J. M. Heidt, B. P. Marx, and J. P. Forsyth. Tonic immobility and childhood sexual
abuse: a preliminary report evaluating the sequela of rape-induced paralysis. Be-
haviour Research and Therapy, 43(9):1157–1171, Sept. 2005.
S. C. Heinrichs, E. M. Pich, K. A. Miczek, K. T. Britton, and G. F. Koob. Corticotropin-
releasing factor antagonist reduces emotionality in socially defeated rats via direct
neurotropic action. Brain Research, 581(2):190–197, May 1992.
D. Helbing, I. Farkas, and T. Vicsek. Simulating dynamical features of escape panic.
Nature, 407(6803):487–490, Sept. 2000.
F. H. Hennemann, O. V. Conle, and D. E. Perez-Gelabert. Studies on Neotropical Phas-
matodea XVI: Revision of Haplopodini Gu¨nther, 1953 (rev. stat.), with notes on the
subfamily Cladomorphinae Bradley & Galil, 1977 and the descriptions of a new tribe,
four new genera and nine new species (Phasmatodea: ”Anareolatae”: Phasmatidae:
Cladomorphinae). Zootaxa, 4128(1):1–211, Dec. 2015.
C. Herry and J. P. Johansen. Encoding of fear learning and memory in distributed
neuronal circuits. Nature neuroscience, 17(12):1644–1654, Nov. 2014.
C. Herry, S. Ciocchi, V. Senn, L. Demmou, C. Mu¨ller, and A. Lu¨thi. Switching on and
off fear by distinct neuronal circuits. Nature, 454(7204):600–606, July 2008.
M. E. Hibbing, C. Fuqua, M. R. Parsek, and S. B. Peterson. Bacterial competition:
surviving and thriving in the microbial jungle. Nature Reviews Microbiology, 8(1):
15–25, Nov. 2009.
C. H. Hillman, K. S. Rosengren, and D. P. Smith. Emotion and motivated behavior:
postural adjustments to affective picture viewing. Biological Psychology, 66(1):51–62,
Mar. 2004.
B. C. Horslen and M. G. Carpenter. Arousal, valence and their relative effects on postural
control. Experimental Brain Research, 215(1):27–34, Nov. 2011.
F. E. Horvath. Effects of basolateral amygdalectomy on three types of avoidance behavior
BIBLIOGRAPHY 105
in cats. Journal of Comparative and Physiological Psychology, 56(2):380–389, Apr.
1963.
W. A. Hunter and L. A. Pennington. A NEW APPARATUS AND METHOD FOR
TRAINING THE RAT IN AUDITORY DISCRIMINATION PROBLEMS. Science
(New York, N.Y.), 89(2300):87–88, Jan. 1939.
W. S. Hunter. Conditioning and maze learning in the rat. Journal of Comparative
Psychology, 19(3):417–424, June 1935.
A. Ilango, J. Shumake, W. Wetzel, H. Scheich, and F. W. Ohl. Effects of ventral tegmen-
tal area stimulation on the acquisition and long-term retention of active avoidance
learning. Behavioural brain research, 225(2):515–521, Dec. 2011.
F. T. Illiyas, S. K. Mani, A. P. Pradeepkumar, and K. Mohan. Human stampedes
during religious festivals: A comparative review of mass gathering emergencies in
India. International Journal of Disaster Risk Reduction, 5:10–18, Sept. 2013.
T. Isosaka, T. Matsuo, T. Yamaguchi, K. Funabiki, S. Nakanishi, R. Kobayakawa, and
K. Kobayakawa. Htr2a-Expressing Cells in the Central Amygdala Control the Hier-
archy between Innate and Learned Fear. Cell, 163(5):1153–1164, Nov. 2015.
F. K. Jellestad, A. Markowska, H. K. Bakke, and B. Walther. Behavioral effects after
ibotenic acid, 6-OHDA and electrolytic lesions in the central amygdala nucleus of the
rat. Physiology & behavior, 37(6):855–862, 1986.
E. Jolkkonen and A. Pitka¨nen. Intrinsic connections of the rat amygdaloid complex:
projections originating in the central nucleus. The Journal of comparative neurology,
395(1):53–72, May 1998.
E. Kadar, L. Aldavert-Vera, G. Huguet, D. Costa-Miserachs, I. Morgado-Bernal, and
P. Segura-Torres. Intracranial self-stimulation induces expression of learning and
memory-related genes in rat amygdala. Genes, brain, and behavior, 10(1):69–77, Oct.
2010.
L. J. Kamin. The effects of termination of the CS and avoidance of the US on avoidance
learning. Journal of Comparative and Physiological Psychology, 49(4):420–424, Aug.
1956.
N. Karalis, C. Dejean, F. Chaudun, S. Khoder, R. R. Rozeske, H. Wurtz, S. Bagur,
K. Benchenane, A. Sirota, J. Courtin, and C. Herry. 4-Hz oscillations synchronize
106 BIBLIOGRAPHY
prefrontal-amygdala circuits during fear behavior. Nature neuroscience, 19(4):605–
612, Apr. 2016.
E. D. Kemble and V. A. Davies. Effects of prior environmental enrichment and amyg-
daloid lesions on consumatory behavior, activity, predation, and shuttlebox avoidance
in male and female rats. Physiological Psychology, 9(4):340–346, 1981.
R. C. Kessler and P. E. Greenberg. The economic burden of anxiety and stress disorders.
Neuropsychopharmacology: The fifth . . . , 2002.
R. C. Kessler, W. T. Chiu, O. Demler, and E. E. Walters. Prevalence, Severity, and
Comorbidity of 12-Month DSM-IV Disorders in the National Comorbidity Survey
Replication. Archives of General Psychiatry, 62(6):617–20, June 2005.
C. E. Kicklighter, S. Shabani, P. M. Johnson, and C. D. Derby. Sea hares use novel
antipredatory chemical defenses. Current biology : CB, 15(6):549–554, Mar. 2005.
R. A. Kleinknecht. Vasovagal syncope and blood/injury fear. Behaviour Research and
Therapy, 25(3):175–178, 1987.
D. C. Knight, C. N. Smith, D. T. Cheng, E. A. Stein, and F. J. Helmstetter. Amygdala
and hippocampal activity during acquisition and extinction of human fear condition-
ing. Cognitive, Affective, & Behavioral Neuroscience, 4(3):317–325, 2004.
K. Kobayashi and H. Sano. Dopamine deficiency in mice. Brain & development, 22
Suppl 1:S54–60, Sept. 2000.
M. Koch. The neurobiology of startle. Progress in Neurobiology, 59(2):107–128, Oct.
1999.
D. Krupic´, V. Krizˇanic´, and P. J. Corr. Personality and defensive behaviour: A factor
analytic approach to threat scenario choices. Personality and Individual Differences,
94:303–308, May 2016.
A.-M. Krypotos, M. Effting, M. Kindt, and T. Beckers. Avoidance learning: a review of
theoretical models and recent developments. Frontiers in behavioral neuroscience, 9,
July 2015.
A. V. Kulikov, E. Y. Kozlachkova, G. B. Maslova, and N. K. Popova. Inheritance of
predisposition to catalepsy in mice. Behavior Genetics, 23(4):379–384, 1993.
P. S. Kunwar, M. Zelikowsky, R. Remedios, H. Cai, M. Yilmaz, M. Meister, D. J.
BIBLIOGRAPHY 107
Anderson, and R. D. Palmiter. Ventromedial hypothalamic neurons control a defensive
emotion state. eLife, 4:e06633, Mar. 2015.
C. Landis and W. Hunt. The startle pattern. 1939.
G. La´zaro-Mun˜oz, J. E. Ledoux, and C. K. Cain. Sidman Instrumental Avoidance
Initially Depends on Lateral and Basal Amygdala and Is Constrained by Central
Amygdala-Mediated Pavlovian Processes. Biological psychiatry, 67(12):1120–1127,
June 2010.
J. E. LeDoux. Emotion circuits in the brain. Annual Review of Neuroscience, 23:155–184,
2000.
J. E. LeDoux. Rethinking the emotional brain. Neuron, 73(4):653–676, Feb. 2012.
J. E. Ledoux. Coming to terms with fear. Proceedings of the National Academy of
Sciences of the United States of America, 111(8):2871–2878, Feb. 2014.
J. E. LeDoux, D. A. Ruggiero, and D. J. Reis. Projections to the subcortical forebrain
from anatomically defined regions of the medial geniculate body in the rat. The
Journal of comparative neurology, 242(2):182–213, Dec. 1985.
J. E. LeDoux, C. Farb, and D. A. Ruggiero. Topographic organization of neurons in the
acoustic thalamus that project to the amygdala. The Journal of neuroscience : the
official journal of the Society for Neuroscience, 10(4):1043–1054, Apr. 1990.
J. E. LeDoux, J. Moscarello, R. Sears, and V. Campese. The birth, death and resurrec-
tion of avoidance: a reconceptualization of a troubled paradigm. Molecular Psychiatry,
22(1):24–36, Jan. 2017.
H. Li, M. A. Penzo, H. Taniguchi, C. D. Kopec, Z. J. Huang, and B. Li. Experience-
dependent modification of a central amygdala fear circuit. Nature neuroscience, 16
(3):332–339, Jan. 2013.
S. L. Lima. Back to the basics of anti-predatory vigilance: the group-size effect. Animal
Behaviour, 49(1):11–20, Jan. 1995.
S. B. Linley, F. Olucha-Bordonau, and R. P. Vertes. Pattern of distribution of serotoner-
gic fibers to the amygdala and extended amygdala in the rat. Journal of Comparative
Neurology, 525(1):116–139, Jan. 2017.
J. Liu, W. Wei, H. Kuang, F. Zhao, and J. Z. Tsien. Changes in heart rate variability
108 BIBLIOGRAPHY
are associated with expression of short-term and long-term contextual and cued fear
memories. PloS one, 8(5):e63590, 2013.
S. Ludewig, M. A. Geyer, M. Ramseier, F. X. Vollenweider, E. Rechsteiner, and
K. Cattapan-Ludewig. Information-processing deficits and cognitive dysfunction in
panic disorder. Journal of psychiatry & neuroscience : JPN, 30(1):37–43, Jan. 2005.
J. L. Maatsch. Learning and fixation after a single shock trial. Journal of Comparative
and Physiological Psychology, 52(4):408–410, Aug. 1959.
B. H. Manning and D. J. Mayer. The central nucleus of the amygdala contributes to
the production of morphine antinociception in the rat tail-flick test. The Journal of
neuroscience : the official journal of the Society for Neuroscience, 15(12):8199–8213,
Dec. 1995.
F. A. Masterson and M. Crawford. The defense motivation system: A theory of avoidance
behavior. Behavioral and Brain Sciences, 5(4):661–675, Dec. 1982.
A. J. McDonald. Neurons of the lateral and basolateral amygdaloid nuclei: a Golgi study
in the rat. The Journal of comparative neurology, 212(3):293–312, Dec. 1982a.
A. J. McDonald. Cytoarchitecture of the central amygdaloid nucleus of the rat. Journal
of Comparative Neurology, 208(4):401–418, July 1982b.
A. J. McDonald. Cortical pathways to the mammalian amygdala. Progress in Neurobi-
ology, 55(3):257–332, June 1998.
M. G. McKernan and P. Shinnick-Gallagher. Fear conditioning induces a lasting poten-
tiation of synaptic currents in vitro. Nature, 390(6660):607–611, Dec. 1997.
N. McNaughton. Stress and behavioural inhibition. Stress: an integrated approach
(Stanford SC, 1993.
J. J. McNew and R. Thompson. Role of the limbic system in active and passive avoidance
conditioning in the rat. Journal of Comparative and Physiological Psychology, 61(2):
173–180, Apr. 1966.
I. Merchenthaler, S. Vigh, P. Petrusz, and A. V. Schally. Immunocytochemical localiza-
tion of corticotropin-releasing factor (CRF) in the rat brain. Developmental Dynamics,
165(4):385–396, Dec. 1982.
A. Meyer. Repeating patterns of mimicry. PLoS Biology, 4(10):e341, Oct. 2006.
BIBLIOGRAPHY 109
M. R. Milad, C. I. Wright, S. P. Orr, R. K. Pitman, G. J. Quirk, and S. L. Rauch.
Recall of fear extinction in humans activates the ventromedial prefrontal cortex and
hippocampus in concert. Biological psychiatry, 62(5):446–454, Sept. 2007.
M. Milinski and R. Heller. Influence of a predator on the optimal foraging behaviour of
sticklebacks (Gasterosteus aculeatus L.). Nature, 275(5681):642–644, Oct. 1978.
M. M. Moga and T. S. Gray. Evidence for corticotropin-releasing factor, neurotensin,
and somatostatin in the neural pathway from the central nucleus of the amygdala to
the parabrachial nucleus. The Journal of comparative neurology, 241(3):275–284, Nov.
1985.
N. Moreno and A. Gonza´lez. Central amygdala in anuran amphibians: Neurochemical
organization and connectivity. The Journal of comparative neurology, 489(1):69–91,
2005.
J. M. Moscarello and J. E. LeDoux. Active Avoidance Learning Requires Prefrontal
Suppression of Amygdala-Mediated Defensive Reactions. The Journal of neuroscience
: the official journal of the Society for Neuroscience, 33(9):3815–3823, Feb. 2013.
H. Mouras, T. Lelard, S. Ahmaidi, O. Godefroy, and P. Krystkowiak. Freezing behavior
as a response to sexual visual stimuli as demonstrated by posturography. PloS one,
10(5):e0127097, 2015.
M. Moussa¨ıd, M. Kapadia, T. Thrash, R. W. Sumner, M. Gross, D. Helbing, and
C. Ho¨lscher. Crowd behaviour during high-stress evacuations in an immersive vir-
tual environment. Journal of The Royal Society Interface, 13(122):20160414, Sept.
2016.
O. H. Mowrer. A stimulus-response analysis of anxiety and its role as a reinforcing agent.
Psychological Review, 46(6):553–565, Nov. 1939.
O. H. Mowrer. Anxiety-reduction and learning. Journal of Experimental Psychology, 27
(5):497–516, Nov. 1940.
O. H. Mowrer. Two-factor learning theory: summary and comment. Psychological
Review, 58(5):350–354, Sept. 1951.
O. H. Mowrer and R. R. Lamoreaux. Avoidance conditioning and signal duration –
a study of secondary motivation and reward. Psychological Monographs, 54(5):i–34,
1942.
110 BIBLIOGRAPHY
O. H. Mowrer and R. R. Lamoreaux. Fear as an intervening variable in avoidance
conditioning. Journal of Comparative Psychology, 39(1):29–50, Feb. 1946.
E. A. Mukamel, A. Nimmerjahn, and M. J. Schnitzer. Automated Analysis of Cellular
Signals from Large-Scale Calcium Imaging Data. Neuron, 63(6):747–760, Sept. 2009.
D. G. Myers, S. Hoppe-Graff, and B. Keller. Psychologie, 2014.
K. M. Myers and M. Davis. Mechanisms of fear extinction. Molecular Psychiatry, 12(2):
120–150, Feb. 2007.
B. O. Olatunji, N. L. Williams, C. N. Sawchuk, and J. M. Lohr. Disgust, anxiety and
fainting symptoms associated with blood-injection-injury fears: a structural model.
Journal of Anxiety Disorders, 20(1):23–41, Jan. 2006.
M. A. Oliveira and W. A. Prado. Role of PAG in the antinociception evoked from the
medial or central amygdala in rats. Brain Research Bulletin, 54(1):55–63, Jan. 2001.
D. S. Olton and R. L. Isaacson. Hippocampal lesions and active avoidance. Physiology
& behavior, 3(5):719–724, Sept. 1968.
C. A. Orsini, J. H. Kim, E. Knapska, and S. Maren. Hippocampal and prefrontal pro-
jections to the basal amygdala mediate contextual regulation of fear after extinction.
Journal of Neuroscience, 31(47):17269–17277, Nov. 2011.
Y. Osakabe, K. Osakabe, K. Shinozaki, and L.-S. P. Tran. Response of plants to water
stress. Frontiers in plant science, 5(279):86, 2014.
Z. Z. Pan, S. A. Tershner, and H. L. Fields. Cellular mechanism for anti-analgesic action
of agonists of the kappa-opioid receptor. Nature, 389(6649):382–385, Sept. 1997.
H.-C. Pape. Petrified or Aroused with Fear: The Central Amygdala Takes the Lead.
Neuron, 67(4):527–529, Aug. 2010.
H. C. Pape and D. Pare. Plastic Synaptic Networks of the Amygdala for the Acquisition,
Expression, and Extinction of Conditioned Fear. Physiological Reviews, 90(2):419–463,
Apr. 2010.
H.-C. Pape and D. Pare´. Plastic Synaptic Networks of the Amygdala for the Acquisition,
Expression, and Extinction of Conditioned Fear. Physiological Reviews, 90(2):419–463,
Apr. 2010.
BIBLIOGRAPHY 111
D. Pare. New Vistas on Amygdala Networks in Conditioned Fear. Journal of neuro-
physiology, 92(1):1–9, Mar. 2004.
K. Parham and J. F. Willott. Acoustic startle response in young and aging C57BL/6J
and CBA/J mice. Behavioral Neuroscience, 102(6):881–886, Dec. 1988.
M. A. Penzo, V. Robert, J. Tucciarone, D. De Bundel, M. Wang, L. Van Aelst, M. Dar-
vas, L. F. Parada, R. D. Palmiter, M. He, Z. J. Huang, and B. Li. The paraventricular
thalamus controls a central amygdala fear circuit. Nature, 519(7544):455–459, Mar.
2015.
A. M. Perkins and P. J. Corr. Reactions to threat and personality: Psychometric dif-
ferentiation of intensity and direction dimensions of human defensive behaviour. Be-
havioural brain research, 169(1):21–28, Apr. 2006.
J. N. Perusini and M. S. Fanselow. Neurobehavioral perspectives on the distinction
between fear and anxiety. Learning & memory (Cold Spring Harbor, N.Y.), 22(9):
417–425, Aug. 2015.
P. K. D. Pilz, S. W. Arnold, A. T. Rischawy, and C. F. Plappert. Longterm-habituation
of the startle response in mice is stimulus modality, but not context specific. Frontiers
in integrative neuroscience, 7:103, 2014.
A. Pitka¨nen, L. Stefanacci, C. R. Farb, G. G. Go, J. E. LeDoux, and D. G. Amaral.
Intrinsic connections of the rat amygdaloid complex: projections originating in the
lateral nucleus. The Journal of comparative neurology, 356(2):288–310, May 1995.
L. Puskas, N. Puskas, S. Malobabic´, D. Krivokuc´a, G. Stankovic´, and V. Radonjic´.
[Characteristics of galanin and vasoactive intestinal peptide immunoreactivity in the
rat amygdala complex]. Medicinski pregled, 60(1-2):19–24, Jan. 2007.
G. J. Quirk, C. Repa, and J. E. LeDoux. Fear conditioning enhances short-latency audi-
tory responses of lateral amygdala neurons: parallel recordings in the freely behaving
rat. Neuron, 15(5):1029–1039, Nov. 1995.
G. J. Quirk, J. L. Armony, and J. E. LeDoux. Fear conditioning enhances different tem-
poral components of tone-evoked spike trains in auditory cortex and lateral amygdala.
Neuron, 19(3):613–624, Sept. 1997.
S. Rachman. Anxiety. Clinical Psychology: A Modular Course. Psychology Press, third
edition edition, 2013.
112 BIBLIOGRAPHY
J. Radulovic, S. Sydow, and J. Spiess. Characterization of native corticotropin-releasing
factor receptor type 1 (CRFR1) in the rat and mouse central nervous system. Journal
of Neuroscience Research, 54(4):507–521, Nov. 1998.
C. H. Rankin, T. Abrams, R. J. Barry, S. Bhatnagar, D. F. Clayton, J. Colombo,
G. Coppola, M. A. Geyer, D. L. Glanzman, S. Marsland, F. K. McSweeney, D. A.
Wilson, C.-F. Wu, and R. F. Thompson. Habituation revisited: an updated and
revised description of the behavioral characteristics of habituation. Neurobiology of
Learning and Memory, 92(2):135–138, Sept. 2009.
R. A. Rescorla. Second-order conditioning: Implications for theories of learning. In F. J.
McGuigan and D. B. Lumsden, editors, Contemporary approaches to conditioning and
learning. V. H. Winston & Sons, Oxford, 1973.
R. A. Rescorla and A. R. Wagner. A theory of Pavlovian conditioning: variations in
the effectiveness of reinforcement and non reinforcement. In A. H. Black and W. F.
Prokasy, editors, Classical conditioning II: current research and theory, pages 64–99.
Appleton-Century-Crofts, 1972.
B. A. S. Reyes, J. L. Kravets, K. L. Connelly, E. M. Unterwald, and E. J. Van Bock-
staele. Localization of the delta opioid receptor and corticotropin-releasing factor in
the amygdalar complex: role in anxiety. Brain structure & function, pages 1–20, July
2016.
T. A. Rizvi, M. Ennis, M. M. Behbehani, and M. T. Shipley. Connections between the
central nucleus of the amygdala and the midbrain periaqueductal gray: Topography
and reciprocity. Journal of Comparative Neurology, 303(1):121–131, Jan. 1991.
G. W. Roberts, P. L. Woodhams, J. M. Polak, and T. J. Crow. Distribution of neu-
ropeptides in the limbic system of the rat: the amygdaloid complex. Neuroscience, 7
(1):99–131, Jan. 1982.
R. J. Rodgers and N. J. T. Johnson. Factor analysis of spatiotemporal and ethological
measures in the murine elevated plus-maze test of anxiety. Pharmacology, biochem-
istry, and behavior, 52(2):297–303, Oct. 1995.
M. T. Rogan, U. V. Sta¨ubli, and J. E. LeDoux. Fear conditioning induces associative
long-term potentiation in the amygdala. Nature, 390(6660):604–607, Dec. 1997.
F. E. Russell and P. R. Saunders. Animal Toxins. A Collection of Papers Presented
BIBLIOGRAPHY 113
at the First International Symposium on Animal Toxins, Atlantic City, New Jersey,
U.S.A., April 9–11, 1966. Elsevier, Apr. 2016.
P. Sah, E. S. L. Faber, M. Lopez De Armentia, and J. Power. The amygdaloid complex:
anatomy and physiology. Physiological Reviews, 83(3):803–834, July 2003.
S. Saha and S. Datta. Two-way active avoidance training-specific increases in phosphory-
lated cAMP response element-binding protein in the dorsal hippocampus, amygdala,
and hypothalamus. The European journal of neuroscience, 21(12):3403–3414, June
2005.
T. J. Sajdyk, A. Shekhar, and D. R. Gehlert. Interactions between NPY and CRF in
the amygdala to regulate emotionality. Neuropeptides, 38(4):225–234, Aug. 2004.
R. D. Samson. Activity-Dependent Synaptic Plasticity in the Central Nucleus of the
Amygdala. The Journal of neuroscience : the official journal of the Society for Neu-
roscience, 25(7):1847–1855, Feb. 2005.
V. Savander, C. G. Go, J. E. LeDoux, and A. Pitka¨nen. Intrinsic connections of the
rat amygdaloid complex: projections originating in the accessory basal nucleus. The
Journal of comparative neurology, 374(2):291–313, Oct. 1996.
D. Schiller and M. R. Delgado. Overlapping neural systems mediating extinction, reversal
and regulation of fear. Trends in cognitive sciences, 14(6):268–276, June 2010.
V. Senn, S. B. E. Wolff, C. Herry, F. Grenier, I. Ehrlich, J. Gru¨ndemann, J. P. Fadok,
C. Mu¨ller, J. J. Letzkus, and A. Lu¨thi. Long-range connectivity defines behavioral
specificity of amygdala neurons. Neuron, 81(2):428–437, Jan. 2014.
S. R. Sesack, A. Y. Deutch, R. H. Roth, and B. S. Bunney. Topographical organization of
the efferent projections of the medial prefrontal cortex in the rat: an anterograde tract-
tracing study with Phaseolus vulgaris leucoagglutinin. The Journal of comparative
neurology, 290(2):213–242, Dec. 1989.
A. Sfikakis, Z. Papadopoulou-Daifotis, and N. Bikas. Inverse relationship of hippocampal
serotonin to avoidance behavior, serotonergic activation by emotional stress differen-
tiated by estrous cycle and surgical stress. Behavioural brain research, 128(1):41–52,
Jan. 2002.
C. Shang, Z. Liu, Z. Chen, Y. Shi, Q. Wang, S. Liu, D. Li, and P. Cao. A parvalbumin-
positive excitatory visual pathway to trigger fear responses in mice. Science (New
York, N.Y.), 348(6242):1472–1477, June 2015.
114 BIBLIOGRAPHY
M. Sidman. Two temporal parameters of the maintenance of avoidance behavior by the
white rat. Journal of Comparative and Physiological Psychology, 46(4):253–261, Aug.
1953.
B. A. Silva, C. Mattucci, P. Krzywkowski, E. Murana, A. Illarionova, V. Grinevich,
N. S. Canteras, D. Ragozzino, and C. T. Gross. Independent hypothalamic circuits
for social and predator fear. Nature neuroscience, 16(12):1731–1733, Nov. 2013.
P. Simon, R. Dupuis, and J. Costentin. Thigmotaxis as an index of anxiety in mice.
Influence of dopaminergic transmissions. Behavioural brain research, 61(1):59–64, Mar.
1994.
P. Singer, C. J. Wei, J.-F. Chen, D. Boison, and B. K. Yee. Deletion of striatal adenosine
A(2A) receptor spares latent inhibition and prepulse inhibition but impairs active
avoidance learning. Behavioural brain research, 242:54–61, Apr. 2013.
E. A. Skinner, K. Edge, and J. Altman. Searching for the structure of coping: a review
and critique of category systems for classifying ways of coping. Psychological bulletin,
2003.
G. Skofitsch and D. M. Jacobowitz. Immunohistochemical mapping of galanin-like neu-
rons in the rat central nervous system. Peptides, 6(3):509–546, May 1985.
E. S. Smith, P. Fabian, A. Rosenthal, A. Kaddour-Djebbar, and H. J. Lee. The roles
of central amygdala D1 and D2 receptors on attentional performance in a five-choice
task. Behavioral Neuroscience, 129(5):564–575, Oct. 2015.
L. A. Snow-Turek, M. P. Norris, and G. Tan. Active and passive coping strategies in
chronic pain patients. Pain, 64(3):455–462, Mar. 1996.
M. Soma, H. Aizawa, Y. Ito, M. Maekawa, N. Osumi, E. Nakahira, H. Okamoto,
K. Tanaka, and S. Yuasa. Development of the mouse amygdala as revealed by en-
hanced green fluorescent protein gene transfer by means of in utero electroporation.
The Journal of comparative neurology, 513(1):113–128, Mar. 2009.
J. Spampanato, J. Polepalli, and P. Sah. Interneurons in the basolateral amygdala.
Neuropharmacology, 60(5):765–773, Apr. 2011.
Z. Steel, C. Marnane, C. Iranpour, T. Chey, J. W. Jackson, V. Patel, and D. Silove. The
global prevalence of common mental disorders: a systematic review and meta-analysis
1980–2013. International Journal of Epidemiology, page dyu038, Mar. 2014.
BIBLIOGRAPHY 115
T. Steimer. The biology of fear- and anxiety-related behaviors. Dialogues in clinical
neuroscience, 4(3):231–249, Sept. 2002.
J. F. Stins and P. J. Beek. Effects of affective picture viewing on postural control. BMC
neuroscience, 8(1):83, Oct. 2007.
D. Stuart-Fox, A. Moussalli, and M. J. Whiting. Predator-specific camouflage in
chameleons. Biology Letters, 4(4):326–329, Aug. 2008.
N. Sun and M. D. Cassell. Intrinsic GABAergic neurons in the rat central extended
amygdala. The Journal of comparative neurology, 330(3):381–404, Apr. 1993.
Y.-N. Sun, T. Wang, Y. Wang, L.-N. Han, L.-B. Li, Y.-M. Zhang, and J. Liu. Activation
of 5-HTA receptors in the medial subdivision of the central nucleus of the amygdala
produces anxiolytic effects in a rat model of Parkinson’s disease. Neuropharmacology,
95:181–191, Aug. 2015.
J. Svoboda, V. Lobellova´, A. Popel´ıkova´, N. Ahuja, E. Kelemen, and A. Stuchl´ık. Tran-
sient inactivation of the anterior cingulate cortex in rats disrupts avoidance of a dy-
namic object. Neurobiology of Learning and Memory, 139:144–148, Jan. 2017.
L. W. Swanson. The amygdala and its place in the cerebral hemisphere. Annals of the
New York Academy of Sciences, 985:174–184, Apr. 2003.
L. W. Swanson and G. D. Petrovich. What is the amygdala? Trends in Neurosciences,
21(8):323–331, Aug. 1998.
H. Takahashi, M. Iwase, R. Ishii, K. Ohi, M. Fukumoto, M. Azechi, K. Ikezawa, R. Ku-
rimoto, L. Canuet, T. Nakahachi, N. Iike, S. Tagami, T. Morihara, M. Okochi,
T. Tanaka, H. Kazui, T. Yoshida, H. Tanimukai, Y. Yasuda, T. Kudo, R. Hashimoto,
and M. Takeda. Impaired prepulse inhibition and habituation of acoustic startle re-
sponse in Japanese patients with schizophrenia. Neuroscience research, 62(3):187–194,
Nov. 2008.
K. Takashina, H. Saito, and N. Nishiyama. Preferential Impairment of Avoidance Per-
formances in Amygdala-Lesioned Mice. The Japanese Journal of Pharmacology, 67
(2):107–115, 1995.
E. M. Talley, D. L. Rosin, A. Lee, P. G. Guyenet, and K. R. Lynch. Distribution of
alpha 2A-adrenergic receptor-like immunoreactivity in the rat central nervous system.
The Journal of comparative neurology, 372(1):111–134, Aug. 1996.
116 BIBLIOGRAPHY
R. W. Thatcher and D. P. Kimble. Effect of amygdaloid lesions on retention of an
avoidance response in overtrained and non-overtrained rats. Psychonomic Science, 6
(1):9–10, 1966.
P. Tovote, M. Meyer, P. K. D. Pilz, A. Ronnenberg, S. O. O¨gren, J. Spiess, and O. Stiedl.
Dissociation of temporal dynamics of heart rate and blood pressure responses elicited
by conditioned fear but not acoustic startle. Behavioral Neuroscience, 119(1):55–65,
Feb. 2005a.
P. Tovote, M. Meyer, A. Ronnenberg, S. O. Ogren, J. Spiess, and O. Stiedl. Heart rate
dynamics and behavioral responses during acute emotional challenge in corticotropin-
releasing factor receptor 1-deficient and corticotropin-releasing factor-overexpressing
mice. Neuroscience, 134(4):1113–1122, 2005b.
P. Tovote, J. P. Fadok, and A. Lu¨thi. Neuronal circuits for fear and anxiety. Nature
Reviews Neuroscience, 16(6):317–331, May 2015.
P. Tovote, M. S. Esposito, P. Botta, F. Chaudun, J. P. Fadok, M. Markovic, S. B. E.
Wolff, C. Ramakrishnan, L. Fenno, K. Deisseroth, C. Herry, S. Arber, and A. Lu¨thi.
Midbrain circuits for defensive behaviour. Nature, June 2016.
D. Treit, C. Pesold, and S. Rotzinger. Noninteractive effects of diazepam and amygdaloid
lesions in two animal models of anxiety. Behavioral Neuroscience, 107(6):1099–1105,
Dec. 1993.
N. Tsafnat, J. D. Fitz Gerald, H. N. Le, and Z. H. Stachurski. Micromechanics of Sea
Urchin Spines. PloS one, 7(9):e44140–10, Sept. 2012.
E. Tsvetkov, W. A. Carlezon, F. M. Benes, E. R. Kandel, and V. Y. Bolshakov. Fear
conditioning occludes LTP-induced presynaptic enhancement of synaptic transmission
in the cortical pathway to the lateral amygdala. Neuron, 34(2):289–300, Apr. 2002.
K. M. Tye, R. Prakash, S.-Y. Kim, L. E. Fenno, L. Grosenick, H. Zarabi, K. R. Thomp-
son, V. Gradinaru, C. Ramakrishnan, and K. Deisseroth. Amygdala circuitry medi-
ating reversible and bidirectional control of anxiety. Nature, 471(7338):358–362, Mar.
2011.
H. Ursin. The effect of amygdaloid lesions on flight and defense behavior in cats. Ex-
perimental Neurology, 11(1):61–79, Jan. 1965.
R. M. Vabulas, S. Raychaudhuri, M. Hayer-Hartl, and F. U. Hartl. Protein Folding
BIBLIOGRAPHY 117
in the Cytoplasm and the Heat Shock Response. Cold Spring Harbor perspectives in
biology, 2(12):a004390–a004390, Dec. 2010.
A. Vale-Mart´ınez, G. Guillazo-Blanch, M. Mart´ı-Nicolovius, R. Nadal, R. Are´valo-
Garc´ıa, and I. Morgado-Bernal. Electrolytic and ibotenic acid lesions of the nucleus
basalis magnocellularis interrupt long-term retention, but not acquisition of two-way
active avoidance, in rats. Experimental Brain Research, 142(1):52–66, Jan. 2002.
P. Veinante and M. J. Freund-Mercier. Distribution of oxytocin- and vasopressin-binding
sites in the rat extended amygdala: a histoautoradiographic study. The Journal of
comparative neurology, 383(3):305–325, July 1997.
R. P. Vertes. Differential projections of the infralimbic and prelimbic cortex in the rat.
Synapse, 51(1):32–58, Jan. 2004.
E. Volchan, G. G. Souza, C. M. Franklin, C. E. Norte, V. Rocha-Rego, J. M. Oliveira,
I. A. David, M. V. Mendlowicz, E. S. F. Coutinho, A. Fiszman, W. Berger, C. Marques-
Portella, and I. Figueira. Is there tonic immobility in humans? Biological evidence
from victims of traumatic stress. Biological Psychology, 88(1):13–19, Sept. 2011.
S. R. Vrana, E. L. Spence, and P. J. Lang. The startle probe response: a new measure
of emotion? Journal of Abnormal Psychology, 97(4):487–491, Nov. 1988.
K. J. Wallace and J. B. Rosen. Predator odor as an unconditioned fear stimulus in rats:
elicitation of freezing by trimethylthiazoline, a component of fox feces. Behavioral
Neuroscience, 114(5):912–922, Oct. 2000.
J. Wang, T. Bast, Y. C. Wang, and W. N. Zhang. Hippocampus and two-way active
avoidance conditioning: Contrasting effects of cytotoxic lesion and temporary inacti-
vation. Hippocampus, 25(12):1517–1531, Dec. 2015.
A. M. Watabe, T. Ochiai, M. Nagase, Y. Takahashi, M. Sato, and F. Kato. Synaptic
potentiation in the nociceptive amygdala following fear learning in mice. Molecular
Brain, 6(1):11, Mar. 2013.
S. J. Watson, H. Khachaturian, H. Akil, D. H. Coy, and A. Goldstein. Comparison of
the distribution of dynorphin systems and enkephalin systems in brain. Science (New
York, N.Y.), 218(4577):1134–1136, Dec. 1982.
D. G. Webster, T. H. Lanthorn, D. A. Dewsbury, and M. E. Meyer. Tonic immobility
and the dorsal immobility response in twelve species of muroid rodents. Behavioral
and neural biology, 31(1):32–41, Jan. 1981.
118 BIBLIOGRAPHY
P. Wei, N. Liu, Z. Zhang, X. Liu, Y. Tang, X. He, B. Wu, Z. Zhou, Y. Liu, J. Li, Y. Zhang,
X. Zhou, L. Xu, L. Chen, G. Bi, X. Hu, F. Xu, and L. Wang. Processing of visually
evoked innate fear by a non-canonical thalamic pathway. Nature Communications, 6:
6756, Apr. 2015.
L. Weiskrantz. Behavioral changes associated with ablation of the amygdaloid complex
in monkeys. Journal of Comparative and Physiological Psychology, 49(4):381–391,
Aug. 1956.
T. Werka and K. Zielin´ski. Effects of lesions in the amygdaloid nucleus centralis on acqui-
sition and retention of avoidance reflexes in cats. Acta neurobiologiae experimentalis,
38(5):247–269, 1978.
A. E. Wilensky, G. E. Schafe, M. P. Kristensen, and J. E. LeDoux. Rethinking the
Fear Circuit: The Central Nucleus of the Amygdala Is Required for the Acquisition,
Consolidation, and Expression of Pavlovian Fear Conditioning. The Journal of neu-
roscience : the official journal of the Society for Neuroscience, 26(48):12387–12396,
Nov. 2006.
D. E. Wilkins, M. Hallett, and M. M. Wess. Audiogenic startle reflex of man and its
relationship to startle syndromes. A review. Brain : a journal of neurology, 109 ( Pt
3):561–573, June 1986.
J. C. Willer, F. Boureau, and J. Berny. Nociceptive flexion reflexes elicited by noxious
laser radiant heat in man. Pain, 1979.
S. B. E. Wolff, J. Gru¨ndemann, P. Tovote, S. Krabbe, G. A. Jacobson, C. Mu¨ller,
C. Herry, I. Ehrlich, R. W. Friedrich, J. J. Letzkus, and A. Lu¨thi. Amygdala interneu-
ron subtypes control fear learning through disinhibition. Nature, 509(7501):453–458,
May 2014.
S. Wray and G. E. Hoffman. Organization and interrelationship of neuropeptides in the
central amygdaloid nucleus of the rat. Peptides, 4(4):525–541, July 1983.
C. Xu, S. Krabbe, J. Gru¨ndemann, P. Botta, J. P. Fadok, F. Osakada, D. Saur, B. F.
Grewe, M. J. Schnitzer, E. M. Callaway, and A. Lu¨thi. Distinct Hippocampal Pathways
Mediate Dissociable Roles of Context in Memory Retrieval. Cell, 167(4):961–972.e16,
Nov. 2016.
H. Yang, J. Yang, W. Xi, S. Hao, B. Luo, X. He, L. Zhu, H. Lou, Y.-q. Yu, F. Xu,
S. Duan, and H. Wang. Laterodorsal tegmentum interneuron subtypes oppositely
BIBLIOGRAPHY 119
regulate olfactory cue-induced innate fear. Nature neuroscience, 19(2):283–289, Feb.
2016.
M. Yilmaz and M. Meister. Rapid innate defensive responses of mice to looming visual
stimuli. Current biology : CB, 23(20):2011–2015, Oct. 2013.
B. Yu and P. Shinnick-Gallagher. Corticotropin-Releasing Factor Increases
Dihydropyridine- and Neurotoxin-Resistant Calcium Currents in Neurons of the Cen-
tral Amygdala. Journal of Pharmacology and Experimental Therapeutics, 284(1):170–
179, Jan. 1998.
K. Yu, P. Garcia da Silva, D. F. Albeanu, and B. Li. Central Amygdala Somatostatin
Neurons Gate Passive and Active Defensive Behaviors. Journal of Neuroscience, 36
(24):6488–6496, June 2016.
W. Zhu and Z. Z. Pan. Mu-opioid-mediated inhibition of glutamate synaptic transmission
in rat central amygdala neurons. Neuroscience, 133(1):97–103, 2005.
J. M. Zimmerman, C. A. Rabinak, I. G. McLachlan, and S. Maren. The central nu-
cleus of the amygdala is essential for acquiring and expressing conditional fear after
overtraining. Learning & memory (Cold Spring Harbor, N.Y.), 14(9):634–644, Sept.
2007.
