ABSTRACT Hydrogen-rich Type II-Plateau supernovae are known to exhibit correlations between the plateau luminosity L pl , the nickel mass M Ni , the explosion energy E exp , and the ejecta mass M ej . Using our global, selfconsistent, multi-band model of nearby well-observed supernovae, we find that the uncertainty covariances of these quantities are significant and that the confidence ellipsoids are oriented in the direction of the correlations, which reduces their significance. By proper treatment of the covariance matrix of the model, we discover a significant intrinsic width to the correlations between L pl , E exp and M Ni , where the uncertainties due to the distance and the extinction dominate. For fixed E exp , the spread in M Ni is about 0.25 dex, which we explain as differences in the progenitor internal structure. We argue that the effects of incomplete γ-ray trapping are not important in our sample. Similarly, the physics of the Type II-Plateau supernova light curves leads to inherently degenerate estimates of E exp and M ej , which makes their observed correlation weak. Ignoring the covariances of supernova parameters or the intrinsic width of the correlations causes significant biases in the slopes and other parameters of the fitted relations. Our results imply that Type II-Plateau supernova explosions are not described by a single physical parameter or a simple one-dimensional trajectory through the parameter space, but instead reflect the diversity of the core and surface properties of their progenitors. We discuss the implications for the physics of the explosion mechanism and possible future observational constraints.
INTRODUCTION
The observed light curves and expansion velocities of hydrogen-rich Type II-Plateau supernovae can be used to infer the properties of the explosions and progenitor stars. Specifically, the duration and luminosity of the optically-thick "plateau" phase of nearly constant bolometric luminosity is primarily set by the explosion energy E exp and ejecta mass M ej (e.g. Arnett 1980; Kasen & Woosley 2009 ). The subsequent nearly exponential fading is powered by the thermalization of radioactive fission products of 56 Ni and the normalization is thus proportional to the nickel mass M Ni (e.g. Hamuy 2003) . Patterns in the distributions and the correlations between these quantities can guide the stellar evolution and explosion models, where many open questions persist (e.g. Burrows 2013; Ugliano et al. 2012; Pejcha & Thompson 2012 Pejcha et al. 2012a; Prieto et al. 2008a Prieto et al. ,b,c, 2013 Holoien et al. 2014) . For example, it has been proposed that the supernova explosion energy is proportional to the ejecta mass and therefore also the progenitor mass (e.g. Hamuy 2003; Utrobin & Chugai 2009; Poznanski 2013) , except for the low-energy explosions, which might be a sign of a significant fallback in massive progenitors (e.g. Zampieri et al. 2003; Pastorello et al. 2004; Nomoto et al. 2006) . At the same time, direct progenitor detections show significant scatter but little correlation between the progenitor mass and M Ni (Smartt 2009 ).
Naturally, not all supernova parameters can be inferred independently. For example, quantities based on bolometric lupejcha@astro.princeton.edu 1 Hubble and Lyman Spitzer Jr. Fellow minosity such as M Ni or the plateau luminosity are plagued by systematic uncertainties in the distance or extinction. Similarly, a simultaneous change in several parameters can result in nearly identical light curves (Arnett 1980; Woosley 1988; Popov 1993; Kasen & Woosley 2009; Dessart et al. 2010 ).
Here, we evaluate whether or not the systematic uncertainties and parameter covariances influence the significance of the correlations between parameter estimates for Type IIPlateau supernovae. We focus on the plateau luminosity, nickel mass, explosion energy, and ejecta mass. To this end, we employ the self-consistent global model of nearby well-observed Type II-Plateau supernovae that we developed in Pejcha & Prieto (2014, hereafter PP14) , which simultaneously fits multi-band light curves and expansion velocities and provides consistent distances, reddenings, bolometric luminosities and, most importantly for the present purposes, their covariances. In Section 2, we describe how we estimate the supernova parameters, the database of supernova observations and the estimates of uncertainties. In Section 3, we investigate the systematic uncertainty due to distance and discover a significant width of the E exp -M Ni correlation. In Section 4, we address the significance of the M ej -E exp correlation. In Section 5, we discuss the astrophysical implications of our findings.
SUPERNOVA PARAMETERS DERIVED FROM OBSERVATIONS
We calculate the bolometric luminosity of the opticallythick plateau phase L pl as
where L bol is the bolometric light curve obtained by integrating the spectral energy distribution from about 0.19 to 2.2 µm and extrapolating the Rayleigh-Jeans tail (PP14), and t 0 is the zero point of our model fits, which coincides with the explosion epoch for the purposes of this paper. Following Hamuy (2003) , our fiducial choice is t pl = 50 days. We estimate the nickel mass M Ni from the exponential decay tail of the light curve after Hamuy (2003) as
where τ = 111.26 d and our fiducial choice is t Ni = 200 days.
We estimate the explosion energy E exp and ejected mass M ej using the analytic scaling relations of Litvinova & Nadezhin (1983 , 1985 , which can be written as
where b = (M V , log t P , log v), and α = (0.135, 2.34, 3.13), β = (0.234, 2.91, 1.96), η exp = −3.205, and η ej = −1.829 are coefficients from Litvinova & Nadezhin (1985) . Here, M V is the absolute extinction-corrected magnitude in the V band, t P is the duration of the optically-thick plateau phase measured at the midpoint of the drop to the exponential decay phase, and v is the expansion velocity of the photosphere in the units of 1000 km s −1 commonly measured on the Fe II 5169Å line. M V and v are evaluated at the time t 0 + t P /2. Litvinova & Nadezhin (1985) claim that Equations (3-4) can reproduce their numerical results to about 30%. While Equations (3-4) are potentially problematic and cannot substitute detailed modelling of individual light curves, they reflect the physics intrinsic to the problem and have been commonly used in the literature (e.g. Elmhamdi et al. 2003; Hamuy 2003; Hendry et al. 2006; Bose et al. 2013) .
To estimate the above parameters, we use the model and database of observations from PP14. The light curves are described by a set of parameters a obtained by least-squares fitting of the data, which also provides the full covariance matrix of our model C a . This allows us to properly propagate uncertainties in a to L pl , M Ni , E exp , and M ej . In this work, we employ a model fit with observational uncertainties rescaled so that the final reduced χ 2 is unity, which increases the values in C a relative to the unadjusted fit and makes our conclusions conservative. We use a subset of the observational sample of PP14 that does not include SN2007od, SN2006bp, and SN2002hh due to reasons mentioned in PP14. In addition, we include a recent Type II-P SN2013am (Zhang et al. 2014 ), which we fit using the publicly available version of our fitting tool 2 . For SN2013am, we find explosion epoch of JD 2456373.0 ± 2.4, total reddening E(B − V ) = 0.81 ± 0.02, and distance modulus 29.2 ± 0.3 mag. For every choice of t pl and t Ni we select a subset of supernovae with data before and after these dates to prevent extrapolation of the model, which gives 19 supernovae for the fiducial choice of t pl and t Ni .
We calculate the covariance matrix C f of f = log(L pl , M Ni , E exp , M ej ) using the standard procedure for 2 http://www.astro.princeton.edu/˜pejcha/iip/ uncertainty propagation
The confidence ellipsoid for f is a quadratic equation in the offsets δf
where ∆χ 2 depends on the desired confidence level and the number of variables. In the subsequent discussion, we will exclusively focus on pairs drawn from f , (f i , f j ), their 2 × 2 covariance submatrix C fi,fj , and the 68.3% confidence leve, where ∆χ 2 . = 2.30 (Press et al. 1992, p. 697) . Equation (6) can be solved for δf by transforming to polar coordinates and varying the polar angle. Note that the off-diagonal elements of C f can be non-zero even if C a is diagonal. We fit the dependencies between supernova parameters with a straight line, optionally allowing for an intrinsic width Σ perpendicular to the relation using the objective functions of Hogg et al. (2010) and obtaining the confidence intervals with MCMC sampler emcee (Foreman-Mackey et al. 2013 ). We will quote 50, 16, and 84 percentiles of the posterior distributions for our best-fit parameters and their confidence intervals.
Quantifying the significance of correlations in the data described by confidence ellipsoids is not straightforward. Instead, we give a quantitative measure of the dynamic range of the data along the best-fit line. We project the parameters and their confidence ellipsoids on the best-fit line and calculate the weighted standard deviation of the data along the best-fit line V and the median uncertainty along the best-fit line W . We define R = V W .
In the case of one-dimensional data, R is measure of the intrinsic scatter, for example, R = 3 would imply approximately 3σ significance of the intrinsic scatter. Here, the information provided by R is complementary to the fitted slope and its uncertainty. Very large values of R together with small relative uncertainty on the slope imply a strong correlation. If the confidence ellipsoids are oriented along the observed correlation and the off-diagonal elements of C f are ignored, R will be artificially higher and the observed correlation will appear stronger.
f occur when the uncertainties are dominated by a single systematic uncertainty σ syst , typically due to the uncertainty in the distance or the extinction 3 . Quantities linearly proportional to L bol such as L pl and M Ni are particularly susceptible. Schematically, the covariance matrix of log(
where σ pl and σ tail are the uncertainties in the observed magnitudes during the plateau and the exponential decay tail. Usually, σ pl , σ tail ≪ σ syst and the confidence ellipsoid is strongly elongated in the direction of the systematic uncertainty. If log L pl and log M Ni are perfectly correlated, neglecting the off-diagonal terms in Equation (8) will imply a value of R that is twice the true value.
In the left panel of Figure 1 , we show the estimates of L pl and M Ni with uncertainties simply represented by the diagonal terms of C f , as is commonly done (e.g. Hamuy 2003; Anderson et al. 2014; Spiro et al. 2014) . We would infer that there is a linear correlation between log L pl and log M Ni with a slope of 1.51
−0.17 and R = 4.2, implying a strong correlation. More importantly, considering only the diagonal terms gives a false impression that all the points are compatible with the best-fit line given their uncertainties. Quantitatively, there is no evidence for intrinsic scatter, with Σ = 0.05 +0.04 −0.04 . When the confidence ellipsoids are properly included as in the right panel of Figure 1 , the picture changes. The confidence ellipsoids are significantly elongated, because of their mutual dependence on distances, as indicated by the arrow 4 . The correlation is noticeably less significant, R = 3.0, although there is no doubt this correlation exists due to sufficient dynamic range of the parameters. More importantly, we discover a considerable intrinsic width of the relation Σ = 0.12 +0.03 −0.02 , which implies a scatter of 0.2 dex in M Ni for a fixed L pl . Furthermore, neglecting the off-diagonal terms or the intrinsic width of the relation can bias the inferred slope (e.g. Tremaine et al. 2002) . Neglecting the off-diagonal terms increases the slope by about 0.19 with a corresponding change in the absolute term. Not accounting for the intrinsic scatter leads to slopes of 1.83 +0.07 −0.06 and 1.56 +0.12 −0.11 for the full and diagonal covariance matrix, respectively.
Since L pl does not have an immediate physical interpretation, we show M Ni as a function of E exp in Figure 2 . The relative position of the majority of the data points remains unchanged when compared to the right panel of Figure 1 , which indicates that L pl is a good proxy for E exp . The E exp -M Ni correlation is less significant with R = 2.8 and 3.7 with the full and diagonal covariance matrix, respectively. The inferred intrinsic width is slightly higher, Σ = 0.14 +0.04 −0.03 or 4 Note that the uncertainties in absolute magnitude and expansion velocity should not be very correlated, unless the velocities were used for an estimate of the distance modulus, in which case there should be a significant correlation.
dex in
The intrinsic width of the E exp -M Ni correlation would be explained if the γ-ray trapping efficiencies A γ varied among supernovae with the same E exp .
Since the exponential decay luminosity is proportional to Chatzopoulos et al. 2012; Nagy et al. 2014) , supernovae with significant γ-ray leakage not only appear fainter but also decay faster (Anderson et al. 2014) , and their light curves diverge from supernovae with full γ-ray trapping over time. Since our sample contains supernovae with decay rates compatible with full trapping (PP14), the 0.25 dex difference in the inferred M Ni at t Ni = 200 days should increase to about 0.7 dex at t Ni = 400 d, if due to γ-ray leakage in some objects.
To test this, we show the weighted standard deviation of the bolometric magnitude difference between the plateau and the exponential tail as a function of t Ni in the left panel of Figure 3 . We see that the bolometric magnitude dispersion increases from 0.37 mag at t Ni = 200 d to 0.45 mag at t Ni = 400 days, much less than what we would expect if some supernovae showed full trapping and some only partial. For the sake of completeness, we show the same quantity but now as a function of t pl in the right panel of Figure 3 . For small t pl , the dispersion is relatively high, presumably due to differences in the properties of the shock-heated ejecta shortly after shock breakout, but for t pl 40 d the dispersion remains approximately constant. We conclude that the intrinsic width of the E exp -M Ni correlation is robust with respect to when exactly are the plateau and exponential decay tail luminosities measured, and that it is not due to variations in the γ-ray leakage.
THE CORRELATION BETWEEN M ej AND Eexp IS WEAK
Correlated uncertainties in f = log(L pl , M Ni , E exp , M ej ) can also occur when some of the vectors ∂f i /∂b are nearly parallel. Equations (3-4) mean that the covariance of log M ej and log E exp is C log Mej,log Eexp C log Mej,log Mej C log Eexp,log Eexp ∼ α · β/(|α||β|),
if the uncertainties in the individual components of b are approximately the same. This is reasonable, because 5 to 10% uncertainties in the distance modulus, plateau duration and expansion velocity are expected. For the α and β from 
Figure 3. Weighted standard deviation of the bolometric magnitude difference between the plateau and the exponential tail are shown with filled circles as function of t Ni (left panel) or t pl (right panel). There is little dependence on t Ni indicating that the different γ-ray trapping efficiencies are not responsible for the intrinsic width seen in Figures 1 and 2 . Open triangles indicate the mean uncertainty of the individual measurements used. Only supernovae with data spanning t pl and t Ni are used. Litvinova & Nadezhin (1985) , we obtain a rather high correlation of 0.94. We find the same nearly-complete degeneracy in the analytic scaling relations of E exp and M ej in Popov (1993) and Kasen & Woosley (2009) . This degeneracy comes the physics of the Type II-Plateau supernova light curves, where higher kinetic energy makes the material transparent earlier, which can be compensated for by increasing ejecta mass to produce approximately the same plateau duration and luminosity (e.g. Arnett 1980; Litvinova & Nadezhin 1985; Kasen & Woosley 2009; Dessart et al. 2010 Dessart et al. , 2013 . As a result, inferences of E exp and M ej will be highly correlated in any technique based on light curves and expansion velocities.
In Figure 4 we show M ej and E exp as inferred for our sample. The uncertainty ellipsoids are elongated along the correlation, as expected. We find a relatively high uncertainty for the slope 2.09
+0.64
−0.46 and a significant intrinsic width to the correlation, Σ = 0.14 +0.04 −0.03 . We find R = 2.0 and 2.3 for the full and diagonal covariance matrix, respectively. This implies that this correlation is rather weak when compared to the correlations between L pl , E exp , and M Ni . When we do not include the two outlying supernovae SN1995ad and SN1980K, we obtain a steeper slope of 2.60 
DISCUSSIONS AND CONCLUSIONS
We show that the correlated uncertainties between parameters derived from supernova light curves and velocities are significant and are oriented along the parameter correlations. As a result, the statistical significance of these correlations is reduced, in particular, the correlation of M ej and E exp is rather weak due to degeneracies inherent to the physics of the light curve (Fig. 4) . Conversely, properly characterizing the uncertainty ellipsoids reveals an intrinsic width to the L pl -M Ni and E exp -M Ni correlations (Figs. 1 and 2 ). Now we explore the astrophysical implications of these findings.
In studies of the neutrino mechanism, most of E exp comes from the neutrino-driven wind emanating from the nascent proto-neutron star (e.g. Scheck et al. 2006; Ugliano et al. 2012; Pejcha & Thompson 2014) . In a simple spherical picture, the evolution of the neutrino-driven wind is determined by the thermodynamic structure of the layers below the ejecta mass cut (Pejcha & Thompson 2014) , while the ejected mass of 56 Ni depends primarily on the mass of the shock-heated ejecta exposed to sufficiently high temperatures (Weaver & Woosley 1980; Woosley 1988; Thielemann et al. 1990 ). The intrinsic scatter in the E exp -M Ni relation therefore implies that the progenitor structure below and above the mass cut cannot be fully described by a single parameter, such as the compactness (O'Connor & Ott 2011 Nakamura et al. 2014; Pejcha & Thompson 2014; Perego et al. 2015) . Using the results of Pejcha & Thompson (2014) , we find a width of 0.10 +0.01 −0.01 dex in their E exp -M Ni correlation, which is consistent with the results presented here. However, theoretical predictions of the correlation slope do not agree with the observations (Ugliano et al. 2012; Pejcha & Thompson 2014) .
Changes in the intrinsic width of the E exp -M Ni correlation as a function of E exp or other parameters can further constrain the explosion physics. For example, the spread in M Ni at constant E exp could be caused by a varying amount of 56 Ni fallback in different progenitors. We would expect that the fallback will be generally less important at higher E exp and the spread of M Ni should thus increase as E exp decreases. In principle, this is testable given a large set of well-observed supernova explosions. New unbiased surveys of bright nearby supernovae such as ASAS-SN (Holoien et al. 2014; Shappee et al. 2014 ) are particularly useful due to feasibility of detailed follow-up observations and the exploration of new parts of the parameter space (e.g., low-metallicity stellar environments).
Contrary to the common picture (e.g. Heger et al. 2003; Nomoto et al. 2006; Utrobin & Chugai 2009 , there is little evidence from neutrino mechanism that the supernova properties such as E exp or M Ni will strongly correlate with the mass of the progenitor (e.g. O'Connor & Ott 2011; Ugliano et al. 2012; Nakamura et al. 2014; Pejcha & Thompson 2014; Perego et al. 2015) , because the ultimate fate of the star and the initiation of the explosion is set by the physics and the thermodynamic structure on the inner ∼ 2.5 M ⊙ of the progenitor, which is not monotonic with the initial mass, metallicity or final hydrogen mass (Sukhbold & Woosley 2014) .
The degeneracy between M ej and E exp can be reduced by modeling finer features in the light curve, however, their proper understanding requires confidence in the underlying physics and considerable effort in its numerical implementation. Nonetheless, any claims about E exp -M ej correlations derived from light curves and velocities need to be substantiated by rigorous uncertainty analysis that consistently include all relevant contributions to the final uncertainty budget, as we have done here.
