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Abstract
In this paper, we study quatization condition of logsymplectic struc-
ture using integrality of such structue on the complement of associated
divisor D.
1 Introduction
The notion of logsymplectic structure taking their origin from particular mero-
morphic forms having at most simple poles along certain divisor D of a giving
complex manifold X. Such forms are amply studies in [1]. Using the notion Lie-
Rinehart algebra, we give the algebraic generalization of such notion. Giving
an K algebra A, and I a non trivial ideal of A, we consider the A-submodule
Derk(log I) of Derk(A) constituted by δ ∈ Derk(A) such that δ(I) ⊂ I. It is
usually called the A-module of derivation logarithmic along I. An element δ is
called principal if for all u ∈ I, δ(u) ∈ uA. We denoted ̂Derk(log I) the subset
of principal elements of Derk(log I). It is a submodule of Derk(log I) closed
under A− module and k− Lie structure of Derk(A). The dual of ̂Derk(log I)
is the A−module Ωk(log I) generated by Ω and the set {
du
u
;u ∈ I − {0}} The
inclusion of ̂Derk(log I) in Derk(log I) induce an algebra Lie-Rinehart struc-
ture on ̂Derk(log I). We can then talk about the notion of Lie-Rinehart Poisson
structure on ̂Derk(log I); it is a 2-form η : ̂Derk(log I)⊗ ̂Derk(log I)→ A such
that dρη = 0; where d is the Chevaley lie-Rinehart differential of ̂Derk(log I). A
lie-Rinehart Poisson structure η is called logsymplectic if it is non degenerated;
in that case, A is called a logsymplectic algebra.
When I designed the ideal of a giving divisor of some complex manifold
X, a Lie-Rinehart-symplectic structure on DerC(log I) correspond to the no-
tion of logsymplectic structure using by R. Goto in [2]. In this particular case
DerC(log I) is equal to DerX(logD).
Recalled that giving a symplectic Lie-Rinehart algebra (L, ρ, η) and a ∈ A,
there is a unique element δa ∈ L such that
iδaη = dρa
Let Lδ = [iδ, dρ]; where [, ] denote the commutator and δ ∈ L,Lδaη = 0. From
unicity of δa, the following bracket is well defined,{a, b} = η(δa, δb). which is
Poisson structure induced by Lie-Rinehart symplectic structure η.When the Lie-
Rinehart symplectic algebra is (Derk(log I), η), the associated Poisson structure
is called logsymplectic Poisson structure.
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Logsymplectic Poisson structure represented a particular case of degenerated
Poisson structure since there are symplectic on the complement of the associated
divisor.
The goal of this paper is to study integral condition of such structure.
According to Izu Vaisman in a Poisson manifold (X,P is prequantization if and
only if there exist vector fieldX and 2-form ω who represented an integrable class
such that P+[X,P ]SC = P
♯(ω); where [−,−]SC is well known Schouten bracket.
We can remark that Vaisman condition presented 2 main difficulties: solve a
partial differential equation in 2 variables P + [X,P ]SC + Y = 0 and compute
the Poisson cohomology class of inverse of Y for a giving solution (X,Y ). Follow
B.Kostant and Soureau, Vaisman condition is equivalent to integral condition
of η in the symplectic case. The integral condition only involve the De Rahm
cohomology class of η. It will be very useful to know how we can change the
Vaisman condition by someone filling integral condition; when we have singular
Poisson structure.
In this paper, we study the case of singular Poisson structure; a logsymplectic
Poisson structure recalled above.
Of it, we change the De Rham cohomology by logarithmic De Rham cohomology
Due to the fact that logsymplectic structure are symplectic on the complement
of the divisorD, we apply integral condition on the complement of D and extend
the corresponding prequantum line bundle to X.
2 Preliminaries
We begin this section by introducing the notion of Lie-Rinehart-Poisson-Logsymplectic
algebra which allow us to give the algebraic definition of logsymplectic struc-
ture. This notion breathe in [12]. It is particular case of Lie-Rinehart-Poisson-
symplectic algebra fully study in algebra and Poisson geometry.
2.1 On Lie-Rinehart Poisson-logsymplectic algebra.
In what follow, A is associative, commutative and unitary k-algebra on a field
k such that car(k) = 0. Let I be a nonzero ideal of A. Derk(A) is the A-
module of derivations on A and Derk(log I) is his submodule constitute by
logarithmic principal derivations along I. We recall that a Lie-Rinehart algebra
is a pair (L, ρ); where L is Lie algebra and ρ : L → Derk(A) is Lie algebras
homomorphism satisfy the following equality.
[l1, al2] = ρ(l1)(a).l2 + a[l1, l2] (1)
It follow from this definition thatDerk(A) endowed with identity is Lie-Rinehart
algebra. In other hand, we can easily prove that the inclusion map ofDerk(log I)
endowed it to the structure of Lie-Rinehart algebra. We can then consider on
Lalt(Derk(log I),A) =
⊕
Z
Lalt
p(Derk(log I),A) the following differential:
(dlogf)(δ0, ..., δp) =
p∑
i=1
(−1)i+1δi.f(δ1, ..., δˆi, ..., δp)
+
∑
i<j
(−1)i+1f([δi, δj ], δ1, ..., δˆi,..., δˆj , ..., δp)
(2)
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As in general case, we have dlog
2
= 0; then corresponding cohomology is called
logarithmic De Rham cohomology. This cohomology is fully study in the frame-
work of algebraic and complex geometry. For example,if I denote the definition
ideal of reduced divisor Y of a complex manifold X , DerC(log I) correspond at
each point x to the OX,x-module of logarithmic vector field introduce in [1]which
is denoted DerX,x(log Y ) and Lalt
p(Derk(log I),A) = ΩpX(log Y ).
Since Derk(log I) is Lie-Rinehart algebra, we can define on the notion of Lie-
Rinehart-Poisson structure. It is 2-cocycle of dlog. Now, we can give the defini-
tion of Lie-Rinehart-Poisson-logsymplectic structure.
Definition 2.1. A lie-Rinehart-Poisson-logsymplectic structure is a pair
(Derk(log I), µ) where µ is a non degenerated 2-cocycle of d
log
As in smooth case, Lie-Rinehart-Poisson-logsymplectic structure induce a
Poisson structure on A. Indeed, since the 2-cocycle µ is non degenerated, its
contraction by logarithmic derivation induce an isomorphism i of A-modules
fromDerk(log I) to its algebraic dualDerk(log I)
∗. So, according to Hochschild-
Konstant-Rosenberg [22], since Derk(A) is submodule of Derk(log I), for all
a ∈ A, dlog(a) ∈ Ωk and Ωk = Derk(A) if and only if A is regular affine algebra
on perfect field k. In this case, we are sure that dlog(a) ∈ Derk(log I)∗ for all
a ∈ A. Then there is an unique δa ∈ Derk(log I) such that:
i(δa)µ = d
log(a). (3)
a is called Hamiltonian of Hamiltonian derivation δa.
For all a, b ∈ A, consider:
{a, b} = −µ(δa, δb) (4)
We have have the following proposition.
Proposition 2.2. Let A be a regular affine algebra on perfect field k endowed
with a Lie-Rinehart-Poisson-logsymplectic structure µ. {a, b} = −µ(δa, δb) is a
well defined logarithmic Poisson structure on A.
The hypotheses of the above proposition is satisfy whenA is the sheaf of holo-
morphic functions on logsymplectic manifold X. Indeed, It is proven it [1] that
the pair {DerX(log Y ),ΩX(log Y )} is reflexive. Then for all f ∈ OX , dlog(f) ∈
ΩX(log Y ) = DerX(log Y )
∗. An then each f ∈ OX is associated to an unique
δf ∈ DerX(log Y ). Therefore, the above bracket is well defined.
More generally, if the pair {Derk(log I),Ωk(log I)} is reflexive, the above propo-
sition is true and besides, for all u ∈ I − 0,
dlogu
u
∈ Ωk(log I) = Derk(log I)∗.
Therefore, there exist an unique δ˜u ∈ Derk(log I) such that iδ˜uµ =
dlogu
u
. In this
case, since I is subset of A, for all u ∈ I there exist δu such that iδuµ = d
logu.
It is easy to prove that δu = uδ˜u. We can then consider the following bracket:
{a, b}sing :=


1
uv
{u, v} if a = u, b = v ∈ I − 0
1
u
{u, b} if a = u ∈ I − 0, b ∈ A− I
{a, b} if a, b ∈ A− I
(5)
We have the following proposition.
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Proposition 2.3. If the pair {Derk(log I),Ωk(log I)} is reflexive then each Lie-
Rinehart-Poisson-Logsymplectic structure on A induce two Lie structure {−,−}
and {−,−}sing such that for all u, v ∈ I − 0,
i) i(δ{u,v}−uvδ{u,v}sing )µ = {u, v}(
dlogu
u
+
dlogv
v
)
ii) {uv, a}sing = {u+ v, a}sing; ∀a ∈ A− I.
iii) {a, b} = δa(b)
iv) [δa, δb] = δ{a,b}
v) δ{u,v} = uv[δ˜u, δ˜v] + {u, v}(δ˜v + δ˜u)
Proof. It straightforward
Let Hlog(A, I) := {δ ∈ Derk(log I); ∃a ∈ A; δ = δa}. According to above
proposition, Hlog(A, I) is sub-Lie-algebra of Derk(log I) and we have the fol-
lowing exact sequence of Lie algebras.
O // k // (A, {−,−})
δ // Hlog(A, I) // 0 (6)
According to Dirac principe of quantization, (A, {−,−}) is quantization if there
exist an representation (H, ϕ) where H is Lie-Rinehart extension of A along
Derk(log I) such that the following diagram commute.
0 // A
f // H
g // Derk(log I) // 0
0 // k //
OO
(A, {−,−})
ϕ
OO
// Hlog(A, I)
OO
// 0
(7)
The morphism ϕ is called quantization formula and it satisfy:
ϕ(as) = ∇v(a)s+ 2iπas (8)
a ∈ A, ∇ is a section of g; and v(a) = {a,−}.
In general, ∇ is only an A-module homomorphism. Obstruction to become Lie-
morphism is measured by cohomology class of an 2-cocycle K∇; it is usually
called curvature of ∇ on H.
When (H, ϕ) exist and ϕ satisfy 8 the triplet (H,∇,K∇) is called prequantum
representation of A. The following paragraph is devoted to the construction of
H when µ := ω is a logsymplectic structure on a even dimensional complex
manifold X with reduced divisor D.
2.2 Logarithmic differential operator.
In this paragraph, (X,ω,D) is logsymplectic manifold. Our stumbles is to
construct a solution (H, ϕ) to the above problem when ϕ is given by (8).
Our construction of H is motivated by the notion of logarithmic connection
which is sufficiently studied in Complex and Algebraic geometry. We will also
denote E a locally free OX -module of rank 1 and D = {h = 0} a divisor of X.
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2.2.1 Logarithmic connection.
The notion of logarithmic connection is original in the work of P. Deligne when
he formulated and proved the theorem establishing a Riemann-Hilbert cor-
respondence between monodromy groups and Fuchsian systems of integrable
partial equations or flat connections on complex manifolds. He also gave a
treatment of the theorem of Griffiths which states that the Gauss-Manin or
Picard-Fuchs systems of of differential equations are regular singular.
Definition 2.4. Let M be OX -module. A connection on M with logarithmic
poles along D is a C-linear homomorphism ∇
∇ :M→ Ω1X(logD)⊗M
that satisfies Leibniz’s identity:
∇(fm) = df.m+ f∇(m) (9)
where d is the exterior derivative over OX .
This is equivalent to a linear map △ : DerX(logD) → End(E) satisfy the
following
△X(fs) = f△Xs+X(f)s (10)
If ∇ is logarithmic connection K∇ will denoted its curvature and the pair
(M,∇) will refer to logarithmic connection on a locally free OX -module of rank
1 M.
Lemma 2.5. If (M,∇) is rank one connection on X , Then for all closed 1-
form τ ∈ H0
(
X,Ω1X(logD)
)
(M,∇+ τ ⊗ id) is a connection with curvature form
K = K∇
Proof. Suppose that ∇ is define by
∇(s) = σ ⊗ s
for a giving nowhere vanish section s
(∇+ τ ⊗ id)(s) = ∇(s) + τ ⊗ s
= σ ⊗ s+ τ ⊗ s
= (σ + τ) ⊗ s
And
(∇+ τ ⊗ id)(fs) = ∇(fs) + τ ⊗ id(fs)
= df ⊗ s+ fσ ⊗ s+ fτ ⊗ s
= df ⊗ s+ f(∇+ τ ⊗ id)s
Let s0 ∈ H0(Ui,M) such that 0 /∈ s0(Ui).
There exist σ ∈ H0(Ui,Ω1X(logD)) such that ∇s0 = σ ⊗ s0. Then K∇ = dσ.
Let p be a point of D and (ziλ) logarithmic coordinate system along D at p.
σ =
r∑
i=1
ai
dziλ
ziλ
+
2n∑
i=r+1
aidz
i
λ (11)
where ai ∈ H0(X,OX). It follow that
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Lemma 2.6. Let D be a normal crossing divisor and α ∈ H0(X,ΩX(logD)).
If dα = 0 then the residue of α is constant on any component of singular locus
of D. Any such form with at least one nonzero residue admits representation
α =
r∑
j=1
αi
dfj
fj
, α1, ..., αr ∈ C (12)
Proof. Let p be a point of D and Uλ an open coordinate neighborhood of p. We
have: α = Res(α)
dhp
hp
+ αreg Where Res(α) is the residue of α. dα = 0 imply
d(Resα) = O, (since Res commute with d). However, From Theorem 2.9 in [1],
Res(Ω1X(logD)) = OX , dRes(α) = 0 imply Resα ∈ C.
Proposition 2.7. K∇ = 0 if and only if σ =
r∑
i=1
ai
dziλ
ziλ
with ai ∈ C
Proof. K∇ = dσ; where σ is the connection one form of ∇. The result is then a
consequence of Lemma 2.6
Definition 2.8. Let (M,∇) and (N , δ) be two connections. An homomorphism
from (M,∇) to (N , δ) is a sheaf homomorphism ϕ : M → N such that the
following diagram commute.
M
ϕ //
∇

N
δ

Ω1X(logD)⊗OX M
// Ω1X(logD)⊗OX N
Definition 2.9. Let (M,∇) be a connection on X∗. A meromorphic prolongation
of (M,∇) is a meromorphic connection (M¯, ∇¯) on X such that the restriction is
an isomorphism.
2.2.2 Module of logarithmic differential operator.
Let A be a commutative ring. For a pair of A-modules M,N we define module
DiffkA(M,N) inductively by putting
1. Diff0A(M,N) = HomA(M,N)
2. DiffkA(M,N) ={
additive maps u :M → N s.t∀a ∈ A au− ua ∈ Diffk−1A (M,N)
}
Elements of DiffkA(M,N) are called k-order differential operator fromM to N.
We note DiffkA(M) for Diff
k
A(M,M).
Replacing M by E , the above definition became;
Definition 2.10. A r-order differential operator on E is a C-linear map ϕ : E → E
such that s 7→ ϕ(fs) − fϕ(s) is an (r-1)-order differential operators on E); for all
f ∈ OX
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In the previous paragraph, we see that each logarithmic connection induce a
morphism△ fromDerX(logD) such that for all f ∈ OX , X ∈ DerX(logD),△X(fs)−
f△X(s) = X(f)s. It follow that △X ∈ End(A) and the map △
f
X : s 7→
△X(fs) − f△X(s) is zero order differential operator on E and △
f
X(h) ∈ hO.
Therefore, for each an unique fh ∈ O such that h−1[△
f
X(h)]s = fhs. In other
words, h−1[△fX(h)] is zero order operator. This motivate the following defini-
tion.
Definition 2.11. A (r)-order differential operator ϕ is logarithmic along D if
s 7→ [ϕ(hs)− hϕ(s)]h−1 is an (r-1)-order differential operators on E .
Notation 2.12. We denote Diff r(E) the set of r-order differential operators
and Diff rlog(E) is the subset of r-order differential operators logarithmic along D
According to what precedes, △X ∈ Diff1log(E); For all X ∈ DerX(logD).
Lemma 2.13. Let ϕ be a first order differential operator logarithmic along D
for all sections f of OX , There exists unique f˜ ∈ OX such that [ϕ(fs)−fϕ(s)] =
mf˜s.
Proof. [s 7→ ϕ(fs) − fϕ(s)] ∈ Diff0log(E) then there exist f˜ ∈ OX such that
[ϕ(fs)−fϕ(s)] = mf˜s. If g is another section of OX such that [ϕ(fs)−fϕ(s)] =
mgs, Then f˜ s = gs for all s ∈ E ; i.e; f˜ = g
Corollary 2.14. If ϕ is a first order operator logarithmic along D then h˜ ∈
hOX
Proof. For all s ∈ E , ϕ(hs) − hϕ(s) = h˜s and there exist g ∈ OX such that
ϕ(hs)− hϕ(s) = hgs. Therefore, (h˜− hg)s = 0 for all s.
It follows that any first order differential operator logarithmic along D, ϕ
gives rise to a map σϕ : OX → OX defined by σϕ(f) = f˜ such that [ϕ(fs) −
fϕ(s)] = f˜ s for all s ∈ E .
Lemma 2.15. For all ϕ ∈ Diff1log(E), σϕ ∈ H
0(X,Der1X(logD))
Proof.
σϕ(f.g)s = ϕ(f(gs)− fgϕ(s)
= σϕ(f)(gs) + fϕ(gs)− fgϕ(s)
= σϕ(f)(gs) + f(ϕ(gs)− gϕ(s))
= (σϕ(f)g + fσϕ(g))s
in other hand, we have;
σϕ(h)s = ϕ(hs)− hϕ(s)
= hmh˜(s)
Then (σϕ(h)− hmh˜)s = 0 for all s
Therefore, σϕ(h) ∈ hOX ; i.e., σϕ ∈ H0(X,Der1X(− logD)).
Proposition 2.16. Diff1log(E) is closed under commutator.
7
Proof. Let ϕ1, ϕ2 be two sections of Diff
1
log(E); We have:
ϕ1ϕ2(fs) = ϕ1
(
fϕ2(s) + f¯
2s
)
= fϕ1(fϕ2(s) + ϕ1(f¯
2s))
= fϕ1 (ϕ2(s)) + f¯
1ϕ2(s) + f¯
2ϕ1(s) + f¯
2
1
s
In the same way, we obtain:
ϕ2ϕ1(fs) = fϕ2 (ϕ1(s)) + f¯
2ϕ1(s) + f¯
1ϕ2(s) + f¯
12s
therefore
ϕ1ϕ2(fs)− ϕ2ϕ1(fs)− f (ϕ1ϕ2 − ϕ2ϕ1) (s) = (f¯2
1
− f¯1
2
)s
In other hand, since ϕ1, ϕ2 are sections of Diff
1
log(E), there exist h1, h2 ∈ OX
such that:
[ϕ2(hs)− hϕ2(s)]
1
h
= h2s and [ϕ1(hs)− hϕ1(s)]
1
h
= h1s
i.e; h¯2 = hh2 and h¯
1 = hh1.
In the same way, there exist h21, h12 ∈ OX such that h¯1
2
= hh12 and h¯
2
1
= hh21.
Therefore,
ϕ1ϕ2(hs)− ϕ2ϕ1(hs)− h (ϕ1ϕ2 − ϕ2ϕ1) (s) = (h¯
21 − h¯1
2
)s = h[h21 − h12]s
Proposition 2.17. Diff1log(E) is a logarithmic Lie-Rinehart algebra.
Proof. According to above results, we have the following map.
Diff1log(E) → DerX(logD)
ϕ 7→ σϕ
For all f ∈ OX , s ∈ E , we have:
σ[ϕ1,ϕ2](f)s = [ϕ1, ϕ2](fs)− f [ϕ1, ϕ2](s)
= ϕ1ϕ2(fs)− ϕ2ϕ1(fs)− fϕ1ϕ2(s) + ϕ2ϕ2(s)
= ϕ1(σϕ2(f)s+ fϕ2(s))− ϕ2(σϕ1(f)s+ fϕ1(s)) − f [ϕ1, ϕ2]s
= ϕ1(σϕ2(f)s) + ϕ1(fϕ2(s))− ϕ2(σϕ1(f)s)− ϕ2(fϕ1(s))− f [ϕ1, ϕ2]s
= σϕ1(σϕ2(f))s+ σϕ2(f)ϕ1(s) + σϕ1(f)ϕ2(s) + fϕ1(ϕ2(s))−
σϕ2(σϕ1(f))s− σϕ1(f)ϕ2(s)− σϕ2(f)ϕ1(s)− fϕ2(ϕ1(s))− f [ϕ1, ϕ2]s
= [σϕ1 , σϕ2 ](f)s
In other hand, for all ϕ1, ϕ2 ∈ Diff1log(E), f ∈ O and s ∈ E we have:
[ϕ1, fϕ2] = ϕ1(fϕ2(s)) − (fϕ2)(ϕ1(s))
= fϕ1(ϕ2(s)) + σϕ1(f)(ϕ2(s)) − fϕ2(ϕ1(s))
= σϕ1(f)(ϕ2(s)) + f [ϕ1, ϕ2]
From above results, we deduce the following exact sequence of Lie-Rinehart
algebras
0 // OX
m // Diff1log(E)
σ // DerX(logD) // 0
Therefore, if we replace in (7) A and k, respectively by OX and C then Dirac
Proceeding of prequantization comes back to determine a locally free rank 1
OX -module E endowed with connection ∇ such that Diff
1
log(E) is faithful rep-
resentation of (OX , ω).
In the following paragraph, we study the obstruction to existence of solution to
this problem.
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3 Prequantization.
Suppose that the logsymplectic manifold (X,ω,D) admit a prequantum repre-
sentation (Diff1log(E),∇,K∇).
For all f, g ∈ H0(X,OX) and s ∈ E ,
ϕ(f)ϕ(g)s = ϕ(f)(ϕ(g)s)
= ϕ(f)[∇v(g)s+ 2πigs]
= ∇v(f)(∇v(g)s+ 2πigs) + 2πi(f∇v(g)s+ 2πifgs)
= ∇v(f)∇v(g)s+ 2πi∇v(f)(gs) + 2πi∇v(g)s− 4π
2fgs
= ∇v(f)∇v(g)s+ 2πi(H(df).g)s+ 2πig∇v(f)s+ 2πif∇v(g)s− 4π
2fg
Changing the role of f and g, we obtain:
ϕ(g)ϕ(f)s = ∇v(g)∇v(f)s+2πi(H(dg).f)s+2πig∇v(g)s+2πig∇v(f)s− 4π
2gfs
Therefore
[ϕ(f), ϕ(g)]s = [∇v(f),∇v(g)]s+ 4πiω(v(f), v(g))s
In other hand,
ϕ({f, g}) = ∇v({f,g})s+ 2πi{f, g}s
= ∇[v(f),v(g)]s+ 2πi{f, g}s
= [∇v(f),∇v(g)]−K∇(v(f), v(g))s + 2πi{f, g}s
= [ϕ(f), ϕ(g)]s+ 2πi{f, g}s−K∇(v(f), v(g))s
It follow that ϕ is prequantum map of (X,ω,D) if and only if
K∇ = 2πiω (13)
Since ω ∈ H0(X,Ω2X(logD)), relation 13 imply that K∇ and then ∇ are
logarithmic forms.
Definition 3.1. We refer to prequantum sheaf on (X,ω,D) a rank 1 connection
(M,∇) satisfy (13)
3.1 Extension of prequantum sheaf.
Our main objective being to determine existence condition of prequantum sheaf
(M,∇) on (X,D, ω) satisfy (13), we intend in a first times to determine in
which case integral condition of ω on X −D could be extended to entire X. Of
cause we shall know in how and when it is possible to prolong connection on
X −D to logarithmic connection on D. First about, we recall the following of
S. Litaka proved in [17].
Proposition 3.2. [17]
Let F be a closed subset of a nonsingular variety X with F 6= X If ω1 and ω2
are rational q−forms such that ω1|X−F = ω2|X−F , then ω1 = ω2
Proposition 3.3. If (N˜ , ∇˜) is extension of a prequantum sheaf (N ,∇) on X∗
(N ,∇) and D a closed reduced divisor of X , then (N˜ , ∇˜) is a prequantum sheaf
of X
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Proof. Since D is a simple normal crossing divisor and (N˜ , ∇˜) is an extension
of (N ,∇) then K∇˜ |X∗= K∇ = 2πiω. The result follows from the proposition
3.2
Corollary 3.4. If (N˜ , ∇˜) is extension of prequantum sheaf of X∗ (N ,∇) and
D is simple normal crossing, then there exists strictly close logarithmic form τ
such that σ˜ = σ + τ
Proof. From Proposition 3.3, we have; d(σ − σ0) = 0.
The existence of τ follow from lemma 2.6.
Lemma 3.5. Let (N ,∇0,K∇0) be a sheaf of locally free OX∗-module of rank
1. If (M,∇,K∇) be a sheaf of locally free OX-module of rank 1 such that
∇ = ∇0 + τ ⊗ id, with τ a close logarithmic 1-form, then (M,∇,K∇) is pre-
quantum sheaf of (X,ω,D) if and only if
K∇0 = 2πiω
Proof. The prequantum map 13 become
ˆ: OX → EndC(E)
fˆs = v(f).τ ⊗ s+∇0s+ 2πifs
(14)
And we have by simple calculation
fˆ(gˆs) = v(g)τv(f)τs + v(f)τ∇0v(g)s+ v(g)v(f)τs + 2πigv(f)τs+ v(g)τ∇
0
v(f)s+
νv(g)∇
0
v(f)s+ 2iπg∇
0
v(f)s+ 2iπv(g)τfs+ 2iπf∇
0
v(g)s+ 2iπv(g)fs− 4π
2gfs
and
gˆ(fˆ s) = v(f)τv(g)τs + v(g)τ∇0v(f)s+ v(f)v(g)τs + 2πifv(g)τs+ v(f)τ∇
0
v(g)s+
∇0v(f)∇
0
v(g)s+ 2iπf∇
0
v(g)s+ 2iπv(f)τgs+ 2iπf∇
0
v(f)s+ 2iπv(f)gs− 4π
2fgs
then
[fˆ , gˆ]s = [∇0v(f),∇
0
v(g)]s+ [v(f), v(g)]τs + 4iπω(v(f), v(g))
in other hand,
ˆ{f, g} = [∇0v(f),∇
0
v(g)]s−K∇0(v(f), v(g))s + [v(f), v(g)]τs+ 2iπω(v(f), v(g))
Now, we can give the main theorem of this section.
Theorem 3.6. Let (X,D, ω) be a log symplectic manifold such that:
1. D is closed reduced divisor of X
2. X −D is even dimensional complex sub manifold of X
3. integral of ω in all closed connected surface of X −D is integers multiple
of 2πi Then the the symplectic manifold (X −D,ω) is prequantizable and
if its prequantum connection spreads on X, the (X,D, ω) is prequantizable.
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Proof. Since (X −D,ω) is symplectic manifold, condition 3. of Theorem is B.
Kostant quantization condition. If the prequantique sheaf of (X−D,ω) spreads
on X, their associated curvature coincided on X −D. An then it follow from
(3.2) that their are equal.
It follow from above result that prequantization of X − D informe us on
the on of X . Since (X − D,ω) is symplectic, it is prequantizable if and only
if the cohomology class [ω] ∈ H2(X − D,C) live in i∗(H
2(X − D,Z)). We
shall be careful on the fat that Obstruction coming from logarithmic De Rham
cohomology and not from De Rham cohomology of X − D. In general the
two cohomology are not equal. We need the Logarithmic Comparison Theorem
before use only cohomology of X −D. Nowadays, it is prove that if the divisor
D is locally quasi-homogeny and free, the cohomology of logarithmic De Rham
complex is equal to the De Rham cohomology of the complement of divisor.
If we suppose that D is closed and locally quasi-homogeny, then the X −D is
prequantization if the cohomology class of ω in X−D is integer. We can deduce
the following proposition.
Corollary 3.7. If D is close, locally quasi-homogeny and free, if the de Rham
cohomology class of ω on X−D is integral, then there exist a prequantum sheaf
on X −D. Besides, if prequantum connection on X −D extending on X, then
(X,D, ω) heve prequantum sheaf.
We remark that the problem of extending connection is fundamental in our
approach. In the following paragraph, we will study the case where D is a
Normal Crossing Divisor.
3.2 The normal Crossing Divisor Case.
Thoughout this section X denotes connected complex analytic compact mani-
fold of dimension 2n and D =
s∑
i=1
viDi an effective normal crossing divisor on X,
i.e. an effective divisor locally with nonsingular components meeting transver-
sally; ω is a logsymplectic structure on X. Using main result of P.Deligne and
B.Malgrange about extension of connection on X − D we prove the sufficient
condition of prequantization of (X,D, ω).
First about, we recall the notion of extension of connection.
Definition 3.8. If (M,∇) is connection on X − D, we called meromorphic
extension of M and OX [D]-coherent module M˜ provided with isomorphism
M˜|X−D =M
Thanks to Hilbert Nullstellensatz Theorem, B. Malgrange prove in [23] the
following Lemma.
Lemma 3.9. [23] A coherent OX [D]-module M whose support is contained in
D is trivial.
It follow that extension of connection (M,∇) when it exist it is unique.
Therefore, If (X−D,ω) is symplectic manifold, then the prequantum connection
of (X,D, ω). The following P.Deligne Theorem assure the existence of extension
of each connection on X −D when D is normal crossing divisor on X.
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Theorem 3.10. [23] Let D be a divisor with normal crossing of X, and (M,∇)
aconnection on X −D. There exists a free extension (G,△) of (M,∇) on X,
unique up unique isomorphism such that
1. ∇ has logarithmic pole with respect to G
2. The eigenvalues of the residues of ∇ with respect to G belong to the image
of τ the section of C→ C/Z
We can then state the main theorem of this section.
Theorem 3.11. Let (X,D, ω) be a log symplectic manifold such that:
1. D is normal crossing divisor of X
2. X −D is even dimensional complex sub manifold of X
3. integral of ω in all closed connected surface of X −D is integers multiple
of 2πi Then (X,D, ω) is prequantizable.
when it exist is unique. According to above results, if extension of each
connection on X −D exist, then existence of prequantum connection on X −D
imply that of X. Since the unique extension of prequantum connection (M,∇)
on X −D will agree on X −D with (M,∇).
Example 3.12. If ω is exact, then (X,ω,D) is prequantizable.
Proof. If ω is exact, then [ω] ∈ H2(X−D,C) is interger. Therefore the Kostant
theorem imply that there exist integrable connection (N ,∇) on X∗ and from
Deligne theorem, (N ,∇) extend to (N˜ , ∇˜) where the ∇˜) is integrable logarith-
mic connection on X.
4 Lie algebroid formalism
Definition 4.1. [7] A Lie Algebroid on X is an OX-module L equipped with a
Lie algebra bracket [., .] and an OX-linear morphism of Lie algebras ρ : L→ TX
such that for l1, l2 ∈ OX one has
[l1, f l2] = f [l1, l2] + ρ(l1)(f)l2 (15)
ρ is called anchor.
We remark that Lie-Rinehart algebra is Lie-algebroid on affine scheme.
There exists many examples of Lie-algebroid in literature:
Example 4.2. 1. Let X be a smooth scheme. Then sheaf TX of tangent
vector fields is Lie- algebroid with anchor IdTX .
2. Any real Lie-algebra g is Lie-algebroid on X = {•} the associated anchor
is zero map.
3. Let (X,D) be a logarithmic manifold. The sheaf TX(− logD) of logarith-
mic vector fields endowed with the inclusion morphism TX(− logD) →֒ TX
The notion of module on Lie-Rinehart algebra is generalize by
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Definition 4.3. [7] Let (L, ρ, [., .]) be a Lie-algebroid An L-module is an OX -
module M equipped with Lie action; ω : L→ EndOX (M) which is a homomor-
phism of Lie-algebra; such that for all f ∈ OX , l ∈ L and x ∈M :
1. (ω(fl))(x) = f((ω(l))(x))
2. (ω(l))(fx) = ρ(l)(f)x+ (ω(fl))(x)
To simplify the notation we will denoted (ω(l))(x) = l(x)
Definition 4.4. Let (L, ρ, [., .]) be a Lie-algebroid. Universal objet of L is a
sheaf of OX-algebras U(L) equipped with a morphism iOX : OX → U(L) of OX -
algebras and a morphism iL : L → U(L) of Lie-algebras having the following
properties
[iL(l), iOX (x)] = iOX (l(x)) iOX (f)iL(l) = iL(fl) (16)
and (U(L), iOX , iL) is universal among triplet (V, α, β) satisfy 16.
The notion of universal enveloping algebra of Lie-algebroid is very useful
when we define Poisson cohomology in the framework of Algebraic Geometry,
we refer the reader to [7] for more explanation.
Another notion that we need is extension of lie-algebroid.
Definition 4.5. Let L be Lie-algebroid on X. An extension of L by and OX -
module F is an exact sequence of Lie-algebroids
0 // F
i // E
π // L // 0 (17)
where E is Abelian Lie-algebroid.
Many notion are related to Lie-algebroid extension. For example:
A transverse of an extension of Lie-algebroid L is a morphism of OX -modules
χ : L→ E such that π ◦ χ.
A back-transverse of an extension of Lie-algebroid is a morphism ofOX -modules
λ : E → L′ such that λ ◦ i = IdE
A transverse is flat if it homomorphism of Lie-algebroid.
Proposition 4.6. There is one to one correspondence between the transverses
χ and back-transverses λ giving by
i ◦ λ+ χ ◦ π = IdE such that λ ◦ χ = 0 (18)
Proof. It is an adaptation of proof in the smooth case.
When π is a submersion one to of fiber bundles,transverse all way exist
and the choice of the transverse determine an isomorphism E ⋍ F
⊕
L. The
following proposition is an generalization of Proposition 2.13 (see [12])
Proposition 4.7. For any Lie-algebroid L and an OX-module locally free E ,
there is up to congruence extensions at most one extension of L by EndOX (E)
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Proof. Let (L, [−,−]ρ, ρ) be an Lie algebroide on X and M an OX -module.
Define on EndC(M)⊕ L the following bracket
[(β, l), (β′, l′)] = (ββ′ − β′β, [l, l′]ρ) (19)
For each open subset U of X define
Γ(U,A(M)) = {(β, l) ∈ EndC(M)⊕ L, β(fm) = ρ(l)(f)m+ fβ(m)}.
A, is a sheaf of OX-module
Indeed, for all f ∈ OX , (β, l) ∈ A(M). Define f(β, l) := (fβ, f l).
Since
fβ(gm) = f(β(gm))
= f(ρ(l)(g)m+ gβ(m))
= fρ(l)(g)m+ fgβ(m)
= ρ(fl)(g)m+ fgβ(m)
= ρ(fl)(g)m+ g((fβ)(m))
Then f(β, l) ∈ A(M).
A, is a Lie algebroid.
Indeed, let (β, l), (β′, l′) ∈ A(M).
We have:
ββ′(fm) = β(β(fm))
= β(ρ(l′)(f)m+ fβ′(m))
= β(ρ(l′)(f)m) + β(fβ′(m))
= β(ρ(l′)(f)m) + ρ(l)(f)β′(m) + f(ββ′(m))
= ρ(l)(ρ(l′)(f))m+ ρ(l′)(f)(β(m)) + ρ(l)(f)β′(m) + f(ββ′(m))
In the same manner, we obtain
β′β(fm) = ρ(l′)(ρ(l)(f))m+ ρ(l)(f)(β′(m)) + ρ(l′)(f)β(m) + f(β′β(m))
Then [β, β′](fm) = (ρ[l, l′]ρ(f))m+ f([β, β
′](m)).
Therefore, [(β, l), (β′, l′)] = (ββ′ − β′β, [l, l′]ρ) ∈ A(M)
Leibniz property
Let (β, l), (β′, l′) ∈ A(M), f ∈ OX . [(β, l), f(β′, l′)] = (βfβ′ − fβ′β, [l, f l′]ρ).
We have β(fβ′)(m)− (fβ′)β(m) = ρ(l)(f)β′(m) + f(ββ′(m)− β′β(m)).
Then β(fβ′)− (fβ′)β = ρ(l)(f)β′ + f [β, β′].
Then (βfβ′ − fβ′β, [l, f l′]ρ) = ρ(l)(f)(β′, l′) + f()[β, β′], [l, l′]ρ.
Therefore the Lie Leibniz property is satisfy we anchor Φ(β, l) = ρ(l).
Proposition 4.8. 1. For all (β, l) ∈ A(M), β ∈ Diff1(M)
2. If L = Der(− logD) then β ∈ Diff1log(M)
3. the map ϕ((β, l)) = β is Lie-algebroid homomorphism
Proof. 1. Let (β, l) ∈ A(M). β(fs) = (ρ(l)(f))s+ f(β(s))
Then β(fs)− f(β(s)) = (ρ(l)(f))s
Therefore β ∈ Diff1(M)
2. Suppose that L = Der(−logD), then ρ(l) ∈ Der(−logD) and then ρ(l)(h) ∈
hOX for all l ∈ Der(−logD).
Therefore [β(fs)− f(β(s))]h−1 ∈ OX
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3. consider the map
ϕ : A(M) → Diff1(M)
(β, l) 7→ β
ϕ is an homomorphism of Lie-algebroids.
Indeed for all (β, l) ∈ A(M), s ∈M;
σ ◦ ϕ((β, l))(f)(s) = σϕ(β,l)(f)(s)
= σβ(f)(s)
= β(fs)− fβ(s)
= (ρ(l)(f))(s)
= (Φ(β, l)(f))(s)
then σ ◦ ϕ = Φ where Φ(β, l) = ρ(l)
Corollary 4.9. For all OX-module locally free of rang 1,M, Diff1log(M),Alog(M) ∈
Ext1(OX , Der(− logD))
Proof. It follow from the five lemma and above corollary.
It follows from this proposition that giving a complex line bundle L on a
logarithmic manifold (X,D), There exist up to congruence of extensions at
most one extension of the Lie algebroid TX(− logD)
Corollary 4.10. For all OX-module locally free of rank one L there exist an
exact sequence of Lie algebras
0 // End(Γ(E))
i // Alog(E)
π // Der(− logD) // 0 (20)
Therefore, we have the following definition
Definition 4.11. An extension Alog(E) of Der(− logD) giving by relation (20)
is called Atiyah logarithmic algebroid of the invertible sheaf E .
The existence of Alog(E) allowed us to think about representation of logsym-
plectic Poisson algebra (OX , ω) by Alog(E).
In this case prequantum representation shall commuted the following diagram.
0 // OX // Alog(E) // Der(− logD) // 0
0 // C //
OO
(OX , ω)
Q
OO
// Ham(X)
OO
// 0
(21)
Lemma 4.12. Let ∇ : Der(logD)→ End(M) be a logarithmic connection on
M. For all δ ∈ Der(− logD)
1. σ∇δ = δ
2. For all ϕ ∈ Alog(M),∇σϕ − ϕ ∈ ker(σ) ⋍ OX
Proof. Let ∇ be a logarithmic connection on M and δ ∈ Der(− logD).
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1. ∇δ(fs) = f∇δs+ δ(f)s; i.e. δ(f)s = ∇δ(fs)− f∇δs.
Therefore, there exist g ∈ OX such that [∇δ(hs) − h∇δs]h−1 = gs; i.e.
∇δ ∈ AlogD(M) we can compute its image by σ. We have:
=
σ∇δ (f)(s) = ∇δ(fs)− f∇δs
= (δ(f))s ∀f ∈ OX , s ∈M
Then σ∇δ = δ
2. ∀ϕ ∈ Alog(M),
σ∇σϕ (f)(s) = ∇σϕ(fs)− f∇σϕs
= f∇σϕs+ (σϕ(f))s− f∇σϕs
= (σϕ(f))s
i.e., σ∇σϕ (f)(s) = σϕ(f)s∀f ∈ OX , s ∈M
i.e., σ∇σϕ − σϕ = 0
i.e., σ∇σϕ−ϕ = 0
i.e., ∇σϕ − ϕ ∈ ker(σ)
It follow that there exist m(ϕ) ∈ OX such that
ϕ = ∇σϕ +m(ϕ) (22)
Lemma 4.13. Let ω be a logsymplectic form on X, the following morphism
Der(− logD)→ Ω1X(logD) by δ 7→ iδω is an isomorphism if D is free.
It follow from this lemma that ∀f ∈ OX there exist δf ∈ DerX(− logD)
such that iδfω = df
Lemma 4.14. There exist a map λ : (OX , ω) → Alog(M) who commute the
following diagram
(OX , ω)
γ

λ // Alog(M)
σ
wwooo
o
o
o
o
o
o
o
o
Der(− logD)
Proof. For all f ∈ OX since σ is onto, it admit a section τ such that σ ◦ τ = Id
we denoted λ = τ ◦ γ
For all f ∈ OX , λf satisfy equation (22) i.e. λf = ∇σλf +m(f) where we
have replaced m(λf ) by m(f).
Corollary 4.15. m is OX-linear on M
Proof. We have
λf (gs) = ∇σλf (gs) +m(f)(gs)
= g∇σλf s+ σλf (g)s+m(f)(gs)
λf (gs)− gλf (s) = g∇σλf s+ σλf (g)s+m(f)(gs)− g∇σλf s+ gσλf
λf (gs)− gλf (s) = σλf (g)(s) + (m(f))(gs) − g(m(f))(s)
ı.e.(m(f))(gs)− g(m(f))(s) = 0
16
Corollary 4.16. 1. The map Q in diagram (21) Q : (OX , ω) → Alog(M)
have the form Q(f) = ∇δf + αm(f) for some constant α
2. Q(f) = ∇δf + αm(f) is prequantization representation if and only if m :
(OX , ω)→ (OX , ω) is C-linear and for any f, g ∈ (OX , ω) and
K∇(δf , δg)
α
= δgm(f)− δfm(g) +m{f, g} (23)
Let us recall that the Poisson structure {−,−}ω induced by ω induce on
OX a structure of OX -module defining by f.g := δf .g = {f, g}. So, we can
consider the cohomology of the complex Lalt∗log(OX) =
∞∑
k=0
Laltklog(OX) where
Laltklog(OX) = {m : OX × ... × OX → OX alternating multilinear}
the associated differential is : dlogm(f0, ..., fr) =
k∑
k=0
fkm(f0, ..., fˆk, ..., fr) +
r∑
k≤j
m({fk, fj}, f0, ..., fˆk, ..., fˆj , ..., fr) and fm(g) := {f,m(g)} Moreover, any
logarithmic r-form η ∈ Ωr(logD) define a r-cochain Kη ∈ Laltrlog(OX) via
Kη(f1, ..., fr) := η(δf1 , ..., δfr )
It follow that m is 1-cochaine and the condition that Q be a representation then
becomes
dlogm(f, g) = αKK∇(f, g) (24)
Proposition 4.17. The map K : Ω∗(logD) → Lalt∗log(OX) η 7→ Kη preserves
the wedge product and is an injection of cochain complex when D is free
before giving the integrally condition of ω, we shall first recall the following
useful notions
Definition 4.18. 1. The polynomial h(z1, ..., zn) =
∑
ai1...inz
i1 ...zin ∈ OCn
is weighted homogeneous if there exist positive integer weights w1, ..., wn
such that h(zw11 , ..., z
wn
n ) is homogeneous.
2. The divisor D ⊂ X is locally quasi-homogeneous if for all x ∈ D there
are local coordinates on X, centered at x, with respect to which D has a
weighted homogeneous defining equation.
Proposition 4.19. [21] Let D be a strongly quasihomogeneous free divisor in
the complex manifold X, let U be the complement of D in X, and let j : U →
X be inclusion. Then the natural morphism from the complex Ω∗X(logD) of
differential forms with logarithmic poles along D to Rj∗C is quasi-isomorphism.
Example 4.20.
1. Let X = C3 and D the divisor of X defined by the equation
xy(x+ y)((x− 2)x+ y) = 0,
DerX(− logD) has free basis {δ1, δ2, δ3}
δ1 = x∂x + y∂y
δ2 = ((z − 2)x+ y)∂z
δ3 = x
2∂x − y2∂y − (z − 2)(x + y)∂z. Each δi is logarithmic vector
field and the determinant of their coefficients is reduced equation of D.
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It follow from K.Saito theorem that the system (δ1, δ2, δ2) is a basis of
Der(− logD). Therefore,D is free. Since no linear combination of (δ1, δ2, δ2)
has non-singular linear part, D can not be quasihomogeneous.
2. All normal crossing divisor is locally quasihomogeneous.
It follow from 4.19 that and Grothendieck’s Comparison Theorem that Coho-
mology of X − D compute the one of the complex (Ω∗X(logD), d). We denote
H∗dR log(X) the cohomology of the complex (Ω
∗
X(logD), d)
Let X be a complex analytic space, F a coherent sheaf on X. Denote by
Gk(F) := {m ∈ X ; profmF ≤ k}.
We saying that the sheaf
F satisfy the condition (sk) if
dimGk(F) ≤ k − 2
Theorem 4.21. If D is zero dimensional locally homogeneous free divisor of X
and if the De Rham cohomology class of ω on X−D live in i∗(H2(X−D),Z) then
(X,ω) have prequantum bundle if the associated prequantum bundle of X −D
satisfy the condition (s2)
Proof. Since the De Rham cohomology class of ω on X−D live in i∗(H2(X−D),
it follow from B.Kostant in [[16]] that there exist a rank one locally free OX−D-
module F such that the curvature satisfy the equation24 with α = −2πi. If F
satisfy the condition (s2) and D is zero dimensional analytic divisor of X, then
according to Trautmann Theorem that F there exist an unique analytic coherent
sheaf F˜ on X extending F . Since the curvature of F coincide on X −D with
curvature of F˜ it follow from Proposition 3.2 and to the Logarithmic Comparison
Theorem that F˜ is prequantum sheaf of X
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