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Abstract 
A new numerical integration scheme for the simulation of differential-algebraic equations is presented. In the context of 
the computer-aided design of electronic ircuits, the modeling of highly oscillatory circuits leads to oscillatory differential- 
algebraic equations. Standard schemes can solve these equations neither efficiently nor reliably. To overcome the problems 
of classical numerical methods, the new discretization scheme is based on the principle of coherence due to Hersch 
in combination with a multistep approach. A Fortran77 implementation f the presented integration scheme reduces the 
simulation time for a quartz-controlled oscillator to about 2% compared with standard methods. Therefore, it is a useful 
tool for the design of highly oscillatory circuits. 
Keywords." Differential-algebraic equation; Index; Circuit simulation; Weierstrass-Kronecker canonical form; Oscillatory 
solutions; Multistep method 
AMS classification: 65L05; 65L06 
I. Introduction 
Circuit simulation is a standard task for the computer-aided esign of electronic circuits. From 
a mathematical point of view, an electronic circuit consists of the characteristic element equations 
for the devices (resistor, MOSFET, etc.) and the device parameters. By means of the modified 
nodal analysis (MNA) [10] these element equations are directly inserted into Kirchhoff's current law 
which is applied for every node except ground. Additionally, the equations for the branch currents 
which have no simple admittance form have to be considered. This yields the following system of 
differential-algebraic equations (DAEs) :  
CYc(t) + Bx(t) --- f ( t ,x ( t ) ) ,  (1) 
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where x : R ---. ~" denotes the vector of the nodal voltages, possibly extended by the branch currents 
through voltage-defining elements. C E ~n×n represents the 'capacitance' matrix (usually singular), 
B E ~n×n the 'conductance' matrix and f : ~ x ~n ~ •" assembles the nonlinear parts of the circuit 
and the independent sources. 
It is important o note that the matrices C and B and the right-hand side f ( t ,x )  depend only 
on the circuit under investigation and the models used, they do not arise from a linearization of 
a nonlinear DAE. In a computer-aided design approach for circuit simulation, it is not possible to 
change this decoupling of the DAE. Therefore, we assume in the following given matrices C and B 
which can not be altered. 
From a mathematical point of view, the transient analysis - i.e., the solution of Eq. (1) - is 
well-understood for most circuits. For highly oscillatory circuits, however, solving the DAEs with 
standard integration schemes (like DASSL [2]) raises several problems. In order to get a reliable 
approximation for the exact solution of the DAE, the standard schemes have to use very small step 
sizes in comparison with the integration interval. This holds even for f ( t ,x ( t ) )  = O, as the waveform 
of the solution has to be approximated by polynomials and this requires at least some integrations 
steps per period. The integration scheme presented here allows for this special case unlimited step 
sizes and is able to jump over several periods without loss of accuracy. Similar properties hold for 
'small' f ( t ,x( t ) ) .  
Besides this inefficiency, standard methods are not reliable for the integration of highly oscilla- 
tory systems: as the error control is based on polynomials, it can not adequately approximate the 
trigonometric characteristics of the oscillations. 
Many authors have developed efficient numerical integration schemes for oscillatory ordinary dif- 
ferential equations (ODEs). Most of the methods deal with the special second order ODE x"(t) 
=f ( t ,x ( t ) ) ,  cf. [1, 9, 12]. However, there are no established methods for oscillatory first order 
ODEs. This becomes even worse, if oscillatory DAEs have to be solved. 
To cope with this problem a new integration scheme is presented in this paper. In Section 2 the 
DAE (1) will be examined in an analytical way. We discuss the index concept arising by DAEs, 
the simultaneous matrix decomposition of the matrix pair (C,B), and we present he exact solution 
for a homogeneous DAE and for DAEs with polynomial right-hand sides f ( t ,x( t ) ) .  According 
to the principle of coherence stated at the end of Section 2, we will develop and investigate the 
efficient integration scheme MUNICH in Section 3. The last section shows the efficiency of MUNICH 
simulating a quartz-controlled oscillator for a PLL circuit which is a part of a Siemens ISDN Echo 
Cancel Chip. 
2. Analysis of the DAE 
The difficulties of the numerical treatment of DAEs can be characterized by the index of the DAE. 
The index concept can be defined in the following way [2]: 
Definition 1. The equation 
F(t ,x(t) ,2(t))  = O, 
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with x : ~ ~ ~" and F : ~ × ~n × ~, __~ ~,, has differential index di, if di is the minimal number 
of analytical derivatives 
dF( t,x,k ) ddiF( t,x,~c ) 
F(t,x, ic) = O, dt - -  0 . . . . .  d td i  - -  O, (2) 
such that (2) can be transformed into an explicit ordinary differential equation (ODE) 
~(t) ---- H(t,x(t)), 
with H : ~ × ~" --~ ~", by algebraic manipulations. 
For most of the circuit models the index is 1 or 2. In the following, we assume a unique solution 
of Eq. (1) which holds for all reasonable circuits. 
For the construction of an efficient integration scheme, Eq. (1) has to be analyzed in detail. The 
next theorem (cf. [3]) is the base for the following investigations: 
Theorem 2. I f  the matrix pencil {2. C +B,  2EC} is regular (i.e., det(2C + B)~0) ,  then the 
so-called WKCF-decomposition ( Weierstrass-Kronecker canonical form) 
0 p- l  
.= Co 
exists with identity matrices I,~ and I,o of  dimension nd × nd and na x na, resp., with nd -}- na = n. 
P, Q E R n×n denote regular matrices, N E ~n,,×,,, is a nilpotent matrix and 
('o" o) J ---- Nj  E ~nj x ha, 
with a regular submatrix Rj and a nilpotent submatrix Nj. 
If Eq. (1) has differential index 1 and f ( t ,x ( t ) ) - - f ( t )  then N = 0n,×n,,. In this case, the WKCF 
can be calculated with small effort with a procedure [ 11 ] which was implemented with the computer- 
algebra system Maple [4]. 
For the construction of the new integration scheme, the exact solutions of certain test equations 
are needed. With the WKCF of the matrix pair (C,B), the analytical solutions x(h) and x (g) (i E N0) 
of the DAE for the right-hand side f(t,x(t))=_ 0 and f ( t ,x ( t ) )= ~t i, resp., with ~ := (1 . . . . .  1) T, can 
be written in the following way: 
x~h)(t) = Q e -x't 
0 
Q-lxo, 
x~')(t) ~x~h)(t) 
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+ Q diag 
I (_ l)Ji!s,_ / ] /e-R/ eRj~-~)=o(R~-, )]+l s=' 
(i--j)! J s=to 
e -NJtX-~m-I , [ s,+i+, ]s=t 
~j=o NJ L j!(j+i+l-------Sjs=to 
~ min( i ,  l - -  1 )Nj (- 1 ) t i ! t  ' - )  j=O (i--j)! 
P~, 
with m = range Nj and l = range N. 
Besides the exact integration for polynomial right-hand sides, which is similar to classical multistep 
methods, the exact integration of the homogeneous DAE reflects the Principle of Coherence. Hersch 
[8] formulated this principle as "Successive approximations should not contradict each other." The 
meaning of this is best shown in an example. Consider the initial-value problem ~?(t) + Bx(t) = O, 
X(to) =~(t0), t E [to, 6]. With the increment function ~(h) and step size h := ~( t l -  to) we yield two 
numerical approximations ~(6 ): 
step size 2h: x(6) = ~(2h)~(t0), 
step size h: ~(t~ ) = ~(h)fc(to + h) = ~2(h) .~( t0 ) .  
According to the principle of coherence, these approximations should be equal, leading to the con- 
dition • 2(h)= ,I~(2h). Therefore, ~(h)= exp(-Bh) holds for a coherent integration scheme. 
Remark. Another interpretation of the principle of coherence is that the numerical scheme is exact 
for an arbitrary but fixed homogeneous test equation. This test equation can be rather complicated 
as long as an analytical solution can be provided. 
3. Construction of an efficient integration scheme 
In order to solve Eq. (1), the principle of coherence is combined with the standard multistep 
ansatz for k + 1 function evaluations, k E ~0, 
k 
~k(h) "x,+k + ~k-l(h) • x,+k-i = h" ~ rii(h)" f(t,+i-s,X,+i-s), (3) 
i=0 
where ~-l(h),~k(h) E R "×" and rio(h),...,rik(h) E ~"×", resp., denote the coefficients of the integra- 
tion scheme, h > 0 denotes the step size. Xv, v E t~, denotes the numerical approximation for the exact 
solution x(tv) at the discrete timestep tv := to + v • h. s = 0 defines an implicit and s = 1 an explicit 
integration scheme. The Principle of Coherence is reflected by the computation of the coefficients 
~- l (h )  and ~k(h) in such a way, that the scheme integrates the homogeneous part of (1) exactly. 
The remaining coefficients rio(h),... ,rik(h) are calculated as in standard approaches, i.e., the DAE 
(1) with a polynomial right-hand side f ( t ,x ( t ) )= 11. t g, where O<<.i<~k, will be integrated exactly. 
By using the WKCF of the matrix pair (C,B) and assuming equidistant step size h = t,+l - t,, this 
approach leads in the case of DAE (1) with differential index 1 to the following integration scheme 
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for k + 1 function evaluations: 
X,-tk = e ($++) Q-ixn+k-i 
. , 
=-Xl-,(h) 
83 
+ h 2 Q (w) P f(tn+i--s,Xn+i--s 1, 
i=O / 
=/h(h) 
where Mh> = 4, Pi,& h) is a power series in J and h, and Pi,a(ln,,h) is a linear function in I,,,, 
and l/h [l I]. In the following, the presented integration scheme will be called MUNICH (multistep 
method for the numerical solution of index 1 DAEs evaluating the principle of coherence due to 
Hersch). In the case of 2 function evaluations we get 
for an explicit scheme, and 
Do(h) = Q 
b(h) = Q 
for an implicit scheme. 
Next, we analyze MUNICH with respect to its consistence, stability, convergence, and its suitability 
to solve stiff and highly oscillatory DAEs. It is possible to exploit some well-known definitions and 
theorems from classical numerical analysis. 
Definition 3 (Consistency). The linear multistep method 
kis 
C ai&+i-s = h 6 bif(tn+i-s,xn+i-sl 
i=O i=O 
is called consistent of order p, if 
kis 
2(x, t, h) := C aix(t + (i - s)h) - h 2 bii(t + (i - s)h) = 6(hPf1) 
i=O i=O 
holds for all sufficiently regular functions x(t). 
(4) 
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Theorem 4. For k > 0 the implicit and the explicit discretization scheme MUNICH is consistent 
of  order k + 1. For k = 0 the differential part of  MUNICH is consistent. 
Proof. 
• The first thing to do is to identify the operator ~ and the numerical integration scheme (3) with 
the help of  f ( t ,x )  = C2 + Bx. This is in the implicit case done by 
ai := - hfli(h)B for i = 0,. . .  ,k - 2, 
ai :=~i(h) - hfli(h)B for i=  k - 1,k, 
bi := fli(h)C for i = 0 . . . . .  k, 
and in the explicit case by 
ai :=  -hfli+l(h)B for i = 0 , . . . , k -  1, 
ak := ~k-l(h) - h~k(h)B, ak+l := ~k(h), 
bi :=  fli(h)C for i = 0 . . . .  ,k. 
• To prove the order of consistence k we use the following theorem (cf. [7, p. 370]) in combination 
with the transformations mentioned above and the fact that the integration scheme is exact for the 
right-hand side of  the polynomial f ( t ,x ( t ) )  = lit ~ with i = 0, . . . ,  k. 
Theorem. The multistep method (4) /s at least of  consistence order p, iff 
k+s k+s k 
Za i=O and Za i ( i - s )q=qZb i ( i - s )q - I  
i=0 i=0 i=0 
for q= 1,. . . ,p.  
• To verify that the order of consistence is k ÷ 1, it can be shown that the coherent multistep scheme 
with k + 1 function evaluations is exact even for the polynomial right-hand side f ( t ,x ( t ) )  = llt k+~ 
of degree k + 1 (the exactness for polynomials of degree 0 to k is automatically fulfilled due to 
the construction of the new coherent integration scheme). 
• To show that the order is not greater than k + 1, one can use the results for the Adams-Bashforth/-  
Moulton schemes which are special cases of  MUNICH (C = 1, B = 0). 
• The special case k = 0 shows some difficulties. With the exact solution x (~) for the right-hand side 
of the polynomial f ( t ,x ( t ) )= ~t of degree 1 we have 
~(x(1),O,h) = Q ( (-9(~ 2) Cgh) PII. 
Here we see, that the differential part of MUNICH is consistent, but this is not true for the 
algebraic part. [] 
Theorem 5. The implicit and explicit discretization scheme MUNICH is stable. 
Proof. The proof is straightforward and therefore omitted. [] 
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Definition 6 (Convergence). The linear multistep method (4) (with the numerical solution xh(t)) 
is called convergent of  order p, if for the initial value problem {~c(t)=f(t,x(t)), X(to)=Xo} with 
sufficiently differentiable f ,  there exists a h0 > 0 such that 
Ilx(t)- Xh(t)l[ ~Ch p for h<.ho, 
whenever the starting values satisfy 
[ [x(t0+jh)-xh(t0+jh)[[<.Coh p for h <<. ho, j = O, 1, . . . , k + s -1 ,  
with C and Co independent of h. 
Theorem 7. For k >0 the implicit and the explicit discretization scheme MUNICH is convergent 
of  order k + 1. For k = 0 the differential part of  MUNICH is convergent. 
Proof. Similar to the theory of numerical standard schemes for the solution of DAEs, Theorem 7 
follows from consistency (Theorem 4) and stability (Theorem 5). [] 
We now discuss the properties of MUNICH when applied to stiff ODEs. Consider the test equation 
of  Dahlquist 
~(t) = 2x(t), x(0) : 1, 
and the iteration formula 
Xn+ 1 = R(h2)xn, 
which is created by the discretization scheme applied to Dahlquist's test equation. R is called the 
stability function. 
Theorem 8. The implicit and the explicit discretization scheme MUNICH is (independent of  its 
order) A-stable, i.e., its stability domain S:={z 6 C: IR(z)l < l} satisfies S c_ C-:={z ~ £: Rez<0}. 
Proof. The iteration formula for MUNICH applied on Dahlquist's test equation is 
Xn+ 1 = e2hxn~ 
so the stability function can be written as 
R(z) = eL 
This shows that IR(z)[ < 1, iff Rez<0.  So the stability region for MUNICH is 
S=C- .  [] 
In order to investigate the properties of MUNICH with respect o highly oscillatory circuits, we 
consider the following second-order test equation for oscillatory problems: 
~'(t) = -22z(t), 
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with initial values z(to)=z0 and k(t0)=k0. Formulating this test equation as a first order ODE leads 
to 
=:C =i(t) =~'.B =:x(t) =:f(t,x(t)) 
Due to the construction, MUNICH solves this first-order ODE exactly, which indicates the capability 
of MUNICH for efficiently solving highly oscillatory DAEs. 
It is clear that the efficiency of MUNICH depends on the influence of the fight-hand side f (t ,x(t))  
on the solution. If the influence is 'small' as in the example above, MUNICH is much more efficient 
than standard schemes. If the solution of Eq. (1), however, is mostly determined by f(t,x(t)),  then 
the gain in efficiency will become smaller. In the worst case (B = 0), MUNICH will coincide with 
standard schemes with a somehow larger overhead. This overhead arises mostly from the computation 
of the (matrix) coefficients which increases with the dimension n of the system. Therefore, the 
appropriate application of MUNICH will be for small but highly oscillatory DAEs. The simulation 
of small quartz circuits yields this type of equation, an example is given in the next section. 
4. Numerical experiments 
The discretization scheme MUNICH is implemented in Fortran77. The implementation uses a fixed 
step size and fixed order scheme with order 3 (except of the first and the second integration step, 
which is of order 1 and 2, resp., due to the short step size history). MUNICH can be used as a 
purely explicit method or as a predictor-corrector method with explicit MUNICH as predictor (P) 
and implicit MUNICH as corrector (C) [11]. 
A quartz-controlled oscillator (cf. Fig. 1) was used to test the integration scheme. The modeling 
of the circuit is taken from [5] where a similar integration scheme for ODEs is described. The circuit 
consists of 4 MOSFETs (metal oxide semiconductor field effect ransistors) MPI, MNI, MNT, MPT, 
two capacitances CL1, CL2, and the quartz, which is modeled by a resistor RQ, an inductance LQ, 
and two capacitances CO, CQ. 
The modeling (where the MOSFETs were modeled according to level 1 of Siemens circuit sim- 
ulator TITAN [6]) leads - after elimination of the trivial equations for the voltage source - to a 
five-dimensional system of type (1), where 
C = 
/ CO + CL 1 + COXWLMPI "-b 
-CO 0 0 
q- C OXWL MN1 
-CO CO + CL2 0 0 
o o CQ -CQ 
o o -CQ CQ 
0 0 0 0 
0 
0 
0 
0 
LQ 
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eL2 
Fig. 1. Quartz-controlled oscillator model. 
B = 
0 0 0 0 --1 
1 1 
0 RQ 0 RQ 0 
0 0 0 0 1 , 
1 1 
0 RQ 0 RQ 0 
1 0 -1  0 0 
f ( t ,x( t ) )  = 
-CDRAINMpr( t,x ) + CDRAINMNr( t,x ) + 
+ IBS.~pT(t,x) + IBS,.,,T(t,x) 
CDRAINMPI( t,x ) - CDRAINMNI( t,x ) + 
+ CDRAINMpr(t,x) - CDRAINMNr(t,x) + 
+ I, DMp,(t,x) + IBDM.v(t,x) + 
+ IeDMer(t,x) + IBD.,,xr(t,x) 
0 
0 
0 
x(t) = 
I bl 
U2 
U, 
U~ 
it) 
it) . 
it) 
(t) 
CDRAINm is nonlinear in x and describes the drain current of  the MOSFET m C {MPT, MNT, MNI, 
MPI}, the remaining functions I are nonlinear functions in x for the current sources within the 
MOSFET model. In this particular example, f ( t ,x( t ) )  -- f (x ( t ) )  holds. 
Looking at row 3 and 4 of  matrix C, it is obvious that C does not have full rank. Therefore, the 
index of  the system is at least 1. Differentiating the sum of  row 3 and 4 and replacing row 4 yields 
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Fig. 2. Transient curve of us: Whole integration interval (left-hand side) and zoom-in (right-hand side). 
Table 1 
Simulation of the oscillator circuit: computational effort (constant step size) 
Integration scheme Expl. MUNICH P-C-MUNICH DASSL-3-C 
Step size 1.0 x 10 -9 s 2.5 x 10 -9 s 1.0 x 10 -1° 
Integration steps 7 000 000 2 800 000 70 000 000 
Function evaluations 7 000 001 7 540 768 70 000 053 
CPU time 431 s 350 s 10 135 s 
(SGI Indigo 2 R4400) 
a regular matrix and - after inverting this regular matrix - an explicit ordinary differential equation. 
Hence, the index of the DAE is 1. 
For the consistent initial value x(0)=(2.5, 2.5, 2.5, 2.5, 0) T, the oscillator was simulated in the inter- 
val [0 ms, 7 ms], which corresponds to about 115 000 oscillations. Fig. 2 shows the highly oscillating 
voltage progression at node5 for the regarded time interval. 
To investigate the efficiency of MUNICH, the simulation was compared with the results of DASSL- 
3-C. This is the well-known standard scheme DASSL [2] for DAEs, limited to maximum order 3 
(variable order) and fixed step size. As MUNICH is A-stable also in the explicit case for each order 
of convergence, it is possible to solve the stiff circuit equations with the explicit version of MUNICH. 
In addition, we have investigated the predictor-corrector version P-C-MUNICH of MUNICH. The 
statistics of the simulations are given in Table 1. 
The explicit version of MUNICH gives a sufficiently accurate solution with a step size of 1.0 × 10 -9. 
The step size can be increased to 2.5 x 10 -9 for P-C-MUNICH, but the number of function evalua- 
tions remains nearly the same. Due to the larger number of integration steps, the explicit MUNICH 
requires more CPU time than the predictor-corrector scheme. In order to yield a sufficiently accu- 
rate solution it is necessary to choose the (fixed) step size for DASSL-3-C as 10 -1°. DASSL-3-C 
needs about 10 times as many function evaluations as the MUNICH schemes, which is reflected 
in a factor of about 25 in CPU time. DASSL-3-C operates mostly at order 2 or 3. Even if one 
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highly accurate solution 
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Fig. 3. Phase diagrams at t = 5.5 ms for various step sizes h (explicit MUNICH (top), P-C-MUNICH (middle)) and error 
tolerances TOL (DASSL-3 (bottom)). The CPU time necessary for the whole simulation is given for each plot. 
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Table 2 
Simulation of the oscillator circuit: computational effort (vari- 
able step size) 
Integration scheme DASSL-3 DASSL-5 
Tolerance 10-- 10 10 -9 
Integration steps 198 877 110 25 053 186 
Function evaluations 240 327 072 42 331 566 
CPU time 30601 s 4496 s 
(SGI Indigo 2 R4400) 
takes the overhead for the order control in DASSL-3-C into account, MUNICH is much more 
efficient. 
The simulation of the quartz oscillator was repeated with a variable step size version of DASSL, 
see Table 2. Here the error tolerances were set again in such a way that the simulation results were 
sufficiently accurate. If the maximum order of DASSL is increased to 5, the scheme DASSL-5 can 
use higher orders and larger step sizes. This proves that the restriction of the step size is not due to a 
failure in the step size control. Even compared with DASSL-5, the constant step size implementation 
MUNICH is more efficient. 
Besides efficiency, reliability is an important property for integration schemes for highly oscillatory 
DAEs. In Fig. 3, the prescribed error tolerance (DASSL-3) and the fixed step size (MUNICH) are 
varied. A step size of 5 ns for the explicit MUNICH and 10 ns for the P-C-MUNICH gives too few 
data points for a smooth plot. With a smaller step size, these artifacts disappear. 
Reducing the step size for MUNICH results in a more accurate solution, whereas trengthening 
the error tolerance may yield a more inaccurate (!) solution (cf. TOL= 10-7--, TOL = 10-8). 
5. Conclusions 
In this paper the numerical integration scheme MUNICH was presented. The construction of 
MUNICH combined a multistep ansatz with the principle of coherence due to Hersch. Due to 
its theoretical properties (A-stability, exact integration of the test equation for P-stability), it is 
able to solve differential-algebraic equations of index 1 with highly oscillatory solutions efficiently. 
The efficiency of MUNICH has been shown for a quartz-controlled oscillator. Compared with the 
standard integration scheme DASSL, the computational time was speeded up by about 80 times. 
Therefore, MUNICH is a useful tool for the simulation of highly oscillatory circuits since it reduces 
the simulation time considerably. 
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