Abstract. Given initial data u0 = (u h 0 , u
Introduction
In this paper, we consider the following 3-D incompressible Navier-Stokes system:
where u = (u 1 , u 2 , u 3 ) stands for the fluid velocity and p for the scalar pressure function, which guarantees the divergence free condition of the velocity field.
In 1933, Leray proved in the seminar paper [18] that given a finite energy initial data, u 0 , (N S) has a global in time weak solution u which verifies the energy inequality
However, the regularity and uniqueness of such solutions is still one of the biggest open questions in the field of mathematical fluid mechanics except the case when the initial data have special structure. For instance, with axi-symmetric initial velocity and without swirl component, Ladyzhenskaya [17] and independently Ukhovskii and Yudovich [23] proved the existence of weak solution along with the uniqueness and regularity of such solution to (N S). Fujita-Kato [13] constructed local in time unique solution to (N S) with initial data in H given initial data being sufficiently small in BMO −1 (R 3 ), then (N S) has a unique global solution. We remark that for p ∈]3, ∞[, there holds
and the norms to the above spaces are sclaing-invariant under the following transformation:
(1.2) u λ (t, x) = λu(λ 2 t, λx) and u 0,λ (x) = λu 0 (λx).
We notice that for any solution u of (N S) on [0, T ], u λ determined by (1.2) is also a solution of (N S) on [0, T /λ 2 ]. We remark that the largest space, which belongs to S ′ (R 3 ) and the norm of which is scaling invariant under (1.2), is B −1 ∞,∞ (R 3 ) (see [19] ). Moreover, Bourgain and Pavlović [3] proved that (N S) is actually ill-posed with initial data in B −1 ∞,∞ (R 3 ). That is the reason why we call such kind of initial data, which generates a unique global solution to (N S) and the B −1 ∞,∞ (R 3 ) norm of which is large enough, as large initial data.
We now list some examples of large initial data which generate unique global solutions to (N S). First of all, for any initial data, Raugel and Sell [22] obtained the global well-posedness of (N S) in a thin enough domain. This result was extended by Raguel, Sell and Iftimie in [12] that (N S) has a unique global periodic solution provided that the initial data u 0 can be split as u 0 = v 0 + w 0 , with v 0 being a bi-dimensional solenoidal vector field in L 2 (T 2 h ) and w 0 ∈ H 1 2 (T 3 ), such that
is sufficiently small.
Chemin and Gallagher [4] constructed another class of examples of initial data which is big in B −1 ∞,∞ (T 3 ) and strongly oscillatory in one direction. More precisely, for any given positive integer N 0 , there exists some N 1 such that for any integer N > N 1 , (N S) has a unique global solution with initial data The other interesting class of large initial data which can generate unique global solutions to (N S) is the so-called slowly varying data, which was introduced by Chemin and Gallagher in [5] (see also [6, 9] ). On the other hand, Kukavica and Ziane proved in [15] that if
then local smooth solution of (N S) can be extended beyond time T * .
Motivated by [5] and [15] , we are going to study the global well-posedness of (N S) with initial data u 0 satisfying ∂ 3 u 0 being sufficiently small in some critical spaces. Before we present the main result, let us recall the definition of anisotropic Sobolev space H s,s ′ (R 3 ).
The main result of this paper states as follows.
, then there exists a small enough positive constant ǫ 0 such that if
and
Let us present some examples of initial data the norm of which are big in B −1 ∞,∞ (R 3 ), yet they satisfy the smallness condition (1.4).
(1) The first class of example is the slow variable data given by (1.3). It is easy to observe that for any ε ∈]0, 1], both A δ (u ε,h 0 ) and B δ (u ε 0 ) have uniform upper bounds which are independent of ε. Whereas it follows from trivial calculation that
So that as long as ε is sufficiently small, the slow variable data (1.3) satisfies (1.4). Hence Theorem 1.1 is a direct corollary of Theorem 1.2. (2) Motivated by (1.3), for any positive integer N and (v k , w k ), k = 1, · · · , N, satisfying the assumptions of Theorem 1.1, we construct initial data which is a linear combination of N slowly varying parts as follows
It is easy to check that u
satisfies the smallness condition (1.4) provided ε 1 , · · · , ε N are sufficiently small. (3) We can also consider the initial data which is slowly varying in one variable but fast varying in another variable. For instance,
Then it follows from Sobolev inequality that
.
On the other hand, we have
Therefore as long as ε and λ verify the condition that
is still sufficiently small, u 
for some positive constant R, we find
Thus u 0 satisfies the smallness condition (1.4) provided R is sufficiently large. We refer Proposition 1.1 of [5] for the calculation of the B −1 ∞,∞ (R 3 ) norm to the data given by (1.3), (1.7) and (1.8).
Let us end this section with the notations we shall use in this context. Notations: We designate the L 2 inner product of f and g by (f |g) L 2 . We shall always denote C to be a uniform constant which may vary from line to line.
2 and (c j ) j∈Z ) stands for a generic element on the unit sphere of ℓ 1 (Z) (resp. ℓ 1 (Z 2 ) and ℓ 2 (Z)) so that j∈Z d j = 1 (resp. 
Ideas and structure of the proof
In this section, we shall sketch the main ideas of the proof to Theorem 1.2. Given initial data u 0 satisfying the assumptions of Theorem 1.2, classical Fujita-Kato theorem ( [13] ) ensures that (N S) has a unique solution
where T * is the maximal existence time of this solution. The goal of this paper is to prove that T * = ∞ under the smallness condition (1.4). We first remark that the key ingredient used in [5, 6, 9] is that with a slow variable for the solution of (N S), one can decompose it as a sum of a large two-dimensional solution of (N S) with a parameter and a small three-dimensional one. Here the assumption in (1.4) motivates us to expect that ∂ 3 u(t, x) should be small in some sense and therefore the convection term, u · ∇u, in (N S) can be approximated by u h · ∇ h u, that is, under the smallness condition (1.4), we may approximate (N S) by
However, we can not simply set the initial dataū h 0 to be u h 0 , which does not satisfy the horizontal divergence free condition. To overcome this difficulty, let us recall the Biot-Sarvart's law for a 2-D vector field u h :
Here and in the sequel, we always denote curl
It is easy to observe that div h u h curl = 0 and curl h u h div = 0. This motivates us to define (ū h ,p) via [9] , whose solution has been used to approximate the true solution of 3-D Navier-Stokes equations with a slow variable. We remark that the system (2.4) here is simpler due to the fact that there is no small parameter in the front of ∂ 2 3 in (2.4). For this system, we deduce from the proof of Theorem 1.2 of [9] that:
where A δ (u h 0 ) is determined by (1.5). Concerning the system (2.4), we have the following proposition: 
)) so that for any t > 0 and for any σ 2 ∈]0, 1[, we have
for A δ (u h 0 ) being determined by (1.5). The definitions of the functional spaces will be presented in Section 3. It is easy to check that the system satisfied by the difference u −ū, whereū = (ū h , 0) 2 contains quadric termū h · ∇ h u 3 , which is not small. The way to round this difficulty is to introduce a correction velocity, u, to be determined by (2.9)
2 This is just for convenience of notations, and one should keep in mind thatū 3 = 0.
We emphasize that it is crucial to prove that under the smallness condition (1.4), u h is indeed small in some critical spaces. The main difficulty lies in the estimate of the pressure term ∇ h p. As a matter of fact, by taking space divergence to (2.9) and using the condition that div hū h = div u = 0, we obtain
We decompose the pressure p into p 1 + p 2 with (2.10)
In particular, with ∂ 3ū h being sufficiently small, we can prove that ∇ h p is indeed small in the case when u h is small. Therefore, we can propagate the smallness condition for u h (t) for t > 0.
Concerning the linear system (2.9), we have the following a priori estimates: 
The proofs of the above two propositions will be presented in Section 4. Withū and u being determined respectively by the systems (2.4) and (2.9), we can split the solution (u, p) of (N S) as (2.14)
It is easy to verify that the remainder term (v, q) satisfies 
where
Notice that the right-hand side of the ω equation in (2.16) contains terms either with ∂ 3 u or u h , which are small according to Propositions 2.1 and 2.2. Similar observation holds for the source terms in the v 3 equation of (2.16). Therefore, we have reason to expect that both ω and v 3 can exist and keep being small in some critical spaces for all time. To rigorously justify this expectation, we deduce from the discussions at the beginning of this section and Propositions 2.1 and 2.2 that (2.15) also has a unique maximal solution v ∈ E T * , which is determined by (2.1).
Let us denote
In Section 6, we shall conclude the proof of Theorem 1.2. The strategy of the proof is as follows 
With this estimate at hand, we then appeal to the following regularity criteria for the local Fujita-Kato solution of (N S): Theorem 2.2 (Theorem 1.5 of [10] ). Let u be a solution of (N S) in the space E T * . If the maximal existence time T * is finite, then for any
Anisotropic Littlewood-Paley Theory
In this section, we shall collect some basic facts on anisotropic Littlewood-Paley theory from [2] . Let us first recall the following anisotropic dyadic operators:
where ξ = (ξ h , ξ 3 ) and ξ h = (ξ 1 , ξ 2 ), Fa and a denote the Fourier transform of a, while F −1 a denotes its inverse Fourier transform, χ(τ ) and ϕ(τ ) are smooth functions such that
Let us recall the anisotropic Bernstein inequalities from [8, 20] . (with usual adaptation when q equal ∞) as the space of homogenous tempered distributions u so that
We remark that B
coincides with the classical anisotropic Sobolev space H s 1 ,s 2 given by Definition 1.1.
and the corresponding Chemin-Lerner type norm (see [7] )
Remark 3.1. For any a ∈ H s,0 , we deduce from Fourier-Plancherel inequality that
Then for any s ∈]s 1 , s 2 [ and for any integer N , we find
Taking the integer N so that
On the other hand, to overcome the difficulty that one can not use Gronwall's inequality in the Chemin-Lerner type space, we need the time-weighted Chemin-Lerner norm, which was introduced by Paicu and the second author in [21] :
We also need Bony's decomposition from [1] for the horizonal variables to study the law of product in Besov spaces:
As an application of the above basic elements on Littlewood-Paley theory, we present the following law of product in B s,0 . Proof. According to (3.3), we split the product ab into three parts: T h a b, T h b a and R h (a, b). Due to s 1 ≤ 1, we deduce from Lemma 3.1 that 
Whereas it follows from Lemma 3.1 that
For the remainder term, in view of (3.5) and the assumption that s 1 + s 2 > 0, we find
By summing up the above estimates, we conclude the proof of (3.4).
The following law of product will be frequently used in the rest of this paper. 
We remark that (3.7) can be seen as a borderline case of (3.6). However, this small generalization can be crucial in this context. Indeed, considering the initial data given by (1.3), we observe that 
4.
The goal of this section is to present the proof of Propositions 2.1 and 2.2.
4.1. Two useful lemmas. The key ingredients used in the proof of Propositions 2.1 and 2.2 are the subsequent two lemmas:
and s ∈] − 1, 2[, we have
Proof. Applying Bony's decomposition on the horizontal variables, (3.3), toū h · ∇ h b gives
Considering the support properties to the Fourier transform of the terms in T h u h ∇ h b, we get, by applying a commutator's argument, that
Applying standard commutator's estimate (see [2] ) and Lemma 3.1 yields
. Along the same line, by applying Lemma 3.1 once again, we obtain
. Whereas due to div hū h = 0, we have A 3 = 0. This in turn shows that
On the other hand, we get, by applying Lemma 3.1, that
Then using the fact that s > −1, we achieve
(4.4)
It remains to handle the estimate of
Yet due to s < 2, we have
As a result, it comes out
This together with (4.3) and (4.4) ensures (4.1) for any s ∈] − 1, 2[. Remark 4.1. We notice that the condition s < 2 is only used in the proof of (4.6). In the case when b =ū h , we can handle the estimate (4.6) alternatively as follows
, which does not require s < 2. Therefore, (4.1) holds for any s > −1 in the case when b = u h (actually when b =ū h · g(t) for any function g(t)).
and s ∈] − 1, 1[, one has
Proof. By applying Bony's decomposition for the horizontal variables, (3.3), to b · ∇ hū h , we write
It follows from Lemma 3.1 that
Yet it follows from the derivation of (4.5) that
which implies for any s < 1 that
Applying Lemma 3.1 twice yields
And the remainder term can be handled as follows
which together with the fact that s > −1 ensures that
. Along with (4.8) and (4.9), we complete the proof of (4.7).
4.2.
The proof of Proposition 2.1. In the rest of this section, for any λ > 0 and function a, we always denote 
Proof. By multiplying exp −λ 
By virtue of Remark 4.1, for any s > −1, one has (4.14)
Then by integrating (4.13) over [0, t] and inserting (4.14) into the resulting equality, we get
. In view of Definition 3.2, by multiplying the above inequality by 2 2ks and taking square root of the resulting inequality, and then summing up the resulting inequality over Z, we achieve
By taking λ = C 2 in the above inequality gives rise to
Yet it follows from the definition (4.10) that
, which implies that for any s > −1, there holds
. Along with (2.5), we deduce (4.11). This completes the proof of Proposition 4.1. 
Proof. We first get, by applying ∂ 3 to the equation (4.12) , that
. Applying ∆ h k to the above equation and taking L 2 inner product of the resulting equation
(4.16) Applying Lemma 4.1 yields that for any
Applying Lemma 4.2 gives for any
. Integrating (4.16) over [0, t] and inserting the above two estimates into the resulting inequality, we achieve for any
. In view of Definition 3.2, by multiplying 2 2ks to the above inequality and taking square root of the resulting inequality, and then summing up the resulting inequalities over Z, we find
Then by repeating the last step of the proof to Proposition 4.1, we deduce (4.15). This finishes the proof of the proposition.
Now we are in a position to complete the proof of Proposition 2.1.
Proof of Proposition 2.1. It follows from Theorem 2.1 that (2.4) has a unique solution u ∈ E given by (2.6). It remains to deal with the estimates (2.7) and (2.8). Indeed for any σ 1 ∈]−1, 1[ and σ 2 ∈]0, 1[, and for any integer N , we decompose the vertical frequency ofū h into the low and high frequency parts so that
where we used Definition 3.2 in the last step. Taking the integer N so that
Similarly, we have ∇ū
. Inserting (4.11) and (4.15) into the above inequalities leads to
. Then (2.7) follows from (4.17) and Minkowski's inequality.
On the other hand, along the same line to the proof of Lemmas 4.1 and 4.2, we get
where (c k ) k∈Z is a generic element of ℓ 2 (Z) so that k∈Z c 2 k = 1. Then by integrating (4.16) over [0, t] and inserting the above inequalities into the resulting inequality, we find
. Multiplying 2 2kσ 1 to the above inequality and then summing up the resulting inequalities over Z gives rise to
, from which, we deduce (2.8) by repeating the proof to the last step of Proposition 4.1. 
where A δ (u h 0 ) is determined by (1.5). Proof. In view of (2.9), we get, by a similar derivation of (4.13) and (4.16) , that
(4.21)
Applying Lemma 4.1 gives
By integrating (4.20) and (4.21) over [0, t] and inserting the above estimates into the resulting inequalities, we find
With the above inequalities, by taking λ larger than a uniform constant, we can follow the same line as that used in the proof of Propositions 4.1 to show that
. Then the estimates (4.18) and (4.19) follow once we notice that
and similarly ∂ 3 u 0 B s 2 ,0 ∂ 3 u 0 B s 2 ,0 . This completes the proof of the proposition.
Let us present the proof of Proposition 2.2.
Proof of Proposition 2.2. We first get, by a similar derivation of (4.17), that
, which together with Proposition 4.3 ensures (2.11). Whereas along the same line to the proof of Lemmas 4.1 and 4.2, we infer
. By integrating (4.21) over [0, t] and inserting the above inequalities into the resulting inequality, we find
. Then along the same line to the derivation of (2.8), we achieve (2.12). It remains to prove (2.13). We first get, by taking H σ 2 ,0 inner product of the u h equation in (2.9) with u h , that
To handle the pressure term, we shall use the decomposition p = p 1 + p 2 with p 1 and p 2 being given by (2.10). Then due to σ 2 ∈]0, 1[, by applying Lemma 3.3, we deduce that
By inserting the above estimates into (4.22), we achieve
Yet it follows from Proposition 2.1 that
By inserting the above inequalities and the fact that u h 0 H σ 2 ,0 ≤ ∂ 3 u 3 0 H σ 2 −1,0 into (4.23), we achieve (2.13). This completes the proof of Proposition 2.2.
5.
A priori estimates of the System (2.16) 5.1. The Proof of the estimate (2.18). We first observe that
Then the estimates of ∇v 3 
Applying the law of product, Lemma 3.3, yields Due to div v = 0, we get, by using integration by parts and then Lemma 3.3, that v · ∇(ω + ω) ω
In particular if we take η = min 1 4 , 1 16C 2 , the first term on the righthand side of (6.2) can be absorbed by 2N (t) on its left-hand side. Then by applying Gronwall's inequality to the resulting inequality, we achieve 
which contradicts with the choice of T ⋆ given in (6.1). This in turn shows that T ⋆ = T * .
Let us now turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. It is easy to observe from Lemma 3.1 that On the other hand, by virtue of (2.3) and Lemma 3.1, we infer
