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Abstract
This is a review article of eleven dimensional supergravity in which we present all necessary
calculations, namely the Noether procedure, the equations of motion (without neglecting the
fermions), the Killing spinor equation, as well as some simple and less simple supersymmetric
solutions to this theory. All calculations are printed in much detail and with explicit comments
as to how they were done. Also contained is a simple approach to Clifford algebras to prepare
the grounds for the harder calculations in spin space and Fierz identities.
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3
1 Preface
This is a provisional version of lecture notes on M-theory. The etymology of the name “M-Theory” is
explained in [1] and traced back to (M)embranes. Nowadays the “M” is thought to refer to the word
M(other) due to the pivotal role it seems to claim in the unification of string theories. Strictly speak-
ing, M-Theory is as yet undiscovered. All that is known is its low energy limit, i.e. eleven dimensional
supergravity (11d SUGRA).
The construction of eleven dimensional supergravity was performed in 1978 [2]. In this seminal
paper the Lagrangian density, the equations of motion and the transformation properties of the fields
with respect to the supercharges were obtained by performing the Noether procedure. Later the
doubled field approach was used to rederive these results from a suitably chosen supergroup by coho-
mologial techniques [3]. A new investigation of the formal structure of eleven dimensional supergravity
was pursued in two papers twenty years later [4, 5]. By combining two different techniques, i.e. the
doubled field approach and the method of nonlinear realisations, it became possible to understand
the equations of motion of the bosonic p-form fields as generalised self duality conditions. The field
strengths can be obtained from algebraic considerations. This idea can be extended to also include
gravity thereby identifying a huge symmetry algebra as was first laid out in [6, 7]. Apparently, this
approach can be extended to more supergravity theories [8] and possibly be used for an a poste-
riori understanding of some simple solutions [9]. Supposedly, these new symmetries can be used to
further our insight into M-theory. However, those recent developments shall not be part of this lecture.
Much is known about eleven dimensional supergravity, but it seems hard to find most of the cal-
culations in a single article using the same conventions throughout. Hence, it is our intension to give
a readable account of all typical calculations concerning eleven dimensional supergravity in a single
work. A detailed discussion of the equations of motion (section 3), the derivation of the Lagrangian,
the supervariations (section 4) and the Killing spinor equation (section 5) is presented. A similarly
detailed discussion of the most typical supersymmetric solutions is given as well (section 5, 6, and
7). Hereby, we put weight on going through the calculations in full length. Some easy parts of these
calculations are given as homeworks. The reader interested in more general questions on p-brane
solutions is referred to [10, 11].
The claimed pivotal role of M-theory is due to the established relations to the ten dimensional
supergravity theories that are low energy limits of superstring theory. The advantage of the eleven
dimensional theory over its ten dimensional siblings is its uniqueness and its simplicity - it contains
only three different particles: the graviton, the gravitino, and a gauge potential. A particularly sim-
ple relation to ten dimensional IIA supergravity is given by dimensional reduction on a circle. This
reduction is also explicitly treated in this paper (section 8). In general, Kaluza Klein reductions are
an involved subject since one has to decide whether the lower dimensional theory is consistent. This
is always the case for circle compactifications. The more general case is discussed in [12] or the very
understandable article by Chris Pope [13].
As for the prerequisites, we merely assume the readers familiarity with the tensor calculus of gen-
eral relativity. Good and legible introductions into general relativity are [14, 15]. In addition, we
assume some general knowledge of the basic concepts underlying supersymmetry. A valuable intro-
duction to supersymmetry is [16]. Good sources of information about supergravity in four dimensions
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are [17, 18]. There are more reviews on higher dimensional supergravities. A very useful one is [19].
When discussing supersymmetric solutions to supergravity theories one will immediately come
across the topics of calibrations [20, 21, 22] and G-structures [23, 24]. Here these topics are omitted
entirely but they will be treated in a later article [25] by one of us.
Since we do not wish to omit fermions (as is typical in SUGRA calculations) more than necessary,
we start with a simple introduction into Clifford algebras (section 2) - the essential tool for dealing
with fermions and their transformation properties∗1 . This makes our review essentially self contained.
Again our presentation of Clifford algebras is both fairly explicit and intuitive.
We would appreciate any comments, suggestions, etc.
∗1An excellent review of Clifford algebras in general is [26].
2 Clifford Algebras
We will derive Clifford algebras by looking at representations of typical rotation groups arising in
mathematical physics.
2.1 An explicit example: Cliff(R3)
It is clear that the usual scalar product of R3 with metric tensor ηab = diag(1, 1, 1) possesses the
invariance group SO(3). This is the group of rotation and hence preserves the length of a vector.
From a formal point of view one can define SO(3) as the group of transformations preserving the
symmetric bilinear form B(◦, ◦), defined by
B(~x, ~y) = ηab x
a yb . (2.1)
Assuming A to be a rotation matrix, the preservation of the bilinear form can be written as
(A~x, A~y) = (~x, ~y) . (2.2)
The left hand side can also be rewritten as
(A~x, A~y) = (~x, AT A~y) , (2.3)
and it therefore follows simply that
AT A ≡ 1 → AT = A−1 , (2.4)
which is the condition that A has to be an orthogonal matrix. Using det(AT ) = det(A), the condition
on the determinant of A can be found to be det(A)2 = 1 which leaves det(A) = ±1. Choosing the
positive sign entails preservation of orientation which is typically the case for rotations. Allowing
both signs, the more general group is called O(3) rather than SO(3).
An obvious question is whether there are more general bilinear forms possessing SO(3) as part of
their invariance group. To find such a generalised form we introduce a formal product ◦ and define a
new symmetric bilinear form just by
V (~x, ~y) =
∑
i≤j
xi yj (ei ◦ ej + ej ◦ ei) . (2.5)
This obviously contains B
V (~x, ~y) = 2
∑
i
xi yi ei ◦ ei︸ ︷︷ ︸
(1)
+
∑
i<j
xi yj (ei ◦ ej + ej ◦ ei)
︸ ︷︷ ︸
(2)
, (2.6)
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the first part can be identified with eq. (2.1) by letting ei ◦ei = B(ei, ei) ·1l. The unit matrix has been
added to give us more freedom: in particular using the ◦ product of two basis vectors does not result
in a scalar. With this product the basis vectors form a closing algebra (so any product is well-defined).
Any algebra by definition contains a unit element. In the above product we have hence defined that
the ◦ product of a basis vector with itself be proportional to unity and the factor of proportionality
is a scalar, namely the scalar product or the length of the relevant basis vector.
In order to ensure that SO(3) is still part of the invariance group of V (~x, ~y) the second part must
vanish. This is achieved by
ei ◦ ej + ej ◦ ei = 0 . (2.7)
Both conditions can be summarised in the defining formula of a Clifford algebra
ei ◦ ej + ej ◦ ei = 2 · B(ei, ej) · 1l . (2.8)
Let us compare the different products. The usual scalar product of orthogonal basis vectors is of
course
ei · ej = ηij , (2.9)
where η contains -1 or +1 on its diagonal depending on the signature of the underlying Rp,q; all other
entries are zero.
In relation (2.8) the basis vectors are considered as elements of an algebra - the Clifford algebra. The
symmetric combination of the ◦ product of two basis vectors vanishes if they are different. Taking
the square of a basis element results in an algebra element proportional to unit element.
It is easy to see that the basis elements of the Clifford algebra over R3 can be taken to be the Pauli
matrices, viz.
e1 7→ τ1 =
(
0 1
1 0
)
e2 7→ τ2 =
(
0 −i
i 0
)
e3 7→ τ3 =
(
1 0
0 −1
)
. (2.10)
The full Clifford algebra is generated by all linear combinations and powers of those three elements.
The square of all Pauli matrices is the unit matrix which therefore naturally occurs in the Clifford
algebra. Hence there are four generators for this Clifford algebra: dim(Cliff(R3)) = 4. In particular,
the product of two basis elements in the Clifford algebra is proportional to the remaining basis vector,
e.g.
e1 ◦ e2 = ie3 (and not 0 as in the scalar product) . (2.11)
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Is the invariance group of V (◦, ◦) larger than the one of B(◦, ◦)?
As a starting point for answering this questions serves the assumption
V (x, y) = B(~x, ~y) · 1l . (2.12)
Some comments are in place here. On the left hand side of the last equation, there are no arrows
above the vectors x, y since x and y are considered as elements of the Clifford algebra. Usually (as
on the right hand side) the vector is expanded into the basis vectors by
~x = x1 e1 + x
2 e2 + x
3 e3 , (2.13)
where basis vectors are multiplied by a scalar product (2.9). On the left hand side of the fore last
equation, however, the expansion is
x = x1 τ1 + x
2 τ2 + x
3 τ3 . (2.14)
Hence the “vector” x is expanded into the Clifford algebra and therefore is a two-by-two matrix now.
In the bilinear form V the product of two elements using ◦ is obtained by usual matrix multiplica-
tion. Since V is symmetric, one has to take the symmetrised matrix product as specified in (2.6) to
reproduce (2.12).
Since both bilinear forms are supposed to be invariant under rotations, equation (2.12) must also hold
in the form
V (Ax, A y) = B(A~x, A~y) · 1l = B(~x, ~y) · 1l = V (x, y) . (2.15)
Again, it is easy to understand how the rotation matrix A ∈ SO(3) acts on the vectors ~x or ~y in
this equation: simply in the fundamental representation of SO(3) in terms of three-by-three matrices.
The leftmost side is more subtle, since here an action on two-by-two matrices x and y is required
which necessarily has to leave the invariance property intact. Since it is known that the adjoint
representation of SU(2) is three dimensional it occurs natural to try g τi g
−1 = Aei, where g ∈ SU(2)
is a two-by-two matrix and can therefore easily ’rotate’ the Pauli matrices as does the SO(3) matrix
A with the basis vectors ei of R
3.
More explicitly: it is possible to expand any vector into linear combinations of basis vectors of R3
(2.13). Under SO(3) rotations these basis vectors transform in the obvious way leaving the bilinear
form invariant B(ei, ej) = B(Aei, A ej). Using the other symmetric bilinear form in which the vector
takes the form of a two-by-two matrix the same invariance can be obtained by using the fact that the
adjoint representation of SU(2) is three dimensional and acts on two-by-two matrices. If the SO(3)
rotation matrix A is given, the corresponding element g ∈ SU(2) can be calculated via
g τi g
−1 = Aei , (2.16)
meaning that the action on the respective basis elements coincide. The last equation looks simple,
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but has to be understood algebraically: on the left hand side there is a product of three different
matrices while on the right hand side there is a rotation matrix acting on a vector. The point is that
the τi despite of having a representation as two-by-two matrices from an algebraic point of view are
basis vectors in the same way as the ei. In this way, the above correspondence is precise.
By presenting the whole calculation, we shall see that the invariance group of the symmetric bilinear
form V (x, y) is twice as big as the one of B(~x, ~y). We start by computing the left hand side of the
last equation. A general group element of SU(2) can be expressed by g = exp(ai ti), where the a
i are
the relevant coefficients and ti =
i
2τi. The factor of
i
2 is conventional and will be commented on in
due course. Obviously it does not in principal spoil the algebraic relation fulfilled by the Pauli ma-
trices τi. An obvious change is that in comparison to equation (2.11) the imaginary unit disappears:
t1 t2 = −t3. The generators ti of the Lie algebra su(2) are then
t1 =
(
0 i2
i
2 0
)
t2 =
(
0 12
− 12 0
)
t3 =
( i
2 0
0 − i2
)
.
The three one parameter subgroups generated by these t1 . . . t3 are
g1 =
(
cos( θ12 ) i sin(
θ1
2 )
i sin( θ12 ) cos(
θ1
2 )
)
(2.17)
g2 =
(
cos( θ22 ) sin(
θ2
2 )
− sin( θ22 ) cos( θ22 )
)
(2.18)
g3 =
(
exp(i θ32 ) 0
0 exp(−i θ32 )
)
. (2.19)
It is a straightforward task to calculate the adjoint action of these elements on the basis elements ti
π(g1) t1 = = t1
π(g1) t2 =
( − i2 sin θ1 12 cos θ1
− 12 cos θ1 i2 sin θ1
)
= cos θ1 · t2 − sin θ1 · t3 (2.20)
π(g1) t3 =
(
i
2 cos θ1
1
2 sin θ1
− 12 sin θ1 − i2 cos θ1
)
= sin θ1 · t2 + cos θ1 · t3
Similarly for g2 and g3
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π(g2) t1 =
(
i
2 sin θ2
i
2 cos θ2
i
2 cos θ2 − i2 sin θ2
)
= cos θ2 · t1 + sin θ2 · t3
π(g2) t2 = = t2 (2.21)
π(g2) t3 =
(
i
2 cos θ2 − i2 sin θ2
− i2 sin θ2 − i2 cos θ2
)
= − sin θ2 · t1 + cos θ2 · t3
π(g3) t1 =
(
0 i2 e
−iθ3
i
2 e
iθ3 0
)
= cos θ3 · t1 + sin θ3 · t2
π(g3) t2 =
(
0 12 e
−iθ3
− 12 eiθ3 0
)
= − sin θ3 · t1 + cos θ3 · t2 (2.22)
π(g3) t3 = = t3 .
The first set of equation (2.20) can be rewritten in matrix form in the following way
π(g1)~t =

 1 0 00 cos θ1 − sin θ1
0 sin θ1 cos θ1

 ·

 t1t2
t3

 =

 1 0 00 cos θ1 − sin θ1
0 sin θ1 cos θ1

 ·

 e1e2
e3

 , (2.23)
which is the explicit form of formula (2.16) and hence provides the relation between the SU(2) and
SO(3) representation in their action on the respective basis elements. The relevant formulae for the
other basic rotations are
π(g2)~t =

 cos θ2 0 sin θ20 1 0
− sin θ2 0 cos θ2

 ·

 e1e2
e3

 (2.24)
π(g3)~t =

 cos θ2 sin θ2 0− sin θ2 cos θ2 0
0 0 1

 ·

 e1e2
e3

 (2.25)
These equations show that the adjoint action of SU(2) on the basis of the Clifford algebra is precisely
the same as the fundamental action of SO(3) on the vector space basis. By construction it is clear
that the SU(2) action leaves invariant the bilinear form V (x, y).
However, the invariant groups are of different size since we have to assume that there exist objects
which transform in the fundamental of SU(2) (while we have used the adjoint to match with the
rotation of vectors). The three one parameter subgroups of SU(2) in (2.17) clearly contain half the
angle of the corresponding SO(3) rotation though. An object that rotates around 360 degrees in the
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fundamental representation of SU(2) will appear like an object that was rotated by 720 degrees in
the vector space basis. Or the other way: if we rotate a vector around 360 degrees in the usual vector
space basis, it will have come back to itself. An element transforming in the fundamental of SU(2) in
the Clifford algebra (these elements are called spinors) will only appear to have been rotated by 180
degrees. Let’s consider two spinors rotated by 90 degrees and 270 respectively. In the corresponding
SO(3) rotation they correspond to vectors rotated by 180 and 540 degrees, respectively. However, a
vector rotated around 180 degrees is naturally indistinguishable from one that was rotated around
540 degrees (difference 360 degrees) but the spinors are obviously differently oriented. This fact can
be referred to by saying that SU(2) is the double cover of SO(3). The point for this argument is
that a sign change in the SU(2) element is not transported to the relevant SO(3) element since in
the adjoint representation required to calculate the relevant SO(3) element the two signs cancel each
other. Two different SU(2) elements thus correspond to the same SO(3) element.
2.2 General dimensions and general signature
The explicit example was given over the real vector space R3, but the idea of Clifford algebras extends
to general vector spaces Rp,q or Cn.
Instead of using τi which refer to the Pauli matrices, for the general case the Greek Γ is used to refer
to the representation of the Clifford algebra
{Γi, Γj } = Γi Γj + Γj Γi = 2 ηij · 1l. (2.26)
However, the Pauli matrices play a crucial role in constructing the Γ-matrices which form representa-
tions of Clifford algebras of higher dimensional vector spaces. Since the application will be in physics,
we will not discuss the case of Clifford algebras over complex numbers (leave alone quaternions), but
concentrate on Clifford algebras over Rp,q still allowing arbitrary signature. The obvious question is
how to find concrete matrices Γi fulfilling the defining relations of Clifford algebras (2.26).
In order to answer this it is helpful to look at the Clifford algebra over R2 with η = diag(1, 1). The
point is that the first two Pauli matrices τ1,2 obviously furnish a representation since they do for the
three dimensional case Cliff(R3). The only difference is that the third Pauli matrix does not represent
a basis element of the vector space anymore (we have only got two in R2). It turns out
Cliff(R2) = Cliff(R3) . (2.27)
While in the three dimensional case the third Pauli matrix represents the third basis vector in the
Clifford algebra (and hence squares to one because we assumed the metric to be positive definite), in
the two dimensional case the third Pauli matrix can be used as a projector (since it squares to one).
The important role of this projector will be discussed later when we introduce the notion of chirality
of spinors.
This last observation is generalisable in the sense that always the Clifford algebra over an even-
dimensional real field is the same as the one over the real field in one dimension higher
Cliff(R2k) = Cliff(R2k+1) . (2.28)
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Since this has worked so nicely, it might be tempting to try to get the Clifford algebra over R4 by
multiplying all basis elements over R3, i.e. introduce e4 ∼ e1 ◦ e2 ◦ e3 as an independent basis vector.
As demonstrated above, the ◦ product turns into matrix multiplication if the basis elements are
represented by Pauli matrices. The product of all Pauli matrices is proportional to the unit matrix
and hence does not result in a new independent element of the algebra. This is also obvious from the
fact that the two-by-two matrices have four degrees of freedom only and can therefore be expanded
as
(
a b
c d
)
=
3∑
i=0
aiτi , (2.29)
where we have defined τ0 = 1l. This is a complete basis of the two-by-two matrices, so there is not
space for an independent basis element. Upshot: the Clifford algebra over R4 cannot be represented
in two-by-two matrices.
Look at the following expressions involving tensor products of Pauli matrices (to increase the degrees
of freedom)
Γ1 = Id⊗ τ1 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 , Γ2 = Id⊗ τ2 =


0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0

 (2.30)
Γ3 = τ1 ⊗ T =


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0

 , Γ4 = τ2 ⊗ T =


0 0 i 0
0 0 0 −i
−i 0 0 0
0 i 0 0

 , (2.31)
where T = iτ1τ2. It is easy to check that
Γ21 = Id⊗ τ1 · Id⊗ τ1 = Id2 ⊗ τ21 = Id⊗ Id = Id4×4 , (2.32)
and similarly all other Γ’s square to the four dimensional unit matrix (you can check by using the
matrix representation and multiply four-by-four matrices explicitly).
Let us check anticommutators
{Γ1, Γ2} = 2 Id⊗ (τ1τ2 + τ2τ1) = 0 relying on the two dim Clifford algebra . (2.33)
Also very simple are
{Γ1, Γ3} = 2τ1 ⊗ (τ1T + Tτ1) = 2τ1 ⊗ (τ1T − τ1T ) = 0 merely using 2d properties (2.34)
{Γ1, Γ4} = 2τ2 ⊗ (τ1T + Tτ1) = 0 merely using 2d properties . (2.35)
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Similarly -try as an exercise- all other anticommutators of different Γi, where i = 1, . . . , 4, vanish. In
fact, the matrices given above form a representation of Cliff(R4), and all that was required are the
anticommutation relations of Pauli matrices.
A result previously derived can be checked again. Defining Γ5 to be proportional to the product of
all four dimensional Γi, we find
Γ5 ∼ Γ1 · Γ2 · Γ3 · Γ4 = τ1τ2 ⊗ τ1τ2TT = τ1τ2 ⊗ τ1τ2 =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 , (2.36)
which squares to unity without being proportional to the unit element itself. Γ5 is linearly independent
and hence is used to construct Cliff(R5) which coincides with Cliff(R4).
Please note that we have discussed the case of positive definite metric. If indefinite metrics are consid-
ered some of the basis elements have to be dressed with factors of i when represented by matrices in
the Clifford algebra. For example, if we want to consider the Clifford algebra Cliff(R1,3) with signature
(−,+,+,+) then all we need to do is to use Γ˜1 = iΓ1. This does not change the anticommutators
but it does change the square Γ˜21 = −1. In order to preserve Γ25 = 1 we need to introduce another
imaginary unit Γ5 = iΓ˜1 · Γ2 · Γ3 · Γ4, hence
Γ25 = −Γ˜1 · Γ2 · Γ3 · Γ4 · Γ˜1 · Γ2 · Γ3 · Γ4 = Γ˜21Γ2 · Γ3 · Γ4 · Γ2 · Γ3 · Γ4 = −Γ22 · Γ3 · Γ4Γ3 · Γ4 = Γ23 · Γ24 ,
which indeed is the unit matrix.
The idea of taking tensor products of Pauli matrices is generalisable. In fact, it is again easy to check
that for a general Clifford algebra over R2k the basis elements can be defined via
ej → Id⊗ . . .⊗ Id⊗ τα(j) ⊗ T ⊗ . . .⊗ T︸ ︷︷ ︸
[ j−12 ]−times
, (2.37)
where
T = i · τ1τ2 α(j) = 1, if j is odd, or α(j) = 2 otherwise .
In this way, the properties of the Pauli matrices get inherited to any dimensionality. Let us finally
give a representation of the eleven basis elements of Cliff(R11) just to ensure that the above formula
looks more complicated than it actually is. The first ten basis elements are simply
e1 ∼ Id⊗ Id⊗ Id⊗ Id⊗ τ1 , e2 ∼ Id⊗ Id⊗ Id⊗ Id⊗ τ2 ,
e3 ∼ Id⊗ Id⊗ Id⊗ τ1 ⊗ T , e4 ∼ Id⊗ Id⊗ Id⊗ τ2 ⊗ T ,
e5 ∼ Id⊗ Id⊗ τ1 ⊗ T ⊗ T , e6 ∼ Id⊗ Id⊗ τ2 ⊗ T ⊗ T , (2.38)
e7 ∼ Id⊗ τ1 ⊗ T ⊗ T ⊗ T , e8 ∼ Id⊗ τ2 ⊗ T ⊗ T ⊗ T ,
e9 ∼ τ1 ⊗ T ⊗ T ⊗ T ⊗ T , e10 ∼ τ2 ⊗ T ⊗ T ⊗ T ⊗ T .
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The eleventh basis element is taken to be the product of all other basis elements and hence is
e11 ∼ iτ1τ2 ⊗ τ1τ2 ⊗ τ1τ2 ⊗ τ1τ2 ⊗ τ1τ2 . (2.39)
It is straight forward to check that all these elements square to unity (in e11 we have introduced the
imaginary unit to achieve this) while the anticommutator of different basis elements vanishes. Taking
tensor products of five two-by-two matrices,we note that the Clifford algebra over R11 is represented
in 32-by-32 matrices. In the next section, the Clifford algebra over R1,10 is constructed in a slightly
different way.
To slowly find our way towards calculation involving Clifford algebras it is natural to derive the alge-
bra of products of two Γ matrices which is defined by
Γab = Γ[a Γb] .
Please check in detail the following calculation
ΓabΓcd = Γabcd − ηacΓbd + ηadΓbc − ηbdΓac + ηbcΓad ,
where Γabcd is the antisymmetrised product of four Γ’s. The antisymmetrisation ensures that all
indices are different. Since the square of Γ matrices is defined by the Clifford relation to be proportional
to unity, only the shortest (simplest) representative of a particular Clifford algebra element is used,
for example: instead of writing Γ1 · Γ1 · Γ2 we use ±Γ2 since Γ1 · Γ1 = ±1l (depending on the case).
The last equation expressed in words: either all indices of the product of two Γab are different (in
which case we get a four indexed Γ matrix, i.e. the first term on the right hand side), or two indices
coincide and can be taken to be proportional to the metric (and we have written all possible indices
that can coincide). Relabelling indices the last equation takes the form
ΓcdΓab = Γcdab − ηcaΓdb + ηcbΓda − ηcaΓca + ηdaΓcb .
Therefore
ΓabΓcd − ΓcdΓab = [Γab, Γcd] = Γabcd − ηacΓbd + ηadΓbc − ηbdΓac + ηbcΓad
− (Γcdab − ηcaΓdb + ηcbΓda − ηcaΓca + ηdaΓcb) .
The last expression can be simplified by considering the antisymmetry in the product of Clifford ele-
ments and also using the symmetry in the metric ηac = ηca to give
[Γab, Γcd] = −2ηacΓbd + 2ηadΓbc − 2ηbdΓac + 2ηbcΓad .
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Defining Γab = 2Jab (Γ matrices transform with twice the angle) this can be re-expressed as
[Jab, Jcd] = − ηacJbd + ηadJbc − ηbdJac + ηbcJad , (2.40)
which turns out to be the algebra of the rotation generators Jab.
Summary 1. We have made a full circle and have thus shown that everything is consistent. We
have seen that the scalar product can be embedded into an algebra where the basis vectors fulfil slightly
generalised relations (the product of two basis elements is non-trivial) but maintain the length of a
vector (the square of basis vectors is one - or rather 1l since in the new algebra). By definition is the
product of two different basis elements in the Clifford algebra antisymmetric. We have also just seen
that this product of two basis elements except for a factor of two fulfils the algebraic relations typical
of rotations. Hence 12Γab can be considered as generators of rotations.
Objects transforming under Clifford algebra elements in the fundamental representation, i.e. matrix
multiplication, are called spinors. We have argued how to get explicit representations of all Clifford
elements in all dimensions and all signatures.
2.3 The Groups PIN and SPIN.
We have derived all relations between the algebras of rotations and spin groups but we will now show
that everything can even be understood on the level of the corresponding groups. Hence we define:
Be x ∈ Rn a vector, and Cn the Clifford algebra with positive definite metric η = diag(1, . . . , 1).
Accordingly, x · x = ||x||2 can be used to find an inverse element
x−1 =
x
||x||2 .
The crucial point is that the basis vectors are naturally elements of a vector space but at the same
time also elements of the Clifford algebra. In the Clifford algebra it is also possible to consider all
products of basis elements with respect to the Clifford multiplication ◦, for example, if Γi represents
the basis element ei in the Clifford algebra, then also Γ[ij] or Γ[ijk] are in the Clifford algebra. In
particular the Clifford algebra is generated by all the antisymmetric products of gamma matrices.
The highest possible number of indices is the number of basis elements, i.e. the dimensionality of the
vector space Rn under consideration. Adding all possible combinations of any number of indices gives
the result
n∑
p=0
(
n
p
)
= (1 + 1)n = 2n . (2.41)
In even dimensions these 2n elements are linearly independent. As was demonstrated above, the
odd dimensional case has the same dimensionality as the next lower even dimensional case since the
product of all basis elements just forms the representative for the additional direction (for example
Γ3 ∼ Γ12). We note that in principle this number of degrees of freedom could be nicely represented
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by 2|
n
2 |-by-2|
n
2 | matrices. These would naturally act on vectors (better spinors) with dimension 2|
n
2 |.
This is indeed true for most of the cases.
We are ready to define
Definition 1. PIN(n) ⊂ Cn is the group which is multiplicatively generated by all vectors x ∈ Sn−1
(sphere).
Before moving on to the definition of the SPIN(n) group, we want to motivate its construction
by considering the involution on the vector space Rn which simply changes the sign of all vectors
V ∋ v → −v ∈ V . In the Clifford algebra this means that all elements generated by an even number
of basis elements are inert under this mapping, but not the vectors themselves. Nor are the elements
inert that are generated by an odd number of basis elements. The PIN(n)-group is spanned by all
multiplicatively generated elements independently of whether the number of basis elements is even
or odd. The SPIN(n) group is defined to be the subgroup of PIN(n) which is inert under the sign
swap of vectors
Definition 2. SPIN(n) ⊂ Cn = PIN(n) ∩ C0, where C0 is inert under sign swaps of single basis
elements.
An anti-involution γ can be defined by inverting the order of the basis elements:
γ(x1 ◦ . . . ◦ xm) = γ(xm) ◦ . . . ◦ γ(x1) & γ(xj) = xj , ∀xj ∈ Rn . (2.42)
γ can be understood as the inversion in PIN(n), e.g.
γ(ei ◦ ej ◦ ek ◦ el) = el ◦ ek ◦ ej ◦ ei , (2.43)
since now the square simply reads
(ei ◦ ej ◦ ek ◦ el) ◦ (el ◦ ek ◦ ej ◦ ei) ≡ 1l , (2.44)
which is obviously 1l. γ can be used to define reflexions and is used to define the adjoint representation
of PIN(n) (cf. (2.16)):
Lemma 1. If y ∈ Rn ⊂ Cn and x ∈ PIN(n) ⊂ Cn, then x · y · γ(x) is again in Rn ⊂ Cn.
To see this we can restrict ourselves to the case of one basis element of the PIN -group x = e1; all
other cases can be derived analogously. A simple calculation with a general vector y =
∑n
1 yiei yields
x · y · γ(x) = e1(
n∑
1
yiei)e1 = e1y1e1e1 −
n∑
2
yiei
= y1e1 −
n∑
2
yiei,
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where we have merely used e21 = 1 as defined from the quadratic form. This, however, is obviously a
reflexion of the vector y. It is easy to see that taking a composite element of PIN will only result in
successive reflexions.
Correspondingly, SPIN will necessarily generate an even number of reflexions. It is worthwhile to
state an old fact which will bring out the full significance of Clifford algebras in physics: Every
rotation can be understood as an even number of reflexions. We have come a long way
from abstract mathematics down to rotations and reflexions in space or space-time.
2.4 Spinors, Majorana and Weyl conditions
The final paragraph on abstract Clifford algebras is dedicated to the objects that actually transform
under Clifford elements. Since the complex Pauli matrices (and their tensor products) give rise to
representations of Clifford algebras it is natural to define spinors as complex valued vectors.
Definition 3. The vector space of complex n-spinors is
∆n := C
2k = C2 ⊗ . . .⊗ C2 for n = 2k, 2k + 1.
Elements of ∆n are called complex spinors or Dirac spinors.
Some properties of spinors can be derived from simple considerations on Clifford products of basis
elements. Let us for example consider the case of an even dimensional vector space R2k. In this case
the product of all basis elements
Γ2k+1 = ±aΓ1 · . . . · Γd (2.45)
(the name Γ2k+1 is just convention and originates from 4 dimensions where the product of all Γ-
matrices was usually called Γ5) results in an element which is not proportional to 1l, and generally is
linearly independent of all other basis elements and their products. This is a consequence of the above
equation (2.37) ∗2 . Taking the square of any product of basis elements in the Clifford algebra will
result in an element proportional to one. Depending on the particular case, we introduce an imaginary
unit into the product of all basis elements to ensure that it squares to + 1l (hence a = {1, i}). Since it
squares to 1l while not representing a basis vector, this element can be taken as an involution. Being a
product of an even number of basis element, it will also commute with all other products containing an
even number of basis vectors, as for example the elements of SPIN(2k). This involution can therefore
be used to split the vector space (i.e. the space of Dirac spinors) into two parts: those with positive,
respectively negative eigenvalue under Γ2k+1. Explicitly: take a spinor λ and measure its eigenvalue
under Γ2k+1. Since Lorentz generators commute with Γ2k+1, this eigenvalue will not change under
Lorentz rotations and hence serves as an invariant which is called handedness or chirality. It therefore
makes sense to define
∗2Compare the specific example (2.39).
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Definition 4. The elements of the sub-spaces with positive or negative eigenvalue under Γ2k+1 are
called (positive or negative) Weyl-spinors.
Weyl-spinors are elements of irreducible modules, i.e. sub vector spaces that do not mix under the
action of the spin group. By construction it is clear that Weyl-spinors exist in all even dimensions
and never in odd dimensions.
Before describing another involution which can be used to find irreducible sub-modules, we need to
state a fundamental theorem of Clifford algebras without proving it. Its content is simple. It merely
states the fact that two different representations of a Clifford algebra over the same base space are
isomorphic and hence related by a similarity transformation. The proof is not difficult and the iso-
morphism can be constructed explicitly, however, in order to keep the pace we refer the interested
reader to [27]. We are now ready for the following considerations.
It can be seen from (2.37) that despite considering real vector spaces Rd, the representation of the
Clifford algebra may involve imaginary units and thus acts on complex-valued spinors (as laid out in
Definition 3). It is easy to see, however, that if a set of Γ-matrices fulfils the Clifford relations (2.26)
then so does the set Γ∗, i.e. the complex conjugate. In other words both are representation over
the same quadratic form. Due to the fundamental Lemma just mentioned, they must be isomorphic.
Therefore a matrix B exists such that
Γ∗µ = B ΓµB
−1, and thus also Γ∗µν = B Γµν B
−1. (2.46)
Since we have introduced the notion of complex conjugation on the Clifford algebra, one can now
pose the question whether it might be possible to find purely real-valued representations of its ele-
ments. One way is to just go and try. But there is a more elegant way leading to Majorana spinors.
These are defined through the observation that also ΓT (transposed matrices) furnish a representation
if the original Γ’s do. Again the same argument as above applies, and there exists a matrix C such that
ΓTµ = −C ΓµC−1, and thus also ΓTµν = −C Γµν C−1 (2.47)
where we have introduced a minus sign which physically allows us to identify the matrix C with
the charge conjugation matrix. Next, using the fact that a spinor transforms under a SPIN -
transformation as (additional factor one half in comparison to above formula (2.40) because of anti-
symmetry in the indices)
δλ =
1
4
ωmn Γmn λ
we calculate
δ(B−1λ∗) = B−1δλ∗ = B−1
(
1
4
ω
mn(Γmnλ)
∗
)
=
1
4
ω
mn
B
−1
BΓmnB
−1
λ
∗ =
1
4
ω
mnΓmn(B
−1
λ
∗). (2.48)
This equation means that also B−1λ∗ transforms under SPIN(d) in the same way that λ does. Hence,
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it might be the case the the complex conjugate of a spinor can just be calculated by λ∗ = Bλ. This
can then be understood as some kind of reality condition of the spinor.
Using the fundamental lemma once more there must be a relation between the matrices B and
C, since both representations must also be isomorphic. The precise relation between these matrices
depends crucially one the signature of the vector space Rp,q under consideration.
Having argued that the matrix B might relate the spinor λ to its complex conjugate spinor
λ∗ = B λ, we take the complex conjugate of this equation and plug it into itself to find
λ = B∗B λ = ǫ λ ,
since B∗B commutes with the representation when taking the complex conjugate twice (2.46) as can
be seen from the following computation:
Γm = (Γ
∗
m)
∗ = B∗B ΓmB
−1B−1∗.
By Schur’s Lemma B∗B will thus have to be a multiple of the unit matrix B∗B = ǫ Id. One can
work out the precise value for ǫ in various space-time dimensions and signatures. Below we will give
a table for the specific case of one time dimension and d−1 space dimensions. Majorana spinors then
exist if ǫ = 1 (since then B becomes an involution) which can be shown to be the case if d = 2, 4 mod 8.
Finally, one could ask in which dimensions -assuming ’physical’ signature R1,d−1- the Majorana con-
dition is compatible with the condition for Weyl spinors. This merely depends on whether or not we
had to introduce the imaginary unit into Γ2k+1 (2.45) to ensure its squaring to 1l ∗3 . It turns out that
for d = 2 mod 4 no imaginary unit is required. Hence is the Majorana condition compatible with the
Weyl condition in d = 2, 10, 18, 26, . . .. In the table below, we have indicated the reducibility of the
spinors in physical signature up to eleven dimensions.
The first case, d = 2, happens to be the dimension of the world-sheet of a string, the second case,
d = 10, is the dimensionality of super string theories, and the case d = 26 is the critical dimension of
bosonic string theory.
d 2 3 4 5 6 7 8 9 10 11
M-W M M/W - W - W M M-W M.
M stands for Majorana, W for Weyl, M/W stands for either Majorana or Weyl,
M-W for Majorana and Weyl, correspondingly a dash means neither M nor W.
∗3 In the physical signature example underneath (2.36), we had to introduce the imaginary unit. You can check by
hand that you would also have to introduce it when defining Γ9 in R1,7. You can also check explicitly that you don’t
need to introduce the imaginary unit for Γ3 in R1,1 or Γ7 in R1,5 or Γ11 in R1,9.
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Summary 2. This finishes the overview into Clifford algebras. From now on we will present explicit
calculations. After having understood the basic ideas behind Clifford algebras, the reader might be
tempted to assume that calculations are easy to do. This will turn out to be a false assumption since
the representation of Cliff(R1,10) is in terms of 32-by-32 matrices. The authors therefore thought to
present some explicit calculations in order to see how they are done in general.
Unfortunately, many calculations are depending very much on conventions. The first choice effecting
the representation of the Clifford algebras is of course whether mostly plus or mostly minus quadratic
forms are used. Secondly, we have given an explicit representation of basis elements in (2.37) where
others are possible but of course isomorphic (due to the fundamental theorem on Clifford algebras).
Multiplying purely real Γi matrices by the imaginary unit results in purely imaginary basis elements.
Since eleven dimensions indeed do admit a Majorana condition imposed on the spinors, some papers
talk of purely imaginary, others of purely real representations of Clifford algebras.
2.5 Eleven dimensional Clifford Algebra
In subsection 2.2 we have already constructed the eleven dimensional Euclidean Clifford algebra (2.38).
In eleven dimensional SUGRA we also need a realisation of an eleven dimensional Clifford algebra of
a pseudo Euclidean space with Minkowskian signature. The fundamental anticommutation relation
of the corresponding Clifford algebra reads
{Γa,Γb } = 2 ηab 1l32, ηab = diag(−1, 1, . . . , 1) (2.49)
A representation by real matrices Γa can be obtained by taking appropriate tensor products of the
Pauli matrices (2.10) and ǫ = iτ2:
Γ0 = −ǫ⊗ 1l⊗ 1l⊗ 1l⊗ τ3 Γ1 = ǫ⊗ ǫ⊗ ǫ⊗ ǫ⊗ τ1
Γ2 = ǫ⊗ 1l⊗ τ1 ⊗ ǫ⊗ τ1 Γ3 = ǫ⊗ 1l⊗ τ3 ⊗ ǫ⊗ τ1
Γ4 = ǫ⊗ τ1 ⊗ ǫ⊗ 1l⊗ τ1 Γ5 = ǫ⊗ τ3 ⊗ ǫ⊗ 1l⊗ τ1 (2.50)
Γ6 = ǫ⊗ ǫ⊗ 1l⊗ τ1 ⊗ τ1 Γ7 = ǫ⊗ ǫ⊗ 1l⊗ τ3 ⊗ τ1
Γ8 = ǫ⊗ 1l⊗ 1l⊗ 1l⊗ ǫ Γ9 = τ1 ⊗ 1l16
Γ10 = τ3 ⊗ 1l16
It turns out that the algebra generated by the eleven gamma matrices given above and all antisym-
metrised products of them is isomorphic to the space of real 32× 32 matrices, i.e.
Cliff(R1,10) ≡ Mat(32,R)⊕Mat(32,R) . (2.51)
In supergravity we are concerned with spinorial representations only. As discussed in a previous sec-
tions this restricts the consideration to the even dimensional Clifford algebra or picking up one of the
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two Mat(32,R). In this sense we sometimes claim Cliff(R1,10) = Mat(32,R).
In the following we work in this representation of the Γ-matrices. For most computations apart from
those in section 7 the details of the representation are insignificant. But of utmost importance in this
note are the following relations
(Γa)† = Γ0 Γa Γ0 ⇔ (Γa)T = Γ0 Γa Γ0 (2.52)
Proposition 1. All antisymmetric products of Γ-matrices not equal to 1l are traceless.
Proof. For Γa1..a2i one has
Tr( Γa1..a2i ) = Tr( Γa1 · . . . · Γa2i )
= Tr( Γa2 · . . . · Γa2i Γa1 )
= (−1)2i−1 Tr( Γa1..a2i )
For Γa1..a2i+1 with 2i+ 1 < 11 there exists an aj /∈ (a1, . . . , a2i+1)
Tr( Γa1..a2i+1 ) = Tr( (ΓajΓaj ) Γ
a1 · . . . · Γa2i+1 )
= Tr( Γaj Γ
a1 · . . . · Γa2i+1 Γaj )
= (−1)2i+1 Tr( Γa1..a2i+1 )
Proposition 2. We note the following useful identity without proof:
Γaj ...a1Γb1...bk =
min(j,k)∑
l=0
l!
(
j
l
) (
k
l
)
δ
[a1
[b1
· · · δalbl Γaj ...al+1]bl+1...bk] . (2.53)
Proposition 3. The following identity holds
1
32
Tr ( Γan...a1Γb1...bn ) = δ
a1...an
b1...bn
(2.54)
Proof. The proof is a direct consequence of computing the trace of the identity (2.53) combined with
the tracelessness of antisymmetrised Γ-matrices.
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Definition 5. With ψµ = ψ
α
µ a Majorana spinor 1-form is given by
ψ = ψµ dx
µ .
Definition 6. Dirac/Majorana conjugate
ψ¯D = ψ†A (2.55)
ψ¯M = ψT C (2.56)
Here A and C are intertwiners of representations of the Γ-algebra∗4
(Γa)† = AΓaA ⇔ (Γa)T = C Γa C
Comparison with eq. (2.52) leads to A = Γ0 and C = Γ0.
Remark 1. Exchanging two spinors produces a sign (due to the Fermi statistics of fermions).
Proposition 4.
ψ¯ Γa1 ... ai ∧ ψ = 0 , i = 0, 3, 4, 7, 8, 11 (2.57)
Proof. Write eq. (2.57) in coordinates, i.e.
ψ¯ Γa1 ... ai ∧ ψ = ( ψ¯[µ Γa1 ... ai ψν] ) dxµ ∧ dxν
Now performing a transposition in the spin-space, the “scalar” ψ¯ Γa1 ... ai ∧ ψ does not transform
and we obtain using eq. (2.52) and the anticommuting property of spinors:
ψ¯[µ Γ
a1 ... ai ψν]
!
=
(
ψ¯[µ Γ
a1 ... ai ψν]
)T
= −ψT[ν (Γai)T . . . (Γa1)T (Γ0)Tψµ]
= (−1)i ψ¯[ν Γai ... a1 ψµ]
= − (−1) i(i+1)2 ψ¯[µ Γa1 ... ai ψν] (2.58)
The value of the sign on the right hand side of the last equation is depicted in the following table:
∗4This is consistent with (2.47) due to (Γ0)−1 = −Γ0.
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i − (−1) i(i+1)2 ψ¯ Γa1 ... ai ∧ ψ
0 -1 0
1 +1
2 +1
3 -1 0
4 -1 0
5 +1
6 +1
7 -1 0
8 -1 0
9 +1
10 +1
11 -1 0
Due to the type of signs the terms pick up during the manipulation some of them can be seen to
vanish identically. In fact, up to duality, just the terms with one, two or five Gamma matrices persist.
Proposition 5. A consequence is the elementary Fierz identity:
ψ) ∧ (ψ¯ = 1
32
(
Γc1 (ψ¯ Γc1 ∧ ψ) +
Γc2c1
2!
(ψ¯ Γc1c2 ∧ ψ) +
Γc5...c1
5!
(ψ¯ Γc1...c5 ∧ ψ)
)
. (2.59)
Proof. According to (2.51) a generic real 32× 32-matrix Γ can be expanded in a basis of the Clifford
algebra as
Γ =
5∑
i=0
C|i| · Γ|i| (2.60)
with Γ|i| = Γa1...ai . Using the identity (2.54) one obtains
Tr(Γ Γ|k|) =
5∑
i=0
C|i| · Tr(Γ|i| Γ|k|)
=
5∑
i=0
C|i| 32 (−1)
i(i−1)
2 δ|i||k|
= k! · C|k| 32 (−1)
k(k−1)
2
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or
C|k| =
(−1) k(k−1)2
32 · k! Tr(Γ Γ|k|)
This leads to
Γ =
1
32
5∑
i=0
(−1) i(i−1)2
i!
Tr(Γ Γ|i|) · Γ|i| (2.61)
Choosing (Γ)αβ = ψα[µ) (ψ¯
β
ν], i.e. the left hand side of eq. (2.59) one obtains
ψα[µ) (ψ¯
β
ν] =
1
32
5∑
i=0
(−1) i(i−1)2
i!
Tr(ψγ[µ) (ψ¯
δ
ν] (Γ|i|)δγ)︸ ︷︷ ︸
(ψ¯[µ Γ|i|ψν])
·Γ|i|
=
1
32
5∑
i=0
(−1) i(i−1)2
i!
(ψ¯[µ Γ|i|ψν]) · Γ|i|
Due to eq. (2.57) only three terms can contribute to the sum. Absorbing the signs in the reordering
of the indices of the Gamma-matrices one finally obtains
ψα[µ) (ψ¯
β
ν] =
1
32
(
(ψ¯[µ Γc1ψν]) · Γc1 + (ψ¯[µ Γc1c2ψν]) ·
Γc2c1
2!
+ (ψ¯[µ Γc1...c5ψν]) ·
Γc5...c1
5!
)
(2.62)
which is the expression (2.59) in coordinates.
Definition 7. Open/Closed Terms: Terms of the type ψ¯[µ Γ
(j) ψν], i.e. with all spinor indices con-
tracted, are called closed terms. Opposite to that we call terms of the type Γ(i)ψ[µ ψ¯ν]Γ
(j) open.
It is the nature of Fierz identities to express open terms in terms of closed terms and vice versa.
Proposition 6. The duality relation of the 11d Clifford algebra reads∗5
Γa1...ap =
(−1) (p+1)(p−2)2
(11− p)! ε
a1...apap+1...a11 Γap+1...a11 . (2.63)
∗5 From (2.50) it follows Γ0...10 = −1l32 and correspondingly we define ε0...10 = −1.
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Proof. We start again from (2.60) and chose Γ = Γa1...ap
Γa1...ap =
5∑
i=0
C|i| · Γ|i| . (2.64)
Now we multiply by Γ|k| with the length |k| = 11− p. We obtain
Γa1...apΓap+1...a11 =
5∑
i=0
C|i| · Γ|i|Γ|k| . (2.65)
If all indices are different, then due to (2.50) we have Γa1...apap+1...a11 = − 1l32 and after taking the
trace the left hand side of (2.65) reads (cf. footnote on page 24):
Tr ( Γa1...apΓap+1...a11 ) = 32 εa1...a11 , (2.66)
while the right hand side reads
Tr(
5∑
i=0
C|i| · Γ|i|Γ|k| ) = 32Cb11...bp+1 δap+1...a11bp+1...b11 = 32 (11− p)!Ca11...ap+1 . (2.67)
Comparing both results with each other one obtains
Ca11...ap+1 =
1
(11− p)! ε
a1...a11 , (2.68)
and finally
Γa1...ap =
1
(11− p)! ε
a1...a11 Γa11...ap+1 (2.69)
Ordering the indices produces a sign (−1) (11−p−1)(11−p)2 , which using modulo 4 arithmetic can be
written as
(−1) (11−p−1)(11−p)2 = (−1) (p+1)(p−2)2 . (2.70)
Homework:
Exercise 1. Prove in analogy to (2.58) the identity. Here ǫ and ψ commute and Γ(j) = Γa1...aj :
ψ¯µ Γ
(j) ǫ = − (−1) j(j+1)2 ǫ¯Γ(j) ψµ . (2.71)
25
2.6 Cremmer-Julia-Scherk Fierz Identity
In the application of the eleven dimensional Clifford algebra to supergravity the efficient handling of
Fierz identities becomes essential. The topic is technically involved. A good reference for a deeper
study is [28]. Another source of information is [29]. In this section we want to prove the most impor-
tant Fierz identity appearing in computations within eleven dimensional supergravity and providing
a taste of the technicalities showing up in this context. It is dubbed the CJS Fierz identity and given
below:
1
8
Γµναβγδ ψνψ¯α Γβγ − 1
8
Γβγ ψνψ¯α Γ
µναβγδ
− 1
4
Γµναβδψνψ¯αΓβ +
1
4
Γβψν ψ¯αΓ
µναβδ
− 2 gβ[αΓδµν]ψνψ¯αΓβ − 2 Γβψνψ¯αgβ[αΓδµν]
+ 2 gβ[αΓδµν] ψ¯αΓβψν = 0 (2.72)
Proof. Inserting the basic Fierz identity eq. (2.62) into eq. (2.72) and ordering after closed terms one
obtains:
Eq. (2.72) =
1
32
{
1st − term
}
ψ[ν Γ|c1| ψα] +
1
32
{
2nd − term
} 1
2!
ψ[ν Γ|c1c2| ψα]
+
1
32
{
3th − term
} 1
5!
ψ[ν Γ|c1...c5| ψα]
Each of the three terms must vanish separately. There is a small difference in the treatment of the first
and the last two terms. This is due to the presence of closed term 2 gβ[αΓδµν] ψ¯αΓβψν in eq. (2.72),
which contributes only to the first but not to the last two terms. The part which is common to all
three terms and which must be rewritten by Fierzing consists of the first six terms in eq. (2.72) and
we are going to rewrite it now. A unified notation allowing to handle the common part (c.p.) of all
three terms at once is ( Γ(j) denotes a totally antisymmetric matrix with j indices )
{
jth − term, c.p.
}
=
1
8
Γµναβγδ Γ(j) Γβγ − 1
8
Γβγ Γ
(j) Γµναβγδ︸ ︷︷ ︸
(1)
− 1
4
Γµναβδ Γ(j) Γβ +
1
4
Γβ Γ
(j) Γµναβδ︸ ︷︷ ︸
(2)
(2.73)
− 2 gβ[α Γδµν] Γ(j) Γβ − 2 Γβ Γ(j) gβ[α Γδµν]︸ ︷︷ ︸
(3)
.
To simplify the terms on the right hand side we need two identities of Clifford matrices, which are
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easy to prove. The first by direct computation and the second by iterating the first one twice:
Γβ Γa1...aj Γ
β = (−1)j (D − 2 j) Γa1...aj (2.74)
Γβγ Γa1...aj Γ
βγ = − [ (D − 2 j)2 − D ] Γa1...aj . (2.75)
Proof. of (2.75)
Γβγ Γa1...aj Γ
βγ = − ( ΓβΓγ − ηβγ ) Γa1...aj
(
ΓγΓβ − ηγβ )
= − (D − 2 j)2 Γa1...aj + DΓa1...aj + D Γa1...aj − D Γa1...aj
= − [ (D − 2 j)2 − D ] Γa1...aj
In eleven dimensional SUGRA we must specify D = 11, obviously.
Ad (1) :
Instead of (1) we consider
1
8
ΓµναδΓβγ Γ
(j) Γβγ − 1
8
Γβγ Γ(j) ΓβγΓ
µναδ (2.76)
which using eq. (2.75) reads
(2.76) = − 1
8
[
(D − 2 j)2 −D ] [Γµναδ, Γ(j) ] . (2.77)
Alternatively, using (2.53), it can be rewritten as
(2.76) =
1
8
{
Γµναδβγ + 8 δ
[δ
[βΓ
µνα]
γ] + 2 · 6 · δ[δ[βδαγ]Γµν]
}
Γ(j) Γβγ
− 1
8
Γβγ Γ(j)
{
Γβγ
µναδ + 8 δ
[µ
[γΓβ]
ναδ] + 2 · 6 · δ[µ[γ δνβ]Γαδ]
}
(2.78)
Comparing (2.77) with (2.78) one obtains
1
8
Γµναδβγ Γ
(j) Γβγ − 1
8
Γβγ Γ(j) Γµναδβγ = − 1
8
[
(D − 2 j)2 −D ] [Γµναδ, Γ(j) ]
− 1
8
{
8 δ
[δ
[βΓ
µνα]
γ] + 2 · 6 · δ[δ[βδαγ]Γµν]
}
Γ(j) Γβγ
+
1
8
Γβγ Γ(j)
{
8 δ
[µ
[γΓβ]
ναδ] + 2 · 6 · δ[µ[γ δνβ]Γαδ]
}
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The left hand side is exactly what we denoted by (1) in (2.73). The two terms with the factors “2 · 6”
cancel each other and one obtains
(1) = − 1
8
[
(D − 2 j)2 −D ] [Γµναδ, Γ(j) ]
− δ[δ[βΓµνα]γ] Γ(j) Γβγ︸ ︷︷ ︸
Γ[µνα|γ Γ(j) Γ|δ]γ
+ Γβγ Γ(j) δ
[µ
[γΓβ]
ναδ]︸ ︷︷ ︸
Γγ[µ| Γ(j) Γγ |ναδ]
(2.79)
To get rid of the contractions over γ in the last two terms we obtain by (2.74)
−Γ[µνα|γ Γ(j) Γ|δ]γ =
(
Γ[µνα| Γγ − 3 δ[αγ Γµν
)
Γ(j)
(
ΓγΓ|δ] − ηγ|δ]
)
= (−1)j (D − 2 j) Γ[µνα| Γ(j) Γ|δ] − Γµναδ Γ(j) − 3 δ[αγ Γµν Γ(j) ΓγΓ|δ] + 0
and analogously
Γγ[µ| Γ(j) Γγ
|ναδ] = − (−1)j (D − 2 j) Γ[µ| Γ(j) Γ|ναδ] + 3Γ[µ| Γγ Γ(j) δ|νγ Γαδ] + Γ(j) Γµναδ .
Plugging the last two results back into (2.79) the two terms with the factor “3” cancel each other and
one obtains
(1) = − 1
8
[
(D − 2 j)2 −D + 8 ] [Γµναδ, Γ(j) ]
+(−1)j (D − 2 j)
{
Γ[µνα| Γ(j) Γ|δ] − Γ[µ| Γ(j) Γ|ναδ]
}
(2.80)
It is useful to observe, that the expression in curly brackets has the same tensor structure as (3) in
(2.73).
Ad (2) :
In order to simplify the terms in (2) we proceed similarly to the previous calculations:
(2) = − 1
4
Γµναβ
δ Γ(j) Γβ +
1
4
Γβ Γ(j) Γµναβ
δ
=
1
4
{
Γµναδ Γβ − 4 δ[δβ Γµνα]
}
Γ(j) Γβ − 1
4
Γβ Γ(j)
{
Γβ Γ
µναδ − 4 δ[µβ Γναδ]
}
=
(−1)j (D − 2 j)
4
[
Γµναδ, Γ(j)
]
− Γ[µνα| Γ(j) Γ|δ] + Γ[µ| Γ(j) Γ|ναδ] (2.81)
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Final checks:
With the help of (2.80) and (2.81) equation (2.73) now reads
{
jth − term, c.p.
}
= − 1
8
[
(D − 2 j)2 −D + 8− 2 (−1)j (D − 2 j) ] [Γµναδ, Γ(j) ]
+
[
(−1)j (D − 2 j) − 1 + 2 ] {Γ[µνα| Γ(j) Γ|δ] − Γ[µ| Γ(j) Γ|ναδ]} (2.82)
This must now be evaluated for all the three values j might take on.
j = 1 : ⇒ Γ(j) = Γc1 and (2.82) reads
{
1st − term, c.p.
}
= − 12 [Γµναδ, Γc1 ] − 8 {Γ[µνα Γc1 Γδ] − Γ[µ Γc1 Γναδ]}
With
[
Γµναδ, Γc1
]
= − 8 δ[µc1 Γναδ]
{
1st − term, c.p.
}
= 96 δ[µc1 Γ
ναδ] − 8
{
Γ[µνα Γc1 Γ
δ] − Γ[µ Γc1 Γναδ]
}
= 96 δ[µc1 Γ
ναδ] − 8
{
Γ[µνα
(
−Γδ] Γc1 + 2 δδ]c1
)
−
(
−Γc1Γ[µ + 2 δ[µc1
)
Γναδ]
}
= ( 96 + 16 + 16− 64 ) δ[µc1 Γναδ] = 64 δ[µc1 Γναδ]
This 64 exactly matches with opposite sign the only closed term presented in (2.72).
j = 2 : ⇒ Γ(j) = Γc1c2 and (2.82) reads
{
2nd − term, c.p.
}
= − 4 [Γµναδ, Γc1c2 ] + 8 { Γ[µνα| Γc1c2 Γ|δ] − Γ[µ| Γc1c2 Γ|ναδ]︸ ︷︷ ︸
(∗)
}
With
[
Γµναδ, Γc1c2
]
= 16 δµ[c1 Γc2]
ναδ]
and
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(∗) = − gβ[α Γδµν] Γc1c2 Γβ − Γβ Γc1c2 gβ[α Γδµν]
= − gβ[α Γδµν] {Γc1c2β + 2 ηβ[c2Γc1] } − {Γβc1c2 + 2 ηβ[c1Γc2] } gβ[α Γδµν]
= − gβ[α
{
Γδµν]c1c2β + 9 δ
ν
[c1
Γδµ]c2β] + 18 δ
ν
[c1
δµc2Γ
δ]
β] + 6 δ
ν
[c1
δµc2δ
δ]
β]
}
− gβ[α
{
Γβc1c2
δµν] + 9 δδ[c2Γβc1]
µν] + 18 δδ[c2δ
µ
c1Γβ]
ν] + 6 δδ[c2δ
µ
c1δ
ν]
β]
}
−2 gβ[α Γδµν] ηβ[c2 Γc1] − 2 ηβ[c1 Γc2] gβ[α Γδµν]
= − 18 gβ[αδν[c1 Γδµ]c2β] − 2 gβ[α Γδµν] ηβ[c2 Γc1] − 2 ηβ[c1 Γc2] gβ[α Γδµν]
= − 18 gβ[αδν[c1 Γδµ]c2β] − 2 gβ[α ηβ[c2
{
Γδµν]c1] + 3 δ
ν
c1]
Γδµ]
}
−2 ηβ[c1 gβ[α
{
Γc2]
δµν] + 3 δδc2]Γ
µν]
}
= − 18 gβ[αδν[c1 Γδµ]c2β] − 4 δ
[α
[c2
Γδµν]c1]
= 12 δ
[ν
[c1
Γδµα]c2] − 4 δ[α[c2 Γδµν]c1]
= 8 δ
[µ
[c1
Γc2]
ναδ]
we obtain
{
2nd − term, c.p.
}
= (− 64 + 64 ) δµ[c1 Γc2]
ναδ] != 0.
j = 5 : ⇒ Γ(j) = Γc1...c5 This case is left as an exercise.
Homework:
Exercise 2. Complete the above proof by doing the case j = 5.
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3 Eleven dimensional Supergravity a` la Cremmer-Julia-Scherk
In a seminal paper Cremmer, Julia and Scherk derived the Lagrangian of the unique 11d supergravity
nowadays mostly referred to as the low energy limit of M-theory [2]. It is an eleven dimensional
theory of gravity involving a set of massless fields in eleven dimensions which carry a representation
of supersymmetry. Since supersymmetry assigns to each bosonic degree of freedom a corresponding
fermionic one and vice versa a consequence of the last property is that the number of physical degrees
of freedom for fermionic and bosonic fields must match. Physical degrees of freedom for massless
particles can be counted by choosing light cone gauge, i.e. by classifying the massless fields according
to the little group SO(9). A very nice physical discussion of how this counting works in detail can be
found in [18]. Massless fields must transform as irreducible representations of the little group.
Being a theory of gravity, the metric gµν should appear in the set of fields. The same must be true
for the gravitino ψαµ , which is the superpartner of the metric. The corresponding degrees of freedom
of metric and gravitino have to form irreducible representations of tensor products of SO(9). The
metric is a symmetric tensor with two indices and thus contained in
• [9V ⊗ 9V ]symm = [1⊕ 36⊕ 44]symm = 1⊕ 44.
Here the 1 corresponds to the trace and the 44 to the symmetric traceless tensor. The metric is
identified with the 44, while the 1, usually called dilaton, does not occur as a dynamical field in
eleven dimensional supergravity. Similarly the gravitino is contained in the tensor product of the fun-
damental vector representation and the spinor representation of SO(9), which itself is not irreducible
but decomposes into two irreducible components:
• 16S ⊗ 9V = 16S ⊕ 128
Obviously, the gravtino belongs to the 128.
Supersymmetry requires matching of bosonic and fermionic degrees of freedom on-shell. The big
mismatch between 44 and 128 seems to require the introduction of another bosonic field. It turns
out that the product of three vector representation contains a 84 dimensional representation in its
totally antisymmetric part
• [9V ⊗ 9V ⊗ 9V ]antisym = [36⊗ 9V ]antisym = [84⊕ 9⊕ 231]antisym = 84
Using this three form potential, the boson/fermion count now reads
44⊕ 84 = 128
From the point of view of counting the degrees of freedom there is a chance to find a supersymmetric
theory containing the metric, a gravitino and a three form antisymmetric tensor field Cµνρ subject
to suitable constraints in order to get rid of superfluous degrees of freedom as discussed before. The
31
construction of the theory from scratch will be postponed until section 4. At this point, we make
do with giving the final result for the Lagrangian whose details depends on the conventions chosen.
The vast majority of research papers uses conventions which differ from the ones used in the original
paper [2]. Using the following redefinitions
• κ = 1
• Fµνρσ = 12 Gµνρσ
• Γa 7→ iΓa
one obtains from the original Lagrangian (see appendix A) the Lagrangian in our conventions∗6
L = 1
4
eR+
1
2
eψ¯µΓ
µνρDν
(
ω + ωˆ
2
)
ψρ − 1
4 · 48 eGµνρσG
µνρσ
− 1
4 · 48 e
(
ψ¯µΓ
µναβγδψν + 12 ψ¯
αΓγδψβ
) ( Gαβγδ + Gˆαβγδ
2
)
+
1
4 · 1442 ǫ
α1...α4β1...β4µνρGα1...α4Gβ1...β4Cµνρ . (3.1)
the action of which is supposed to be invariant under the following supersymmetric transformation
rules:
δQeµ
a = ǫ¯Γaψµ
δQCµνρ = 3 ǫ¯Γ[µνψρ]
δQψµ = Dµ(ωˆ)ǫ− 1
2 · 144
(
Γαβγδµ − 8 Γβγδδαµ
)
ǫ Gˆαβγδ = Dˆµǫ (3.2)
The signature of the metric is ηab = (−1, 1, . . . , 1) and the Γ-matrices are in a real representation of
the Clifford algebra
{Γa, Γb } = 2 ηab 1l32 .
Apart from the elementary fields (vielbein eaµ, gravitino ψµ and antisymmetric tensor field Aµνρ) the
abbreviations in the above Lagrangian have the following meaning:
∗6ε0123456789 10 = −1
32
Dν(ω)ψµ = ∂νψµ − 1
4
ωνab Γ
ab ψµ
Gµνρσ = 4 ∂[µCνρσ]
Gˆµνρσ = Gµνρσ + 6 ψ¯[µΓνρψσ]
Kµab =
1
4
[
ψ¯αΓµab
αβψβ − 2
(
ψ¯µΓbψa − ψ¯µΓaψb + ψ¯bΓµψa
) ]
( contorsion )
ωµab = ω
(0)
µab︸︷︷︸
Christ
+ Kµab
ωˆµab = ωµab − 1
4
ψ¯α Γµab
αβ ψβ
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3.1 Equation of Motion
3.1.1 ψµ
Lψ = 1
2
ψ¯µΓ
µνρDν
(
ω + ωˆ
2
)
ψρ − 1
4 · 48
(
ψ¯µΓ
µναβγδψν + 12 ψ¯
αΓγδψβ
) (
Gˆαβγδ − 3 ψ¯[αΓβγψδ]
)
0 =
∂L
∂ψ¯nξ
− ∂
∂xω

 ∂L
∂
(
∂ωψ¯nξ
)

 != ∂L
∂ψ¯nξ
0 =
1
2
Γξνρ
[
Dν(ωˆ) − 1
32
ψ¯αΓνab
αβ ψβ Γ
ab
]
ψρ +
1
64
Γνab
ξβ ψβ ψ¯µ Γ
µνρ Γab ψρ
− 1
4 · 48
(
Γξναβγδ ψν + 12 δ
ξ
α Γγδψβ
) (
Gˆαβγδ − 3 ψ¯[αΓβγψδ]
)
− 3
4 · 48 δ
ξ
[αΓβγψδ]
(
ψ¯µ Γ
µναβγδ ψν + 12 ψ¯
α Γγδψβ
)
=
1
2
[
ΓξνρDν(ωˆ) − 1
96
(
Γξραβγδ + 12 δ
ξ
α Γγδδ
ρ
β
)
Gˆαβγδ
]
ψρ
− 1
64
Γξνρ Γab ψρ ψ¯αΓνab
αβ ψβ +
1
64
Γνab
ξβ ψβ ψ¯µ Γ
µνρ Γab ψρ
+
1
64
(
Γξναβγδ ψν ψ¯
[αΓβγψδ] − δξ[αΓβγψδ] ψ¯µ Γµναβγδ ψν
)
(3.3)
Proposition 7.
Γµνρ
(
Γαβγδν − 8 Γβγδ δαν
)
ψρ Gˆαβγδ = 3
(
Γµραβγδ + 12 δ
µ
α Γγδδ
ρ
β
)
ψρ Gˆ
αβγδ
Proof. We quote two useful identities here. The first is simply a variant of (2.53).
ΓaΓa1...aj = Γaa1...aj + j ηa[a1Γa2...aj ] (3.4)
ΓdΓa1...ajΓd = (−1)j (11− 2j) Γa1...aj (3.5)
Using eq. (2.53) and eq. (3.4) repeatedly one obtains
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Γµνρ Γαβγδν = −Γνµρ Γαβγδν
= − ( Γν Γµρ − 2 ην[µ Γρ] ) ( ΓαβγδΓν − 4 Γ[αβγηδ]ν )
= −Γν Γµρ ΓαβγδΓν + 4Γν Γµρ Γ[αβγηδ]ν
+2 ην[µ Γρ] ΓαβγδΓν − 8 ην[µ Γρ] Γ[αβγηδ]ν
= −Γν
{
Γµραβγδ + 8 δ
[ρ
[α Γ
µ]
βγδ] + 12 δ
[ρ
[αδ
µ]
β Γγδ]
}
Γν
+4
{
Γνµρ + 2 ην[µ Γρ]
}
Γ[αβγηδ]ν + 2 η
ν[µ Γρ] ΓαβγδΓν
− 8 ην[µ Γρ] Γ[αβγηδ]ν
= +Γµραβγδ − 24 δ[ρ[α Γµ]βγδ] − 84 δ
[ρ
[αδ
µ]
β Γγδ]
+4Γνµρ Γ[αβγηδ]ν + 2 η
ν[µ Γρ] ΓαβγδΓν
Now contracting with Gˆαβγδ one obtains
Γµνρ Γαβγδν Gˆ
αβγδ =
{
Γµραβγδ − 24 δ[ρα Γµ]βγδ − 84 δ[ρα δµ]β Γγδ
− 4 Γνµρ Γβγδηαν + 2 ην[µ Γρ] ΓαβγδΓν
}
Gˆαβγδ
The explicit antisymmetrisation in (α, β, γ, δ) of the second, third and fourth term could be neglected,
since we contract via an complete antisymmetric tensor Gˆαβγδ. We consider now
Γµνρ (Γαβγδν − 8 Γβγδ ηνα) Gˆαβγδ =
{
Γµραβγδ − 24 δ[ρα Γµ]βγδ − 84 δ[ρα δµ]β Γγδ (3.6)
− 4 Γµνρ Γβγδηαν + 2 ην[µ Γρ] ΓαβγδΓν
}
Gˆαβγδ
Expanding the fourth term of eq. (3.6) via eq. (2.53) one obtains:
ΓµνρΓβγδ ηνα = Γ
µ
α
ρ
βγδ + 9 ηνα δ
[ρ
[βΓ
µν]
γδ] + 18 ηνα δ
[ρ
[βδ
ν
γΓ
µ]
δ] + 6ηνα δ
[µ
[βδ
ν
γδ
ρ]
δ]
The last term of eq. (3.6) can be expanded as
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2 ην[µ Γρ] ΓαβγδΓν Gˆ
αβγδ = 2 ην[µ Γρ]
{
Γαβγδν + 4Γ[αβγηδ]ν
}
Gˆαβγδ
= 2 ην[µ δρ]κ Γ
κ
{
Γαβγδν + 4Γαβγηδν
}
Gˆαβγδ
= 2 ην[µ δρ]κ
{
Γκαβγδν + 5δ
κ
[α Γβγδν] + 4
(
Γκαβγ + 3δ
κ
[αΓβγ]
)
ηδν
}
Gˆαβγδ
= 2 ην[µ δρ]κ
{
Γκαβγδν + 4 (Γ
κ
αβγ + 3δ
κ
αΓβγ ) ηδν +
(
δκα Γβγδν + δ
κ
ν Γαβγδ︸ ︷︷ ︸
0
+ δκδ Γναβγ + δ
κ
γ Γδναβ + δ
κ
β Γγδνα
) }
Gˆαβγδ
=
{
− 2 Γµραβγδ + 8 δ[µδ δρ]κ ( Γκαβγ + 3δκαΓβγ ) + 8 ην[µ δρ]κ δκ[α Γβγδ]ν
}
Gˆαβγδ
=
{
− 2 Γµραβγδ + 8 δ[µδ Γρ]αβγ + 24 δ[µδ δρ]α Γβγ − 8 δ[µδ Γρ]αβγ
}
Gˆαβγδ
=
{
− 2 Γµραβγδ + 24 δ[µδ δρ]α Γβγ
}
Gˆαβγδ
Putting things together eq. (3.6) reads
Γµνρ (Γαβγδν − 8 Γβγδ ηνα) Gˆαβγδ =
{
Γµραβγδ − 24 δ[ρα Γµ]βγδ − 84 δ[ρα δµ]β Γγδ
− 4
(
Γµα
ρ
βγδ + 9 ηνα δ
[ρ
[βΓ
µν]
γδ] + 18 ηνα δ
[ρ
[βδ
ν
γΓ
µ]
δ] + 6ηνα δ
[µ
[βδ
ν
γδ
ρ]
δ]︸ ︷︷ ︸
0
)
+
(
− 2 Γµραβγδ + 24 δ[µδ δρ]α Γβγ
) }
Gˆαβγδ
=
{
3 Γµραβγδ − 84 δ[ρα δµ]β Γγδ − 72 ηνα δ[ρβ δνγΓµ]δ + 24 δ[µδ δρ]α Γβγ
− 24 δ[ρα Γµ]βγδ − 36 ηνα δ[ρβ Γµν]γδ
}
Gˆαβγδ (3.7)
Now a case by case study of the remaining terms follows
− 36 ηνα δ[ρβ Γµν]γδ Gˆαβγδ = − 12 ηνα
[
δρβΓ
µν
γδ + δ
µ
βΓ
νρ
γδ + δ
ν
βΓ
ρµ
γδ
]
Gˆαβγδ
= − 12
[
δρβΓ
µ
αγδ − δµβΓραγδ + ηαβΓρµγδ︸ ︷︷ ︸
0
]
Gˆαβγδ
= 12ΓµαγδGˆ
ραγδ − 12 ΓραγδGˆµαγδ
= 24Γ[µαγδGˆ
ρ]αγδ = 24Γ[µαγδδ
ρ]
β Gˆ
βαγδ = 24 δ[ρα Γ
µ]
βγδGˆ
αβγδ
36
− 72 ηνα δ[ρβ δνγΓµ]δ Gˆαβγδ = − 72 ηνα
1
3
[
δρβδ
ν
γΓ
µ
δ + δ
ν
βδ
µ
γΓ
ρ
δ + δ
µ
βδ
ρ
γΓ
ν
δ
]
Gˆαβγδ
= − 72 ηνα 1
3
[
δρβδ
ν
γΓ
µ
δ︸ ︷︷ ︸
0
+ δνβδ
µ
γΓ
ρ
δ︸ ︷︷ ︸
0
+ δµβδ
ρ
γΓ
ν
δ
]
Gˆαβγδ
= − 72 1
3
δργδ
µ
βΓαδ Gˆ
αβγδ
= 24 δραδ
µ
β Γγδ Gˆ
αβγδ
Plugging this expressions in eq. (3.7) one obtains
Γµνρ (Γαβγδν − 8 Γβγδ ηνα) Gˆαβγδ = 3 ·
(
Γµραβγδ + 12 δ
µ
α Γγδ δ
ρ
β
)
Gˆαβγδ (3.8)
A contraction of this equation with ψρ gives the desired result.
Proposition 8. The last four terms in eq. (3.3) vanish identically.
Proof. The basic steps of the proof are outlined in [29] and boil down to checking that the Fierz
identity (2.72) holds.
If one inserts the results of Proposition 1 and 2 in eq. (3.3) and defines
Dˆνψρ = Dν(ωˆ)ψρ − 1
2 · 144
(
Γαβγδν − 8 Γβγδδαν
)
ψρ Gˆαβγδ
the equation of motion finally reads
ΓµνρDˆνψρ = 0 (3.9)
Remark 2. In practical applications it is very cumbersome to work with the fermionic fields. So one
mostly restricts considerations to the set of bosonic fields and sets the gravitino explicitly to zero.
To make the vanishing of the gravitino consistent with the presence of supersymmetry one has to
impose the constraint that the supervariations acting on such a bosonic background cannot restore a
non vanishing gravitino, i.e. the supervariation of the gravitino evaluated in the bosonic background
37
must vanish identically:
δQψµ = Dµ(ω)ǫ− 1
2 · 144
(
Γαβγδµ − 8 Γβγδδαµ
)
ǫGαβγδ
!
= 0 . (3.10)
This is known as the Killing spinor equation of eleven dimensional supergravity. Following the common
practice we just work out the bosonic equations of motion of the metric gµν and three form potential
Cµνρ, now.
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3.1.2 gµν
S =
∫
dDx
√
g R︸ ︷︷ ︸
(I)
− 1
48
∫
dDx
√
g Gµνρσ G
µνρσ︸ ︷︷ ︸
(II)
(3.11)
We will now derive the Euler-Lagrange equations following from the Einstein-Hilbert action (I), cou-
pled to a four form field strength (II). First we study the variation of the Einstein-Hilbert action (I).
Since the Ricci scalar is R = gµνRµν , it is simpler to consider variations of g
µν , i.e. the inverse
metric, instead of gµν .
δS(I) =
∫
dDx
[
δ
√
g gµν Rµν +
√
g δgµν Rµν +
√
g gµν δRµν
]
(3.12)
We must evaluate the variation of the determinant in the the first term. We start from the identity
g ≡ − det g = − εi1...in g1i1 · . . . ·gnin
and compute
∂g
∂xl
= −
n∑
j=1
εi1...in g1i1 · . . . ·
∂gjij
∂xl
· . . . ·gnin .
The derivative can be rewritten via
∂gjij
∂xl
= δkij
∂gjk
∂xl
= gijmg
mk ∂gjk
∂xl
.
Inserting this back into the previous equation we obtain
∂g
∂xl
= −
n∑
j=1
εi1...in g1i1 · . . . ·
(
gijmg
mk ∂gjk
∂xl︸ ︷︷ ︸
m
!
= j
)
· . . . ·gnin
= gjk
∂gjk
∂xl
· g (3.13)
Algebraically δ behaves like a derivation. Therefore we use eq. (3.13) and just replace the partial
derivative by δ to obtain
δ
√
g =
1
2
1√
g
δg =
1
2
1√
g
g gjk δgjk =
1
2
√
g gjk δgjk = − 1
2
√
g gjk δg
jk (3.14)
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and eq. (3.12) simplifies to
δS(I) =
∫
dDx
√
g
[
− 1
2
gµν R + Rµν
]
δgµν +
∫
dDx
√
g gµν δRµν (3.15)
The first two terms in this expression already form the Einstein tensor. Therefore we must prove only
that the third term does not contribute. To this purpose we have to evaluate the variation of the
Ricci tensor, who is given by
Rµν = R
ρ
µρν =
∂Γλ(µν)
∂xλ
− ∂Γ
λ
(µλ)
∂xν
+ Γλ(λρ) Γ
ρ
(νµ) − Γλ(νρ) Γρ(λµ) .
There is an easy way to obtain the variation with respect to the metric. For this we compute the varia-
tion of Rµν in terms of the variations δΓ
µ
νλ induced by the variations of the metric. So δRµν becomes
δRµν =
∂δΓλ(µν)
∂xλ
− ∂δΓ
λ
(µλ)
∂xν
+ δΓλ(λρ) Γ
ρ
(νµ) + Γ
λ
(λρ) δΓ
ρ
(νµ)
− δΓλ(νρ) Γρ(λµ) − Γλ(νρ) δΓρ(λµ)
Now the crucial observation is that δΓµ(νλ) is a tensor. The Christoffel symbols themselves are not
tensors, because of the inhomogeneous (second derivative) term appearing in the transformation rule
under coordinate transformations. But this term is independent of the metric. Thus the metric vari-
ation of the Christoffel symbols indeed transforms as a tensor, and it turns out that δRµν can be
written rather compactly in terms of covariant derivatives of δΓµ(νλ), namely as
δRµν = ∇λδΓλ(µν) − ∇νδΓλ(λµ) (3.16)
To establish (3.16), one simply has to use the definition of the covariant derivative. What we really
need is gµνδRµν . But since the metric is covariant constant one obtains
gµνδRµν = ∇λ
(
gµνδΓλ(µν)
) − ∇ν ( gµνδΓλ(λµ) )
Since all indices are contracted we may rename them in each single term. Renaming ν to λ and vice
versa one obtains
gµνδRµν = ∇λ
(
gµνδΓλ(µν) − gµλδΓν(νµ)
)
,
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i.e. a total divergence. The third term in (3.15) does not contribute and we obtain
δS(I) =
∫
dDx
√
g
[
Rµν − 1
2
gµν R
]
δgµν (3.17)
Using eq. (3.14) we easily obtain the variation of the second part (II):
δS(II) = −
1
48
∫
dDx
[
δ
√
g Gµνρσ G
µνρσ +
√
g δ (Gµνρσ G
µνρσ)
]
= − 1
48
∫
dDx
[
− 1
2
√
g gαβ Gµνρσ G
µνρσ + 4
√
g Gανρσ Gβ
νρσ
]
δ gαβ (3.18)
The equation of motion now reads
Rαβ − 1
2
gαβ R =
1
48
(
− 1
2
gαβ Gµνρσ G
µνρσ + 4Gανρσ Gβ
νρσ
)
(3.19)
Contracting the whole equation with gβα we obtain
1
2
R =
1
48
(
1
6
Gµνρσ G
µνρσ
)
(3.20)
or
Rαβ =
1
12
(
Gανρσ Gβ
νρσ − 1
12
gαβ Gµνρσ G
µνρσ
)
(3.21)
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3.1.3 Cµνρ
Attention: This calculation is done in a flat metric background ηij . But the modifications to a
nontrivial metric are simple.
LC = − 1
48
Gµνρσ G
µνρσ +
1
1442
εα1...α4β1...β4γ1γ2γ3 Gα1...α4 Gβ1...β4 Cγ1γ2γ3
0 =
∂L
∂φ
− ∂ξ
(
∂L
∂( ∂ξφ )
)
If one chooses φ = Cijk and uses the identities
∂ Gµνρσ
∂( ∂ξCijk )
= δξijkµνρσ
δα1...α4β1...β4 G
β1...β4 = 4! ·Gα1...α4
frequently one can compute by brute force:
0 =
1
1442
εα1...α4β1...β4γ1γ2γ3 Gα1...α4 Gβ1...β4 δ
ijk
γ1γ2γ3
− ∂
∂xξ
[
− 1
48
{
δξijkµνρσ G
µνρσ + gµτ1gντ2gρτ3gστ4Gµνρσ δ
ξijk
τ1...τ4
}
+
2
1442
εα1...α4β1...β4γ1γ2γ3 δξijkα1...α4 Gβ1...β4 Cγ1γ2γ3
]
0 = ∂ξG
ξijk +
3!
1442
εα1...α4β1...β4ijk Gα1...α4 Gβ1...β4
− 2
1442
εα1...α4β1...β4γ1γ2γ3 δξijkα1...α4 Gβ1...β4 ∂ξCγ1γ2γ3︸ ︷︷ ︸
since dG=0
0 = ∂ξG
ξijk +
3!
1442
εα1...α4β1...β4ijk Gα1...α4 Gβ1...β4
+
2 · 4!
1442
εβ1...β4ξγ1γ2γ3ijk Gβ1...β4 ∂ξCγ1γ2γ3︸ ︷︷ ︸
∂[ξCγ1γ2γ3]
0 = ∂ξG
ξijk +
(
3!
1442
+
2 · 3!
1442
)
εα1...α4β1...β4ijk Gα1...α4 Gβ1...β4 (3.22)
Language of Diff. forms
To find the corresponding expression in the language of differential forms, one has to rewrite each of
the terms as a 3-form (number of free indices !).
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The first term must be of the form ∗d ∗G:
G =
1
4!
Gµ1µ2µ3µ4 dx
µ1 ∧ . . . ∧ dxµ4
(∗G)µ5...µ11 =
1
4!
εµ5...µ11µ1...µ4 G
µ1...µ4
d(∗G)ν1...ν8 = 8 · ∂[ν1
1
4!
εν2...ν8]α1...α4 G
α1...α4
∗d(∗G)ν1...ν3 =
1
8!
εν1...ν11 8 ∂
[ν4
1
4!
εν5...ν11]α1...α4 Gα1...α4
∗d(∗G)ν1...ν3 =
1
7! · 4! εν1...ν11 ε
α1...α4 [ν5...ν11 ∂ν4]︸ ︷︷ ︸
ν4∈{α1...α4}
Gα1...α4
∗d(∗G)ν1...ν3 =
1
7! · 3! εν1...ν11 ε
α1...α3ν4...ν11︸ ︷︷ ︸
−8! δ
α1...α3
ν1...ν3
1
8
∂ν4 Gα1...α3ν4
= ∂ξGξν1ν2ν3
The second term is related to ∗(G ∧G):
G ∧G = 1
(4!)2
Gα1...α4 Gβ1...β4 dx
α1 ∧ . . . ∧ dxα4 ∧ dxβ1 ∧ . . . ∧ dxβ4
=
1
8!
(
8!
(4!)2
Gα1...α4 Gβ1...β4
)
dxα1 ∧ . . . ∧ dxα4 ∧ dxβ1 ∧ . . . ∧ dxβ4
[ ∗(G ∧G) ]ν1ν2ν3 =
1
8!
εν1...ν3α1...α4β1...β4
8!
(4!)2
Gα1...α4 Gβ1...β4
[ ∗(G ∧G) ]ν1ν2ν3 =
1
(4!)2
εν1...ν3α1...α4β1...β4 G
α1...α4 Gβ1...β4
Using this both coordinate expressions we can rewrite eq. (3.22) as follows:
0 = ∗d(∗G) + (4!)2
(
3!
1442
+
2 · 3!
1442
)
∗ (G ∧G)
0 = d(∗G) + 1
2
G ∧G (3.23)
Homework:
Exercise 3. Compute the Ricci tensor of the following diagonal metric in D dimensions:
gµν = N · δµν
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4 Constructing the Lagrangian
In Chapter 3 the Lagrangian of eleven dimensional supergravity was introduced. Now we are going
to discuss its structure in more detail by reviewing some of the basic steps of its construction along
the lines of the original paper [2]. We performing the construction of the complete bosonic action,
which requires the construction up to second order of the fermionic terms in the action. The starting
point is an action where we simply added together an Einstein-Hilbert describing pure gravity with
a Rarita-Schwinger action describing a Majorana gravitino, two of the three fields forming the repre-
sentation of N = 1 supersymmetry in D = 11:
S =
∫
dxD
√
g
[
1
4
R+
1
2
ψ¯µΓ
µνρDν (ω)ψρ
]
. (4.1)
An ansatz for the linearised transformation law of supersymmetry is:
δQψµ = Dµ(ω)ǫ
δQeµ
a = ǫ¯Γaψµ ⇒ δQgµν = δQ
(
ηab e
a
µ e
b
ν
)
= 2 ǫ¯Γµψν . (4.2)
Performing the variation of the action according to a symmetry δQ and using the result eq. (3.17) one
obtains
δQS =
∫
dxD
√
g
[
1
4
(
Rµν − 1
2
gµν R
)
δQg
µν
+
1
2
δQψ¯µΓ
µνρDν (ω)ψρ︸ ︷︷ ︸
(2nd)
− 1
2
ψ¯µΓ
µνρDν (ω) δQψρ︸ ︷︷ ︸
(3th)
+
3
2
ψ¯[µδQg
µαΓα
νρDν (ω)ψρ]︸ ︷︷ ︸
(4th)
]
The fourth term is of third order in the fermionic fields and must be cancelled by other terms con-
taining three fermions yet to be added. Therefore, on this level, i.e. O(ǫ¯ψG0), it can be neglected.
Now we proceed to simplify the second term in (4.1), i.e.
(2nd) =
1
2
DµǫΓ
µνρDν (ω)ψρ . (4.3)
By partial integration it reads
(2nd) = − 1
2
ǫ¯ΓµνρDµDν (ω)ψρ . (4.4)
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Due to
D[µDν]ǫ =
1
8
Rµν
αβ Γαβ ǫ (4.5)
we obtain
(2nd) = − 1
16
Rµν
αβ ǫ¯Γµνρ Γαβψρ . (4.6)
The right hand side can be expanded in the Clifford algebra and gives:
Rµν
αβ ǫ¯ΓµνρΓαβ ψρ = Rµν
αβ ǫ¯
{
Γµνραβ + 6 δ
[ρ
[αΓ
µν]
β] + 6 δ
[ρ
[αδ
ν
β]Γ
µ]
}
ψρ
= Rµν
αβ ǫ¯
{
Γµνραβ + 6 δ
[ρ
[αΓ
µν]
β]
}
ψρ +
Rµν
αβ ǫ¯
{
δραδ
ν
βΓ
µ − δραδµβΓν + δµαδρβΓν
−δµαδνβΓρ + δναδµβΓρ − δναδρβΓµ
}
ψρ
= Rµν
αβ ǫ¯
{
Γµνραβ + 6 δ
[ρ
[αΓ
µν]
β]
}
ψρ + ǫ¯
{
4Rµ
ρ Γµ − 2RΓρ
}
ψρ
= Rµν
αβ ǫ¯
{
Γµνραβ + 6 δ
[ρ
[αΓ
µν]
β]
}
ψρ + 4
{
Rµρ − 1
2
Rgµρ
}
ǫ¯Γµ ψρ .
The second term finally reads
(2nd) = − 1
16
Rµν
αβ ǫ¯
{
Γµνραβ + 6 δ
[ρ
[αΓ
µν]
β]
}
ψρ − 1
4
{
Rµρ − 1
2
Rgµρ
}
ǫ¯Γµ ψρ . (4.7)
The same steps must be applied to the third term and we obtain:
(3th) =
1
16
Rνρ
αβ ψ¯µ
{
Γµνραβ + 6 δ
[ρ
[αΓ
µν]
β]
}
ǫ +
1
4
{
Rρµ − 1
2
Rgµρ
}
ψ¯µ Γρ ǫ . (4.8)
To compare the second with the third term in the latter one one has to switch the position of ǫ and
ψ via the identity (2.71). Then the term with Γ(3) picks up a sign. Subtracting the third from the
second term we end up with:
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(2nd) − (3th) = 1
16
(−1 − 1 )Rµναβ ǫ¯Γµνραβ ψρ
− 6
16
( 1 − 1 )Rµναβ ǫ¯ δ[ρ[αΓµν]β] ψρ
+
1
4
(−1 − 1 )
{
Rµρ − 1
2
Rgµρ
}
ǫ¯Γµ ψρ .
Obviously, on the right hand side the second line vanishes and the first line does too, due to a sym-
metry of the curvature tensor (Rµ[ναβ] = 0):
Rµναβ Γ
µνραβ =
1
3
(
Rµναβ +Rµβνα + Rµαβν︸ ︷︷ ︸
0
)
Γµνραβ . (4.9)
Plugging these results back into the variation of the action it reads
δQS =
∫
dxD
√
g
[
1
2
(
Rµν − 1
2
gµν R
)
ǫ¯Γ(µψν) −
1
2
(
Rµν − 1
2
gµν R
)
ǫ¯Γ(µ ψν)
]
.
Here we added the two symmetrisation symbols on µ and ν, because the contraction with the sym-
metric Einstein tensor picks out the symmetric combination. To this order the variation of the action
vanishes identically. Up to here and to the chosen order O(ǫ¯ ψ G0) the action (4.1) and the supersym-
metry variation (4.2) are consistent. Now we add in the kinetic term for the three form potential, i.e.
S =
∫
dxD
√
g
[
1
4
R+
1
2
ψ¯µΓ
µνρDν (ω)ψρ − 1
4 · 48 GµνρσG
µνρσ
]
. (4.10)
On the same level of the fermionic fields considered before the variation of the additional term with
respect to gµν produces now a new contribution of −1/24 ǫ¯Γµψν (G2)µν , which must be balanced by
the following modification of the action
S =
∫
dxD
√
g
[
1
4
R+
1
2
ψ¯µΓ
µνρDν (ω)ψρ + ψ¯µ(XG)
µρ ψρ − 1
4 · 48 GµνρσG
µνρσ
]
(4.11)
and subsequently by the following modified supersymmetry transformations
δQgµν = 2 ǫ¯Γµψν
δQψµ = Dµ(ω)ǫ+ (ZG)µǫ = Dˆµ(ω)ǫ . (4.12)
The actual determination of (XG)µν is a bit messy but straightforward and is in fact a generalisation
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of the calculations done to prove Proposition 7 in subsection 3.3. The logic is first to write down
all possible terms consistent with the tensor structure (XG)µν . The building blocks are the fields
and Gamma matrices. There are just five possibilities to write a tensor ψ¯µ(XG)
µρ ψρ in the Clifford
algebra. Depending on the symmetry in µ and ν one obtains:
(XG)µν = aΓ(µα1...α3 G
ν)α1...α3 + b gµν Γα1...α4G
α1...α4︸ ︷︷ ︸
symm.
+ cΓµνα1...α4 G
α1...α4 + dΓα1α2 G
µνα1α2 + eΓ[µα1α2α3 G
ν]α1α2α3︸ ︷︷ ︸
antisymm.
.
When we derived the equation of motion of the gravitino (3.9), we observed its close relationship to
the operator governing the supersymmetry variation of the gravitino. This observation can be utilised
to determine (ZG)µ directly. Just compute the equation of motion of the gravitino and read of the
definition of (ZG)µ, again. Now (ZG)µ also becomes a tensor in the five real unknowns a, b, c, d, e.
Using the so determined tensors one has to perform a supervariation of the action in the appropriate
level of fermions and obtains a set of equations to fix the five unknowns. The computation one has to
do is straightforward but tedious. To cut the story short it finally turns out that only two antisym-
metric terms occur with c = −(8 · 4!)−1 and d = −12 · (8 · 4!)−1. According to Proposition 7 on page
34 the modification of the supersymmetry variation is then given by
(ZG)µ = − 1
2 · 144
(
Γαβγδµ − 8 Γβγδδαµ
)
Gαβγδ . (4.13)
Plan: Now we want to recompute δQS up to order O(ǫ¯ψ)G2 in order to check if the action (4.11)
constructed so far is consistent. We will discover the need to add in an additional term, the so called
Chern-Simons-Term.
The terms in the variation of the action (4.11) of order O(ǫ¯ψ)G2 are generated from the two pieces
δQS =
∫
dxD
[
δQ
(
− e
4 · 48 ψ¯µ(XG)
µρ ψρ
)
︸ ︷︷ ︸
(II)
+ δQ
(
− e
4 · 48 GµνρσG
µνρσ
)
︸ ︷︷ ︸
(I)
]
. (4.14)
Using (3.14) and (4.12) one obtains
(I) = δ
(
− e
4 · 48 Gα1...α4 g
α1β1 · · · gα4β4 Gβ1...β4
)
ǫ¯ψG2
= − 1
4 · 48 G
2 ·
(
−1
2
e gjk 2 ǫ¯Γ
(j ψk)
)
− 4 · e
4 · 48 (G
2)α1β1 2 ǫ¯Γ
(α1 ψβ1)
= − e
24
(
(G2)α1β1 −
1
8
G2 · gα1β1
)
ǫ¯Γ(α1 ψβ1) . (4.15)
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The evaluation of the second piece is more complicated:
(II) = δ
(
− e
4 · 48
(
ψ¯µ Γ
µναβγδψν + 12 ψ¯
α Γγδψβ
)
Gαβγδ
)
ǫ¯ψG2
= − e
4 · 48 δ
(
ψ¯µ Γ
µναβγδψν + 12 ψ¯
α Γγδψβ
)
Gαβγδ (4.16)
The first problem is to determine the variation of ψ¯.
1st Auxiliary calculation:
δψ¯µ = δ
(
ψTµ Γ
0
)
= ( δψµ )
T
Γ0
=
(
Dµǫ − 1
2 · 144
[
Γαβγδµ − 8 Γβγδ δαµ
]
Gαβγδ ǫ
)T
Γ0
= (Dµǫ )
T
Γ0 − 1
2 · 144
(
Γαβγδµ ǫ − 8 Γβγδ ǫ δαµ
)
Gαβγδ
2nd Auxiliary calculation:
Γ(j) ǫ =
(
Γ(j) ǫ
)T
Γ0
= ǫT (Γaj )T . . . (Γa1)T Γ0
= (−1)j ǫT (Γ0)2 (Γaj )T (Γ0)2 . . . (Γ0)2 (Γa1)T Γ0
= (−1)j ǫ¯Γaj . . .Γa1
= (−1)j (−1) (j−1)j2 ǫ¯Γa1 . . .Γaj
= (−1) (j+1)j2 ǫ¯Γ(j)
⇒ δψ¯µ = (Dµǫ )T Γ0 + 1
2 · 144 ǫ¯
(
Γαβγδµ + 8Γ
βγδ δαµ
)
Gαβγδ
Inserting the variation of ψ and ψ¯ and keeping in mind the sign from anticommuting the supervaria-
tion with the spinor one obtains:
(II) = − e
4 · 48
{
δψ¯µ
[
Γµναβγδψν + 12 g
µ[α Γγδψβ]
]
−
[
ψ¯µΓ
µναβγδ + 12 ψ¯[α Γγδgβ]ν
]
δψν
}
Gαβγδ
ǫ¯ψG2
= − e
32 · (12)3
{
ǫ¯
(
Γα˜β˜γ˜δ˜µ + 8Γ
β˜γ˜δ˜ δα˜µ
) [
Γµναβγδ + 12 gµ[α Γγδgβ]ν
]
ψν
− ψ¯ν
[
Γµναβγδ − 12 gν[α Γγδgβ]µ
] (
Γα˜β˜γ˜δ˜µ − 8 Γβ˜γ˜δ˜ δα˜µ
)
ǫ
}
Gα˜β˜γ˜δ˜ Gαβγδ
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In section 3.1 we proved formula (3.8). Performing a simple transposition and reordering the Gamma
matrices one obtains the identity (exercise 4)
(Γαβγδν + 8Γβγδ ηνα) Γ
µνρ Gˆαβγδ = 3 · ( Γµραβγδ + 12 δµα Γγδ δρβ ) Gˆαβγδ . (4.17)
Inserting (3.8) and (4.17) into II one obtains:
(II) = − e
3 · 32 · (12)3
{
ǫ¯
(
Γα˜β˜γ˜δ˜µ + 8Γ
β˜γ˜δ˜ δα˜µ
)
Γµρν
(
Γα˜β˜γ˜δ˜ρ − 8 Γβ˜γ˜δ˜ δα˜ρ
)
ψν
+ ψ¯ν
(
Γα˜β˜γ˜δ˜ρ + 8Γ
β˜γ˜δ˜ δα˜ρ
)
Γνρµ
(
Γα˜β˜γ˜δ˜µ − 8 Γβ˜γ˜δ˜ δα˜µ
)
ǫ
}
Gα˜β˜γ˜δ˜ Gαβγδ
The advantage of this representation of (II) is that the symmetry is made explicit. In exercise 1
we developed formula (2.71), which tells us now, that out of the above expressions just the Gamma
matrices with 1,2 and 5 antisymmetrised indices and the corresponding Hodge duals (6,9,10) survive.
Keeping just the first line, the corresponding terms are doubled:
(II) = − 2 · e
3 · 32 · (12)3︸ ︷︷ ︸
e 1
4·(12)4
{
ǫ¯
(
Γα˜β˜γ˜δ˜µ + 8Γ
β˜γ˜δ˜ δα˜µ
)
Γµρν
(
Γα˜β˜γ˜δ˜ρ − 8 Γβ˜γ˜δ˜ δα˜ρ
)
ψν
}
1,2,5
Gα˜β˜γ˜δ˜ Gαβγδ
Using eq. (3.8) ones more we obtain again
(II) = − 3 e
4 · (12)4
{
ǫ¯
(
Γα˜β˜γ˜δ˜µ + 8Γ
β˜γ˜δ˜ δα˜µ
) [
Γµναβγδ + 12 gµ[α Γγδgβ]ν
]
ψν
}
1,2,5
Gα˜β˜γ˜δ˜ Gαβγδ
= − 3 e
4 · (12)4
{
ǫ¯Γα˜β˜γ˜δ˜µ Γ
µναβγδ ψν + 12 ǫ¯Γ
α˜β˜γ˜δ˜
µ g
µ[α Γγδ gβ]ν ψν
+8 ǫ¯Γβ˜γ˜δ˜ δα˜µ Γ
µναβγδ ψν + 96 ǫ¯Γ
β˜γ˜δ˜ δα˜µ g
µ[α Γγδ gβ]ν ψν
}
1,2,5
Gα˜β˜γ˜δ˜ Gαβγδ
To further simplify this expression one needs the following identity,
Γα˜β˜γ˜δ˜µΓ
µναβγδ = (D − 9) Γα˜β˜γ˜δ˜ Γναβγδ + 20Γ[α˜β˜γ˜ gδ˜][νΓαβγδ] , (4.18)
the proof of which is left as an exercise. One obtains
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(II) = − 3 e
4 · (12)4
{
(D − 9) ǫ¯Γα˜β˜γ˜δ˜ Γναβγδ ψν + 20 ǫ¯Γ[α˜β˜γ˜gδ˜][ν Γαβγδ] ψν
+12 ǫ¯Γα˜β˜γ˜δ˜µ g
µ[α Γγδ gβ]ν ψν + 8 ǫ¯Γ
β˜γ˜δ˜ δα˜µ Γ
µναβγδ ψν
+96 ǫ¯Γβ˜γ˜δ˜ δα˜µ g
µ[α Γγδ gβ]ν ψν
}
1,2,5
Gα˜β˜γ˜δ˜ Gαβγδ
Another useful identity is
8 ǫ¯Γβ˜γ˜δ˜ δα˜µ Γ
µναβγδ ψν = 8 ǫ¯Γ
β˜γ˜δ˜α˜ Γναβγδ ψν + 40 ǫ¯Γ
[α˜β˜γ˜ gδ˜][ν Γαβγδ] ψν (4.19)
and inserting this one obtains
(II) = − 3 e
4 · (12)4
{
(D − 9− 8) ǫ¯Γα˜β˜γ˜δ˜ Γναβγδ ψν + 60 ǫ¯Γ[α˜β˜γ˜gδ˜][ν Γαβγδ] ψν
+12 ǫ¯Γα˜β˜γ˜δ˜µ g
µ[α Γγδ gβ]ν ψν + 96 ǫ¯Γ
β˜γ˜δ˜ δα˜µ g
µ[α Γγδ gβ]ν ψν
}
1,2,5
Gα˜β˜γ˜δ˜ Gαβγδ
The remaining four terms must be expanded in a Clifford basis by brute force. The result is
(II) = − 3 e
4 · (12)4
{
(D − 9− 8) ǫ¯
[
Γα˜β˜γ˜δ˜
ναβγδ + 20 δ
[ν
[δ˜
Γα˜β˜γ˜]
αβγδ] + 120 δ
[ν
[δ˜
δαγ˜ Γα˜β˜]
βγδ]
+240 δ
[ν
[δ˜
δαγ˜ δ
β
β˜
Γα˜]
γδ] + 120 δ
[ν
[δ˜
δαγ˜ δ
β
β˜
δγα˜]Γ
δ]
]
ψν
+60 ǫ¯ δ
[ν
δ˜
[
Γα˜β˜γ˜
αβγδ] + 12 δαγ˜Γα˜β˜
βγδ] + 36 δαγ˜ δ
β
β˜
Γα˜
γδ] + 24 δαγ˜ δ
β
β˜
δγα˜Γ
δ]
]
ψν
+12 ǫ¯ gµα
[
Γα˜β˜γ˜δ˜µ
γδ + 10 δγ[µΓα˜β˜γ˜δ˜]
δ + 20 δγ[µδ
δ
δΓα˜β˜γ˜]
]
gβν ψν
+96 ǫ¯ δαα˜
[
Γβ˜γ˜δ˜
γδ + 6 δγ
δ˜
Γβ˜γ˜
δ + 6 δγ
δ˜
δδγ˜Γβ˜
]
ψβ
}
1,2,5
Gα˜β˜γ˜δ˜ G
αβγδ (4.20)
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Collecting the terms in (4.20) with just one Gamma matrix one finds
ǫ¯Γ(1)ψ = − 3
4 · (12)4
{
− 6 · 120 ǫ¯ δ[α
δ˜
δβγ˜ δ
γ
β˜
δδα˜Γ
ν]ψν + 12 · 120 ǫ¯ δ[αδ˜ δ
β
γ˜ δ
γ
β˜
δδα˜Γ
ν]ψν
+96 · 6 ǫ¯ δαα˜δγδ˜ δ
δ
γ˜Γβ˜ψ
β
}
Gα˜β˜γ˜δ˜ Gαβγδ
= − 9
2 · (12)3
{
10 ǫ¯ δ
[α
δ˜
δβγ˜ δ
γ
β˜
δδα˜Γ
ν]ψν + 8 ǫ¯ δ
α
α˜δ
γ
δ˜
δδγ˜Γβ˜ψ
β
}
Gα˜β˜γ˜δ˜ Gαβγδ
= − 9
2 · (12)3
{
− 8 (G2)αβ ǫ¯Γαψβ + 10 ǫ¯ δ[αδ˜ δ
β
γ˜ δ
γ
β˜
δδα˜Γ
ν]ψν G
α˜β˜γ˜δ˜ Gαβγδ
}
= − 9
2 · (12)3
{
− 16 (G2)αβ ǫ¯Γαψβ + 2 (G2) gαβ ǫ¯Γαψβ
}
=
1
24
{
(G2)αβ − 1
8
(G2) gαβ
}
ǫ¯Γαψ
β .
Collecting the terms in (4.20) with just two (or nine) Gamma matrices and using (2.63) one finds
ǫ¯Γ(2)ψ = − 3
4 · (12)3 (−6) ǫ¯Γ
α˜β˜γ˜δ˜ναβγδ ψν Gα˜β˜γ˜δ˜ Gαβγδ
= − 3 · 6
4 · (12)3 ǫ¯
1
2!
εα˜β˜γ˜δ˜ναβγδµρ Γµρ ψν Gα˜β˜γ˜δ˜ Gαβγδ
= − 9
4 · (12)3 ε
α1...α4β1...β4µνρ ǫ¯Γ[µν ψρ]Gα1...α4 Gβ1...β4 .
Collecting the terms in (4.20) with just five Gamma matrices, while skipping the two G[4] factors one
finds
ǫ¯Γ(5)ψ = − 3
4 · (12)3 ǫ¯
{
− 6 · 120 δ[ν
[δ˜
δαγ˜ Γα˜β˜]
βγδ] ψν + 6 · 120 δ[ν[δ˜ δ
α
γ˜ Γα˜β˜]
βγδ] ψν
+120 gµα δ
[µ
[γ Γ
α˜β˜γ˜δ˜]
δ] δ
ν
β ψν + 96 δ
α˜
α Γ
β˜γ˜δ˜
γδ δ
ν
β ψν
}
= − 3
4 · (12)2 ǫ¯
{
10 gµα δ
[µ
[γ Γ
α˜β˜γ˜δ˜]
δ] + 8 δ
α˜
α Γ
β˜γ˜δ˜
γδ
}
ψβ
= 0 .
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Inserting all partial results for (I) and (II) back into (4.14) one obtains:
δQS =
∫
dxD
[
e
24
(
(G2)α1β1 −
1
8
G2 · gα1β1
)
ǫ¯Γ(α1 ψβ1)
− 9
4 · (12)4 ε
α1...α4β1...β4µνρGα1...α4 Gβ1...β4 ǫ¯Γ[µν ψρ]
− e
24
(
(G2)α1β1 −
1
8
G2 · gα1β1
)
ǫ¯Γ(α1 ψβ1)
]
=
∫
dxD
[
− 9
4 · (12)4 ε
α1...α4β1...β4µνρGα1...α4 Gβ1...β4 ǫ¯Γ[µν ψρ]
]
(4.21)
The variation of the action does not vanish. This must be cured by adding to the action (4.14) a suit-
able term, whose variation produces the same result but with opposite sign. One makes the following
ansatz for a compensating term, called Chern-Simons term,
SCS =
∫
dxD
1
4 · (12)4 ε
α1...α4β1...β4µνρGα1...α4 Gβ1...β4 Cµνρ (4.22)
and for the super transformation of the 3-form potential
δQCµνρ = a ǫ¯Γ[µν ψρ] . (4.23)
Performing the variation of the new term with respect to supersymmetry one obtains:
δQSCS =
∫
dxD
{ 2
4 · (12)4 ε
α1...α4β1...β4µνρ δQGα1...α4 Gβ1...β4 Cµνρ
+
1
4 · (12)4 ε
α1...α4β1...β4µνρGα1...α4 Gβ1...β4 δQCµνρ
}
and by inserting (4.23) it reads
δQSCS =
∫
dxD
{ 2
4 · (12)4 ε
α1...α4β1...β4µνρ 4 ∂[α1 a ǫ¯Γα2α3ψα4]Gβ1...β4 Cµνρ
+
1
4 · (12)4 ε
α1...α4β1...β4µνρGα1...α4 Gβ1...β4 a ǫ¯Γ[µν ψρ]
}
.
A partial integration can be done and due to
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εα1...α4β1...β4µνρ 4 a ∂[α1 ǫ¯Γα2α3ψα4]Gβ1...β4 Cµνρ = 4 ∂α1
(
εα1...α4β1...β4µνρ a ǫ¯Γα2α3ψα4 Gβ1...β4 Cµνρ
)
− 4 εα1...α4β1...β4µνρ a ǫ¯Γα2α3ψα4]Gβ1...β4 ∂[α1Cµνρ]
∼ εα1...α4β1...β4µνρGα1...α4Gβ1...β4 a ǫ¯Γ[µνψρ]
the variation of the Chern-Simons-term reads
δQLCS = 3
4 · (12)4 ε
α1...α4β1...β4µνρGα1...α4 Gβ1...β4 a ǫ¯Γ[µν ψρ] . (4.24)
This must be compared with the outcome of the variation of the action constructed so far, i.e. with
(4.21). Relating the coefficients to each other fixes a to be
a = 3 . (4.25)
This is consistent with the choice made for the supersymmetric transformation law of the three form
(3.2) of section 3 and basically proves it.
The action now reads
L = 1
4
eR+
1
2
eψ¯µΓ
µνρDν (ω)ψρ − 1
4 · 48 eGµνρσG
µνρσ
− 1
4 · 48 e
(
ψ¯µΓ
µναβγδψν + 12 ψ¯
αΓγδψβ
)
Gαβγδ
+
1
4 · 1442 ǫ
α1...α4β1...β4µνρGα1...α4Gβ1...β4Cµνρ . (4.26)
Here we are missing out all four fermion terms, which can be included strangely enough by a simple
substitution (c.f. (3.1) ).
Finally one has to check once again that the so constructed Lagrangian density with all four fermion
terms is invariant under the full action of supersymmetry. The explicit calculation is done in [28] and
boils down to checking certain Fierz identities sometimes even more complicated than (2.72).
Homework:
Exercise 4. Prove (4.17) by transposing (3.8).
Exercise 5. Prove (4.18).
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5 Elementary M-Brane Solutions
This chapter is devoted to the presentation of simple solutions to 11d supergravity. We show explicitly
that the Einstein equations are satisfied and present some techniques typical of this kind of calculation.
5.1 M5-Brane
The M5-brane solution [30] has the form
ds2 = N−1/3
(−dt2 + dx21 + . . .+ dx25) + N2/3 (dx26 + . . .+ dx210)
Gα1...α4 = cN
2/3 ǫα1...α5 ∂
α5 N(x6, . . . , x10), c = ± 1, ∆N = 0 (5.1)
and it is convenient to consider the fundamental M5-brane solution as corresponding to the choice
N = 1 + ar3 .
For transparency the metric is written in matrix form:
gµν =


−N−1/3
. . .
N−1/3
N2/3
. . .
N2/3(x6 . . . x10)


(5.2)
5.1.1 Christoffel Symbols
Now we are going to compute the Christoffel symbols of the M5-Brane, defined by
Γρ(νλ) =
1
2
( gρν,λ + gρλ,ν − gνλ,ρ ) . (5.3)
Splitting the index µ ∈ {0..10} into a ∈ {0..5} and i ∈ {6..10} the Christoffel symbols read:
Γa(bc) = 0
Γi(bc) = −
1
2
gbc,i = − 1
2
∂N−1/3
∂xi
ηbc =
1
6
∂iN
N4/3
ηbc
Γb(ic) =
1
2
gbc,i =
1
2
∂N−1/3
∂xi
ηbc = − 1
6
∂iN
N4/3
ηbc
Γa(ij) =
1
2
(gai,j + gaj,i) = 0 (5.4)
Γi(aj) =
1
2
(gia,j − gaj,i) = 0
Γi(jk) =
1
2
(gij,k + gik,j − gjk,i) = 1
2
(
∂N2/3
∂xk
δij +
∂N2/3
∂xj
δik − ∂N
2/3
∂xi
δjk
)
=
1
3
1
N1/3
( ∂kN δij + ∂jN δik − ∂iN δjk )
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It follows that
Γµ(νλ) = g
µρ Γρ(νλ) = g
µaΓa(νλ) + g
µiΓi(νλ) (5.5)
becomes
Γa(bc) = g
ad Γd(bc)︸ ︷︷ ︸
0
+ gai︸︷︷︸
0
Γi(bc) = 0
Γi(bc) = g
ijΓj(bc) = g
ij 1
6
∂jN
N4/3
ηbc =
1
6
∂iN
N4/3
ηbc
Γa(ib) = g
acΓc(ib) = N
1/3ηac
(
−1
6
∂iN
N4/3
ηbc
)
= − 1
6
∂iN
N
δab (5.6)
Γi(jb) = g
ikΓk(jb) = 0
Γa(ij) = g
abΓb(ij) = 0
Γi(jk) = g
ilΓl(jk) = N
−2/3δil
1
3
1
N1/3
( ∂kN δlj + ∂jN δlk − ∂lN δjk )
=
1
3
1
N
(
∂kN δ
i
j + ∂jN δ
i
k − ∂iN gjk
)
.
Of special importance is the partial contraction of the Christoffel symbols, which we add for the
convenience of the reader here:
Γµ(jµ) = Γ
a
(ja) + Γ
i
(ji) = −
∂jN
N
+
5
3
∂jN
N
=
2
3
∂jN
N
. (5.7)
5.1.2 Ricci Tensor
The Riemann curvature tensor is defined by
Rαβγδ =
∂Γα(βδ)
∂xγ
− ∂Γ
α
(βγ)
∂xδ
+ Γα(ηγ)Γ
η
(βδ) − Γα(ηδ)Γη(βγ) . (5.8)
A contraction of the first with the third index produces the Ricci tensor:
Rβδ = R
α
βαδ
=
∂Γα(βδ)
∂xα
− ∂Γ
α
(βα)
∂xδ
+ Γα(ηα)Γ
η
(βδ) − Γα(ηδ)Γη(βα) . (5.9)
According to the split of the indices we compute the components of the Ricci tensor by beginning
with a case by case study, now.
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(ab)-components:
With eq. (5.7)
Rbd =
∂Γi(bd)
∂xi
− 0 + Γα(iα)Γi(bd) − Γα(ηd)Γη(bα)
= ∂i
(
1
6
∂iN
N4/3
ηbd
)
+
2
3
∂iN
N
1
6
∂iN
N4/3
ηbd − Γα(ηd)Γη(bα)
=
1
6
∂i∂
iN
N4/3
ηbd︸ ︷︷ ︸
(∗)
−2
9
∂iN∂
iN
N7/3
ηbd +
2
3
∂iN
N
1
6
∂iN
N4/3
ηbd − Γα(ηd)Γη(bα) (5.10)
(∗) = 1
6
∂i∂
iN
N4/3
ηbd =
1
6
∂i
(
N−2/3δij ∂jN
)
N4/3
ηbd =
1
6
N−2/3∆N − 2/3N−5/3δij∂iN∂jN
N4/3
ηbd
=
1
6
0− 2/3N−1∂iN∂iN
N4/3
ηbd = − 1
9
∂iN∂
iN
N7/3
ηbd (5.11)
Γα(ηd)Γ
η
(bα) = Γ
c
(ad)Γ
a
(bc)︸ ︷︷ ︸
0
+Γi(ad)Γ
a
(bi) + Γ
c
(id)Γ
i
(bc) + Γ
j
(id)Γ
i
(bj)︸ ︷︷ ︸
0
=
(
1
6
∂iN
N4/3
ηad
)(
−1
6
∂iN
N
δab
)
+
(
−1
6
∂iN
N
δcd
)(
1
6
∂iN
N4/3
ηbc
)
(5.12)
Rbd = −1
9
∂iN∂
iN
N7/3
ηbd − 2
9
∂iN∂
iN
N7/3
ηbd +
2
3
∂iN
N
1
6
∂iN
N4/3
ηbd
−
(
1
6
∂iN
N4/3
ηad
)(
−1
6
∂iN
N
δab
)
−
(
−1
6
∂iN
N
δcd
)(
1
6
∂iN
N4/3
ηbc
)
=
∂iN∂
iN
N7/3
ηbd
(
−1
9
− 2
9
+
1
9
+
1
18
)
= −1
6
∂iN∂
iN
N7/3
ηbd (5.13)
(ij)-components
Rij = R
a
iaj + R
k
ikj (5.14)
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Raiaj =
∂Γa(ij)
∂xa︸ ︷︷ ︸
0
−∂Γ
a
(ia)
∂xj
+ Γa(ηa)Γ
η
(ij) − Γa(ηj)Γη(ia)
= 0− ∂j
(
− ∂iN
N
)
+ Γa(ka)Γ
k
(ij) − Γa(bj)Γb(ia)
= −∂j
(
− ∂iN
N
)
− ∂kN
N
1
3
1
N
(
∂jNδ
k
i + ∂iNδ
k
j − ∂kN gij
)− (−1
6
∂jN
N
δab
)(
−1
6
∂iN
N
δba
)
=
∂j∂iN
N
+
∂iN∂jN
N2
(
−1− 1
3
− 1
3
− 1
6
)
+
1
3
∂kN∂
kN
N2
gij (5.15)
Rkikj =
∂Γk(ij)
∂xk︸ ︷︷ ︸
(1)
− ∂Γ
k
(ik)
∂xj︸ ︷︷ ︸
(2)
+Γk(ηk)Γ
η
(ij)︸ ︷︷ ︸
(3)
−Γk(ηj)Γη(ik)︸ ︷︷ ︸
(4)
(5.16)
(1) = ∂k
(
1
3
1
N
[
∂jNδ
k
i + ∂iNδ
k
j − ∂kN gij
])
= −1
3
∂kN
N2
[
∂jNδ
k
i + ∂iNδ
k
j − ∂kN gij
]
+
1
3
1
N
[
∂k∂jNδ
k
i + ∂k∂iNδ
k
j − ∂k
(
∂kN gij
) ]
= −1
3
1
N2
[
∂iN∂jN + ∂iN∂jN − ∂kN∂kN gij
]
+
1
3
1
N
[
∂i∂jN + ∂j∂iN − ∂k
(
∂kN gij
)︸ ︷︷ ︸
0
]
= −2
3
∂iN∂jN
N2
+
1
3
∂kN∂
kN
N2
gij +
2
3
∂i∂jN
N
(2) = ∂j
(
5
3
∂iN
N
)
=
5
3
∂j∂iN
N
− 5
3
∂iN∂jN
N2
(3) =
5
3
∂lN
N
1
3
1
N
(
∂jNδ
l
i + ∂iNδ
l
j − ∂lN gij
)
=
10
9
∂iN∂jN
N2
− 5
9
∂lN∂
lN
N2
gij
(4) =
1
3
1
N
(
∂jNδ
k
l + ∂lNδ
k
j − ∂kN glj
) · 1
3
1
N
(
∂kNδ
l
i + ∂iNδ
l
k − ∂lN gik
)
=
1
9
1
N2
( ∂jN∂iN + 5∂jN∂iN − ∂jN∂iN
+∂iN∂jN + ∂jN∂iN − ∂lN∂lN · gij
−∂kN∂kN · gij − ∂jN∂iN + ∂iN∂jN
)
=
1
9
1
N2
(
7∂iN∂jN − 2∂kN∂kN · gij
)
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Rkikj = −2
3
∂iN∂jN
N2
+
1
3
∂kN∂
kN
N2
gij +
2
3
∂i∂jN
N
− 5
3
∂j∂iN
N
+
5
3
∂iN∂jN
N2
+
10
9
∂iN∂jN
N2
− 5
9
∂lN∂
lN
N2
gij − 1
9
1
N2
(
7∂iN∂jN − 2∂kN∂kN · gij
)
=
∂iN∂jN
N2
(
−2
3
+
5
3
+
10
9
− 7
9
)
+
∂kN∂
kN
N2
gij
(
1
3
− 5
9
+
2
9
)
+
∂i∂jN
N
(
2
3
− 5
3
)
=
12
9
∂iN∂jN
N2
− ∂i∂jN
N
Rij = −1
2
∂iN∂jN
N2
+
1
3
∂kN∂
kN
N2
gij (5.17)
The result of the computation can be summarised into the matrix:
Rµν =
(
− 16 ∂iN∂
iN
N7/3
ηab 0
0 − 12 ∂iN∂jNN2 + 13 ∂kN∂
kN
N2 gij
)
(5.18)
5.1.3 Symmetric Field Strength Tensor
We make the following ansatz for the 4-form field strength∗7
Gα1...α4 =
3
5
· c · εα1...α4β ∂β
√
|g(5)| ∼ ∗(5) d ∗(5) vol(5)
= c ·N2/3 εα1...α4β ∂βN , c = ±1 (5.19)
Gα1...α4G
α1...α4 = c2 ·N4/3 εα1...α4β εα1...α4γ ∂βN ∂γN
= 4! · c2 ·N4/3 (det g(5))−1 ∂βN ∂βN
= 4! · c2 ·N−6/3 ∂βN ∂βN (5.20)
Giα1...α3Gj
α1...α3 = c2 ·N4/3 εiα1...α3β gjkεkα1...α3γ ∂βN ∂γN
= 3! · c2 ·N4/3 (det g(5))−1 gjk δkγiβ ∂βN ∂γN
= 3! · c2 ·N−6/3 gjk
(
δki δ
γ
β − δkβδγi
)
∂βN ∂γN
= 3! · c2 ·N−6/3 ( gij∂βN ∂βN − ∂jN ∂iN ) (5.21)
1
12
(
(G2)µν − 1
12
gµν G
2
)
=
(
− 16 ∂kN∂
kN
N6/3
gab
− 12
∂iN∂jN
N2 +
1
3
∂kN∂
kN
N2 gij
)
∗7εα1...α4 is just the signature of the indices. No factor of
√
|g| !
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5.1.4 Killing Spinor Equation
We are now going to investigate the Killing spinor equation (3.10) in the background of an M5-Brane
(5.1) and construct the preserved supersymmetries explicitly, i.e. we study solutions of:
DˆMǫ = DM (ω)ǫ− 1
2 · 144
(
ΓC1C2C3C4M − 8 ΓC2C3C4δC1M
)
ǫGC1C2C3C4 = 0 . (5.22)
with
DM (ω)ǫ = ∂Mǫ − 1
4
ωMAˆBˆ Γ
AˆBˆ (5.23)
In order to keep control over the different sorts of indices when splitting into longitudinal and transver-
sal directions to the brane we use for eleven dimensional indices capital letters with or without a hat.
Hatted indices refer to the tangent frame, while unhatted ones to the spacetime frame. To write
out the Killing spinor equation we have to determine the spin connection first. Starting from the
definition of the action of the covariant derivative on a vector in tangent frame coordinates
∇X =
(
∇M XAˆ
)
dxM ⊗ eAˆ (5.24)
one obtains
∇X =
(
∂M X
Aˆ + ωMBˆ
AˆXBˆ
)
dxM ⊗ eAˆ
=
(
∂M
(
eAˆQX
Q
)
+ ωMBˆ
Aˆ eBˆP X
P
)
dxM ⊗ ( eN
Aˆ
∂N
)
=
(
∂M
(
eAˆQX
Q
)
+ ωMBˆ
Aˆ eBˆP X
P
)
dxM ⊗ ( eN
Aˆ
∂N
)
= eN
Aˆ
(
eAˆQ ∂M X
Q + ∂M e
Aˆ
QX
Q + ωMBˆ
Aˆ eBˆP X
P
)
dxM ⊗ ∂N
=
(
∂M X
N +
(
eN
Aˆ
∂M e
Aˆ
P + e
N
Aˆ
eBˆP ωMBˆ
Aˆ
)
XP
)
dxM ⊗ ∂N
=
(
∂M X
N + ΓNMP X
P
)
dxM ⊗ ∂N .
Comparing the different lines it is straightforward to read off the transformation rule, which expresses
the spin connection in terms of the Christoffel connection∗8 :
ω
MBˆ
Aˆ = eAˆN e
P
Bˆ
ΓNMP − ePBˆ ∂M eAˆP . (5.25)
∗8The same result can also be obtained from the identity ∇µ eaν = ∂µ e
a
ν − Γ
ρ
(µν)
eaρ + ωµb
a ebν = 0.
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The vielbein of the M5-brane is:
eAˆM =


N−1/6
. . .
N−1/6
N1/3
. . .
N1/3


. (5.26)
The name spin connection is somewhat misleading. It is basically just the connection representing the
Christoffel connection, when acting on tangent frame indices. The special name is due to its pivotal
role it plays in the definition of covariant derivatives on spinorial fields, which cannot be defined in
terms of the usual Christoffel symbols [31].
Now we consider the split M = (a, i) and Mˆ = (aˆ, iˆ) and compute all components of the spin connec-
tion individually.
First we set M = a:
ωaBˆ
Aˆ = eAˆN e
P
Bˆ
ΓNaP − 0
= eAˆb e
P
Bˆ
ΓbaP + e
Aˆ
i e
P
Bˆ
ΓiaP
= eAˆb
(
ec
Bˆ
Γbac + e
j
Bˆ
Γbaj
)
+ eAˆi
(
ec
Bˆ
Γiac + e
j
Bˆ
Γiaj
)
Inserting here the Christoffel symbols (5.6) computed before one obtains
ωaBˆ
Aˆ = − 1
6
eAˆa e
i
Bˆ
∂iN
N
+
1
6
ηab e
Aˆ
i e
b
Bˆ
∂iN
N4/3
(5.27)
and by splitting the tangent frame indices one finally obtains the following components of the spin
connection:
ωabˆ
aˆ = 0
ωajˆ
iˆ = 0
ωajˆ
aˆ = − 1
6
N (−
1
6−
1
3 ) δaˆa δ
i
jˆ
∂iN
N
= − 1
6
∂jˆN
N
eaˆa
ωabˆ
iˆ =
1
6
eabˆ
∂ iˆN
N
(5.28)
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Now we set M = i:
ωiBˆ
Aˆ = eAˆN e
P
Bˆ
ΓNiP − ePBˆ ∂i eAˆP
= eAˆa e
P
Bˆ
ΓaiP + e
Aˆ
j e
P
Bˆ
ΓjiP − ePBˆ ∂i eAˆP
= eAˆa
(
eb
Bˆ
Γaib + e
k
Bˆ
Γaik
)
+ eAˆj
(
eb
Bˆ
Γjib + e
k
Bˆ
Γjik
) − eP
Bˆ
∂i e
Aˆ
P
Comparing with the Christoffel symbols (5.6) we obtain
ωiBˆ
Aˆ = eAˆa e
b
Bˆ
(
−1
6
∂iN
N
δab
)
+ eAˆj e
k
Bˆ
1
3
1
N
(
∂iN δ
j
k + ∂kN δ
j
i − ∂jN gik
)
− eP
Bˆ
∂i e
Aˆ
P
and after splitting the tangent frame indices according to Mˆ = (aˆ, iˆ)
ωibˆ
aˆ = − 1
6
∂iN
N
δaˆ
bˆ
− ec
bˆ
∂i e
aˆ
c
!
= 0
ωilˆ
kˆ = ekˆj e
k
lˆ
1
3
1
N
(
∂iN δ
j
k + ∂kN δ
j
i − ∂jN gik
)
− en
lˆ
∂i e
kˆ
n
=
1
3
1
N
(
∂lˆN e
kˆ
i − ∂kˆN eilˆ
)
ωilˆ
aˆ = 0
ωiaˆ
lˆ = 0 (5.29)
We now write the Killing spinor equation (5.22) according to the split of the index M = (a, i) into
two separate equations.
M=a: Keeping just the operator with M = a and skipping ǫ the Killing spinor equation reads
Dˆa = ∂a − 1
4
ωaAˆBˆ Γ
AˆBˆ − 1
288
(
Γi1i2i3i4a − 8 Γi2i3i4 δi1a︸︷︷︸
0
)
Gi1i2i3i4 (5.30)
According to (5.1) the four form field strength G(4) just lives in the five dimensional transverse space
and we specialised the indices accordingly. Then the last term in the Killing spinor equation does not
appear. Using the list of the spin connection components computed above and the ansatz of the four
form field strength we finally obtain:
Dˆa = ∂a − 1
24
∂jˆN
N
Γa
jˆ +
1
24
∂jˆN
N
Γjˆ a − 1
288
Γi1i2i3i4a cN
2/3 εi1i2i3i4i5 ∂
i5 N
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We must still evaluate the term containing the four form field strength. To this purpose we consider
Γi1...i4a εi1i2i3i4i5 = Γa Γ
i1...i4 εi1i2i3i4i5
= Γa e
i1
jˆ1
ei2
jˆ2
ei3
jˆ3
ei4
jˆ4
Γjˆ1...jˆ4 εi1i2i3i4i5
= Γa e
i1
jˆ1
ei2
jˆ2
ei3
jˆ3
ei4
jˆ4
εi1i2i3i4i5
−1
(11− 4)! ε
jˆ1...jˆ4Bˆ1...Bˆ7 ΓBˆ1...Bˆ7
= Γa e
i1
jˆ1
ei2
jˆ2
ei3
jˆ3
ei4
jˆ4
εi1i2i3i4i5
−7
(11− 4)! ε
jˆ1...jˆ4kˆbˆ1...bˆ6 Γkˆbˆ1...bˆ6
In the last line we simply observed that the seven general indices (Bi) can be considered as made out
of six belonging to the longitudinal directions of the brane (bi) and one transversal to the brane (k).
In addition for the index structure at hand
εjˆ1...jˆ4kˆbˆ1...bˆ6 = εjˆ1...jˆ4kˆ · εbˆ1...bˆ6
and we obtain
Γi1...i4a εi1i2i3i4i5 =
−7
(11− 4)! Γa e
i1
jˆ1
ei2
jˆ2
ei3
jˆ3
ei4
jˆ4
εi1i2i3i4i5 ε
jˆ1...jˆ4kˆ · εbˆ1...bˆ6 Γkˆbˆ1...bˆ6
=
7 · 6!
(11− 4)! Γa e
i1
jˆ1
ei2
jˆ2
ei3
jˆ3
ei4
jˆ4
εi1i2i3i4i5 ε
jˆ1...jˆ4kˆ ek
kˆ
Γk012345
=
7 · 6!
(11− 4)! Γa det(e
−1
(5)) εi1...i5 ε
i1...i4k Γk012345
=
7 · 6!
(11− 4)! Γa det(e
−1
(5)) δ
i1...i4k
i1...i4i5
Γk012345
=
7 · 6! · 4!
(11− 4)! ΓaN
−5/3 Γi5012345
= 24Γai5 N
−5/3 Γ012345
The appearance of the factor N−5/3 and of the gamma matrix Γai5 makes it possible to simplify the
Killing spinor equation considerably. Plugging this back into the Killing spinor equation one obtains:
Dˆa = ∂a − 1
12
∂jˆN
N
Γa
jˆ
(
1 + cΓ012345
)
Since the solution (5.1) does not depend of the coordinates along the brane it is natural to guess that
this might hold for the Killing spinor as well. In this case the partial derivative action on the Killing
spinor ǫ vanishes and the above equation becomes purely algebraic, i.e.
(
1 + cΓ012345
)
ǫ = 0 ⇔ ǫ = f(x6, . . . x10) ·
(
1 − cΓ012345
)
ǫ0 (5.31)
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M= i: The second bit of the Killing spinor equation, i.e. with M = i now reads
Dˆi = ∂i − 1
4
ωiAˆBˆ Γ
AˆBˆ − 1
288
(
Γi1i2i3i4 i − 8 Γi2i3i4δi1i
)
Gi1i2i3i4
= ∂i +
1
4
2
3
∂lˆN
N
Γi
lˆ − 1
288
(
Γi1i2i3i4 i︸ ︷︷ ︸
(∗)
−8 Γi2i3i4δi1i︸ ︷︷ ︸
(∗∗)
)
cN2/3 εi1i2i3i4i5 ∂
i5N
To simplify (∗) we used
Γi1i2i3i4 i εi1i2i3i4i5 = gik e
i1
aˆ1
ei2aˆ2 e
i3
aˆ3
ei4aˆ4 e
k
aˆ5 Γ
aˆ1aˆ2aˆ3aˆ4aˆ5 εi1i2i3i4i5
= gik e
i1
aˆ1
ei2aˆ2 e
i3
aˆ3
ei4aˆ4 e
k
aˆ5
−1
(11− 5)! ε
aˆ1...aˆ5Bˆ1...Bˆ6 ΓBˆ1...Bˆ6 εi1i2i3i4i5
= gik det(e
−1
(5))
−1
(11− 5)! ε
i1i2i3i4kBˆ1...Bˆ6 ΓBˆ1...Bˆ6 εi1i2i3i4i5
= gik det(e
−1
(5)) ε
i1i2i3i4k Γ012345 εi1i2i3i4i5
= gik det(e
−1
(5)) Γ012345 4! δ
k
i5
= 24N−5/3 Γ012345 gii5
and to simplify (∗∗) we used
−8 Γi2i3i4 εii2i3i4i5 = −8 ei2aˆ2 ei3aˆ3 ei4aˆ4 Γaˆ2aˆ3aˆ4 εii2i3i4i5
= −8 ei2aˆ2 ei3aˆ3 ei4aˆ4
1
(11− 3)! ε
aˆ2aˆ3aˆ4Bˆ1...Bˆ8ΓBˆ1...Bˆ8 εii2i3i4i5
= −8 ei2aˆ2 ei3aˆ3 ei4aˆ4
(
8
2
)
1
(11− 3)! ε
aˆ2aˆ3aˆ4mˆnˆbˆ1...bˆ6Γmˆnˆbˆ1...bˆ6 εii2i3i4i5
= −8 ei2aˆ2 ei3aˆ3 ei4aˆ4 emmˆ ennˆ
(
8
2
)
1
(11− 3)! ε
aˆ2aˆ3aˆ4mˆnˆbˆ1...bˆ6Γmnbˆ1...bˆ6 εii2i3i4i5
= −8 det(e−1(5))
(
8
2
)
1
(11− 3)! ε
i2i3i4mnbˆ1...bˆ6Γmnbˆ1...bˆ6 εii2i3i4i5
= −8 det(e−1(5))
(
8
2
)
1
(11− 3)! ε
i2i3i4mnbˆ1...bˆ6Γmnbˆ1...bˆ6 εii2i3i4i5
= 8 det(e−1(5))
(
8
2
)
2 · 3!
(11− 3)! ε
bˆ1...bˆ6Γii5Γbˆ1...bˆ6
= − 8N−5/3
(
8
2
)
2 · 3! · 6!
(11− 3)! Γii5Γ012345
= − 48N−5/3 Γii5Γ012345
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Now we put everything together and obtain the following for of the Killing spinor equation
Dˆi = ∂i +
1
6
∂lˆN
N
Γi
lˆ − c
12
Γ012345
∂iN
N
+
c
6
∂i5N
N
Γii5Γ012345
= ∂i +
1
12
∂iN
N
− 1
12
∂iN
N
( 1 + cΓ012345 ) +
1
6
∂lˆN
N
Γi
lˆ ( 1 + cΓ012345 )
Plugging the ansatz for the Killing spinor from (5.31) into this equation we obtain(
∂i +
1
12
∂iN
N
)
f = 0 ⇔ f = N− 112 (5.32)
In fact the computation we have done is more complicated than necessary. A significant simplification
can be done by choosing a representation of gamma matrices, properly adjusted to the splitting of
the eleven dimensional space into six dimensional and five dimensional spaces corresponding to the
longitudinal and transverse directions of the M5-Brane (cf. exercise 7).
5.1.5 BPS-Bound
Spherical coordinates for the 5-sphere:
x5 = r · cosϑ1 0 < ϑ1 ≤ π
x4 = r · sinϑ1 · cosϑ2 0 < ϑ2 ≤ π
x3 = r · sinϑ1 · sinϑ2 · cosϑ3 0 < ϑ3 ≤ π
x2 = r · sinϑ1 · sinϑ2 · sinϑ3 · cosϑ4 0 < ϑ4 ≤ 2π
x1 = r · sinϑ1 · sinϑ2 · sinϑ3 · sinϑ4
G =
1
4!
Gα1...α4 dx
α1 ∧ dxα2 ∧ dxα3 ∧ dxα4
G =
1
4!
Gα1...α4
∂ (xα1 , xα2 , xα3 , xα4 )
∂ (ϑ1, ϑ2, ϑ3, ϑ4 )
dϑ1 ∧ dϑ2 ∧ dϑ3 ∧ dϑ4
Q =
∫
S4
G = 8 ac π2
Spacelike part of the metric gij = δij + hij and computing in the flat background δij the asymptot-
ically defined energy [32]
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E =
∫
S4
(
∂nhmn − ∂mhii
) xm
r
dΩS4 = 8 π
2 a
By directly comparing the results for Q and E one obtains the equality
E = |Q | (5.33)
characteristic for solutions preserving supersymmetry.
Homework:
Exercise 6. Recompute the components of the spin connection (5.28) and (5.29) of the M5 brane
from the equation
d eAˆ +
(
ωMBˆ
Aˆ dxM
)
∧ eBˆ = 0 .
Exercise 7. V and W vector spaces, V even dimensional. Let ΓD+1 = Γ1 · . . . · ΓD be the chirality
operator of the even dimensional Clifford algebra Cliff(V). Then there is a map j, which establishes
the isomorphism below:
Cliff(V⊕W, η ⊕ g) ∼=−→ Cliff(V, η)⊗ Cliff(W, g)
j(v ⊕ w) = v ⊗ 1l + ΓD+1 ⊗ w
Specialising to the case at hand, one obtains:
Cliff(R1,5 ⊕ R5, η ⊕ g) ∼=−→ Cliff(R1,5, η)⊗ Cliff(R5, g)
j(v ⊕ w) = v ⊗ 1l + ΓD+1 ⊗ w
Using this representation of the 11d Clifford algebra redo the computation of the Killing spinor equation
of the M5-Brane (cf. [19]).
Exercise 8. Compute the charge Q and the energy E.
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5.2 M2-Brane
The M2-brane solution [33] has the form
ds2 = N−2/3
(−dt2 + dx21 + dx22) + N1/3 (dx23 + . . .+ dx210)
G012i = c
∂iN
N2
, c = ± 1, ∆N = 0 (5.34)
and it is convenient to consider the fundamental M2-brane solution as corresponding to the choice
N = 1 + ar6 with r
2 = x23 + . . .+ x
2
10.
5.2.1 Ricci Tensor
To compute the Ricci-Tensor we employ a slightly different technique compared to the direct one used
to obtain the Ricci tensor of the M5-Brane in subsection 5.1 before. It turns out to be much more
efficient and can be applied to all M- or D- or p-brane solutions occurring in the various supergravities
(not necessarily eleven dimensional). The algorithm is very easy to spell out. First one has to factor
out the factor, which makes a part of the metric flat. For convenience we have chosen the upper part
to be the flat one, i.e.
gµν = N
−2/3 ·


−1
1
1
N · 1l8

 . (5.35)
In Appendix C we have computed the properties of the Ricci tensor with respect to conformal trans-
formations. We can apply this transformation rule to generate the Ricci tensor of the M2-brane by
first computing the Ricci tensor of the metric obtained by neglecting the overall conformal factor in
(5.35) and an additional observation stating that the Ricci tensor of a product space build out of a
flat space X and a curved space Y is block diagonal as shown below
RX×Yµν =
(
0
RYij
)
. (5.36)
This in mind we proceed as follows. First we choose Y to be the eight dimensional subspace
{x3, . . . , x10} in eq. (5.35) above, i.e.
g
(8)
ij = N · δij . (5.37)
It can be considered as conformally equivalent to flat space, whose Ricci tensor vanishes. Applying
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eq. (C.1) once with D = d (= 8) and the conformal factor taken to be N we obtain:
RYij = 0 +
1
2
{
(1− d) ∂j
(
∂iN
N
)
+ ∂i
(
∂jN
N
)
− ∂k
(
∂kN
N
)
δij
}
+
d− 2
2
(
∂iN ∂jN
N2
− ∂kN ∂
kN
N2
δij
)
=
2− d
2
∂i∂j N
N
− 1
2
∆N
N
δij +
3d− 6
4
∂iN ∂j N
N2
− d− 4
4
δkl ∂kN ∂lN
N2
δij (5.38)
where we have to insert d = 8 to obtain the result for the eight dimensional metric. To complete the
second step we need the Christoffel symbols of the d-dimensional metric produced so far. They are
most easily computed and simply read
Γi(jk) =
1
2
gil ( glj,k + glk,j − gjk,l )
=
1
2
(
∂jN
N
δik +
∂kN
N
δij −
∂iN
N
gjk
)
(5.39)
and for the contraction of the Christoffel symbol one gets:
Γiij =
d
2
∂jN
N
. (5.40)
Now we perform the second conformal rescaling with the conformal factor taken to be Ω = N−2/3
and D = 11. This inserted into eq. (C.1) reads
RM2βδ = R˜
Y
βδ +
1
2
{
−10 ∇˜δ
(
∂βΩ
Ω
)
+ ∇˜β
(
∂δΩ
Ω
)
− ∇˜α
(
∂˜αΩ
Ω
)
g˜βδ
}
+
9
4
(
∂βΩ ∂δΩ
Ω2
− ∂ηΩ ∂˜
ηΩ
Ω2
g˜βδ
)
(5.41)
It is useful to split the indices into those from the 3d space along the M2-brane (in which the unscaled
metric is flat), and those 8 directions orthogonal to the M2-brane. The former we call a, b = 0, 1, 2,
the latter i, j = 3, . . . , 10. The parts of the Ricci tensor are then calculated using the rescaling
formula. In the flat directions we get, i.e.
β = a & δ = b:
Rab =
1
2
{
0 + 0 − ∇˜i
(
∂˜iΩ
Ω
)
ηab
}
− 11− 2
4
∂iΩ ∂˜
iΩ
Ω2
ηab . (5.42)
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The first two entries disappear since the functionN does not depend on these flat coordinates. Straight
forward calculation begins by substituting Ω = N−2/3 and using the correct metric to pull up indices
Rab =
1
3
∇˜i
(
∂˜iN
N
)
ηab − ∂iN ∂˜
iN
N2
ηab
=
1
3
{
∂i
(
∂˜iN
N
)
+ Γiij
∂˜iN
N
}
ηab − ∂iN ∂˜
iN
N2
ηab . (5.43)
Since it is crucial to keep in mind which metric was used to pull up the indices, we write them down
again by inserting the correct factor. This factor will contribute towards a chain rule, i.e.
Rab =
1
3
{
∂i
(
N−1∂iN
N
)
+ 4
∂jN
N
N−1∂jN
N
}
ηab − ∂iN
N
N−1∂iN
N
ηab
=
1
3
{
∆N
N2
− 2 ∂iN ∂iN
N3
+ 4
∂iN ∂iN
N3
− 3 ∂iN ∂iN
N3
}
ηab
=
1
3
{
∆N
N2
− ∂iN ∂iN
N3
}
ηab . (5.44)
From the first to the second line, we have used the result for the contraction of the Christoffel symbol
(5.40).
Next comes the Ricci tensor for the 8d space with indices i, j starting as is usual from the rescaling
formula and substituting Ω = N−2/3 (and rearranging terms), i.e.
β = i & δ = j:
Rij = R˜ij +
11− 2
4
· 4
9
(
∂iN ∂jN
N2
− ∂kN ∂kN
N2
δij
)
− 1
3
{
− 10 ∇˜j
(
∂iN
N
)
+ ∇˜i
(
∂jN
N
)
− ∇˜k
(
∂˜kN
N
)
g˜ij
}
. (5.45)
The term in curly brackets must be treated with care due to the metrics used to pull up the indices
on the differential operators. Hence we explicitly write the result after pulling down the indices of the
differentials in the curly brackets also using the symmetry in the first two terms
{. . .} = − 1
3
{
− 9 ∂j
(
∂iN
N
)
+ 9 Γ˜kij
∂kN
N
− ∂k
(
N−1∂kN
N
)
g˜ij − Γkkl ∂˜
lN
N
g˜ij
}
.
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Again we have to make use of (5.40) and we have to pay attention to the third term. The last ex-
pression thus becomes
{. . .} = − 1
3
{
− 9 ∂j∂iN
N
+ 9
∂iN ∂jN
N2
− ∆N
N
δij + 2
∂kN ∂kN
N2
δij − 4 ∂kN ∂kN
N2
δij
+ 9 · 1
2
(
∂iN
N
δkj +
∂jN
N
δki −
∂˜kN
N
g˜ij
)
∂kN
N
}
. (5.46)
The full result for the components of the Ricci tensor in the transverse directions is:
Rij =
∂i∂j N
N
(−3 + 3 ) + ∆N
N
δij
(
−1
2
+
1
3
)
+
∂iN∂j N
N2
(
9
2
+ 1 − 9
3
− 9
3
)
+
∂kN ∂kN
N2
δij
(
− 1 − 1 − 2
3
+
4
3
+
3
2
)
= − 1
6
∆N
N
δij − 1
2
∂iN ∂j N
N2
+
1
6
∂kN ∂kN
N2
δij (5.47)
Putting the partial results eq. (5.44) and eq. (5.47) together, the Ricci-Tensor reads
Rµν =
( ( 1
3
∆N
N2 − 13 ∂iN∂iNN3
)
ηab 0
0 − 12
∂iN∂jN
N2 +
1
6
(
∂kN∂kN
N2 − ∆NN
)
δij
)
. (5.48)
5.2.2 Symmetric Field Strength Tensor
Gα1...α4G
α1...α4 = 4 · 3! ·G012iG012i = 4 · 3! · (−N2) · c2 · ∂iN
N2
∂iN
N2
= −24 · c2 · ∂iN ∂
iN
N2
(5.49)
Gµα1...α3Gν
α1...α3 =


3! c2N−8/3 ∂kN ∂
kN if (µ, ν) = (0, 0)
− 3! c2N−8/3 ∂kN ∂kN if (µ, ν) = (1, 1)
“ if (µ, ν) = (2, 2)
− 3! c2N−2 ∂iN ∂jN if (µ, ν) = (i, j)
= − 3! c2N−2
(
N−2/3 ∂iN∂
iN ηab 0
0 ∂iN ∂jN
)
(5.50)
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(
(G2)µν − 1
12
(G2) gµν
)
= − 1
2
c2N−2
(
2
3 N
−2/3 ∂iN∂
iN ηab 0
0 ∂iN ∂jN − 13 ∂iN∂iN gij
)
Comparison of this tensor and the tensor in eq. (5.48) while taking ∆N = 0 into account, proves the
equality.
5.2.3 Killing Spinor Equation
The basic steps of the solution of the Killing spinor equation can be found in various places, e.g. [34].
First of all one has to determine the spin connection from
deAˆ + ωBˆ
Aˆ ∧ eBˆ = 0 . (5.51)
Evaluation of this identity leads to the spin connection components below. For instance setting
Aˆ = aˆ : eaˆ = N−1/3 dxa ⇒
deaˆ = − 1
3
∂iN
N4/3
dxi ∧ dxa =
(
−1
3
∂iN
N
δaˆ
bˆ
dxi
)
∧ ebˆ = − ωBˆaˆ ∧ eBˆ , (5.52)
i.e.
ωibˆ
aˆ =
1
3
∂iN
N
δaˆ
bˆ
. (5.53)
One could has rearranged the terms in (5.52) also this way
deaˆ = − 1
3
∂iN
N4/3
dxi ∧ dxa =
(
+
1
3
∂iˆN
N
eaˆc dx
c
)
∧ eiˆ = − ωBˆ aˆ ∧ eBˆ , (5.54)
i.e.
ωcˆi
aˆ = − 1
3
∂iˆN
N
eaˆc . (5.55)
and similarly
Aˆ = iˆ : eiˆ = N1/6 dxi ⇒
deiˆ = =
1
6
∂jN
N5/6
dxj ∧ dxi =
(
1
6
∂jN
N
δiˆ
kˆ
dxj
)
∧ ekˆ = − ωBˆ iˆ ∧ eBˆ , (5.56)
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i.e.
ωjkˆ
iˆ = − 1
6
∂jN
N
δiˆ
kˆ
. (5.57)
Using the method discussed in exercise 7 to write the 11d Clifford algebra in terms of longitudinal
and transverse directions to the M2-Brane one obtains
Γa = γa ⊗ γ˜(9) a = 0, . . . , 2 (5.58)
Γi = 1l ⊗ γ˜i i = 3, . . . , 10 (5.59)
and γ˜(9) is the eight dimensional chirality operator.
M=a: Only the spin connection (5.55) contributes in that case, i.e.
Dˆa = ∂a − 1
4
ωaAˆBˆ Γ
AˆBˆ − 1
288
(
Γα1α2α3α4a − 8 Γα2α3α4δα1a
)
Gα1α2α3α4
= − 1
4
ωaiˆbˆ Γ
iˆbˆ − 1
288
(
Γα1α2α3α4a − 8 Γα2α3α4δα1a
)
Gα1α2α3α4 . (5.60)
The other terms simplify as follows:
Γα1α2α3α4aGα1α2α3α4 = 4! · Γ012iaG012i = 0. (5.61)
Γα2α3α4 δα1a Gα1α2α3α4 = 3 · Γα2α3iGaα2α3i = 3 · εabcγbcγ˜i · c
∂iN
N2
(5.62)
Inserting the partial results back into eq. (5.60) one obtains
0 =
1
6
∂iˆN
N
eabˆ γ˜
iˆγ bˆγ˜(9) +
1
12
εabcγ
bcγ˜i · c ∂iN
N2
(5.63)
and using
εabcγ
bc = εabc e
b
bˆ
eccˆγ
bˆcˆ = εabc e
b
bˆ
eccˆ ε
bˆcˆdˆ γdˆ
= εabc e
b
bˆ
eccˆ ε
bˆcˆdˆ ed
dˆ
γd
= det(e−1(3)) εbˆcˆdˆ ε
bˆcˆdˆ γd
= −2N γa
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one finally obtains
0 = − c
6
∂iˆN
N
γ˜ iˆγa
(
1 − c γ˜(9)
)
. (5.64)
To solve this equation we simply have to make the ansatz
ǫ = f(x3, . . . , x10) ·
(
1 + c γ˜(9)
)
ǫ0 . (5.65)
Note that due to the duality symmetry (2.63) γ(9) is identical to Γ012 and in most research papers
γ(9) is replaced by the latter one. The evaluation of the second half of the Killing spinor equation
follows the same lines as in the case of the M5-Brane and is left as an exercise (exercise 10).
Homework:
Exercise 9. As mentioned before this method is ideal to compute the Ricci tensor of all the elemen-
tary brane solutions for various the supergravities not necessarily eleven dimensional. One simply
considers the metric
gµν = N
κ ·
(
η
(p)
ab 0
0 N δ · δD−pij
)
. (5.66)
Adjusting p, D, κ and δ according to the needs one obtains the Ricci tensor, which must be matched
by the suitably chosen field strengths (not considered here).
Exercise 10. Compute the M = i part of the Killing spinor equation and determine the scaling
function f in ǫ = f(x3, . . . x10) ǫ0.
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6 Intersecting Branes
All the fundamental brane solutions described so far can be used to build more complicated metrics
by what is known as intersecting branes. The basic example has already been known for some time
[35, 36]. The solution we are studying here was found in [37, 38, 39]. A review focusing on intersecting
branes alone is [40].
6.1 Intersecting M5-M5-Brane Solution
gµν =
1
H
1/3
1 H
1/3
2


−1
. . .
1
H2
H2
H1
H1
H1H2
. . .
H1H2


(6.1)
We split the indices µ, ν ∈ { x0, . . . , x10 } by using the following notation:
x, y ∈ { x0, x1, x2, x3 }
a, b ∈ { x4, x5 }
a˜, b˜ ∈ { x6, x7 }
i, j ∈ { x8, x9, x10 } = ⊥
By direct computation or applying formula (C.1) as illustrated in subsection 5.2 one obtains the Ricci
tensor. With H1 = H1(x
8, x9, x10) and H2 = H2(x
8, x9, x10) we obtain in non covariant notation∗9
Rxy =
1
6
(
∆H1
H21H2
+
∆H2
H1H22
− ∂kH1∂kH1
H31H2
− ∂kH2∂kH2
H1H32
)
ηxy (6.2)
Rab =
(
1
6
[
∆H1
H21
− ∂kH1∂kH1
H31
]
− 1
3
[
∆H2
H1H2
− ∂kH2∂kH2
H1H22
])
δab (6.3)
Ra˜b˜ =
(
1
6
[
∆H2
H22
− ∂kH2∂kH2
H32
]
− 1
3
[
∆H1
H1H2
− ∂kH1∂kH1
H21H2
])
δa˜b˜ (6.4)
Rij = − 1
2
∂iH1∂jH1
H21
− 1
2
∂iH2∂jH2
H22
+
1
3
( ∂kH1∂kH1
H21
+
∂kH2∂kH2
H22
− ∆H1
H1
− ∆H2
H2
)
δij (6.5)
∗9Summation over equal indices is understood. ∆ denotes the Euclidean Laplacian, i.e ∆ = δkl∂k∂l.
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The ansatz for the four form field reads
G45ij = εijk∂kH2 (6.6)
G67ij = εijk∂kH1 (6.7)
and we obtain
− 1
144
G2 gµν = −1
6
(
∂kH1∂kH1
H31H2
+
∂kH2∂kH2
H1H32
)
(H1H2)
1/3 gµν . (6.8)
The other term (G2)µν must be computed by splitting the indices and into longitudinal and transver-
sal ones.
µ = i & ν = j: Here i, j ∈ {8, 9, 10} and one obtains
1
12
Giα1α2α3Gj
α1α2α3 =
1
2
{
1
H21
( ∂kH1∂kH1 δij − ∂iH1∂jH1 ) + 1
H22
( ∂kH2∂kH2 δij − ∂iH2∂jH2 )
}
and the right hand side of the Einstein equation (3.21) for the indices (µν) = (i, j) reads
1
12
(
(G2)ij − 1
12
G2 gij
)
= − 1
2
∂iH1∂jH1
H21
− 1
2
∂iH2∂jH2
H22
+
[
1
3
∂kH1∂kH1
H21
+
1
3
∂kH2∂kH2
H22
]
δij
µ = a & ν = b: Here a, b ∈ { 4, 5 }
1
12
Gaα1α2α3Gb
α1α2α3 =
1
2
∂kH2 ∂kH2
H1H22
δab
and if one repeats the calculation for a˜, b˜ ∈ { 6, 7 } one obtains
1
12
Ga˜α1α2α3Gb˜
α1α2α3 =
1
2
∂kH1 ∂kH1
H21 H2
δa˜b˜
Proceeding in the same fashion in computing the other tensor components one obtains finally:
Tµν =


− 1
6
(
∂kH1∂kH1
H3
1
H2
+
∂kH2∂kH2
H1H
3
2
)
ηxy(
− 1
6
∂kH1∂kH1
H3
1
+ 1
3
∂kH2∂kH2
H1H
2
2
)
δab(
− 1
6
∂kH2∂kH2
H3
2
+ 1
3
∂kH1∂kH1
H2H
2
1
)
δ
a˜b˜
− 1
2
∂iH1∂jH1
H21
− 1
2
∂iH2∂jH2
H22
+
[
1
3
∂kH1∂kH1
H21
+ 1
3
∂kH2∂kH2
H22
]
δij


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7 Exotic solutions
Solutions of supergravity theories which preserve 1/2 of the original supersymmetry typically occur
in the description of brane solutions. Using the techniques of intersecting brane solutions one can
reduce this number quite generically to any fraction 1/2n, with n an integer. Other fractions are less
simple to understand and are called exotic. In [41, 42, 43] the authors discovered a new solution of
11 dimensional supergravity, which preserved a fraction of ν = 5/8 supersymmetries. In a following
paper [23] it was shown that this solution fits into a whole class of solutions and the questions was
raised if further solutions with exotic fractions of preserved supersymmetry can be found within this
class. In [43] it was confirmed in a case by case study that this actually is the case.
The class of solutions proposed in [23] are
ds211 = − ( dt + ω )2 + ds2(R10)
G = −dω ∧ Ω (7.1)
with Ω defined in terms of complex coordinates za = x2a−1 + i x2a of C5 = R10,
Ω =
i
2
5∑
a=1
dza ∧ dz¯a , (7.2)
and dω = α + α¯ ⊂ Λ2,0(C5)⊕ Λ0,2(C5).
The Einstein equation (3.21) and the equation of motion of the four form field strength (3.23) are
given in section 3 while the Killing spinor equation (3.10) can be written as
∂µε − 1
4
ωµabΓ
ab ε +
1
288
(
ΓµΓ
ν1ν2ν3ν4 − 12 δν1µ Γν2ν3ν4
)
Gν1ν2ν3ν4ε = 0 . (7.3)
7.1 First Example
The holomorphic two form α we have chosen is
α =
γ
2
(
dz1 ∧ dz2 + dz3 ∧ dz4 ) (7.4)
which leads to
ω =
γ
2
(−x3dx1 + x1dx3 − x2dx4 + x4dx2 − y3dy1 + y1dy3 − y2dy4 + y4dy2 ) (7.5)
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The equations of motion (3.21) and (3.23) are both satisfied. The Ricci tensor in a tangent frame is
diagonal and given by Rab = γ
2 ·diag(2, 1/2, . . . , 1/2, 0, 0) while the contractions of the field strength
are:
Gc1c2c3c4G
c1c2c3c4 = 288 γ2 (7.6)
Gac1c2c3Gb
c1c2c3 =


0 (a, b) = (0, 0)
30 γ2 (a, b) = (1, 1), . . . , (8, 8)
24 γ2 (a, b) = (9, 9), (10, 10)
0 a 6= b
(7.7)
Obviously eq. (3.21) is satisfied. The second term in the equation of motion for the four form field
strength (3.23) reduces to
1
2
G ∧G = 2 γ2 ( 2 dx12345678 + dx123456910 + dx123478910 + dx125678910 + dx345678910 )
and comparing this with d(∗G) one finds that both add up to zero.
The Killing spinor equation (7.3) can be written more symbolically as
∂µε − Mµε = 0 . (7.8)
By just solving this equation for the present ansatz one obtains 12 constant Killing spinors. These
12 solutions exhaust the whole set of solutions. Now we give the argument from which we draw this
conclusion.
As a preparation we would like to shed some light onto the terms which we gathered in
ec
µ
Mµ =
1
4
ωcabΓ
ab︸ ︷︷ ︸
(3)
− 1
288
(
Γc (Γ
ν1ν2ν3ν4Gν1ν2ν3ν4)︸ ︷︷ ︸
(1)
− 12 ecµ Γν2ν3ν4Gµν2ν3ν4︸ ︷︷ ︸
(2)
)
. (7.9)
The components of the field strength Gν1ν2ν3ν4 are constant and those involving the time direction
vanish. Also, gamma matrices with upper spatial indices are identical to the tangent frame gamma
matrices. We conclude that the expressions (1) and (2) are constant. The spin connection in (3) turns
out to be constant too. So the only source of coordinate dependence comes from contraction with the
vielbein in the last term. Since the field strength components which include a time direction vanish,
the only remaining source for a coordinate dependence is set to zero.
This example gives a simple necessary condition that each solution must satisfy
0 = [ ∂µ, ∂ν ] ε = ∂µ(∂νε) − ∂ν(∂µε) = ∂µ(Mν ε ) − ∂ν(Mµ ε )
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or transferring the M’s to the tangent frame
0 = [ ∂µ, ∂ν ] ε = ∂µ( eν
aMa ε) − ∂ν( eµbMb ε)
= eµ
aeν
b
(
2ω[ab]
c
Mc + [Mb, Ma ]
)
ε , (7.10)
where Ma = ea
µMµ and ω[µν]
a = ∂[µeν]
a. In deriving eq. (7.10) we used the fact that in the present
case all Ma are constant. Since the only non vanishing components of ω[µν]
a are
ω[13]
0 = γ , ω[24]
0 = −γ , ω[57]0 = γ , ω[68]0 = −γ (7.11)
equation (7.10) evaluated for (a, b) = (0, 1) just reduces to
0 = [M1, M0 ] ε . (7.12)
The kernel is most easily calculated by a computer and in this case it turns out to be just the span
of the 12 Killing spinors mentioned above. So we have already found all solutions.
7.2 Second Example
We now take the following ansatz for
α =
γ
2
(
dz1 ∧ dz2 + dz1 ∧ dz3 + dz2 ∧ dz3 ) . (7.13)
In this case the Ricci tensor in the tangent frame is no longer diagonal. Nevertheless the equations
of motion are satisfied both for the metric and the four form field strength.
Rab =


3 0 0 0 0 0 0 0 . . . 0
0 1 0 1/2 0 −1/2 0 0 . . . 0
0 0 1 0 1/2 0 −1/2 0 . . . 0
0 1/2 0 1 0 1/2 0 0 . . . 0
0 0 1/2 0 1 0 1/2 0 . . . 0
0 −1/2 0 1/2 0 1 0 0 . . . 0
0 0 −1/2 0 1/2 0 1 0 . . . 0
0 0 0 0 0 0 0 0 . . . 0
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 0 0 0 0 . . . 0


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One finds 16 constant Killing spinors εi generating the 16 dimensional kernels of M1 to M6. They are
contained in the 20 dimensional kernels of M0 and M7 to M10
∗10 . The form of the 16 constant Killing
spinors can be calculated explicitly and is given for convenience in appendix B. The 20 dimensional
kernels of M0 and M7 to M10 are all equal and the additional four dimensions are spanned by ϑ,
which as a consequence of eq. (7.10) satisfies
0 6= Mi(ϑ) ⊂ span( ε1, . . . ε16 ) , i = 1, . . . , 6 .
In this situation one can apply the following trick to construct a further Killing spinor [41]. Setting
ε = ϑ + xi Mi ϑ
the Killing spinor equation (7.8) reads:
µ = i = 1, . . . , 6 ∂i ε − Mi ε = Mi ϑ − Mi ϑ = 0,
µ = a = 0, 7, . . . , 10 ∂a ε − Ma ε = − Ma
(
ϑ + xi Mi ϑ
)
= 0 .
Finally we obtain 20 Killing spinors, i.e. ν = 5/8 of the original supersymmetries are preserved.
In the above we have presented two solutions, which preserve two different fractions of supersymmetry.
The first example preserves 3/8, the later 5/8. The first example preserves a different exotic fraction
of supersymmetry than the example already discovered in [23]. We have also tried different ansa¨tze for
α. Their precise form and the amount of supersymmetry they preserve can be found in the table below.
α ν
dz1 ∧ dz2 5/8
dz1 ∧ dz2 + dz1 ∧ dz3 5/8
dz1 ∧ dz2 + dz1 ∧ dz3 + dz2 ∧ dz3 5/8
dz1 ∧ dz2 + dz3 ∧ dz4 3/8
dz1 ∧ dz2 + dz3 ∧ dz4 + dz1 ∧ dz5 3/8
dz1 ∧ dz2 + dz2 ∧ dz3 + . . .+ dz5 ∧ dz1 3/8
In particular, we have only found solutions which preserve either 3/8 or 5/8 of the original super-
symmetry. It would be interesting to see whether this ansatz could also produce solutions with other
numbers of preserved supersymmetries.
∗10Again the dimensions of the kernels are computed using a computer.
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8 IIA Action from M-Theory
The bosonic part of the M-Theory action is (cf. section 3)
L(11) =
1
4
√−g R − 1
4 · 48
√−g GµνρσGµνρσ
+
1
4 · 1442 ǫ
α1...α4β1...β4µνρGα1...α4Gβ1...β4Cµνρ (8.1)
with the vielbein eaµ defined with respect to the mostly plus flat 11d metric.
We want to perform a Kaluza-Klein reduction on a circle S1 [44, 45], i.e. we consider the 11-th direc-
tion to be parametrised by the angular coordinate of the circle ϕ = x11/R ∈ [0, 2π). Here R denotes
the radius of the S1.
This case is of special interest due to the importance of the outcome, i.e. IIA supergravity, in string
theory. Therefore the reduction shall be performed as explicit as possible. To that purpose all fields
are expanded in Fourier modes
Tµν... =
∞∑
n=0
T (i)µν... · einϕ (8.2)
and a truncation to the lowest order in the Fourier expansion is performed afterwards. From an
analytical point of view the Fourier expansion is just an orthogonal decomposition of the infinite
dimensional Hilbert space of square integrable functions into a sum of one dimensional subspaces,
L(R) =
∞⊕
i=0
L(i)(R) , (8.3)
each of which forms an irreducible representation of the group S1. From a physical point of view this
corresponds to a countable set of discrete excitations with different mass in the 11-direction. From the
ten dimensional perspective the 11th direction is invisible as long as one can not excite a reasonable
amount of these excitations apart from the lowest lying one. The ten dimensional theory corresponds
to the truncation to the massless sector. That this truncation makes sense is the crucial point in the
procedure. In the case of an S1-compactification this is unambiguous because
L(i)(R)⊗ L(j)(R) = L(i+j)(R) . (8.4)
Thus the subspace L(0)(R) is closed under the tensor product of representations and one can separate
the massless sector on the level of the action from the massive one. For more general compactification
spaces the truncation must be treated with care due to the complicated way in which products of
79
higher excitations may contribute to the massless excitations (Clebsch Cordon coefficients) [13].
The first step in the reduction is to write the eleven dimensional metric in terms of a ten dimensional
metric, a gauge potential and a scalar field, which resemble the degrees of freedom of the eleven
dimensional theory. We make the following choice for the metric, which is still completely general:
g(11)µν = e
4
3φ
(
e−2φ gstµν + AµAν Aµ
Aν 1
)
. (8.5)
Note the following: In order to perform the reduction of the eleven dimensional Ricci scalar it would
be advantageous if we could set φ = 0. Only in this situation the famous Kaluza-Klein formula can
be applied, i.e.
R(11) = R(10) − 1
4
(F (2)µν )
2 . (8.6)
Here F (2) is the field strength of the potential Aµ, i.e. F
(2)
µν = 2 ∂[µAν]. The basic steps of the
proof are compiled for the convenience of the reader in appendix D and exercise 11 is devoted to this
important formula, too. In fact one has enough freedom to shift the problem into a shape, so that
(8.6) can be applied. We can cope with the exponential factors due to the behaviour of the Ricci
scalar under a Weyl scaling (cf. C.2):
g˜µν = e
2σ gµν ⇒ R˜(d) = e−2σ [ R(d) − 2 (d− 1)∆σ − (d− 1) (d− 2) ∂µσ ∂µσ ] . (8.7)
A first Weyl scaling is done to get rid of the exponential in front of the metric (8.5). We scale by
g(11)µν = e
4
3φ g¯(11)µν
and the action (8.1) reads
L(11) =
1
4
e
22
3 φ
√−g¯ e− 43φ
[
R − 20 · 2
3
∆φ︸ ︷︷ ︸
+ 183 ·20·
2
3 (∂φ)
2
−
(
2
3
)2
· 10 · 9 · (∂φ)2
]
− 1
4 · 48 e
22
3 φ
√−g¯ e− 163 φGµνρσGµνρσ
+
1
4 · 1442 ǫ
α1...α4β1...β4µνρGα1...α4Gβ1...β4Cµνρ .
The new metric and its inverse are ( g¯(11)µδ g¯
δν
(11) = δ
ν
µ ):
g¯(11)µδ =
(
g˜µδ + AµAδ Aµ
Aδ 1
)
g¯δν
(11)
=
(
g˜δν −Aδ
−Aν 1 + AρAρ
)
.
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Now we perform the Kaluza-Klein reduction. The most difficult part is to rewrite the terms containing
forms due to the split of the metric. Luckily there are only two such terms, a contraction of the four
form field strength and a Chern-Simons term. We start with the contraction of the four form field
strength now. Since the number of p-forms increases significantly, we adopt the usual conventions
and denote the degree by a superscript. For example A(1) = Aµ dx
µ. The Kaluza-Klein reduction of
Gα1...α4G
α1...α4 is done in four stages, each of which is characterised by the way the 11-direction is
singled out:
Gα1...α4G
α1...α4 = gα1β1 gα2β2 gα3β3 gα4β4 Gα1...α4Gβ1...β4
1 .Term : = 4 · ga1b1 ga2b2 ga3b3 g11,11︸ ︷︷ ︸
1+ (A(1))2
Ga1...a3 11︸ ︷︷ ︸
H
(3)
a1...a3
Gb1...b3 11 + . . .
= 4 · ( 1 + (A(1))2 ) · (H(3))2 + . . .
2 .Term : = 1 .Term + 2 ·
{
g11b1︸ ︷︷ ︸
−Ab1
ga2b2 ga3b3 ga4b4 G11 a2...a4 Gb1...b4︸ ︷︷ ︸
F
(4)
b1...b4
}
+ . . .
= 1 .Term + 2 · 4 ·A[b1Hb2b3b4] F (4)b1...b4 + . . .
3 .Term : = 1 . − 2 .Term + − 12 AaAbHbcdHacd︸ ︷︷ ︸
(see App.D)
+ . . .
4 .Term : = 1 . − 3 .Term + F (4)a1...a4F (4)a1...a4
finally : = 4 (A(1))2 (H(3))2 + 8 · A[b1Hb2b3b4] F (4)b1...b4 + F (4)a1...a4F (4)a1...a4
− 12 AaAbHbcdHacd + 4 (H(3))2 .
Some short remarks to the numerical factors appearing in the evaluation of the first three terms:
1. There are four possibilities to choose a index pair (α, β) to be (11, 11).
2. The problem is symmetric in the both G’s. Therefore we get a first factor of two. Then one
observes that the remaining sum can be written compactly as A[b1Hb2b3b4] only, if one includes
a factor of 4 due to the definition of the antisymmetrisation symbol.
3. The evaluation of the 3. Term is included in the appendix (D).
Finally the first three terms of the last expression can be put into a more compact form. This is due
to the fact, that the following identity holds:
81
(∗) =
(
F (4)a1...a4 + c ·A[a1Ha2a3a4]
)(
F (4)a1...a4 + c · A[a1Ha2a3a4]
)
= F (4)a1...a4F
(4)a1...a4 + 2 c F (4)a1...a4 A
[a1Ha2...a4] + c2 A[a1Ha2...a4]A
[a1Ha2...a4]︸ ︷︷ ︸
(see App.D)
=
c2
4
(A(1))2 (H(3))2 + 2 c F (4)a1...a4 A
[a1Ha2...a4] + F (4)a1...a4F
(4)a1...a4
− 12 c
2
42
Aa A
bHbcdH
acd .
Therefore the expression below simplifies to
Gα1...α4G
α1...α4 = 4 (H(3))2 +
(
F (4)a1...a4 + 4 ·A
(1)
[a1
H
(3)
a2a3a4]
)2
.
The Chern-Simons term simplifies in the following way
CS ∼ εα1...α4β1...β4µνρGα1...α4 Gβ1...β4 Cµνρ
= ε11 a2...a4b1...b4ijk G11 a2...a4︸ ︷︷ ︸
−H
(3)
a2...a4
F
(4)
b1...b4
A
(3)
ijk
+ εa1α2...α4β1...β4µνρGa1α2...α4 Gβ1...β4 Cµνρ
...
= − 8 εa1...a3b1...b4ijk H(3)a1...a3︸ ︷︷ ︸
3 ∂[a1B
(2)
a2a3]
F
(4)
b1...b4
A
(3)
ijk
+3 εa1...a4b1...b4ij F (4)a1...a4 F
(4)
b1...b4
Cij 11︸ ︷︷ ︸
B
(2)
ij
= +6 εa2a3b1...b4a1ijk B(2)a2a3 F
(4)
b1...b4
4 ∂[a1A
(3)
ijk]︸ ︷︷ ︸
F
(4)
a1ijk
+3 εa1...a4b1...b4ij F (4)a1...a4 F
(4)
b1...b4
B
(2)
ij
= 9 εa1...a4b1...b4ij F (4)a1...a4 F
(4)
b1...b4
B
(2)
ij .
Since we had prepared all terms for the reduction step we can now apply the formula (8.6) for the
Ricci tensor and add it to the other terms evaluated before to obtain the ten dimensional action:
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L(10) =
1
4
e
22
3 φ
√
−g˜ e− 43φ
[
R˜ − 1
4
(F (2)µν )
2 +
(
2
3
)2
· 90 · (∂φ)2
]
− 1
4 · 48 e
22
3 φ
√
−g˜ e− 163
[
4 (H(3))2 +
(
F (4)a1...a4 + 4 · A
(1)
[a1
H
(3)
a2a3a4]
)2]
+
9
4 · 1442 ǫ
α1...α4β1...β4µνF (4)α1...α4F
(4)
β1...β4
B(2)µν .
Note that the metric is still the rescaled one, i.e. g˜µν = e
−2φ g
(st)
µν . A second Weyl scaling completes
the reduction:
L(10) =
1
4
e−4φ
√−g(st) [ e2φ { R + 18∆φ︸ ︷︷ ︸
36 (∂φ)2
− 72 (∂φ)2
}
− 1
4
e4φ (F (2)µν )
2
+
(
2
3
)2
· 90 · e2φ (∂φ)2
]
− 1
4 · 48 e
2φ · e−10φ√−g(st) [ 4 e6φ (H(3))2 + e8φ (F (4)a1...a4 + 4 ·A(1)[a1H(3)a2a3a4] )2
]
+
9
4 · 1442 ǫ
α1...α4β1...β4µνF (4)α1...α4F
(4)
β1...β4
B(2)µν
=
1
4
e−2φ
√−g(st) [ R + 4 · (∂φ)2 − 1
2 · 3! (H
(3))2
]
− 1
4 · 4
√−g(st) (F (2)µν )2 − 14 · 48√−g(st)
(
F (4)a1...a4 + 4 · A
(1)
[a1
H
(3)
a2a3a4]
)2
+
9
4 · 1442 ǫ
α1...α4β1...β4µνF (4)α1...α4F
(4)
β1...β4
B(2)µν .
This is the action in the string frame. It might be interesting to move from the string to the Einstein
frame in a last step. This is done by doing the Weyl scaling
gstµν = e
φ
2 gEµν
and one obtains
L(10) =
1
4
√−g(E) [ R − 1
2
(∂φ)2 − 1
2 · 3! e
−φ (H(3))2
]
− 1
4 · 4 e
3
2φ
√−g(E) (F (2)µν )2 − 14 · 48 eφ2√−g(E)
(
F (4)a1...a4 + 4 · A
(1)
[a1
H
(3)
a2a3a4]
)2
+
9
4 · 1442 ǫ
α1...α4β1...β4µνF (4)α1...α4F
(4)
β1...β4
B(2)µν .
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Now we rescale all forms by a factor of two to absorb the terms 1/4 in front of them. This is merely
a convention but the one we prefer:
L(10) =
1
4
√−g(E) [ R − 1
2
(∂φ)2 − 1
3
e−φ (H(3))2
]
− 1
4
e
3
2φ
√−g(E) (F (2)µν )2 − 148 eφ2√−g(E)
(
F (4)a1...a4 + 8 ·A
(1)
[a1
H
(3)
a2a3a4]
)2
+
3
2 · (12)3 ǫ
α1...α4β1...β4µνF (4)α1...α4F
(4)
β1...β4
B(2)µν . (8.8)
Homework:
Exercise 11. Prove formula (8.6) guided by the steps given in appendix D.
Exercise 12. Derive the equations of motion of the Lagrangian (8.8) for all gauge fields.
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A Original Action of Cremmer-Julia-Scherk
Lagrangian:
L = − 1
4κ2
eR− i
2
eψ¯µΓ
µνρDν
(
ω + ωˆ
2
)
ψρ − 1
48
eFµνρσF
µνρσ
+
κ
192
e
(
ψ¯µΓ
µναβγδψν + 12 ψ¯
αΓγδψβ
) (
Fαβγδ + Fˆαβγδ
)
+
2κ
1442
ǫα1...α4β1...β4µνρFα1...α4Fβ1...β4Aµνρ . (A.1)
Supersymmetry:
δQeµ
a = −i κ ǫ¯Γaψµ
δQAµνρ =
3
2
ǫ¯Γ[µνψρ]
δQψµ =
1
κ
Dµ(ωˆ)ǫ+
i
144
(
Γαβγδµ − 8 Γβγδδαµ
)
ǫ Fˆαβγδ =
1
κ
Dˆµǫ (A.2)
The signature of the metric is ηab = (1,−1, . . . ,−1) and the Γ-matrices are in a purely imaginary
representation of the Clifford algebra
{Γa, Γb } = 2 ηab 1l32 .
Abbreviations:
Dν(ω)ψµ = ∂νψµ +
1
4
ωνab Γ
ab ψµ
Fµνρσ = 4 ∂[µAνρσ]
Fˆµνρσ = Fµνρσ − 3 κ ψ¯[µΓνρψσ]
Kµab = i
κ2
4
[−ψ¯αΓµabαβψβ + 2 ( ψ¯µΓbψa − ψ¯µΓaψb + ψ¯bΓµψa ) ] ( contorsion )
ωµab = ω
(0)
µab︸︷︷︸
Christ
+ Kµab
ωˆµab = ωµab + i
κ2
4
ψ¯α Γµab
αβ ψβ
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B Explicit Killing spinors
ε = ( a1 + a2 + a3, a4, a5, a6, a7, a8,−a2,−a4, a9, a6, a2 + a3 + a10, a4, a11, a12, a5 + a13 + a14,
a6, a5 − a9 + a13,−a6, a10, a4, a15,−a12, a14, a6, a1, a4, a13,−a6, a16, a8,−a3, a4 )T
ϑ = ( 0, a17, 0, a18, 0, a19, 0,−a17, 0, a18, 0, a17, 0, a20, 0, a18, 0, a18,
0,−a17, 0, a20, 0,−a18, 0,−a17, 0, a18, 0,−a19, 0,−a17 )T
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C Behaviour of the Ricci tensor under conformal transforma-
tions
Gµν = Ω g˜µν
Γρ(νλ) =
1
2
(Gρν,λ +Gρλ,ν −Gνλ,ρ ) = Ω Γ˜ρ(νλ) +
1
2
( g˜ρν Ω,λ + g˜ρλΩ,ν − g˜νλΩ,ρ )
Γρ(νλ) = Γ˜
ρ
(νλ) +
1
2Ω
(
δ˜ρν Ω,λ + δ˜
ρ
λΩ,ν − g˜ρκg˜νλΩ,κ
)
= Γ˜ρ(νλ) + S
ρ
(νλ)
Rαβγδ =
∂(Γ˜ + S)α(βδ)
∂xγ
− ∂(Γ˜ + S)
α
(βγ)
∂xδ
+ (Γ˜ + S)α(ηγ)(Γ˜ + S)
η
(βδ) − (Γ˜ + S)α(ηδ)(Γ˜ + S)η(βγ)
= R˜αβγδ + S
α
βγδ + Γ˜
α
ηγS
η
βδ + S
α
ηγ Γ˜
η
βδ − Γ˜αηδSηβγ − SαηδΓ˜ηβγ
Rβδ = R˜βδ + S
α
βαδ + Γ˜
α
ηαS
η
βδ + S
α
ηαΓ˜
η
βδ − Γ˜αηδSηβα − SαηδΓ˜ηβα
1. Calculation of Sαβαδ
Sαβαδ =
∂Sα(βδ)
∂xα
− ∂S
α
(βα)
∂xδ
+ Sα(ηα)S
η
(βδ) − Sα(ηδ)Sη(βα)
=
1
2
{
∂δ
(
∂βΩ
Ω
)
+ ∂β
(
∂δΩ
Ω
)
− ∂α
(
∂˜αΩ
Ω
g˜βδ
)
−D · ∂δ
(
∂βΩ
Ω
)
− ∂δ
(
∂βΩ
Ω
)
+ ∂δ
(
∂βΩ
Ω
) }
+
D
4
{
2
∂βΩ∂δΩ
Ω2
− ∂ηΩ∂˜
ηΩ
Ω2
g˜βδ
}
− 1
4
{
3
∂βΩ∂δΩ
Ω2
+
∂βΩ∂δΩ
Ω2
− ∂ηΩ∂˜
ηΩ
Ω2
g˜βδ + D · ∂βΩ∂δΩ
Ω2
− ∂βΩ∂δΩ
Ω2
− ∂βΩ∂δΩ
Ω2
− ∂ηΩ∂˜
ηΩ
Ω2
g˜βδ
}
=
1
2
{
(1 −D) ∂δ
(
∂βΩ
Ω
)
+ ∂β
(
∂δΩ
Ω
)
− ∂α
(
∂˜αΩ
Ω
g˜βδ
) }
+
D − 2
4
(
∂βΩ∂δΩ
Ω2
− ∂ηΩ∂˜
ηΩ
Ω2
g˜βδ
)
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2. Calculation of cross terms:
Γ˜αηα S
η
βδ = Γ˜
α
ηα
1
2Ω
(
∂βΩ δ
η
δ + ∂δΩ δ
η
β − ∂˜ηΩ g˜βδ
)
=
1
2Ω
(
Γ˜αδα ∂βΩ + Γ˜
α
βα ∂δΩ − Γ˜αηα ∂˜ηΩ g˜βδ
)
Sαηα Γ˜
η
βδ =
1
2Ω
(
∂ηΩ δ
α
α + ∂αΩ δ
α
η − ∂˜αΩ g˜αη
)
Γ˜ηβδ
=
D
2Ω
∂ηΩ Γ˜
η
βδ
− Γ˜αηδ Sηβα = − Γ˜αηδ 1
2Ω
(
∂βΩ δ
η
α + ∂αΩ δ
η
β − ∂˜ηΩ g˜αβ
)
=
1
2Ω
(
− ∂βΩ Γ˜αδα − ∂αΩ Γ˜αβδ + ∂˜ηΩ Γ˜αηδ g˜αβ
)
−Sαηδ Γ˜ηβα = − 1
2Ω
(
∂ηΩ δ
α
δ + ∂δΩ δ
α
η − ∂˜αΩ g˜ηδ
)
Γ˜ηβα
=
1
2Ω
(
− ∂ηΩ Γ˜ηβδ − ∂δΩ Γ˜αβα + ∂˜αΩ Γ˜ηβα g˜ηδ
)
And the sum of all the four terms above is
Γ˜αηα S
η
βδ + . . . − Sαηδ Γ˜ηβα = 1
2Ω
(
(D − 2) ∂ηΩ Γ˜ηβδ + ∂˜ηΩ
[
Γ˜α(ηδ) g˜αβ + Γ˜
α
(ηβ) g˜αδ − Γ˜α(ηα) g˜βδ
] )
Putting the previous steps together, one obtains the formula
Rβδ = R˜βδ +
1
2
{
(1−D) ∂δ
(
∂βΩ
Ω
)
+ ∂β
(
∂δΩ
Ω
)
− ∂α
(
∂˜αΩ
Ω
g˜βδ
)}
+
D − 2
4
(
∂βΩ ∂δΩ
Ω2
− ∂ηΩ ∂˜
ηΩ
Ω2
g˜βδ
)
+
1
2Ω
(
(D − 2) ∂ηΩ Γ˜η(βδ) + ∂˜ηΩ
[
Γ˜α(ηδ) g˜αβ + Γ˜
α
(ηβ) g˜αδ − Γ˜α(ηα) g˜βδ
] )
or more covariantly
Rβδ = R˜βδ +
1
2
{
(1 −D) ∇˜δ
(
∂βΩ
Ω
)
+ ∇˜β
(
∂δΩ
Ω
)
− ∇˜α
(
∂˜αΩ
Ω
)
g˜βδ
}
+
D − 2
4
(
∂βΩ ∂δΩ
Ω2
− ∂ηΩ ∂˜
ηΩ
Ω2
g˜βδ
)
(C.1)
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Check:
R =
1
Ω
{
R˜ − (D − 1) ∆˜(lnΩ) − (D − 1)(D − 2)
4
∂η(lnΩ) ∂˜
η(lnΩ)
}
(C.2)
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D Some Details of Kaluza-Klein Reductions
Basic Kaluza-Klein Formula:
In order to compute the Ricci tensor one has to compute the connection components first. Here
the split of the eleven dimensions into ten plus one must be made explicit. With M = (µ, 11) and
N = (ν, 11) the metric and its inverse read
g(11)MN =
(
g˜µν + AµAν Aµ
Aν 1
)
gMN
(11)
=
(
g˜µν −Aµ
−Aν 1 + AρAρ
)
.
and the 11d Christoffel symbols defined as in eq. (5.3) split into
Γρ(µν) = Γ˜ρ(µν) +
1
2
(Aµ Fνρ + AρBνµ + Aν Fµρ )
Γ11(µν) =
1
2
Bµν
Γµ(11ν) = −
1
2
Fµν .
Here we introduced for shortness Bµν = ∂µAν + ∂νAµ and Fµν = ∂µAν − ∂νAµ. All other Christof-
fel symbols vanish. Only the computation of the component Γρ(µν) contains a tiny difficulty. One
must keep in mind that the metric one has to use in eq. (5.3) is gµν = g˜µν + AµAν . This produces
the additional terms.
The Christoffel symbols with upper indices defined in eq. (5.5) read
Γµ(νλ) = Γ˜
µ
(νλ) −
1
2
(Fµν Aλ + F
µ
λAν )
Γµ(11λ) = −
1
2
Fµλ
Γµ(11 11) = 0
Γ11(νλ) =
1
2
Bνλ − 1
2
Aµ (FνµAλ + FλµAν ) − Aµ Γ˜µ(νλ)
Γ11(11µ) =
1
2
Aν Fνµ
Γ11(11 11) = 0
and for the Ricci tensor defined by eq. (5.9) one obtains
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Rµν = R˜µν +
1
2
Fµ
ρFρν +
1
4
AµAν FλρF
λρ +
1
2
(Aν ∇ρ Fµρ + Aµ∇ρ Fνρ ) (D.1)
R11µ =
1
2
∇ν Fµν + 1
4
Aµ FλρF
λρ (D.2)
R11 11 =
1
4
FλρF
λρ (D.3)
The last two components are obtained without problems. The determination of the first one is slightly
more involved and we fill some of the steps in here. According to eq. (5.9) we must compute
Rij =
∂Γk(ij)
∂xk︸ ︷︷ ︸
(1)
− ∂Γ
M
(iM)
∂xj︸ ︷︷ ︸
(2)
+ΓM (NM)Γ
N
(ij)︸ ︷︷ ︸
(3)
−ΓM (Nj)ΓN (iM)︸ ︷︷ ︸
(4)
. (D.4)
Now we investigate each of the four terms individually.
(1) = ∂k
[
Γk(ij)
]
= ∂k
[
Γ˜k(ij) −
1
2
(
F kiAj + F
k
j Ai
) ]
(D.5)
(2) = ∂j
[
ΓN (iN)
]
= ∂j
[
Γ11(i 11) + Γ
k
(ik)
]
= ∂j
[
1
2
Al Fli − 1
2
Ak F ki + Γ˜
k
(ik)
]
= ∂j
[
Γ˜k(ik)
]
(D.6)
(3) = ΓM (NM)Γ
N
(ij)
= Γ11(N 11)Γ
N
(ij) + Γ
k
(N k)Γ
N
(ij)
= Γ11(11 11)︸ ︷︷ ︸
0
Γ11(ij) + Γ
11
(k 11)Γ
k
(ij) + Γ
k
(11 k)︸ ︷︷ ︸
0
Γ11(ij) + Γ
k
(l k)Γ
l
(ij)
=
1
2
Al Flk
[
Γ˜k(ij) −
1
2
(
F kiAj + F
k
j Ai
) ]
+
(
− 1
2
F kl Ak + Γ˜
k
(lk)
) [
−1
2
(
F liAj + F
l
j Ai
)
+ Γ˜l(ij)
]
(D.7)
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(4) = ΓN (Mj) Γ
M
(iN)
= Γ11(Mj) Γ
M
(i 11) + Γ
k
(Mj) Γ
M
(ik)
= Γ11(11 j) Γ
11
(i 11) + Γ
11
(lj) Γ
l
(i 11) + Γ
k
(11j) Γ
11
(ik) + Γ
k
(lj) Γ
l
(ik)
=
1
2
Al Flj
1
2
Ak Fki +
[
1
2
Bkj − 1
2
Al (Fkl Aj + Fjl Ak ) − Al Γ˜l(kj)
] [
− 1
2
F ki
]
− 1
2
F kj
[
1
2
Bik − 1
2
Al (Fil Ak + Fkl Ai ) − Al Γ˜l(ik)
]
+
[
Γ˜k(lj) −
1
2
(
F kl Aj + F
k
j Al
) ] [
Γ˜l(ik) −
1
2
(
F liAk + F
l
k Ai
) ]
(D.8)
Adding all terms together one arrives at
Rij = R˜ij − 1
2
∇k
(
F kiAj
) − 1
2
∇k
(
F kj Ai
)
+
1
4
F kiBkj − 1
2
Γ˜l(kj) Al F
k
i
+
1
4
F kj Bki − 1
2
Γ˜l(ik) Al F
k
j
+
1
4
Flk F
lk AiAj . (D.9)
Using now
∇k
(
F kiAj
)
=
(∇k F ki ) Aj + F ki∇k Aj = (∇k F ki ) Aj + F ki ( ∂k Aj − Γ˜l(kj) Al )
=
(∇k F ki ) Aj + F ki (∂[k Aj] + ∂(k Aj) ) − Γ˜l(kj) Al F ki
=
(∇k F ki ) Aj + 1
2
F ki (Fkj + Bkj ) − Γ˜l(kj) Al F ki (D.10)
to rewrite eq. (D.9) one obtains exactly the expression for Rij given in (D.1).
Performing the last step and computing the Ricci scalar one obtains
R(11) = g
MN RMN = g
11 11R11 11 + 2 g
11µR11µ + g
µν Rµν
=
1
4
(1 +AτA
τ )FλρF
λρ − 2Aµ
(
1
2
∇ν Fµν + 1
4
AµFλρF
λρ
)
+ gµν
(
R˜µν +
1
2
Fµ
ρFρν +
1
4
AµAν FλρF
λρ +
1
2
(Aν ∇ρ Fµρ + Aµ∇ρ Fνρ )
)
R(11) = R(10) −
1
4
FµνF
µν . (D.11)
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The 3. Term
3 .Term = 2 ·
(
4
2
)
· g11 b1 ga2 11 ga3b3 ga4b4 G11 a2a3a4Gb1 11 b3b4
= 2 ·
(
4
2
)
· (−Ab1) (−Aa2) ga3b3 ga4b4 (−Ha2a3a4)Hb1b3b4
= − 12Ab1 Aa2 Ha2b3b4 Hb1b2b3
There are 6 possibilities to choose two metric factors out of the four gαiβi . And then an additional
factor of 2 due to the two distributions of the two 11’s on them.
A tensor identity
A[a1Ha2a3a4]A
[a1Ha2a3a4] =
1
4
(Aa1Ha2a3a4 − Aa2Ha1a3a4 − Aa3Ha2a1a4 − Aa4Ha2a3a1)
1
4
(Aa1Ha2a3a4 − Aa2Ha1a3a4 − Aa3Ha2a1a4 − Aa4Ha2a3a1)
=
1
42
[
(A(1))2(H(3))2 − 2Aa1 Aa2 Ha2a3a4 Ha1a3a4
(A(1))2(H(3))2 − 2Aa1 Aa3 Ha2a3a4 Ha2a1a4
(A(1))2(H(3))2 − 2Aa1 Aa4 Ha2a3a4 Ha2a3a1
(A(1))2(H(3))2 + 2Aa2 A
a3 Ha1a3a4 H
a2a1a4
+ 2Aa2 A
a4 Ha1a3a4 H
a2a3a1
+ 2Aa3 A
a4 Ha2a1a4 H
a2a3a1
]
=
1
4
(A(1))2(H(3))2 − 12
42
Aa A
bHbcdH
acd
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