Abstract. Constraint solvers are key modules in many systems with reasoning capabilities (e.g., automated theorem provers). To incorporate constraint solvers in such systems, the capability of producing conflict sets or explanations of their results is crucial. For expressiveness, constraints are usually built out in unions of theories and constraint solvers in such unions are obtained by modularly combining solvers for the component theories. In this paper, we consider the problem of modularly constructing conflict sets for a combined theory by re-using available proof-producing procedures for the component theories. The key idea of our solution to this problem is the concept of explanation graph, which is a labelled, acyclic and undirected graph capable of recording the entailment of some equalities. Explanation graphs allow us to record explanations computed by a proof-producing procedure and to refine the Nelson-Oppen combination method to modularly build conflict sets for disjoint unions of theories. We also study how the computed conflict sets relate to an appropriate notion of minimality.
Introduction
Constraint solvers are key modules in many systems, such as automated theorem provers, expert systems, and constraint logic programming (CLP) environments. To efficiently or correctly incorporate constraint solvers in such systems, the capability of producing conflict sets or explanations of the results of the solvers is crucial. For example, conflict sets are useful to prune the search space of Satisfiability Modulo Theories (SMT) solvers (see, e.g., [15] ) or to direct backtracking in CLP systems [4] whereas explanations can be used to safely import the results of external reasoning modules (e.g., decision procedures for selected theories or unification algorithms) in skeptical proof assistants (see, e.g., [9] ).
For expressiveness, constraints are usually built out in unions of theories and constraint solvers in such unions are obtained by modularly combining solvers for the component theories. So, it is desirable to build conflict sets or explanations in unions of theories by modularly combining the conflict sets computed by the available solvers for the component theories. In this paper, we consider the problem of modularly combining conflict sets or explanations produced by decision procedures for the satisfiability problem of conjunctions of quantifierfree literals in a first-order theory T . The hope is to reuse the work on extending satisfiability with proof-producing capabilities available in the literature (see, e.g., [8, 5, 12, 18] ).
The main contribution of this paper is an abstract account of how to extend the well-known and widely used Nelson-Oppen combination method [11, 14] to build a satisfiability procedure capable of producing conflict sets in the union of theories T 1 and T 2 , whenever the satisfiability procedures for T 1 and T 2 provide certain interface capabilities. To this end, we first introduce the concept of explanation graph (Section 3), a data structure which compactly encodes the fact that a certain equality between variables (called elementary equality) is a logical consequence of a set of elementary equalities. Explanation graphs can be easily implemented by using efficient algorithms based on the Union-Find data structure [19, 6] . Then (Section 4), we show how to combine satisfiability procedures, called explanation engines, capable of building explanation graphs so as to obtain a satisfiability procedure with the capability of producing conflict sets in the union of the component theories. Then (Section 5), we introduce the concept of quasi-conflict set, which allows us to precisely characterize a (weak) form of minimality satisfied by the explanations computed by our combination method. Finally (Section 6), we show how to build explanation engines by adding explanation capabilities to a procedure for the theory of uninterpreted functions (Section 6.1) and one for an important fragment of Linear Arithmetic (Section 6.2, proofs can be found in Appendix A for lack of space).
Background
First-Order Logic. We assume the usual syntactic and semantic notions of term, formula, interpretation, satisfiability, etc. for first-order logic as given, e.g., in [7] . A first-order theory is a set of first-order sentences. A Σ-theory is a theory all of whose sentences have signature Σ. Since we are concerned with satisfiability, we may consider all symbols with arity 0 as constants since a formula is equisatisfiable to its existential closure and existentially quantified variables can be replaced by Skolem constants. This explains why we may talk about constants instead of variables depending on the context. A theory is consistent if it admits a model and trivial if the cardinality of each of its models is one. In this paper, we restrict ourselves to non-trivial and consistent theories. We will be concerned with the following theories. The theory of equality E whose signature contains a finite set of function and constant symbols, and such that the equality symbol = is interpreted as the identity relation. The theory E c consisting only of equalities or disequalities between constants. We will also refer to the literals of E c as elementary equalities or disequalities and to E c as the theory of pure equality. The quantifier-free fragment of Linear Rational Arithmetic is denoted with LA ≤ and its restriction to equalities or disequalities only is denoted with LA. A term is flat if it is a variable or a term of the form f (c 1 , ..., c n ) where f is an n-ary function symbol and the c i 's are variables. A literal is flat if it has one of the following forms: c 1 = c 2 , ¬(c 1 = c 2 ) (also abbreviated with c 1 = c 2 ), f (c 1 , ..., c n ) = c n+1 , p(c 1 , ..., c n ), or ¬p(c 1 , ..., c n ), where f (p) is an n-ary func-tion (predicate, resp.) symbol and the c i 's are variables. A literal which is neither an elementary equality nor an elementary disequality is called non-elementary. In the following, ϕ denotes an arbitrary set of literals, Ω denotes a set of nonelementary flat literals, E denotes a set of elementary equalities, and ∆ denotes a set of elementary disequalities. The set of variables occurring in ϕ is denoted by V ar(ϕ). The reflexive, symmetric and transitive closure of E is denoted by E * . The set E of elementary equalities is minimal iff E * ⊂ E * , for any E ⊂ E. A Σ-structure M is a model of a Σ-theory T if M satisfies every sentence in T . A Σ-formula is satisfiable in T (or T -satisfiable) if it is satisfiable in a model of T . Two Σ-formulas ϕ and ψ are equisatisfiable in T if for every model M of T , ϕ is satisfiable in M iff ψ is satisfiable in M. We will omit the "Σ-" of Σ-theory, Σ-structure , . . . , when it is clear from the context. Satisfiability procedures and conflict sets. The satisfiability problem for a theory T amounts to establishing whether any (finite) quantifier-free conjunction of literals is T -satisfiable or not. We can use (free) constants instead of variables in a satisfiability problem, so that we can redefine it as the problem of establishing the satisfiability of T ∪ Γ , for any (finite) set of ground literals. Below, we will indifferently use constants or variables when discussing notions related to satisfiability problems. A satisfiability procedure for T is any algorithm that solves the satisfiability problem for T . A T -conflict set is a T -unsatisfiable set of literals. A T -conflict set CS of literals is minimal if there is no CS ⊂ CS such that CS is a T -conflict set. A T -explanation of an equality e is a T -satisfiable set ϕ of literals such that T |= ϕ ⇒ e. A T -explanation of e is minimal if there is no ϕ ⊂ ϕ such that T |= ϕ ⇒ e. We will omit the theory T when it is clear from the context. Proposition 1. A T -satisfiable set of literals ϕ is a minimal T -explanation for an equality e iff ϕ ∪ {¬e} is a minimal T -conflict set.
Classes of theories and conflict sets. For simplicity, we will only consider convex and stably infinite theories in this paper. A set ϕ of T -literals is convex iff for any disjunction x 1 = y 1 ∨ · · · ∨ x n = y n for n > 1, where x i , y i are constants (i = 1, ..., n) we have that T ∪ ϕ |= x 1 = y 1 ∨ · · · ∨ x n = y n iff T ∪ ϕ |= x i = y i for some i ∈ {1, ..., n}. A theory T is convex iff all sets of T -literals are convex. We say that T is stably infinite if for every T -satisfiable set of literals ϕ there exists a model of T satisfying ϕ such that its interpretation domain is infinite. For example, E c , E and LA ≤ (and its "reduct" LA) are convex and stably infinite theories.
Proposition 2. If T is a convex theory, then any minimal conflict set contains at most one disequality. If T is a convex theory axiomatized by a set of equalities, then any minimal conflict set contains exactly one disequality.
For example, E
c and E are convex theories such that any minimal conflict set contains exactly one disequality. Notice that LA, and hence also LA ≤ , does not satisfy this property (e.g, {x − y = 3, x − y = 2} is a minimal LA-conflict set).
Graphs. We use some standard notions as undirected graph, acyclic graph, subgraph, connected graph, path, simple path, elementary path, and connected components. In the rest of the paper, we only consider acyclic undirected graphs, which will be often called graphs for the sake of simplicity. An undirected graph G is a pair (V, E) where V (also written as Vertex (G)) is a finite set and E (also written as Edge(G)) is a set of unordered pairs written as (v, w) for v, w in V . G V ∅ denotes the graph whose vertices are in the set V which are connected by no edges, i.e. G V ∅ = (V, ∅). The "is a sub-graph of" relation is denoted by ⊆. Let G = (V, E) be an acyclic undirected graph. The set ElemP ath(G, x, y) denotes the set of edges in an elementary path between x and y in G, i.e. if v 0 , ..., v n is an elementary path where v 0 is x and v n is y, then ElemP ath(G, x, y) is the set of edges (v i−1 , v i ) ∈ Edge(G), for i = 1, ..., n. Given two distinct vertices x and y, ElemP ath(G, x, y) is empty iff x and y are not in the same connected component of G. The set of pairs of connected vertices in G is CP (G) = {(x, y) | x, y ∈ V and ElemP ath(G, x, y) = ∅}. Notice that the reflexive, symmetric, and transitive closure of E is equal to
Explanation Graphs
Two preliminary remarks about the relationship between an acyclic undirected graph G = (V, E) and a set of elementary equalities are useful. First, observe that an elementary equality can be regarded as an unordered pair and edges of G are unordered pairs. So, we will write (x, y) ∈ E as x = y and define the set of elementary equalities of the graph G as Eq(G) = x=y∈E {x = y}. Second, it is easy to see that a set of elementary equalities Γ is minimal iff there exists an acyclic undirected graph G such that Eq(G) = Γ ; furthermore, Γ * is equal to the reflexive, symmetric, and transitive closure of Edge(G) * or, equivalently, to CP (G) ∪ {x = x | x ∈ V ertex(G)}. In other words, G avoids redundancy.
Roughly, an explanation graph for a set ϕ of literals and a theory T is an acyclic undirected graph G = (V, E) such that Eq(G)
* is equal to the sub-set of elementary equalities in ϕ and each edge x = y ∈ Edge(G) is labelled by a satisfiable sub-set of ϕ implying x = y in T . In a label, we may find literals occurring in ϕ as well as auxiliary elementary equalities which are entailed by other equalities in the graph. Definition 1. Let T be a theory, ϕ be a set of T -literals, and G = (V, E) be an acyclic undirected graph such that E is a set totally ordered by < E . G is an explanation graph of ϕ if (i) V is the set of constants occurring in ϕ, (ii) there exists a labelling function L G with domain E and co-domain 2 ϕ∪CP (G) , 1 (iii) the following properties are satisfied for any
1 Let X be a set, 2 X denotes the power-set of X.
The set of literals of
An explanation graph is said edge-minimal if all its edges are minimally explained.
In the definition above, edges are ordered to express the fact that explanation graphs are built dynamically and this determines how explanations and conflict sets are computed. The ordering < E on edges corresponds to the order of insertion of edges in the graph. Adding an edge x = y to the explanation graph G = (V, E) of the set ϕ of literals is defined as follows: if x and y are two distinct
, and < E is the smallest ordering containing < E such that ∀e ∈ E, e < E x = y. From now on, we assume that < E and < E coincide on elements of E whenever G = (V, E) and G = (V , E ) are two explanation graphs such that E ⊆ E .
We now consider the case of an explanation graph G obtained by adding a set of elementary equalities in a given order. (This will be important for our combination schema; see Section 4.1 below.) More precisely, G is obtained by adding one after the other each elementary equality in E := {e 1 , ..., e n }, according to an ordering < E (such that, wlog, e i < E e i+1 for i = 1, ..., n) to
(equipped with an empty labelling L G0 ), i.e. G := G n where G j+1 := Insert(G j , e j , {e j }) for j = 0, ..., n − 1. For the sake of conciseness, we will write U F (E) to abbreviate the graph obtained by the sequence of insertions above.
2 If V is a set of variables, U F V (E) is the explanation graph obtained by adding V to the set of vertices of U F (E). It is not difficult to see that for any set E of elementary equalities, U F (E) is an edge-minimal explanation graph of E such that Eq(U F (E)) is a minimal set of elementary equalities (included in E).
For efficiency, it is important to consider explanation graphs from which all possible entailed elementary equalities can be extracted. Definition 2. Let T be a theory and let ϕ be a T -satisfiable set of literals. A set of elementary equalities E is deduction complete for ϕ (modulo T ) if
An explanation graph G of a T -satisfiable set ϕ of literals is deduction complete
For example, U F (E) is a deduction complete explanation graph of E (modulo E c ). For convex theories, deduction complete explanation graphs allow us to handle elementary disequalities one by one. Proposition 3. Let T be a convex theory. Given a deduction complete explanation graph G of a T -satisfiable set of literals ϕ, and a set of elementary disequalities ∆, we have that ϕ ∪ ∆ is unsatisfiable if and only there exists x = y ∈ ∆ such that x = y ∈ CP (G).
A naïve brute-force method to build explanation graphs consists in considering one by one each possible elementary equality made of disconnected vertices of the graph and check if it is implied by the input set of literals. Fortunately, there are satisfiability procedures with the capability of generating deduction complete and edge-minimal explanation graphs without resorting to such a brute-force method and are thus more efficient (see Section 6 for more on this issue).
Conflict Sets for Combination of Theories
We adapt the deterministic Nelson-Oppen combination method [11] to compute T 1 ∪ T 2 -conflict sets, where the theory T i is convex, stably-infinite and for which a satisfiability procedure is known (i = 1, 2). We also assume that T 1 , T 2 are signature-disjoint. Informally, the Nelson-Oppen combination method consists in exchanging entailed elementary equalities between the two procedures until either unsatisfiability is derived by one of the two, or no more elementary clauses can be exchanged. In the first case, we derive the unsatisfiability of the input formula; in the second case, we derive its satisfiability. Thus, the unsatisfiability in T 1 ∪ T 2 can be explained according to two kinds of explanations: (i) the explanation of entailed elementary equalities and (ii) the explanation of the unsatisfiability in a component theory. To develop our main combination result (cf. Section 4.1), we introduce the notion of explanation engine: a module capable of computing (i) and (ii) which may be obtained by re-using available proofproducing procedures (see Section 6).
Definition 3 (Explanation engine). Let T be a theory, Ω be a set of nonelementary flat T -literals, and E be a minimal set of elementary equalities. A T -explanation engine is a T -satisfiability procedure, denoted by µEX T , which computes an edge-minimal explanation graph G of Ω ∪E such that E ⊆ Eq(G) and
Given a T -satisfiability procedure equipped with the capabilities of computing minimal conflict sets (CS T ) and minimal explanations for entailed elementary equalities (EX x=y T ), Figure 1 shows how to construct a T -explanation engine. 
Combination Algorithm
Figure 2 presents a variant of the Nelson-Oppen combination method for the union of two arbitrary signature-disjoint, stably infinite, and convex theories where explanation engines are used in place of satisfiability procedures. For example, it applies to E ∪ LA since E and LA are known to be stably infinite and convex, and it is possible to build explanation engines for both E and LA as shown in Section 6. The rules of Figure 2 (derived from [14] ) aim at providing a T 1 ∪T 2 -satisfiability procedure for sets of literals of the form ϕ = Ω 1 ∪Ω 2 ∪E ∪∆, where Ω i is a set of non-elementary T i -literals (for i = 1, 2), E is a set of elementary equalities and ∆ is a set of elementary disequalities. Configurations manipulated by the rules consist of Ω 1 , Ω 2 , ∆ together with an explanation graph G of ϕ. Initially, G is U F V ar(ϕ) (E). The combination algorithm works as follows. Each explanation engine computes new entailed equalities stored (with their explanations) in a (local) explanation graph. Then, these are used to update the (global) explanation graph G for the union of the theories. This updating (formalized by the M erge in Figure 2 ) consists in adding some new edges to G. Unsatisfiability is detected either by an explanation engine (rule Unsat =i , for i = 1, 2) or by a contradiction between the entailed elementary equalities stored in G and the elementary disequalities in ∆ (rule Unsat = ). By the results in [14] , one can easily show that the repeated application of rules in Figure 2 terminates with false{· · · } if and only if the initial configuration is unsatisfiable. Theorem 1. Let T 1 and T 2 be two signature-disjoint convex and stably infinite theories such that for each i = 1, 2, a T i -explanation engine is available. Let Ω i be a set of non-elementary T i -literals for i = 1, 2, let E be a set of elementary equalities and let ∆ be a set of elementary disequalities. Consider ϕ = (Ω 1 ∪ Ω 2 ∪ ∆ ∪ E) and fc be a final configuration obtained by the repeated application of the rules of Figure 2 on the initial configuration Ω 1 ; ∆; U F V ar(ϕ) (E); Ω 2 .
-If fc is of the form f alse{(Ω , E , G)}, then ϕ is T 1 ∪ T 2 -unsatisfiable. Furthermore, Ω ∪ E is a minimal conflict set such that E ⊆ CP (G).
Ωi is a set of non-elementary Ti-literals, for i = 1, 2. ∆ is a set of elementary disequalities. Symmetric rules are not depicted here for the sake of conciseness and they can be obtained by changing the subscript 1 into 2 in the rules above. The function M erge is defined as follows: Fig. 2 . Combination of explanation engines -Otherwise, fc is of the form Ω 1 ; ∆; G; Ω 2 and ϕ is T 1 ∪ T 2 -satisfiable. Furthermore, G is deduction complete for ϕ modulo
Moreover, G is an edge-minimal explanation graph of ϕ.
Theorem 1 has an interesting consequence. The combination algorithm provides a T 1 ∪ T 2 -explanation engine when ∆ is empty. Thus, we have a modular construction of explanation engines since T 1 ∪ T 2 is convex and stably infinite when T 1 and T 2 are signature-disjoint, convex, and stably infinite theories.
Corollary 1 (Modular construction of explanation engines).
Let T 1 and T 2 be two signature-disjoint, convex, and stably infinite theories such that for each i = 1, 2, a T i -explanation engine is known. Then, the combination rules depicted in Figure 2 provide a T 1 ∪ T 2 -explanation engine.
This refinement of the Nelson and Oppen method allows us to obtain a truly modular combination method to build conflict sets in unions of n theories (with n ≥ 2) by combining explanation engines via the repeated application of the Corollary above.
Remark. It is not difficult to adapt the above method to combine the interface functionalities for computing conflict sets (CS Ti ) and explanations (EX x=y Ti ) of the component theories. In this scenario, a single explanation graph is needed which is updated by CS Ti and EX x=y Ti , for i = 1, 2; thereby avoiding the need of the Merge operation. We have not taken this option here, since it would have made more complex our study of the minimality of the conflict sets, as it will be apparent in the next Section where the output of explanation engines plays a key role.
Quasi-Conflict Sets
In the previous combination algorithm, one can observe that some additional information, encoded as a triplet (ψ, E, G), is returned whenever an unsatisfiable set ϕ of literals is considered. This triplet contains two sets of literals ψ, E, and an explanation graph G such that ψ ∪ E is unsatisfiable, ψ is a satisfiable subset of ϕ, and E is a set of (entailed) elementary equalities explained in G. Strictly speaking, ψ ∪ E is not a conflict set of ϕ since it may contain literals which are not in ϕ. However, it is easy to extract a "real" conflict set from ψ ∪ E since E is entailed by ϕ and the related explanations are encoded in the associated explanation graph G. In the following, we investigate how to formalize this observation by defining the concept of quasi-conflict set as a triplet (ψ, E, G). The interest of this notion is that it is possible to define an ordering on such triplets and that the quasi-conflict sets computed by the combination algorithm in the previous Section are minimal according to this ordering.
Before being able to define the ordering on quasi-conflict sets, we need to introduce a suitable order on explanation graphs. Definition 4. Given two explanation graphs G and G of ϕ, we define the relation as follows:
Given two explanation graphs G and G of ϕ and four sets of literals ψ, E, ψ , E , we define the relation as follows:
It is not difficult to see that is a quasi-ordering. The strict ordering ≺ induced by will be used to define the notion of minimality.
Definition 5 (Quasi-conflict sets). Let ϕ be an unsatisfiable set of literals, ψ be a subset of ϕ, G be an explanation graph of ϕ, and E be a set of equalities. The triplet (ψ, E, G) is a quasi-conflict set of ϕ if E ⊆ CP (G), ψ ∪ E is unsatisfiable, and E = ∅ implies that ψ is satisfiable. The triplet (ψ, E, G) is a minimal quasiconflict set if there is no (ψ , E , G ) ≺ (ψ, E, G) such that (ψ , E , G ) is a quasi-conflict set of ϕ.
Notice that if (ψ, E, G) is a quasi-conflict set, then E = ∅ iff ψ is satisfiable. Also, if ϕ is a conflict set, then (ϕ, ∅, G
) is a quasi-conflict set.
Given a quasi-conflict set (ψ, E, G) of ϕ, ψ ∪ Lit(G) is the conflict set associated to (ψ, E, G). The set Lit(G) provides an explanation of equalities in E, but it is a super-set of what we need: it is sufficient to consider the sub-graph of G obtained by focusing only on the paths in G "connecting" the equalities in E.
Definition 6. Let G be an explanation graph of ϕ, x = y ∈ CP (G) and E ⊆ CP (G). The set of explanation edges of x = y in G is the subset of Edge(G) defined as follows:
Exe(G, e )).
The set of explanation edges of E in G is ExE(G, E) = e∈E Exe(G, e).
The restriction of G to E is the sub-graph
We are now ready to show how to compute minimal quasi-conflict sets.
Theorem 2. Let (ψ, E, G) be a quasi-conflict set of ϕ such that ψ ∪ E is a minimal conflict set. If all edges of G |E are minimally explained then (ψ, E, G |E ) is a minimal quasi-conflict set of ϕ.
Proof. (ψ, E, G |E ) is a quasi-conflict set since E ⊆ CP (G |E ) and ψ ∪ E is unsatisfiable.
Assume there exists a quasi-conflict set (ψ , E , G ) of ϕ such that (ψ , E , G ) ≺ (ψ, E, G |E ). Since edges of G |E are minimally explained, we have necessarily ∀e ∈ Edge(G ), L G (e) = L G |E (e), and the following cases:
In all cases, we get the strict inclusion ψ ∪ E ⊂ ψ ∪ E. Since ψ ∪ E is a minimal conflict set, ψ ∪ E is satisfiable. This contradicts the assumption.
Theorem 2 is the key to study the minimality of the our proof-producing procedures.
Corollary 2. Consider a T -explanation engine µEX. If µEX(Ω, E) = f alse{(Ω , E , G)}, then Ω ∪ E is a minimal conflict set and (Ω , E , G |E ) is a minimal quasi-conflict set. J is a partition of {1, . . . , n} such that (∀i ∈ I : yi = y i ), (∀j ∈ J : (yj, y j ) ∈ CP (G))
Fig. 3. Congruence Closure with Explanation
Theorem 2 has also an interesting consequence when considering procedures for convex theories (cf. Proposition 3).
Corollary 3. Let T be a convex (and non-trivial) theory. Given a deduction complete and edge-minimal explanation graph G of a T -satisfiable set of literals ϕ, and a set of elementary disequalities ∆, for any x = y ∈ ∆ such that (x, y) ∈ CP (G), ({x = y}, {x = y}, G |{x=y} ) is a minimal quasi-conflict set of ϕ ∪ ∆.
Explaining Satisfiability Procedures
We briefly discuss the problem of constructing deduction complete and edgeminimal explanation graphs for E and LA and some of their extensions (e.g., the theory of lists or LA ≤ ). The purpose of this Section is to illustrate how readily available proof-producing procedures can be used in our framework, not to provide new insights into the problem of building proof-producing procedures for selected theories.
An E-explanation engine
Preliminarily, recall that given a set E of elementary equalities, U F (E) is a deduction complete and edge-minimal explanation graph for E c (see Section 3). It is possible to build a congruence closure-like algorithm by using the rule Cong in Figure 3 . In fact, it is sufficient to exhaustively apply the rule Cong with (Ω; U F V ar(Ω) (E)) as the initial configuration, where Ω is a set of non-elementary flat literals and E is a set of elementary equalities. It is easy to see that this process always terminates and the last component of a final configuration is a deduction complete and edge-minimal explanation graph. We observe that this abstract process can be efficiently implemented by using the algorithm in [12] , where entailment of equalities is encoded by a proof forest. Such a notion is quite similar to that of explanation graph; the only difference being in the labelling of edges: in a proof forest, when an edge (x, y) is labelled by {x = f (x 1 ), y = f (y 1 )}, the equality x 1 = y 1 is left implicit, whereas in an explanation graph, the label would be {x = f (x 1 ), y = f (y 1 ), Fig. 4 . An E-explanation engine Unfortunately, the general method of Figure 1 to build explanations engines cannot be applied here since the congruence closure algorithm above does not allow us to compute neither minimal conflict sets nor minimal explanations. Fortunately, it is not difficult to obtain an E-explanation engine by using the rule Cong of Figure 3 as depicted in Figure 4 , where Cong denotes the exhaustive application of Cong.
Remark. In [10] , we have shown that rewriting-based satisfiability procedures are deduction complete for equational and Horn theories (e.g., the theory of lists) in the sense that deduction complete sets of elementary equalities (cf. Definition 2) can be extracted from saturated (w.r.t. a completion-like procedure) sets of clauses. It is not difficult to obtain explanation engines from such rewriting-based procedures by using the derived elementary equalities to build an explanation graph. The following observations suggest how. First, recall that any sets of equalities is satisfiable in equational and Horn theories. Second, the redundancy criteria of the completion process subsumes the redundancy notion of the explanation graph (cf. Section 3). Third, for every elementary equality e entailed by a satisfiable set ϕ of literals, the set E of elementary equalities returned by the procedure is such that E |= e iff e ∈ E * . Finally, the labels of the graph can easily be obtained by using the proof producing capabilities of many completion-based provers (such as the E-prover [17] ). So, the idea is simply to add an edge to the explanation graph and label it with the set of literals used by the prover to derive it.
An LA-explanation engine
We show how a variant of the Gauss elimination algorithm (see, e.g., [16] ) can be used to build minimal conflict sets and explanations of elementary equalities. In this way, the method in Figure 1 can be used to obtain an LA-explanation engine.
Below, GA denotes our variant of Gauss elimination. The input to GA is of the form Γ |∆, where Γ is a set of linear equalities and ∆ is a set of disequalities. Observe that l = r is equisatisfiable to l − r = s ∧ s = 0 where s is a fresh variable, also called slack variable. The first step of GA consists in replacing each disequality l = r in ∆ with the equality l − r = s, where s is a slack variable.
From Γ |∆ , we obtain a system Γ |Γ of equalities. The second step of GA is to perform Gauss elimination on Γ |Γ with the proviso that two equalities in Γ should never be linearly combined 4 (in other words, only combinations of two equalities in Γ or an equality in Γ and one in Γ are allowed). If we obtain an equality of the form 0 = c (where c is a non zero constant) from Γ , then GA returns the LA-unsatisfiability of Γ ∪∆. Also, if we obtain an equality of the form s = 0 from Γ where s is a slack variable, then GA returns the LA-unsatisfiability of Γ ∪ ∆. Otherwise, GA returns the LA-satisfiability of Γ ∪ ∆.
Generating minimal conflict sets. When considering a new equality e, GA labels it with a unique identifier producing : e. If 1 : t 1 = 0 and 2 : t 2 = 0 are linearly combined so to obtain t 1 + c * t 2 = 0, then its label will be the expression 1 + c * 2 . We also assume that expressions for labels are simplified according to the usual arithmetic rules. In this way, when an unsatisfiable equality : 0 = c (with c = 0) or : s = 0 (with s a slack variable) is detected by GA, the identifiers occurring in the expression will yield a minimal conflict set. To illustrate the idea, consider the following example. Example 1. Consider the input set Γ I to GA, and the related output:
Notice that the disequality 8 : x 1 = x 2 in Γ I has been translated to 8 : x 1 −x 2 = s, where s is a slack variable. The unsatisfiable equation s = 0 (since s is a slack variable) in the output set is labelled by the expression 8 + 6 + 2 − 5 − 1 and so the minimal conflict is { 1 , 2 , 5 , 6 , 8 }.
Explaining elementary equalities. Observe that if an equality x = y is entailed by a system of linear equalities t i = 0 for i = 1, . . . , n, then x − y must be a linear combination of t i , i ∈ {1, . . . , n}, i.e. x − y = i∈{1,...,n} λ i * t i such that λ k = 0 for (at least one) k in {1, . . . , n}. When GA cannot perform linear combinations any more, it back-substitutes variables in order to compute the most general solution of the system. As a consequence, equalities of the form i : x i = t i for i = 1, ...n are obtained where x i does not occur in t i . Then, GA performs a guessing step, i.e. it picks two equalities i : x i = t i and j : x j = t j (i = j) and checks the syntactical identity of t i and t j . If this is the case, then x i − x j = 0 is entailed by the set of literals and its label is i − j .
Example 2. Consider the input set Γ I \ {x 1 = x 2 } to GA, where Γ I is the same of Example 1. It is easy to see that 6 − 5 − 1 − 2 : x 1 − x 2 = 0 is entailed by 1 , ..., 7 since the right hand sides of the labelled equalities, namely 0.5 6 − 0.5 5 + 0.5 4 − 1 : x 1 = 2 and 0.5 5 + 0.5 4 − 2 − 0.5 6 : x 2 = 2 are identical. So, the minimal explanation of
GA can be efficiently implemented as explained in [4] . However, notice that GA has the additional capability to compute minimal explanations of elementary equalities, which is crucial to enable the application of the method in Figure 1 .
Remark. The technique underlying GA can be extended to produce minimal conflict sets and explanations in LA ≤ . The key idea is to couple GA with a variant of the Simplex algorithm (see, e.g., [16] ) which keeps track of the constraints used during its pivoting phase in a way similar to the one described above for GA. The interested reader is referred to, e.g., [3] for details.
Discussion
In this paper, we have proposed a method to modularly build conflict sets in unions of theories by refining the Nelson-Oppen combination schema. The key concept is that of explanation graph, which allows us to encode the fact that a certain elementary equality is a logical consequence of a set of elementary equalities. Explanation engines formalize proof-producing procedures capable of computing explanation graphs. We have shown how to re-use (efficient) proofproducing procedures available in the literature to build explanation engines. Furthermore, explanation engines for unions of several theories can be obtained as a by-product of our combination method. A suitable notion of minimality (related to quasi-conflict sets) in unions of theories is also investigated.
In a slightly different context, our techniques could also be used to build "equational reasoners" having the capability of computing a (small) witness of unsatisfiability for equational problems such as unification, matching, and word problems. For equational theories, there are satisfiability procedures with the property of deriving elementary equalities (like unification or matching algorithms) and deductive combination methods based on the propagation of elementary equalities [1, 13] . Applying the techniques developed here to more general equational reasoners appears to be a promising line of research.
Regarding the integration of constraint solvers in generic reasoning systems, (e.g., SMT solvers), an alternative approach to producing conflict sets in combinations of theories have been proposed [2] , which does not require the (direct) combination of the solvers for the component theories. While the technique of [2] may yield better performances for SMT problems, we believe our combination method could become a key ingredient in the certification of the results produced by solvers to be integrated in skeptical proof assistants (see, e.g., [9] ).
A Explaining Gauss Elimination: Correctness Proof
We now prove the correctness of the GA algorithm. Recall that the correctness of Gauss elimination is based on the basic properties of Elementary Row Operations which do not change the solution of the system [16] -LA1: Replacing any equality of Γ by a "linear combination" of all its equalities does not change the solution of the system. -LA2: A redundant equality of Γ (i.e. an equality which can be expressed as a "linear combination" of the others) will be detected during Gauss elimination when obtaining 0 = 0. -LA3: Given Γ of t i = 0 for i = 1, ..., n, after Gauss elimination, we obtain a system of the form t i = 0 for i = 1, . . . , n and each t i is a linear combination of t 1 , ..., t i , i.e. there exist λ 1 , ..., λ i such that t i = λ 1 t 1 + · · · + λ i t i with λ k = 0 for (at least one) k ∈ {1, ..., i}. -LA4: The unsatisfiability of a set Γ of equalities will be detected during Gauss elimination when obtaining 0 = c with c = 0 (e.g. from x − y = 3, x − y = 2, you get x − y = 3, 0 = −1).
The minimality of the conflict set generated by GA, whenever LA-unsatisfiability is reported, is stated in the following result.
Lemma 2. Given the unsatisfiable set of k equalities l 1 : e 1 , l 2 : e 2 , . . . , l k : e k , let l 1 : e 1 , l 2 : e 2 , . . . , l k : e k be the set of equalities obtained after running GA. If the equality l h : e h for h ∈ {1, ..., k} is unsatisfiable (i.e. e h is of the form 0 = c and c = 0 or s = 0 and s is a fresh variable), then the set CS := {e i |l i : e i s.t. l i occurs in l h } is a minimal conflict set.
Proof. Without loss of generality we consider e i is of the form t i = 0. This implies e i is of the form t i = 0. Whenever GA uncovers unsatisfiability, by properties LA3 and LA4 we claim that: where b, c = 0. Roughly speaking, the first situation corresponds to the case in which the system of equalities has no solution while the latter one corresponds to the case when unsatisfiability is due to a disequality. We consider the proof of the first case, the second can be handled similarly.
that is, x − y = 0 is linear combination of the equalities in EX x=y . Assume that EX x=y is not minimal and there exists a proper subset of EX x=y , say J, which is also a minimal explanation. Then, we have the following relation ei∈J λ i t i = x − y Thus ei∈EX x=y λ i t i = ei∈J λ i t i which means that there is a linear dependency between the equalities of EX x=y since J is a proper subset of EX x=y . This dependency contradicts the fact that EX x=y has no redundant equalities by the property LA2 of the Gauss elimination.
Finally, we have the following result about minimal explanation of unsatisfiability or of entailed elementary equalities.
Theorem 3. Let Γ be a set of linear equalities and ∆ be a set of linear disequalities. If Γ ∪ ∆ is LA-unsatisfiable, then GA returns a minimal LA-conflict set. Otherwise (i.e. if Γ ∪ ∆ is LA-satisfiable), GA returns the minimal LAexplanations of all elementary equalities entailed by Γ ∪ ∆.
