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Experimental evidence for the existence of a fluctuating charge-density wave order in the pseudo-
gap regime of YBa2Cu3O6+x has renewed interest in its interplay with superconductivity. Here, we
consider the problem within a nonlinear sigma model, which was recently proposed to describe the
apparent competition between the two order parameters. In particular, we use a saddle-point ap-
proximation to calculate the properties of superconducting vortex excitations within such a model.
In addition, we analytically calculate a collection of experimentally observable quantities, which
probe both the superconducting and charge-density wave fluctuations, and identify expected signa-
tures of thermally excited vortices.
I. INTRODUCTION
Over the past two decades, a large number of ex-
periments have produced evidence that the pseudogap
state of the cuprate high-temperature superconductors
exhibits fluctuations towards various types of order.1
In particular, recent X-ray scattering experiments2–12
indicate that the pseudogap regime of underdoped
YBa2Cu3O6+x is characterized by a local charge-density
wave (CDW) order. The situation concerning the nature
of superconducting (SC) fluctuations in the same com-
pound is less clear. On the one hand, c-axis infrared
spectroscopy13 has found signatures of a precursor SC
state, which onsets close in temperature to the CDW sig-
nal. In addition, high-field torque magnetometry14 has
detected fluctuation diamagnetism up to high temper-
atures. On the other hand, a different magnetometry
measurement15 found diamagnetic response, consistent
with Gaussian SC fluctuations, only in a narrow range
above the critical temperature, Tc. The same conclu-
sion was reached based on a measurement of the Nernst
effect.16
In any event, all available data point to the fact that
the strength of the CDW fluctuations is anti-correlated
with superconductivity. Specifically, the intensity of the
CDW scattering peak grows as the system is cooled
towards Tc, and then decreases upon entering the SC
phase. Furthermore, the CDW signal is enhanced when
a magnetic field is used to quench superconductivity. Fi-
nally, optical excitation of apical oxygen vibrations pro-
motes transient superconducting signatures,17,18 resem-
bling similar results in La2−xBaxCuO4, where they were
attributed to the melting of stripe order. Motivated by
these findings Hayward et al.19,20 have recently proposed
a phenomenological non-linear sigma model (NLSM),
which formulates the competition between fluctuating SC
and CDW order parameters. Similar models emerge also
from more microscopic considerations.21–23 Using Monte-
Carlo simulations of their model, Hayward et al. calcu-
lated the temperature dependence of the X-ray structure
factor and of the diamagnetic susceptibility, and com-
pared them to data from experiments on YBa2Cu3O6+x.
The purpose of the present paper is to analytically
study the properties and expected experimental signa-
tures of thermally excited SC vortices, within the NLSM
of Ref. 19. In conventional BCS superconductors the
core of the vortex consists of the normal metallic state.
Consequently, the energy needed to create the core is of
the order of the Fermi energy, thus making thermally ex-
cited vortices highly unlikely. However, this need not be
the case when superconductivity competes with another
state of comparable energy, as assumed in the NLSM.
Such ”cheap” vortices are required if one attempts to ex-
plain the diamagnetic and Nernst signals of underdoped
cuprates within a vortex picture.24,25. Experimentally,
the checkerboard halos observed around vortices in a
magnetic field26 give evidence that the vortex core may
actually harbor local CDW order.
To make progress towards our goal we consider the
NLSM in the limit of a large number, N , of fluctuat-
ing fields, and construct an effective theory for the SC
vortices by integrating out the CDW degrees of freedom.
Using the resulting theory we estimate the vortex core
radius and core energy, from which we determine the
density of thermally excited vortices. This allows us to
identify the temperature range above the transition tem-
perature over which vortices remain well defined and the
physics is dominated by SC phase fluctuations. In this
temperature range we calculate the magnetization, Mz,
and the transverse thermoelectric transport coefficient,
αyx, which is related to the Nernst signal.
27 We find that
both decay rapidly with temperature in a manner that is
governed by the vortex core energy, while, on the other
hand, the proliferation of vortices leads to a rise of the
X-ray structure factor, SCDW . As the temperature is in-
creased further the system crosses over to a regime where
the vortices are no longer well defined, amplitude fluctua-
tions become important, and the fluctuations are nearly
Gaussian. In this regime Mz and αyx continue to de-
crease, albeit in a more moderate fashion, and SCDW also
becomes a decreasing function of temperature, thereby
implying the existence of a peak.
The paper is organized as follows. In section II we
present the model, consider its large-N limit and iden-
tify the various temperature regimes which emerge. The
derivation of an effective theory for the SC field is pre-
sented in section III, which also contains a calculation of
2the vortex core energy and core size, as well as a numeri-
cal solution of the vortex structure. Section IV discusses
the expected diamagnetic and Nernst signals in differ-
ent temperature regimes, while section V describes the
maximum in the X-ray structure factor as a function of
temperature. We conclude with a discussion of the rela-
tion to experiments in section VI.
II. THE MODEL AND ITS LARGE-N
EFFECTIVE THEORY
Hayward et al.19 considered a real 6-dimensional order
parameter, equivalent to a complex SC field Ψ = n1+in2
and two complex CDW fields, Φx = n3 + in4 and Φy =
n5+in6. In this paper we would like to use a saddle point
approximation for the CDW fields, which is formally jus-
tified when their number is large. Thus, we analyze a sys-
tem described by a complex SC field {ψ, ψ∗}, and N − 2
real CDW fields {nα}, where α = 1 . . .N − 2. For the
sake of simplicity we disregard quartic and anisotropic
CDW terms, which appear in the Hamiltonian of Ref.
19, and analyze the more basic form
H =
ρs
2
∫
d2r
{
|∇ψ|2 +
N−2∑
α=1
[
λ(∇nα)
2 + gn2α
]}
. (1)
Here ρs is the stiffness of the SC order, λρs is the corre-
sponding quantity for the CDW components, and gρs is
the energy density penalty for CDW ordering. Central to
the model is the assumption that some type of order (SC
or CDW) is always locally present, in the sense of its am-
plitude, but that the different order parameters compete,
as expressed by the constraint28
|ψ|2 +
N−2∑
α=1
n2α = N. (2)
A free energy functional F [ψ∗, ψ] for the SC field is
obtained by integrating out the CDW fields
e−βF =
∫
Dnαδ
(
|ψ|2 +
N−2∑
α=1
n2α −N
)
e−βH
=
∫
DnαDσ¯e−βH+i
∫
d2r σ¯(|ψ|2+
∑
α
n2α−N), (3)
where β = 1/T . In the limit N → ∞ we carry out the
integration over nα while assuming that the Lagrange
multiplier field σ¯, which enforces the constraint, is fixed
at its saddle point configuration σ¯ = −iσ. As a result
βF =
N − 2
2
Tr ln
[
1
2
βρs
(−λ∇2 + g)+ σ]
+
∫
d2r
[
1
2
βρs|∇ψ|2 + σ
(|ψ|2 −N)] , (4)
where σ is determined by the saddle point equation
δ βF
δσ(r)
=
N − 2
2
Tr
[(
1
2
βρs
(−λ∇2 + g)+ σ)−1 δr
]
+|ψ|2 −N = 0, (5)
with δr an operator, whose functional form is
δr(r
′, r′′) = δ(r′ − r)δ(r′′ − r). (6)
The most likely SC configurations, those that minimize
the free energy, are determined by the second saddle
point equation
δ βF
δψ∗
= −1
2
βρs∇2ψ + σψ = 0. (7)
Below the mean-field transition temperature, TMF , Eqs.
(5,7) acquire a uniform solution ψ(r) = ψ0, σ = 0 with
|ψ0|2 = N
(
1− T
TMF
)
, (8)
and
ρs
TMF
=
N − 2
Nλ
Tr
[(−∇2 + g/λ)−1 δr]
=
N − 2
Nλ
∫
d2p
(2pi)2
1
p2 + g/λ
≃ N − 2
4piNλ
{
ln
(
32λ/ga2
)
: λ/ga2 ≫ 1
4piλ/ga2 +O(λ2) : λ/ga2 ≪ 1 . (9)
Here, and wherever is needed in the following, we regular-
ize the theory by putting it on a square lattice with lattice
constant a. This amounts to replacing the Laplacian by
its discrete version p2 → [4− 2 cos(pxa)− 2 cos(pya)]/a2
and extending the momentum integration over the first
Brillouin zone |px,y| < pi/a.
Beyond the mean-field approximation TMF is only a
crossover temperature, below which the most likely value
of ψ(r) assumes a finite amplitude. However, phase
fluctuations, particularly in the form of vortices, pre-
vent ordering down to a lower Berezinskii-Kosterlitz-
Thouless29 temperature TBKT . TBKT itself can be esti-
mated using Monte-Carlo results30 for the XY -model on
a square lattice, which when applied to our model gives
TBKT ≈ 0.9ρs|ψ0|2. Combined with Eq. (8) this implies
TMF /TBKT = 1 + TMF /0.9ρsN and therefore the exis-
tence of a phase fluctuations regime, provided that our
results hold down to N = 6.
Therefore, it is possible to construct a schematic phase
diagram, Fig. (1), in which we identify three temperature
regions: (i) A high temperature regime, T > TMF , ap-
proximately described by Gaussian fluctuations in both
the SC and CDW fields; (ii) a superconducting phase
fluctuations regime, TBKT < T < TMF , with thermally
excited vortices; and, (iii) a SC phase for T < TBKT .
Eq. (9) indicates that for our case of interest, λ/ga2 > 1,
TMF grows approximately linearly with λ and depends
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FIG. 1: Phase diagram as a function of λ and temperature,
T , obtained by extending our large N results down to N = 6.
Here, ga2 = 0.3. At low temperatures, T < TBKT , the sys-
tem is superconducting, while Gaussian fluctuations approx-
imately describe the high temperatures regime, T > TMF .
Above TBKT the system enters a phase fluctuations regime,
with well defined vortices up to an intermediate temperature,
depicted by the dotted line. We define this curve as the tem-
perature where nfr
2
0 ≈ 0.5, and approximate it using Eqs.
(27) and (31).
only weakly on g. Thus, the size of the phase fluctu-
ations regime, (ii), is also expected to increase with λ.
We note, however, that as the temperature is increased
in this region, thermally excited vortices become denser
and cease to be distinct objects. Consequently, signif-
icant amplitude fluctuations, associated with abundant
vortex cores, are expected already at temperatures below
TMF . A more stringent definition of the phase fluctua-
tions regime, would therefore require that the distance
between thermally excited vortices be strictly larger than
their size, i.e., nf < r
−2
0 . Even so, we still find that the
extent of this regime grows with λ, as depicted by the
dotted line in Fig. 1.
III. THE VORTEX CORE
A. Effective Ginzburg-Landau theory and the
vortex core size
In the SC phase fluctuations regime, observables, such
as the magnetization, Mz, and transverse thermoelectric
transport coefficient, αyx, depend on the density, nf , of
thermally excited vortices.25,31–33 This density, in turn, is
set by the energy, εc, and the linear size, r0, of the vortex
core.34 Thus, in order to calculate observables in this
temperature regime, one must first know the temperature
dependence of the vortex core energy and size.
In order to estimate the vortex core size it is useful
to construct a Ginzburg-Landau type theory for small
values of ψ, which is applicable near the transition tem-
perature TMF , or, as in our case, at lower temperatures,
but near the vortex center. When ψ is small it is possi-
ble to write the free energy F explicitly by expanding Eq.
(4), and simultaneously solving the saddle point equation
(5). For convenience, we define Σ0 and Σ1 by
1
2
βρsλ(Σ0 +Σ1) =
1
2
βρsg + σ, (10)
where, Σ0 ∼ O(1) and Σ1 ∼ O(|ψ|2/N). We also intro-
duce the operator K
K = (−∇2 +Σ0)−1, (11)
in terms of which the saddle point equation (5) takes the
form
N − 2
βρsλ
Tr
[(
K−1 +Σ1
)−1
δr
]
= N − |ψ|2. (12)
Σ0 itself is set by the zeroth order expansion of this equa-
tion in |ψ|2/N ,
N − 2
βρsλ
Tr[Kδr] =
N − 2
βρsλ
∫
d2p
(2pi)2
1
p2 +Σ0
= N. (13)
Regularizing the integral on the lattice we obtain for T <
TMF
Σ0 =
32
a2
exp
(
−4piNλ
N − 2
ρs
T
)
. (14)
To first order in |ψ|2/N , Eq. (12) implies the relation
N − 2
βρsλ
Tr [KΣ1Kδr] = |ψ|2, (15)
whose Fourier transform reads
Σ1(q)
∫
d2p
(2pi)2
1
p2 +Σ0
1
(p+ q)2 +Σ0
=
βρsλ
N − 2 |ψ|
2(q),
(16)
leading for small q to
Σ1 =
4piβρsλ
N − 2
(
Σ0 − 1
6
∇2
)
|ψ|2. (17)
In terms of Σ0, Σ1 and K, the free energy, Eq. (4), is
written as
4βF =
N − 2
2
Tr ln
[
1
2
βρsλ(K
−1 +Σ1)
]
+
1
2
βρs
∫
d2r
[
|∇ψ|2 + (λΣ0 + λΣ1 − g)
(|ψ|2 −N) ]. (18)
Expanding the trace in orders of Σ1,
Tr ln
[
1
2
βρsλ(K
−1 +Σ1)
]
= Tr ln
[
1
2
βρsλK
−1
]
+Tr[KΣ1]− 1
2
Tr[KΣ1KΣ1] + · · · , (19)
and using Eqs. (13) and (17) we finally obtain a Ginzburg-Landau type free energy for ψ,
F =
1
2
ρs
∫
d2r
[
|∇ψ|2 + (λΣ0 − g)|ψ|2 + 2piβρsλ
2
N − 2 Σ0|ψ|
4
]
, (20)
where we have neglected gradients in the quartic term.
The theory described by Eq. (20) has a mean-field
transition when λΣ0 − g = 0, which is consistent with
Eq. (9). In addition, the linear size, r0, of the vortex
core in such a theory is roughly given by
r−20 ∼ −(λΣ0 − g). (21)
According to Eq. (14), at low temperatures, Σ0 is expo-
nentially small, and r−20 ∼ g is independent of tempera-
ture.
B. Condensation energy and vortex core energy
The vortex core energy roughly scales as
εc ∼ Ur20 , (22)
where U is the condensation energy density, i.e., the dif-
ference in free energy density between a state where SC
is uniformly condensed, ψ(r) = ψ0 and a state which is
uniformly non-SC, ψ(r) = 0. From Eq. (4) it follows
that for the SC saddle point solution, ψ(r) = ψ0, σ = 0,
the free energy density is
F [ψ(r) = ψ0]
L2
=
(N − 2)T
2L2
Tr ln
[−λ∇2 + g] , (23)
with L2 the system area. When ψ(r) = 0, σ assumes a
different value, σ = βρs(λΣ0 − g)/2, with Σ0 given by
Eq. (14). Substitution into Eq. (4) leads to
F [ψ(r) = 0]
L2
=
(N − 2)T
2L2
Tr ln
[−λ∇2 + λΣ0]
−1
2
ρs(λΣ0 − g)N. (24)
Combining the two results we find that the condensation
energy density is given by
U = (F [ψ(r) = 0]− F [ψ(r) = ψ0])/L2
=
(N − 2)T
2L2
Tr
[
ln
(−λ∇2 + λΣ0)− ln (−λ∇2 + g)]
−1
2
ρs(λΣ0 − g)N. (25)
As noted above, Σ0 → 0 at low temperatures. There-
fore, in this limit U behaves according to
U ≈ 1
2
ρsgN − (N − 2)T
2
∫
d2p
(2pi)2
ln
[
p2 + g/λ
p2
]
. (26)
In the same temperature regime, one finds from Eq. (21)
that r−20 ≈ g. Consequently, the main temperature de-
pendence of εc originates from U , which decreases lin-
early with T
εc
ρs
∼ N
2
(
1− b T
ρs
)
, (27)
where
b =
N − 2
2N
∫
d2p
(2pi)2
ln
[
p2 + g/λ
p2
]
=
ρs
TMF
+
N − 2
4piNλ
.
(28)
C. Numerical solution of the vortex structure
Although the above analytical estimate yields the gen-
eral behavior of εc as a function of T , it cannot give εc
in absolute values, since we do not know the correct pro-
portionality constant which enters Eq. (22). In order
to bridge this gap and check the validity range of the
estimate, Eq. (27), we have calculated the vortex struc-
ture and energy numerically. The vortex configuration
was obtained by solving the saddle point equations, (5)
and (7), while imposing a phase winding ψ(r) = f(r)eiθ ,
where r is the position relative to the vortex center,
r = |r|, and θ is its angle with respect to the x axis.
For the solution we have used polar coordinates and dis-
cretized the radial coordinate r in units of a short dis-
tance cutoff a. Figure 2a shows the amplitude f(r) as
a function of the distance from the vortex center, for a
number of temperatures below TMF . In the calculation
we have set N = 6, ga2 = 0.03 and λ = 1, which give
TMF ≈ 2.7ρs.
The vortex core energy was calculated by plugging the
vortex solution into Eq. (4), subtracting from it the free
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FIG. 2: (a) Amplitude of the SC field, ψ, as a function of the
distance from a vortex core, for a number of temperatures
below TMF , obtained by numerically solving Eqs. (5) and
(7) in polar coordinates. Here we take N = 6, λ = 1 and
ga2 = 0.03, where a is a short distance cutoff. (b) Squares:
vortex core energies, εc, for the vortices depicted in (a). Solid
curve: the core energy calculated using Eqs. (21) and (25),
where a numerical proportionality constant was selected, such
that the curve agrees with the numerical solution.
energy of the uniform solution and the kinetic energy
contribution ρs/2
∫
d2rf(r)2/r2 of the superflow around
the vortex core. The squares in Fig. 2b depict the core
energies for the vortex structures shown in Fig. 2a, while
the solid line gives the analytical εc calculated on the
lattice using Eqs. (21) and (25), multiplied by a constant
in order to account for the unknown proportionality in
Eq. (22). We have found an agreement between the
analytical and numerical values for εc over a wide range of
parameters using a proportionality constant in the range
6.5− 8.
IV. DIAMAGNETISM AND NERNST EFFECT
Knowing the structure of a vortex, its core energy, and
size, it is now possible to calculate the temperature de-
pendence of the magnetization,Mz, and transverse ther-
moelectric transport coefficient, αyx, in the phase fluctu-
ations regime. It has been shown25,31–33, within a Debye-
Hu¨ckle theory for the thermally excited vortices, that
Mz = − TB
φ20nf
, (29)
where φo = hc/2e is the flux quantum, B the magnetic
field, and nf is the density of thermally excited vor-
tices. Similarly, αyx, which relates the linear response
of an electric current Jey to a transverse thermal gradient
∂xT via j
e
y = αyx(−∂xT ), is given, in the Debye-Hu¨ckle
regime, by25
αyx = − cεcB
φ20Tnf
=
εc
T
cMz
T
. (30)
The Debye-Hu¨ckle approximation is applicable in the
range of temperatures above, but not to close to TBKT ,
and at the same time low enough such that the distance
between vortices is larger than their size. In this regime,
and in the limit of small magnetic field, B → 0, the den-
sity of thermally excited vortices is34
nf ≃ 2r−20 e−2εc/T . (31)
In principle, the εc that one should use to determine nf
is the renormalized core energy, which includes also the
effect of fluctuations at short distances below the Debye-
Hu¨ckle screening length. However, outside the critical
regime close to TBKT the renormalized εc is roughly of
the same order as its bare value. Since both Mz and
αyx are inversely proportional to nf , which exhibits an
Arrhenius behavior, they both decay strongly with tem-
perature. We take such a behavior as a signature of ther-
mally excited vortices. It is important to note, though,
that these features are not expected to appear so clearly
in simulation because of finite size effects.
At high temperatures, T > TMF , Mz is approximately
given by the N → ∞ limit applied also to the SC
fields.19 It is also possible to carry out a similar N →∞
calculation35 of αyx. The corresponding, high tempera-
ture results are given by
Mz = − piTB
3φ20∆
, (32)
and
αyx = − picB
6φ20∆
=
cMz
2T
, (33)
where ∆ is a solution to the following saddle-point equa-
tion
N − 2
βρs
∫
d2p
(2pi)2
1
λp2 + g +∆
+
2
βρs
∫
d2p
(2pi)2
1
p2 +∆
= N.
(34)
Eqs. (32) and (33) are applicable as long as ∆a2 < 1.
In this regime, and for the case λ ≥ 1 and ga2 < 1, Eq.
(34) gives
∆a2 = 32
(
ga2
32λ
) N−2
N−2+2λ
TMF
T
. (35)
Therefore, we conclude that the rapid decay of both
Mz and αyx in the phase fluctuations regime should
crossover to a much slower decay as the temperature is
increased through TMF . Fig. 3 demonstrate this point by
showing −Mz and −αyx for a square lattice with λ = 1
and ga2 = 0.03. For these parameters TBKT ≈ 1.8ρs and
TMF ≈ 2.7ρs. The phase fluctuations segment is based
on Equations (29) and (30), while the high temperature
segment is based on Equations (32) and (33). To deter-
mine nf we use in Eq. (31) the temperature dependent
εc as calculated in the previous section. We terminate
the phase fluctuations segment when nfr
2
0 ≈ 0.35, since
6101
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FIG. 3: (a) Magnetization, (b) transverse thermoelectric
transport coefficient, (c) X-ray structure factor, and (d), the
unitless ratio R, all as a function of temperature. Solid lines
are based on analytic calculations, as explained in the main
text, while the dashed lines are schematic interpolations in
the crossover regions, intended as guides to the eye. These
results were obtained for a square lattice of spacing a, N = 6,
λ = 1 and ga2 = 0.03.
at higher temperatures the vortices are no longer distinct
objects, and the Debye-Hu¨ckle approximation is expected
to fail. A schematic guide to the eye is depicted by the
dashed curves, which interpolate the crossover between
the phase fluctuations and Gaussian fluctuations regimes.
V. X-RAY STRUCTURE FACTOR
Recent X-ray scattering experiments show a pro-
nounced maximum of the signal at certain incommensu-
rate wave vectors, as a function of temperature. Hayward
et al.
19 reproduced this maximum using Monte Carlo
simulations of their NLSM. In addition, they were also
able to demonstrate analytically that a maximum exits,
by applying a 1/N expansion to their model. Here we
use our approach to show that the signal increases with
temperature in a range of temperatures below TMF , and
decreases above. To do so, we calculate the CDW corre-
lation function
Gαβ(r, r
′) = 〈nα(r)nβ(r′)〉
=
1
Z
∫
DψDψ∗DnαDσ¯ nα(r)nβ(r′)
× e−βH+i
∫
d2r σ¯(|ψ|2+
∑
α n
2
α−N), (36)
within our saddle-point approximation, where the inte-
gral over σ¯ is replaced by its saddle-point value, given by
Eq. (5), for each configuration of ψ.
Consider first low temperatures, T < TBKT , where es-
sentially there are no vortices. Ignoring SC amplitude
fluctuations, which are expected to be small, we approx-
imately have ψ(r) = ψ0, which gives σ = 0. Hence,
Gαβ(p) =
∫
d2r e−ip·rGαβ(r, 0)
≈ δαβ
βρs(λp2 + g)
. (37)
The X-ray structure factor, SCDW , is obtained by taking
the p→ 0 limit of Gαβ(p) with α = β, thus,
SCDW (T < TBKT ) ≈ T
ρsg
, (38)
which grows linearly with temperature.
At higher temperatures, thermally excited vortices ap-
pear in the system. In principle, one should average over
such vortex configurations, each with its corresponding
saddle-point solution, σ. Instead, we estimate their ef-
fect on SCDW by ignoring their spatial distribution and
considering only their reduction of the average value of
|ψ|2. Specifically, we replace |ψ|2 in Eq. (5), by its spatial
average,
|ψ|2 ≈ |ψ0|2 − 0.45nfr20 , (39)
where the second term accounts for the vanishing ψ in-
side the vortex cores. The numerical factor, 0.45, was ex-
tracted from the numerical solutions of the vortex struc-
ture, which were described above in Section III. Since
SCDW is a long-wavelength quantity we take the solu-
tion,
σ˜ =
gρs
2T
( ga2
32λ
)(1−0.45nfr20)( TMFT −1)
− 1
 , (40)
of the resulting saddle-point equation as an approxima-
tion for all vortex configurations. This results in
SCDW ≈ T
ρsg + T σ˜
. (41)
Since σ˜ < 0, we find that SCDW curves upward for tem-
peratures above TBKT but sufficiently below TMF , such
that vortices are distinct objects.
Above TMF the fluctuations become approximately
Gaussian, and their effects can be obtained using the
N → ∞ limit also on the SC order parameter, as is
described by Hayward et al..19 Accordingly, the X-ray
structure factor in the high temperature phase is given
by
SCDW (T > TMF ) ≈ T
ρs(g +∆)
. (42)
where, as before, ∆ is the solution of Eq. (34). The
three solid segments in Figure 3c depict SCDW in the
low temperature SC phase, the phase fluctuations regime,
and the high temperature regime, as given respectively
by Eqs. (38), (41) and (42). We therefore conclude that
7the maximum in the structure factor may be viewed to
occur at the crossover from a phase fluctuations regime
to a high temperature, Gaussian fluctuations regime.
From the correlation function, Eq. (36) it is also possi-
ble to extract the CDW correlation length, ξCDW . When
σ is approximately uniform, Gαβ(p) has a Lorentzian
form, whose width is defined to be ξ−1CDW , i.e., Gαβ(p) ∼
(p2 + ξ−2CDW )
−1, or, ξ2CDW = λρsSCDW /T . Hayward et
al.
20 considered a dimensionless ratio between this corre-
lation length and another length scale, ξd, which can be
extracted from the diamagnetic magnetization by
ξ2d = −
3φ20Mz
piTB
. (43)
In the Gaussian limit, this is simply the SC correlation
length while in the fluctuating vortices regime it roughly
measures the distance between vortices. Using Monte
Carlo simulations, Hayward et al. showed that the di-
mensionless ratio,
R(T ) =
(
ξd
ξCDW
)2
(44)
decreases with temperature. Following our approach, we
plot R(T ) in Figure 3d, in the phase fluctuations and
high temperature regimes, with a schematic interpola-
tion between them. At high temperatures described by
Gaussian fluctuations one expects R(T → ∞) = 1/λ.
The experimental results for R in Ref. 20 indicate that
R < 1 in this limit, therefore possibly implying λ > 1.
VI. DISCUSSION
The first question one must address when trying to
apply our results to the O(6) NLSM considered in Ref.
19, is whether the saddle-point approximation, appropri-
ate when N → ∞, is applicable to a model with a finite
number of CDW fields. In the relevant model, there are
four CDW fields, which do not, in two dimensions, order
at any finite temperature. Without any CDW phases
aside from a simple disordered phase, it is reasonable to
expect that the saddle-point approximation captures the
behavior of the CDW fields. Finite-N corrections may,
however, alter the numerical details of the solution, which
can introduce discrepancies between the simulations and
our results. On the other hand, our results would not
be applicable in the presence of long range CDW order,
which may, in principle, occur in layered systems with
strong enough coupling between the layers.
As alluded to in the Introduction, the question of
whether the cuprate high-temperature superconductors
actually exhibit significant thermal fluctuations in the
form of vortices, has been under debate. Here, we would
like to ask what are the consequences of making such
an assumption on the parameters that enter the NLSM.
Consider first the range of temperatures above TBKT
where one expects to find signatures of thermally excited
vortices. Our results indicate that this range grows with
λ. Experimentally, the large range of temperatures above
Tc in which there is a strong Nernst signal in a number of
underdoped cuprates, has been advocated27 as evidence
for the existence of thermally excited vortices in these
systems. Quantitatively, it was claimed that phase fluc-
tuations may exist up to at least 3Tc in La2−xSrxCuO4
and up to almost 2Tc in Bi2Sr2CaCu2O8+δ. This implies
that one would need to take λ > 1 in order to account
for the large phase fluctuations regime. As we have noted
above, experimental results for R(T ) may indicate that
λ > 1 in YBa2Cu3O6+x as well. On the other hand,
Hayward et al.19 reproduced the X-ray structure factor
maximum as a function of temperature using λ = 1.
An additional point of comparison with experiments is
the value of εc at temperatures just above TBKT . For λ =
1 and ga2 = 0.3 we find the ratio εc(T >∼ TBKT )/TBKT ≈
3, which increases for larger λ. Analyzing Nernst mea-
surements from the point of view of vortex fluctuations,
we have estimated25 that in La2−xSrxCuO4 εc/Tc ≈ 4−5,
which is consistent with λ > 1. Within the context of
our calculation it seems that εc/Tc cannot be any larger
in the NLSM. However, an analysis36 of finite-frequency
sheet conductivity in underdoped Y1−xCaxBa2Cu3O7−δ
films has concluded that εc/Tc ≈ 8. In any event, it
seems that εc is much smaller than its BCS value, which
is of the order of the Fermi energy. By construction, the
NLSM contains this piece of phenomenology, as its ener-
getics is set by ρs. However, to understand this fact one
must consider the microscopic details at the basis of the
phenomenological model.
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