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Abstract
We present our recently developed galcon approach to hydrodynamical cosmological
simulations of galaxy clusters - a subgrid model added to the Enzo adaptive mesh re-
finement code - which is capable of tracking galaxies within the cluster potential and
following the feedback of their main baryonic processes. Galcons are physically extended
galactic constructs within which baryonic processes are modeled analytically. By iden-
tifying galaxy halos and initializing galcons at high redshift (z ∼ 3, well before most
clusters virialize), we are able to follow the evolution of star formation, galactic winds,
and ram-pressure stripping of interstellar media, along with their associated mass, metals
and energy feedback into intracluster (IC) gas, which are deposited through a well-resolved
spherical interface layer. Our approach is fully described and all results from initial simu-
lations with the enhanced Enzo-Galcon code are presented. With a galactic star formation
rate derived from the observed cosmic star formation density, our galcon simulation better
reproduces the observed properties of IC gas, including the density, temperature, metal-
licity, and entropy profiles. By following the impact of a large number of galaxies on IC
gas we explicitly demonstrate the advantages of this approach in producing a lower stellar
fraction, a larger gas core radius, an isothermal temperature profile in the central cluster
region, and a flatter metallicity gradient than in a standard simulation.
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1 Introduction
Hydrodynamical simulations of galaxy clusters, incorporating semi-analytic models for star
formation and galactic feedback processes, show an appreciable level of inconsistency with
observational results. This is particularly apparent in the simulated properties of intracluster
(IC) gas - temperature, metallicity and entropy profiles - and the stellar mass density at high
redshift (see the review by Borgani et al. 2008, and references therein). Statistical properties
of clusters, such as X-ray luminosity-temperature, entropy-temperature, and mass-temperature
relations, seem also to be discrepant when compared with high-precision optical and X-ray
observations (e.g., Kay et al. 2007, Nagai et al. 2007, Tornatore et al. 2007, Kapferer et
al. 2007; for a recent review, see Borgani et al. 2008). The mismatch between simulated and
observed cluster properties (e.g., Evrard & Henry 1991, Cavaliere, Menci & Tozzi 1998, Tozzi &
Norman 2001) is largely due to insufficient accounting for essential physical processes, unrealistic
simplifications of the evolution of star formation and feedback processes, and inadequate level
of spatial resolution.
Some of the relevant physical processes that affect cluster properties and the dynamical and
thermal state of IC gas are mergers of subclusters, galactic winds, ram-pressure stripping and
gravitational drag. These have been partly implemented (e.g., Kapferer et al. 2005, Domainko
et al. 2005, Bruggen & Ruszkowski 2005, Sijacki & Springel 2006, Kapferer et al. 2007)
with some success in predicting IC gas properties. Different combinations of these processes
and the various ways they are included in simulation codes generally result in quite different
gas properties. An example is star formation (SF), whose self-consistent modeling (in cluster
simulations) requires a prohibitively high level of spatial resolution which cannot be achieved
with the current computing resources. Because of this limitation, most current simulations
use a SF prescription that follows the formation of collisionless star ‘particles’ in a running
simulation (e.g., Cen & Ostriker 1992; Nagai & Kravtsov 2005), an approach which leads
to an overestimation of the evolution of the SF rate (SFR) (Nagamine et al. 2004), and a
higher than expected stellar to gas mass ratio. In addition, as we will show, in this particular
implementation of SF the impact of the process remains spatially localized, resulting much
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lower mass (including metals) and energy ejection out of cluster galaxies, and consequently
insufficient suppression of cooling and gas overdensity in cluster cores. This difficulty reflects
the complexity of structure and SF processes, underlying the fact that a full implementation
of these processes in hydrodynamical simulations is indeed a challenging task that nonetheless
motivates attempts to develop a new approach in cluster simulations.
Considerations of galaxy clustering and star formation episodes at high redshift and the
inclusion of heating to suppress gas cooling and condensation, lead us to identify Lyman Break
Galaxies (LBGs) at z ≥ 3 as early (‘pre-heating’) sources of IC gas. Implementation of longer
episodes of SF in these galaxies induces stronger winds. As a result, the amount of energy and
metal-rich gas ejected to IC space is higher, as required for consistency with observations. Gas
dispersal is further enhanced by ram-pressure stripping. Incorporating these baryonic processes
motivated us to develop a new approach in the description of the evolution of IC gas, one
that is based on the powerful adaptive mesh refinement (AMR) cosmological hydrodynamical
simulation code - Enzo (Bryan & Norman 1997, O’Shea et al. 2004). We have modified and
improved Enzo such that it is capable of following more realistically the hierarchical formation of
structure through the inclusion of the most essential physical phenomena. This is accomplished
by modeling the baryonic contents of galactic halos at high redshift by an extended ‘galaxy
construct’, which we refer to as galcon. The new Enzo-Galcon code does not require additional
computational resources compared to the original Enzo code. Because SF and feedback are
modeled analytically, the level of resolution required to achieve improved results (compared to
the standard simulation) is not extreme. This is the first time that most of the known processes
are included in a hydrodynamical non-adiabatic simulation which is also capable of achieving
high resolution (≤ 10 kpc). Initial results from the first implementation of our galcon approach
were briefly described by Arieli, Rephaeli & Norman (2008, hereafter ARN).
In this paper a more complete description is given of our galcon approach, and an expanded
analysis of the first simulations with the new code, including a wider range of IC gas properties
than presented in ARN. In Section 2 we quantitatively describe the main baryonic processes
included in our code. The galcon approach is introduced in Section 3, and results from the
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first Enzo-Galcon simulations are presented in Section 4, with a detailed comparison with
the corresponding results from a (‘standard’) Enzo simulation using popular SF and feedback
prescription. We end with a summary in Section 5.
2 Gas Dispersal Processes
The nearly cosmic metal abundances of IC gas attest to its largely galactic origin. Among the
processes that were suggested to explain the ejection of metals form galaxies are winds (De
Young 1978), ram-pressure stripping (Gunn & Gott 1972), galaxy-galaxy interactions (Gnedin
1998, Kapferer et al. 2005), AGN outflows (Moll et al. 2006) and supernovae in IC space
(Domainko et al. 2004). Observations seem to indicate that the two most important processes
that transfer interstellar (IS) media to IC space, thereby building up the IC gas mass and its
metal content, are galactic winds and ram-pressure stripping (e.g. Schindler 2008). In this
section we describe the procedures for implementing these processes in our numerical code.
2.1 Galactic wind
SN explosions generate shocks that drive metal-enriched galactic winds into IC space. The
warm (shock-heated) IS media are further heated when winds from various galaxies merge
and the velocities of the individual shocks are randomized (i.e., effectively thermalized). An
observed morphological relation between the X-ray emitting gas and optical emission-line gas
(Strickland et al 2000, 2002, Martin et al. 2002 & Cecil et al. 2002) provides evidence for this
process. The large width of these lines shows that accelerated IS material can reach velocities
of several hundreds up to few thousands of km/s (Heckman et al. 2000). These and other
X-ray observations (e.g., Sanders et al. 2004, De Grandi et al. 2004 & Pratt et al. 2006) have
observationally established the expected galactic origin of metals in IC gas, and that the mean
metallicity is Z ∼ 0.3− 0.4Z⊙, where Z⊙ is solar metal abundance.
The SN rate reflects the galactic formation rate of high-mass stars. Thus, the SF history is
a basic feature of any model of energy and metallicity ejection out of cluster galaxies. Obser-
4
vations of galactic winds (e.g., Heckman 2003) provide direct evidence for the relation between
mass and energy ejection rates and the SFR, M˙∗,
E˙w = ewM˙∗c
2
M˙w = βwM˙∗ , (1)
where the parameters ew and βw are energy and mass ejection efficiencies, respectively, and c is
the speed of light. These efficiency factors cannot be directly predicted from simple considera-
tions, but they can be roughly estimated from observations (e.g., Pettini et al 2001, Heckman
et al. 2001), from which typical values of ew = 5× 10
−6 and βw = 0.25 are adopted (e.g., Cen
& Ostriker 1993, Leitherer et al. 1992).
In the galcon approach, the SF history of each galaxy is deduced from observations and input
to the simulation. This contrasts sharply with standard approaches for which the SF history is
an output of the model. By fitting multiband photometric measurements with simulated galaxy
spectra generated by a population synthesis model, the stellar mass density of galaxies can be
deduced up to high redshift (Brinchmann & Ellis 2000, Cole et al. 2001, Cohen 2002, Dickinson
et al. 2003, Fontana et al. 2003, Glazebrook et al. 2004). Several groups have estimated the
global stellar mass density in the redshift range z = 0 − 6 by using this technique (Hopkins
& Beacom 2006, Nagamine et al. 2004, and references therein). The results strongly indicate
that the SFR peaks at zp ≃ 3, in accord with some semi-analytic models (e.g. Somerville et al.
2001, Menci et al. 2002), though in other works the SFR peaks at an earlier redshift, zp ≥ 5
(Hernquist & Spirngel 2003, Nagamine et al. 2004). The global SFR density can be expressed
in the form (Nagamine et al. 2006)
ρ˙∗ = ρ˙0
[
t exp−t/τd/τd + A t exp
−t/τs/τs
]
, (2)
where t is age of the universe, τd and τs are the characteristic SF times of disk and spheroid
galaxies, respectively. The parameter A sets the scaling of the spheroid to disk stellar mass
ratio, and ρ˙0 is determined by the overall normalization of the cosmic SFR. The mass density of
galactic halos can be calculated using the Press & Schechter (1974, hereafter PS) mass function
ρg(z) =
∫ M2
M1
Mn(M, z)dM , (3)
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where n(M, z) is the number density (per unit mass) of halos with a mass (in a differential
interval around) M, and at redshift (interval around) z. The endpoints of the galactic mass
range are taken to be M1 = 10
9M⊙ and M2 = 10
12M⊙ as indicated by observations (e.g.,
Nagamine et al. 2002).
We note that our use of the Press-Schechter mass function is for the sole purpose of gauging
the star SF history in the two simulated clusters. While the Tinker et al. (2008) mass function
is more consistent with results of current simulations, differences between these two functions
are mostly important when describing statistical properties of the cluster population. For our
main purpose here, namely a comparative study of the SF history in the CR and GR clusters,
these differences are insignificant.
The SFR per unit galactic mass can be determined from the latter two expressions by simply
taking their ratio, s(z) = ρ˙∗(z)/ρg(z). The total SFR in a galaxy with mass Mg is
M˙∗(M, z) = Mg s(z) , (4)
which we use to estimate energy and mass ejection by galactic winds. Note that we can readily
consider also different forms for the function s(z), reflecting SFR history which may be different
in cluster galaxies than the cosmic average.
2.2 Ram-pressure stripping
During cluster collapse and ensuing episodes of galaxy and subcluster mergers, IS media are
partly stripped by tidal interaction between galaxies. As IC gas density builds up, ram-pressure
stripping becomes increasingly more effective, especially in the central, higher density region.
We quantify this hydrodynamic process by determining for each galaxy (at any given time) the
stripping radius, where local IC gas pressure is equal to the local galactic IS pressure. It is
simply assumed that all IS gas outside this radius is stripped in a relatively short dynamical
time.
Ram-pressure stripping (Gunn & Gott 1972) was modeled using a simplified analytic ex-
pression (e.g., Domainko et al. 2006, Kapferer et al. 2007) which is valid for motion of a
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spiral galaxy in a direction perpendicular to its disk. The criterion for stripping was based on
a comparison of the external pressure force exerted by IC gas with the gravitational attraction
of the disk stars. This is clearly inappropriate in galaxies whose mass is dominated by DM,
especially in the outer disk (and galactic halo). We thus generalize the stripping criterion at
position R to include the gravitational force by the total galactic mass interior to R,
ρicV
2
g piR
2 =
GMtotMs
R2
, (5)
where G is the gravitational constant, ρic is the local IC gas density, Vg is the velocity of
the galaxy in the cluster frame, and Ms is the mass exterior to R. This relation provides an
approximate estimate of the stripped mass, Ms, and the stripping radius, Rs, if the galactic
gas density profile is known (see section 3.1 for further details).
Gas located outside the stripping radius is driven by ram pressure out of the galaxy. Strip-
ping truncates the gaseous disk but is not expected to modify the profile of gas interior to Rs;
neither does it appreciably affect the dynamics of the stellar and DM components of a galaxy
(Kenny & Koopmann 1999, Kenny, Van Gorkom & Vollmer 2004).
3 The Enzo-Galcon code
Various SF prescriptions have been used to form new collisionless star ‘particles’ in cosmological
simulations (e.g., Cen & Ostriker 1992; Katz, Weinberg, & Hernquist 1996, Springel & Hernquist
2003; Nagai & Kravtsov 2005). The basic approach in these recipes is that star groups are
formed only in regions with density higher than some constant threshold density. However,
current cosmological simulations are limited to a level of spatial resolution of not less than a few
kpc, whereas star groups are formed on much smaller length scales (10-100 pc). Furthermore,
simulations are also limited by mass resolution, thus only large star clusters can be formed, a
result which is inconsistent with observations of much smaller star groups. To be more realistic,
simulations need to attain higher spatial and mass resolutions, which obviously necessitate
prohibitively high computing resources (for this task). Other related physical processes, such
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as galactic winds and ram-pressure stripping, are sufficiently complex and cannot be realistically
modeled using the current heuristic SF and feedback mechanisms.
Current cluster simulations also fail to preserve galaxy-size halos due to substantial over-
merging during cluster formation (Klypin et al. 1999). In practice, even when using higher
spatial and mass resolutions this problem is only somewhat less severe, and simulated clusters
still have only a small number of identified galaxies. In principle, AMR codes are capable of
preserving the less massive halos from overmerging if they solve the dynamics of DM and gas
in the relevant volume with an adequate level of refinement. However, halos are not pre-defined
objects during the run, and their locations and sizes can only be deduced efficiently off-line.
Thus, the volume that needs to be refined at each time step is unknown, making this approach
impractical to perform in current AMR codes. These drawbacks are probably the main reasons
for the discrepancy between results of cosmological simulations and observations (e.g., Borgani
et al. 2008).
The inadequacy of spatial and mass resolution in current cosmological simulation codes poses
a challenge that motivated us to seek a new direction in attaining an improved description of
the evolution of clusters. More specifically, the fact that our main interest is the evolution
of IC gas - rather than an improved numerical description of galactic structure - led us to
develop a semi-analytic model for the galaxy as a whole. We replace the baryonic contents of
the under-resolved galaxies with a physically extended galaxy subgrid model - a galcon. As
is demonstrated below, the introduction of galcons allows us to substantially simplify analytic
modeling of SF, wind, and ram-pressure stripping processes. Galcons are initialized at the center
of DM halos, and the implementation of these processes is affected by simple analytic models,
allowing full control of the evolution of the stellar and gaseous contents of galaxies. Due to
their extended morphology, mass and energy ejecta from galcons are deposited at large galactic
radii, directly mixing there with IC gas. This prescription is very different from previous models
in which ejecta were deposited at the galactic center, with little likelihood of ever leaving the
galaxy. Moreover, since galcons are fully identified systems, their positions and dimensions are
known at each time step. This allows us to use a second refinement criterion, in addition to
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the regular density refinement criterion, which refines cells that contain DM or gas densities
higher than a given value. The other criterion is geometrical: At each timestep cells that are
placed inside the outer radius of each galcon, and those that are located in a layer surrounding
each galcon, are refined to the highest attainable level of resolution. This ensures that all halos
are adequately resolved, improving the description of both the dynamics and hydrodynamics
in these regions, thereby preventing the overmerging of halos at later times. This seems to be
the first time that a geometrical refinement criterion based on simulation object is used in a
hydrodynamical simulation.
Our cluster simulations are based on the powerful Enzo adaptive mesh refinement (AMR)
code (Bryan & Norman 1997; Bryan 1999; Norman & Bryan 1999; Bryan, Abel & Norman
2001, O’Shea et al. 2004). Enzo is a grid-based hybrid code (hydro + N-body) which uses
the AMR algorithm of Berger & Collela (1989) to improve spatial resolution in regions of
large gradients, such as in gravitationally collapsing objects. The method is attractive for
cosmological applications because (1) it is spatially-and time-adaptive, (2) it uses accurate
and well-tested grid-based methods for solving the equations of hydrodynamics, and (3) it can
be well optimized and parallelized. The central idea behind AMR is to solve the evolution
equations on a grid, adding finer meshes in regions that require enhanced resolution. Mesh
refinement can be continued to an arbitrary level, based on criteria involving any combination
of overdensity (DM and/or baryon), Jeans length, cooling time, etc., enabling us to tailor the
adaptivity to the problem of interest. The code can follow the evolution of the following physics
models: Collisionless DM using the particle-mesh N-body technique; gravity, using FFTs on the
root grid and multigrid relaxation on the subgrids; cosmic expansion; gas dynamics, using the
piecewise parabolic method (PPM); multispecies nonequilibrium ionization and H2 chemistry,
using backward Euler time differencing, and radiative heating and cooling, using subcycled
forward Euler time differencing.
Customizing Enzo with galcons enables us to follow the hierarchical formation of a cluster,
and description of its DM and IC gas properties, more realistically by including the most
important physical phenomena, yet attaining a high level of spatial resolution even in the
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central region of the cluster. This is achieved by performing a high resolution cosmological
simulation, starting at some initial redshift (usually z ≃ 60) and proceeding up to a redshift
zr in the range z = 3 − 5. At zr galactic DM halos, basic elements of the protocluster, are
located by one of the halo finding techniques (Eisenstein & Hut 1998), and the baryon density
profiles are examined. Then, the baryonic mass inside these halos is replaced by a galcon
with the same density profile and total mass (so that an unphysical instantaneous change in
the simulated density distribution does not occur). After the replacement, the simulation is
continued to redshift zero, with galcons traveling in a sea of DM particles and gas, enriching IC
gas with energy, mass, and metals. Note that Metzler & Evrard (1994) had already attempted
to incorporate galactic winds in a simplified description of galaxies, but in their SPH simulations
galaxies were treated as point particles, and the wind prescription was overly simplified.
3.1 Models
A key aspect of our approach is based on SF and feedback in galcons. Strong observational
evidence that the SFR peaked at the redshift range z ∼ 3 − 5, combined with the knowledge
that high-redshift galaxies were then already well developed, lead us to introduce galcons at this
epoch of protocluster evolution. A hydrodynamical non-adiabatic Enzo simulation is evolved
with no SF until a redshift at the above range; at this replacement redshift, the run is stopped
and galactic halos with total mass in the range 109 − 1012M⊙ are identified. This is the mass
range of high redshift galaxies, mainly LBG, as indicated by observations (e.g., Nagamine et
al. 2002).
The baryonic density profile of each halo is truncated at r200, the radius where the density
is 200 times the background level, and the baryonic content is then analyzed. First, the outer
radius (RM) of the region containing 90% of baryonic mass is determined; this will be the radius
of the region where feedback energy and mass are deposited. This choice of radius ensures that
most of the galaxy baryonic gas is included in the galcon, while avoiding discontinuity in the
mass profile when inserting the galcon into the galactic center. The gas mass density is then
fit by a β-profile, ρb = ρ0/[1 + (r/rc)
2]−3β/2], where rc is a core radius, and ρ0 is the central
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density. This profile describes well the baryonic contents of high redshift galaxies.
Both stellar and gaseous components are included in galcons, and since their spatial dis-
tributions are expected to be initially very similar, it is reasonable to take for both the same
β-profile parameters, but with different central densities. Adding up the stellar and gaseous
contents of each halo yields the total baryonic mass, Mb, and the initial central galcon baryon
density
ρ0 =
Mb
4pir30
∫ RM/r0
0
x2dx
(1+x2)3β/2
, (6)
where x = r/rc. Initialized with the velocity of the halo, the galcon is inserted into the center
of the halo and initialized with an extended spherical density distribution using the fitting
parameters that were found earlier.
To determine the initial gaseous-to-stellar mass ratio, fg−s, at zr the gas and stellar mass
densities have to be calculated. The total baryonic mass density can be evaluated by multiplying
the mass derived from the Press & Schechter (1974) mass function by the universal baryonic
density Ωb
ρb(z) = Ωb
∫ M2
M1
Mn(M, z)dM , (7)
where n(M, z) is the number density of halos with a given mass and redshift, and the integration
limits are the same as in Eq. 3. The star mass density can be evaluated by integrating the
cosmic SFR density from Eq. 2
ρs(z = zr) =
∫ tr
ts
ρ˙∗dt , (8)
where ts and tr are the times when SF began and the replacement time, respectively. Since the
cosmic SFR density dramatically decreases at z ≥ 6, we simplify somewhat by taking zs = 6.
The gas-to-star mass ratio in galaxies at zr can now be determined
fg−s(zr) =
ρb(zr)− ρs
ρs
. (9)
Taking zs=6, and assuming that the peak in the cosmic SFR density is at z = 3, we compute
fg−s(zr ∼ 3). This result is used to set the initial central density of the galcon stellar and
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gaseous components such that its extended density distribution has the form
ρG =
ρs0 + ρg0[
1 + (r/r0)
2]3β/2 , (10)
where ρs0 = ρg0/fg−s(zr) and ρg0 are the stellar and gas central densities.
Having initiated galcons as described above, we can now follow the mass and energy ejection
processes that enrich IC gas - galactic winds and ram-pressure stripping. While both processes
reduce the mass of IS gas, only winds reduce the total mass of (already formed) stars. Winds
affect only the stellar component of galcons by reducing the stellar mass. Ram pressure stripping
continuously reduces the galcon outer gas radius. Because galactic winds are SN driven, their
elemental abundances are higher than in IS gas, by a factor of ∼ 3. The enrichment by each of
these processes is separately followed.
Galcons are treated in the code as collisionless particles, but with an extended density distri-
bution as described earlier. In the current phase of the work we do not include any enhancement
in the SFR due to mergers of galcons. However, since the code includes a full treatment of the
dynamics of DM, galcons, and density fields, mergers do occur in the simulation. An explicit
description of mergers and their impact will be studied in the second phase of our work.
At each time step (∆t) the code calculates the current SFR of each galcon according to eq.
2, based on which the energy and mass ejected by the wind are determined by
∆Ew = ewM˙∗c
2∆t
∆Mw = βwM˙∗∆t . (11)
The ejected stellar mass contains a blend of heavy metals which incrementally increases the
metallicity of IC gas by an amount which is proportional to galcon mass ejecta. The transfer
of mass and energy to IC gas is implemented by isotropically distributing the ejecta over a
thin layer (which typically has the size of the maximal resolution length) surrounding the outer
galcon radius. Note though that the dependence on the thickness of this layer is relatively weak
since we achieve a resolution of 9 kpc, obviously much smaller than a typical IC gas core radius
of 200− 300 kpc. In our initial work outflows are taken to be isotropic; this assumption can be
relaxed in follow-up work to include the possibility of bipolar or some other non-isotropic flow.
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Accurate determination of the metallicity of the ejecta requires a detailed description of
the initial mass function (IMF), the SF process, and metal yields of different SN types. Since
the primary objective of this work is to investigate the overall impact of the galactic feedback
processes on IC gas, irrespective of the detailed stellar processes involved in ejecting metals into
IS gas, we simplify our model by considering the overall SFR from the entire disk (as described
in section 2.1).
SN ejecta from the galactic disk quickly interact through shocks and mix with the surround-
ing IS gas, so that the wind contains a blend of heavy metals from stars and IS gas. However,
the fraction of gas in the ejecta cannot be accurately determined. We assume that most of
the wind ejecta come from the stellar component whose metallicity is approximately solar; ac-
cordingly, we subtract the energy and mass that is carried by the wind from the galcon stellar
content and increase the metallicity of IC gas by an amount which is proportional to the galcon
mass ejecta. Also, since the level of SN activity is roughly linearly proportional to the local star
density, the wind does not modify the spatial stellar profile. Thus, we only adjust the central
density of the stellar component to reflect the loss of stellar material,
ρ′s0 = ρs0
M ′s
Ms
, (12)
where M ′s = Ms − (1 − βw)M˙∗∆t, and Ms are the current galcon stellar mass and its value in
the previous time step, respectively.
As discussed in section 2.2, stripping is modeled by ejecting the gaseous mass located outside
of the stripping radius into IC gas. Eq. 5 is used to compute the mass to be stripped at the
current time step
Ms =
ρicV
2
g pir
4
i
GMtot(ri)
, (13)
where ri is the outer radius of the gaseous sphere at the current time step. Knowing the radial
(β) profile of the gas, this mass is used to find the stripping radius ri. Gas located outside this
radius is then removed from the galcon and deposited isotropically into IC space. As noted
already, stripping only truncates the gas outer radius without modifying its mass profile; thus,
the outer radius of the galcon gas component is now truncated at the stripping radius, but the
scale radius and central density are unchanged.
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4 First Galcon simulations
We have performed two sets of high resolution simulations with AMR and radiative cooling
(Sutherland & Dopita 1993). The first - referred to as the galcon run (GR) - included the
above physical processes and the galcon algorithm, whereas the second, an Enzo run with no
galcons - the comparison run (CR) - included only the SF and feedback recipe of Cen & Ostriker
(1992). We carry out a detailed comparison of results from these two runs in order to quantify
the improvements in the description of the evolution of IC gas in our new galcon code. The
root grid in both runs includes 1283 cells which cover a comoving volume of 543Mpc3 with two
nested inner grids. The highest refined grid covers a comoving volume of 273Mpc3 divided into
1283 cells; this can be further refined by up to 5 levels, with a maximum ∼9 kpc resolution.
The simulations were initialized at z = 60 assuming a ΛCDM model with Ωm = 0.27,
ΩΛ = 0.73, σ8 = 0.9, and h = 0.71 (H0 in units of 100 km s
−1 Mpc−1). The CR run
was evolved continuously to z = 0. The GR run was stopped at z = 3, and a halo-finding
algorithm (Eisenstein & Hut 1998) was used to locate 89 galactic halos with mass in the range
109 − 1012 M⊙ within a volume which eventually collapsed to form the cluster. The baryonic
contents of these halos were analyzed and replaced by galcons, as described in section 3.1.
The GR run was then resumed and evolved to z = 0 with the additional physical processes as
described in the previous section. Results from these two runs are presented in the next two
subsections.
4.1 Basic cluster properties
The two simulated (GR and CR) clusters are rich, ∼ 5.4 × 1014 M⊙, with very similar global
properties, which are summarized in Table 4.1. Clearly, the near equality in the global prop-
erties of the clusters stems from the identically followed DM dynamics which govern cluster
formation and evolution. Significant differences are expected and seen in the the baryonic mass
components, particularly in the central regions.
First, a significant difference is seen in the number of cluster galaxies; within the virial
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GR cluster CR cluster
Total Mass 5.44 5.43
DM mass 4.89 4.88
Gas mass 0.504 0.434
Stellar mass 0.045 0.106
Rvir 1.71 1.71
Table 1: Main properties of the clusters identified in the GR and CR simulations. Masses are
in units of 1014M⊙, and radii in Mpc.
radius of the GR cluster 89 galaxies were identified (Fig. 1), as compared with only 6 galaxies
in the CR cluster. The drastically lower number of identified galaxies in the CR cluster is a
result of inadequate force resolution and consequently unphysical merging of galaxy DM halos
(the “overmerging problem”; Moore et al. 1996, Klypin et al. 1999.). It is argued that a
proper force resolution of ≤ 2h−1 kpc, and mass resolution ≤ 109h−1M⊙ are required for galaxy
mass halos to survive in the dense cluster core (Klypin et al. 1999). In our Enzo simulations
this mass resolution requirement is met, but the 9 kpc comoving force resolution is apparently
too coarse for preventing overmerging. On the other hand, by replacing the baryon contents
of galaxies with galcons at z=3, when the proper force resolution is four times better - and
the mass distribution determined to a higher degree of detail - we effectively force retention
of ‘memory’ of this state in latter stages of the cluster evolution in a way that is essentially
resolution-independent. During the N-body dynamics phase of the calculation, the extended
mass distribution of galcons is deposited to the mesh where it helps anchor the DM halo,
despite less than optimal force resolution. Even so, some galcons did merge, but their number
remained much higher than in the CR cluster whose halos merged successively to form higher
mass systems. The fact that the galcon approach requires substantially lower resolution for
overcoming the overmerging problem constitutes a significant advantage over other simulation
codes, an advantage that has important consequences for IC gas properties, as demonstrated
below.
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Figure 1: Locations of the galcons in the GR cluster (small circles) plotted on the density
contour map. The cluster virial radius is indicated by the large circle.
4.2 DM and galcon velocity distributions
While the main focus of our first galcon simulations have been IC gas properties, it is very
much of interest to compare the galcon velocity distribution with that of DM. The relatively
large number of identified galcons makes it feasible to determine the velocity anisotropy profile
also for the cluster galaxies in our GR simulation. Since galcons are essentially collisionless,
their kinematics would be expected to resemble that of DM. Any differences in the phase space
distributions of galaxies and DM, especially in the central region where galaxy density is high
and - under the action of gravitational drag (e.g., Rephaeli & Salpeter 1980) - the galaxy
distribution may show some indication of a weak degree of collisional evolution, which could
be manifested in a faster approach to isotropy. For this and other reasons it is of interest to
compare the velocity anisotropy of these two matter components
βv ≡ 1−
σ2t
σ2r
, (14)
where σ2t and σ
2
r are the 1-dimensional tangential and radial velocity dispersions (in a spatially
spherically symmetric system). The late assemblage of clusters, and their relatively long crossing
times, would suggest that (even DM) velocities are not likely to isotropize in the outer regions
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of clusters where matter components (especially recently accreted DM and galaxies) are not
well-mixed.
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Figure 2: The velocity anisotropy of DM (solid green line) and galaxies (blue squares with error
bars) in the GR cluster.
The spatial distributions of DM and galaxy velocities in clusters are of great interest for
characterization of cluster morphology and dynamical evolution. For example, the comparison
of velocity anisotropy profiles of these two (mostly) collisionless components can reveal details
of their true phase space character. The ability to investigate this and other issues has im-
proved significantly with the more extensive observational databases that are now available -
large samples of both positions and velocities of member galaxies, DM and total mass profiles
deduced from joint gravitational lensing and X-ray maps. In a recent work, Host et al. (2009)
used X-ray observables of IC gas for inferring the radial profile of the velocity anisotropy of
the cluster DM based on assuming a universal relation between DM velocity dispersion and
gas temperature, calibrated using numerical simulations. Applying this approach to both low
and intermediate redshift samples, they found that the DM velocity anisotropy is significantly
different than zero, indicating that DM is effectively collisionless. Lemze et al. (2009) used a
model-independent method to solve the Jeans equation, simultaneously incorporating the ob-
served velocity dispersion profile and galaxy number counts, to study the velocity anisotropy
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of the cluster Abell 1689. In accord with previous results, velocities were found to be mostly
radial in the outer region of the cluster and mostly tangential in the central region.
Numerical N-body simulations of collisionless DM also show that velocities are anisotropic
in the outer region, with βDM greater than zero in the central region, and increasing to ∼ 0.8−1
near the virial radius (e.g., Colin et al. 2000, Hansen & Stadel 2006, Host et al. 2009). Similar
behavior is seen in figure 2, where βDM is plotted as function of radial distance from the center
of our simulated GR cluster. The corresponding values of βv for the galcons, shown by the
squares (with their associated 1− σ uncertainty intervals), follow the DM curve above 0.5rvir.
There is some indication that galcon velocities are somewhat more isotropic in the central
region, a trend that is in accord with theoretical expectation. It will be interesting to see if this
behavior will also be found in future simulations with a larger number of galcons.
Also indicative of the degree of relaxation is the smoothness of the anisotropy profile. The
presence of significant sub-clumps and ongoing merger activity would likely result in a non-
smooth βv profile; as can be seen in figure 2, the GR cluster has a relatively smooth profile
indicating that the cluster is well relaxed. These preliminary results demonstrate the enhanced
capability of probing the structure and evolution of clusters with our Enzo-Galcon code.
4.3 Star formation and heating
SF history is a central driver of gas feedback processes. It is therefore very important to verify
that our GR simulation yields an acceptable stellar mass fraction, and produces the required gas
heating to overcome overcooling. As stated before, we adopt the functional redshift behavior
of the observationally deduced cosmic SFR (see Eq. 2) to calculate the SFR of each galcon at
a given z. However, each galcon has a different initial mass, which varies during the evolution
of the galaxy it represents. Therefore, SFR in galcons is calculated based on the total mass of
its parent halo at each redshift, and is only indirectly determined by the global cosmic SFR.
Figure 3 shows a comparison between the resultant cosmic SFR in the GR and CR clusters
with the observational data.
As is quite obvious from Figure 3, the cosmic SFR density of the GR cluster is consistent
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Figure 3: A comparison of the resultant cosmic SFR density in the GR cluster, solid green line,
and the CR cluster, dashed red line, with observational data (Hopkins & Beacom 2006 and
references therein).
with the observational data at all redshifts (in the interval considered here). The resultant SFR
density in the CR cluster behaves differently and does not fit well the observations. The SFR
density is lower than the observed values at higher redshift and higher at lower redshifts. More-
over, the peak of the SFR density is around z ∼ 2, significantly later than the observationally
deduced peak redshift of z = 3. In the CR simulation the prescription of Cen & Ostriker (1992)
is implemented to form new star particles. Generally, groups of stars are formed in regions
where the density is higher than a threshold value, or when cooling times are shorter than
a characteristic timescale. As mentioned earlier, accurately resolving the full cluster volume
requires prohibitively large computing resources. Therefore, it is likely that gas clumps are
not treated realistically, leading to very imprecise estimation of the stellar mass. This can be
assessed by calculating the volume over which feedback occurs at each redshift. As can be seen
from Figure 4, the feedback process in the CR cluster is limited to a smaller region than in
the GR cluster at all redshifts. Consequently, the CR cluster contains a higher fraction of cool
gas, and therefore also increased SFR and stellar mass. The enhanced SFR leads to a high
star-to-gas mass ratio of ∼22%, about twice higher than the observationally deduced value
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(e.g., Balogh et al. 2001; Wu & Xue 2002).
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Figure 4: Feedback volume at different redshifts. A comparison of the volumes over which
feedback occurs in the GR cluster, shown by the solid green line, and the CR cluster, shown
by the dashed red line.
On the other hand, energy feedback due to wind in the GR cluster succeeds in supplying
a sufficient amount of thermal energy to heat the cold gas, thereby preventing the formation
of too many stars. As a result, mass of the cold component is only ∼9.5%, as compared to
the hot IC gas mass. In contrast with the localized nature of SF and feedback in the CR
cluster, in the galcon approach SF is much less local, and energy is deposited directly to a
region immediately outside the galaxy. Thus, energy spreads out more easily, heating IC gas
more efficiently. In addition, the strength of the feedback in the galcon approach is directly
determined by the mass of the galaxy, since the feedback is proportional to the SFR. Thus,
as required, feedback is enhanced in the cluster central region. These two features underline
the significant differences between the two respective SF models. The capability of the galcon
approach to correctly reproduce both the proper cosmic SFR history and the amount of stars
in the cluster highlights its advantages, and demonstrates the importance of a more realistic
description of the the relevant physical processes.
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4.4 Gas density and temperature
Clearly, IC gas properties are strongly affected by the nature of physical processes that occurred
during cluster collapse and evolution. In Figure 5 IC gas density profiles in the two clusters are
compared. The density profiles are similar at large radii, including a steep hump at r ∼600kpc,
indicating the location of a very massive clump. The profiles flatten toward the center, but
the GR cluster has a substantially larger core of ∼180 kpc, as compared to a relatively small
core of 50 kpc in the CR cluster. Gas core radii of massive isothermal clusters, similar to our
simulated clusters, are typically in 200− 300 kpc (e.g., Sun M. et al. 2009). While the core of
the GR cluster is at the low end of this range, the core of the CR cluster unrealistically small.
The shape of the density profile in the central region is mainly determined by the fraction of
IC gas that cooled down and converted into stars. The absence of sufficient feedback in the CR
cluster results in excessive mass of cool gas in the inner core. Strong cooling results in a small
core as well as an unrealistically high number of stars, whereas in the GR cluster feedback is
stronger and more efficiently spread, resulting in suppression of overcooling, and in a larger
core.
10−2 10−1 100
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Figure 5: Normalized density profiles of IC gas in the GR cluster, solid green line, and the CR
cluster, dashed red line.
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Other baryonic properties differ substantially in the two clusters; perhaps the most promi-
nent difference is shown in the temperature distribution, which is plotted in figure 6. Neither
the clusters has a cool core. Non cooling-flow clusters have an isothermal flat core and the
temperature profile declines rapidly outside the core (e.g., Snowden et al. 2008, Pratt et al.
2007). As can be seen in figure 6, both clusters do show a rapid decline in the temperature
profile at radii larger than ∼200 kpc. However, only the GR cluster has a flat isothermal core,
while in the CR cluster the temperature continues a moderate rise toward the center. The dif-
ference between the two profiles is more pronounced when compared to observational results.
In figure 6 we show the mean temperature profile with its 1σ uncertainty region as deduced
from XMM-Newton observations of 15 nearby clusters (Pratt et al. 2007). The mean profile of
this sample shows an isothermal behavior in the central region, although it slightly decreases
due to 4 cool-core clusters that are also included in the sample.
In the CR cluster a local SF prescription is used to create star groups in cells with high
density and low temperature. The feedback from these star groups enriches and heats their
immediate surroundings, spreading only over a small central region. As a result, most of the
gas outside this region cools and converts to stars. This results in a small gaseous core. In
contrast, in the galcon approach galaxies are treated more globally, with a wind and energy
feedback prescription that spreads energy over an extended region. This feature is the main
ingredient leading to the formation of an isothermal core in the GR cluster. Energy feedback
in our new approach is deposited directly into the gaseous layer surrounding the galaxy. The
galcon feedback successfully spreads out heat energy into IC gas resulting in a large core in
the GR cluster. As a result, the temperature profile of the GR overlaps with the observational
data.
4.5 Gas metallicity
One of the unique advantages of the new approach is its capability to trace not only the total
metallicity in the IC gas, but also the unique metallicity enrichment history and its spatial
distribution as result of each physical process that is included in the code. Fig 7 shows the
22
10.4
0.6
0.8
1.2
1.4
1.6
T
/T
v
ir
10−2 10−1 100
R (Mpc)
Figure 6: Normalized temperature profiles of IC gas in the GR cluster, solid green line, and CR
cluster, dashed red line. The shaded gray area shows the mean temperature profile (including
1σ uncertainties) from observations of 15 clusters (Pratt et al. 2007).
evolution of metallicity in the two clusters. Recent high-resolution Chandra observations of a
large sample of clusters (Balestra et al. 2007, Maughan et al. 2008) have shown a significant
increase in the metallicity towards lower redshifts, as seen in the GR cluster. These results
imply that the average IC metallicity at the current epoch is at least twice higher than its
initial value around the time of cluster formation. The slope of the metallicity evolution in the
GR cluster is consistent with these results. This behavior also agrees with that predicted by
Ettori (2005) based on models of SFR and subsequent evolution of SN feedback. In contrast,
the metallicity evolution in the CR is much weaker. This relatively flat behavior is probably
caused due to the over-estimated SFR of star particles in the CR cluster at higher redshifts (see
figure 3. As discussed above, the SFR in the CR cluster at its formation (z < 2) is substantially
higher than expected, and a higher fraction of metals is ejected into IC space already at higher
redshifts, flattening the metallicity evolution.
Metallicity in the GR cluster (Fig 8) is due to enrichment by both winds and ram pressure
stripping, with the former process being more effective at higher redshifts, since it is driven by
shocks from SN that are then more prevalent. At early periods of cluster evolution a higher
23
0 0.5 1 1.5 2 2.5 3
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Redshift
IC
 g
as
 m
et
al
lic
ity
 (s
ol
ar
 a
bu
nd
an
ce
)
Figure 7: The mean IC metal abundance as a function of redshift for the GR cluster, solid
green line, and the CR cluster, dashed red line.
fraction of galaxies are outside the cluster core, where metals are preferentially deposited. As
the cluster evolves, galaxies are more centrally distributed, so metals are more effectively spread
in the central region. This results in an approximately constant metallicity across the cluster.
On the other hand, because gas stripping depends on the local IC gas density, which builds
up as the cluster evolves, the contribution to the metallicity is larger at lower z, and is more
concentrated in the high density core, resulting in a substantial metallicity gradient.
The total metallicity in the GR cluster is roughly constant out to ∼700 kpc; it decreases
at larger radii, with a mean value of 0.32Z⊙, which is in the observationally determined range,
(0.3 − 0.4)Z⊙ (e.g., Baldi et al. 2007). The mean metallicity in the CR cluster is 0.25Z⊙,
somewhat lower than typical. Moreover, its steep decline already in the central region is also
inconsistent with observations, which show a nearly constant metallicity in the central few
hundred kpc (Hayakawa et al. 2006, Pratt et al. 2006), with the exception of a small galactic-
size region at the cluster center where the metallicity is higher (Snowden et al. 2008). A
much shallower gradient is observed in cooling flow clusters (e.g., De Grandi et al. 2004), but
our simulated clusters have no cooling flows. We conclude that in our GR simulation - which
includes galactic winds and ram pressure stripping - both the metallicity evolution, the level of
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metallicity and its spatial profile are consistent with observations, whereas neither property is
well reproduced in the CR cluster.
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Figure 8: Metallicity profile of the GR cluster at z = 0, solid green line, compared to that
in CR cluster, dotted red line. The total GR metallicity is the sum of the metallicity due
to galactic winds (dashed-dotted green line) and the metallicity due to ram-pressure stripping
(dashed green line).
In summary, feedback in our the new approach is shown to be very efficient in spreading
energy deposition over the central region of the cluster, resulting in SF history and IC gas
properties that are more consistent with observations.
4.6 Gas entropy profile
The gas entropy is a basic quantity that could yield additional insight on the thermal evolution
of the gas beyond what can be learned separately from the density and temperature. Defined
as
K = kBTn
−2/3 , (15)
where kB is the Bolzmann constant and n is the gas number density, the entropy is the simplest
combination of n and T that is invariant under adiabatic processes in the gas. Both the level
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and radial profile of the entropy are useful for determining the effectiveness and distribution of
non-gravitational heating of IC gas. Spherical accretion models of non-radiative clusters (Tozzi
& Norman 2001, Borgani et al. 2002, Voit et al. 2005) predict a power law profile, K(r) ∝ r1.1
for 0.1− 0.2 ≤ r/r200 ≤ 1.0. Within 0.1r200
a gradual flattening of the profile (with a large scatter in the central value of K) has been
determined (Pratt et al. 2006, Donahue et al. 2006, Vikhlinin et al. 2006). If further confirmed
by more sensitive, high resolution measurements that do indeed allow detailed modeling of both
the density and temperature profiles in the inner core regions, the apparent entropy flattening -
referred to as entropy ‘floor’ - could possibly be a result of heating processes that occurred in the
early stages of the (hierarchical) cluster formation, or perhaps due to substantial enhancement
of feedback processes late in the formation stage.
In many cluster simulations cluster cores are too compact, and with increasing temperature
profile towards the center. This is likely due to inadequate implementation of the processes
of galactic winds and ram pressure stripping, which are less important in the outer regions
of clusters, so their impact in not seen in outer cluster regions, where simulations succeed in
reproducing the entropy profile at r > 0.1r200 (e.g., Nagai et al. 2006). This possibly is the
reason why most simulations fail to reproduce the central entropy profile - it flattens too quickly
at a level that is higher than indicated by observations. The high entropy floor problem occurs
in both AMR and SPH codes, but is known to be less severe in SPH simulations (e.g., Voit
et al. 2005), in which the temperature profile increases only slightly towards the center. We
note that in a recent analysis of X-ray and lensing measurements of A1689 Lemze et al. (2008)
have found the ‘entropy floor’ to be even lower than the previously determined level, further
increasing the discrepancy between simulations and observations.
We compare the behavior of the entropy profiles in our two simulated clusters in Fig 9. In
order to best clarify the behavior of the entropy, we subtracted the massive clump placed at
r ∼ 600 kpc from the center from both clusters. As can be expected from the previously shown
density and temperature profiles, flattening of the entropy profile in CR cluster occurs at larger
radius as compared to that of the GR cluster. The combination of a larger gas core radius and
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Figure 9: Dimensionless entropy K/K200 as function of scale radius r/r200 for the GR cluster,
solid green line, and the CR cluster, dashed red line. The analytic formula of Voit et al. (2005)
for the entropy profile in non-radiative AMR clusters is also shown by the dashed-dotted black
line.
the isothermal temperature profile in the GR cluster yields a relatively low entropy floor. The
entropy continues to decrease even below 0.1r200; it gradually flattens only below 0.03r200, in
accord with the trend indicated by observations (e.g., Cavagnolo et al. 2009).
5 Conclusion
In this paper we described our galcon approach to simulating baryonic processes in clusters
using the new Enzo-Galcon AMR code. As we have demonstrated, the combination of galcons
with improved semi-analytic modeling of the relevant baryonic processes yields a powerful code
that is capable of reproducing the basic properties of clusters. This novel approach successfully
describes SF and the basic properties of IC gas, by a more realistic implementation of galactic
wind and ram-pressure stripping of metal-enriched IS media into IC space.
With improved measurement quality in all the major frequency bands (microwave, optical,
and X-ray), there is a great need to expand simulation codes, both in the range of physical
27
processes that are taken explicitly into account, and in the capability to attain higher spatial
resolution. Towards this goal we will use a new and improved version (1.5) of the Enzo code.
We expect that the combined Enzo-Galcon code will make it possible to resolve scales to a
typical accretion radius, or ∼ 2 − 3 kpc, an important milestone that is required for a more
meaningful physical description of the interaction of a cluster galaxy with ambient DM and IC
gas. With the upgraded code we will be able to identify a much larger number of halos, to
replace galactic halos with galcons as the cluster evolves (rather than doing so only once at an
early time), to include additional feedback sources (such as AGN), to identify galactic merger
sites, and to improve our prescription for how mass and energy are deposited into IC space.
We will also have better capability to simulate more realistically the properties of DM since the
identification of a relatively large number of galaxies, and the ability to follow their feedback
processes, translate also to a more physical description of the impact of galaxies and their
feedback on the DM, especially in the central cluster region. By comparing similar properties
of galaxies, IC gas, and DM, we are likely to gain additional insight on all these important
cluster components.
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Star system at the San Diego Supercomputer Center using LRAC allocation TG-MCA98N020.
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