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Abstract. The asynchronous systems are non-deterministic real time, binary valued models of the asynchronous circuits 
from electronics. Autonomy means that there is no input and regularity means analogies with the (real) dynamical 
systems. We introduce the concepts of dependence on the initial states and of transitivity for these systems. 
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1. INTRODUCTION 
 
The asynchronous systems model non-
deterministically the asynchronous circuits from 
electronics. Under the form from this paper, they 
continue the switching theory from the 50’s and the 
60’s. The autonomous systems are systems without 
input and the regular systems are systems obtained by 
analogy with the dynamical systems. Our aim is to 
define the dependence on the initial states and the 
transitivity of the regular autonomous asynchronous 
systems. We give also a brief introduction in this theory. 
The {0,1}→R  functions (real time, binary 
values) are not studied in literature and our work is 
original. The future interests are related with continuing 
the analogies with the dynamical systems. 
 
2. PRELIMINARIES 
 
Notation 2.1 The set B {0,1}=  is the binary Boole 
algebra. Its usual topological structures are the discrete 
topology and the rough topology. 
Definition 2.2 The sequence : , ( ) ,
not
n kkα α α→ =N B  
k ∈ N  is called progressive if the sets 
{ | , 1}kik k α∈ =N  
are all infinite, {1,..., }i n∀ ∈ . We denote the set of the 
progressive sequences by nΠ . 
Definition 2.3 For the function : n nΦ →B B  and 
nν ∈ B  we define : n nνΦ →B B  by nµ∀ ∈ B , 
( ) ( ), 1,i i i i i i nν µ ν µ ν µΦ = ⊕ Φ = . 
Definition 2.4 The functions 
0
... : ,
k
n nα αΦ →B B  
k ∈ N  are iteratively defined for nα ∈Π  by 
0 1 1 0
... ...( ) ( ( )),k k k k kα α α α α αµ µ+ +Φ = Φ Φ ∈ N . 
Remark 2.5 
0
...
kα αΦ  shows how the asynchronous 
discrete time iterations of Φ  are made: if 1jiα =  then 
0 1
...( ( ))ji α α µ
−
Φ Φ  is computed and if 0jiα = , then 
0 1
...( ) ( )j iα α µ
−
Φ  is computed. In the special case that 
(1,...,1),k kα = ∈ N , 0... kα αΦ  are the iterations of a 
discrete time Boolean dynamical system. 
Notation 2.6 We denote by :Aχ →R B  the 
characteristic function of the set A ⊂ R . 
Notation 2.7 We denote by Seq  the set of the real 
sequences 0 1 2 ...t t t< < <  unbounded from above. 
Definition 2.8 The functions : , ,n tρ → ∀ ∈R B R  
0
0
{ } { }( ) ( ) ... ( ) ...k
k
t tt t tρ α χ α χ= ⊕ ⊕ ⊕  
, ( )n kt Seqα ∈Π ∈  are called progressive and their set 
is denoted by nP . 
Definition 2.9 The function  
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0
0 0 1( , ) [ , )( , ) ( ) ( ) ( ) ...t t tt t t
ρ αµ µχ µ χ
−∞
Φ = ⊕ Φ ⊕  
0
1
...
[ , )... ( ) ( ) ...
k
k kt t t
α α µ χ
+
⊕ Φ ⊕  
is called flow, motion, or orbit (of nµ ∈ B ). 
Definition 2.10 The set 
( ) { ( , ) | }Or t t Rρρ µ µ= Φ ∈  
is also called orbit (of nµ ∈ B ). 
Definition 2.11 The universal regular autonomous 
asynchronous system that is generated by Φ  is: 
{ ( , ) | , }n nPρ µ µ ρΦΞ = Φ ⋅ ∈ ∈B ; 
nµ ∈ B , x Φ∈ Ξ  are called initial state and state. 
Remark 2.12 The asynchronous systems are, in general, 
non-deterministic due to the fact that the modeled 
circuits have unknown (maybe variable) parameters, 
such as initial states, delays, temperature, the tension of 
the mains etc. Non-determinism is produced, in the case 
of ΦΞ , by the fact that the initial state µ  and the way 
ρ  of iterating Φ  are not known, giving the so-called 
(non-initialized) unbounded delay model of computation 
of the Boolean function Φ . Universality means the 
greatest in the sense of the inclusion. 
Theorem 2.13 [5] The set nΩ  of the bijections 
:
n nH →B B  satisfying  
i) (0, ..., 0) (0,..., 0),H =   
ii) (1,...,1) (1,...,1)H = ,  
iii) 12, ,...nk µ∀ ≥ ∀ ∈ B , ,k nµ∀ ∈ B  
1
... (1,...,1)kµ µ∪ ∪ = ⇔ 1( ) ...H µ ∪ ( )kH µ∪
(1,...,1)=   
is a group relative to the composition of the functions. 
Definition 2.14 Let be , : n nΦ ϒ →B B  and the 
bijections : n nH →B B , ' nH ∈ Ω . If  
,
nν∀ ∈ B  '( )HH Hν νΦ = ϒ  , 
then ΦΞ  and ϒΞ  are called conjugated (or equivalent). 
Remark 2.15 We use in this paper state portraits (also 
called phase portraits or state transition graphs). For 
example in Fig. 1 we have the function 2 2: ,Φ →B B  
2
1 2 2 1 2 1 1 2, ( , ) ( , )µ µ µ µ µ µ µ µ µ∀ ∈ Φ = ∪ ∪B  and in 
Fig. 2 we have the constant function 2 2: ,Φ →B B  
2
1 2, ( , ) (1,1)µ µ µ∀ ∈ Φ =B . When a coordinate iµ  is 
underlined, this means that ( )i iµ µΦ ≠  and when a 
coordinate iµ  is not underlined, this means that 
( ) , {1,..., }.i i i nµ µΦ = ∀ ∈  The arrows show the 
increase of time. 
 
3. MAIN DEFINITIONS AND RESULTS 
 
Definition 3.1. The system ΦΞ  is said to be p-
independent, respectively n-independent on the initial 
states if , ' , , ,n n
n
P tµ µ ρ∃ ∀ ∈ ∃ ∈ ∀ ∈∈ B B R  
( , ]
( ) (1,...,1) ( , ) ( ', ),
t
t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
=  Φ = Φ  
, ' , , ,
n n
nP tµ µ ρ∃ ∀ ∈ ∀ ∈ ∀ ∈∈ B B R  
( , ]
( ) (1,...,1) ( , ) ( ', ).
t
t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
=  Φ = Φ  
ΦΞ  is by definition p-dependent, respectively n-
dependent on the initial states if 
, ' , , ,
n n
nP tµ µ ρ∀ ∈ ∃ ∈ ∃ ∈ ∃ ∈B B R  
( , ]
( ) (1,...,1) & ( , ) ( ', )
t
t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
= Φ ≠ Φ , 
, ' , , ,
n n
nP tµ µ ρ∀ ∈ ∃ ∈ ∀ ∈ ∃ ∈B B R  
( , ]
( ) (1,...,1) & ( , ) ( ', )
t
t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
= Φ ≠ Φ . 
Remark 3.2 The prefixes ‘p’, ‘n’ are understood as 
‘possibly’ and ‘necessarily’. On the other hand the last 
two properties are the negations of the first two. 
In [1] page 31 (R. Devaney is cited) the sensitive 
dependence on the initial conditions (SDIC) is defined 
like this. Let ( , )X d  be a metric space. A dynamical 
system ( , , )T X Φ  has SDIC (T += R  is the time set, 
X  is the state space and : T X XΦ × →  is the flow) if 
0ε >  exists such that for any x X∈  and any 
neighborhood V  of x , some y V∈  and some 0t >  
exist with ( ( ), ( ))t td x y εΦ Φ > . In the rough topology 
of nX = B , the neighborhood V  of µ  is nB  and 
( ( ), ( ))t td x y εΦ Φ >  becomes ( , ) ( ', )t tρ ρµ µΦ ≠ Φ . 
We have interpreted ‘some 0t >  exists’ as  
,t∃ ∈ R
( , ]
( ) (1,...,1)
tξ
ρ ξ
∈ −∞
= . 
Theorem 3.3 Let be , : n nΦ ϒ →B B  and we presume 
that ΦΞ  and ϒΞ  are conjugated. If  ΦΞ  is p-
independent (n-independent) on the initial states then ϒΞ  
has the same property. 
Proof  If , ' , , ,n n nP tµ µ ρ∃ ∀ ∈ ∃ ∈ ∀ ∈∈ B B R  
( , ]
( ) (1,...,1) ( , ) ( ', )
t
t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
=  Φ = Φ  
and : n nH →B B , 'H ∈ Ω  exist such that ,nν∀ ∈ B  
'( )HH Hν νΦ = ϒ  , 
 i.e. ,nµ∀ ∈ B ,nPρ∀ ∈ ,t∀ ∈ R  
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( ( , ))H tρ µΦ = '( ) ( ( ), )H H tρ µϒ , 
then  
( , ] ( , ]
'( ( )) '( ( ))
t t
H H
ξ ξ
ρ ξ ρ ξ
∈ −∞ ∈ −∞
=   
( , ]
'( )( ) '(1,...,1) (1,...,1)
t
H H
ξ
ρ ξ
∈ −∞
= = = , 
'( ) ( ( ), ) ( ( , ))H H t H tρ ρµ µϒ = Φ  
'( )( ( ', )) ( ( '), )HH t H tρ ρµ µ= Φ = ϒ  
hold. 
Theorem 3.4 The following statements are equivalent: 
a) the n-independence on the initial states; 
b) Φ  is the constant function. 
Proof a)  b) We suppose against all reason that Φ  
takes at least two different values, ( ) "µ µΦ =  "µ≠  
( ').µ= Φ  We choose in a) ρ  such that 
0( ) (1,...,1)tρ =  and we have for 0t t= : 

0 0( , ) ( ) " " ( ') ( ', )t tρ ρµ µ µ µ µ µΦ = Φ = ≠ = Φ = Φ , 
contradiction. 
b) a) If "µΦ =  is the constant function, we have that 
( , )tρ µΦ  is of the form: 
0
0 0 1( , ) [ , )( , ) ( ) ( ) ( ) ...t t tt t t
ρ αµ µχ µ χ
−∞
Φ = ⊕ Φ ⊕  
0
1
...
[ , )... ( ) ( ) ...
k
k kt t t
α α µ χ
+
∪ ∪⊕ Φ ⊕  
with 0lim ... (1,...,1)k
k
α α
→∞
∪ ∪ = . If 1[ , ),k kt t t +∈  
k ∈ N  and 0 ... (1,...,1)kα α∪ ∪ =  we get 
0
... ( ) ( ) "kα α µ µ µ∪ ∪Φ = Φ = , 
in other words a) holds under the form 
0
... (1,...,1) ( , ) " ( ', )k t tρ ρα α µ µ µ∪ ∪ = Φ = = Φ  
Example 3.5 The system from Fig. 1 is p-independent on  
 
 
Fig. 1 p-independence and p-dependence on the initial 
states. 
 
the initial states. For this we can choose in Definition 
3.1 (0,0)µ = . This system is also p-dependent on the 
initial states, since Φ  from that Figure is not constant. 
Example 3.6 In Fig. 2 the system is n-independent on the 
initial states since (1,1)Φ =  is the constant function. 
Example 3.7 The system from Fig. 3 is n-dependent on 
the initial states. For this we can take in Definition 3.1 
{(0,0), (0,1)}µ ∈ , ' {(1,0), (1,1)}µ ∈  and vice-versa. 
 
 
Fig. 2 n-independence on the initial states. 
 
 
Fig. 3 n-dependence on the initial states. 
 
Open problem 3.8 Which is the relation between the p-
independence on the initial states and the existence of the 
fixed points of Φ ? 
Definition 3.9 The orbits of , ' nµ µ ∈ B  are called 
(temporally) p-separated if , ,nP tρ∃ ∈ ∃ ∈ R  
( , ]
( ) (1,...,1) & ( , ) ( ', )
t
t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
= Φ ≠ Φ . 
In this case we say that they are weakly p-separated if the 
set 
( , ]
{ | ( ) (1,...,1) & ( , ) ( ', )}
t
t t tρ ρ
ξ
ρ ξ µ µ
∈ −∞
= Φ ≠ Φ  
is bounded and else that they are strongly p-separated 
, , ( , ) ( ', ).nP t t tρ ρρ µ µ∃ ∈ ∀ ∈ Φ ≠ ΦR  
The orbits of , ' nBµ µ ∈  are atemporally p-separated if 
, ( ) ( ') .nP Or Orρ ρρ µ µ∃ ∈ ∩ = ∅  
The n-separation of the orbits is defined by replacing 
nPρ∃ ∈  with nPρ∀ ∈ . 
Remark 3.10 The definition of this notion from [1] page 
32 is the following one. Let ( , )X d  be a metric space, 
( , , )T X Φ  be a dynamical system and 0ε > . The orbits 
of the points ,x y X∈  are ε − separated if 0t ≥  exists 
such that ( ( ), ( ))t td x y εΦ Φ > ; they are ε − weakly 
separated if the set { 0 | ( ( ), ( )) }t tt d x y ε≥ Φ Φ >  is 
bounded, ε − recurrently separated if a sequence 
( )kt T⊂  exists with lim kk t→∞ = ∞  such that 
( ( ), ( ))
k kt t
d x y εΦ Φ >  and  ε − strongly separated if 
't T +∈  exists such that ( ( ), ( ))t td x y εΦ Φ >  for any 
't t≥ . We see that in the definition of the 
ε − recurrently separated orbits we have in fact that 
( )kt Seq∈  and this concept coincides in our case with 
the strong p-separated orbits. 
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We conclude that ΦΞ  is p-dependent (n-dependent) on 
the initial states if and only if , 'n nµ µ∀ ∈ ∃ ∈B B  such 
that the orbits of , 'µ µ  are p-separated (n-separated). 
Theorem 3.11 We suppose that the systems ,Φ ϒΞ Ξ  are 
conjugated, with , : n nΦ ϒ →B B  and let , 'H H  be 
like at Definition 2.14. If the orbits of , ' nµ µ ∈ B  are 
for ΦΞ  temporally p-separated (weakly p-separated, 
strongly p-separated), respectively atemporally p-
separated, then the orbits of ( ), ( ')H Hµ µ  are for ϒΞ  
temporally p-separated (weakly p-separated, strongly p-
separated), respectively atemporally p-separated. 
Proof We presume that ,
n
Pρ∃ ∈  ( ) ( ')Or Orρ ρµ µ∩  
= ∅  and that : n nH →B B , 'H ∈ Ω  exist such that 
,
nν∀ ∈ B  
'( )HH Hν νΦ = ϒ  , 
 i.e. ,nµ∀ ∈ B ,
n
Pρ∀ ∈ ,t∀ ∈ R  
( ( , ))H tρ µΦ = '( ) ( ( ), )H H tρ µϒ . 
The fact that , , ' ,nP t tρ∃ ∈ ∀ ∈ ∀ ∈R R  
( , ) ( ', ')t tρ ρµ µΦ ≠ Φ  
becomes , , ' ,nP t tρ∃ ∈ ∀ ∈ ∀ ∈R R  
1 '( ) 1 '( )( ( ( ), )) ( ( ( '), '))H HH H t H H tρ ρµ µ− −ϒ ≠ ϒ  
i.e. 
'( ) '( )( ( ), ) ( ( '), ')H HH t H tρ ρµ µϒ ≠ ϒ  
and finally 
'( ) '( ), ( ( )) ( ( '))n H HP Or H Or Hρ ρρ µ µ∃ ∈ ∩ = ∅  
(for ΦΞ ). 
Example 3.12 In Fig. 4 the existence of 3 ,Pρ ∈  
0 1{ } { }( ) (1,1,1) ( ) (0,0,1) ( )t tt t tρ χ χ= ⊕
2{ }(1,1, 0) ( )t tχ⊕ 3{ }(1,1,1) ( )t tχ⊕
4{ }(0,0,1) ( ) ...t tχ⊕ ⊕  
shows that the orbits of (0,1,1)  and (0,0, 0)  are 
weakly p-separated. At the same time the orbits 
(1,1,0)Orρ  {(1,1, 0),=  (1, 0,1),  (1, 0,0)}  and 
(0,1,1) {(0,1,1)}Orρ =  are atemporally p-separated. 
Example 3.13 The orbits of (0,0)  and (1, 0)  are 
atemporally n-separated in Fig. 3. 
Definition 3.14 A point nµ ∈ B  is called weakly p-
transitive, respectively strongly p-transitive, respectively 
n-transitive if  
' , , , ( , ) ',n
n
P t tρµ ρ µ µ∀ ∈ ∃ ∈ ∃ ∈ Φ =B R  
, ' , , ( , ) ',n
n
P t tρρ µ µ µ∃ ∈ ∀ ∈ ∃ ∈ Φ =B R  
 
 
 
Fig. 4 The separation of the orbits. 
 
' , , , ( , ) '.n
n
P t tρµ ρ µ µ∀ ∈ ∀ ∈ ∃ ∈ Φ =B R  
Remark 3.15 The transitive points are defined in [1], 
page 22 by the fact that the orbit of such a point is dense 
in the state space. The transitivity of µ  states that all the 
points of nB  are possibly or necessarily accessible from 
µ . 
Example 3.16 The point (1,1)  in Fig. 5 is weakly p-
transitive. 
 
  
Fig. 5 The point (1,1)  has the property of weak p-
transitivity. 
 
Example 3.17 In Fig. 6 the point (1,0)  fulfills the pro 
perty of strong p-transitivity by taking 2 ,Pρ ∈  
0 1{ } { }( ) (0,1) ( ) (1,0) ( )t tt t tρ χ χ= ⊕  
0 1{ } { }(0,1) ( ) (1,0) ( ) ...t tt tχ χ⊕ ⊕ ⊕  
 
 
Fig. 6 The point (1,0)  has the property of strong p-
transitivity. 
 
Example 3.18 The point (1,0)  has in Fig. 7 the property 
of n-transitivity. 
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Fig. 7 The point (1,0)  has the property of n-transitivity. 
 
Definition 3.19 The set * ( )nA P∈ B  is weakly p-
transitive, respectively strongly p-transitive, respectively 
n-transitive if  
, , ( ) ,
n
A P Or Aρµ ρ µ∀ ∈ ∃ ∈ =  
, , ( ) ,
n
P A Or Aρρ µ µ∃ ∈ ∀ ∈ =  
, , ( ) .
n
A P Or Aρµ ρ µ∀ ∈ ∀ ∈ =  
If previously nA = B , then the system ΦΞ  (or Φ ) is 
called weakly p-transitive, respectively strongly p-
transitive, respectively n-transitive. 
Remark 3.20 In [2], page 6 the set A X⊂  is called 
topologically transitive for ( , , )T X Φ  (Wiggins and 
Georgescu are cited) if it is invariant, closed and for any 
open sets ,U V A⊂ , t T∃ ∈  such that 
( )t U VΦ ∩ ≠ ∅ .  
The open sets have been interpreted as points , ' Aµ µ ∈  
in the discrete topology of nX = B . The transitivity of 
a set A , any of the three possibilities from Definition 
3.19, consists  for Aµ ∈  and 
n
Pρ ∈  in two requests: 
the request of invariance ( )Or Aρ µ ⊂  and the request 
of accessibility ( )A Orρ µ⊂ . 
In [1], page 22 (E. Petrisor is cited) and [2], page 3 it is 
stated that the topological transitivity of a discrete time 
dynamical system ( , , )X ΦN  where : X XΦ →  is 
continuous consists in the existence of 0x X∈  such 
that 0( )Or x X= . In [1], page 23 the minimality of Φ  
is defined (H. Furstenberg and R. N. Gologan are cited) 
by the fact that 0x X∀ ∈  fulfills 0( )Or x X= . We 
preferred to identify (unlike [1], [2] where the 
transitivity makes use of 0x X∃ ∈ ) the transitivity of a 
system with its minimality. 
Example 3.21 In Fig. 8 the set {(0,0),(1,0)}A =  is 
weakly p-transitive. 
 
 
Fig. 8 The set {(0,0),(1,0)}A =  is weakly p-transitive. 
 
Example 3.22 In Fig. 9 the set {(0,0),(1,1)}A =  is 
strongly p-transitive, with 2 ,Pρ ∈  
0 1 2{ } { } { }( ) (1,1) ( ) (1,1) ( ) (1,1) ( ) ...t t tt t t tρ χ χ χ= ⊕ ⊕ ⊕  
 
 
Fig. 9 The set {(0,0),(1,1)}A =  is strongly p-transitive. 
 
Example 3.23 In Fig. 3 the sets {(0,0),(0,1)}A =  and 
{(1,0),(1,1)}A =  are n-transitive. 
Example 3.24 The system from Fig. 10 is weakly p- 
transitive. 
 
 
Fig. 10 Weakly p-transitive system. 
 
Example 3.25 The property of strong p-transitivity is 
fulfilled by the system from Fig. 11, with 2 ,Pρ ∈  
0 1{ } { }( ) (0,1) ( ) (1,0) ( )t tt t tρ χ χ= ⊕  
0 1{ } { }(0,1) ( ) (1,0) ( ) ...t tt tχ χ⊕ ⊕ ⊕  
 
 
Fig. 11 Strongly p-transitive system. 
 
Example 3.26 The system from Fig. 12 is n-transitive. 
 
 
Fig. 12 n-transitive system. 
 
Theorem 3.27 Let be , : n nΦ ϒ →B B  and we presume 
that ΦΞ  and ϒΞ  are conjugated. If ΦΞ  is weakly p-
transitive (strongly p-transitive, n-transitive), then ϒΞ  is 
weakly p-transitive (strongly p-transitive, n-transitive). 
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Proof The hypothesis states the existence of the 
bijections : n nH →B B  and 'H ∈ Ω  such that 
,
nν∀ ∈ B  
'( )HH Hν νΦ = ϒ  , 
 i.e. ,nµ∀ ∈ B ,
n
Pρ∀ ∈ ,t∀ ∈ R  
( ( , ))H tρ µΦ = '( ) ( ( ), )H H tρ µϒ . 
The request of weak p-transitivity ,nµ∀ ∈ B  
' ,
nµ∀ ∈ B ,
n
Pρ∃ ∈ ,t∃ ∈ R  
( , ) 'tρ µ µΦ =  
may be rewritten under the form ,nµ∀ ∈ B  
' ,
nµ∀ ∈ B  ,
n
Pρ∃ ∈  ,t∃ ∈ R  
1
' ( ) 1 1( ( ), ) ( ')H H t Hρ µ µ− − −Φ =  
wherefrom we get ,nµ∀ ∈ B ' ,nµ∀ ∈ B  ,nPρ∃ ∈  
,t∃ ∈ R  
1
'( ' ( )) 1( , ) ( ( ( )), )H Ht H H tρ ρµ µ− −ϒ = ϒ  
1
' ( ) 1 1( ( ( ), )) ( ( ') 'HH H t H Hρ µ µ µ− − −= Φ = = . 
The other statements are proved similarly. 
Theorem 3.28 If the system ΦΞ  is weakly p-transitive 
(n-transitive), then it p-depends (n-depends) on the 
initial states. 
Proof We prove the first statement of the Theorem and 
we suppose against all reason that ΦΞ  is not p-
dependent on the initial states and then it is n-
independent on the initial states meaning that Φ  is the 
constant function µΦ = , see Theorem 3.4. In this 
situation we have 
 
, ( ) { }nP Orρρ µ µ∀ ∈ =  
representing a contradiction with the hypothesis of p-
transitivity stating that 

, ( ) nnP Orρρ µ∃ ∈ = B . 
The second statement of the Theorem was not proved so 
far. 
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