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Summary
Reduced numbers of frictional/scattering centers are
essential for tractable hydrodynamic and small-angle
scattering data modeling. We present a method for gen-
erating medium-resolution models from the atomic
coordinates of proteins, basically by using two non-
overlapping spheres of differing radii per residue. The
computed rigid-body hydrodynamic parameters of BPTI,
RNase A, and lysozyme models were compared with
a large database of critically assessed experimental
values. Overall, very good results were obtained, but
significant discrepancies between X-ray- and NMR-
derived models were found. Interestingly, they could
be accounted for by properly considering the extent
to which highly mobile surface side chains differently
affect translational/rotational properties. Models of
larger structures, such as fibrinogen fragment D and
citrate synthase, also produced consistent results.
Foremost among this method’s potential applications
is the overall conformation and dynamics of modular/
multidomain proteins and of supramolecular com-
plexes. The possibility of merging data from high- and
low-resolution structures greatly expands its scope.
Introduction
The solution frictional properties of proteins are deter-
mined by their size, detailed shape, and time-depen-
dent conformation. Macroscopic hydrodynamic param-
eters, such as the translational (Dt) and rotational (Dr)
diffusion and sedimentation (s) coefficients, and the in-
trinsic viscosity ([η]), can be experimentally determined
by well-established techniques. Computing these param-
eters starting from the high-resolution atomic structures
then has a number of interesting applications. For in-
stance, we can verify if the crystallographic conforma-
tion, especially of large, asymmetric structures or com-
plexes, agrees with solution data. More widely, it can
provide important constraints in the modeling of modu-*Correspondence: mattia.rocco@istge.itlar and/or multidomain proteins, when only the struc-
tures of single or limited ensembles of modules/
domains are available. A suitable strategy begins with
homology modeling and docking algorithms, coupling
them with other constraints, like distances between se-
lected regions derived from fluorescence energy transfer
or NMR data. Recent improvements in shape re-
construction from small-angle X-ray (SAXS) or neutron
(SANS) scattering profiles have added other powerful
modeling tools (see Svergun and Koch, 2003 and refer-
ences therein). Refining these models also against the
hydrodynamics leads to the definition of more reliable
structural models (see e.g., Ackerman et al., 2003; So-
lovyova et al., 2004; Nöllmann et al., 2004a, 2004b). Su-
pramolecular complexes and assemblies could be
studied in a similar manner, adding another very useful
tool to the expanding field of structural genomics (see,
for instance, Sánchez et al., 2000; Sali et al., 2003).
Performing hydrodynamic computations is, however,
not a straightforward task. Historically, well-defined
geometrical objects, such as cylinders and ellipsoids,
have been used to build very low-resolution models of
proteins (Tanford, 1961; Cantor and Schimmel, 1980).
More detailed models can be built by using ensembles
of nonoverlapping spheres (beads) of differing radii, for
which the theory underlying the computation of transla-
tional and rotational frictional coefficients and [η] is well
defined (García de la Torre and Bloomfield, 1981;
Spotorno et al., 1997; Carrasco and García de la Torre,
1999). The usefulness of this technique for the low-res-
olution modeling of biopolymers of unknown atomic
structure is now well documented in the literature (see
Byron, 2000). This procedure can be extended to pro-
teins of known 3D structure, provided a compromise
can be reached between the bead model resolution and
the number and size of the beads, and provided that
water of hydration can be modeled correctly.
These issues were already recognized by Teller et al.
(1979) in their pioneering “shell modeling” work, fol-
lowed later by the one-surface non-H atom/one-bead
approach of Venable and Pastor (1988). An early appli-
cation was the computation of s for an IgM, starting
from Debye spheres modeling of SAXS and SANS pro-
files (Perkins et al., 1991).
More recently, a number of papers have described
alternative ways of building biomacromolecular bead
models from high-resolution structures. In particular,
one of us (O.B.) has proposed a “grid” method, in which
the protein is subdivided into equally sized cubes and
each residue is assigned to a particular cube (Byron,
1997). Then, according to user choice, beads of either
equal or differing radii are generated and placed in the
center of gravity of each cube; the resolution of the final
model depends on the spacing of the initial cubic grid
(Byron, 1997). Zipper and Durchschlag (1997, 1998)
have developed a series of algorithms for the genera-
tion of models in which each atom or each amino acid
is replaced by a bead. A reduction in the number of
beads is then achieved by merging them into bigger
ones, either by proceeding sequentially along the
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724chain, or by applying a cubic grid. More recently, Ba- c
nachowicz et al. (2000) have instead opted for repre- t
senting either DNA or small proteins with one or two c
overlapping beads of equal size per residue. At the l
other end of the spectrum, García de la Torre et al. t
(2000) have written a computer program (HYDROPRO) i
revamping the “shell modeling” approach, in which all a
the atoms in a protein are first replaced by equally sized
beads of a certain radius. Then, the surface of this “pri- h
mary” model is covered with a “shell” of smaller beads, p
and the procedure is reiterated by decreasing the shell o
beads’ radius, allowing extrapolation to zero bead size. d
Finally, methods other than bead modeling for com- p
puting macromolecular hydrodynamic properties, from p
boundary element methods (Brune and Kim, 1993; Alli- h
son, 1999, 2001) to procedures involving the relation- 1
ships between hydrodynamics and electrostatics have m
also been described (Zhou, 1995a, 1995b, 2001). In m
2002, Zhao and Pearlstein (2002) presented an im- t
proved version of the Brune and Kim method, with a i
detailed study of the hydrodynamic modeling of lyso- p
zyme including the treatment of the water of hydration, a
one of the long-standing problems in the field (see Halle z
and Davidovic, 2003). Very recently, another boundary d
element method (Aragon, 2004), and a Monte Carlo c
procedure based on the hydrodynamics-electrostatics S
analogy (Bánó et al., 2004), have been described. e
While very good results can be obtained with nearly M
all of the above-mentioned techniques, when com- X
pared with selected practical cases, each one has its t
own limitations. For instance, the boundary element s
procedure does not include, so far, the calculation of r
[η]. Moreover, until recently (Aragon, 2004), there was o
no public domain boundary element-based modeling l
program. This is also the case for the electrostatic/ i
hydrodynamics methods of Zhou (1995a, 1995b, 2001) b
and of Bánó et al. (2004), which have been verified with m
good results against four well-characterized small- to w
medium-sized proteins dealing also with the issue of t
the water of hydration. t
Regarding bead model construction programs, AtoB
(Byron, 1997) was tested against a large globular (aldo- Rlase) and a spherical hollow (apoferritin) protein. s20,w0
and [η] calculated for the resultant bead models agreed
Gwell with experimental values, provided that an appro-
Wpriate grid spacing was used and after radial expansion
aof the beads to model the water of hydration. The pro-
ccedures of Zipper and Durchschlag have been devel-
toped in conjunction with small-angle scattering and
melectron microscopy bead modeling, with particular
pconsideration of the water of hydration (Zipper and
mDurchschlag, 2000; Durchschlag and Zipper, 2003). The
smethod of Banachowicz et al. (2000) has been tested
(for Dt of only six proteins in the range of 6–35 kDa, but
tthe bead radius had to be adjusted for each protein in
torder to match the experimental results. Finally, the
cshell modeling approach has undergone more exten-
msive testing (García de la Torre et al., 2000; García de la
cTorre, 2001), and the models can reproduce experimen-
stally determined hydrodynamic parameters again by
aadjustment, in this case of the primary beads radius.
iPractically speaking, this radius adjustment compen-
esates for the water of hydration layer, but while this pro-
cedure is satisfactory for well-characterized proteins, it sannot be safely applied on a general basis. In addition,
o avoid excessive memory requirements and very long
omputing times, HYDROPRO currently has an upper
imit ofw3,000 shell beads, whose radii are thus a func-
ion of the protein’s size; this restriction potentially lim-
ts the precision of HYDROPRO when large structures
re analyzed.
It would be then helpful to be able to compute the
ydrodynamic properties of proteins and their com-
lexes with as little size limitation as possible and with-
ut ad hoc assumptions, especially for the water of hy-
ration. Therefore, building on two previous computer
rograms, ASA and TRANS, that were developed as a
art of the BEAMS (BEAds Modeling System) suite of
ydrodynamic modeling algorithms (Spotorno et al.,
997), we have devised a new procedure for the auto-
atic generation of medium-resolution (an approxi-
ate factor-of-four reduction) bead models from pro-
ein atomic coordinates. This procedure, implemented
n the computer program SOMO (SOlution MOdeler), is
resented here and has been extensively tested
gainst three small proteins, BPTI, RNase A, and lyso-
yme, for which a very large body of hydrodynamic
ata exists. Contrary to most previous reports, we have
ritically evaluated these data (see Appendix S1 in the
upplemental Data available with this article online) to
ffectively compare predicted and experimental values.
oreover, bead models were generated from both
-ray crystallography and NMR structures, taken from
he Protein Data Bank (PDB; Berman et al., 2000), and
ome important differences have emerged that we have
ationalized based on the conformation and dynamics
f surface side chains, in particular the long, hydrophi-
ic ones. However, these effects should become less
mportant as the size of the protein increases, as shown
y the very good agreement found for fibrinogen frag-
ent D (Mrw88,000) and for citrate synthase dimer (Mr
97,000). The implications of our findings, and the po-
ential applications of this method, especially in struc-
ural genomics, are then discussed.
esults and Discussion
eneral Features of SOMO
hile a detailed description of the principles and oper-
tion of SOMO are given in the Experimental Pro-
edures and in Appendix S2, it is important to highlight
he basic features that distinguish it from other bead
odeling algorithms: (1) the beads in SOMO models re-
resent either a main chain segment or a side chain, thus
aintaining a direct correspondence with the original
tructure, unlike most grid- and shell-based methods;
2) the beads are positioned, and the overlaps between
hem are hierarchically removed (the hydrodynamic in-
eraction tensor used in subsequent calculations is pre-
ise only for nonoverlapping beads of differing radii) to
aximally preserve original surface features; this in-
ludes optionally moving the bead centers outwardly in
mall steps while reducing their radii by the same
mount (outward translation [OT]); (3) exposed and bur-
ed beads are treated differently—the latter can then be
xcluded from core hydrodynamic computations while
till being part of the model; (4) in contrast to most
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725other methods, the water of hydration is taken directly
into account by expanding the original beads’ radii. The
number of “tightly bound” water molecules for each
residue can be selected and represents a “statistical
average” (we utilize the data of Kuntz and Kauzmann,
1974). Thus, unlike the shell modeling approaches, the
hydration is more appropriately localized, simulta-
neously minimizing the number of beads. While the
physical implications of this procedure can be ques-
tioned, Halle and Davidovic (2003) have recently pro-
vided a compelling link between the representation of
hydration as a static number of “bound” water mole-
cules and their very short effective residence time. They
propose a perturbation of the first hydration layer with
different viscous properties from the bulk, justifying the
success of the otherwise unsound static picture of hy-
dration. Furthermore, the overlap removal routine,
which affects the buried much more than the exposed
beads, practically eliminates the contribution of the ex-
cess water in unlikely locations.
Models for the Three Test Proteins Based
on X-Ray Structures
In Figure 1 (top row), three crystallographic structures
for BPTI (PDB accession code 4PTI), RNase A (PDB
accession code 1XPS), and lysozyme (PDB accession
code 1HEL) are shown, with the corresponding SOMO-
generated models below. The parameters utilized in
bead generation are listed in Table 1 (see Experimental
Procedures and Appendix S2). The models preserve
well the overall shape of the parent structures, and the
surface characteristics are more than reasonably con-
served, considering the approximate 4-fold loss in res-
olution. For instance, the 454 and 1001 non-H atoms in
4PTI and 1HEL were converted to 109 and 246 beads,
respectively (Table 2). The “big” green beads represent
the long side chains of Arg or Lys plus two and three
water molecules, respectively (see Table 1). The smaller
green beads derive either from His residues or from re-
ductions due to overlaps. Note how in BPTI three such
beads, plus a yellow one representing an Asp residue,
clearly protrude and are likely to make a major contri-
bution to the model hydrodynamics. Beads classified
as “buried” by the ASA algorithm are shown in ma-
genta. The lone orange bead in the RNase A model re-Figure 1. Selected Crystallographic Struc-
tures of the Three Test Proteins and Corre-
sponding SOMO-Generated Models
The structures of the test proteins are shown
in the top row, and the SOMO-generated
models are shown in the bottom row. Color
coding: blue, main chain; side chains: yellow,
acidic; green, basic; red, other polar; cyan,
hydrophobic. In the SOMO models, buried
beads are magenta, and “fused” beads are
orange.sults from a “popping” event because the Asp14 and
Ser16 side chain beads overlapped by more than the
selected threshold (70%) and were thus fused. No sig-
nificant differences were observed when the models
were generated from other crystallographic structures
for the same three proteins (i.e., 1BPI, 8RAT, and 1AKI).
The hydrodynamic parameters computed for all of
the models are summarized in Table 2 and are de-
scribed more extensively in Tables SA1–SA3 (Appendix
S1). The parameters are compared with either weighted
and unweighted mean values derived from a wealth of
carefully scrutinized experimental data (Appendix S1),
all reduced to standard conditions (20°C, water) and
extrapolated to infinite dilution whenever possible
(e.g., s20,w0 , Dt,20,w0 ). The selected experimental data and
the technique utilized for each parameter, together with
their standard deviations, taken either from the original
works or computed by us from the data, are reported
in Tables SA1–SA3 (Appendix S1). Experimental condi-
tions are briefly outlined in the footnotes pointing to the
original articles. s20,w0 and Dt,20,w0 data were converted
to Stokes’ radii (Rs) and grouped together. For each
structure, two basic different models, one including and
one excluding the outward translation (OT) step in the
surface side chain overlap removal routine, were gener-
ated. For each model, the hydrodynamic properties
were computed with and without the inclusion of the
buried beads (BB). In the latter case, the buried beads
contribution was also excluded from the so-called “vol-
ume correction” (García de la Torre and Rodes, 1983;
García de la Torre and Carrasco, 1998) when computing
the rotational properties and [η]. Thus, for each struc-
ture, four sets of parameters were computed.
In Table 2, only the models generated with the OT
step are reported, and the parameters were computed
by excluding BB. As shown in detail in Appendix S1,
these are the conditions that overall produced the best
match between experimental and computed data. In
particular, the BB exclusion significantly improved the
match with the rotational diffusion and [η], while slightly
underestimating the translational properties, practically
compensated for by the relatively minor (w1%) OT ef-
fect. Here, we comment on the general trends evident
in Table 2, noting that the weighted mean was used in
the % deviation calculation only when more than two
Structure
726Table 1. Parameters Utilized by SOMO to Assign Bead Radius and Position
Atoms Involved in Positioning Mass Side Chain Massa Color Watersb Anhydrous Radiusc (Å) Residue Baricd
CB 71.1 15 9 0 1.816 ALA 1
SG 103.2 47 2 0 2.183 CYS 1
OD1 OD2 115.1 59 3 5 2.321 ASP 0
OE1 OE2 129.1 73 3 6 2.643 GLU 0
CD2 CE1 147.2 91 9 0 3.118 PHE 0
57.1 0 — — — GLY —
ND1 NE2 137.2 81 4 3 2.832 HIS 0
CB CG1 CG2 CD1 113.2 57 9 0 2.870 ILE 0
CE NZ 128.2 73 4 3 2.902 LYS 0
CG 113.2 57 9 0 2.871 LEU 1
SD 131.2 75 9 1 2.899 MET 1
OD1 ND2 114.1 58 2 1 2.426 ASN 0
CB CD 97.1 41 9 1 2.401 PRO 0
OE1 NE2 128.1 72 2 1 2.722 GLN 0
NH1 NH2 156.2 101 4 2 3.135 ARG 0
OG 87.1 31 2 1 1.938 SER 1
OG1 CG2 101.1 45 2 1 2.382 THR 0
CB CG1 CG2 99.1 43 9 0 2.606 VAL 0
CD1 CE3 CZ3 186.2 130 9 1 3.391 TRP 0
CE1 CE2 163.2 107 2 2 3.159 TYR 0
CB CD 71.1 15 9 0 1.816 PCAe 1
C2 C6 162.1 162 13 3 3.403 GAL 0
C2 C6 162.1 162 13 3 3.403 MAN 0
C5 O5 C7 203.2 203 13 3 3.771 NAG 0
C1 C8 C10 292.0 292 13 9 4.062 SIA 0
C1 C4 146.1 146 13 2 3.386 FUC 0
C2 C6 179.2 179 12 3 3.403 OG1f 0
C7 C8 C9 C10 56.1 56 14 0 2.880 OG2f 0
C11 C12 C13 C14 57.1 57 14 0 2.880 OG3f 0
CAn Cn On Nn+1 56.0 56 2 1 2.493 PEPg 0
OXT 58.0 58 8 5 2.561 OXT 2
a Rounded for compatibility with BEAMS programs (Spotorno et al., 1997).
b The number of water molecules statistically “bound” is derived from Kuntz and Kauzmann (1974) for the amino acid main and side chains,
and from Shiio (1958) for the sugars (including OG1).
c Calculated based on the values of Tsai et al. (1999).
d Routine called for the bead placement: 0, at the center of gravity of the listed atoms; 1, at the position of the atom, among those listed,
furthest from the center of gravity of the protein; 2, neither routine gets called.
e L-pyroglutamic acid.
fβ-octyl-glucopyranoside.
g Peptide bond segment: when the (n+1) residue is proline, the position of the n − (n+1) peptide bond bead is positioned at the center of
gravity of the CAn and Cn atoms to avoid as much as possible an overlap with the (n+1) side chain bead.experimental values, all having reliable standard devia- s
itions, were available.
Firstly, we observe that for the X-ray-derived models E
vof BPTI (4PTI and 1BPI), there are practically no differ-
ences in the computed Rs data, and both match (within t
2%) the experimental mean value very well. A totally
different situation is, however, found for the harmonic R
bmean of the rotational correlation times, t20,wh , with an
overestimation of w18%–21%, but we will defer for m
inow an explanation of this behavior. Unfortunately, we
were unable to find [η] data for BPTI. As discussed in s
mdetail in Appendix S1, not performing the OT slightly
improved both parameters in this case, whereas utiliz- m
aing all of the beads, including those buried, had no ef-
fect on Rs while significantly worsening (by w2.5%) 1
st20,wh .
The situation changes when we examine RNase A 1
e(Table 2, models 8RAT and 1XPS). There is a tendency
to underestimate Rs by 3%–4% and to match or overes- s
atimate t20,wh and [η] by only up to 5%. As reported in
Table SA2 (Appendix S1), the OT slightly improves the (
Sagreement with R , while the effect on th and [η] iss 20,womewhat erratic. Excluding the contribution of the BB
mproves the results for t20,wh and [η] also in this case.
xamining each model, we notice that 8RAT performs
ery well for [η] and less well for Rs and t20,wh , whereas
he opposite is true for 1XPS.
The situation for lysozyme is similar to that found for
Nase A (Table 2, models 1AKI and 1HEL). Here, a large
ody of data exists for Rs, and both models underesti-
ate the mean value byw4%–6%, with 1HEL perform-
ng slightly better. The rotational diffusion data are pre-
ented here under two separate headings, because
ethods based on light scattering or interferometry
easure the rotation along the short axes (Dr
(y,z)) of
symmetric molecules such as lysozyme (Dubin et al.,
971), whereas fluorescence and dielectric spectro-
copies, and NMR, provide tch (Cantor and Schimmel,
980; García de la Torre et al., 1997). Anyway, the mod-
ls perform in a reasonably similar way against the two
ets, matching the experimental data within 3%–4%
nd within 2%, respectively. Slightly worse results
w5%) were obtained for [η]. Again, as shown in Table
A3 (Appendix S1), the OT improves R and worsenss
Hydrodynamic Bead Models and Flexible Side Chains
727Table 2. Comparison between Experimental and Computed Parameters for the Best Models of BPTI, RNase A, and Lysozyme
Rs, nm Dr,20,w
(y,z) , s−1 × 107 t20,w
h , ns [η], cm3/g
Model
(Total/Used Computed Computed Computed Computed
Beads) (% Deviation)a Experimentalb (% Deviation)a Experimentalb (% Deviation)a Experimentalb (% Deviation)a Experimentalb
4PTI (109/79) 1.46 (+1.4) n.d. 4.37 (+17.8) 3.74
1BPI (109/79) 1.47 (+2.1) 1.44 ± 0.01 (wm); n.d. n.a. 4.49 (+21.0) (3.71 ± 0.26) (wm); 3.83 n.a.
1.44 ± 0.05 (uwm); 3.60 ± 0.47 (uwm);
1PIT (108/71–80) 1.45 ± 0.02 (range 1.39–1.49) n.d. 4.42 ± 0.18 (range 2.94–3.96) 3.80 ± 0.13
(+0.7) (+19.1)
8RAT (243/144) 1.79 (−4.3) n.d. 7.92 (−4.8) 3.29 (−0.3)
1XPS (244/147) 1.82 (−2.7) (1.89 ± 0.02) (wm); n.d. n.a. 8.35 (+0.4) 8.32 ± 0.02 (wm); 3.44 (+4.2) 3.30 ± 0.04
1.87 ± 0.11 (uwm); (8.41 ± 0.62) (uwm);
2AAS (244–245/ 1.82 ± 0.02 (range 1.74–2.00) n.d. 8.28 ± 0.22 (range 7.68–9.20) 3.44 ± 0.08
130–146) (−2.7) (−0.5) (+4.2)
1AKI (246/138) 1.77 (−5.9) 1.89 ± 0.03 7.81 (+0.6) 3.15 (+5.4)
(−3.1)
1HEL (246/141) 1.80 (−4.3) 1.88 ± 0.01 (wm); 1.87 ± 0.02 (2.12 ± 0.04) (wm); 7.92 (+2.1) (7.30 ± 0.09) (wm); 3.16 (+5.7) 2.99 ± 0.03 (wm);
1.88 ± 0.06 (uwm); (−4.1) 1.95 ± 0.28 (uwm); 7.76 ± 0.47 (uwm); 2.99 ± 0.01 (uwm);
1E8L (244–246/ 1.90 ± 0.02 (range 1.85–2.02) 1.62 ± 0.03 (range 1.67–2.23) 9.38 ± 0.26 (range 7.15–8.3) 3.75 ± 0.01 (range 2.98–3.00)
138–156) (+1.1) (−16.9) (+20.9) (+25.4)
Bead models based on X-ray (BPTI: 4PTI, 1BPI; RNase A: 8RAT, 1XPS; lysozyme: 1AKI, 1HEL) and NMR (BPTI: 1PIT, 20 conformers; RNase
A: 2AAS, 16 conformers; lysozyme: 1E8L, 50 conformers) structures. Models with outward translation and exclusion of the buried beads. The
hydration water volume is 24 Å3, and the popping threshold is 70%. See Tables SA1–SA3 in Appendix S1 for complete coverage of
experimental data and simulation conditions.
a The % deviation was computed with respect to the mean experimental value not included in parentheses.
b wm, weighted mean; uwm, unweighted mean.Dr,20,w
(y,z) , t20,wh , and [η], while excluding the BB in the vol-
ume correction markedly improves (up tow5%) the lat-
ter three.
Overall, from these results, it appears that it is diffi-
cult for a model to simultaneously match the transla-
tional and rotational diffusion properties, although the
data in Table 2 suggest that our procedures produce
models whose hydrodynamic properties are an accept-
able compromise. Before further commenting on this
topic, we will discuss the performance of models de-
rived from NMR structures.
Models for the Three Test Proteins Based
on NMR Structures
In Table 2 and Tables SA1–SA3 (Appendix S1), the hy-
drodynamic parameters computed from models based
on NMR structures are also reported. Since an array of
conformers is available for each structure, we elected
to generate models for each and then average the re-
sults. In the superposition of all conformers for each
test protein (Figure 2, top row), the color coding again
highlights acidic (yellow), basic (green), other polar
(red), and hydrophobic (cyan) side chains, while the
backbone is in blue. The great conformational variabil-
ity of the long basic residues’ (Arg and Lys) side chains
is evident in these images.
For BPTI (Table 2, 1PIT models), the mean values ob-
tained from the 20 conformers are practically indistin-
guishable from their X-ray-derived counterparts,
matching very well the Rs and badly the t20,wh values.
The standard deviations of the mean values are quite
low, w1%–4%, reflecting the relatively small differ-
ences between the conformers evident in Figure 2 (top
row, leftmost image), where only Lys15 and Arg17
adopt a relatively wide range of conformations.
A different situation is found for RNase A (Table 2,2AAS models), in which the mean values for the 16 con-
formers match the experimental parameters as well as
or even better than either one of the two X-ray-derived
structures. Again, mean values with standard devia-
tions within 1%–3% are indicative of a small side chain
conformational variability, as confirmed by the super-
position of models in Figure 2 (top row, center image).
The lysozyme results, for which 50 conformers are
available, are more similar to the BPTI case (Table 2,
1E8L models). The average values are practically per-
fect for Rs, while being quite poor for Dr,20,w
(y,z) , t20,wh , and
[η]. This is in stark contrast with the results from X-ray-
derived structures, which match well Dr,20,w
(y,z) , t20,wh , and
[η] and less well Rs. The standard deviations of the
mean values are again low (<3%), but this results more
from the greater number of conformers (50) averaged,
since a wide range of conformations is evident for at
least 10 surface Arg side chains (Figure 2, top row,
rightmost image).
We can now rationalize these results by directly com-
paring the X-ray- and NMR-derived structures, as
shown in Figure 2, bottom row. Here, the most repre-
sentative conformer of each NMR-derived ensemble
(as indicated by the original authors) has been superim-
posed on one of their X-ray-derived counterparts, utiliz-
ing the nalign routine of the Jackal modeling package
(http://trantor.bioc.columbia.edu/programs/jackal). To
distinguish between the two structures in each super-
position, the NMR-derived model residues were col-
ored with darker shades.
For BPTI and RNase A (Figure 2, bottom row, leftmost
and central images), none of the side chain conforma-
tional differences substantially alters the overall aspect
of the molecule (except perhaps Arg17 in BPTI). This
nicely explains the substantial agreement between the
parameters computed for the SOMO models derived
Structure
728Figure 2. Comparison of NMR- and X-Ray-Derived Bead Models
Top row: superposition of the NMR-derived structures for BPTI (1PIT, 20 conformers), RNase A (2AAS, 16 conformers), and lysozyme (1E8L,
50 conformers). Color coding is as in Figure 1. Bottom row: space-filling superposition of the most representative model from each NMR-
derived ensemble and an X-ray-derived structure for BPTI (1PIT model 1 versus 4PTI), RNase A (2AAS model 1 versus 8RAT), and lysozyme
(1E8L model 1 versus 1HEL); X-ray-derived structures are color coded as in Figure 1, and a darker shade is used for NMR-derived models.
Some particular residues are labeled in each model (see text).from both kinds of structures. In contrast, in the NMR- v
lderived model for lysozyme, there are several surface
Args, especially Arg21, 45, 114, and 125, that protrude
much more than in its X-ray-derived counterpart (Figure A
W2, bottom row, rightmost image). It must be pointed out
that the extended conformations of surface Arg and Lys e
eside chains in NMR-derived models results mainly from
the lack of experimental structural constraints (requir- o
wing 13C-15N double-labeled samples), although their
marked variability may also reflect true conformational R
mflexibility. On the contrary, the unique, nonextended
conformations presented in X-ray-derived models for c
othese surface side chains are often due to crystal pack-
ing (Jacobson et al., 2002), and even when the data
vwould suggest conformational variability, a single ro-
tamer is chosen, sometimes quite arbitrarily (DePristo w
pet al., 2004). Thus, the differences in performance be-
tween X-ray- and NMR-derived models for lysozyme d
2can now be rationalized as mainly due to the great
number of extended surface Arg side chains in the lat- f
wter. Moreover, it is apparent that treating long, flexible
side chains as extended and rigid improves the predic- c
wtion of their translational diffusion properties, while
worsening to a greater extent that of the rotational and i
cviscous properties. The very good agreement between
NMR- and X-ray-derived models for RNase A is most f
Alikely due to the lack of long side chains on the convex
outer surface of the protein, Arg and Lys being located (
wmostly near the concave cleft clearly visible in Figure
2. This interpretation is confirmed by the BPTI case, in t
Bwhich the practical coincidence between the X-ray-
and NMR-derived models leads to the very good and aery poor agreements, respectively, between the calcu-
ated and experimental values for Rs and for t20,wh .
dditional Modeling
e have tried to further improve the matching between
xperimental and computed data by exploring the influ-
nce of positioning long polar side chain bead centers,
r by removing or increasing by one the number of
ater molecules included in each bead. In both cases,
s and t20,wh were oppositely affected. For instance,
oving the position of the longer side chain beads
loser to the main chain resulted in a better matching
f t20,wh , while faring worse for Rs.
The effect of side chain conformation was further in-
estigated by using the NMR-derived structures, in line
ith the approach we have recently developed to ex-
lore the rotational dynamics of an Ig-like module (I27)
erived from the giant protein titin (Nicastro et al.,
004). We have extended that study by using SOMO,
irst by generating models from lysozyme structures in
hich we truncated to the γ-carbon level (CG) the side
hains of six Args (5, 21, 68, 73, 114, and 125, five of
hich can be seen in Figure 2, bottom row, rightmost
mage) that were clearly more extended than in their
rystallographic counterparts. We then explored the ef-
ect of alternatively truncating other side chains (Arg61,
rg112, Gln41) that have very low-order parameters
Buck et al., 1995). The computed data were compared
ith the mean t20,wh values reported in Table 2, rather
han with only the NMR-derived value, 8.3 ± 0.3 ns, of
uck et al. (1995), as we did in our previous report (Nic-
stro et al., 2004). It was found that truncation of only
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729Table 3. Effect of the Position of the Beads Representing the Side Chain of Arginine and Comparison between Experimental and Computed
Parameters for the NMR-Derived Models of BPTI, RNase A, and Lysozyme
Rs, nm Dr,20,w
(y,z) , s−1 × 107 t20,w
h , ns [η], cm3/g
Model
(Conf. #)a Computed Computed Computed Computed
(Arg Position)b (% Deviation)c Experimentald (% Deviation)c Experimentald (% Deviation)c Experimentald (% Deviation)c Experimentald
1PIT (All) 1.45 ± 0.02 n.d. 4.42 ± 0.18 3.80 ± 0.13
(NH1/NH2) (+0.7) (+19.1)
1.44 ± 0.01 (wm); (3.71 ± 0.26) (wm);
1PIT (All) (CG) 1.42 ± 0.02 1.44 ± 0.05 (uwm); n.d. n.a. 4.16 ± 0.14 3.60 ± 0.47 (uwm); 3.59 ± 0.11
(−1.4) (range 1.39–1.49) (+15.6) (range 2.94−3.96)
1PIT (20) (CG) 1.37 (−4.9) n.d. 3.77 (+4.7) 3.29
2AAS (All) 1.82 ± 0.02 n.d. 8.28 ± 0.22 3.44 ± 0.08
(NH1/NH2) (−2.7) (−0.5) (+4.2)
(1.89 ± 0.02) (wm); 8.32 ± 0.02 (wm);
2AAS (All) (CG) 1.81 ± 0.01 1.87 ± 0.11 (uwm); n.d. n.a. 8.21 ± 0.21 (8.41 ± 0.62) (uwm); 3.43 ± 0.08
(−3.2) (range 1.74–2.00) (−1.3) (range 7.68–9.20) (+3.9) 3.30 ± 0.04
2AAS (14) (CG) 1.81 (−3.2) n.d. 8.17 (−1.8) 3.41 (+3.3)
1E8L (All) 1.90 ± 0.02 1.62 ± 0.03 9.38 ± 0.26 3.75 ± 0.01
(NH1/NH2) (+1.1) (−16.9) (+20.9) (+25.4)
1.88 ± 0.01 (wm); (2.12 ± 0.04) (wm); (7.30 ± 0.09) (wm); (7.30 ± 0.09) (wm);
1E8L (All) (CG) 1.80 ± 0.01 1.88 ± 0.06 (uwm); 1.90 ± 0.02 1.95 ± 0.28 (uwm); 8.05 ± 0.15 7.76 ± 0.47 (uwm); 3.26 ± 0.06 7.76 ± 0.47 (uwm);
(−4.3) (range 1.85−2.02) (−2.6) (range 1.67–2.23) (+3.7) (range 7.15–8.3) (+9.0) (range 2.95–3.00)
1E8L (47) (CG) 1.78 (−5.3) 1.93 ± 0.03 7.77 (+0.1) 3.14 (+5.0)
(−1.0)
BPTI: 1PIT, 20 conformers; RNase A: 2AAS, 16 conformers; lysozyme: 1E8L, 50 conformers. Models with outward translation and exclusion
of the buried beads. The hydration water volume is 24 Å3, and the popping threshold is 70%.
a Conformer number (all = mean over all conformers).
b Position of the bead representing the side chain or arginine (NH1/NH2, in the center of mass between these atoms).
c The % deviation was computed with respect to the mean experimental value not included in parentheses.
d wm, weighted mean; uwm, unweighted mean.4–6 Arg residues was insufficient to match the mean
t20,w
h value, with minimal contribution from the Gln41
residue (data not shown). Therefore, we used a SOMO
feature that allows the user to choose a different posi-
tion for the beads representing the side chains of each
amino acid type, inserting CG in Table 1 in place of NH1
and NH2 for Arg. With this new table, we regenerated
all the conformers for the NMR-derived structures of
the three test proteins and computed their hydrody-
namic parameters. The results are reported in Table 3,
and are again compared with the mean experimental
values and with the values already reported in Table 2
for the NMR-derived models by using the “standard”
position for the Arg side chain beads. In addition, we
have also selected a “best” conformer with t20,wh and
[η] values closest to the mean experimental ones. Start-
ing with the 1E8L lysozyme structures, the dramatic ef-
fect of this procedure can be fully appreciated, with the
Rs, Dr,20,w(y,z) , and t20,wh mean values for the 50 conformers
now in excellent agreement with those computed from
their X-ray-derived counterparts (Table 2). Only [η] did
not decrease proportionally, suggesting that it may be
more sensitive to the conformation of other side chains
not explored here. However, the “best” conformer, 47
of the bundle, was in complete agreement with the
X-ray-derived models.
The supposition that the conformation of the ex-
posed, long surface Arg side chains plays a major role
in protein hydrodynamics is beautifully supported by
the RNase data shown in Table 3 (2AAS models). Here,
it can be seen that positioning Arg side chains at the
CG level had practically no effect, and the resultingmodels match the experimental mean values as well as
those derived from the X-ray structures shown in Table
2. Moreover, the “best” conformer is only slightly better
that the mean over all 16 members of the bundle. As
outlined above, most Args in RNase A are in an interior
cleft, and thus are unable to greatly influence the over-
all protein hydrodynamics.
Finally, the BPTI results (Table 3, 1PIT models) also
confirm the role played mainly by Arg and shed further
light on the interplay between deviation from spherical
shape and translational diffusion. Here, repositioning
the Arg side chains had strong effects on t20,wh but far
less on Rs. The small size of BPTI also magnifies the
effect of side chain conformation, as one conformer
(model 20) showed a dramatic improvement in t20,wh ,
while Rs worsened only to the level observed for the
other proteins.
Additional Tests with Larger Structures
As relevant as the effect of the conformation of long,
hydrophilic, exposed side chains may be, especially on
the rotational dynamics of otherwise compact struc-
tures, it should become less important as the size in-
creases. To test this hypothesis, we have generated
models from two additional proteins of relatively high,
similar Mr, but with different shapes and quaternary
structures. The first is the open conformation of the cit-
rate synthase homodimer, used before as a test of hy-
drodynamic modeling algorithms (García de la Torre et
al., 2000; Durchschlag and Zipper, 2003), having Mr z
97,000 and an axial ratio of 1.4:1.4:1 (1CTS; Remington
et al., 1982). The second is a proteolytic fragment (frag-
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(A and B) Space-filling representation of pig
heart citrate synthase dimer and the corre-
sponding SOMO model, respectively. One
subunit is red, and the other is green-blue; in
(B), buried beads are orange and light green.
(C and D) Space-filling representation of hu-
man fibrinogen fragment D and the corre-
sponding SOMO model, respectively. The
α105–165 and α166–206 residues are, re-
spectively, blue and cyan, while the β and γ
chains are magenta and green, respectively,
except residues γ398–406 (olive green). The
carbohydrate attached to Asn-Bβ364 is red.
In (D), the buried beads are colored with
lighter shades of blue, cyan, magenta, and
green.ment D) derived by the action of plasmin in the pres- s
(ence of Ca2+ on the human blood coagulation protein
cfibrinogen (FG) (see Blombäck, 1996 and references
stherein). Fragment D comprises three different chains
((α, β, and γ, plus a carbohydrate prosthetic group)
wwhose Mr and axial ratio are w88,000 and 2.4:2.4:1,
erespectively (1FZA; Spraggon et al., 1997).
hThe crystallographic structures of citrate synthase
tand fragment D are shown in Figure 3A and 3C. The
hydrodynamic data against which we compare our
afragment D models were measured for a plasmin digest
uof human FG carried out in the presence of 2 mM CaCl2
oknown as “Dcate” (van der Drift et al., 1982), while the
dcrystal structure is of a fragment obtained by trypsin
edigestion (Spraggon et al., 1997). Based on the known
splasmin cleavage sites, fragment Dcate should comprise
tresidues α105–206, β134–461, and γ86–406 (R.F. Doolit-
stle, Center for Molecular Genetics, UCSD, La Jolla, CA,
tpersonal communication), whereas in the crystal struc-
tture, only residues α111–195, β148–460, and γ88–397
lare resolved. Therefore, it was extended to residues
r
α105–110, β134–147, β461, and γ86–87, by utilizing a
n
homology model of human FG (kindly provided by R.F.
b
Doolittle) based on the 2.70 Å resolution structure of b
chicken FG (1JFE; Yang et al., 2001). As most of these s
“added” residues reside in the coiled-coil regions, their t
conformation is very likely to be conserved. For com-
pleteness, residues γ398–406, not resolved in any FG p
structure, were modeled in on the basis of the crystal i
structure of residues γ398–411 fused to glutathione-S- e
transferase (1DUG; Ware et al., 1999). Finally, there is f
a biantennary, usually sialilated carbohydrate [Nag2- a
Man-(Man-Nag-Gal2-Sia)2] prosthetic group attached f
to Asn-β364 in human FG whose influence on the hy- r
drodynamics should not be underestimated. Unfortu- t
nately, this carbohydrate was not resolved in either the 8
human fragment D or intact chicken FG structures. t
However, it was almost fully resolved [Nag2-Man-(Man)- s
(Man-Nag-Gal)] in one of the four copies in the asym- C
cmetric unit of the lamprey fragment D crystallographictructure 1LWU, attached to the equivalent Asn-β384
Yang et al., 2002). This carbohydrate structure was
ompleted by using other sugar fragments/residues
tored in the PDB, such as those in the IgG1 Fc 1FC1
Deisenhofer, 1981) and legume isolectin II complexed
ith a biantennary sialilated glycopeptide 1LGC (Bourne
t al., 1994) structures. It was then positioned in our
uman fragment D model in the same orientation as in
he lamprey structure.
The SOMO-derived models for these two proteins
re shown in Figures 3B and 3D. It was possible, by
sing RasMol (Sayle and Milner-White, 1995; http://
penrasmol.org/Software), to color code these models
ifferently from the BPTI, RNase A, and lysozyme mod-
ls, thanks to the correspondence between beads and
ide- or main chain atoms. It is evident in Figure 3 that
he SOMO models, besides faithfully reproducing the
hape and surface of the original structures, also main-
ain the distinction between the subunits (citrate syn-
hase) or chains (fragment D). We note how relatively
arge structures (comprisingw6890 andw6200 atoms,
espectively) can be represented with an acceptable
umber of beads (w1700 and w1400, respectively, Ta-
le 4), which are further reduced to w760 and w700
y excluding the buried beads (color-coded in lighter
hades in Figure 3) from the hydrodynamic computa-
ions.
The comparisons between experimental and com-
uted parameters for these two proteins are reported
n Table 4. For fragment D, we chose a single source of
xperimental parameters in which they were measured
or the same, well-defined preparation (van der Drift et
l., 1982). Another positive check was that the Mr of
ragment D computed from the s20,w0 and Dt,20,w0 values
eported in Table 4 by using the Svedberg equation and
he measured partial specific volume (v = 0.722 cm3/g),
6,746, was within 1.3% of that derived from the puta-
ive composition described above (87,861). In addition,
20,w
0 was also measured in a buffer containing 20 mM
aCl2, approaching the conditions used in fragment D
rystallization (Spraggon et al., 1997).
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Protein
(Total/Used
Beads) Citrate Synthase (1680/761) Fragment Dcate (1424/690) (1434/700)
Computed (% Dev.) Computed (% Dev.)
Parameter Experimental Computed (% Dev.) Experimental (No Carbohydrate) (with Carbohydrate)
s20,w
0 , S 6.0a–6.2b 6.16 (+1.0) 4.97 ± 0.17c 5.15 (+3.6) 5.22 (+5.0)
5.14 ± 0.06d 5.15 (+0.2) 5.22 (+1.6)
Dt,20,w
0 , F 5.8a 5.87 (+1.2) 5.0 ± 0.4c 5.25 (+5.0) 5.14 (+2.8)
(5.2 ± 0.5)e 5.25 (+1.6) 5.14 (−0.8)
[η], cm3/g 3.95a 3.67 (−7.1) 6.3 ± 0.8c 6.0 (−4.8) 6.2 (−1.6)
a Wu and Yang (1970).
b Singh et al. (1970).
c From the value measured in Tris 50 mM, NaCl 150 mM (pH 7.4) reported in Table 1 of van der Drift et al. (1982), after correction to
standard conditions.
d From the value measured in Tris 50 mM, NaCl 150 mM, CaCl2 20 mM (pH 7.4) reported in Table 3 of van der Drift et al. (1982), after correction
to standard conditions.
e Expected value of Dt,20,w
0 in the presence of CaCl2 20 mM, based on the change in s20,w
0 .In Table 4, an excellent agreement (w1%) is reported
for s20,w0 and Dt,20,w0 of citrate synthase, while [η] was
matched less well (−7%). We note that an even worse
disagreement (−10%) was found by García de la Torre
et al. (2000) for this parameter by using a shell modeling
approach. For fragment D, s20,w0 measured in the pres-
ence of CaCl2 was in better agreement with the com-
puted values, both including and excluding the carbo-
hydrate portion, than that measured in its absence. This
agreement reflects the importance of Ca2+ ions in fine
modulating the FG structure (see Profumo et al., 2003).
Unfortunately, Dt,20,w0 and [η] were both measured only
in the absence of Ca2+. However, since Dt,20,w0 measures
effectively the same hydrodynamic property as s20,w0 ,
we can expect a similar change, as reported in paren-
theses in Table 4, which will bring it also within 2% of
the computed values. While we can’t apply the same
correction to [η], by including the carbohydrate we also
get within 2% of the experimental value.
Concluding Remarks and Potential Applications
In this article, we have described an alternative algo-
rithm (implemented in a freely available computer pro-
gram, SOMO) that generates medium-resolution bead
models from either NMR or X-ray crystallography high-
resolution structures without the need for defining
structure-dependent modeling parameters. A further
advantage of SOMO models is the direct inclusion of
hydration in each bead. Basic SOMO-generated mod-
els derived from X-ray structures reproduce at worst to
within 5% all the hydrodynamic parameters character-
izing a protein in solution. In this respect, we note that
consensus values for most parameters, even for the
best-characterized proteins, have yet to be reached
(Appendix S1). As structure prediction methods for
large structures and supramolecular complexes based
on solution properties becomes increasingly important
in the postgenomics era, perhaps the time has come
for an initiative aimed at providing “definitive” values
of hydrodynamic parameters for a series of “standard”
proteins, against which modeling algorithms could be
benchmarked.
We have also shown how the accuracy of SOMO-derived models can be further improved by considering
the effect of long, hydrophilic surface side chains. To a
first approximation, models derived from NMR struc-
tures, in which the surface side chains are mostly in an
extended conformation, better reproduced the transla-
tional diffusion data, but performed worse for the rota-
tional relaxation and [η]. On the other hand, models
based on X-ray crystallography derived structures
tended to slightly underestimate the former and overes-
timate the latter two. These observations confirm that
side chain conformational flexibility has much less in-
fluence on overall translational motion than it has on
rotational tumbling (see also Halle and Davidovic,
2003). This has implications for the way X-ray-derived
structures are refined and presented, in line with obser-
vations made by others (Jacobson et al., 2002; DePristo
et al., 2004). In particular, our work supports the sug-
gestion that surface side chains, including those partic-
ipating in intermolecular contacts, should be subjected
to molecular dynamics/energy minimization routines.
Conformational variability should then be reported as
for NMR-derived structures. A full understanding of the
influence of these flexible side chains will, however,
require different computation strategies from the rigid-
body hydrodynamics employed here, perhaps by ex-
tending Brownian dynamics algorithms under develop-
ment for the study of more general segmental motions
(see García de la Torre et al., 2003). In this respect,
SOMO-generated models are an excellent starting
point, since they maintain direct correspondence be-
tween beads and side- and main-chain segments. Ex-
perimental hydrodynamic and structural data for RNase
A and lysozyme mutants in which the surface arginines
have been replaced by shorter side chain amino acids
may further clarify this issue.
The influence of side chain conformation on hydrody-
namics should decrease with increasing protein size,
as suggested by the very good agreement between ex-
perimental and modeled parameters obtained for the
two larger protein structures with very different shapes
reported in this study. SOMO could then become very
useful in the study of the solution conformation of high
M proteins and their complexes. For instance, we arer
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732Hdeveloping models for whole human FG and its platelet
Treceptor, the integrin αIIbβ3 (in collaboration with R.R.
vHantgan and coworkers, see Hantgan et al., 2004). In so
(
doing, one aim is to define a model for their complex. c
Another particularly attractive field is that of modular c
uproteins (see Bork et al., 1996), in which the structures
rof isolated and small ensembles of modules are be-
Wcoming increasingly available while full entities are
much harder to come by, either because of their sheer
size or because of segmental flexibility. SOMO models S
could be used to refine against the hydrodynamics pu- S
tative 3D arrangements of the modules derived from d
other low-resolution structural data by employing either o
mrigid-body or Brownian dynamics algorithms. Missing
(or unresolved segments could be added as sets of ap-
gpropriately positioned beads whose dimensions can be
c
calculated from sequence data (see Spotorno et al.,
1997; Byron, 2000), allowing a much better character-
ization of otherwise hardly tractable structures. A
TExperimental Procedures
A
aGeneral Features of the Algorithm
cWe describe here the principal features of the SOMO bead model-
eing procedure. A more detailed description of its operation and
hprinciples can be found in Appendix S2 and Rai (2001), respec-
ftively. (1) Two beads per residue are initially generated, one for each
Rof the main and side chain segments; (2) the initial volume of each
pbead is set equal to the sum of the constituent atom volumes; (3)
mthe volume of hydration is then added to each bead, based on a
statistical average number of water molecules (of volume of 24 Å3
[Gerstein and Chothia, 1996]) per main or side chain segment R
(Kuntz and Kauzmann, 1974); (4) the position of each main chain R
bead is at the center of mass (CM) of the (CA-C-O)(n)-(NH)(n+1) seg- A
ment (when n+1 is Pro, the n main chain bead is at the CM of the P
(CA-C)(n) segment to reduce the overlap with the Pro side chain
bead); for the side chains, the initial position is specified case by R
case, according to the general rule that the CM is chosen for the
hydrophobic side chains, while the position of the outermost non-H
Aatom (or the CM between the outermost non-H atoms for nonlinear
rside chains) is preferred for hydrophilic side chains; (5) the beads
nare classified as exposed or buried based on the accessible sur-
Aface area of the corresponding main and side chain segments; (6)
aa hierarchical procedure is then applied to remove the overlaps
tbetween the exposed beads representing side chains by either fus-
ing them, if their overlap exceeds a selected threshold, or by pro- A
portionally reducing their radii while optionally moving outwardly t
their centers by the same amount along a line connecting them to A
the macromolecular CM, effectively preserving the original outer m
surface; (7) the overlaps between side and main chain beads and
Bbetween main chain beads are then hierarchically removed by first
sfusing together beads representing side chains and main chain
msegments that overlap by more than another selected threshold,
Band then reducing the main chain bead radii only, without moving
ttheir centers; (8) the remaining overlaps with and between buried
Cbeads are then removed by hierarchical proportional reduction of
the latter; (9) carbohydrate side chains, which are the most hydro- B
dynamically important prosthetic groups, are included and treated W
the same as amino acid side chains; (10) presently, the individual D
chains of one widely used micelle-forming detergent, β-octyl-glu- B
copyranoside (OG), can also be modeled. r
Most parameters relating to bead size and location can be modi-
Bfied by the user, because they are stored in a table that is read by
tthe program (Table 1). However, the parameters apply to all resi-
Bdues of the same kind, so selective modification of a particular
residue is not possible presently. SOMO was written in C++ code B
Gand is currently optimized for computers running under the Linux
operating system. The models can be visualized by using the ancil- p
ilary program Raz, which generates script and coordinate files for
the popular program RasMol. tydrodynamic Parameter Computation
he hydrodynamic parameters were computed by using a modified
ersion of the SUPC program, SUPCW, of the BEAMS suite
Spotorno et al., 1997) running under Linux, using stick boundary
onditions. SUPCW allows the choice of including or excluding the
ontribution of the buried beads from the computation of the “vol-
me correction” (García de la Torre and Rodes, 1983) for either the
otational diffusion and/or [η]. A SUPCW version running under the
indows operating system is also available (SUPCWIN).
upplemental Data
upplemental Data including a critical evaluation of literature hy-
rodynamic data for the test proteins and an extended comparison
f the experimental values with the data computed for different
odels of the same protein with different computational options
Appendix S1), and a more detailed description of the SOMO pro-
rams (Appendix S2) are available at http://www.structure.org/cgi/
ontent/full/13/5/723/DC1/.
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