InferLine: ML Prediction Pipeline Provisioning and Management for Tight
  Latency Objectives by Crankshaw, Daniel et al.
InferLine: ML Inference Pipeline Composition Framework
Daniel Crankshaw, Gur-Eyal Sela, Corey Zumar, Xiangxi Mo
Joseph E. Gonzalez, Ion Stoica, Alexey Tumanov
UC Berkeley RISELab
Abstract
The dominant cost in production machine learning
workloads is not training individual models but serv-
ing predictions from increasingly complex prediction
pipelines spanning multiple models, machine learning
frameworks, and parallel hardware accelerators. Due to
the complex interaction between model configurations
and parallel hardware, prediction pipelines are challeng-
ing to provision and costly to execute when serving in-
teractive latency-sensitive applications. This challenge
is exacerbated by the unpredictable dynamics of bursty
workloads.
In this paper we introduce InferLine, a system
which efficiently provisions and executes ML inference
pipelines subject to end-to-end latency constraints by
proactively optimizing and reactively controlling per-
model configuration in a fine-grained fashion. Unpre-
dictable changes in the serving workload are dynami-
cally and cost-optimally accommodated with minimal
service level degradation. InferLine introduces (1) auto-
mated model profiling and pipeline lineage extraction,
(2) a fine-grain, cost-minimizing pipeline configuration
planner, and (3) a fine-grain reactive controller. Infer-
Line is able to configure and deploy prediction pipelines
across a wide range of workload patterns and latency
goals. It outperforms coarse-grained configuration alter-
natives by up 7.6x in cost while achieving up to 32x
lower SLO miss rate on real workloads and generalizes
across state-of-the-art model serving frameworks.
1 Introduction
The design of systems for machine learning has largely
focused on model training. While training is central to
machine learning research, it is only a small part of pro-
duction machine learning. The dominant cost of pro-
duction machine learning is inference, the process of
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Figure 1: InferLine System Architecture
rendering predictions from trained models. While train-
ing systems run periodically on large static datasets, in-
ference systems must run continuously and render pre-
dictions within tight end-to-end latency budgets and in
response to stochastic and often bursty query arrival
processes. Individual predictions may require giga-flops
of computation and expensive specialized hardware to
meet latency objectives. Indeed, several of the largest
industrial users of machine learning were driven by the
cost of inference to develop custom hardware [9, 17].
As machine learning matures into an engineering
discipline, individual models are being replaced by
complex prediction pipelines spanning data transforma-
tions, multiple off-the-shelf and custom models, condi-
tional logic, and sophisticated post-processing. Predic-
tion pipelines offer the opportunity to improve accu-
racy [3, 6], increase throughput [16, 33], and simplify
model development [4, 28]. For example, by decompos-
ing complex prediction tasks (e.g., speech translation)
into a sequence of simpler prediction tasks (e.g., speech
recognition and text translation), established models
can be reused to develop new functionality. Moreover,
model composition yields the familiar software engi-
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neering benefits of modularity by amortizing the devel-
opment and maintenance cost of models across a wide
range of prediction tasks.
While prediction pipelines simplify model develop-
ment, they substantially complicate inference. Often
prediction pipelines will span multiple machine learning
frameworks and heterogeneous parallel devices (e.g.,
GPUs and CPUs) to render a single prediction. The
large and growing number of parallel hardware accel-
erators including multi-core processors, multiple GPU
generations (e.g., K80, V100), and specialized accelera-
tors (e.g., TPUs [17]) offer the opportunity to improve
throughput and reduce cost. However, to fully lever-
age the parallel hardware, queries must be processed
in batches which can adversely affect latency. Alterna-
tively, the throughput of each component in a pipeline
can be increased by replicating the component across
across multiple parallel devices and distributing queries
among them. However, introducing additional devices
increases prediction costs. Systems for serving predic-
tion pipelines must navigate a complex trade-off space
spanned by latency, throughput, and monetary costs that
depend on per-model choices of (a) parallel hardware,
(b) per-model batching and (c) number of replicas.
The complexity of navigating this configuration space
grows exponentially with each model (stage) in the
pipeline and combinatorially in the hardware types,
per-model batching options, and replication factor. The
need to meet end-to-end latency and throughput re-
quirements fundamentally couples each configuration
decision. For example, increasing the batch size of an
upstream model to maximize parallelism may tighten
the latency requirements of a downstream model and
change its optimal hardware configuration. Thus, global
reasoning is required to optimally configure a prediction
pipeline. Optimal pipeline configuration can have sig-
nificant consequences on end-to-end latency and cost.
For example, optimally configuring a two stage com-
puter vision pipeline resulted in a 7.6X reduction in cost
(Sec. §7.1.1).
The complexity of configuring and serving predic-
tions pipelines is exacerbated by the inherently stochas-
tic and bursty nature of real-world prediction query
streams. A system that has been aggressively tuned
to minimize cost under the assumption of a uniform
arrival process can quickly destabilize under realistic
bursty workloads resulting in frequent missed latency
deadlines. As a consequence, the conventional wis-
dom in production deployments is to over-provision the
pipeline. However, over-provisioning specialized hard-
ware accelerators can be especially costly. In our eval-
uation, we demonstrate that it is possible to dynami-
cally react to observed arrival process burstiness in a
fine-grain, per-model fashion and maintain high levels
of latency SLO attainment while achieving up to 4.2X
reduction in cost.
To address these challenges we propose InferLine—
a high-performance, general purpose system for pro-
visioning and serving prediction pipelines. InferLine
efficiently provisions ML inference pipelines subject
to end-to-end latency constraints by proactively opti-
mizing and reactively controlling per-model configu-
ration in a fine-grain fashion. InferLine combines a
Planner to optimize the initial pipeline configuration
and a Reactive Controller to continuously moni-
tor and tune the pipeline configuration at runtime. The
Planner relies on the end-to-end latency Estimator
model profiles extracted by the Profiler to find a cost
minimizing configuration that meets the latency SLO.
The prediction pipeline is then served by the physical
execution engine with a dynamic, SLO-aware, batched
queuing system. The reactive controller monitors the dy-
namic behavior of the arrival process and extends the
fine-grain per-model configuration control at runtime to
respond to transient variability in demand.
There are two key enabling observations in the design
of InferLine. First, the complex performance character-
istics of individual models can be accurately profiled us-
ing offline training data and combined to estimate end-
to-end pipeline performance across hardware and batch-
ing configurations. This end-to-end performance esti-
mator can then be used to both proactively and reactively
configure the system to minimize cost and meet latency
SLOs. Second, that functional nature of ML inference
naturally supports online reactive scaling through repli-
cation. The resulting contributions of InferLine are: (1)
fine-grain proactive pipeline optimizer that minimizes
pipeline cost while satisfying given query process and
end-to-end latency constraints cost-efficiently, (2) fine-
grain reactive controller algorithm and system artifact
that monitors and adjusts per-model configuration to
maintain high SLO attainment at minimum cost. (3) the
SLO- and heterogeneity-aware batched queuing layer in
the physical execution engine.
We evaluate InferLine across a range of real pipelines
using real models subjected to real query traces span-
ning multiple arrival distributions. We compare Infer-
Line to the state-of-the-art model serving baselines
that (a) use coarse-grain proactive configuration of the
whole pipeline as a unit (e.g., TensorFlow Serving [32],
an open-source model serving system developed at
Google), and (b) state-of-the-art coarse-grain reactive
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mechanisms [10]. Even with the benefit of InferLine’s
deadline-aware, dynamic batching queuing layer, we
find that InferLine significantly outperforms the base-
lines by a factor of up to 7.6X on cost, while maintaining
the highest level of latency SLO attainment.
2 Prediction Pipelines
Prediction pipelines combine multiple machine learn-
ing models and data transformations to support complex
prediction tasks [29]. For instance, state-of-the-art vi-
sual question answering services [1, 21] combine natu-
ral language models for question parsing with computer
vision models to answer to the question.
Prediction pipelines simplify model development by
allowing model developers to reuse models [34] that
have been pre-trained on large well studied bench-
mark datasets or developed internally and used across
the organization. In many cases, a single model (e.g.,
ResNet152 [13]) may be re-used as a feature function
for a wide range of prediction tasks [15]. The output of
these feature functions are then used as inputs to more
robust and easier to train models (e.g., linear models).
By avoiding the need to go through the costly model de-
sign and training process, this form of model reuse can
substantially accelerate application development.
A prediction pipeline can be formally encoded as a
directed acyclic graph (DAG) where each vertex cor-
responds to a model (e.g., a mapping from images to
a list of objects in the image) or some other more ba-
sic data transformation (e.g., extracting key frames from
a video) and each edge represents a data flow. In this
paper we study several (Figure 2) common prediction
pipelines. The photo analysis pipeline, consists of ba-
sic image pre-processing (e.g., cropping and resizing)
followed by image classification using a deep neural
network. The video monitoring pipeline was inspired
by [35] and uses an object detection model to identify
vehicles and people and then performs subsequent anal-
ysis including vehicle and person identification and li-
cense plate extraction on the relevant any images. The
social media prediction pipeline translates and catego-
rizes posts based on both text and linked images by
combining computer vision models with multiple stages
of language model to identify the source language and
translate the post if necessary. Finally, the TF Cascade
pipeline, combines fast and slow models implemented
fully in TensorFlow and invokes the slow model only
when the fast model is uncertain about its prediction.
In both the social media and TF cascade pipelines,
a subset of models are invoked based on the output of
earlier models in the pipeline. This is common pattern
appears in bandit algorithms [3, 20] used for model per-
sonalization as well as more general cascaded prediction
pipelines [2, 12, 22, 30]. Capturing this conditional exe-
cution (corresponding to a sub-graph of the prediction
pipeline DAG) is critical when provisioning and execut-
ing these pipelines.
2.1 Systems Challenges
Prediction pipelines present categorically new chal-
lenges for the design and provisioning of prediction
serving systems. In this section we discuss the key chal-
lenges around parallel hardware accelerators, pipeline
level parallelism, the combinatorial configuration space,
messaging and queuing delays, and the complexities of
meeting tight latency service level objectives (SLOs) un-
der bursty stochastic query loads.
Parallel Hardware Accelerators. Many machine
learning models can be computationally intensive with
substantial opportunities for parallelism. A single deep
neural network may have many stages that can bene-
fit from parallel hardware. In some cases, this paral-
lelism can result in orders of magnitude improvements
in throughput and latency. For example, in our experi-
ments we found that TensorFlow can render predictions
for the relatively large ResNet152 neural network at 0.6
queries per second (QPS) on a CPU and at 191 QPS
on an NVIDIA Tesla V100 GPU (a 300x difference in
throughput). However, not all models benefit equally
from hardware accelerators. For example, many widely
used classical models (e.g., decision trees [7]) can be
difficult to parallelize on GPUs.
Determining the Per-Model Batchsize. In many
cases, to fully utilize the available parallel hardware,
queries must be processed in batches (e.g., ResNet152
required a batch size of 32 to maximize throughput on
the V100). However, processing queries in a batch can
also increase latency. Because most hardware accelera-
tors operate at vector level parallelism, the first query in
a batch is not returned until the last query is completed.
As a consequence, it is often necessary to set a maxi-
mum batch size to bound query latency. However, the
choice of the maximum batch size depends on the hard-
ware and model and can affect the end-to-end latency of
the pipeline.
Pipeline Operator Level Parallelism. In heavy query
load settings it is often necessary to leverage parallelism
at the level of the pipeline to scale-out individual models
and high-fanout stages. Identifying and scaling the bot-
tleneck models is critical to achieving high-throughput
at low cost. Pipelines with high-fanout stages (e.g., en-
sembles of models) can often be accelerated by di-
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Figure 2: Example pipelines for evaluation. We evaluate InferLine on four prediction pipelines that span a wide range of models,
control flow, and input characteristics.
viding compute resources across parallel paths in the
pipeline. However, the optimal placement of resources
depends heavily on the performance characteristics of
each model and the optimal choice of batch size. Fur-
thermore, as we scale the compositions of models, we
quickly discover that individual components scale dif-
ferently, an effect that can be amplified by the use of
conditional control flow within a pipeline causing some
components to be queried more frequently than others.
Combinatorial Configuration Space. Allocating
parallel hardware resources to a single model presents a
complex model dependent trade-off space between cost,
throughput, and latency. This trade-off space grows
exponentially with each model in a prediction pipeline.
Decisions made about the choice of hardware, batching
parameters, and replication factor at one stage of the
pipeline can affect choices at subsequent stages. For
example, trading latency for increased throughput on
one model reduces the latency budget of subsequent
models in the pipeline and as a consequence the feasible
hardware configurations.
Distributed Messaging and queuing. Because pre-
diction pipelines span multiple hardware devices that
run at different speeds and batch sizes, buffering in the
form of queues is needed between stages. However,
queuing adds to the latency of the system. Therefore
queuing delays, which depend on the arrival process and
system configuration, must be considered when provi-
sioning the end-to-end pipeline.
Bursty, Stochastic Query Arrival Process. Finally,
prediction serving systems must respond to bursty,
stochastic query streams while meeting tight latency ob-
jectives. At a high-level these stochastic processes can
be characterized by their average arrival rate λ and their
coefficient of variation, a dimensionless measure of dis-
persion defined by CV = σ
2
µ2 , where σ and µ = 1/λ
are the standard-deviation and mean of the query inter-
arrival time. Processes with higher CV have higher vari-
ability and often require additional over-provisioning
to meet query latency requirements. However, over-
provisioning an entire pipeline on specialized hardware
can be prohibitively expensive. Therefore, it is critical
to be able to identify and provision the hotspots in a
pipeline to accommodate the bursty arrival process. Fi-
nally, as the workload changes, we need mechanisms to
quickly detect and scale up (or down) replicas of indi-
vidual stages in the pipeline.
3 System Design and Architecture
In this section, we provide a high-level overview of
the main system components in InferLine (Fig. 1): the
Profiler, the Planner, the Physical Execution
Engine, and the Reactive Controller. The
Profiler and Planner are run offline and used to
estimate model performance characteristics and opti-
mally provision and configure the system for a given
sample workload and latency SLO. The Physical
Execution Engine then provisions model container
resources according to the configuration produced
by the Planner and hosts pipeline for serving. The
Reactive Controller monitors and detects unex-
pected changes in the arrival process and reactively
adjusts the configuration to meet the latency SLO.
3.1 Pipeline Specification
InferLine serves prediction pipelines by processing a
stream of queries submitted by clients while dynami-
cally adjusting its configuration to meet the specified
end-to-end latency constraints while minimizing cost.
Prediction pipelines in InferLine are implemented as
a stateless driver program that takes as input a query
and returns a prediction. Within this driver function, de-
velopers interleave application-specific code executed
in the driver with asynchronous RPC calls to models
hosted in InferLine. This flexible programming model
addresses the fundamental need for an expressive mech-
anism to compose models, control flow, and data trans-
formations within a prediction pipeline.
To support user defined logic and flexible model com-
position, InferLine allows users to specify their pipeline
in a fully featured Python function. However, in order
to support query planning and scale-out model execu-
tion on different hardware accelerators, InferLine needs
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Figure 3: Example Model Profiles. The preprocess model
has no internal parallelism and cannot utilize a GPU. Thus,
it sees no benefit from batching. Res152 (image classification)
& TF-NMT(text translation model) benefit from batching on a
GPU.
a way to capture statistics about the pipeline call graph
and move model invocation out of the driver process.
InferLine exposes a Python client API backed by a
C++ RPC client that issues queries to the InferLine serv-
ing system. To query an individual model within the
pipeline, the driver program makes an RPC request to
InferLine specifying the model name and providing the
input. The RPC request is then dispatched to one of
the containers (see §3.6) which serves that model. This
RPC request is asynchronous and returns a future so that
pipelines can evaluate multiple models in parallel. Fi-
nally, the futures are used to extract statistics about the
relative frequency of model invocations used for plan-
ning.
3.2 Profiler
The Profiler takes a pipeline driver and and sample
query trace and extracts the logical pipeline structure
as a directed acyclic graph (DAG) of data and control
flow dependencies between models. The Profiler also
creates a performance profile of each of the component
models in the pipeline as a function of model batch size
and hardware.
InferLine uses runtime tracing to infer the pipeline
structure directly from the user-provided driver program
by executing a sample set of queries. The profiler eval-
uates the driver on each of the sample queries, tracing
the lineage of each query as it traverses the pipeline
through the RPC system. The union of all the traced
query lineage graphs forms a single pipeline graph. We
track the frequency of a query visiting each model. This
frequency represents the conditional probability that a
model will be evaluated given a query entering the
pipeline independent of the behavior of any other mod-
els, which we refer to as the scale factor s of the model.
The scale factor is used by the Estimator to estimate
the effects of conditional control flow on latency (§3.4).
The profiler captures model throughput as a function
of hardware type and maximum batch size to create per-
model performance profiles. An individual model con-
figuration corresponds to a specific value for each of
these parameters. Both the batch size and the hardware
type provide mechanisms for exploiting a model’s par-
allelism and offer diminishing returns. The profiler ex-
ploits this property in two ways. First, profiling a single
replica is sufficient, as the models are side-effect free
and scale horizontally. Second, batch sizes are consid-
ered in powers of 2 to detect maximum performance
without the need for linear search.
While we ensure that models have exclusive access
to the CPUs and GPUs allocated to them in their re-
source bundles there are still sources of kernel level con-
tention (e.g., memory allocation or GPU calls) that can
reduce model throughput on a heavily loaded multi-core
machine. To ensure that InferLine’s configurations are
feasible on fully utilized machines, we simulate a load
on the machine by running additional replicas of the
model on the available compute resources during pro-
filing, rather than profiling on an idle machine.
3.3 Planner
The Planner is responsible for the initial pipeline
configuration subject to the end-to-end latency SLO
and the specified arrival process. It sets the three con-
trol parameters for each model in the pipeline using
a globally-aware, cost-minimizing optimization algo-
rithm. The Planner uses the model profiles extracted
by the Profiler to select cost-minimizing steps in
each iteration while relying on the Estimator to check
for latency constraint violations. We cover the algorithm
in §4.
3.4 Estimator
The Estimator is responsible for rapidly estimating
the end-to-end latency of a given pipeline configura-
tion for the sample query trace. It takes as input a
pipeline configuration, the individual model profiles,
and a sample trace of the query workload, and returns
accurate estimates of the latency for each query in the
trace. The Estimator is implemented as a continuous-
time, discrete-event simulator [5], simulating the entire
pipeline, including queuing delays. The simulator main-
tains a global logical clock that is advanced from one
discrete event to the next with each event triggering fu-
ture events that are processed in temporal order. Because
the simulation only models discrete events, we were able
to faithfully simulate hours worth of real-world trace in
hundreds of milliseconds.
5
3.5 Reactive Controller
The Reactive Controller monitors the dynamic
behavior of the arrival process as well as the instan-
taneous end-to-end system performance to adjust per-
model control parameters and maintain high SLO at-
tainment at low cost. More specifically, the Reactive
Controller continuously monitors the current arrival
curve [19] to detect deviations from the planned arrival
process at different timescales simultaneously. By an-
alyzing the timescale at which the deviation occurred,
the Reactive Controller is able to take appropriate
mitigating action to ensure that SLOs are met without
unnecessarily increasing cost. We discuss the Reactive
Controller in more detail in §5 and provide an exten-
sive analysis of its behavior under different arrival pro-
cesses in §7.2.
3.6 Physical Execution Engine
Similar to [8, 14], the Physical Execution Engine
adopts a distributed microservice architecture with an
RPC interface, allowing models to dictate their environ-
ment dependencies and enabling the serving system to
be distributed across a cluster of heterogeneous hard-
ware. Each model replica is hosted in a separate model
container and queried via RPC.
The Physical Execution Engine interposes a
latency-aware batched queuing system to tightly control
how queries are distributed among model replicas. All
requests to a model are placed in a unique centralized
queue for all replicas of that model. To ensure that In-
ferLine is always processing the queries that will expire
first, InferLine uses earliest deadline first (EDF) priority
queues.
When a model replica is ready to process a new batch
of inputs, it requests a new batch from the centralized
queue for that model. The size of the batch is bounded
above by the maximum batch size for the model as con-
figured by the Planner. By employing a pull-based
queuing strategy and imposing a maximum batch size,
InferLine places an upper bound on the time that a query
will spend in the model container itself after leaving the
queue. Furthermore, unlike randomized load-balancing
the deterministic centralized queuing policy allows the
Estimator to accurately estimate queuing latencies.
4 The Proactive Planner Algorithm
At a high-level, the Planner is a cost-minimizing al-
gorithm that iteratively optimizes the pipeline configu-
ration subject to the latency constraints. The Planner
algorithm can be divided into two phases. In the first
phase, it finds a feasible but expensive configuration of
the pipeline that meets the latency constraint to serve as
an initial configuration. In the second phase, the planner
greedily modifies the configuration to reduce the cost
while using the Estimator to ensure that each new
configuration does not violate the latency SLO on the
sample query trace. The algorithm has converged when
it can no longer make any cost reducing modifications
to the configuration without violating the latency SLO.
Initialization: To generate the initial configuration,
the Planner first greedily minimizes pipeline latency
by configuring each model to use the most expensive
available hardware and setting the batch size to one. If
the service time of the pipeline under this configuration
is greater than the SLO then the latency constraint is
infeasible given the available hardware and the planner
terminates. It then iteratively determines the through-
put bottleneck in the pipeline and increases that model’s
replication factor until the model is no longer a bottle-
neck. Once the Estimator indicates that the latency
constraint is met, this stage terminates.
Cost-Minimization: In each iteration of the cost-
minimizing process, the Planner considers three can-
didate modifications for each model: increase the batch
size, decrease the replication factor, or downgrade the
hardware. It evaluates each of these actions on every
model in the pipeline, eliminating candidate actions that
violate the latency SLO according to the Estimator.
The batch size is increased by factors of two to match
the profiled batch sizes. Increasing the batch size only
affects throughput and does not affect cost, and will
therefore only be chosen if no other actions are feasible.
In contrast, decreasing the replication factor directly re-
duces costs by removing container replicas.
The action of downgrading hardware is substantially
more complex than the other two actions, as the batch
size and replication factor for the model must be re-
evaluated to account for the differing batching behavior
of the new hardware. For example, downgrading from a
GPU to a CPU eliminates a significant amounts of par-
allel computation and so retaining the batch size from
the GPU can lead to a large increase in latency. It is
therefore often necessary to reduce the batch size and
increase in replication factor to find a feasible pipeline
configuration. However, the reduction in hardware price
can occasionally compensate for the increased replica-
tion factor. For example, in Fig. 9, the steep decrease
in cost when moving from an SLO of 0.1 to 0.15 can
be largely attributed to downgrading the resource allo-
cation of a language identification model from a GPU to
a CPU.
To evaluate a resource allocation downgrade on a
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Figure 4: InferLine Reactive Controller tracks the
arrival curve (blue) at runtime. X-axis represents ∆t with ex-
ponentially increasing look-back time window. Y-axis counts
queries arrived in the past ∆t time window. A well-behaved
arrival process doesn’t exceed its provisioned arrival curve
at any point. The service curve (red) represents the number
of queries that the system is provisioned to service in ∆t.
The maximum horizontal distance between the arrival and
service curves is the maximum expected queuing delay Tq.
Reactive Controller heuristic algorithm fits a service
curve to the observed arrival curve to cap Tq.
model, we first fix the configurations of the other models
in the pipeline and re-perform the initial configuration
generation phase. The planner then performs a localized
version of the overall cost-minimizing algorithm to find
the batch size and replication factor for the model on the
newly downgraded resource allocation needed to reduce
the cost of the previous configuration. If there is no cost
reducing feasible configuration than the hardware down-
grade action is rejected.
The Planner terminates when no actions can be
taken without violating one of the invariants, and returns
the latest configuration as the final, cost-minimizing
one.
5 Reactive Controller Algorithm
The reactive controller is responsible for runtime mon-
itoring and adjustment of the inference pipeline config-
uration to ensure robustness to the unforeseen dynamics
of the arrival process. Recall that the arrival process may
experience bursts, causing transient overloads, as well as
unexpected changes in the mean arrival rate. The reac-
tive controller algorithm detects when to take reactive
action, which model an action should be applied to, and
what reactive action to take. InferLine’s reactive algo-
rithm leverages techniques from network calculus and
queuing theory.
Detecting change. Detecting when to take an action
is essential to responding quickly while ensuring hys-
teresis. Recall that the pipeline is provisioned to absorb
the burstiness present in the sample query trace (§4).
Naive approaches that react to instantaneous spikes in
the observed arrival rate are too sensitive and would
respond to expected variability in the inter-arrival pro-
cess. On the opposite extreme, tracking changes in the
moving average may help detect changes in the aver-
age arrival rate (λ ), but will miss unexpected increases
in burstiness, which we show are subtle, yet debilitat-
ing §7.2.3).
InferLine’s Reactive Controller maintains a
discretized view of the observed arrival curve (Fig. 4).
The x-axis marks different time intervals ∆t. The y-axis
plots the number of queries arriving in the last ∆t. We
will refer to this as A(δ ti) As the system starts, it ini-
tializes a static reference arrival curve constructed from
the sample arrival process used by the proactive plan-
ner. We will refer to it as Amax(∆t). Intuitively, as long
as the observed A(∆ti) does not exceed Amax(∆ti) for
any ∆ti, the observed arrival process is within the provi-
sioned envelop. Conversely, if A(∆ti) exceed Amax(∆ti)
then a reactive action should be taken. The arrival curve
is tracked by maintaining the query count arriving in the
past ∆t for an exponentially increasing ∆t. This mech-
anism allows us to track changes in the average arrival
rate as A(∆tmax) exceeds Amax(∆tmax) while also detect-
ing changes in burstiness even when the arrival rate
stays constant. This manifests itself as A(∆ti) exceeds
Amax(∆ti) for the first few bucket sizes i.
The choice of the smallest bucket size ∆tmin affects
the sensitivity of the reactive controller. We draw on
intuition from network calculus (Fig. 4(b)) and set the
smallest sized bucket to ∑ Tˆ ms , which is the sum of es-
timated service times Ts for all models m on the critical
path of a query. Ts can be easily monitored at runtime,
but ∆tmin must be set statically by the Planner to cal-
culate Amax(∆ti). Recall from §4 that the planner has ac-
cess to per-model throughput and configures per-model
batch sizes. Given this information, we derive T ms =
bsm
µm ,
where bsm is model m’s batch size, and µm is its profiled
throughput. Thus we set ∆tmin = bsmµm .
Adding model replicas. Second, the activated reac-
tive algorithm decides what reactive action to take. It
takes corrective action limited to changes in the replica-
tion factor per-model. Given A(∆ti), we compute λmax =
maxi
(
A(∆ti)
∆ti
)
, and the new replication factor k′m =
λmax
µm .
In addition, at static planning stage, we calculate ρmax =
λ
km∗µm , where km is the replication factor for model m
and µm is profiled throughput for model m. This pro-
vides maximum model load ρmax at proactive planning
stage. We make sure that k′m >=
λmax
ρmaxµm .
Removing model replicas. The reactive controller
tracks the maximum λ = A(30)30 over the last 30s,
smoothed over a 5 second window. If the reactive con-
troller has not detected any change in A(∆ti)∀i in the last
7
10s, it will recalculate k′m.
6 Experimental Setup
To evaluate InferLine we constructed four representa-
tive prediction pipelines (Fig. 2) that span the funda-
mental model composition patterns. We configure each
pipeline with varying input arrival processes and latency
budgets, and then evaluate the latency SLO attainment
and pipeline cost-effectiveness under a range of both
synthetic and real world workloads. We characterize the
synthetic workloads by their mean request rate (λ ) and
coefficient of variation (CV), evolving these properties
over time within the same workload to add additional
dynamicity to the process. We use the same real world
traces as those used in [10], and compare the InferLine
Reactive Controller to the reactive control algo-
rithm described in that work. We evaluate InferLine on
the four representative pipelines in Fig. 2, using models
trained in a variety of machine learning frameworks in-
cluding PyTorch [25], TensorFlow [31], DarkNet [26],
and OpenALPR [24].
6.1 Baseline Comparison
Current prediction serving systems do not provide first-
class support for prediction pipelines with end-to-end la-
tency constraints. Instead, the individual pipeline com-
ponents are each deployed as a separate microservice
to a prediction serving system such as [8, 14, 32] and
a pipeline is manually constructed by individual calls to
each service. Any performance tuning for end-to-end la-
tency or cost treats the entire pipeline as a single black-
box service and tunes it as a whole. Throughout the ex-
perimental evaluation we refer to this as the Coarse-
Grained baseline. We deploy both the InferLine and
coarse-grained pipelines on the Physical Execution
Engine to eliminate any performance variability caused
by different underlying execution environments.
We adopt the techniques proposed in [10] for both
provisioning and scaling the coarse-grained pipelines.
We profile the entire pipeline as a single black box to
identify the single maximum batch size capable of meet-
ing the SLO. The pipeline is then replicated as a sin-
gle unit to achieve the required throughput as measured
on the same sample arrival trace using by the InferLine
Planner. We evaluate two strategies for determining
required throughput. CG-Mean uses the mean through-
put computed over the arrival trace while CG-Peak de-
termines the peak throughput in the trace computed us-
ing a sliding window of size equal to the SLO. The
coarse-grained reactive controller scales the number of
pipeline replicas using the scaling algorithm described
in [10].
6.2 Physical Execution Environment
We ran all experiments in a distributed cluster on Ama-
zon EC2. In all experiments, the pipeline driver client
was deployed on an m4.16xlarge instance which has
64 vCPUs, 256 GiB of memory, and 25Gbps networking
across two NUMA zones. We used large client instance
types to ensure that network bandwidth from the client
is not a bottleneck in the experiments. The models were
deployed to a cluster of up to 16 p2.8xlarge GPU
instances. This instance type has 8 NVIDIA K80 GPUs,
32 vCPUs, 488.0 GiB of memory and 10Gbps network-
ing all within a single NUMA node. All instances were
running Ubuntu 16.04 with Linux Kernel version 4.4.0.
When deploying a pipeline configured by the
Planner, the queuing system was deployed on the same
instance as the client while the model replicas were ran-
domly distributed across the GPU instances. When de-
ploying the coarse-grained baselines, an entire pipeline
replica (queues and all model containers) were deployed
to the same instance to minimize network overhead.
6.3 Workload Setup
We generated the traces by sampling inter-arrival times
from a Gamma distribution with differing mean β to
vary the ingest rate, and coefficient of variation CV to
vary the workload burstiness. When reporting perfor-
mance on a specific workload as characterized by β and
CV, a trace for that workload was generated once and
reused across all comparison points to provide a more
direct comparison of performance. We generated sepa-
rate traces with the same performance characteristics for
profiling and evaluation to avoid overfitting to the sam-
ple trace.
To generate synthetic time-varying workloads, we
evolve the workload generating function between differ-
ent Gamma distributions over a specified period of time,
the transition time. This allows us to generate workloads
that vary in mean throughput, CV, or both, and thus eval-
uate the performance of the Reactive Controller
under a wide range of conditions.
In Fig. 7 we evaluate InferLine on traces derived from
real workloads studied in [10]. To derive traces from
these workloads, we re-scaled the max throughput to
300 QPS, the maximum throughput supported by the
coarse-grained pipelines on a 16 node cluster. We then
iterated through each of the mean throughputs in the
workload and sample from a Gamma distribution with
CV 1.0 for 30 seconds. We use the first 15 minutes of
the trace for planning, and the remaining 45 minutes for
evaluation.
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7 Experimental Evaluation
In this section we evaluate InferLine’s end-to-end per-
formance. We start with an all-in validation that a
fine-grained approach to heterogeneous ML inference
pipeline configuration is needed, both for proactive
planning and reactive control (§7.1). We then per-
form a sensitivity analysis through a series of micro-
benchmarks aimed at gauging InferLine’s robustness to
the dynamics of the arrival process (§7.2). We find that
InferLine is robust to unplanned changes in the arrival
rate as well as unexpected inter-arrival bursts. We then
perform an ablation study to show that the system ben-
efits from both (a) fine-grain proactive planning and (b)
fine-grain reactive control (§7.3). We conclude by show-
ing that InferLine generalizes to other prediction serving
systems (§7.4).
7.1 End-to-end Evaluation
We first establish that fine-grain control for InferLine’s
proactive (§7.1.1) and reactive (§7.1.2) components out-
performs state of the art coarse-grain pipeline-level con-
figuration alternatives in an end-to-end evaluation. In-
ferLine is able to achieve the same throughput at sig-
nificantly lower cost, while maintaining zero or close
to zero latency SLO miss rate. Coarse-grain replication
necessarily amplifies the cost of any imbalances in the
pipeline.
7.1.1 Proactive fine-grain control
In the absence of a globally reasoning planner (§4), the
options are limited to either (a) provisioning for the peak
(CG Peak), or (b) provisioning for the mean (CG Mean).
We compare InferLine to these two end-points of the
configuration continuum across 2 pipelines (Fig. 5 and
Fig. 6). InferLine meets latency SLOs at the lowest cost.
CG Peak meets SLOs, but at much higher cost, particu-
larly for burstier workloads. And CG Peak is not pro-
visioned to handle bursty arrivals and results in high
SLO miss rates. This result is exacerbated by higher
burstiness and lower SLO. Furthermore, the InferLine
planner consistently finds lower cost configurations than
both coarse-grained provisioning strategies and is able
to achieve up to a 7.6x reduction in cost by minimizing
pipeline imbalance.
7.1.2 Reactive fine-grain control
InferLine is also able to (1) maintain a negligible SLO
miss rate, and (2) and reduce cost by up to 4.2x
when compared to the state-of-the-art approach [10]
when handling unexpected changes in the arrival rate
and burstiness. In Fig. 7 we evaluate the Social Me-
dia pipeline on 2 traces derived from real workloads
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Figure 5: Proactive Planning for Image Processing.
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Figure 6: Proactive Planning for Video Monitoring. CG-
Peak was not evaluated on λ > 300 because the configurations
exceeded cluster capacity.
studied in [10]. InferLine finds a configuration more
than 5x cheaper than the coarse-grained provision-
ing (Fig. 7(a)). Both systems achieve near-zero SLO
miss rates throughout most of the workload, when the
big spike occurs we observe that the InferLine’s reac-
tive controller works as described in §5. As soon as the
spike dissipates, InferLine scales the pipeline down to
maintain a cost-efficient configuration. In contrast, the
coarse-grained reactive controller operates much slower
and, therefore, is ill-suited for reacting to rapid changes
in the request rate of the arrival process.
In Fig. 7(b), InferLine scales up the pipeline smoothly
and recovers rapidly from an instantaneous spike, unlike
the CG baseline. Furthermore, as the workload drops
quickly after 1000s, InferLine rapidly responds by shut-
ting down replicas to reduce cluster cost. At the end of
the workload InferLine and the coarse-grained pipelines
converge to similar costs due to the low terminal request
rate which hides the effects of pipeline imbalance.
We further evaluate the differences between the In-
ferLine and coarse-grained reactive controllers on a
set of synthetic workloads with increasing arrival rates
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Figure 7: Performance comparison of the reactive control algorithms on traces derived from real workloads. These are the
same workloads evaluated in [10] which forms the basis for the coarse-grained baseline.
in Fig. 8. We observe that the arrival curve monitoring
described in §5 enables InferLine to detect the increase
in arrival rate earlier and therefore scale up the pipeline
in time to maintain a low SLO miss rate. In contrast, the
coarse-grained reactive controller only reacts to the in-
crease in request rate at the point when the pipeline is
overloaded and therefore reacts when the pipeline is al-
ready in an infeasible configuration. The effect of this
delayed reaction is compounded by the longer provi-
sioning time needed replicate an entire pipeline, result-
ing in the coarse-grained baselines being unable to re-
cover before the experiment ends. They will eventually
recover as we see in Fig. 7 but only after suffering a pe-
riod of 100% SLO miss rate.
7.2 Sensitivity Analysis
We evaluate InferLine’s sensitivity and robustness in
its two major building blocks: its proactive Planner
and the Reactive Controller. We show that the
Planner is robust to varying arrival rates, latency
SLOs, and burstiness factors. For the reactive controller,
we analyze InferLine’s sensitivity to changes in the ar-
rival process.
7.2.1 Proactive: Optimizer Sensitivity
InferLine’ Planner performs well under varying load,
burstiness, and end-to-end latency SLOs. We observe
three important trends in Fig. 9. First, increasing bursti-
ness (from CV=1 to CV=4) requires more costly con-
figurations as the optimizer provisions more capacity to
ensure that transient bursts do not cause the queues to
diverge more than the SLO allows. We see this trend
over a range of different arrival throughputs. We also see
the cost gap narrowing between CV=1 and CV=4 as the
SLO increases. As the SLO increases, additional slack
in the deadline can absorb more variability in the arrival
process. Second, the cost generally decreases as a func-
tion of the latency SLO, enabling deadline vs. cost trade-
offs at the application level by using InferLine Planner
to quantify this tradeoff. While this downward cost trend
generally holds, the optimizer occasionally finds sub-
optimal configurations, as it makes locally optimal de-
cisions to change a resource assignment. Third, the cost
increases as a function of expected arrival rate.
7.2.2 Reactive: Arrival Rate Sensitivity
A common type of unpredictable behavior is a change in
the arrival rate. We compare the behavior of the system
with and without its reactive controller enabled as the
arrival process changes from the provisioned 150qps to
250qps. We vary the rate of arrival throughput change
τ . InferLine is able to maintain the SLO miss rate close
to zero while matching or beating two alternatives: (a)
a proactive-only planner given the oracular knowledge
of the whole arrival trace a priori, and (b) a proactive-
only planner that doesn’t respond to change. Indeed, in
Fig. 10, InferLine continues to meet the SLO, and in-
creases the cost of the allocation only for the duration
of the unexpected burst. The oracular proactive planner
provisions the whole pipeline with the knowledge of the
bursty behavior and is equipped with ability to tune all
three control knobs (§3.1). The proactive-only planner
without oracular knowledge starts missing latency SLOs
as soon as the ingest rate increases.
7.2.3 Reactive: Burstiness Sensitivity
A less obvious but potentially debilitating change in the
arrival process is an increase in its burstiness, while
maintaining the same mean arrival rate. This type of ar-
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Figure 8: Performance comparison of the reactive control algorithms on synthetic traces with increasing arrival rates.
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Figure 9: Planner sensitivity: Variation in configuration
cost across different arrival processes and latency SLOs.
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Figure 10: Sensitivity to arrival rate changes.
rival process change is also harder to detect, as the com-
mon practice is to look at moments of the distribution,
such as the mean or 99th percentile latency. In Fig. 11
we show that InferLine is able to detect deviation from
expected arrival burstiness and react to meet the latency
SLOs.
7.3 Attribution of Benefit
InferLine benefits from (a) fine-grain proactive plan-
ning and (b) fine-grain reactive planning. Thus, we
evaluate the following comparison points: coarse grain
proactive (CG Pro), fine-grain proactive (FG Pro), fine-
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Figure 11: Sensitivity to arrival burstiness changes.
grain proactive with coarse-grain reactive (FG Pro +
CG React), and fine-grain proactive with fine-grain re-
active (FG Pro + FG React), building up from pipeline-
level configuration to the full feature set InferLine
provides. Fine-grained proactive planner reduces the
cost of the initial pipeline configuration by more than
3x (Fig. 12), but starts missing latency SLOs when the
request rate increases. Adding the reactive controller
(FG Pro + CG React) adapts the configuration, but too
late to completely avoid SLO misses. It recovers faster
than proactive-only options. The fine-grain reactive con-
troller meets all SLOs, illustrating the need for both the
Planner for initial cost-efficient pipeline configuration,
and the Reactive Controller to promptly and cost-
efficiently adapt.
7.4 Generality
The contributions of this work extend generalize to dif-
ferent physical serving engines. Here we layer the In-
ferLine planning and queuing layers on top of Tensor-
flow Serving (TFS)—a state-of-the-art model serving
framework developed at Google. In this experiment, we
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Figure 12: Attribution of benefit between the InferLine re-
active and proactive components.
0 50 100 150 200 250
Throughput (qps)
0
2
4
6
C
os
t (
$/
hr
)
0 50 100 150 200 250
Throughput (qps)
0.0
0.5
1.0
SL
O
 M
is
s R
at
e
InferLine
TFS-InferLine
(a) SLO 0.15
0 50 100 150 200 250
Throughput (qps)
0
2
4
6
C
os
t (
$/
hr
)
0 50 100 150 200 250
Throughput (qps)
0.0
0.5
1.0
SL
O
 M
is
s R
at
e
InferLine
TFS-InferLine
(b) SLO 0.3
Figure 13: Comparison of InferLine’s planner running on
our serving engine and on TensorFlow-Serving.
achieve the same low latency SLO miss rate as Infer-
Line. This indicates the generality of the planning al-
gorithms used to configure individual models in Infer-
Line. In Fig. 13 we show both the SLO attainment rates
and the cost of pipeline provisioning when running In-
ferLine on our in-house physical execution engine and
on TFS. The cost of the latter is slightly worse due to
the additional overhead of TFS RPC serialization. TFS
uses gRPC [11] for communication which requires an
additional copy of the inputs and outputs of a model,
while our serving engine uses an optimized zero-copy
RPC implementation.
8 Related Work
A number of recent efforts study the design of generic
prediction serving systems [4, 8, 32]. TensorFlow Serv-
ing [32] is a commercial grade prediction serving sys-
tem primarily designed to support prediction pipelines
implemented using TensorFlow [31]. Unlike InferLine,
TensorFlow Serving adopts a monolithic design with
the pipeline orchestration living within a single pro-
cess. Thus, TensorFlow Serving is able to introduce
performance optimizations like operator fusion across
computation stages to reduce coordination between
the CPU and GPU at the expense of fine-grain, in-
dependent model configuration. Baylor et al. [4] ex-
tend TensorFlow-Serving to support the larger machine
learning life-cycle, adding more support for basic data
transformations and multitenancy in the serving system.
However, neither TensorFlow-Serving nor [4] support
SLO constraints.
Alternatively, Clipper [8] adopts a more distributed
design, similar to InferLine. Like InferLine, each model
in Clipper is individually managed, configured, and de-
ployed in a separate Docker container. This design im-
proves isolation across models at the expense of greater
data movement. However, Clipper does not directly sup-
port prediction pipelines or reasoning about latency
deadlines across model composition. It also does not
dynamically scale deployments in response to changing
workloads.
Mirhoseini et al. [23] use RL to automatically opti-
mize hardware placement for deep learning in heteroge-
neous hardware environments. However, this work fo-
cuses on model placement for training, not prediction
serving. These techniques could potentially be extended
to prediction serving, but require substantial training.
Zhang et al. [35] explore the design of a stream-
ing video processing system in the VideoStorm project.
VideoStorm adopts a distributed design with pipeline
operators provisioned across compute nodes and ex-
plores the combinatorial search space of hardware and
model configurations. However, VideoStorm relies on
the pipeline developer to supply their own model con-
figuration control parameters while InferLine automati-
cally determines resource type and batching.
A large body of prior work leverages profiling
to inform better scheduling. Workflow-aware schedul-
ing, however, is a relatively recent phenomenon, in-
cluding SLURM-integrated HPC scheduler published
in 2017 [27] and Morpheus [18]. In contrast, Infer-
Line heavily exploits the compute-intensive and side-
effect free nature of ML models to estimate end-to-end
pipeline performance based on individual model pro-
files.
Autoscale [10] offers a comprehensive literature re-
view of a body of work aimed at automatically scaling
the number of servers reactively, subject to changing
load in the context of web services. Autoscale works
well for single model replication without batching. It
assumes bit-at-a-time instead of batch-at-a-time query
processing. We borrow the Autoscale state-of-the-art
scaling mechanism for configuring the replication fac-
tor for coarse-grain reactive baselines. We find that the
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fine-grained reactive control proposed far outperforms
the coarse-grain reactive pipeline replication based on
Autoscale (§7.1.2).
9 Conclusion
Configuring and serving sophisticated prediction
pipelines across heterogeneous parallel hardware while
minimizing cost and ensuring SLO attainment presents
categorically new challenges in system design. In
this paper we introduce InferLine—a system which
efficiently provisions and executes prediction pipelines
subject to end-to-end latency constraints by proactively
optimizing and reactively controlling per-model con-
figurations. We leverage the predictability performance
scaling characteristics of machine learning models to
enable accurate end-to-end performance estimation and
proactive cost minimizing pipeline configuration. In
addition, by exploiting the side-effect free, functional
nature of machine learning models we are able to re-
actively adapt pipeline configurations to accommodate
changes in the query workload. InferLine builds on
three main contributions: (a) the fine-grain proactive
planning algorithm for pipeline configuration (§4),
(b) the fine-grain, robust reactive algorithm to adapt
to unexpected changes in load (§5), (c) the SLO-
and heterogeneity-aware batched queuing layer of the
physical execution engine (§3), to achieve the com-
bined effect of cost-efficient heterogeneous inference
pipelines that can be deployed to serve applications
with a range of tight end-to-end latency objectives. As
a result, we achieve up to 7.6x improvement in cost
and 32x improvement in SLO attainment for the same
throughput and latency objectives over state-of-the-art
alternatives.
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