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Abstract
In this paper, we present and compare functional and spatio-temporal (Sp.T.) kriging ap-
proaches to predict spatial functional random processes (which can also be viewed as Sp.T. random
processes). Comparisons with respect to computational time and prediction performance via func-
tional cross-validation is evaluated, mainly through a simulation study but also on two real data
sets. We restrict comparisons to Sp.T. kriging versus ordinary kriging for functional data (OKFD),
since the more flexible functional kriging approaches, pointwise functional kriging (PWFK) and
functional kriging total model, coincide with OKFD in several situations. We contribute with new
knowledge by proving that OKFD and PWFK coincide under certain conditions.
From the simulation study, it is concluded that the prediction performance for the two kriging
approaches in general is rather equal for stationary Sp.T. processes, with a tendency for functional
kriging to work better for small sample sizes and Sp.T. kriging to work better for large sample sizes.
For non-stationary Sp.T. processes, with a common deterministic time trend and/or time varying
variances and dependence structure, OKFD performs better than Sp.T. kriging irrespective of
sample size. For all simulated cases, the computational time for OKFD was considerably lower
compared to those for the Sp.T. kriging methods.
Keywords: Prediction, Spatial functional random processes, Functional kriging, Spatio-temporal
kriging.
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1 Introduction
In many fields, such as environmental, forestry, climatology, meteorology and medical sciences, the
spatial variation of objects in the form of curves are of interest to study. It could e.g. be ocean
temperature, salinity or other variables measured over time (or at different depths) at a set of spatial
locations. With today’s modern technology and huge storage capability, it is in principle possible to
observe entire curves by recording them over a dense raster of time (depth) points. In particular it may
be of interest to predict a curve at a new spatial location given that such curves have been observed
at n other locations by utilizing the information inherent in the spatial dependence between curves.
Kriging predictors have a long history of being used to predict objects at new locations based on
information observed at a set of other locations, especially for objects that are real- or vector-valued,
see e.g. Chiles and Delfiner (2009), Cressie (2015), Cressie and Wikle (2015), and references therein.
Functional kriging predictors, used when the objects are functions with infinite dimension, was initially
discussed by Goulard and Voltz (1993), and further proposed by e.g. Giraldo et al. (2010, 2011) and
Nerini et al. (2010). In these papers, the expected value of the curves is assumed to be independent of
the spatial location, so called ordinary functional kriging. More recently, e.g. Caballero et al. (2013),
Menafoglio et al. (2013), Ignaccolo et al. (2014), and Reyes et al. (2015) has investigated functional
kriging methods where the expected value of the curves may also depend on location.
A kriging predictor is a weighted sum of the objects observed at the n spatial locations, defined
to be the best linear unbiased predictor (BLUP) minimizing the mean squared prediction error. The
optimal kriging weights are functions of the (spatial) dependence structure of the objects, which in
practice needs to be estimated. Typically estimators of the dependence structure rely on stationarity
assumptions, unless parametric and distributional assumptions are made.
Here, two kriging approaches to predict spatial functional random processes are compared. A
functional random process is a process with stochastic functional objects (curves) χs = χs(t), t ∈ T
over the ”time” domain T at each spatial location s ∈ D. Given that the process has been observed at
n different locations, a curve at a new location s0, can be predicted by a functional kriging approach,
i.e. as a linear combination of the n observed curves. A spatial functional process can also be viewed as
a spatio-temporal (Sp.T.) random process {Z(s, t) = χs(t), (s, t) ∈ D×T}, and hence, a Sp.T. kriging
approach could also be used. The curve χs0(t), t ∈ T would then be predicted at a dense grid of values
over T , based on linear combinations of a time-grid of values over the observed curves. The question
of which approach, functional or Sp.T. kriging, should be used to analyze a particular data set is an
important one (with no closed answer), as pointed out by Delicado et al. (2010). In this paper we
compare the two approaches with respect to prediction performance and computational time, mainly
by a simulation study and on two real data sets. Prediction performance is evaluated by functional
cross-validation.
In Section 2 notation and definitions are given. Section 3 presents the functional and Sp.T. kriging
approaches, including how to estimate the dependence structure. We also discuss how the functional
kriging methods relate to each other, and under which circumstances they may coincide. In particular
we state conditions under which the two functional kriging methods ordinary kriging for functional
data and pointwise functional kriging coincide, with proofs given in Appendix A. A simulation study,
comparing the two kriging approaches, is presented in Section 4, see also Appendix B. Both kriging
approaches are applied to the Canadian temperature data (previously analyzed e.g. by Giraldo (2009),
Giraldo et al. (2010) and Menafoglio et al. (2013)) and to salinity in seawater data (previously analyzed
e.g. by Reyes et al. (2015) and Romano et al. (2015)), see Section 5. A discussion and concluding
remarks are found in Section 6.
2 Preliminaries
A spatial functional random process {χs : s ∈ D ⊂ Rd} (Delicado et al., 2010; Giraldo et al., 2010), is
a process where, for each given s ∈ D, the observed random element is a functional random variable,
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χs, taking values in an infinite dimensional space (or function space). We will consider the case where
χs for every fixed s is a real-valued function, χs(t), t ∈ T ⊂ R, from the compact set T to R and with
s ∈ D ⊂ R2. It is usually assumed that the realizations of the curves (functions) χs(t), t ∈ T, s ∈ D
belong to a separable Hilbert space H of square integrable functions defined on T .
A spatial functional random process is second-order stationary if for each t ∈ T the correspond-
ing spatial random process {χs(t), s ∈ D} is second-order stationary. For (second-order) stationary
functional processes, the covariance function (covariogram) satisfies Cov[χs(r), χv(t)] = C(s− v, r, t),
which can be described by the variogram
V [χs(r)− χv(t)] = 2γ(s− v, r, t),
via the relation
C(s− v, r, t) = σ2(r) + σ2(t)− γ(s− v, r, t), (1)
where σ2(t) = V [χs(t)]. Our main focus is on second-order isotropically stationary spatial functional
random processes, satisfying
(i) E[χs(t)] = m(t) and V [χs(t)] = σ
2(t) ∀s ∈ D and ∀t ∈ T, (2)
(ii) Cov[χs(r), χv(t)] = C(‖s− v‖, r, t) ∀s, v ∈ D and ∀r, t ∈ T ,
where ‖·‖ denotes the (Euclidean) distance measure. For any given t ∈ T , γt(h) := V [χs(t)−χv(t)]/2,
h = ‖s − v‖, is the semivariogram of the spatial random process {χs(t) : s ∈ D}. In order to ensure
that V [
∑n
i=1 liχsi(t)] ≥ 0 for any set of constants l1, . . . , ln ∈ R,n = 1, 2, ..., the variogram (as a
function of h) needs to be a conditional negative definite function and the covariogram needs to be a
positive definite function, see e.g. Cressie (2015).
A spatial functional random process can also be viewed as a Sp.T. process Z(s, t) = χs(t), where
Z(s, t) takes values in R, and is mapped from (s, t) ∈ D × T , cf. Cressie and Wikle (2015). A Sp.T.
process is said to be second-order stationary and spatially isotropic if
(i) E[Z(s, t)] = m and V [Z(s, t)] = σ2Z ∀s ∈ D and ∀t ∈ T, (3)
(ii) Cov[Z(s, r), Z(v, t)] = CZ(‖s− v‖, | r − t |) ∀s, v ∈ D and ∀r, t ∈ T .
Note that the class of stationary Sp.T processes is a subset of the class of stationary functional random
processes, since a stationary Sp.T. process implies that the corresponding functional random process
also is stationary, while the opposite may not be true.
3 Kriging prediction
In this section two kriging approaches to predict spatial functional random processes are described.
Section 3.1 presents different functional kriging methods, and under which circumstances they may
coincide. Section 3.2 describes the Sp.T. kriging approach. A way to evaluate prediction performance
using functional cross-validation is given in Section 3.3.
3.1 Functional kriging
For the presentation below, unless otherwise stated, we will assume that the spatial functional random
process is second-order stationary and isotropic. Within the functional kriging framework, it is of
interest to predict the complete random function χs0(t), t ∈ T , at a new location s0, given that a
sample of random functions has been observed at n different locations, s1, . . . , sn. A functional kriging
predictor, χˆs0(t), t ∈ T , is defined to be the best linear unbiased predictor (BLUP) minimizing the
mean integrated squared error (MISE)
MISE(s0) = E
[ ∫
T
(χˆs0(t)− χs0(t))2dt
]
. (4)
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3.1.1 Ordinary kriging for functional data
Goulard and Voltz (1993) proposed one of the first functional kriging predictors, the so called curve
kriging predictor
χˆs0(t) =
n∑
i=1
λiχsi(t), t ∈ T. (5)
This predictor was further discussed by Giraldo et al. (2007, 2011) and there given the name of ordinary
kriging for functional data (OKFD). The optimal kriging weights λ1, ..., λn ∈ R are chosen such that
MISE(s0) is minimized given that the predictor is unbiased. It turns out that the optimal λi’s only
depend on the (isotropic) trace-semivariogram, being defined as
γ(hij) =
1
2
E
[ ∫
T
(χsi(t)− χsj (t))2dt
]
=
∫
T
γt(hij)dt, ∀si, sj ∈ D, (6)
where hij = ‖si − sj‖. The second equality holds by Fubini’s theorem under the assumption that the
realizations of the random functions are square integrable. For a detailed derivation of the optimal
weights, see Giraldo et al. (2011). The trace-semivariogram often satisfies the properties of a classical
semivariogram, being a conditional negative definite function (Menafoglio et al., 2013).
The trace-variogram is in practice unknown and therefore needs to be estimated from the data.
Under assumption (2), a (consistent) method of moments estimator of the trace-semivariogram (6)
can be formed for a set of h-values as
γˆ(h) =
1
2|N(h)|
∑
i,j∈N(h)
∫
T
(χsi(t)− χsj (t))2dt, (7)
where N(h) = {(si, sj) : ‖si − sj‖ = h}, and |N(h)| is the number of distinct elements in N(h). For
irregularly spaced observations, it is rare to have several pairs of observations separated at exactly
distance h and then N(h) is modified to {(si, sj) : ‖si − sj‖ ∈ (h − , h + )}, with  > 0 being some
small positive value, in order to obtain a more stable estimate. To obtain a valid (variogram) estimate
for any h, a parametric variogram model γ(h | θ), e.g. the spherical, exponential or stable model,
is fitted to a set of estimated values {γˆ(hl), hl}, l = 1, ..., L, by a least squares method, cf. Cressie
(2015). Here, the ordinary least squares (OLS) method is used to estimate θ.
The random functions, χsi(t), are typically observed only at a finite number of time points
ti1, . . . , timi , i = 1, . . . , n. Goulard and Voltz (1993) suggested to fit a parametric model χsi(·, αi)
to the observed values and replace χsi(t) by χsi(t, αˆi) in (5) and (7). A non-parametric approach was
suggested by Giraldo et al. (2011), where the observed random functions are represented (approxi-
mated) by linear combinations of p known basis functions, B(t) = (B1(t), . . . , Bp(t))
ᵀ, as
χ˜si(t) =
p∑
k=1
aikBk(t) = a
ᵀ
i B(t). (8)
The basis functions could e.g. be B-splines, Fourier basis, or wavelets. The coefficients (ai’s) can
typically be determined by the least squares method. Giraldo et al. (2011) suggested to chose the
number of basis functions p by cross-validation. In the final ordinary kriging predictor (5), the esti-
mated trace-variogram values are plugged into the kriging weights (λi’s), and the χ˜si(t)’s replacing
the χsi(t)’s.
3.1.2 Pointwise functional kriging
Giraldo et al. (2008, 2010) suggested the point-wise functional kriging predictor (PWFK), to allow
more flexibility than the OKFD predictor (5). It allows the λi’s to depend on t, and is defined as
χˆs0(t) =
n∑
i=1
λi(t)χsi(t), t ∈ T.
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The best linear unbiased predictor minimizing the mean squared integrated prediction error is found
by choosing the λi(t)-functions such that (4) is minimized subject to the unbiasedness constraint of the
predictor,
∑n
i=1 λi(t) = 1, for all t ∈ T. In order to solve the optimization problem, the λi(t)-functions
are represented by a linear combination of K known basis functions,
λi(t) =
K∑
k=1
bikBλk(t) = b
ᵀ
i Bλ(t), i = 1, ..., n, (9)
where the bi’s are to be determined. Moreover, the χsi(t)’s are represented as in (8), implying that
E[χsi(t)] = E[ai]
ᵀB(t) and Cov[χsi(t), χsj (u)] = B(t)
ᵀCov[ai,aj ]B(u). The optimization problem
then reduces the infinite dimensional problem to a multivariate geostatistics problem. Given that the
weights satisfy (9), the unbiasedness condition implies that
n∑
i=1
λi(t) =
n∑
i=1
bᵀi Bλ(t) = c
ᵀBλ(t) = 1, for all t ∈ T, (10)
where c =
∑n
i=1 bi. Hence, only basis functions Bλ(t) that satisfy (10) for some constant vector c give
admissable solutions to the kriging optimization problem. When Bλ(t) are B-splines, (10) is fulfilled
when c = 1, and for Fourier basis functions when c = (1, 0, . . . , 0)ᵀ. In fact any set of basis functions
where one (the first say) basis function is a constant, Bλ1(t) = k, satisfies (10) for c = (1/k, 0, . . . , 0)
ᵀ.
The full derivation of the equation system to be solved in order to find the bi’s, for admissable choices
of Bλ(t) satisfying (10), is given by Giraldo et al. (2010) when Bλ(t) = B(t), and for general Bλ(t) in
Appendix A.
The bi’s turn out to be functions of the covariances between the various ai’s, which in practice
are not known and thus need to be estimated. If ai = a(si), and a(s) = [a1(s), . . . , ap(s)]
ᵀ is a p-
variable second-order isotropically stationary spatial random field for all s ∈ D, with E[a(s)] = ma
and Cov[a(si),a(sj)] = Σ(‖si − sj‖) = {ckl(hij)} ∈ Rp×p, where ckl(hij) = Cov[ak(si), al(sj)],
hij = ‖si − sj‖, it follows that {χs(t) = a(s)ᵀB(t), s ∈ D, t ∈ T} satisfies (2). Under this assumption
Giraldo et al. (2010) suggest estimating the covariograms and crosscovariograms (the ckl(·)’s) via a
linear model of coregionalization (Goulard and Voltz, 1992). This means that a(s) can be expressed
as a(s) = Pr(s) where P ∈ Rp×q and r(s) = (r1(s), . . . , rq(s))ᵀ are q latent univariate (second-order
isotropically stationary) random fields, typically assumed to be independent. Given available data,
ai = a(si), i = 1, . . . n, the ckl(·)’s (and P) can be estimated using the R-package gstat (Pebesma,
2004). In order to perform the estimation, the value of q and the variogram models of the ri(s)’s need
to be specified.
The PWFK may have the potential to give better prediction performance than OKFD since it
allows more flexible kriging weights. In which situations this could be true is still not completely
known. In the following proposition (see Appendix A for the proof) we have confirmed situations in
which PWFK and OKFD do coincide.
Proposition 3.1. Suppose that the χsi(t)’s can be represented by (8) and that ai = a(si) follows a
linear model of coregionalization with q independent second-order stationary latent univariate spatial
random fields with common variogram. Further assume that the Bλ(t)’s satisfy (10) for some constant
vector c, and that the inverse of the matrix G exists, where
G =
∫
T
Bᵀ(t)PPᵀB(t)Bλ(t)B
ᵀ
λ(t)dt.
Then the optimal kriging weights (9) of PWFK that minimizes (4) satisfy λi(t) = λi, with bi = λic,
for all i = 1, . . . , n, and thus coincide with those of OKFD.
Giraldo et al. (2010) kindly permitted us to use their R-code to estimate and predict PWFK
models. On all simulated and real data sets we considered, the computational time for PWFK turned
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out to always be substantially larger than for OKFD, estimated by the R-package geofd (Giraldo et al.,
2012). Furthermore, we found a bug in their code, related to the numerical integration part. After
correction of this bug, the estimated PWFK kriging weights always became constant (i.e. λi(t) = λi)
when Bλ(t) = B(t) were cubic B-splines or Fourier basis functions.
3.1.3 Functional kriging total model
Giraldo (2009, 2014), and independently Nerini et al. (2010), proposed a third functional kriging
method, that allows to use all time points of the observed functions in the prediction of χs0(t), t ∈ T .
The method is called the functional kriging total model (FKTM), and the predictor is defined as
χˆs0(t) =
n∑
i=1
∫
T
λi(t, v)χsi(v)dv, t ∈ T. (11)
This modeling approach is coherent with the functional linear model for functional responses (total
model) introduced by Ramsay and Silverman (2005). Assuming that the random functions χsi(t)’s
satisfy (8) and that the kriging weights satisfy
λi(t, v) =
p∑
k=1
p∑
l=1
clikBk(t)Bl(v) = B(t)
ᵀCiB(v), i = 1, ..., n,
Giraldo (2014) proposed a way to determine the λi(t, v)’s (i.e. the Ci’s) such that the predictor (11)
is unbiased and minimizes (4). Also here, the Ci’s turn out to be functions of the covariances between
the various ai’s, which in practice are not known and can be estimated as proposed in Section 3.1.2.
See Giraldo (2014) for more detailes. The FKTM method is computationally heavy compared to
OKFD, just like the PWFK method (Giraldo, 2009). Moreover, Menafoglio and Petris (2016) showed
that if the realizations of χs(t) belong to the Hilbert space of square integrable functions on T , and
the functional second-order stationary random process is Gaussian, then the kriging weights of FKTM
and OKFD agree a.s. for any orthonormal base B(t).
3.2 Spatio-temporal kriging
Since a spatial functional process also can be viewed as a Sp.T. process, Z(s, t) = χs(t), taking values
in (s, t) ∈ D × T , it could also be predicted by Sp.T. kriging methods. Given the observed values
Z(si, tij), j = 1, . . . ,mi, i = 1, . . . , n, the Sp.T. kriging predictor at location s0 and time point t ∈ T ,
is defined to be the best linear unbiased predictor (BLUP),
Zˆ(s0, t) =
n∑
i=1
mi∑
j=1
λtijZ(si, tij), (12)
minimizing the mean squared prediction error (MSPE)
MSPE(s0, t) = E[(Zˆ(s0, t)− Z(s0, t))2]. (13)
Note that for each s0, the Sp.T. kriging weights (λ
t
ij ’s) are allowed to change for each t ∈ T . When
the mean value of the process is constant, the unbiasedness condition implies that
∑n
i=1
∑mi
j=1 λ
t
ij = 1.
Moreover, if the constant mean value of the process is unknown, the kriging weights depend on the
Sp.T. covariance structure solely, and (12) is referred to as the so called Sp.T. ordinary kriging pre-
dictor, see e.g. Cressie and Wikle (2015). The dependence structure in practice needs to be estimated
from the data and is then plugged into the kriging weights (λtij ’s). For second-order stationary and
spatially isotropic, Sp.T. processes satisfying (3), the dependence structure, given by the (spatially
isotropic) Sp.T. variogram,
E[(Z(s, r)− Z(v, t))2] = 2γZ(‖s− v‖, |r − t|), s, v ∈ D and r, t ∈ T,
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is typically estimated via the following steps: First, an empirical (spatially isotropic) Sp.T. semivari-
ogram is computed from lag classes as
γˆZ(h, u) =
1
2|N(h, u)|
∑
(i,j,k,l)∈N(h,u)
(Z(si, tik)− Z(sj , tjl))2,
where N(h, u) = {(si, tik), (sj , tjl) : ‖si − sj‖ ∈ (h− , h+ ), and |tik − tjl| ∈ (u− δ, u+ δ)}, for some
, δ > 0, and |N(h, u)| is the number of distinct elements in N(h, u). A parametric semivariogram
model, γ(h, u|θ), is then fitted to a set of {γˆ(hl, ul), (hl, ul)}, l = 1, . . . , L by a least squares method.
Three commonly used types of stationary Sp.T. semivariogram (covariogram) models to estimate the
Sp.T. dependence structure are the separable, product-sum and metric models. Gra¨ler et al. (2016)
show how Sp.T. ordinary kriging prediction can be performed with these three models using the
R-package gstat.
The separable model assumes that the Sp.T. covariance function can be modeled by the product of
the spatial and the temporal covariance functions,
CZ(h, u) = Cs(h)Ct(u). (14)
This model has the computational advantage of being able to express the covariance matrix as the
Kronecker product between two covariance matrices (space and time) which simplifies and speeds
up the computation of its determinant and inverse. The product-sum model is an extension of the
separable model, where the covariance function is of the form,
CZ(h, u) = kCs(h)Ct(u) + Cs(h) + Ct(u),
with k > 0. The metric Sp.T. covariance model is given by
CZ(h, u) = Cjoint(
√
h2 + (κu)2).
To treat the spatial and temporal distances equally, the spatial and temporal dimensions are matched
by an anisotropy parameter κ. Note that when κ = 1, this covariance model corresponds to an
isotropic second-order stationary random process in R3.
More generally, in Sp.T. kriging modeling, the process is often described as
Z(s, t) = µ(s, t) + (s, t),
where µ(s, t) is a deterministic trend, and (s, t) is a mean zero Sp.T. random field, usually assumed
stationary. The trend is typically modeled by
µ(s, t) = βᵀx(s, t), (15)
where x(s, t) ∈ RM is a set of M known covariates, often chosen to be polynomials of s and t, and
β ∈ RM is an unknown parameter to be determined. When the Sp.T. process has a deterministic
(unknown) non-constant trend of the form (15), then the BLUP (12) that minimizes (13) is called
the Sp.T. universal kriging predictor, and the kriging weights are functions of both the dependence
structure and the covariates evaluated at the observed and predicted locations, see e.g. Cressie and
Wikle (2015) Section 4.1.2, page 148. An iterative weighted least squares method may be used to
estimate β and the Sp.T. variogram parameter θ. Firstly, β would be estimated by the OLS method,
minimizing
n∑
i=1
mi∑
j=1
(Z(si, tij)− βᵀx(si, tij))2.
Based on the resulting regression residuals, the Sp.T. semivariogram is then estimated by fitting a
parametric Sp.T. semivariogram model to the corresponding empirical Sp.T. semivariogram by a least
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squares method. The parameter β is then re-estimated using a weighted least squares method, taking
into account the estimated dependence structure of the residuals (Cressie, 2015). The dependence
structure (variogram) is again estimated based on the updated residuals, and the whole procedure
iterated until convergence. Note that if the deterministic trend only depends on time, such that
µ(s, t) = m(t), the functional kriging methods do not need to specify and estimate the trend, whereas
the Sp.T. kriging methods need to.
3.3 Evaluation of kriging methods
Functional cross-validation (FCV) is a common way of evaluating the prediction performance of pre-
diction methods for functional data, as suggested by Giraldo et al. (2010, 2011). In FCV, the data
from each observed spatial location is removed, one at a time, and then predicted at all observed time
points by the prediction method using the observed functional data at the remaining locations. The
mean squared prediction error (MSPE) is computed as
MSPE =
1
n
n∑
i=1
mi∑
j=1
(Z(si, tij)− Zˆ−i(si, tij))2/mi, (16)
where Zˆ−i(si, tij) denotes the predicted value at location (si, tij) based on the functional data with
the observations Z(si, tij), j = 1, . . . ,mi excluded.
4 A simulation study
Here we present a simulation study that aims to shed light over the relative merits of Sp.T. and
functional kriging, with particular focus on Gaussian second-order stationary functional processes in
R2. Since the functional kriging methods OKFD, PWFK, and FKTM often coincide for such processes
(see Sections 3.1.2 and 3.1.3) we restrict our comparisons to Sp.T. kriging versus OKFD. We simulate
data from Gaussian processes with three main types of covariance structures. The first two scenarios
have stationary isotropic separable and non-separable covariance functions, respectively. The third
scenario corresponds to second-order stationary functional (but non-stationary Sp.T.) processes with
constant mean. For all three scenarios, several different cases are simulated, with varying strengths of
spatial and temporal dependence. All the (24) considered cases in the study are presented in Table
1, where the different parameters control the Sp.T. correlation structure in the three different main
scenarios. For each case in Table 1, three different sample sizes were considered; small referring to
n = 6 × 6 spatial locations and m = 12 time points, medium referring to n = 6 × 6 spatial locations
and m = 50 time points, and large referring to n = 15× 15 spatial locations and m = 50 time points.
For each sample size, the number of time points were equally distributed on [0, 1] and the spatial
locations were located on a regular grid in [0, 1] × [0, 1]. Moreover, for cases 1-18, the presence of a
deterministic time trend, m(t) = 9 + 3 sin(2pit), was also investigated. For each case, sample size (and
trend type for cases 1-18), 100 replicates were simulated. Figure 1 illustrates examples of simulated
data for six of the cases, all with constant means. The three main scenarios are now presented in more
detail, together with the simulated results.
4.1 Separable
The first nine cases in Table 1 were simulated (with and without the deterministic time trend) using
the R-package RandomFields (Schlather et al., 2015), and are Gaussian Sp.T processes with sepa-
rable covariance functions (14). The spatial covariance function Cs(h) in (14) was chosen to be the
exponential covariance function with nugget effect,
Cs(h) = (1− ν) exp (−αh) + νI{h = 0}.
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Table 1: The 24 different types (cases) of simulated Gaussian processes and their parameters: isotropic
second-order stationary Sp.T. processes with separable (cases 1-9) and non-separable (cases 10-18)
covariance functions, and second-order stationary functional (but non-stationary Sp.T.) processes
(cases 19-24) with constant means. The larger the value of α and β the weaker the spatial and
temporal correlation, respectively.
Generated data Generated data Generated data
Case Type α β Case Type α β Case Type #bases (p) α
1
S
ep
a
ra
b
le
0.1 10
N
o
n
-S
ep
a
ra
b
le
0.1 19
N
o
n
-S
ta
ti
o
n
a
ry
0.1
2 0.1 1 11 0.1 1 20 7 0.5
3 10 12 10 21 2
4 0.1 13 0.1 22 0.1
5 0.5 1 14 0.5 1 23 15 0.5
6 10 15 10 24 2
7 0.1 16 0.1
8 2 1 17 2 1
9 10 18 10
The nugget effect ν was set to 0.04. For the parameter α, we considered the values 0.1, 0.5 and 2,
corresponding to the effective ranges 30, 6 and 1.5 (very strong, medium and weak spatial correlation),
respectively. The temporal covariance function Ct(u) in (14) was given by the stable covariance
function
Ct(u) = exp (−(βu)γ). (17)
Here, γ was fixed to 0.5, while the values for β were 0.1, 1, and 10, corresponding to the effective
ranges 90, 9 and 0.9 (very strong, medium and weak temporal correlation), respectively.
4.1.1 Without a deterministic time trend
Estimation of the OKFD model was performed using the R-package geofd (Giraldo et al., 2012). Given
the generated data Z(si, tj), i = 1, . . . , n, j = 1, . . . ,m, the OKFD model was estimated using different
types (Fourier and cubic B-splines) and number (p) of basis functions, see Table 11 in Appendix
B for a detailed specification. The (p) cubic B-splines were constructed based on p − 4 equally
distributed interior knots on the interval [0, 1]. For each number and type of basis function three
different semivariogram models (spherical, exponential and stable) were fitted to the empirical trace-
semivariogram. For each case (1-9), a total of 36, 42 and 42 OKFD models ( 2 types of basis functions
× # different numbers of basis functions × #trace-semivariograms) for small, medium and large
sample sizes, respectively, were estimated and fitted to the data, evaluated by FCV (functional cross-
validation) in terms of the MSPE (16), and the minimum MSPE over the models registered. The
overall MSPE for each case and sample size was computed as the average minimum MSPEs over the
100 replicates.
The Sp.T. kriging models were estimated using the R-packages gstat (Pebesma, 2004) and space-
time (Pebesma et al., 2012). The Sp.T. semivariogram models (separable, product-sum and metric)
described in Section 3.2 were fitted to the empirical Sp.T. semivariogram, being all pairwise combina-
tions of the exponential, spherical and stable variograms for the spatial (isotropic), temporal and joint
variogram models. Hence, this resulted in 9 separable, 9 product-sum and 3 metric Sp.T. semivari-
ogram models. All the Sp.T. kriging models were evaluated by FCV, minimum MSPE registered over
the different models within each of the three groups of dependence structures, and the overall MSPE
computed for each case (1-9) and sample size. The Sp.T. models with a product-sum and a metric
covariance function were not evaluated for large size samples, due to the large computational time.
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Figure 1: Examples of simulated data considering medium sample sizes without a deterministic time
trend for: a) case 3 (α = 0.1, β = 10), b) case 7 (α = 2, β = 0.1), c) case 10 (α = 0.1, β = 0.1), d)
case 18 (α = 2, β = 10), e) case 21 (α = 2, p = 7) and f) case 22 (α = 0.1, p = 15). The larger the
value of α and β the weaker the spatial and temporal correlation, respectively.
The overall MSPEs for the OKFD and the different Sp.T. kriging models for cases 1-9 considering
medium sample sizes without a deterministic time trend are presented in Table 2. Corresponding
results for small and large sample sizes are reported in Appendix B, Tables 7 and 8. The numbers
highlighted in red correspond to the smallest overall MSPE (per case) while the numbers in parentheses
report the average computational time (for estimation and FCV) in seconds over all estimated models
and replications (when run on a 3.5 GHz Intel Core i7 processor with 32 GB ram memory). The
second last column presents the number of times, out of the 100 realisations, that OKFD had lower
(minimum) MSPE than the Sp.T. separable model. The last column in Table 2 reports p-values from
paired two-sided t-tests comparing the overall MSPEs between the OKFD and the Sp.T. separable
models, and thus reflects for which cases significant differences occur.
For cases 1-9, the Sp.T. separable kriging models in general performed better (lower overall MSPEs)
than the Sp.T. product-sum and metric models, which is natural since the simulated data were gen-
erated from Sp.T. models with separable covariance functions. Still, the overall MSPE was often
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Table 2: Prediction performance in terms of mean squared prediction errors (MSPEs) for the simulated
cases 1-18 without a deterministic time trend, medium sample size. The smallest overall MSPE for
each case is highlighted in red. The numbers in parentheses represent the average computational time
in seconds over the corresponding estimated models and replications. The column #Times represents
the number of times, out of the 100 realisations, that OKFD had lower (minimum) MSPE than the
Sp.T. separable model. The last column shows p-values from two-sided paired t-tests comparing the
overall MSPEs between the OKFD and the Sp.T. separable models.
Generated data overall MSPE Comparison
Case Type α β OKFD Sp.T. separable Sp.T. product-sum Sp.T. metric #Times p-value
1
S
e
p
a
ra
b
le
0.1 0.061 (0.2) 0.062 (26.7) 0.064 (88.0) 0.083 (90.3) 27 0.552
2 0.1 1 0.068 (0.2) 0.067 (26.1) 0.072 (89.0) 0.080 (89.9) 23 0.059
3 10 0.069 (0.2) 0.066 (24.7) 0.069 (92.2) 0.083 (90.3) 13 <0.001
4 0.1 0.134 (0.2) 0.143 (23.6) 0.149 (85.4) 0.204 (85.7) 56 <0.001
5 0.5 1 0.131 (0.2) 0.135 (29.8) 0.145 (102.9) 0.217 (98.5) 42 0.011
6 10 0.139 (0.2) 0.137 (27.6) 0.164 (103.3) 0.214 (95.7) 24 0.044
7 0.1 0.334 (0.2) 0.357 (29.0) 0.353 (100.6) 0.416 (97.6) 64 <0.001
8 2 1 0.368 (0.2) 0.400 (29.3) 0.403 (106.1) 0.520 (99.2) 65 <0.001
9 10 0.372 (0.2) 0.386 (28.7) 0.445 (104.3) 0.529 (97.9) 54 0.001
10
N
o
n
-S
e
p
a
ra
b
le
0.1 0.066 (0.2) 0.067 (26.2) 0.070 (87.6) 0.101 (89.9) 38 0.050
11 0.1 1 0.066 (0.2) 0.065 (25.7) 0.069 (87.5) 0.100 (89.6) 25 0.082
12 10 0.065 (0.2) 0.064 (24.4) 0.067 (90.2) 0.082 (89.8) 27 0.075
13 0.1 0.128 (0.2) 0.139 (25.8) 0.145 (92.8) 0.201 (92.9) 49 0.001
14 0.5 1 0.134 (0.2) 0.140 (24.2) 0.154 (90.2) 0.248 (87.0) 55 <0.001
15 10 0.137 (0.2) 0.140 (27.4) 0.155 (99.5) 0.257 (93.3) 41 0.006
16 0.1 0.366 (0.2) 0.398 (26.8) 0.391 (95.9) 0.430 (92.4) 67 <0.001
17 2 1 0.354 (0.2) 0.390 (24.8) 0.386 (91.8) 0.476 (86.5) 63 <0.001
18 10 0.373 (0.2) 0.391 (27.4) 0.402 (95.2) 0.579 (90.4) 52 0.003
(significantly) lower for OKFD compared to the Sp.T. separable models, for small and medium sample
sizes (Tables 2 and 7). For large sample sizes, the estimated Sp.T. (separable) models often performed
better than OKFD (Table 8). In general, the larger the sample size, the more likely it is that the
estimated Sp.T. (separable) models perform better than OKFD. Studying the overall MSPEs in more
detail reveals that the weaker the spatial correlation and the stronger the temporal correlation, the
better the OKFD performs and the worse the Sp.T. separable model performs, regardless of the sample
size. Case 3 for example, with strong spatial and weak temporal correlation, has significantly lower
overall MSPE for the Sp.T. separable model compared to the OKFD model for medium and large
sample sizes (Tables 2 and 8). On the other hand, for case 7, with weak spatial and strong temporal
correlation, the result is reversed. Moreover, from the registered computational times in Tables 2, 7,
and 8, it can be concluded that prediction by and estimation of an OKFD model is substantially faster
than the Sp.T. kriging models for cases 1-9, regardless of the sample size. The Sp.T. separable models
had lower computational time compared to the Sp.T. product-sum and metric models, as expected
(see, Section 3.2).
Figure 2 presents how the type and number of basis functions used in the OKFD model affects
the prediction performance (minimum MSPE over the three trace-semivariogram models, averaged
over the 100 realisations) for cases 3 and 7 considering medium sample sizes. The number of basis
functions turns out to be an important factor for prediction performance, in general with smaller
prediction error the more basis functions are used. On the other hand, the type of basis functions,
Fourier or cubic B-splines, is of less importance. These findings are consistent with all cases (1-9) and
for all considered sample sizes.
To see how prediction performance may vary between replicates, Figure 3 presents box-plots of the
differences in (minimum) MSPE between the two kriging approaches (MSPE(Sp.T)-MSPE(OKFD))
over the 100 replicates for cases 1-9 considering medium sample sizes. Here it becomes clear that OKFD
produces more robust predictions. The Sp.T. kriging method (with estimated separable covariance
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Figure 2: Prediction performance (minimum MSPE over the three trace-semivariogram models, aver-
aged over the 100 realisations) for cases 3 and 7 considering medium sample sizes without a determin-
istic time trend when the estimated OKFD model is based on different numbers (p) of basis functions,
being both Fourier and cubic B-spline bases. The solid black lines represent the corresponding overall
MSPE of the Sp.T. separable model.
function) produced much higher MSPEs than OKFD (casewise) for many realisations, especially for
the cases with small and medium sample sizes.
lll l l ll l l l lll ll l
ll ll lll l l lll ll
llll lllll ll
l lll l l lll ll
l lll ll ll ll l ll
ll ll ll ll ll
ll l ll lll ll
ll ll l l
ll l ll l ll ll l l
Case 9
Case 8
Case 7
Case 6
Case 5
Case 4
Case 3
Case 2
Case 1
0.0 0.1 0.2 0.3 0.4
Differences in MSPE
Figure 3: Box plots for cases 1-9 (considering medium sample sizes without a deterministic time
trend) of the differences in (minimum) MSPE between the two kriging approaches (MSPE(Sp.T)-
MSPE(OKFD)) for the 100 replicates.
4.1.2 With a deterministic time trend
Simulated data sets for cases 1-9 with a common deterministic (sinusoidal) time trend were predicted by
the same OKFD models as in Section 4.1.1, since the OKFD models are designed to handle situations
where a common deterministic time trend is present. Predictions were also made by universal Sp.T.
kriging, using the same Sp.T. semivariogram models as in Section 4.1.1. The deterministic time trend
in the universal Sp.T. kriging model was specified to be the same as the one simulated from.
Table 3 summarizes the prediction performance of the two kriging approaches for cases 1-9 with
deterministic time trend, for medium sample size. Corresponding results for small and large sample
sizes are reported in Appendix B, Tables 9 and 10. Comparing these tables with the corresponding
12
tables in Section 4.1.1, we see that the presence and estimation of a deterministic time trend did not
have a large effect on the prediction performance, and more or less gave the same conclusions with
respect to the relative performance of the two kriging approaches, regardless of the sample size.
However, for small sample sizes, a difference showed up indicating that not only the number of
basis functions, but also the type of basis functions used in the OKFD models matter. Here we noticed
that, for any given number of basis functions used in the OKFD model, B-splines had better prediction
performance than if Fourier basis functions was used. This is illustrated in Figure 4, which presents how
the type and number of basis functions used in the OKFD model affects the prediction performance
(minimum MSPE over the three trace-semivariogram models, averaged over the 100 realisations) for
cases 3 and 7 considering small sample sizes. We believe that a reason for the observed effect is
connected to that the functional representations based on B-splines better fits the data. The effect is
not observed for larger sample sizes.
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Figure 4: Prediction performance (minimum MSPE over the three trace-semivariogram models, aver-
aged over the 100 realisations) for cases 3 and 7 considering small sample sizes with a deterministic
time trend when the estimated OKFD model is based on different numbers (p) of basis functions,
being both Fourier and cubic B-spline bases. The solid black lines represent the corresponding overall
MSPE of the Sp.T. separable universal kriging model.
4.2 Non-separable
Cases 10-18 in Table 1 with and without the common deterministic time trend were simulated using the
R-package RandomFields, and correspond to Gaussian Sp.T. processes with non-separable covariance
functions of the form
CovNSEP(h, u) = (1− ν)(2− Ct(u))−δ/2 exp
(
− αh√
2− Ct(u)
)
+ νI{h = 0}.
with parameters set to δ = 2, ν = 0.04, and α = 0.1, 0.5, and 2. The covariance function Ct(u) was
chosen to be the stable covariance function (17) with γ = 0.5 and β = 0.1, 1, and 10. The OKFD and
the Sp.T. kriging models estimated in Section 4.1 were also fitted to the simulated data sets of cases
10-18 using the R-packages geofd, gstat, and spacetime, each with 100 realisations.
Prediction performance of the two kriging approaches was evaluated in the same way as described
in Section 4.1.1 and is summarized in Tables 2 and 3 for the non-separable cases 10-18 for medium
sample sizes without and with a deterministic time trend, respectively. Corresponding results for small
and large sample sizes are reported in Appendix B, Tables 7-10. In general, we draw similar conclusions
as in Section 4.1 for the separable cases 1-9; the Sp.T. separable kriging models perform better than
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Table 3: Prediction performance in terms of mean squared prediction errors (MSPEs) for the simulated
cases 1-18 with a deterministic time trend, medium sample size. The smallest overall MSPE for each
case is highlighted in red. The numbers in parentheses represent the average computational time in
seconds over the corresponding estimated models and replications. The column #Times represents
the number of times, out of the 100 realisations, that OKFD had lower (minimum) MSPE than the
Sp.T. separable model. The last column shows P-values from two-sided paired t-tests comparing the
overall MSPEs between the OKFD and the Sp.T. separable models.
Generated data overall MSPE Comparison
Case Type α β OKFD Sp.T. separable Sp.T. product-sum Sp.T. metric #Times P-value
1
S
e
p
a
ra
b
le
0.1 0.066 (0.2) 0.066 (27.5) 0.068 (89.4) 0.094 (91.5) 29 0.706
2 0.1 1 0.063 (0.2) 0.063 (26.9) 0.066 (89.6) 0.084 (91.2) 34 0.882
3 10 0.068 (0.2) 0.066 (25.8) 0.070 (93.8) 0.090 (92.0) 19 <0.001
4 0.1 0.135 (0.2) 0.141 (29.2) 0.143 (95.7) 0.220 (96.2) 49 0.002
5 0.5 1 0.130 (0.2) 0.136 (30.4) 0.153 (100.3) 0.224 (96.0) 51 0.003
6 10 0.135 (0.2) 0.133 (28.5) 0.157 (103.5) 0.182 (96.0) 28 0.007
7 0.1 0.376 (0.2) 0.419 (29.1) 0.411 (100.8) 0.479 (96.2) 63 <0.001
8 2 1 0.377 (0.2) 0.394 (27.7) 0.408 (95.8) 0.524 (90.8) 65 0.001
9 10 0.372 (0.2) 0.385 (29.7) 0.435 (103.4) 0.531 (96.5) 44 0.002
10
N
o
n
-S
e
p
a
ra
b
le
0.1 0.063 (0.2) 0.064 (26.4) 0.066 (88.5) 0.099 (90.5) 27 0.463
11 0.1 1 0.065 (0.2) 0.065 (26.2) 0.070 (88.1) 0.100 (90.8) 32 0.976
12 10 0.069 (0.2) 0.067 (25.8) 0.072 (86.1) 0.094 (86.6) 26 0.001
13 0.1 0.137 (0.2) 0.147 (27.8) 0.152 (92.9) 0.212 (93.5) 57 0.001
14 0.5 1 0.138 (0.2) 0.144 (30.3) 0.153 (97.4) 0.270 (95.3) 41 0.034
15 10 0.136 (0.2) 0.140 (28.1) 0.154 (98.1) 0.230 (91.5) 41 0.002
16 0.1 0.359 (0.2) 0.406 (26.1) 0.384 (96.0) 0.450 (91.7) 84 <0.001
17 2 1 0.367 (0.2) 0.414 (27.0) 0.406 (96.2) 0.516 (91.5) 74 <0.001
18 10 0.374 (0.2) 0.396 (27.5) 0.398 (96.3) 0.591 (91.9) 57 0.003
the Sp.T. product-sum and metric models; the weaker the spatial correlation and the stronger the
temporal correlation, the better the OKFD performs and the worse the Sp.T. (separable) model
performs; OKFD works better for smaller sample sizes whereas fitted Sp.T. separable kriging models
perform better for large sample sizes; more basis functions in OKFD generally improve prediction
performance; computational times are much lower for OKFD; the presence of a deterministic time
trend does not change the conclusions.
A more detailed comparison of the overall MSPEs (and p-values) in Tables 2-3, and Tables 7-
10 reveals that prediction performance of OKFD in general improves in comparison to the Sp.T.
separable kriging models for the simulated data sets with non-separable covariance functions (cases
10-18) compared to those simulated from separable covariance functions (cases 1-9). This result was
to be expected, since none of the fitted (Sp.T.) kriging models coincide with the models that generated
the data for cases 10-18.
4.3 Non-stationary
Generation of simulated data sets of second-order isotropic stationary functional, but non-stationary
Sp.T. Gaussian processes with constant mean (cases 19-24 in Table 1) were based on the model
χsi(t) = ai
ᵀB(t) + si(t), i = 1, ..., n. (18)
The basis functions B(t) ∈ Rp with p = 7, and 15 cubic B-splines, are defined on equally space knots
on the interval [0, 1]. Moreover, ai = (a1(si), . . . , ap(si))
ᵀ, where ak(s), k = 1, . . . , p, were chosen to be
p independent identically distributed second-order stationary isotropic zero mean Gaussian processes
in R2 with exponential covariance function C(h) = exp(−αh) with α = 0.1, 0.5 and 2. Hence, the
vectors (ak(s1), . . . , ak(sn))
ᵀ, k = 1, . . . , p, are p independent realisations of a multivariate Gaussian
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random variable Nn(0,Σ), where the n × n covariance matrix equals Σ = {exp(−α‖si − sj‖)}. The
si(t)’s are white noise measurement errors, independent and identically normally distributed with
mean 0.04 and variance 1, i.e. si(t) ∼ N(0.04, 1). For each of the 2 × 3 = 6 cases (19-24), 100
independent realisations were generated using the R-package fda (Ramsay et al., 2009).
To each generated data set we fitted the same OKFD models as those fitted in Section 4.1.1 using
the R-package geofd. However, for medium and large sample sizes we extended the choices of number
of basis functions (see Appendix B Table 12 for specification), yielding a total of 36, 90 and 90 different
estimated OKFD models for small, medium and large sample sizes, respectively. For each case (19-
24), sample size and realisation, predictions were made and evaluated by FCV for all models, and
the minimum MSPE over the models registered. The overall MSPE for each case and sample size
was finally computed as the average minimum MSPE over the 100 replicates. Furthermore, the same
Sp.T. ordinary kriging models fitted to the data in Section 4.1.1, were also estimated for these data
sets. Additionally, Sp.T. universal kriging models were fitted, with a deterministic time trend specified
by a linear combination of the same basis functions that were used to generate the data set. Hence,
a total of 18 separable, 18 product-sum and 6 metric Sp.T. kriging models were fitted to the data;
predictions evaluated by FCV, the minimum MSPE registered over the models within the three groups
of dependence structures, and the overall MSPE computed for each case (19-24) and sample size. As
in Section 4.1 and 4.2, the Sp.T. models with a product-sum and a metric covariance function were
not evaluated for large sample sizes due to the large computational times.
Table 4 summarizes the prediction performance of the two kriging approaches for cases 19-24 and
all three sample sizes. Note that these simulated data sets have time varying variances and covariances,
which the Sp.T. kriging approach is not designed to capture, whereas the OKFD model can handle
such situations. We would therefore expect OKFD to perform better than the Sp.T. kriging approach,
which is indeed the case. In fact, OKFD has significantly lower overall MSPE for all cases and sample
sizes in Table 4 except for cases 22-23 considering small sample sizes. For these two cases the Sp.T.
separable kriging model works better. This is probably coupled to the low number of observations (12)
per location for small sample sizes. When the functional representations of the data at each location
is formed for the OKFD models, we can thus at most fit a linear combination of 12 basis functions,
whereas, the data are generated by 15 B-splines. The functional representations may thus fail to
capture the full temporal time dynamics. The Sp.T. universal kriging models on the other hand, can
fit a common deterministic time trend using all 15 B-splines. From Table 4, it is also noted that Sp.T.
kriging models with fitted metric variograms sometimes had better prediction performance than the
Sp.T. separable kriging models, but still worse than the best OKFD models. Moreover, we again note
that the computational time for OKFD is much lower than for the Sp.T. models.
Figure 5 illustrates how the type and number of basis functions used in the fitted OKFD mod-
els affect the prediction performance (minimum MSPE over the three trace-semivariogram models,
averaged over the 100 realisations) for cases 21 and 22 considering medium sample sizes. Case 21
corresponds to simulated data generated by 7 B-splines with weak spatial dependence, whereas case
22 corresponds to simulated data generated by 15 B-splines with strong spatial dependence. In con-
trast to the simulated stationary Sp.T. models (cases 1-18) where prediction performance typically
increases with the number of basis functions used in the fitted OKFD models, here we observe this
phenomena only when Fourier basis functions are used in the fitted OKFD models. For B-splines,
the best prediction performance is (naturally) achieved using the same number of B-splines in the
OKFD fitted models as used to generate the simulated data set (7 for case 21 and 15 for case 22). In
fact, using too many B-splines may give substantially poorer predictions, especially when the spatial
dependence is weak, as for case 21, cf. Figure 5. It can also be noted that the best OKFD model using
B-splines has significantly smaller MSPE than the best OKFD model using Fourier basis functions.
If the simulated data sets would have been generated by a set of Fourier basis functions instead, we
would most likely see the opposite behaviour, i.e. that the same Fourier basis functions in the fitted
OKFD model as in the data generation model probably would give the best prediction performance,
and do better than the OKFD models using B-splines.
For the Sp.T. separable kriging models, it turned out (regardless of sample size) that it was
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Table 4: Prediction performance in terms of mean squared prediction errors (MSPEs) for the simulated
cases 19-24 over the different sample sizes. The smallest overall MSPE for each case is highlighted
in red. The numbers in parentheses represent the average computational time in seconds over the
corresponding estimated models and replications. The column #Times represents the number of
times, out of the 100 realisations, that OKFD had lower (minimum) MSPE than the best Sp.T.
model. The last column shows p-values from two-sided paired t-tests comparing the overall MSPEs
between the OKFD and the best Sp.T. model.
Generated data overall MSPE Comparison
Scenario Type Data size #bases (p) α OKFD Sp.T. Separable Sp.T. Product-sum Sp.T. Metric #Times p-value
19
N
o
n
-s
t
a
t
io
n
a
r
y
Small
0.1 0.054 (0.2) 0.056 (8.0) 0.057 (11.5) 0.056 (6.3) 87 <0.001
20 7 0.5 0.096 (0.2) 0.099 (8.4) 0.100 (14.1) 0.100 (6.1) 100 <0.001
21 2 0.226 (0.2) 0.232 (9.0) 0.236 (15.7) 0.235 (6.4) 92 <0.001
22 0.1 0.058 (0.2) 0.057 (7.4) 0.058 (13.2) 0.061 (6.1) 11 <0.001
23 15 0.5 0.099 (0.2) 0.099 (7.8) 0.101 (15.2) 0.102 (6.0) 41 0.342
24 2 0.239 (0.2) 0.243 (8.7) 0.260 (16.4) 0.263 (6.5) 45 0.049
19
Medium
0.1 0.050 (0.2) 0.055 (24.8) 0.056 (83.8) 0.052 (84.1) 97 <0.001
20 7 0.5 0.083 (0.2) 0.092 (24.4) 0.093 (79.5) 0.088 (79.6) 95 <0.001
21 2 0.202 (0.2) 0.212 (28.7) 0.220 (91.2) 0.210 (88.0) 85 <0.001
22 0.1 0.052 (0.2) 0.056 (26.1) 0.056 (81.9) 0.056 (84.2) 100 <0.001
23 15 0.5 0.087 (0.2) 0.094 (28.0) 0.093 (90.2) 0.093 (87.3) 100 <0.001
24 2 0.209 (0.2) 0.218 (28.2) 0.229 (92.6) 0.223 (87.7) 100 <0.001
19
Large
0.1 0.044 (9.0) 0.047 (150.7) 100 <0.001
20 7 0.5 0.055 (9.1) 0.061 (151.6) 100 <0.001
21 2 0.097 (9.2) 0.105 (152.6) 100 <0.001
22 0.1 0.045 (9.0) 0.047 (138.8) 100 <0.001
23 15 0.5 0.057 (9.1) 0.061 (140.8) 100 <0.001
24 2 0.100 (9.2) 0.106 (151.5) 100 <0.001
advantageous to use universal kriging (estimating a deterministic time trend), especially for the cases
with weak spatial dependence, whereas the prediction performance was about the same for cases with
strong spatial dependence (Figure 5). For the Sp.T. metric model, we observed the opposite behaviour,
i.e., for cases with weak spatial dependence it was more advantageous to use ordinary kriging instead
of universal kriging.
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Figure 5: Prediction performance (minimum MSPE over the three trace-semivariogram models, aver-
aged over the 100 realisations) for cases 21 and 22 considering medium sample sizes when the estimated
OKFD model is based on different numbers (p) of basis functions, being both Fourier and cubic B-
spline bases. The solid and dashed black lines represent the corresponding overall MSPE of the Sp.T.
separable model with and without an estimated deterministic time trend, respectively. The solid and
dashed green lines represent the corresponding overall MSPE of the Sp.T. metric model with and
without an estimated deterministic time trend, respectively.
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5 Applications
In this section we compare the prediction performance of the OKFD and the Sp.T. kriging models for
two different data sets. The first data set consists of temperature curves recorded in the Maritimes
Provinces of Canada, and the second corresponds to salinity curves obtained from the Caribbean coast
of Colombia.
5.1 Spatial prediction of temperature curves in the Maritime Provinces of
Canada
Here we analyse a meteorological data set, available in the R package geofd (Giraldo et al., 2012).
The data consists of temperature measurements recorded at n = 35 weather stations at Canada’s
Atlantic coast in the Maritime Provinces (Figure 6, top panel). At each station, the daily mean
temperature averaged over the period 1960-1994 (February 29th combined with February 28th) has
been recorded. The resulting functional data are displayed in Figure 6 (bottom panel), connected by
light grey lines. Using the R-package geofd, the data was first predicted by the OKFD model, which
was estimated using 51, 101, 151, 201, 251, 301 and 351 Fourier basis functions. Three semivariogram
models (exponential, spherical and stable) were fitted to the empirical trace-semivariogram by the
OLS method. Thus, in total we estimated 7× 3 = 21 OKFD models. Predictions were then made and
evaluated by FCV in terms of their MSPEs (16).
The best prediction performance was achieved using the stable trace-semivariogram (Figure 7,
left panel) for all considered numbers of Fourier bases. Figure 7 (right panel) clearly reveals that
the prediction error (minimum MSPE over the three trace-semivariogram models) decreases with the
number of Fourier basis functions used in the fitted OKFD models. Thus, the best performance was
attained with 351 Fourier basis functions and its MSPE was 0.5738. The average computational time
for an estimated OKFD model based on 51 and 351 Fourier basis functions was less than one and
three seconds, respectively.
The data was further predicted using Sp.T. kriging. Since the data show a clear time trend, univer-
sal Sp.T. kriging was first applied. The deterministic time trend was modelled by a linear combination
of the 3 (and 7) first Fourier basis functions, and estimated by the OLS method. The dependence
structure of the resulting residuals was then estimated by fitting Sp.T. second-order stationary and
isotropic semivariogram models to the empirical Sp.T. semivariogram of the residuals. The Sp.T.
semivariogram models (separable, product-sum and metric) described in Section 3.2 were estimated,
letting their corresponding spatial, temporal and joint semivariogram models be altered between the
exponential, spherical and stable semivariogram models. This resulted in 9 separable, 9 product-sum
and 3 metric Sp.T. semivariogram models. As a comparison we also predicted the original data by
Sp.T. ordinary kriging, using the same Sp.T. semivariogram models as for the universal Sp.T. kriging
models. Thus, in total we investigated (9 + 9 + 3) × 3 = 63 Sp.T. kriging models. All models were
fitted to the data and predictions evaluated by FCV.
Table 5 presents the best (smallest MSPE) Sp.T. models, within each of the three groups of
dependence structure (separable, product-sum and metric), with and without an estimated trend.
The numbers in brackets report the corresponding average computational time in seconds over the
estimated models. Many of the Sp.T. models have about the same prediction performance, with the
exceptions of the Sp.T. metric models with estimated trend, which worked less well. The best Sp.T.
models have approximately the same magnitude of MSPE as the best OKFD model (MSPE being
0.5738), but in terms of computational time, an OKFD model (taking 1-3 seconds to compute) was
100-10000 times faster to compute compared to a Sp.T. kriging model.
Figure 8 presents the observed daily temperatures at locations Bertrand (the location with the
largest prediction error) and Moncton, together with the corresponding predicted values using the
best OKFD and Sp.T. kriging models. It emphasizes that there are very small differences between the
best OKFD and Sp.T. models (in terms of prediction performance).
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Figure 6: Locations of the 36 weather stations in the Canadian Maritime provinces (top panel) where
the average (over 30 years) daily temperature curves (bottom panel) were registered. The bottom
panel also presents the estimated common time trend specified as linear combinations of the first 3
and 7 Fourier basis functions, respectively.
Table 5: Prediction performance of different Sp.T. kriging models for the Canadian weather data. For
each type of trend and Sp.T. variogram model, the (minimum) MSPE is reported. The numbers in
parentheses represent the average computational time in seconds over the corresponding estimated
models.
MSPE
Trend Sp.T. Separable Sp.T. Product-sum Sp.T. Metric
No trend 0.5730 (1.8 · 102) 0.5861 (1.3 · 104) 0.5730 (1.3 · 104)
3 Fourier basis 0.5730 (1.8 · 102) 0.5731 (1.3 · 104) 1.1126 (1.4 · 104)
7 Fourier basis 0.5734 (1.6 · 102) 0.5731 (1.3 · 104) 1.0670 (1.4 · 104)
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Figure 7: Left panel: Empirical trace-semivariogram and the best fitted stable model for the Canadian
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the three trace-semivariogram models for OKFD, based on different numbers of Fourier basis functions.
The solid black line represents the MSPE of the best Sp.T. model.
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Figure 8: Predicted temperatures at locations Bertrand (top) and Moncton (bottom) obtained by the
best OKFD model (solid grey line) and the best Sp.T. model (dashed black line) together with the
observed (dotted) values.
This data set has previously been analysed by e.g. Giraldo (2009) with the objective to demonstrate
and compare the functional kriging methods OKFD, PWFK and FKTM. Giraldo (2009) concluded
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that the three methods have similar FCV prediction performance when the first 65 Fourier basis
functions are used in (8) to represent the χsi(t)’s. In Menafoglio et al. (2013) this data set was used to
investigate the effect of using universal kriging for functional data (UKFD) instead of OKFD, also by
representing the functional data with the first 65 Fourier basis functions. They concluded that UKFD
performed better in terms of FCV compared to OKFD. The FCV performance was there computed
with respect to the fitted data, thus differing from ours, where raw data has been used.
5.2 Spatial prediction of salinity curves on the Caribbean coast of Colom-
bia
Here we analyse a data set consisting of salinity measurements recorded at 21 monitoring stations of
the lagoonal-estuarine system comprised by Cie´naga Grande de Santa Marta (CGSM) and Complex
of Pajarales (CP) located on the Caribbean coast of Colombia, see Figure 9 (top panel). The data for
each station were recorded biweekly from October 1988 to March 1991 (connected by lines in Figure 9,
bottom left panel). This data set has previously been used by Reyes et al. (2015) to illustrate, evaluate
and compare the performance of the functional kriging approaches OKFD, PWFK and FKTM when
applied on residual curves after estimating a deterministic trend, so called ROKFD, RPWFK and
RFKTM, as well as directly applied on the data. They came to the conclusion that ROKFD was the
best alternative for performing functional kriging prediction, although the difference (in prediction
performance) to RPWFK and RFKTM were small. Here, we will redo the same analysis using OKFD
and ROKFD, and add predictions made by Sp.T. kriging models, for comparison purposes.
The salinity data is evidently not stationary, as there is a clear increasing trend from east to west,
see Figure 9 (top and bottom left panel). For ROKFD, a deterministic trend was thus first estimated.
We used the same trend model as Reyes et al. (2015),
Xi(t) = α(t) + β1(t)Longitudei + β2(t)Latitudei + i(t), (19)
whereXi(t), i = 1, ..., 21 are the salinity curves, and α(t), β1(t) and β2(t) are the functional parameters.
For convenience, since we are evaluating prediction performance by FCV, we restricted the estimation
of the functional parameters to the observed time points and thus fitted the model by OLS for each
observed time point using the raw salinity data. Reyes et al. (2015) fitted the trend based on smoothed
salinity curves. Once the trend was estimated, the resulting residual data i(tj), i = 1, ..., 21, j =
1, ..., 55 (connected by lines in Figure 9, right panel) were formed. The Salinity data was predicted
by ROKFD using the estimated deterministic trend combined with estimated OKFD models applied
to the residual data. As a comparison we also estimated OKFD models directly on the original raw
data, and used them to predict the Salinity data.
In accordance with Reyes et al. (2015), we used B-splines basis functions to construct functional
representations of both the original and the residual data. Specifically, we studied OKFD and ROKFD
and their MSPEs using 5, 6, 7, 8, 9, 10, 15, 20, 30, 40 and 50 B-splines. Moreover, the exponential,
spherical and stable semivariogram models were fitted to the empirical trace semivariograms (of the
residual and original data) by OLS. Predictions were made and evaluated by FCV in terms of their
MSPE for a total of 11× 3 = 33 estimated OKFD models on the original data as well as 33 estimated
ROKFD models by using the R-package geofd.
The minimum MSPE, for each number of basis functions and trend used, was obtained by the stable
trace-semivariogram (Figure 10, left panel). Figure 10 (right panel) presents how the trend and the
number of B-splines used in the fitted OKFD and ROKFD models affect the prediction performance
(minimum MSPE over the three trace-variogram models). The prediction errors of OKFD decreases
with the number of basis functions used while the performance of ROKFD approximately is the same,
irrespective of the number of basis functions used (Figure 10). We believe that the performance of
the latter is due to that a large part of the dependence structure is captured by the estimated Sp.T.
deterministic trend. It is also noted that prediction based on ROKFD yields lower prediction errors
compared to OKFD. Moreover, the computational time for all the 66 OKFD and ROKFD models was
about the same, taking approximately 0.2 seconds each.
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Figure 9: Top panel: The 21 monitoring stations of the lagoonal-estuarine system comprised by CGSM
(stations: BCG, BRF, BRS, CEN, LBA, PCO, PTA, RFU, RIN, RJA, RSE) and CP (stations: CBR,
CCG, CCH, CCL, CCV, CDR, CLU, CPA, CRE, VCH). Bottom left panel: Biweekly salinity data
recorded on the 21 monitoring stations. Bottom right panel: Residuals obtained from the fitted
functional regression model. The salinity data, residuals and the corresponding locations at CGSM
and CP are represented by grey and black lines/points, respectively.
Sp.T. universal kriging models were also estimated and used to predict the Salinity data, based
on the estimated deterministic trend specified in (19). To compare, we also applied Sp.T. ordinary
kriging models to the original raw data. The dependence structures were estimated by fitting the
Sp.T. semivariograms (9 separable, 9 product-sum, 3 metric) to the empirical Sp.T. semivariograms
(computed from both the residual and the original data). Thus, in total 2 × (9 + 9 + 3) = 42 Sp.T.
models were fitted to the data and then evaluated by FCV.
Table 6 presents the best Sp.T. models, in terms of minimum MSPE, within the three groups
of dependence structure (separable, product-sum and metric) with and without deterministic trend.
The numbers in brackets report the corresponding average computational times in seconds over the
estimated models. The lowest MSPEs, being approximately of the same magnitude as those for the
ROKFD models, were obtained by the Sp.T. separable and the product-sum universal kriging models
(cf. Figure 10, right panel). It is also noted that the best Sp.T. ordinary kriging models, when
21
ll
l
l
l
l
l
l l
l
l
l
l
0 5000 10000 15000 20000 25000 30000
0
10
00
20
00
30
00
40
00
distance
se
m
iva
ria
nc
e
l
l
l
l l l l l
l l l
10 20 30 40 50
40
45
50
55
60
65
Number of basis functions
M
SP
E
l
Type
OKFD
ROKFD
Sp.T. separable
Sp.T. product−sum (residuals)
Figure 10: Left panel: Empirical trace semivariogram and the best fitted stable model for residual
curves represented by 6 B-spline basis functions. Right panel: MSPEs for OKFD and ROKFD over
different number of B-splines and trends used. The solid and dotted black line represents the MSPE
of the best Sp.T. model with a Sp.T. product-sum and separable semivariogram model applied on the
residuals and the original data, respectively.
Table 6: Prediction performance of different Sp.T. kriging models for the salinity data. For each type
of trend and Sp.T. variogram model, the (minimum) MSPE is reported. The numbers in parentheses
represent the average computational time in seconds over the corresponding estimated models.
MSPE
Trend Separable Product-sum Metric
No trend 42.80 (17.5) 42.85 (30.2) 43.80 (24.7)
Trend 38.47 (19.4) 38.15 (31.9) 40.43 (25.8)
applied on the original data, gave about the same size of the MSPEs as the best OKFD model. Figure
11 illustrates the predictions together with the observed salinity data at locations LBA and CCG
(corresponding to the locations with the largest and smallest prediction errors, respectively) using the
best ROKFD and Sp.T. kriging models. The predictions obtained by the two methods (ROKFD and
the Sp.T. product-sum universal kriging) are very similar with the predictions in CCG performing
good whereas the predictions in LBA (the farthest considered station in our data set, see Figure 9, top
panel) performing not as good. The computational times for the Sp.T. models (taking approximately
15-30 seconds per model, cf. Table 6) are much higher than the ones for OKFD and ROKFD (taking
approximately 0.2 seconds per model).
6 Concluding remarks
In this paper we have presented and compared functional and Sp.T. kriging approaches to predict
spatial functional random processes. Comparisons with respect to prediction performance and com-
putational time has been performed, mainly through a simulation study and two real data sets. We
restricted the comparison to Sp.T. kriging versus the functional kriging method OKFD, since the more
flexible functional kriging approaches PWFK and FKTM coincide with OKFD in several situations
(Sections 3.1.2 and 3.1.3). Here we also contribute with new knowledge by proving that OKFD and
PWFK coincide under certain conditions.
Based on the simulation study and the analyses of the two data sets, we observed that the pre-
diction performance (in terms of functional cross-validation) of OKFD normally was improved when
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Figure 11: Predicted temperatures at the locations LBA (top panel) and CCG (bottom panel) obtained
by the best ROKFD model (solid grey line) and the best Sp.T. model (dashed black line) together
with the observed (dotted) values.
the number of basis functions used to represent the functional data increased. Furthermore, OKFD
typically performed similarly or better than the Sp.T. kriging models for small and medium sample
sizes. This is likely due to the more complex task of finding good estimates of the Sp.T. variogram
compared to the trace-variograms used in OKFD, since trace-variograms have one dimension less.
The large number of choices of Sp.T. variogram models and parameters to estimate makes the Sp.T.
estimation process more vulnerable, especially for small data sets. For larger sample sizes, the Sp.T.
kriging starts to perform better for the stationary Sp.T. processes, whereas OKFD continues to work
best for the non-stationary Sp.T. (but stationary functional) processes. We also noted a clear tendency
for OKFD to perform better relative to Sp.T. kriging, the stronger the temporal- and the weaker the
spatial dependence considered.
For all considered cases, OKFD was computationally considerably faster than the Sp.T. kriging
models. The large matrices that need to be inverted in order to perform Sp.T. kriging prediction at
each location, is the major reason for this fact. One way to reduce the computational time for the Sp.T.
kriging models could be to use only the local neighbourhood (e.g. the k closest neighbouring locations)
when prediction is made. This can often be done without much loss in prediction performance.
The purpose of this study has been to shed light on the relative merits of functional and Sp.T.
kriging methods for prediction of spatial functional random processes. While functional kriging pre-
dicts complete curves on a given (time) domain, given observations on the same domain, the Sp.T.
kriging methods make (a raster of) pointwise predictions of the curves and are not restricted to a
given (time) domain. Experience from this study concludes that prediction performance of the two
kriging approaches (functional and Sp.T.) in general is rather equal for stationary Sp.T. processes,
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with a tendency for functional kriging to work slightly better for small sample sizes and Sp.T. kriging
to work slightly better for large sample sizes. For non-stationary Sp.T. processes, e.g. the presence
of a common deterministic time trend and/or time varying variances and dependence structure, do
not demand any extra modeling for functional kriging, whereas identification and modeling of trend
and/or time varying dependence is necessary for Sp.T. kriging. From a modelers perspective, the Sp.T.
kriging methods demands more work with a larger risk of choosing a suboptimal model. Moreover,
from a computational perspective functional kriging is substantially faster than Sp.T. kriging.
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A Proof of Proposition 3.1
Below we present a proof of Proposition 3.1. The proof relies on Lemma A.1, which we first state and
prove.
Lemma A.1. Assume that we have a symmetric matrix of the form
Q =

W W − c12G · · · W − c1nG I
W − c21G W · · · W − c2nG I
...
...
. . .
...
...
W − cn1G W − cn2G · · · W I
I I · · · I 0

k(n+1)×k(n+1)
,
where W and G are symmetric k × k matrices, I is a k × k identity matrix, and cij = cji for i 6= j,
i, j = 1, ..., n are constants. Given that the inverse of G exists, the inverse of Q satisfies
Q−1 =

k11G
−1 k12G−1 · · · k1nG−1 k1I
k21G
−1 k22G−1 · · · k2nG−1 k2I
...
...
. . .
...
...
kn1G
−1 kn2G−1 · · · knnG−1 knI
k1I k2I · · · knI cG−W

k(n+1)×k(n+1)
, (20)
where the kij’s, ki’s, and c are constants, determined by the cij’s, such that kij = kji for i, j = 1, ..., n,∑n
i=1 kij(=
∑n
j=1 kij) = 0 for all j’s (and i’s), and
∑n
i=1 ki = 1.
Note that the kij ’s and the ki’s also change with n. However, for notational simplicity we suppress
the dependence of n in the kij ’s and the ki’s.
Proof of Lemma A.1. The proof of (20) is done by induction. The proof uses the following, equivalent,
block matrix inversion formulas(
A B
C D
)−1
=
(
A−1 + A−1B(D−CA−1B)−1CA−1 −A−1B(D−CA−1B)−1
−(D−CA−1B)−1CA−1 (D−CA−1B)−1
)
=(
(A−BD−1C)−1 −(A−BD−1C)−1BD−1
−D−1C(A−BD−1C)−1 D−1 + D−1C(A−BD−1C)−1BD−1
)
=
(
E F
H K
)
, (21)
where A and D are square matrices allowed to be of different size.
For n = 2 we let
Q =
 W W − c12G IW − c21G W I
I I I
 = (A B
C D
)
. (22)
By (21) the inverse of D is
D−1 =
(
W I
I 0
)−1
=
(
0 I
I −W
)
. (23)
From (21) and (23) it is straight forward to verify that the inverse of (22) can be expressed as
Q−1 =

1
2c12
G−1 − 12c12G−1 12I
− 12c12G−1 12c12G−1 12I
1
2I
1
2I
c12
2 G−W
 =

k11G
−1 k12G−1 k1I
k21G
−1 k22G−1 k2I
k1I k2I cG−W
 ,
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where k12 = k21,
∑2
i=1 kij = 1/2c12 − 1/2c12 = 0, and
∑2
i=1 ki = 1/2 + 1/2 = 1. Thus, (20) holds for
n = 2.
Assume now that (20) holds for n = m− 1. The proof is complete if we can show that (20) holds
for n = m. For n = m we split the matrix Q in four blocks
Q =

W W − c12G · · · W − c1mG I
W − c21G W · · · W − c2mG I
...
...
. . .
...
...
W − cm1G W − cm2G · · · W I
I I · · · I 0

k(m+1)×k(m+1)
=
(
A B
C D
)
.
By assumption the inverse of D is of the form (20). Using this fact we have that
BD−1 =
(
m−1∑
i=1
(
W − c1(i+1)G
)
ki1G
−1 + k1I, ...,
m−1∑
i=1
(
W − c1(i+1)G
)
ki(m−1)G−1 + km−1I,
m−1∑
i=1
(
W − c1(i+1)G
)
ki + cG−W
)
=((
k1 −
m−1∑
i=1
c1(i+1)ki1
)
I, ...,
(
km−1 −
m−1∑
i=1
c1(i+1)ki(m−1)
)
I,
(
c−
m−1∑
i=1
c1(i+1)ki
)
G
)
, (24)
where the second equality uses the induction hypothesis that
∑m−1
i=1 kij = 0 for all j = 1, ...,m − 1,
and
∑m−1
i=1 ki = 1. Further, it is relative straight forward, using the induction hypothesis, to verify
that
A−BD−1C = W −
(
m−1∑
j=1
(
kj −
m−1∑
i=1
c1(i+1)kij
)(
W − c1(j+1)G
)
+
(
c−
m−1∑
i=1
c1(i+1)ki
)
G
)
=
(
2
m−1∑
i=1
c1(i+1)ki −
m−1∑
i=1
m−1∑
j=1
c1(i+1)c1(j+1)kij − c
)
G = k∗G.
Hence,
E = (A−BD−1C)−1 = 1
k∗
G−1 = k∗11G
−1. (25)
Combining (24) and (25), we obtain
F = −EBD−1 =
− 1
k∗
((
k1 −
m−1∑
i=1
c1(i+1)ki1
)
G−1, ...,
(
km−1 −
m−1∑
i=1
c1(i+1)ki(m−1)
)
G−1,
(
c−
m−1∑
i=1
c1(i+1)ki
)
I
)
=(
k∗12G
−1, ..., k∗1mG
−1, k∗1I
)
,
and due to the fact that D−1 and E are symmetric (using that the inverse of a symmetric matrix is
again symmetric) and C = Bᵀ we also have that
H = −D−1CE = −(EBD−1)ᵀ = Fᵀ. (26)
Moreover, by combining (24), (26) and the inverse of D it can also be shown that the (i, j)th k × k
block matrix entry in the km× km matrix K = D−1 −HBD−1 = {Kij}i,j=1,...,m equals
Kij =
(
kij +
1
k∗
(
ki−
m−1∑
l=1
c1(l+1)kli
)(
kj−
m−1∑
l=1
c1(l+1)klj
))
G−1 = k∗(i+1)(j+1)G
−1, i, j = 1, ...,m−1,
(27)
26
Kim = Kmi =
(
ki +
1
k∗
(
ki −
m−1∑
l=1
c1(l+1)kli
)(
c−
m−1∑
l=1
c1(l+1)kl
))
I = k∗i+1I, i = 1, ...,m− 1,
and
Kmm = cG−W + 1
k∗
(
c+
m−1∑
l=1
c1(l+1)kl
)2
G = c∗G−W.
Thus, the inverse Q−1 =
(
E F
H K
)
is of the same form as in (20). It now remains to show that the
k∗-coefficients satisfy the same conditions as the k’s in Lemma A.1. From (25) and (27) and the fact
that kij = kji, i, j = 1, ...,m− 1, and that H = Fᵀ, we have that k∗ij = k∗ji, i, j = 1, ...,m. Moreover,
by the induction hypothesis, for j = 1 in k∗ij , we obtain
m∑
i=1
k∗i1 =
1
k∗
− 1
k∗
m∑
i=2
(
ki−1 −
m−1∑
l=1
c1(l+1)kl(i−1)
)
=
1
k∗
− 1
k∗
= 0,
and for j = 2, ...,m we have
m∑
i=1
k∗ij = −
1
k∗
(
kj−1 −
m−1∑
l=1
c1(l+1)kl(j−1)
)
+
m∑
i=2
(
k(i−1)(j−1) +
1
k∗
(
ki−1 −
m−1∑
l=1
c1(l+1)kl(i−1)
)(
kj−1 −
m−1∑
l=1
c1(l+1)kl(j−1)
))
=
− 1
k∗
(
kj−1 −
m−1∑
l=1
c1(l+1)kl(j−1)
)
+
1
k∗
(
kj−1 −
m−1∑
l=1
c1(l+1)kl(j−1)
)
= 0.
Also,
m∑
i=1
k∗i = −
1
k∗
(
c−
m−1∑
l=1
c1(l+1)kl
)
+
m∑
i=2
(
ki−1+
1
k∗
(
ki−1−
m−1∑
l=1
c1(l+1)kl(i−1)
)(
c−
m−1∑
l=1
c1(l+1)kl
))
=
− 1
k∗
(
c−
m−1∑
l=1
c1(l+1)kl
)
+ 1 +
1
k∗
(
c−
m−1∑
l=1
c1(l+1)kl
)
= 1.
Hence, formula (20) holds for n = m, and by the induction principle we have that (20) is true for all
integers n larger than 1. We have thus proved Lemma A.1.
Proof of Proposition 3.1. Under the assumption in Proposition 3.1 we here show that the coefficients
of the functional kriging weights (9) of PWFK, which are obtained by minmising (4) subject to the
unbiasedness constraint of the predictor (
∑n
i=1 λi(t) = 1, for all t ∈ T ), yields weights that are constant
over time, i.e., λi(t) = b
ᵀ
i Bλ(t) = λi, i = 1, ..., n. Giraldo et al. (2010) showed that the solution of the
optimisation problem is given by the solution of the system Qβ = J =⇒ βˆ = Q−1J, where
Q =

Q1 Q12 · · · Q1n I
Q21 Q2 · · · Q2n I
...
...
. . .
...
...
Qn1 Qn2 · · · Qn I
I I · · · I 0
 , β =

b1
b2
...
bn
m
 , and J =

J1
J2
...
Jn
c
 ,
where
Qi =
∫
T
Bλ(t)B
ᵀ(t)V (ai)B(t)B
ᵀ
λ(t)dt =
∫
T
σ2i (t)Bλ(t)B
ᵀ
λ(t)dt, (28)
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Qij =
∫
T
Bλ(t)B
ᵀ(t)C(ai,aj)B(t)B
ᵀ
λ(t)dt =
∫
T
σ2ij(t)Bλ(t)B
ᵀ
λ(t)dt, (29)
Ji =
∫
T
Bλ(t)B
ᵀ(t)C(a0,ai)B(t)dt =
∫
T
σ20i(t)Bλ(t)dt, (30)
mᵀ = (m1, ...,mK) are the K Lagrangian multipliers and c is an unbiasedness constraint vector
satisfying cᵀBλ(t)=1.
By the assumption we have that ai = Pri with V (ri) = D(0) = σ
2I and C(ri, rj) = D(hij) =
(σ2 − γ(hij))I, where γ(h) is the common semivariogram function depending on the distance hij =
hji = ‖si − sj‖ between two locations si and sj . Therefore, σi(t) and σij(t) in expressions (28), (29)
and (30) equals
σ2i (t) = B
ᵀ(t)V (ai)B(t) = Bᵀ(t)PD(0)PᵀB(t) = σ2(t), i = 1, ..., n,
and
σij(t) = B
ᵀ(t)C(ai,aj)B(t) = Bᵀ(t)PD(h)PᵀB(t) = σ2(t)− γ(hij)f(t) i < j, i, j = 0, 1, ..., n, (31)
where f(t) = Bᵀ(t)PIPᵀB(t). Thus, Qi = W and Qij = W − γ(hij)G for i, j = 1, ..., n, where
W =
∫
T
σ2(t)Bλ(t)B
ᵀ
λ(t)dt and G =
∫
T
f(t)Bλ(t)B
ᵀ
λ(t)dt. Hence, the system we want to solve
Qβ = J may be expressed as
W W − γ(h12)G · · · W − γ(h1n)G I
W − γ(h21)G W · · · W − γ(h2n)G I
...
...
. . .
...
...
W − γ(hn1)G W − γ(hn2)G · · · W I
I I · · · I 0


b1
b2
...
bn
m
 =

J1
J2
...
Jn
c
 .
By Lemma A.1 the inverse of Q is of the form (20) (as long as the inverse of G exists) and thus it
follows that the solution of such system for any bi is of the form
bi =
n∑
j=1
kijG
−1Jj + kic, i = 1, ..., n,
which can be rewritten as
G(bi − kic) =
n∑
j=1
kijJj , i = 1, ..., n, (32)
where the kij ’s and ki’s are constants determined by the γ(hij)’s such that kij = kji for i, j = 1, ..., n,∑n
j=1 kij = 0 for all i’s and
∑n
i=1 ki = 1. Using this fact together with (30) and (31), we may write
the right hand side of (32) as
n∑
j=1
kijJj =
n∑
j=1
kij
∫
T
(σ2(t)− γ(h0j)f(t))Bλ(t)dt = −
n∑
j=1
kijγ(h0j)
∫
T
f(t)Bλ(t)dt, i = 1, ..., n.
(33)
Thus, using (33) and the expression for G we may now express (32) as∫
T
f(t)Bλ(t)B
ᵀ
λ(t)(bi − kic)dt = −
n∑
j=1
kijγ(h0j)
∫
T
f(t)Bλ(t)dt
or equivalently, ∫
T
f(t)Bλ(t)B
ᵀ
λ(t)
(
bi − (ki +
n∑
j=1
kijγ(h0j))c
)
dt = 0, i = 1, ..., n, (34)
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where we in the last expression used the fact that Bᵀλ(t)c must equal 1 for all values of t ∈ T (the
unbiasedness constraint). We now see that the above equation holds if bi equals (ki+
∑n
j=1 kijγ(h0j))c
and from the assumption of G−1’s existence we also have that this solution is the only one. Thus, the
weights must equal
λi(t) = b
ᵀ
i Bλ(t) = (ki +
n∑
j=1
kijγ(h0j))c
ᵀBλ(t) = ki +
n∑
j=1
kijγ(h0j) = λi,
for all values of t ∈ T and i = 1, ..., n, and consequently, the PWFK predictor coincides with the
OKFD predictor.
B Tables of the simulation study
Tables 7, 8, 9 and 10 contain information about the prediction performance in terms of mean squared
prediction errors (MSPEs) for the simulated cases 1-18 for small and large sample sizes with and
without a deterministic trend, respectively. The smallest overall MSPE for each case is highlighted
in red. The numbers in parentheses represent the average computational time in seconds over the
corresponding estimated models and replications. The column #Times represents the number of
times, out of the 100 realisations, that OKFD had lower (minimum) MSPE than the Sp.T. separable
model. The last column shows p-values from two-sided paired t-tests comparing the overall MSPEs
between the OKFD and the Sp.T. separable models.
Table 7: Simulated data without deterministic time trend, small sample size.
Generated data overall MSPE Comparison
Scenario Type α β OKFD Sp.T. Separable Sp.T. Product-sum Sp.T. Metric #Times p-value
1
S
e
p
a
ra
b
le
0.1 0.068 (0.2) 0.068 (7.1) 0.070 (9.8) 0.106 (6.1) 45 0.176
2 0.1 1 0.065 (0.2) 0.065 (8.4) 0.069 (10.8) 0.080 (6.3) 39 0.561
3 10 0.063 (0.2) 0.064 (6.2) 0.065 (14.6) 0.070 (6.3) 37 0.409
4 0.1 0.135 (0.2) 0.145 (7.0) 0.150 (12.7) 0.204 (6.4) 68 <0.001
5 0.5 1 0.135 (0.2) 0.139 (8.6) 0.147 (14.6) 0.196 (6.1) 56 <0.001
6 10 0.134 (0.2) 0.139 (7.3) 0.154 (17.3) 0.154 (6.3) 53 0.204
7 0.1 0.377 (0.2) 0.400 (6.2) 0.395 (15.2) 0.452 (6.2) 59 <0.001
8 2 1 0.356 (0.2) 0.386 (8.0) 0.399 (16.0) 0.476 (6.2) 67 <0.001
9 10 0.365 (0.2) 0.378 (7.8) 0.436 (17.6) 0.421 (6.2) 62 <0.001
10
N
o
n
S
e
p
a
ra
b
le
0.1 0.063 (0.2) 0.063 (6.6) 0.067 (9.0) 0.105 (6.1) 48 0.766
11 0.1 1 0.063 (0.2) 0.063 (8.5) 0.066 (9.6) 0.100 (6.3) 35 0.755
12 10 0.063 (0.2) 0.065 (6.2) 0.068 (10.4) 0.090 (6.2) 55 0.013
13 0.1 0.132 (0.2) 0.144 (6.3) 0.153 (13.0) 0.199 (6.3) 64 <0.001
14 0.5 1 0.132 (0.2) 0.140 (8.2) 0.150 (14.1) 0.216 (5.9) 65 <0.001
15 10 0.139 (0.2) 0.144 (9.0) 0.157 (16.6) 0.195 (6.4) 62 <0.001
16 0.1 0.363 (0.2) 0.398 (5.9) 0.379 (14.9) 0.430 (6.1) 67 <0.001
17 2 1 0.365 (0.2) 0.422 (7.1) 0.396 (16.0) 0.481 (6.2) 72 <0.001
18 10 0.362 (0.2) 0.387 (8.2) 0.385 (16.8) 0.532 (6.5) 70 <0.001
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Table 8: Simulated data without deterministic time trend, large sample size.
Generated data overall MSPE Comparison
Scenario Type α β OKFD Sp.T. Separable #Times p-value
1
S
e
p
a
ra
b
le
0.1 0.051 (8.7) 0.050 (147.9) 10 <0.001
2 0.1 1 0.055 (8.6) 0.053 (139.0) 8 <0.001
3 10 0.054 (8.6) 0.051 (125.8) 3 <0.001
4 0.1 0.078 (9.9) 0.080 (153.0) 24 0.029
5 0.5 1 0.079 (9.9) 0.078 (154.5) 11 0.064
6 10 0.081 (10.0) 0.079 (139.9) 11 <0.001
7 0.1 0.164 (9.6) 0.168 (146.4) 46 0.207
8 2 1 0.160 (9.7) 0.161 (147.9) 38 0.147
9 10 0.167 (9.7) 0.167 (141.3) 25 0.846
10
N
o
n
S
e
p
a
ra
b
le
0.1 0.053 (8.7) 0.052 (150.1) 4 <0.001
11 0.1 1 0.053 (8.7) 0.051 (146.5) 2 <0.001
12 10 0.054 (8.6) 0.050 (134.6) 3 <0.001
13 0.1 0.076 (9.3) 0.077 (156.4) 20 0.138
14 0.5 1 0.078 (9.6) 0.077 (163.3) 14 0.431
15 10 0.078 (10.3) 0.075 (177.5) 14 <0.001
16 0.1 0.160 (9.7) 0.175 (145.6) 41 0.038
17 2 1 0.161 (9.7) 0.162 (147.7) 22 0.516
18 10 0.165 (9.7) 0.164 (148.3) 17 0.723
Table 9: Simulated data with deterministic time trend, small sample size.
Generated data overall MSPE Comparison
Scenario Type α β OKFD Sp.T. Separable Sp.T. Product-sum Sp.T. Metric #Times p-value
1
S
e
p
a
ra
b
le
0.1 0.066 (0.2) 0.066 (9.3) 0.068 (12.6) 0.072 (6.2) 31 0.107
2 0.1 1 0.063 (0.2) 0.063 (8.8) 0.066 (11.9) 0.070 (6.1) 29 0.004
3 10 0.066 (0.2) 0.066 (6.7) 0.068 (15.5) 0.066 (6.3) 32 0.441
4 0.1 0.128 (0.2) 0.134 (9.7) 0.138 (14.6) 0.149 (6.4) 69 <0.001
5 0.5 1 0.135 (0.2) 0.140 (9.9) 0.148 (14.5) 0.146 (5.9) 63 0.029
6 10 0.137 (0.2) 0.138 (7.8) 0.159 (17.3) 0.146 (6.4) 49 0.022
7 0.1 0.380 (0.2) 0.398 (8.2) 0.413 (15.5) 0.457 (6.2) 73 <0.001
8 2 1 0.377 (0.2) 0.400 (9.4) 0.422 (15.6) 0.430 (5.9) 65 <0.001
9 10 0.387 (0.2) 0.405 (8.1) 0.442 (17.6) 0.415 (6.2) 73 <0.001
10
N
o
n
S
e
p
a
ra
b
le
0.1 0.063 (0.2) 0.063 (9.6) 0.064 (12.7) 0.066 (6.3) 34 0.598
11 0.1 1 0.065 (0.2) 0.064 (9.0) 0.066 (11.1) 0.066 (6.2) 33 0.009
12 10 0.066 (0.2) 0.065 (6.7) 0.071 (13.2) 0.069 (6.3) 30 0.049
13 0.1 0.135 (0.2) 0.139 (9.7) 0.148 (14.5) 0.153 (6.5) 63 <0.001
14 0.5 1 0.133 (0.2) 0.136 (10.0) 0.146 (14.2) 0.153 (5.9) 67 <0.001
15 10 0.134 (0.2) 0.136 (8.9) 0.148 (16.6) 0.142 (6.2) 58 <0.001
16 0.1 0.362 (0.2) 0.375 (8.3) 0.384 (15.4) 0.447 (6.4) 69 <0.001
17 2 1 0.360 (0.2) 0.377 (9.4) 0.384 (15.9) 0.431 (6.1) 74 <0.001
18 10 0.377 (0.2) 0.402 (8.9) 0.412 (16.8) 0.423 (6.1) 81 <0.001
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Table 10: Simulated data with deterministic time trend, large sample size.
Generated data overall MSPE Comparison
Scenario Type α β OKFD Sp.T. Separable #Times p-value
1
S
e
p
a
ra
b
le
0.1 0.054 (8.7) 0.053 (151.7) 10 <0.001
2 0.1 1 0.053 (8.7) 0.051 (143.9) 8 <0.001
3 10 0.054 (8.7) 0.051 (131.9) 3 <0.001
4 0.1 0.074 (9.9) 0.076 (158.6) 24 0.016
5 0.5 1 0.077 (9.9) 0.077 (159.5) 11 0.465
6 10 0.080 (9.9) 0.077 (146.3) 11 <0.001
7 0.1 0.156 (9.6) 0.164 (150.8) 46 0.151
8 2 1 0.163 (9.7) 0.169 (150.5) 38 0.104
9 10 0.165 (10.0) 0.166 (153.1) 25 0.479
10
N
o
n
S
e
p
a
ra
b
le
0.1 0.053 (8.7) 0.051 (151.6) 4 <0.001
11 0.1 1 0.053 (8.7) 0.050 (150.0) 2 <0.001
12 10 0.055 (8.6) 0.051 (134.1) 3 <0.001
13 0.1 0.077 (10.3) 0.078 (190.2) 20 0.051
14 0.5 1 0.077 (9.9) 0.076 (159.8) 14 0.288
15 10 0.079 (10.0) 0.077 (155.8) 14 <0.001
16 0.1 0.163 (9.7) 0.166 (150.7) 41 0.029
17 2 1 0.163 (9.7) 0.167 (152.6) 22 0.186
18 10 0.163 (9.7) 0.162 (152.5) 17 0.213
Tables 11 and 12 contain information about the number of basis functions used in the OKFD
models concerning the stationary (corresponding to isotropic Sp.T. processes with separable and non-
separable covariance function) and non-stationary scenarios for the considered sample sizes.
Table 11: Stationary
Sample sizes
Small Medium Large
Fourier 5,7,9,11 5,15,25,35,45,47,49 5,15,25,35,45,47,49
B-splines 5,6,7,8,9,10,11,12 5,15,25,35,45,47,49 5,15,25,35,45,47,49
Total 12 14 14
Table 12: Non-stationary
Sample sizes
Small Medium Large
Fourier 5,7,9,11 5,7,9,11,13,15,17,19,21,23,25,35,45,47,49 5,7,9,11,13,15,17,19,21,23,25,35,45,47,49
B-splines 5,6,7,8,9,10,11,12 5,7,9,11,13,15,17,19,21,23,25,35,45,47,49 5,7,9,11,13,15,17,19,21,23,25,35,45,47,49
Total 12 30 30
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