[Abstract] The paper deals with the optimal design of road vehicles and their subsystems. The highly competitive nature of the automotive industry demands constant product innovation and reduction in product development both in time and cost while satisfying performance and legal requirements. Optimization procedures provide a scientific approach to automatically determine the most efficient designs under the target operating environment. Particular attention is devoted to the class of methods pertaining to complex system design optimization, as well as the approaches for the optimal design of complex systems under uncertainty. A critical review of the optimization methods used for solving road vehicle system design problems is reported. Some examples of design optimization are given in the field of vehicle system dynamics, powertrain design, internal combustion engine design, active and passive safety, vehicle system design and lightweight structures, advanced automotive electronics.
Introduction
The design process is and will always be based on the designer intuition. However, optimization techniques can permit significant improvement in the process itself. The designer activity undergoes iterations between an analysis stage, in which the relationships between parameters, performance indices and design constraints are assessed, and a synthesis stage, in which the possible and desired performances are obtained by a proper parameter setting. The inherently iterative nature of the design process makes it particularly difficult to keep it under control. The application of optimization in automotive engineering is increasing as more powerful computers become available. Today calculations can be performed in a fraction of the time it took a few years ago. Therefore, the applications for numerical optimization have increased.
A brief outline of optimal design methods generally used for vehicle design problems is given below. Some examples of design optimizations will be given in the field of vehicle system dynamics, powertrain/internal combustion engine design, active safety and ride comfort, vehicle system design and lightweight structures, and advanced automotive electronics. 9, 23, 27, 39, 54, 71, 88 
I. BASICS
In this section some basic concepts of optimization theory are reported. The interested reader may refer to Refs. 83, 76, 6, 84, 67 for an in-depth documentation on these topics.
A. Formulation of the optimization problem
An optimal design problem is defined by the design variables vector x, and a set of performance attributes (objective functions) and design constraints. The majority of engineering problems involve a constrained optimization formulation, that is, the task of minimizing (or maximizing) a vector of objective functions subject to different types of constraints. Objective functions and constraints must be quantifiably expressed as functions (f, g) of the design variables x, i.e., find x such that (1) where f is the objective function vector, x is the vector of the design variables, X is the definition domain of x, and h j , g j are equality and inequality constraints, respectively. The set X can represent certain ranges of real values or certain types, such as integer or "standard" values, which are very often used in design specifications. 83, 76 Multi-objective optimization methods can be broadly decomposed into two categories: Scalarization approaches and Pareto approaches. Several methods exist for converting the multi-objective formulation into one with a scalar objective function that can be solved with the usual single objective optimization methods, typically using some sort of weighting function. The shortcoming of such scalarization is that the designer must include subjective information and preferences a priori, i.e., before the results of the optimization process are known. Additionally, some optimal solutions can be unattainable for non convex problems (see Refs. 83, 76, 67) . The Pareto methods, on the other hand, keep the elements of the objective vector f separate throughout the optimization process. The most common and rigorous approach is to define the efficient solutions (i.e. Pareto Optimal Solutions). Under this assumption the set of efficient solutions constitutes the Pareto-optimal set. 67, 69 The main disadvantage of this approach is that generating Pareto-optimal sets is generally computationally expensive. The Pareto-optimal solutions are defined mathematically as follows. Given the minimization problem (1) with k objective functions and n design variables, a solution x i is Pareto-optimal if there is no solution x j such that
This definition can be used to find the Pareto-optimal solutions directly (Pareto filtering, see Table 1 ).
69 Table 1 Table 1 . Overview of multi-objective optimization methods.
B. The solution methods
The problem in Eq. (1) is formally called a mathematical programming problem. 6, 76, 83, 84 If the functions f and g are all linear, the problem is a linear programming one. Otherwise, the problem is a non-linear programming one. A large class of design problems comprises mixed-discrete/continuous design variables values. 84 In general, the solution methods can be divided into derivative and non-derivative methods, see Table 2 . Nonderivative methods, are more suitable for general engineering design problems, but the computational efficiency can be limited. In Table 2 , some of the methods for solving optimization problems are presented and compared. 67, 64 This topic is further discussed in the following sub-sections. Table 2 . Methods for solving optimization problems (--very bad; -poor; + good; + + very good ).
Method

Nonlinear programming
The reader may refer to Refs. 83, 76, 6, 84 for a detailed description of nonlinear programming methods.
Search based on uniformly distributed sequences
The exhaustive search method is the simplest search method, but it requires a huge amount of computational effort. 69 Design space exploration is a collection of statistical techniques providing a systematic way to sample the design space. In multi-dimensional spaces, a low discrepancy sequence can be used to define a set of design variables combinations to be exploited to sample the objective functions domain by reducing as much as possible the number of combinations. 97 Low discrepancy sequences differ from pseudo-random sequences in that the points are more evenly distributed in the feasible space.
Evolutionary Strategies
Evolutionary strategies are a class of non-gradient methods which has grown in popularity since Holland first published his book on the subject. 48 Two types of evolutionary algorithms are considered here, namely genetic algorithms and simulated annealing. Genetic algorithms (GAs) are suitable for finding the minimum of a function (or of a set of functions) by performing a semi-stochastic search. 11, 15, 41, 48, 87, 93 The basic idea of GAs is the mechanics of natural selection. The design variable vector referring to a particular design solution is typically encoded into binary or real strings (chromosomes). GAs are based on an elitist reproduction strategy, where the strongest members of the population (design solutions) are selected for reproduction and are given the opportunity to strengthen the chromosomal (i.e., genes, namely, design variables) makeup of the next generation. Unlike many other search techniques, GAs consider multiple design solutions (a population) at each iteration. The main advantages of GAs are the following. GAs work on function evaluations alone and do not require function derivatives. GAs proceed from several points in the design variable domain (population), consequently, the method has a better chance of locating the global minimum. GAs allow design variable spaces consisting of a mix of continuous and discrete variables. GAs can be easily implemented on parallel computers. The disadvantage is that the computational costs are high, and good performance often requires a difficult tuning of the algorithm for the specific problem at hand. A ranking method can be easily included to grade the population in terms of Pareto-optimality and construct a procedure able to identify the entire Pareto optimal set and not, as it occurs for standard algorithms, one single Pareto-optimal solution for each run. 11, 16, 41, 93 Simulated annealing (SA) was first presented by Kirkpatrick (see Ref. 40) in the early 80's. Simulated annealing is a heuristic search method suitable to solve difficult optimization problem. SA simulates the natural phenomenon of annealing of solids in order to optimize complex systems. Annealing of solids is accomplished by heating up a solid and allowing it to cool down slowly so that thermal equilibrium is maintained. This ensures that the atoms are obtaining a minimum energy state. 52, 84 Annealing is the process that refers to finding a low energy state of a solid by initially melting the substance and then lowering the temperature slowly. At high temperatures the molecules of a liquid move freely with respect to each other. If the liquid is cooled slowly, the thermal mobility is lost, the atoms are able to line themselves up and form a pure crystal structure that is completely ordered in all direction. This crystal structure corresponds to the state of minimum energy of the system. Simulated annealing can be seen as a subset of Genetic Algorithms with a population of one single individual and a changing mutation rate. In 1953 Metropolis, 68 introduced a simple algorithm to simulate the annealing process by considering a collection of atoms at a given temperature. At each iteration an atom is given a small random displacement and the resulting change in energy (δ) of the system is calculated. If δ < 0, the resulting change is accepted. If δ>0, the change is accepted with probability exp [δ / ( K b T)], where T is the temperature and K b is the Boltzmann constant. If a large number of iterations is carried out at each temperature, the system attains thermal equilibrium at each temperature. At thermal equilibrium the probability distribution of the system follows the Boltzmann distribution, where the probability of the system being in a state i at temperature T is exp(-E i )/( K b T Z), where E i is the energy of the state i and Z is the partition function required for normalization. The above statement expresses the idea that a system in thermal equilibrium at temperature T has its energy probabilistically distributed among all different energy state E. Even at low temperature there is a chance of the system being in high energy state, therefore there is a corresponding chance for the system to get out of a local minimum energy state in favor of finding a better global one. To apply Metropolis algorithm for other than thermodynamic process one must provide the following (a) A description of possible system configurations. There has been some work done in multi-objective simulated annealing where the non-dominated solutions found during search are stored during the annealing process. 95 
Global approximation
Complex system design requires extensive use of simulation-based design and analysis tools, such as multibody dynamics simulations (MBD), finite element analysis (FEA), computational fluid dynamics (CFD), and other computationally intensive models. The need to quantify the engineering performance of complex products, such as automobiles, leads to computationally expensive models due to fidelity of modeling and to the obvious need for accurate results.. Moreover, computer simulation codes can be discipline-specific, distributed, on different computer platforms. Sometimes, computationally expensive computer simulations and/or analyses are replaced by surrogate models, which are fast, simple approximations. To approximate functions, a vast series of techniques exist that go from a simple polynomial interpolation to very more accurate methods of representing function behavior, such as radial base neural networks or kriging models. 85 Optimization may require a prohibitive simulation effort, even with the most efficient techniques. In this case, the original model can be globally approximated by means of a simpler, approximate model. This approximate model is defined on the basis of a limited number of simulations (i.e., computational experiments) performed by means of the originally validated physical model of the system under consideration. Typically the simulation time for the pure numerical model is a small fraction (1/10 to 1/10000) of the simulation time needed by the original model. 73, 70 The accuracy in the approximation of the outputs depends on the approximation model employed and the computational effort expended to build the model. The first attempts using neural networks for global approximation were reported in Ref. 44 . A comparison of different approximation methods is given in Ref. 29 and some results are shown in Table 3 . Table 3 . Approximation methods. ( -poor; + good; + + very good ).
Optimal design of multilevel systems
Analytical target cascading (ATC) is a methodology for optimal design of hierarchical multilevel systems where outputs of lower-level elements are inputs to higher-level elements (See Fig. 1 ). Every system is analyzed at the level of complexity that corresponds to the interest of the designer. For this reason, we can identify hierarchical levels in the system definition; the system can be divided into subsystems that can be further subdivided. The objective is to identify the element interactions early in the design process, and to determine specifications that yield consistent system design with minimized deviation from design targets. This is because the time and cost to correct problems increase rapidly with each step of the product development cycle. The process formulates and solves a minimum deviation optimization problem for each element of the multilevel system. By solving the element optimization problems in an iterative manner, ATC aims at minimizing discrepancies between the optimal design variable values desired at elements higher in the hierarchy and response values that elements at lower levels can actually deliver. 51, 83, 55, 75, 74 In addition, if design variables are shared among some elements at the same level, their required common final optimal value is coordinated by their parent element at the level above. 
Comparison of the different solution methods
There is no unique answer to which optimization method is the best. Many studies have shown that different methods show the best performance depending on the problem and on how much effort has been spent to tune the method itself (the procedure itself needs to be optimized). Search based on uniformly distributed sequences can be computationally very expensive, but no parameters relative to the algorithm itself need to be tuned. Genetic Algorithms are robust and they can handle multi modal functions, but several parameters (population size, mutation and crossover probability, …) need to be tuned to get adequate convergence properties. Simulated Annealing is a robust method slightly less computational expensive then genetic algorithms. Standard nonlinear programming methods show very fast convergence rate and they are very easy to be tuned, but they are not as robust (i.e., get stuck in local optima) as the other methods. Moreover, they can just find one optimal solution for each run. Moreover, the solution of engineering problems often requires a mixture of numerical simulations, analytical calculations and selection of catalog components. Therefore, non-gradient optimization methods (i.e., search based on uniformly distributed sequences, genetic algorithms, simulated annealing) are better suited for these types of problems, being impossible the calculation of the derivatives of the objectives function.
C. Reliability-based design optimization
Because deterministic optimum designs obtained without taking uncertainty into account could lead to unreliable designs, a reliability-based approach to design optimization is preferable. Recently many authors have introduced procedures that combine design optimization techniques with reliability-based design methods. 3, 92, 8, 37, 40, 61, 56, 100, 91, 101 The approach allows the designer to minimize the objective function while accounting for the influence of stochastic variations of some parameters and/or variables. Typically this involves trading (deterministic) optimality for robustness, whether in the value of the objective (robust design) or in the satisfaction of the constraints (reliable design). In the presence of random variables and parameters, responses, such as objective and constraint value calculations, are themselves random variables, whose expected values and/or variances must be computed when solving probabilistic optimization problems. Evaluation of probability distributions of responses can be achieved using Monte Carlo simulation, but this is a very expensive process. Thus, various approximation schemes must be used in practical situations. A mean-value first-order second-moment approach (first-order Taylor expansion about the current design) can be adopted to estimate the mean and standard deviation of the objective functions. 40 When a trained artificial neural network is used to compute model responses, an accurate estimate of the variance of the objective functions can be obtained with no additional computational cost. 30, 40 Uncertainty can also come from considering market behavior when launching new products. For example, developing a new vehicle design in a dual-use context (commercial enterprise and government military uses) is affected by uncertainty in market penetration and cannibalization.
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II. OPTIMAL DESIGN OF ROAD VEHICLES AND SUBSYSTEMS
The following state of the art review is adapted from Ref. 28 and is reported here in a revised and extended form.
A. Vehicle system dynamic behavior
The first attempts to design optimally the suspension system of a road vehicle appeared in Refs. 14, 47, 49, 50, 63, 99, 77, 90. Some basic studies on the optimization of the ride comfort and active safety of road vehicles are presented in Refs. 35, 36, 33, 78 . Both passively and actively suspended vehicles have been considered. Simple analytical formulae for the estimation of vehicle dynamic behavior are derived, and these formulae are used in conjunction with multi-objective programming (MOP) to find the optimal suspension design variables symbolically, ensuring the best compromise among comfort, road holding and working space. In Refs. 32, 33 the design variables, i.e., suspension stiffness and damping, are considered as stochastic variables and the vehicle body mass and tire radial stiffness as stochastic parameters, in order to derive the optimal trade-off solutions in a optimal and robust framework. Referring to the tuning of gains of an actively suspended vehicle, analytical formulae seem to have been derived only for simple system models (results reported in Refs., 2, 49, 98, 36), establishing the well-known 'sky-hook' control strategy. A basic study on the optimization of the handling behavior and active safety of road vehicles is presented in Ref. 71 . That article demonstrates how the front and rear tire cornering stiffness of a vehicle can be tuned in order to obtain a preferred compromise among the many conflicting performance indices that describe the handling behavior and active safety. Similar studies in optimizing vehicle handling behavior over a range of maneuvers but involving a much greater number of design variables is reported in Refs. 31, 39, 65, 72, 86, 88, 89, 96. In order to design a car effectively, one is often required to tune the entire set of design variables related to tires, aerodynamics and chassis characteristic (stiffness, damping and kinematics of the suspension system). Such tuning presents good opportunities for effective use of optimization methods.
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B. Powertrain design
Hybrid-electric propulsion systems have been optimized with respect to fuel economy, ride, and mobility targets in Ref. 54 by applying a target cascading approach. A method for combined design optimization and power management of a hybrid propulsion system integrated within a complete vehicle system was proposed in Ref. 24 . A sequential quadratic programming (SQP) algorithm with a design space exploration based multi-start technique was used to enhance the chances of achieving the global optimum. The design of the synchronizer and selector mechanism of a vehicle gearbox is discussed in Refs. 37, 38. The main aim there is to improve shifting ability during a reference shift action. Fifty-eight variables of the system model were thus tuned. The approach proposed in Ref. 37 addresses both the optimization of nine system performance indices and the reduction of the sensitivity (variance) of the performance indices to stochastic perturbations. The variances are computed by means of a procedure based on the global approximation of the objective functions. The use of ATC in vehicle transmission design was reported in Ref. 7 . ATC was applied to the simulation-based design of a CVT implemented in a mid-sized truck. The overall system was decomposed into three levels. The study highlighted two main issues. First, the development of the co-ordination strategy and appropriate models appeared to be an intricate task that benefits from extensive knowledge of the overall problem. Second, the values of the arbitrary weights defined at all levels had a significant impact on the results and of ATC as a practical and suitable approach.
C. Internal Combustion Engine design
A probabilistic formulation of the ATC process has been used in Refs. 57, 10 to solve an internal combustion engine design problem. An engine is considered at the top level system, which is then decomposed into subsystems representing the piston-ring/cylinder-liner subassembly of the cylinders. The system model predicts engine performance in terms of brake-specific fuel consumption. The ring/liner subassembly simulation takes as inputs the surface roughness of the ring and the liner (assumed to be normally distributed) and the Young's modulus and hardness and computes power loss due to friction. The engine simulation takes then as input the power loss and computes brake-specific fuel consumption of the engine. An analysis of an optimized approach for designing engine mounts is given in Ref. 1. GAs and SQP have been used for selecting the combination of parameters that can yield the deepest notch and shortest resonance peak in the dynamic stiffness of the fluid mounts. The link between manufacturing process and product performance is studied in order to construct quantifiable criteria for the introduction of new engine technologies and processes in Ref. 60 . Cost associated with a new process must be balanced against increases in engine performance. A predictive engine simulation model is used to quantify performance gains due to the new surface finish obtained by means of abrasive flow machining for finishing the inner surfaces of intake manifolds for two engines. Subsequently, economic cost-benefit analysis is used to evaluate manufacturing decisions based on their impact on the firm's profitability.
D. Safety and ride comfort
In Ref. 5, GAa are used for determining the active control and passive mechanical parameters of a vehicle suspension system in order to minimize the vertical acceleration subject to constraints on road holding and suspension working space. In Ref. 27 a MOP approach using GAs is employed for the design of a multi-link suspension, based on performance indices related to vehicle handling and stability. In Ref. 72 a procedure is presented for the integrated design (tuning) of tires and suspensions of a racing car. Proper objective functions are defined after a subjective-objective correlation analysis. Different driving situations (steady state, J-turn, lane-change, power on-off while steering, braking on a bend, passing over a kerb while steering) are optimized with respect to 18 design variables related to the suspension system and the tire characteristics. A global approximation model was used together with a search method based on low discrepancy sequences. The same approach has been followed in Refs. 86, 89, 14 and in Ref. 31 for the problem of the chassis design of a production car. In Ref. 39 the computation of the Pareto-optimal set is performed, for a similar chassis design problem by using GAs. In Ref. 40 a method for the reliability-based multi-objective design optimization of tires and suspensions of a racing car is introduced and applied. The optimization has been performed on the basis of a global approximation procedure. In Ref. 42 , through the use of an optimization algorithm with finite-difference sensitivities, the suspension characteristics have been optimized. The ride optimization is achieved by finding the optimum of a ride index that results from a metric that accounts for the acceleration in several key points in the vehicle properly weighted. The extension by including of the optimization of the handling characteristic is given in Ref. 43 . The design of heavy vehicles for good dynamic performance in a variety of scenarios or maneuvers (from standard test maneuvers to extreme emergency maneuvers) is discussed in Ref. 9 . The problem is formulated as a multicriteria, multi-scenario design problem with the goal of finding an optimal vehicle design, which can improve the vehicle dynamic performance in all the considered scenarios simultaneously (lane change, pulse steer, and ramp steer, induced roll-over). A modified Monte-Carlo optimization technique is used to find the optimal designs. A robust design approach for improving vehicle crashworthiness was applied using the Monte Carlo simulation method on a global response surface in Ref. 45 . In Ref. 91 a methodology for reliability-based multi-objective design optimization of automotive body components under impact scenarios is introduced. The approach is applied to minimize the structural mass while maximizing energy absorption of an automotive rail section under structural and occupant safety constraints. In Ref. 53 the focus is on design optimization for safety and NVH. The set of vehicle system design variables is tuned in order to minimize the vehicle weight while satisfying constraints on the static torsion and bending displacements and limiting the injury criteria during frontal crash and side impact. Analytical target cascading has been used to optimize ride quality and handling performances by considering suspension, tire, and spring analysis models in Refs. 51, 55, 56. Potential incompatibilities among targets and constraints throughout the entire system can be uncovered and the trade-offs involved in achieving system targets under different design scenarios can be quantified. The problem of choosing a single solution within a set of Pareto-optimal alternatives is addressed in Ref. 59 . Two methods, the k-optimality approach and the more general k-ε-optimality method, were considered. These two methods theoretically justify and mathematically define the designer's tendency to choose solutions that are "in the middle" of the Pareto-optimal set. The methods were successfully applied to the optimization of the tire/suspension system of a car.
E. Vehicle system design and lightweight structures
The optimal layout of structural components is discussed in many papers. 58, 46, 34, 62 The problem of the definition of the layout of the entire vehicle is addressed in recent papers. 46 Real-coded genetic algorithms (GAs) have been used to solve the multi-objective optimization problem employing an elitist search. An efficient way to find good lightweight designs for vehicle structures is to use different tools for structural optimization. 94, 23, 81, 26, 4 Structural optimization includes several approaches, e.g. material, 4 size, shape and topology optimization, where size and shape optimization are used for fixed topologies and for improvements of existing structures. Topology optimization, however, is a more general optimization method that can be used in the early conceptual design phase of vehicle development where simplified models often are enough to analyze the structural behavior. An application of this approach is shown in Ref. 25 . Using topology optimization methods, the most efficient structures can be found in a relatively early stage of the vehicle design process. The automotive body structure design problem has been considered in Refs. 55, 22, 20, 21 by applying a sharing penalty vector method in order to define the product platform, i.e., choose which components to share and design the product family with minimal individual variation from the ideal individually optimized designs. The analytical target cascading process has been applied also to the optimal design of complete vehicle systems. Novel technologies, such as a hybrid-electric propulsion system, in-hub motors, and variable height suspensions were considered in Ref. 54 . Emphasis was given to fuel economy, ride, and mobility characteristics. In order to reduce the product complexity and cost while offering many variants, a widely implemented strategy is the product platform strategy i.e. sharing components and production processes across a platform of products. Research topics in the automotive field include platform design process development, 21, 22 optimum platform component selection. 79 Several decision-making models related to the acquisition process of vehicles that address a range of conflicting concerns, such as customer needs, life cycle costs, new technology and design, budget allocation, competitive bidding, and the ability of contractors to meet market targets are discussed in Ref. 12 .
F. Integration of vehicle electronic controls
Basic studies on active suspensions optimization and integration are given in Refs. 36, 102, 65. As discussed previously, simple analytical formulae for the estimation of ride comfort and active safety of vehicles are derived and used to get the optimal controller gains that offer the best compromise among comfort, road holding, and packaging. In Refs. 32, 33 this problem is reformulated by considering the vehicle body mass and the tire radial stiffness as stochastic parameters in order to derive the optimal trade-off solutions in a stochastic framework. Research in several application areas has unveiled a coupling between the plant (design) and control optimization problems. Due to this coupling, optimizing a plant and control sequentially does not guarantee system optimality. The results have been demonstrated using a simple combined passive/active car suspension case study in Ref. 19 . A method to improve ride and handling of an automobile fitted with four active suspensions (sky hook dampers, active anti-roll bars), active four-wheel steering, and traction control (controlled differential) has been proposed in Ref. 65 . The designer is asked to iterate between an innovation stage and a trade-off stage, in order to assess the effectiveness of candidate design issues for the synthesis of new control schemes. In Ref. 82 , a vehicle dynamics integrated control algorithm designed by using a non-linear optimization method is proposed for 4-wheel-distributed steering and 4-wheel-distributed traction/braking systems.
III. A SIMPLE EXAMPLE
A simple example is presented in the following to show how very general results can be obtained by applying correctly the optimization procedures introduced above. The problem is to select the stiffness and damping of a passively suspended vehicle. The vehicle behavior, while running on a randomly profiled road, is described by means of the well known quarter car vehicle model (see Fig.  2a ) and the objective is to minimize discomfort (the standard deviation of the acceleration of the body of the vehicle 
to derive the analytical expressions of the Pareto-optimal set into the (non-dimensional) design variables domain (K x , R x ) for the three combinations of two objective functions (boundaries of the Pareto-optimal set for the problem with three objective functions, namely Refs. 35, 33) . These are The designer can get a direct insight into the suspension design problem by inspection of the expressions above. The Pareto-optimal set into the design variable domain (suspension stiffness k 2 and suspension damping r 2 ) for the For the selection of the final suspension design solution a kε-optimality approach, extensively described in Ref. 59 , has been followed. The result is the design solutions within the subset of the Pareto-optimal set named k-ε (darker area) in Fig. 2b . The result seems consistent with the solution selected by very skilled suspension specialists, after an expensive amount of trials.
In a stochastic formulation, the vehicle body mass m 2 and the tire radial stiffness k 1 can be considered as stochastic parameters due to the variety of possible loading conditions and to the variability of the tire pressure (m 2 : CV= σ/µ=0.10, k 1 : CV=0.10). The design variables to be optimized are the stiffness k 2 and the damping r 2 of the suspension considered as stochastic design variables due to variations with respect to their nominal value caused by production tolerances and/or wear (k 2 : CV=0.03, r 2 : CV= 0.10). The computed Pareto-optimal set is shown in Fig.3 . The figure shows that the increase in robustness (higher reliability) implies a shift of the optimal solutions to higher values of the suspension stiffness k2. It is shown that the Pareto-optimal region computed by imposing a very high reliability (99.9999999 %) is an extension of the deterministic one. See Ref. 33 for further details.
IV. Conclusion
The article presented a critical review of the optimization methods used for solving vehicle system design problems. The correct optimization approach discards the "push the button and get the design" idea in favor of a realistic approach that recognizes the role of the designer as the leading force in the design process and the role of computers and software as indispensable tools. Successful optimization requires availability of appropriate analysis models and knowledge of the capabilities and limitations of the mathematical optimization techniques. Most of the modern software available for commercial use are capable of supporting such efforts effectively. However, an increased degree of familiarity is required before more complex studies are undertaken. The inclusion of uncertainty in the problem formulations is a relative recent development in the available optimization tools. Although solution robustness is desirable along with optimality, reliability-based optimal design formulations are substantially more computationally intensive than deterministic ones. Similarly, performing full Pareto optimality studies can be very expensive.
