. Automated methods for item selection based on the use of a target information function have been proposed (Adema, 1990; Boekkooi-Timminga, 1987 Theunissen, 1985 Theunissen, , 1986 van der Linden & Boekkooi-Timminga, 1989 ). These methods approach test construction from a mathematical programming perspective, generally using 0-1 linear programming methods. The primary problem with these methods is the large amount of computer time needed to select the best test items, but this is a problem inherent to 0-1 programming problems (e.g., Lenstra & Rinnooy Kan, 1979 
In 1968, Birnbaum suggested a procedure based on item response theory for test construction using a target information function. This procedure, which assumes the availability of a calibrated, unidimensional pool of items, was also mentioned by Lord (1977 Lord ( , 1980 . Automated methods for item selection based on the use of a target information function have been proposed (Adema, 1990; Boekkooi-Timminga, 1987 Theunissen, 1985 Theunissen, , 1986 ; van der Linden & Boekkooi-Timminga, 1989) . These methods approach test construction from a mathematical programming perspective, generally using 0-1 linear programming methods. The primary problem with these methods is the large amount of computer time needed to select the best test items, but this is a problem inherent to 0-1 programming problems (e.g., Lenstra & Rinnooy Kan, 1979 Lord, 1980; Rasch, 1960) Integer programming problems can optimally be solved (e.g., Garfinkel & Nemhauser, 1972; Taha, 1975) by (1) computing the relaxed version (no integer constraints in Equations 9, 12, or 15) of the integer programming problem (Simplex algorithm) ; and (2) applying a branch-and-bound strategy to find the best integer solution.
Two approximation algorithms were examined in this study-the heuristic procedure of Adema, and the optimal rounding strategy of van der Linden and Boekkooi-Timminga (1989) . The heuristic of Adema is described in detail by Adema (1989) , and Adema, Boekkooi-Timminga, and van der Linden (in press). Both procedures adapt the original branch-and-bound procedure as described by Land and Doig (1960) .
It is well known that the objective function value zLP of the relaxed integer programming problem solution is an upper bound for the objective function value of the integer programming problem. Adema (1989) considered two adaptations. The first adaptation of the algorithm concerns fixing decision variables with large and small reduced costs at their lower (l~) and upper bounds (u,), respectively, after the relaxed integer programming solution is obtained. The reduced costs r indicate the decrease of the optimal objective function value when the value of a nonbasic variable is increased by one unit, provided the basis is not changed (Murtagh, 1981; Williams, 1978 relaxed 0-1 programming method and the clusterbased method gives an indication how well the cluster-based method approximates the optimal 0-1 programming method. (zW) solutions. The differences are also included between the objective function values obtained both for the worst and the randomly selected tests, and the relaxed 0-1 programming problem (Joi).
It was found that random selection almost always resulted in fairly accurate solutions. Except for four cases, do, was always smaller than 1%, and no difference was larger than 2%. For the worst tests, these differences were much larger (they varied between 0 and 6.5%). As could be expected for worst item selection, the best results were obtained for the smallest interval widths. For random item selection, this trend was less convincing.
The Effect of u, on Computing Time
The effect of a change in the upper bound uõ n computing time was examined. An interval width of .3 was selected. The following five cases were examined:
Going from Case 1 to 5, most item banks will show a decrease of u,. For the six test construction problems, the computing times for finding the relaxed integer (LP), Adema (AD), and optimal rounded (RD) solutions are summarized Problems 4 and 6 showed that 40 items were desired to be selected from the middle cluster, but it was never allowed to select more than 10 items from the same cluster for the other cases.
Conclusions
These results indicate that the basic model for the cluster-based test construction method works well, in terms of both computing time and accuracy. A small increase in computing time was noted when the maximum number of items to (Baker, Cohen, & Barmish, 1988; de Gruijter, 1990) , which is usually not desirable in practice. Using the present method, this problem can easily be precluded by setting low u, values.
The cluster-based method can also be applied to two-or three-parameter logistic models. However, it is expected that many clusters will be needed in order to be able to consider the items in a cluster as equivalent. As a result, the problem might degenerate to the corresponding 0-1 programming problem. The primary advantages of the present method are its speed and its low computer storage and memory requirements, in comparison to standard (0,1) linear programming methods.
