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ABSTRACT
NAVIGATION IN DEPTH IMAGES
Anthony Cowley
Camillo J. Taylor
The ability to faithfully represent and reason about fine geometric detail enables
robot motion and manipulation planning in confined or cluttered spaces. However, the
capacity to represent fine detail with accuracy and precision can limit scalability by
inducing overhead commensurate with expressivity. This thesis describes a technique
for building large scale atlases of inter-connected, high detail maps by constructing
a pose graph whose nodes are annotated with wide-angle panoramic depth images.
These images are fast to build and update, eﬀiciently represent fine geometric detail,
and provide a natural structuring mechanism by which to decompose a large map
into loosely-coupled pieces.
We demonstrate simultaneous localization and mapping indoors and outdoors,
with the sensor carried by a walking human, a running human, a walking quadrupedal
robot, a wheeled robot, a flying quadcopter, and an automobile on public roads.
Tracking is maintained by a spinning lidar sensor with a 32° vertical field of view
while undergoing instantaneous rolling rotations of greater than 80°/s. The environments considered range from caves and tunnels, to dense forests, to cluttered lab
spaces. The mapper proves itself capable of identifying loop closures over kilometerslong traversals with metric errors of less than one percent. Additionally, mapper
performance is evaluated in the context of embedded GPUs, and demonstrated to
run substantially faster than real time, while requiring storage on the order of 100
kilobytes-per-meter-traveled to retain detailed maps with a large spatial extent.
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Chapter 1
Introduction
The ability to navigate and work within general 3D environments is a central component of autonomous robotics. Outdoor navigation in spacious environments with
clear view of the sky has been greatly aided by the availability of satellite-based localization, while indoor navigation has most successfully relied on 2D representations of
constructed environments. Extending navigation abilities to general indoor, urban,
or otherwise cluttered, dynamic environments remains an ongoing challenge. But it
is a challenge that must be met in order to make more of the world accessible to
autonomous systems.
A particular environment is challenging when it does not admit an obvious notion
of structure. The lack of tractable structure leaves algorithmic techniques for reasoning about those environments without a scaffolding over which they may eﬀiciently
operate. In contrast, when a concise, or at least regular, representation can capture the salient details of an environment, operations on that representation such as
checking proposed robot configurations for collision may be eﬀiciently implemented.

1

1.1

The Map is Not the Territory

1

Oﬀice buildings and warehouses are examples of relatively benign environments for
robotics applications. Commonly chosen representations for these settings are those
suitable for 2D floor plans. This may be a series of 2D line segments representing walls,
or a regular 2D grid whose cells are marked as either occupied or free. The reason
such simple representations apply is that these environments are designed for ease of
construction, often show limited signs of being lived in, and are maintained to keep
walkways clear. Aside from the floor, which we might assume to be flat and largely
clear of debris, the real world structure implied by these abstract representation
choices is that of rectilinear geometry perpendicular to a ground plane.
2D floor plan representations such as line segments and occupancy grids are successful in robotics applications precisely because they dramatically compress geometry
by making so much implicit. For example, it is assumed, and therefore not explicitly
recorded in any given map, that all walls extend straight up to a ceiling so high as
to be irrelevant for navigation. The vertical extents of walls may be left entirely
implicit: line segments denoting the projection of walls onto the ground plane tell us
everything we need to know. Further, walls are assumed to be perfectly flat, or as
near as makes no difference, so modeling them as line segments is optimal. Finally,
human construction typically has walls meeting at right angles, so assuming that all
walls do in fact meet at right angles means that the regularity of a square grid does
not sacrifice the ability to faithfully represent most spaces. In total, all of these details are assumed known, and so made implicit by the choice of representation: the
verticality of walls, the height of walls, the flatness of walls, the existence of a floor,
the flatness of the floor, and the angle at which walls meet.
1

A map is not the territory it represents, but, if correct, it has a similar structure to the territory,
which accounts for its usefulness. – Alfred Korzybsky, Science and Sanity, 1933

2

1.2

But Its Similar Structure Makes It Useful

Viewed from the perspective of robot path planning, the use of primarily rectilinear,
2D floor plans circumscribes the domain of planning algorithms in a way that favorably limits computational requirements, but may also limit robot capabilities due to
lack of expressivity. Floor plan-style maps support queries relevant to a 2D configuration space – 2D position, and rotation about an axis perpendicular to the ground
– but are not immediately appropriate for tasks that interleave both navigation and
tasks such as tabletop manipulation. If the desired task is ground-based navigation
of warehouses or oﬀices by approximately human-sized mobile platforms, rectilinear
floor plans are an excellent fit because of how much they choose not to say about the
environments they encode.
Considering why map representations used for 2D navigation have been successful
informs how one should go about opening up more of the world to autonomous systems. One must maintain concision while capturing detail, and find regularity in data
structures even when they are used to represent apparently irregular phenomena.

1.3

Panoramic Depth Images

A depth image is a 2D arrangement of pixels in which each pixel records the depth,
or range, to the nearest surface along the ray passing from the image’s center of
projection through that pixel. These images are a compelling representation for
navigable 3D volumes because they make the most common classification of space
as compact as possible: free space is implicitly encoded between the camera origin
and the depth stored in each pixel. Additionally, this representation of 3D space is
amenable to high-speed processing due to its small size and regular layout in memory.
We are interested in capturing these images from a robotic platform, so we addi3

tionally consider the mobility strengths and challenges of typical platforms. Rotating
a sensor, by way of either an actuated sensor mount or a full robot pirouette, is an
eﬀicient and safe way to maximize how much visual information a robot can gather
from its environment in the least amount of time. Rotating in place is almost always
a safe maneuver from a collision perspective, and each increase in field of view brings
new sensory input. In this way, one may capture wide field of view panoramic images
that provide rich visual context for any sensor pose.

Figure 1.1: An example panoramic image with colors corresponding to surface normal
vector components. The raw data were captured with an Ouster OS1-64 lidar carried
by a Ghost Robotics Vision 60 legged robot in a mine tunnel at the Colorado School
of Mines. The image has a 360° horizontal field of view, and shows a front-end loader
parked at the side of a tunnel.
The panoramic depth images discussed in this work are wide field of view images
recording depth at each pixel. We additionally maintain estimates of per-pixel surface
normal vectors, and some notion of confidence for each measurement. These images
will be indexed by spherical coordinates, with azimuth mapped to the horizontal
image coordinate, and elevation the vertical image coordinate. The columns of the
image will be equally spaced by azimuth angle, while the rows are equally spaced
elevation angles, Figure 1.1.

1.4

UPSLAM

Union of Panoramas Simultaneous Localization and Mapping (UPSLAM) is a stateof-the-art localization and mapping system built upon a graph of depth panorama
keyframes, the union of which eﬀiciently represents a high-detail global map. The
4

compression of free-space offered by panoramas grants the system the ability to
capture large volumes of space, while the loose organization of the graph structure
means that geometric detail may be recorded on an as-needed basis by placing more
keyframes wherever higher detail is wanted. That same loose graph structure of local
maps encoded as depth panoramas linked into a whole provides an automatic decoupling of different regions of the map. This decoupling makes updating the map
with small scale geometry refinement or larger-scale loop closures eﬀicient enough to
perform continuously while moving through an unknown environment.
The pervasive use of images as representation building blocks lends the system to
a GPU implementation that conserves CPU, while maintaining a highly-responsive
localization update rate of beyond 60 Hz even with dense 2048x64 lidar sweeps on
embedded-level GPUs. The piecemeal approach to assembling a global map further
means that the map may be directly serialized in small pieces, which themselves may
be compressed with common image compression tools. This makes the system an
excellent fit for multi-robot scenarios in which network utilization is a key eﬀiciency
target.
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Chapter 2
Related Work
Existing research that informs the thrust of this dissertation may be loosely divided
among the themes of Simultaneous Localization and Mapping (SLAM), 3D feature
vectors, and choices in representation of entire 3D maps. These are broad areas, so
we further restrict our attention to approaches anticipated to be suitable for real time
robotics applications. Such a setting demands computational eﬀiciency and strength
at providing results on partial data. This latter point is essential: we intend to drive
behaviors based on a robot’s current perception of its surroundings.

2.1

SLAM

One of the most popular recent approaches to the SLAM problem is LOAM (Lidar
Odometry and Mapping) Zhang and Singh [2014]. LOAM has popularized three
techniques that contribute to its success:
• Distinct motion estimation (odometry) and mapping processes
• Compensation for motion during a lidar sweep
• Identifying edges and planes as useful features
6

Separate processes for scan-to-scan registration and scan-to-map registration is the
headline idea. In each case we are registering observed points that have been classified
as belonging to either an edge or a plane to a feature of the same type extracted from
prior sweeps. For odometry, these are features extracted from the previous sweep. For
mapping, a greater number of observed points are registered to more robust features
calculated from points in the map. Separating the two processes makes better use of
multi-core CPUs to maintain both responsiveness in quickly-updating odometry and
more accurate, but slower to compute registration to, and update of, a global map.
Motion compensation is not a novel contribution, but demonstrated to good effect
by LOAM in particular because the hardware used in experiments was a single-laser
scanning lidar on a motorized mount with a relatively slow rate of rotation. Most
registration-based motion estimation schemes optimize a rigid body transformation
to bring one set of points or features into alignment with another. The use of a single
transformation to represent sensor motion assumes that newly observed features were
captured instantaneously. In reality, the typically 10Hz sweep rate of scanning lidar
sensors leaves time for substantial rotation to occur during a single sweep, and even
non-negligible translation if the sensor is moving at anything faster than a slow walk.
The choice to classify points as good features if they are part of a linear edge or
a flat plane is backed up with empirical evidence that these features are suﬀicient
for some realistic scenarios. The range data classifications are quick to compute,
and are a good fit for the spatial sampling of multi-laser or gimbaled spinning lidar
sensors. The salient observation is that while a single sweep of these sensors may not
have suﬀicient resolution to extract a highly-discriminative descriptor, it does provide
dense enough spatial sampling for a single sweep to capture enough measurements to
broadly classify points belonging to occlusion edges, planar surfaces, or neither, with
those features occurring suﬀiciently often in real-world data to produce high-quality
7

motion estimation.
In follow-up work Zhang and Singh [2018], the authors of LOAM deconstruct how
commonly available sensors – lidar, camera, and IMU – may be fused to construct
a single motion estimate. In particular, they argue that the common approach of
using each sensing modality to compute an initial guess for the next leaves room for
undesirable failure modes. For example, a lidar with limited vertical field of view can
easily loose scan-to-scan tracking when the sensor undergoes significant pitch or roll
rotations. In other scenarios, visual features may be lost when lighting conditions are
poor. When these precise sensors fail, the authors argue that discarding their input
into the optimization can produce better results than always building up an estimate
that incorporates all available sensors.
Another perspective on the role of an IMU in a multi-sensory SLAM system is that
it can not only play a role as an independent source of motion estimation, but also an
aid in preserving global consistency Ye et al. [2019]. IMUs, especially those providing
gyroscopic estimates of rotation rates in addition to measures of linear acceleration,
are particularly good at maintaining an estimate of the direction of gravity. This estimate does not rely on integration, but instead robust averaging of linear acceleration
when the sensor is not obviously being subjected to non-gravitational accelerations.
Incorporating this rotational constraint into the integrated global map can prevent
the typical mapping failure mode of estimating a severe pitch when visible geometry
does not suﬀiciently constrain lidar registration.

2.2

Features

The common thread when considering 3D point data is how to orient a coordinate
frame at a point in space. A feature centered at some location is an agglomerative
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property of a neighborhood, but one must be careful to not allow direction to play a
role unless a canonical orientation may be established. In spin-images Johnson [1997]
orientation is determined by the surface normal at a point, and the only properties
of other points considered are radial distance from and height along that normal
vector. Thus the bearing from the central point to neighboring points is deliberately
ignored to establish rotation invariance. Alternatively, a local orientation may be
determined by considering the spatial distribution of neighboring points Bosse and
Zlot [2013] at which point a descriptor may consider azimuthal groupings of neighbors
when computing statistics about their positions relative to a keypoint. In the latter
case, individual features may be only weakly discriminative, so a multi-feature voting
scheme is employed to strengthen recognition performance.
A consideration to be made at this point is that, more than considering 3D point
clouds under arbitrary 3D transformations, we are after viewpoint invariance since
we wish to reason about instantaneous sensor readings as opposed to full object
scans. To cope with occlusions induced by different viewpoints, features such as
the Normal Aligned Radial Feature (NARF) Steder et al. [2010] explicitly focus on
incomplete data. Good features to track are those whose surface normal is stable, and
are surrounded by 3D points that project to varying depths making the descriptor
of the local surface distinctive. The orientation of the local feature is determined
by considering the change in depth in different direction and selecting the dominant
direction of change in depth.
While NARF is solely based on depth images, it can be combined Al-Nuaimi
et al. [2013] with a 2D image intensity descriptor such as SURF Bay et al. [2008]
to improve viewpoint invariance. Drawing further from established image feature
matching techniques, a bag-of-words approach to matching may be applied to NARF
features Steder et al. [2011] for place recognition. A training set is used to establish
9

a dictionary of representative NARF vectors, and groups of feature correspondences
are then used to identify and register temporally separate scans.
The line image Quadros et al. [2012] is a descriptor that combines a notion of
casting rays out from a point under consideration, somewhat similar to spin-images,
with the sensitivity to incomplete data reflected in the design of NARF. A key distinction of this feature is that it distinguishes free space from unknown occupancy.
By treating these as distinct measurements, matches between viewpoints inducing
different occlusions are more robust. The general idea is to sample linear probes in
an oriented coordinate frame, recording if the samples are in free space, occluded (or
unknown), or if the line intercepts an observed surface. Line images made up of a
set of linear probes are then compared by only considering the visible portions of the
linear probes, thereby giving a notion of distance to other surfaces. Orientation is
determined by surface normals and the gravity vector.
Constructing a discriminative feature that offers rotation invariance is an interesting design challenge, but it can be avoided to a large extent by learning how to
combine several rotationally invariant statistical properties of a point cloud that,
individually, do not reliably distinguish one cloud from another. Granström et al
demonstrate Granström et al. [2011] that the AdaBoost algorithm is capable of combining many weak 2D range scan classifiers to determine if a loop closure is likely.
If it is, then the clouds may be registered and aligned to obtain a loop closure constraint. The focus on individual 2D range scans may be expanded to consider large
3D scans by first segmenting a cloud, then working with a collection of weak classifiers
on individual point cloud segments Dubé et al. [2017].
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2.3

Representations for Mapping

The most common choices of representation for 3D geometry are uniform voxel grids,
sparse branching structures (e.g. kd-trees and quadtrees), spatial hash tables, parametric models (i.e. volumetric functions), polygonal meshes, and unstructured point
clouds. The right choice depends on considerations such as extent, ease of updating,
and available computational resources. We are interested in environments of at least
thousands of cubic meters, centimeter-scale precision, and support for revisiting locations, all considerations that favor sparse representations for scalability and an ability
to perform local updates without disturbing the global shape of the representation.

2.3.1

Voxels

The modern era of GPU-accelerated surface reconstruction owes much to KinectFusion Newcombe et al. [2011], in which depth images were registered to, and used to
update, a dense, voxelized truncated signed distance field (SDF): each cell of a regular voxel grid records the distance to the nearest observed surface. The approach
demonstrated that commodity graphics hardware could cope with the amount of 3D
data produced by a structured-light sensor capturing hundreds of thousands of range
measurements at 30 Hz. The dense voxel grid at the heart of KinectFusion served as a
canvas on which to fuse multiple images, greatly reducing noise Canelhas et al. [2013],
and the real-time frame-to-model tracking reduced the need for explicit loop closures
as compared to frame-to-frame camera motion tracking. The main limitation of this
approach is the dense voxel grid whose memory requirements limit the total number
of voxels one can reasonably work with, which either limits spatial extent or resolution. Various approaches to either breaking the voxelized volume into slices Whelan
et al. [2012], or using sparse k-d trees Chen et al. [2013] or octrees Hornung et al.
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[2013] with voxels in their leaves have been demonstrated to address the limited scalability of KinectFusion. Over time, however, the lack of higher-level structure in the
captured geometry has proved a limitation, while, in parallel, the usefulness of image
texture both for tracking and recognition was thoroughly demonstrated Mur-Artal
et al. [2015].
Bringing together 2D features with dense 3D mapping has seen tremendous recent
success at high quality surface reconstruction. In BundleFusion Dai et al. [2017], 2D
SIFT Lowe [1999] features offer global registration between key frames that also
carry depth data. The results of the global 2D feature match are pairs of overlapping
key frames, whose 3D content is used to refine the alignment. The registered key
frames are used to update a global 3D model based on spatial hashing Nießner et al.
[2013], producing a sparse voxel grid that is a reasonable fit for current GPU memory
architectures. The per-frame global search of image features adds some computational
intensity to this approach, while the update mechanism of the global 3D model also
involves design trade-offs and tuning considerations when deciding how extensively
to update the global 3D model in response to key frame pose updates resulting from
loop closures.
Subsequently proposed variations along these lines lean more heavily upon imagebased simultaneous localization and mapping (SLAM) techniques like DVO-SLAM
Kerl et al. [2013] to drive both tracking and loop closure, while also tweaking global
model update to be more eﬀicient Maier et al. [2017]. A variation of this last approach
is RKD-SLAM Liu et al. [2017] in which weak features Liu et al. [2016] are used for
tracking to inform depth key frame update, while stronger ORB features Mur-Artal
et al. [2015] are used to identify global loop closures . A takeaway from this branch
of inquiry is that updating the global 3D model is challenging due to the need to
de-integrate previously captured depth data when subsequent observations induce
12

pose corrections. This requires that some amount of the original non-integrated data
be kept on hand in order to remove it from the global model at its old pose, and
re-integrate it at a corrected pose.

2.3.2

Points and Surfels

While voxel-based representations are perhaps the most popular for dense tracking
and surface reconstruction, there are somewhat looser structured approaches. Perhaps
the simplest way of integrating laser range scans, in particular, is as an unstructured
set of points. These scans tend to not offer a dense sampling of their fields of view, so
inferred surfaces between point measurements should be treated tentatively Quadros
et al. [2012]. Instead of immediately positing surfaces, range scans may be integrated
in an unstructured way until a subsequent classification pass more reliably infers large
scale features or even objects Börcs et al. [2013]; Qi et al. [2016].
Working with an uninterpreted point cloud, 2D features may be used for subsequent localization to that cloud Caselitz et al. [2016], or the point data themselves can
be extended to represent small planar regions rather than actual points. The surfels
can carry photometric as well as geometric information, allowing them to be used to
reconstruct full-color images of a scene. Sets of such surface elements (surfels) may
be registered to each other non-rigidly by transforming a graph whose nodes influence
nearby surfels Whelan et al. [2015]. In such a framework, place recognition needed for
global loop closure is provided by a feature vector computed as a coarse sub-sampling
of reconstructed RGBD images and inserted into a tree data structure that provides
fast membership query support.
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2.3.3

Depth Images

An approach that does not maintain a global model at all is to work entirely with
a graph of depth image key frames. Individual images are fused into the key frames
with which they overlap, and predicted views are synthesized by combining relevant
key frames Meilland and Comport [2013a]. Such key frames should be viewed as
opportunistic snapshots of 3D geometry, rather than a subsampling of raw sensor
data. The fusion of multiple images allows for super-resolution key frames Meilland
and Comport [2013b], and even novel reprojections such as panoramas Taylor et al.
[2015] that exploit the relative ease of having an autonomous system rotate a camera
bout an axis as compared to moving about the environment. An observation here is
that it is not always essential that a globally consistent model be maintained. Avoiding
that task reduces necessary computation, naturally segments the global data set into
small, memory-friendly pieces, and can reduce the impact of assumptions about a
static environment. We have done some work, too Taylor et al. [2015] and Mox et al.
[2016].

2.3.4

Multiple Models

Directly addressing the presence of large objects moving through the foreground of
collected data can improve background tracking, and offer an opportunity to produce
3D reconstructions of those objects Rünz and Agapito [2017]. The central idea is
to track segmented objects independently, thus allowing for fusion of observations
of a model as it moves independently of the scene itself. Initial segmentation may
be provided by motion segmentation or an RGB pixel-labeling oracle Pinheiro et al.
[2016]. Tracked objects are modeled as a collection of surfels that is accumulated as
both the object and the camera moves through the scene.
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Chapter 3
Background
3.1

Programming with Parallelism

Graphics Processing Units (GPUs) are often roughly classified by the number of processing cores that make up the entire device. For NVIDIA hardware, these are referred
to as CUDA cores to distinguish them from traditional CPU cores, and reinforce the
CUDA branding that also refers to the CUDA suite of tools and libraries used to
program these devices. While a modern CPU may have 4, 8, 16, or even 64 cores,
modest GPUs boast thousands of processing cores to go along with high-bandwidth
memory. While GPU clock frequencies may be lower than high-end CPU frequencies,
the apparent number of processors suggests a massive increase in processing ability.
This is not an apples-to-apples comparison, as the capabilities of each processor are
quite different, but it also not entirely misleading as GPUs can indeed be hundreds
of times faster than CPUs for certain workloads.
Broadly speaking, a distinction between CPU cores and GPU, or CUDA, cores
is that CPU cores execute more independently from each other than do GPU cores.
If we conceptually model a microprocessor core as an arithmetic logic unit (ALU)
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Figure 3.1: Four addition operations executed in sequence on consecutive program
counter (PC) values may be replaced by a single 4-wide SIMD addition.
with access to data and program memory, a distinctive feature is that each CPU core
maintains its own program counter (PC). This is a location in program memory from
which the core will read the next instruction for it to execute. If we have multiple
CPU cores involved in running a particular program, each core will maintain its own
program counter so that each core may be executing a different part of the program.
Significant hardware resources are involved in piping program instructions through
each CPU core. This cost is justifiable when the cores are executing different parts
of a program (or different programs altogether), but it limits how many cores can be
packed into a microprocessor. In the 1990s, Intel released the first widely available
desktop processors supporting Single Instruction, Multiple Data (SIMD) instructions.
SIMD instructions allow a single processor core to execute a particular operation simultaneously on multiple data inputs. Suppose we are adding two four-dimensional
vectors. Rather than executing the four additions in sequence, a single SIMD instruction can perform the same work, potentially much faster, Figure 3.1. Simplicity is
gained because only ALU resources are duplicated to perform the multiple arithmetic
operations; the parts of the processor involved in managing the stream of program
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instructions remain relatively unchanged.
One could imagine instead harnessing four independent CPU cores to execute the
four additions in parallel. A problem with this approach is that the four CPU cores
would need to be synchronized very tightly to ensure that the originating program
can know when all four operations are complete. Any overhead in orchestrating
independent CPU cores cooperating on such fine-grained concurrency would likely
eliminate the desired eﬀiciency gains. Not only, then, do SIMD instructions let you
perform more arithmetic without all the overhead of adding full processor cores, they
eliminate potential synchronization diﬀiculties by executing in lockstep (that is, all
four additions are executed at the same time; when one is complete, they are all
complete).

3.1.1

Investigating SIMD Performance

Continuing the example of adding two four-dimensional single-precision floating point
vectors, we can write out a function that iterates across two arrays of vectors, adding
them component by component, then storing the result in a third array.
void addVectors(const size_t numVectors,
const float4 *a,
const float4 *b,
float4 *c) {
for(size_t i = 0; i < numVectors; ++i) {
c[i].x = a[i].x + b[i].x;
c[i].y = a[i].y + b[i].y;
c[i].z = a[i].z + b[i].z;
c[i].w = a[i].w + b[i].w;
}
}

A useful perspective is to think of the sequence of operations on components of
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the vectors as its own loop.
void addVectorsLoop(const size_t numVectors,
const float4 *a,
const float4 *b,
float4 *c) {
for(size_t i = 0; i < numVectors; ++i) {
for(int j = 0; j < 4; ++j) {
c[i][j] = a[i][j] + b[i][j];
}
}
}

The inner loop over vector components may be replaced with a single SIMD
operation that computes all the components. A subtle point is that while we might
want that inner loop to boil away to a single processor cycle, that is not semantically
essential. The important feature is that the steps of that loop, or the statements
making up the unrolled loop we looked at first, are independent of each other. With
that requirement met, we yield responsibility for how it is executed to something
that promises to make eﬀicient use of available computing resources. In this case,
the steps of the inner loop over vector components map to the individual lanes of a
4-wide SIMD instruction 2 .
The single statement comprising the inner loop may be broken down into three
phases: load values from a and b, compute four additions, then store the results in
c. If the loop is interpreted rigidly, then the addition must wait for the loads, and
the next iteration must wait for the store which must wait for the addition. For all
but the last iteration of the loop, there is more work to be done after the current
iteration, so any waiting around is wasteful. Gains may be had if the next addition
2

_mm_add_ps is an x86 SSE instruction that adds four single-precision floating point numbers
at once.
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void addVectorsSIMD(const size_t numVectors,
const float4 *a,
const float4 *b,
float4 *c) {
for(size_t i = 0; i < numVectors; ++i) {
c[i] = _mm_add_ps(a[i], b[i]);
}
}

can begin while the current result is stored, or if the processor is capable of having
multiple SIMD additions in flight at once. Better utilization of the processor is found
by unrolling the outer loop.
void addVectorsSIMDUnroll(const size_t numVectors,
const float4 *a,
const float4 *b,
float4 *c) {
for(size_t i = 0; i < numVectors; i += 4) {
c[i] = _mm_add_ps(a[i], b[i]);
c[i+1] = _mm_add_ps(a[i+1], b[i+1]);
c[i+2] = _mm_add_ps(a[i+2], b[i+2]);
c[i+3] = _mm_add_ps(a[i+3], b[i+3]);
}
}

These results are for adding 67 million vectors, and compiling with minimal optimizations

3

to highlight the differences in how we have written the code, Figure 3.2.

A final variation introduced is one making use of the OpenMP API to spread the
outer loop over vectors across multiple CPU cores 4 .
This arrangement works well when the width of the SIMD resources (instructions
3

The gcc-9.2.0 compiler invoked with g++ -O0.
The CPU used here is a Ryzen 5 1400 with four physical, and eight logical cores via simultaneous
multithreading (SMT) (aka hyperthreading).
4
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Figure 3.2: Timing four approaches to vector addition
and processor registers) fits existing data sizes, but becomes awkward as SIMD width
increases. Another consideration is loop unrolling: the _mm_add_ps operation somewhat obscures that two input vectors must be loaded before any actual arithmetic
takes place. If there is any latency in performing those loads, we would like to have
multiple operations in-flight at once.
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Figure 3.3: Optimized CPU SIMD and GPU vector addition performance

3.1.2

Wide SIMD and GPU Compute

Bringing GPU 5 performance into the picture will demonstrate how even trivial arithmetic can benefit from denser packing of computation and memory bandwidth. The
programming style is similar to the SIMD version, except we have now eliminated
the explicit outer loop as well as the inner.
This CUDA function includes only the vestiges of looping structure in the index
calculation. The inner loop is still mapped directly to SIMD instructions on values
5

An AMD RX580 with 36 compute units, each with 4 16-wide SIMD units for a total of 2304
cores, or SIMD lanes.
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__global__
void addVectorsGPU(const float4 *a,
const float4 *b,
float4 *c) {
const int i = threadIdx.x + blockIdx.x * blockDim.x;
c[i] = a[i] + b[i];
}

of type float4, but responsibility for execution of the outer loop over the collection
of vectors has been transferred to the GPU compiler and driver. That software can
decide how to partition the outer loop indices as individual work items, or threads,
across the GPU hardware. That partitioning and scheduling can be quite involved
as each processor on the GPU will rotate through groups of threads, advancing the
program counter of each before giving the next group an opportunity to run. This
sharing of each processor by multiple groups of threads means that when one group is
waiting for a data load, another group may be executing a calculation; the arithmetic
units are occupied as much as possible.
We now turn up all compiler optimizations, which eliminates the performance
difference between the previously-discussed SIMD and SIMD Unrolled variants; the
compiler unrolls the loop for us. We also add in a version using OpenMP in an
attempt to leverage the host quad-core CPU. This attempt at benefiting from multiple
CPU cores struggles due to how simple the computation is relative to the memory
transfer burden6 , Figure 3.3 (n.b. this chart moves to a logarithmic scale on the
y-axis to better compare CPU and GPU performance). In comparison, the GPU’s
internal memory bandwidth supports a significantly faster iteration over this simple
calculation (16ms). What we see here is that when we are not compute-limited,
the GPU’s internal memory bandwidth offers an approximately 10× performance
6

Loading two arrays of 1GiByte each and storing another in 151ms on the CPU.
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Figure 3.4: Compute intensive CPU SIMD and GPU performance
We can move away from the memory bottleneck by working with a compute kernel
involving 4096 floating point operations (a series of fused multiply-adds) to see scaling
from one to eight CPU cores 7 , to the GPU with its 2304 SIMD lanes.
This kernel is suﬀicient to saturate the compute capabilities of the GPU under
test, but data dependencies between the statements in the inner-loop (i.e. we can
not recompute y until we have the new value of x) hinder the CPU version. We can
increase occupancy of compute resources by introducing independent calculations
7

We switch to 8-wide AVX SIMD instructions on the CPU for the sake of closing the performance

gap.
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__global__
void computeVectorsGPU(const float c, float4 *ptr) {
float4 x(c, c + 0.1f, c + 0.2f, c + 0.3f);
float4 y(float(threadIdx.x) / 2048.0f);
for(int j = 0; j < 32; ++j) {
for(int k = 0; k < 8; ++k) {
x = y * x + y;
y = x * y + x;
}
}
ptr[threadIdx.x + blockIdx.x * blockDim.x] = y;
}

into the inner-loop, doubling the number of arithmetic operations, Figure 3.4. CPU
performance increases by a factor of eight when moving from one to eight threads.
Doubling the number of arithmetic operations has no effect on the time taken by the
CPU to execute every iteration of the outer loop (represented by the bars in Figure 3.4). Quantitatively, the CPU using 8 threads goes from 81 billion floating point
operations per second (GFLOPS) in the “CPU 8 Thread“ variant, to 159 GFLOPS
in the “CPU 8 Threads (2)” variant. In contrast, doubling the number of operations performed causes the GPU to take exactly twice as long to run the test; its
computational throughput is steady at 5390 GFLOPS in both variants.

These comparisons have been very pointed to tease out the main ways in which we
will benefit from moving work to the GPU: memory-limited tasks will be ∼10× faster;
compute-limited tasks can be 10–100× faster. For some types of programs, the GPU
will not offer that kind of computation performance advantage. GPU performance
can suffer greatly when register pressure exceeds a point where each processor must
host fewer work items (i.e. if the program gets too big), or when the work items of
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one work group diverge in terms of the branches they take at conditional expressions.
Furthermore, there is overhead involved in running anything on the GPU, and latency
caused by getting data into GPU memory (in the case of a discrete GPU) making it
not worth moving small calculations to the GPU.

3.1.3

Discussion

A distinction not made up to this point is that of Single Instruction, Multiple Thread
(SIMT) programming as compared to Single Instruction, Multiple Data (SIMD). The
difference lies in how branches are handled: the SIMT programming model offered by
GPUs maintains a mask of active SIMD lanes as it evaluates each instruction. This
allows a processor with multiple SIMD lanes to proceed through both branches of a
conditional, with the lanes masked appropriately based on evaluation of the conditional. For example, a standard if-else statement will have those SIMD lanes for
which the conditional evaluates to non-zero marked as active in the block following
the if itself, and the complementary set of lanes marked as active in the else branch.
In general, the SIMT model allows for an expression of program logic that appears
closer to classical single-threaded programming than manual usage of SIMD operations. This level of programming support is how GPUs scaled the usefulness of SIMD
operations, and is important to be aware of to understand the performance impact
of branches in code to be run on a GPU.
That said, one typically strives to avoid warp divergence (in which different
threads within a warp take different branches). Avoiding divergence makes reasoning
about performance more straightforward as one can think about all SIMD lanes performing productive calculations with every cycle. The way that multiple threads can
affect each other is perhaps more critically felt with shared mutable state: programming with pointers means that there is always the danger of inadvertently creating
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situations in which threads clobber each other’s inputs and outputs. This is concurrency rearing its head as opposed to parallelism. Concurrency is a design technique
involving multiple activities that can interact; parallelism is an implementation detail
in which independent activities occur simultaneously. A distinctive aspect of concurrency is often some shared resource (perhaps a finite resource, like a time-shared CPU,
or a mechanism for communication or synchronization between processes), while the
key characteristic of parallelism is that performance improves as duplicate resources
are added.
When designing programs for GPU-style hardware, we wish to treat the set of
SIMD lanes as independent processors (capable of expressing parallelism) and so
must ensure that their mutual existence is not revealed through the computations we
prescribe. A basic guideline is that any array that is written to must be accessed
(read from, or written to) at an offset or set of offsets unique to each thread. One
way of thinking about this is in terms of injectivity of array accesses. If we write
to an array as part of a SIMT program, the relation between thread identity and
array offset must be injective: for any array offset, there is at most one thread that
accesses that location. Arrays which we only read from need not be encumbered with
this restriction; all threads may read from any location of a read-only array without
coordination.
A complex sequence of processing steps may be broken down into phases in which
as much memory as possible is read-only. Each of these phases is mapped to a distinct
SIMT program, or GPU kernel launch, letting us maintain the injective relationship
between thread identity and array offset. For instance, if we are going to calculate each
element of an array, and then filter that result, we should make use of a temporary
array to capture the result of the first step, then use that temporary array as a readonly input of the second step which stores its results in the output array for the
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two-step algorithm as a whole.
Rules such as this are broken when communication between threads – concurrency
– is an essential part of the algorithm. This occurs with reduction operations like
summations or extremum identification, for example. Having read-only access with
carefully controlled memory write patterns be the default lets one focus more carefully
on the bug-prone areas where one conscientiously introduces synchronization between
threads. Finally, extracting the absolute most out of GPU hardware is a worthy goal,
but not essential. Following rules of simple program construction may introduce some
slight ineﬀiciencies for the sake of avoiding fragile concurrent logic, but still allows one
to reap a significant portion of the 10-100x performance advantage today’s typical
GPUs can offer over today’s typical CPUs.

3.2

Iterated Closest Points (ICP)

Computing a rigid body transformation that best aligns two point sets is a problem
area that has received intense interest from the computer vision and robots communities for nearly thirty years. To appreciate the historical context of how point set
registration has changed over that time, consider that Besl Besl and McKay [1992], in
one of the papers introducing the core algorithm utilized by all the papers described
here, performed experiments aligning a data set of eight points with a model consisting of eleven points. The experiments include alignments found after six iterations,
which took one second of computation.
One of the philosophies behind UPSLAM is to make use of as much range data
as possible, and to trust that the ocean of data will carry with it the true signal we
are after. To this end, UPSLAM has been used with stereo imaging systems, RGB-D
cameras, time-of-flight sensors, and spinning laser range finders all taking millions
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of range measurements every second. Despite that difference in quantity from early
point set registration, the optimization techniques are largely the same.
The ICP algorithm Besl and McKay [1992]; Chen and Medioni [1992] is designed
to find a rigid alignment of two surface measurements, S1 and S2 . The “rigid” qualifier
here means that we will compute a rotation and translation that bring the surfaces
into alignment without altering any of the internal relationships within each measurement. If each surface measurement consists of a set of point measurements, then
the alignment problem is to bring the same point as represented in each measurement
into coincidence.
Since finding the same real point in each measurement is not in general practical,
a great simplification is used: for each point of S1 , the closest point in S2 is designated
to be the corresponding point from the second measurement. This putative correspondence may be incorrect, but the intuition is that it is hopefully not too wrong,
and that egregious mismatches may be filtered out so as to allow reasonably good
correspondences to drive the alignment.
These point correspondences are used to compute an aﬀine transformation, Tm ,
that minimizes some metric of alignment error. The entire process is then iterated
under the previously computed transformation: for each point in S1 , one finds the
nearest point in Tm S2 , before finding a new error-minimizing transformation, Tn .
These transformations are composed at each step, so the third iteration in this scenario would align S1 with Tn Tm S2 , that is, the second surface measurement under the
composite transformation, Tn Tm . In steps we have,
1. Find the closest points in each surface measurement to produce a set of point
correspondences
2. Compute a transformation that minimizes an error metric over the correspon28

dence set
3. Apply the transformation
4. Repeat until the error metric drops below a threshold
This method may be used to register an observation to a model, to determine
how closely an observed shape matches a model shape, or to estimate sensor motion
between measurements. The choice of error metric plays a significant role in how the
aligning transformation is computed, so we will review two commonly used options
in some detail before proceeding to modern applications of the algorithm.

3.2.1

Point-to-point Metric

Given a set of point correspondences, C = {(s1 , s2 ) | s1 ∈ S1 , s2 ∈ S2 }, and a transformation, T, intended to bring them into alignment, we may compute a total pointto-point error using the usual Euclidean norm,

E(T) =

∑

∥Ts2 − s1 ∥

(3.1)

(s1 ,s2 )∈C

When we do not have totally overlapping surface measurements, we must contend
with points that are represented in only one measurement. Though we may find a
nearest neighbor for such a point in the second measurement, we do not want such
erroneous correspondences to impact the computed transformation. To this end, we
apply a validity mask, �, to the set of correspondences,

�d (s1 , s2 ) = ∥Ts2 − s1 ∥ ≤ ϵd

(3.2)

where ϵd is a distance threshold used to reject correspondences that start out too far
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apart. We therefore modify Equation 3.1 with Equation 3.2, and square the right
hand side, to arrive at the function we wish to minimize.
∑

E(T) =

∥Ts2 − s1 ∥2

(3.3)

(s1 ,s2 )∈C∧�d (s1 ,s2 )

To minimize the error given by Equation 3.3, we follow the reasoning of Arun,
et al Arun et al. [1987] and begin by moving each set of surface measurements so
that its centroid lies at the origin. This follows from traditional Procrustes analysis:
the optimal translation to bring two shapes into alignment is the vector difference
between their centroids. For a surface measurement, Si , we compute its centroid, s̄i ,
and a translated measurement, Si′ .

s̄i =

1 ∑
si
|Si | s ∈S
i

i

Si′ = {si − s̄i | si ∈ Si }
The transformation, T, may be decomposed into a rotation, R, and a translation,
t. This allows us to rewrite the summand of the righthand side of Equation 3.3,

∥Ts2 − s1 ∥2 = ∥Rs2 + t − s1 ∥2
{substitute in the translated surface measurement definitions}

= ∥R(s′2 + s̄2 ) + t − (s′1 + s̄1 )∥

2

{distribute multiplication and rearrange terms}

= ∥Rs′2 − s′1 + Rs̄2 + t − s̄1 ∥
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2

let t̃ = Rs̄2 + t − s̄1

= ∥Rs′2 − s′1 + t̃∥

2

We lift the centering operation used to compute the Si′ over the set of point
correspondences to produce,
C ′ = {(s1 − s̄1 , s2 − s̄2 ) | (s1 , s2 ) ∈ C}
representing point correspondences that have been translated to bring their centroids
into alignment, leaving only rotation to be found. Moving forward, we will index
summations over the point correspondences by referencing only C ′ with the under∑
standing that this notation binds elements of C ′ to (s′1 , s′2 ) thereby allowing C ′ to
∑
stand in for the more verbose (s′ ,s′ )∈C ′ .
1

2

We may now continue from Equation 3.3 with the error of the points after translation alignment,
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E(R, t) =

∑

∥Rs′2 − s′1 + t̃∥

2

C′

=

∑

(Rs′2 − s′1 + t̃) (Rs′2 − s′1 + t̃)
T

C′

=

∑(
C′

=

∑(

)
T
T
(Rs′2 ) − s′1 + t̃T (Rs′2 − s′1 + t̃)
)
T
T
s′2 RT − s′1 + t̃T (Rs′2 − s′1 + t̃)

C′

=

∑(

s′2 RT Rs′2 − s′2 RT s′1 + s′2 RT t̃ − s′1 Rs′2 + ∥s′1 ∥2
T

T

T

T

C′

=

∑(

−

T
s′1 t̃

+ t̃

T

Rs′2

−

t̃T s′1

+ ∥t̃∥

2

∥s′2 ∥2 − s′1 Rs′2 + t̃T Rs′2 − s′1 Rs′2 + ∥s′1 ∥2
T

T

C′

=

)

∑(

−

t̃T s′1

∥s′1 ∥2

+

+ t̃

T

∥s′2 ∥2

Rs′2
−

−

t̃T s′1

T
2s′1 Rs′2

+ ∥t̃∥
+ 2t̃

T

2

)

Rs′2

−

2t̃T s′1

+ ∥t̃∥

2

)

C′

)
)
∑ ((
′ 2
′ 2
′T
′
T
′
′
2
∥s1 ∥ + ∥s2 ∥ − 2s1 Rs2 + 2t̃ (Rs2 − s1 ) + ∥t̃∥
=
C′

∑
∑
∥Rs′2 − s′1 ∥2 + 2t̃T
(Rs′2 − s′1 ) + |C ′ | · ∥t̃∥2
=
C′

(3.4)

C′

The last term of this equation is minimized by setting t̃ to zero, which also sends
the second term to zero. Setting t̃ = 0 provides a definition of t in terms of R,

t = s̄1 − Rs̄2

(3.5)

The problem of finding a transformation that minimizes error has now been reduced to finding a rotation, R, that minimizes the first term of Equation 3.4. If we
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wind back our work on that term one step,

E(R) =

∑
∑
∑ T
∥s′1 ∥2 +
∥s′2 ∥2 − 2
s′1 Rs′2
C′

C′

(3.6)

C′

The minimization is thus reduced to maximizing the last term of Equation 3.6. Focusing on this term, we have,

E(R) ∝






∑

s′1 Rs′2
T

C′



R1
s′
 
 ix 
  ′
 ′ 
{let R = R2 , si = siy  }
 
 
R3
s′iz

=

∑

s′1

T

C′

=

∑(



′
R1 s2 


R s′ 
 2 2


′
R3 s 2

s′1x R1 s′2 + s′1y R2 s′2 + s′1z R3 s′3

)

C′
{scalar multiplication commutes with matrix multiplication}

=

∑(

R1 s′2 s′1x + R2 s′2 s′1y + R3 s′2 s′1z

)

C′
{definition of trace}

=

∑

( (
))
T
trace R s′2 s′1

C′
{linearity of trace}

(

)
∑ (
T
= trace
R s′2 s′1
C′
{distributivity of matrix multiplication over addition}

(

= trace R

∑

s′2 s′1

)

)
T

(3.7)

C′

Equation 3.7 highlights that we are interested in maximizing the correlation, or
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covariance, of corresponding points. This view is helpful for building intuition, but
also connects with an important lemma that will allow us to finish working through
the optimization. First, note that the trace of the covariance matrix of two vectors
is the inner product of the two vectors. Next, consider that the inner product is a
function of the cosine of the angle between the vectors, which is maximized when the
vectors are parallel. Finally, consider the inner product of a vector with a rotated
version of itself: any non-zero rotation increases the angle between the two vectors.
This leads us to the following statement about any positive definite matrix, AAT ,
and rotation matrix, B,

trace(AAT ) ≥ trace(BAAT )
In the specific case of a matrix formed by the outer product of a 3D vector, v,
with itself, and a rotation matrix, B, the informal reasoning above leads us to,

trace(Bvv T ) = trace(v T Bv)
= v T · Bv
≤v·v
More generally, let ai be the ith column of A, and B be any orthonormal matrix,
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trace(BAAT ) = trace(AT BA)
∑
=
aTi Bai
i

=

∑

ai · Bai

i
{by the Cauchy-Schwarz inequality: ∀x, y. |x · y| ≤ ∥x∥ · ∥y∥}

∑√
≤
(aTi ai )(aTi B T Bai )
i

=

∑

aTi ai

i

= trace(AAT )

Equation 3.7 gives an objective function as the trace of the product of a rotation
and a covariance matrix. In order to maximize the trace, we follow the guidance of
the above lemma and seek to represent our product as the product of a matrix with its
own transpose. This may be accomplished by taking the singular value decomposition
(SVD) of the covariance matrix. Let the SVD of
∑

s′1 s′2

T

C′

be U ΛV ∗ where U and V are orthonormal 3x3 matrices, and Λ is diagonal without any
negative entries. Recall that we are trying to find an R that maximizes Equation 3.7.
Setting R = V U T allows us to rewrite Equation 3.7 as,
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E(R) = trace(R

∑

s′1 s′2 )
T

C′

= trace(V U T U ΛV T )
{U is orthonormal}

= trace(V ΛV T )
{V ΛV T is symmetric positive definite, so we may apply the lemma}

≥ trace(BV ΛV T ), ∀B (B orthonormal)
∑
T
=
trace(BR(s′1 s′2 )), ∀B (B orthonormal)
C′

Therefore, our choice of R = V U T maximizes Equation 3.7 (for we have shown
that any other rotation BR would result in a smaller E, which thereby minimizes
Equation 3.6. Some consideration must be given to cases where the surface measurements are coplanar: the above method may yield a reflection, rather than a rotation.
To remedy this, we check the determinant of V U T : if it is −1, we set R = V ′ U T where
V ′ is V with its last column negated. This suﬀices to change the reflection given by
V U T into a rotation, as desired. The optimal translation vector, t, is defined in
terms of R by Equation 3.5, so we have found the transformation that minimizes the
point-to-point error metric.

3.2.2

Point-to-plane Metric

A diﬀiculty arises when the initial misalignment between two surface measurements
is tangent to a large planar region of the surface. In such a scenario, point correspondences found in the planar region will have a very low error because such correspondences are not very discriminative: any point on the plane will do. This low error
estimate due to ambiguous correspondences can cause resistance to exploring possible
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transformations that move the measurement along the plane tangent direction, even
though such transformations can result in a better overall alignment. To see how
this problem arises, recall that surface measurements are not continuous. When we
observe a planar surface, we observe a discrete sampling of points on that surface.

Figure 3.5: Discrete Surface Measurements
Figure 3.5 shows a representative scenario of matching two sets of measurements
of a planar surface. The blue circles denote measurements at time t, while the green
circles represent measurements at time t + 1. The arrows denote measurement correspondences, while the dashed lines represent the implicit surfaces that, in this example, should be identified with each other.
If we can not use the edges of the planar regions to align these point sets, then
the point-to-point correspondences may provide a misleading alignment of the implied surfaces. In this case, the two surfaces could be aligned by a purely vertical
translation, or indeed the necessary vertical translation with an arbitrary horizontal
translation. The alignment of these planes is underconstrained, and there is little we
can do about it.

Figure 3.6: Point to Point Peril
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However, when more interesting geometry is visible, we would like to use it to
clear up the ambiguity. In Figure 3.6, we have a measured point that is not coplanar
with the previously considered points. This measurement should allow us to answer
the question of what horizontal translation should be applied to align the two surfaces. However, if we attempt to minimize the Euclidean distance between point
correspondences, the coplanar points pull us to the left, against the direction implied
by the rightmost correspondence.

Figure 3.7: Point to Point Failure
In an extreme case, the points sampled along the planar region can entirely swamp
the impact of other geometry, Figure 3.7. A salient reminder here is that we are really
interested in aligning surfaces, not points, even if we are not sampling those surfaces
continuously.

Figure 3.8: Point to Plane
To avoid this accidental bias when any point of a plane would do, one may employ
a point-to-plane metric based on distances normal to a plane containing a point in
question. When considering the points in Figure 3.8, we might not have measured
points allowing for an ideal correspondence set (indicated by dotted arrows), but
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if we consider only the distance between corresponding points along the normal to
the surface (the solid arrows), we will not be impacted by accidental bias tangent
to the planar region. This enables the planar point correspondences to slide along
the surface, thereby eliminating the accidental leftward bias suggested by the point
correspondences.
The central issue is that we are not interested in the distance between two points,
∥s2 − s1 ∥, but in the distance between one point and the plane containing the other.
Which plane in particular is determined by a normal vector estimated at the second
point. If we denote estimated normal vectors at each point measurement as N (si ),
then the metric we wish to minimize for each point correspondence is |(s2 −s1 )·N (s1 )|.
That is, the distance between a point, s2 , drawn from surface measurement S2 , and
a plane containing the point s1 drawn from measurement S1 , whose normal agrees
with that estimated for the surface containing s1 .
To simplify computation, one begins with the same point correspondences, C, described before, rather than finding nearest neighbors using the point-to-plane distance
metric. The error to be minimized is then,

E(T) =

∑

|(Ts2 − s1 ) · N (s1 )|

(3.8)

(s1 ,s2 )∈C∧Ωd,θ (s1 ,s2 )

Here we make use of an alternate validity mask, Ωd,θ , that looks for approximate
agreement in normal vectors at corresponding points in addition to the previously
described distance threshold. This is accomplished by considering the inner product
of the two normal vectors, ensuring that the angle between them is not larger than
the threshold ϵθ .
(
) (
)
Ωd,θ (s1 , s2 ) = ∥Ts2 − s1 ∥ ≤ ϵd ∧ N (s1 ) · N (s2 ) ≥ ϵθ
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(3.9)

When finding a value of T that minimizes Equation 3.8, we will directly deal with
the fact that T is an aﬀine transformation. One can see that a transformation that
includes the possibility of both rotation and translation is not a linear map on points
by considering a simple example involving translation. Suppose we have an aﬀine
transformation, T , that translates points by a vector, t,

t = T (0) = T (0 + 0) ̸= T (0) + T (0) = 2t
We will use augmented (or homogenous) vectors to represent the elements of a
d-dimensional aﬀine space: points are denoted by ordered sequences of d elements
drawn from a field, the real numbers in our case, followed by a 1, while vectors are
ordered sequences of d elements followed by a 0. This notation suggests the set of
valid operations: we may take the difference between two points to produce a vector,
we may add vectors to each other, and we may add a vector to a point to arrive
at a new point. In this notation, an aﬀine transformation, T , is represented as an
augmented matrix comprising a rotation, R, a translation, t, and an extra row along
the bottom consisting of all zeros excepting the last element which is a 1.


t
R
T =

0 0... 1
The linearity of aﬀine transformations of vectors is visible in the way that the
trailing zero element of an augmented vector means that vectors are unaffected by
translation. This follows from the fact that vectors in aﬀine spaces do not have a
fixed origin: they are defined only as relative to a point. Points, on the other hand,
do not admit a closed binary operation, so there is no opportunity to have linearity
of aﬀine transformations for points.
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Infinitesimal Rotations
Although our original T in Equation 3.8 is an aﬀine map, it may be approximated by a
system of linear equations when the angle of rotation is small. This is achieved by first
considering the rotation component of the transformation. One approach is to note
that every rotation matrix is equivalent to the exponential map of a skew-symmetric
matrix (a square matrix whose transpose is also its negative), and an exponential is
representable by a power series. So, for a rotation R, there exists a skew-symmetric
matrix, A, such that,

A

R=e =

∞
∑
An
n=0

1
1
= I + A + A2 + A3 + . . .
n!
2
6

Let A have off-diagonal entries α, β, and γ. Then the first two terms of the power
series give us,




 1 −γ β 


 γ
R≈I +A=
1 −α



−β α
1
The approximation improves as the magnitudes of α, β, and γ approach zero, for
as these values get smaller, the product of any two vanishes. With this observation,
the third term in the power series (and similarly for the remaining terms) would then
be,

41


 0 −γ
1
 γ
0
2

−β α

2
2
−γ − β
1
= 
αβ
2

αγ





β   0 −γ β 



−α
0 −α
 γ



0
−β α
0

βα
γα 

−γ 2 − α2
γβ 


2
2
βγ
−β − α

≈0
The magnitudes of the off-diagonal entries of our skew-symmetric matrix going
to zero is made clear if one comes at it from another direction by starting with the
notion of a rotation by an infinitesimal angle, θ. Such a θ that is almost zero yields,
cos θ = 1, sin θ = θ, and θ2 = 0.
For a three dimensional space, a rotation by θ about the Z-axis in a right-handed
coordinate frame may be written in matrix form as,
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cos θ − sin θ 0



Rz = 
 sin θ cos θ 0


0
0
1


1 −θ 0



=
 θ 1 0


0 0 1

 

1 0 0 0 −θ 0

 

 

=
0 1 0 + θ 0 0

 

0 0 1
0 0 0
Rotations about other axes look similar,


 

0
0  1 0 0 0 0 0 
1

 
 

 = 0 1 0 + 0 0 −ϕ
Rx = 
0
cos
ϕ
−
sin
ϕ

 
 


 
 

0 ϕ 0
0 0 1
0 sin ϕ cos ϕ









 

 cos ψ 0 sin ψ  1 0 0  0 0 ψ 

 
 

 = 0 1 0 +  0 0 0 
Ry = 
0
1
0

 
 


 
 

− sin ψ 0 cos ψ
0 0 1
−ψ 0 0
Each of these rotations has been suggestively decomposed into the sum of an
identity matrix and a skew-symmetric matrix to illustrate that rotation by a small
angle amounts to adding a function of a vector to itself. An interesting aspect of these
incremental rotations is that their composition by way of multiplication commutes:
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1 0 0   1 0 ψ  1 −θ





Rx × Ry × Rz = 
0 1 −ϕ  0 1 0  θ 1



0 ϕ 1
−ψ 0 1
0 0



 1 0 ψ  1 −θ 0





=
 ϕψ 1 −ϕ θ 1 0



−ψ ϕ 1
0 0 1



 1 0 ψ  1 −θ 0



 0 1 −ϕ θ 1 0
=





−ψ ϕ 1
0 0 1


1
−θ
ψ



=
θ
1
−ϕ




−ψ − ϕθ −ψθ + ϕ 1


 1 −θ ψ 


 θ
=
1 −ϕ



−ψ ϕ
1



1 −θ 0 1 0 0   1 0





Rz × Rx × Ry = 
θ 1 0 0 1 −ϕ  0 1



−ψ 0
0 0 1
0 ϕ 1



1 −θ 0  1 0 ψ 



θ 1 0  0 1 −ϕ
=





−ψ ϕ 1
0 0 1


 1 −θ ψ 



=
θ
1
−ϕ




−ψ ϕ
1
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0

0


1


ψ

0


1

The commutativity here is due to the fact that the product of any two entries
is 0 unless one of those entries is the multiplicative identity, 1. This commutativity
means that incrementally building up a composite rotation is more robust than one
might expect. Note also that the composite rotation matrix may again be separated
into the sum of the identity matrix and a skew-symmetric matrix.
Linearization
Using the above approximation of small rotations, an aﬀine transformation, T , comprising a small angle rotation, R (defined by parameters α, β, and γ) and a translation,
t, applied to a vector, v, may be constructed as,

T v = Rv + t
{small angle assumption}









1 0 0  0 −γ β 

 

0 1 0  +  γ
 v + t
=
0
−α

 


 

0 0 1
−β α
0
{definition of cross product}

 
α
 

=v+
β  × v + t
 
γ

{the cross product is anticommutative}
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α

 
 
=v+
−v × β  + t

 
γ

   
vz −vy  α tx 
 0

   
   
=v+
0
vx 
−vz
  β  +  ty 

   
vy −vx 0
γ
tz
 
α
 
 β 

 
 
0
v
−v
1
0
0
z
y

 

 γ 
 
=v+
0
vx 0 1 0
−vz
 
 tx 

 
vy −vx 0 0 0 1  
t 
 y
 
tz

(3.10)

Let us denote the function that, given a vector, produces the 6×3 matrix in Equation 3.10, G, and the 6-dimensional parameter vector, x. The aﬀine transformation,
T , above may now be written as,

T v = G(v)x + v
Finally, we can apply the above reasoning using a small angle assumption to
rewrite Equation 3.8 in terms of G and x (note that the summation is the same
as Equation 3.8; some of the notation is dropped moving forward for the sake of
presentation),
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E(x) =

∑

|(G(s2 )x + s2 − s1 ) · N (s1 )|2

C
{distributivity of the inner product over vector addition}

=

∑

|G(s2 )x · N (s1 ) + s2 · N (s1 ) − s1 · N (s1 )|2

C

=

∑

|G(s2 )x · N (s1 ) + (s2 − s1 ) · N (s1 )|2

(3.11)

C

This function is minimized by setting its derivative with respect to x to zero,
producing a 6 × 6 symmetric linear system for each point correspondence,

dE
dx(∑
2)
d
C (G(s2 )x · N (s1 ) + (s2 − s1 ) · N (s1 ))
=
dx
∑
2 (G(s2 )x · N (s1 ) + (s2 − s1 ) · N (s1 )) (G(s2 ) · N (s1 ))
=

0=

C

∑
=
(N (s1 )T G(s2 )x + N (s1 )T (s2 − s1 ))(N (s1 )T G(s2 ))
C
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let A = N (s1 )T G(s2 ) and b = N (s1 )T (s1 − s2 )

=

∑
(Ax − b)A
C

∑
=
(AxA − bA)
C

∑
∑
(AT Ax)T −
bA
=
C

∴

∑
C

(AT A)x =

∑

C

bAT

(3.12)

C

This linear system may be solved to produce a locally optimal parameter vector,
x, which is then used to produce a transformation matrix. The transformation is used
to kick off the next iteration of the ICP algorithm.
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Chapter 4
Union of Panoramas
A primary appeal of depth images as a representation for 3D environments is that
they make empty space implicit. The volumes of space in which we live our lives are
primarily empty, so it makes sense to optimize our representation of empty space. A
depth image is a 2D representation that encodes 3D information through the camera
model associated with the 2D image. The camera model tells us about 3D rays traveling from a center of projection through the world, and the 2D image tells us where
those rays end. Arranging depth images in a graph structure with edges annotated
with aﬀine transformations creates an atlas Bosse et al. [2003] of local maps whose
union is a global map.
Union of Panoramas Simultaneous Localization and Mapping (UPSLAM) builds
just such a pose graph Dellaert [2012] of panoramic depth image keyframes Meilland and Comport [2013a]; Taylor et al. [2015]. Individual keyframes record range
measurements along rays emanating from a single point, along with a surface normal
vector for every pixel, and a value representing confidence in that measurement, Figure 4.1. Keyframe poses are added to a sparse voxel grid with large, 10 m3 , cells for
fast selection of neighbors, and individual keyframes are linked to a number of other

49

keyframes through rigid body transformations.
The division of the global map into smaller pages of the atlas grants flexibility and
eﬀiciency for local updates, global updates, and adaptive resolution over large spatial
extents. Local updates are operations on images, and each image occupies only a few
megabytes of computer memory. The image layout is gratifyingly dense, meaning that
many memory accesses may be coalesced among the threads of a GPU work group,
or warp. Fast local map updates provide for small-scale loop closures by virtue of
powering local frame-to-model tracking in the spirit of KinectFusion Newcombe et al.
[2011]. The speed of these local updates enables the use of all incoming sensor data,
rather than the extraction of sparse features. This frees the system from making too
many diﬀicult decisions about what data to keep too early in the pipeline, and grants
the system flexibility in accommodating environments with widely varying geometric
character.
Global updates effect adjustments of the relative positions of the keyframes, but
involve only updating edge annotations of the pose graph. This means that large
scale loop closure operations, in which many millions of points are moved in the
global map, are computationally cheap to apply as they do not need to touch the
voluminous depth data carried by the graph.
The third benefit of adaptive resolution at scale may be seen by considering how a
graph of depth images relates to sparse representations of 3D space, such as octrees or
k-d trees. Here one may benefit from conceptual flexibility regarding the relationship
between program control flow and data structures. The shape of a data structure
dictates the control flow of a program that consumes it. In the case of a graph
of depth images, the relevant control flow captured by the graph structure itself is
analogous to the branching of a tree representation of space. At the point in space
where a depth panorama is captured, a choice has been made for a discretization of
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spherical coordinates. Due to this choice being fixed by the structure, computations
such as map updates or conversion to alternative surface representations like voxels
or polygons are simplified. Viewed in this way, the depth panoramas at the nodes of
our graph are precisely the leaves of a sparse representation of space. These leaves
may overlap in 3D space, they may adopt different discretizations of coordinates
within their spheres of coverage, they may in fact differ entirely in the camera model
associated with the image. This flexibility in leaf morphology makes the graph of
depth images capable of spending bits where surface representation benefits, while
saving space where there is not much to say.
As hinted at above, other popular and useful representations may be eﬀiciently
generated from a collection of depth panoramas. For instance, one can interpret each
pixel of a depth image as corresponding to a point for simple generation of point
cloud data. These points can then be interpreted as representing occupied voxels of
some fixed size. Alternatively, one can interpret each pixel as a pyramid, or frustum,
in 3D space, and generate occupied voxels covering the base of the pyramid. In this
approach, the size of the voxels corresponding to the pixels of the depth panorama
vary with the range estimate.
In summary, panoramic depth images eﬀiciently represent free space without sacrificing much representational power when used for local maps gathered over limited
translational excursions. As the sensor translates through the world, changing the
occlusions determining its sight lines, additional depth panorama keyframes may be
utilized to represent newly visible geometry. The growing graph of keyframes supports eﬀicient local update, global update, and coverage over large spatial extents by
virtue of loose coupling between the local maps whose union is the global map.
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Depths

Surface Normals

Figure 4.1: Local map keyframes include depth (greater depth indicated by a brighter
shade) and surface normal information (normal vector components mapped to color
components).

4.1

Software Architecture

The software architecture of the depth panorama mapper is shown in Figure 4.2. The
mapper ingests 360° range measurement sweeps from the Ouster lidar unit in the
form of either 1024×64 or 2048×64 images recording depth and intensity at 10Hz.
IMU data are generated at 100Hz, smoothed with a complementary filter combining
accelerometer and gyroscope measurements Valenti et al. [2015], and buffered until
a new lidar sweep is ready. The range data is processed, then used to produce a
spherical image consisting of depth and surface normal estimates for uniformly spaced
azimuths and elevations that cover the sensing field of view (360° in azimuth, and ∼33°
in elevation). The new depth image is then registered to the nearest atlas keyframe
depth image with projective data association Newcombe et al. [2011] to compute a
refined motion estimate that is initialized with a motion estimate provided either by
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Figure 4.2: Lidar Mapping Data Flow
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lidar

Surface
Normals

Figure 4.3: A simultaneous firing of the lasers within the Ouster lidar sensor returns
a staggered column of measurements. The dark teal, lighter green, and fuschia boxes
in this figure represent individual range measurements captured at times ti , ti+1 , and
ti+2 . In terms of azimuth and elevation, the measurements captured at one moment
in time are all at distinct elevations but not all at the same azimuth, as you might
expect from a “column” of measurements.
the integrated Ouster IMU, or some other motion estimation mechanism if such is
available 8 . This motion estimate is then used to re-render the new depth image from
the nearest keyframe’s point of view, and this transformed depth image is used to
update the keyframe.

4.2

Range Measurement Preparation

The data reflected in this chapter were captured by a spinning lidar sensor. This
is a collection of laser range finders that rotate about an axis parallel to the linear
arrangement of the lasers. The linear arrangement of lasers provides a vertical field
of view, while the spinning motion provides a full 360° horizontal field of view. The
lasers fire simultaneously in an event we will refer to as a firing, then rotate to the
next azimuthal position before firing again. Each of these firings may be thought of
as capturing a column of a panoramic image that is completed by a full rotational
sweep of the lasers9 .
8

For example, an Intel RealSense camera outputs a motion estimate that may serve as this input.
A sweep will sometimes be referred to as a scan as that is another term commonly found in the
literature.
9
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The columns of the Ouster lidar data correspond to a simultaneous firing of the
64 lasers in the range finder. These lasers are not physically arranged in a vertical
column in order to avoid cross-talk, but are instead arranged in a staggered column,
as illustrated in Figure 4.3. This means that if one treats the columns of range data
as the columns of an image, the image will have a repeated staggering artifact. If one
compensates for this staggering to place measurements according to their azimuth
rather than their capture time, then the columns of the depth image no longer correspond to a simultaneous firing of a column of lasers. The arrangement of pixels by
azimuth is useful for computing spatial properties of the data, while the arrangement
by capture time is more convenient when the sensor is moving and an entire sweep is
no longer considered as instantaneous.

4.2.1

Inertial Compensation

IMU data are received from the Ouster sensor at 100Hz (time stamped consistently
with the range measurements), allowing us to bracket sequences of lidar columns with
IMU-measured angular velocity. For any column of range data, we know the time
interval since the start of the sweep, and can therefore integrate the angular velocity
measurements up to that point in time to obtain an estimate of how the sensor
had rotated between the start of the sweep and any given column. We rotate the
measured points (computed from range, azimuth, and elevation) to the coordinate
frame of the first column of the sweep, and re-project into 2D image coordinates.
This step, referred to as inertial compensation in Figure 4.2 is especially important
when the sensor is undergoing rapid rotation. Subsequent processing of the range
data implicitly assumes that the panoramic sweep was captured instantaneously, an
assumption leveraged by computing a single rigid body motion to explain the motion
between successive sweeps. But if the robot is turning a corner, for example, it
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(a)

(b)

(c)

Figure 4.4: A long wall observed by the lidar as the robot pivots is shown without,
(a), and with, (b), inertial compensation. Annotations in (c) highlight key details.
may easily rotate 10° over the course of a single sweep (which, recall, takes 100ms).
Figure 4.4 shows an example of how things immediately go wrong if a lidar sweep
is assumed to be captured instantaneously. A long wall observed by the robot as
turns apparently breaks between the first firing of the sweep and the last. If the
wall observation was collected at one moment in time, it would be straight, but the
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Local surface normal vectors

Smoothed surface normal vectors

Fused surface normal vectors

Figure 4.5: Mapping surface normal vector components to color highlights the progression from raw, naïve normal vectors derived from a single cross product, to normal
vectors smoothed with the à trous filter, to the fusion of smoothed vectors accumulated over ten lidar sweeps.
sensor never observed the left part of the wall at the time of the first firing. Inertial
compensation transforms the left part of the wall to an estimate of where those points
would have been at the time of the first firing, Figure 4.4b.

4.2.2

Smoothing

The re-projected, inertially compensated depth panorama is then augmented with
surface normal vector estimates for as many measurements as possible. An initial
estimate of the surface normal at each pixel of a depth panorama is the cross product
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of the vectors to two adjacent pixels in the depth image. If the range measurement
of a pixel or its neighbors is unavailable, or if any of those measurements are below
an intensity threshold, or if the magnitude difference in range between any of those
pixels is above some threshold then no normal vector is produced and the pixel under
consideration is marked as invalid for registration purposes. The most significant
downside of this approach is that quantization of range measurements leads to significant noise in the computed normal vectors. We therefore aggressively smooth these
normal vectors using the à trous wavelet transform Dammertz et al. [2010]. This filter
may be tuned to smooth over a large window while preserving edges, Figure 4.5.

4.3

Registration

Depth image registration uses the iterative closest points algorithm with projective
data association Blais and Levine [1995] and a point-to-plane error metric Chen and
Medioni [1992]. The goal is to compute a transformation from an observation image
to a model image (usually a keyframe) that minimizes the error metric summed over
all the correspondences.
For each observation pixel, we first ensure that it is valid, i.e. that it has non-zero
depth, intensity above some threshold, and a surface normal vector computed from
its local neighborhood. Each valid observation pixel is used to produce a 3D point
based on the observation camera model. This point is transformed into the model
coordinate frame using the current estimated transformation between the observation
and model. The transformed point is then projected onto the model depth image
using its camera model. If the projection lies within the image bounds, then the
model depth image is sampled to obtain a depth and normal vector. If the depth and
normal vector sampled from the model image are valid, then the distance between
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the observation point and a plane defined by the model point and its surface normal
is computed. If that distance is less than a distance threshold, and the dot product
of the model point’s surface normal with the model point’s surface normal is above
some threshold, then the observed point is considered an inlier. If either of those
two threshold tests fail, then the observed point is classified as an outlier. The ICP
optimization continues as described in Section 3.2.2.
Optimization iterations cease when some maximum number of iterations has been
reached, or the number of inliers is not increasing and the average inlier error is not
decreasing. The optimized transformation is returned to the caller along with the
inlier count, and the square root of the Hessian (i.e. AT A in Equation 3.12) as that is
related to the covariance matrix of the optimization Bengtsson and Baerveldt [2003];
Censi [2007].

4.4

Depth Panorama Fusion

The fusion of a depth image observation with a depth panorama keyframe should
update the keyframe with the information captured in the observation. The fusion
is not entirely symmetric since the observation optics need not be the same as the
keyframe optics. Indeed, we often want keyframes with higher angular resolution than
any individual observation, meaning that we typically encounter multiple keyframe
pixels corresponding to a single observation pixel. This means that we can not transform an observation pixel into the keyframe coordinate frame, then project it to a
single keyframe pixel. Instead, we can either project observation pixels into keyframe
areas (or, equivalently, transform the observation to match the keyframe scale and
resolution, and then process pixel correspondences), or project keyframe pixels onto
observation pixels. Both alternatives have been implemented, and the fused results
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do not vary substantially, so the choice comes down to performance.
The first approach of transforming observation geometry may be accomplished by
ray marching a keyframe-resolution panorama using the observation as the model.
In this approach, one steps along the ray passing through each pixel of the new
image testing the 3D point corresponding to each step to see if it is occluded in the
observation depth image. The step size can be fixed, or computed based on how far
along the ray the march must continue until it would project onto a different pixel of
the observation image or intersect a surface recorded in the observation image. When
a ray has passed from visible to occluded, one may linearly interpolate distance to the
surface at the two samples – one in front of visible geometry, one behind – to obtain
a coordinate along the ray at which we estimate the ray to have passed through solid
geometry in the observation coordinate frame. This coordinate is the range value
recorded in the new image, which will then be used to update the keyframe image.
Another technique for transforming the observation into a form suitable for fast
merging with an existing keyframe is to construct a mesh from the observation depth
image, transform the vertices of that mesh into the keyframe coordinate frame, then
rasterize the transformed mesh into an image of the same resolution and scale as the
keyframe. The mesh vertices may be computed from the observation depth image,
which provides a convenient opportunity for linearly interpolating between adjacent
depth image pixels. This technique is particularly convenient if one is able to share
memory between a GPGPU compute runtime (e.g. CUDA, OpenCL, hcc, or HIP) and
a GPU-accelerated graphics runtime (e.g. OpenGL or Vulkan). In this case, one may
either fill a graphics vertex buffer from a compute kernel, then rasterize to an image
target shared with the compute runtime, or one may compute vertex coordinates in a
vertex shader that samples the observation depth image directly. The topology of the
mesh is fixed by the depth image pixel grid, but care must be taken to reject triangles
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including a vertex with zero confidence, or if the triangle covers too large of a depth
range. A pixel may have zero confidence due to the sensor not recording a range
measurement at that pixel, or the measurement failing the intensity threshold. The
depth difference test prevents us from rendering a triangle spanning the gap between
a foreground occluder in the scene and its background. This triangle rejection may
be performed in a geometry shader.
The opposite direction, of projecting keyframe pixels into the observation image
may be a preferable alternative if memory sharing between compute and graphics
runtimes is not available. In this model, one computes a 3D point from a keyframe
pixel, transforms the point into the observation coordinate frame, projects to the observation depth image, and bilinearly interpolates image coordinates to arrive at an
observation range measurement. Similar to the considerations listed when rendering
a mesh, care must be taken with the bilinear interpolation because the depth image
almost certainly includes holes where the sensor either did not record any data, or because the measurement’s intensity failed the earlier intensity threshold. Additionally,
one should not interpolate between adjacent pixels that are too different in terms of
recorded depth.
Once an observation depth has been found for a keyframe pixel, the keyframe
pixel may be updated by computing a weighted average with the observed depth
with weights determined by the keyframe pixel’s confidence, and the keyframe pixel’s
confidence increased. If the magnitude of the difference between an observation depth
and a keyframe depth is above some threshold, the keyframe pixel’s confidence is
decreased.
The process described of updating a keyframe range estimate is very fast, but it
is only defined for keyframe pixels that encode a range estimate. If a keyframe pixel
has no range estimate, or has zero confidence, we must determine the appropriate
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range from the observation. In this case, we can fall back to the ray marching scheme
mentioned earlier as a technique for transforming an observation image into a new
keyframe-sized image aligned with the keyframe.

4.5

Keyframe Creation

As the sensor moves around its environment, changing occlusions mean that fewer
and fewer points from each new sweep can be registered to the current keyframe.
Additionally, as the sensor translates, different surfaces cover more of its field of
view. Such changes in angular size mean that a change in keyframe origin may be
beneficial to represent as much of the new sensor data as possible. Recognizing both
of these pressures on any one keyframe is accomplished by creating a new keyframe
when the current sensor origin has translated more than some distance from the
current keyframe location (e.g. 4 m), or when the number of points successfully
registered to the keyframe drops below some threshold. For the latter, we consider
the ratio between registration inliers and valid points: those measurements for which
the sensor returned a meaningful range, an intensity above our intensity threshold,
and neighboring measurements allowing us to compute a surface normal vector for
the point in question. This threshold is referred to as the new keyframe inlier ratio
threshold.
The new keyframe is initialized with the current sweep scaled up to the keyframe
resolution and scale. The new keyframe is then filled in by the current keyframe –
which becomes the new keyframe’s parent – and all of the current keyframe’s parents
(i.e. the new keyframe’s grandparents). The just-finished keyframe is then processed
with an optional moving-object filter, and finally added to the pose graph along with
a gravity vector associated with the keyframe.
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4.6

Filtering

An open question when building a map is how to incorporate geometry observed at
one time but not another. These measurements may be due to ephemeral entities
moving through the environment, or relatively permanent fixtures whose position
or shape can change. To be concrete, people walk around while data is gathered,
cars drive past, trees wave in the wind, doors open and close. On the other hand,
sometimes the sensor produces bad readings whose cause is irrelevant to the consumer
of a map. Determining which of these explanations obtains can be aided by semantic
classification of the sensor data (e.g. recognizing that a cluster of range measurements
are due to a human, and should therefore not be included in the map), but also, at
a much lower level, by considering the occupancy of a volume of space over time.
The depth panorama keyframe representation includes a single scalar value representing confidence that rises and lowers as multiple depth images are fused into a
keyframe. This value, when viewed at one instant of time, is not suﬀicient to distinguish a voxel whose occupancy is extremely noisy from one whose occupancy can
been cleanly modeled as confidently empty and confidently occupied as a function of
time. We could enrich the keyframe representation to record a more expressive probabilistic model of range estimation, but this would negatively impact computation
performance through increased memory use, if not more complex fusion calculations.
Recalling the design principle of optimizing for the common case of empty space being
the most common volumetric descriptor of the navigable space we are interested in,
we should also optimize our surface representation for non-dynamic cases suitable for
the ground, walls, trees, etc.
All is not lost, however. While it may be tempting to imagine the probabilistic
occupancy of a voxel as a multimodal distribution, note that the non-sensor noise
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variation in occupancy of a single voxel is over time. We can partially recover this
function of occupancy over time by considering multiple keyframes recording observations of a voxel. Our keyframes naturally record voxel occupancy at different times,
which means that if the period of occupancy variation is not substantially lower than
the time interval between keyframe generations, we have multiple occupancy hypotheses for any given voxel encoded in the keyframe graph. For transient geometry such
as people or cars, we often have some keyframes that see the objects, and others that
see through the volumes of space those objects once occupied. We can reason about
these multiple hypotheses in a variety of ways, but here we choose the longer sight
line. In this way, a keyframe may be validated by projecting its range measurements
into the images of nearby keyframes. If the nearby keyframe records a ray passing
through that projected volume, then we can set that pixel’s confidence to zero. This
leaves a hole in the keyframe that observed the moving geometry, but that hole is
filled by those same nearby keyframes during subsequent surface reconstruction or
point cloud generation.

4.7

A Shared Experience of Gravity

The essence of motion estimation is observing how a fixed feature of the world moves
relative to a sensor over time. The lidar, for example, is used to measure the distance
between the sensor and a solid surface at different times, and the difference in those
distances informs an estimate of how the sensor moved. The diﬀiculty in motion
estimation is in identifying and localizing distinct features. That is, we must be
confident that we are measuring the distance between the sensor and the same feature
at two instants in time to compute the distance between those measurements as a
reflection of the sensor’s motion.
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There is, however, a very distinctive feature continually observed by the IMU:
Earth’s gravity. Registering surface observations between keyframes is fraught with
both false-positive and false-negative correspondences, but the complementary filter
Valenti et al. [2015] maintains a very stable estimate of down based on a combination
of gyroscope and accelerometer measurements. The incorporation of gravity into the
pose graph optimization has a tremendously positive impact on drift that has recently
been observed by other researchers, independently of our work Ye et al. [2019]. A
lack of gravitational alignment is typically seen in maps whose ground develops a
distinct pitch or roll, in which corridors, tunnels, or roads will pitch inexorably down,
for example, after a single poor registration adds a few erroneous degrees of rotation.
Subsequent registrations correctly compute no change in pitch, so the mistake persists,
leading the position estimate every farther from reality. That kind of error makes
subsequent loop closures much more diﬀicult if the loop closure mechanism relies
upon a rough estimate of the relative pose between the current sensor configuration
and a previously-recorded feature (or keyframe, in our case).

4.8

Loop Closure

The mapping system described thus far lacks any notion of a distinctive feature. Instead, coarse matching criteria – point-to-plane distance, and normal vector alignment
– are used with a vast number of points to arrive at generally high-quality registrations. This works so long as an initial guess at the alignment between a depth image
and a keyframe is suﬀiciently close to fall within projective ICP’s basin of convergence. Recognizing a return to a previously-visited location, however, seldom enjoys
the benefit of attempting to register two sweeps taken only a few tens of centimeters
apart. Instead, loops must be recognized and registered across many meters.
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Figure 4.6: Comparing topological and estimated metric distance can indicate a possible loop.
The first phase of loop detection is a search of the pose graph. We begin by
considering only those keyframes within the voxel grid cell of the current frame, or
one of its neighbors. This imposes an immediate metric limit on what keyframes
we will consider for possible loops. Next, a breadth-first search of the pose graph
starting at the current keyframe extends out to a maximum topological distance (e.g.
20 hops), recording the topological distance to each of the metric neighbors identified
in the first step that it encounters in the search. Any neighbor not encountered in
the breadth-first search has its topological distance set to the maximum depth of the
search. Next we refine the list of potential loop closures by only considering those
neighbors whose topological distance is greater than its metric distance multiplied by
a normalizing constant, or a neighbor whose estimated metric distance is less than
the distance of the current pose to the current keyframe.
Let us pause for a moment to consider what neighbors we are left with. Restating
things, each neighbor keyframe must be within a maximum metric distance of the
current keyframe, and it must either be metrically closer than its topological distance
allows, or metrically closer to the current pose than the current keyframe. The
last consideration catches cases where the sensor is retracing its steps, while the
topological and metric distance comparison is more subtle. The comparison of metric
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and topological distance detects when the trajectory has looped back on itself, as
illustrated in Figure 4.6. The position of each labeled circle in the figure indicates an
estimated metric position. If we assign to each topological edge a unit distance, then
the top sequence suggests that both the metric and topological distance between p1
and p4 is 4 units. The bottom sequence indicates a topological distance of 4 units
between p5 and p8 , but a much smaller metric distance. This suggests that we should
consider looking for a loop closure registration between p5 and p8 .
The list of remaining neighbors is sorted according to estimated metric distance,
and up to six neighbors are passed on to the next phase: Euclidean search and registration. First, a discrete search of translations around the estimated transformation
between the current sweep and a neighbor keyframe is performed. At each offset, one
iteration of a low-resolution registration is performed to count registration inliers.
The translational offset with the greatest number of inliers is then considered. If the
number of inliers is above some threshold, a full ICP registration is performed. The
ratio of registration inliers to valid observation pixels is then considered to determine
how to proceed. If the ratio is above the new keyframe inlier ratio threshold, then
this is classified as a strong loop closure. If the ratio is below the new keyframe inlier
ratio, but above a second, lower, threshold ratio, then this is classified as a weak
loop closure. If the ICP registration inlier ratio is below that, then we immediately
proceed to the next neighbor.
A strong loop closure means that we will add an edge between the current keyframe
and the neighbor that is the target of the loop closure, and we will change the current
keyframe to the neighbor keyframe. Recall that we only perform the loop closure check
when we are preparing to create a new keyframe. If we find a strong loop closure, then
we do not create a new keyframe, but instead change over to the neighbor discovered
at the other end of the loop.
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A weak loop closure prompts us to add an edge between the current keyframe
and the neighbor that is the target of the loop closure, but take no other action.
Instead, we continue checking the list of neighbors supplied to the Euclidean search
and registration, potentially adding more weak loop closure edges. When all neighbors
have been checked, a new keyframe is created based on the current observation.
For ground vehicles, the Euclidean search is restricted to a search on the XY
plane, which allows us to check more discrete offsets within a given period of time
allocated to the computation. The results shown in this document utilized a loop
closure search over 289 distinct translational offsets at 0.5 m increments from the
estimated transformation between the current keyframe and each neighbor identified
as a potential loop closure target. These coarse registrations can be overlapped on
the GPU, and are quite fast to compute (9-12ms for all offsets on an AMD RX580).

4.9

Graph Optimization

Pose graph optimization Dellaert [2012] considers a graph whose nodes are the panoramic
keyframes, along with a node at the center of the Earth. Aﬀine transformation factors
are attached to the edges between keyframes based on integrated ICP registrations
as the sensor moves, and between keyframes involved in loop closures. The Hessian
of the ICP optimization Bengtsson and Baerveldt [2003] is used to provide covariance
matrices for these aﬀine transformation factors. Bearing factors with fixed variances
are attached to edges between each keyframe and the node at the center of the Earth.
These constraints are added to the pose graph, and optimized with the Levenberg–
Marquardt algorithm as exposed by GTSAM.
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Chapter 5
Prototyping an Experimental
System
This chapter introduces the use of depth panoramas in the construction of detailed
3D models of extended environments. We describe an approach to the acquisition
of such panoramic images using a robotic platform that collects sequences of depth
images with a commodity depth sensor. These sequences are stitched into panoramic
images that eﬀiciently capture scene information while reducing noise in the captured
imagery. Scene structure is extracted from the panoramas and used to register a
collection of panoramas to obtain coverage of extended areas. The presented approach maintains fine geometry detail in 3D reconstructions, uses a modest amount
of memory, and enjoys excellent scaling characteristics across large environments.

5.1

Design Philosophy

The prototype’s design closely follows the thinking behind the system – hardware
and software – as it relates to its environment. First, we encode our panoramas using
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spherical coordinates projected onto 2D images. Azimuth is mapped to the horizontal
image coordinate, while elevation is mapped to the vertical image coordinate. For
these experiments we capture a full 360° revolution around the robot’s vertical axis.
The panoramic image thus wraps around: the left edge is spatially adjacent to the
right edge. The range of elevation angles captured in the panorama can be left as
that of the original sensor, typically on the order of 45°.
We concentrate on horizontal field of view because this captures the navigable
structure of the environment for humans and ground vehicles. For navigation planning, one might only consider a single row of range measurements around the robot
location that reflects traversability in each direction, but for purposes of scene analysis
and image registration, wider fields of view are helpful. From a robotics standpoint,
rotation about a vertical axis is a low-cost maneuver in terms of collision avoidance
if the robot can turn in place. From an informational perspective, rotating in place
to look in new directions brings information into the system faster than translating
along the ground.

5.2

Constructing Depth Panoramas

In order to acquire the requisite measurements for our depth panorama we built
the system shown in Figure 5.1. This robot consists of a Kinect One RGBD sensor mounted on top of an iRobot Create platform. With this system we were able
to systematically collect depth frames as the robot rotated and translated through
the scene. It also allowed us to correlate these RGBD images with the odometric
measurements gleaned from the Create platform.
Given a sequence of depth images acquired as the platform rotates in place, our
system is able to automatically fuse them together into a composite depth panorama
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Figure 5.1: A mobile robot equipped with a Kinect One depth camera was used to
acquire the raw data used to construct the panoramic depth representations.
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as shown in Figure 5.2.

Figure 5.2: The top row shows 6 of the 30 images that are used to construct the
panoramic depth image shown in the second row.
The first phase in the panorama construction process is a frame to frame fusion
step where successive images acquired as the robot rotates in place are registered
to each other. The process begins with a rough alignment stage where the system
considers a range of possible yaw angles between the two frames informed by the
odometry measurements and determines which yaw angle best aligns the two depth
frames.
This estimate is used to initialize an Iterative Closest Point (ICP) algorithm which
produces a refined estimate for the rotation between the two frames in SO(3). The
ICP procedure consists of two phases, the first phase determines correspondences between the two frames based on an initial estimate of their relative pose, the second
phase computes an updated estimate for the relative pose based on those correspondences.
We make use of the structure of the depth map to simplify the first phase of the
ICP procedure. More specifically we use our prevailing estimate for the displacement
between the two frames to predict where the points viewed in the first frame would
appear in the second frame. We then search for correspondences in the vicinity of
these projected locations as opposed to searching through all of the points in the
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second image. This simplification exploits the fact that the inputs are depth images
as opposed to general point clouds.
The optimization procedure makes use of point to plane correspondences so in
addition to finding a suitable corresponding point in the second image we also consider
the estimated surface normal at that location.
This process of estimating the relative displacement between successive depth
images continues until all of the images in the sequence have been localized. At that
point the system considers all of the frames in the sequence and identifies the point
at which the view frustum returns to the first view in the sequence. The system
then seeks to find the best pairwise alignment between this closing image in the
sequence and the first image. This loop closure yields another set of point to plane
correspondences linking the first and final frames.
Note that despite our best efforts the first and final frames will typically be slightly
misaligned due to various bias and drift errors. This is corrected through a final global
optimization step which considers all of the pairwise point to plane correspondences
and all of the camera poses simultaneously to produce final pose estimates for each
depth image in the sequence. More specifically given a collection of point to plane
correspondences between adjacent images we minimize the objective function given
in Equation 5.1 which measures the sum of the squares of the point to plane distances
∑(

[
])2
nki · Rit (Rj Pjk + Tj ) − Rit Ti − Pik

(5.1)

ijk

In this expression Ri , Rj ∈ SO(3) and Ti , Tj ∈ R3 denote the rotations and translations associated with images i and j respectively. Pik and Pjk denote the position
vectors associated with corresponding surface elements and nki denotes the normal vector associated with the correspondence in frame i. In this optimization procedure the
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locations of the image centers are constrained to lie on a circle to model the geometric
constraints imposed by our acquisition system. Note that this constraint simply acts
as a prior and can easily be relaxed or removed to allow for situations where the
sensor is carried by hand or by a quadrotor. In our experiments each panorama was
constructed from a sequence of 30 depth images which were approximately evenly
spaced.

Figure 5.3: Final estimate for the relative position of the input frames after the global
optimization stage. The red frustum corresponds to the first image in the sequence.
Figure 5.3 shows the final pose estimates derived from this non-linear optimization
procedure. The red frustum denotes the first frame in the sequence. As in other pose
graph optimization problems our system benefits from the fact that the Hessian of
our objective function is quite sparse since each term in the objective function only
involves the interaction of adjacent images in the sequence.
Once the relative positions of all of the depth images have been estimated, we
employ a rasterization procedure to project the depth measurements from each of the
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images into a panoramic image centered at the first frame as shown in Figure 5.2.
Each pixel in this panoramic map corresponds to a ray defined by a pair of azimuth
and elevation angles. Since the horizontal field of view of our depth camera is 70
degrees and the angular displacement between successive frames is approximately 12
degrees each ray in the panorama is typically viewed by several of the constituent
depth images. In the panoramic image in Figure 5.4 each of the pixels is colored by
the number of depth images that contribute a measurement to that pixel.

Figure 5.4: This figure indicates the number of depth samples that are rasterized to
each pixel in the panoramic image. Brighter colors indicate more samples.
In fusing these measurements we consider the depth of the points to ensure that
occlusions are handled properly and then average the measurements that appear to
emanate from the same surface geometry. This averaging process provides an opportunity to aggregate information and reduce noise as in Kinect Fusion and related
methods Newcombe et al. [2011]. It also provides an opportunity to produce superresolution images as Meilland and Comport do Meilland and Comport [2013a].
Normal vectors are estimated at each pixel in the panorama by fitting a plane to
neighboring pixels while taking care to exclude pixels that are at significantly different
depths.
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5.3

Analyzing Depth Panoramas

The comprehensive field of view afforded by the panoramic depth images provides
an ample context in which to analyze scene structure. In this work we are principally concerned with indoor environments which are characterized by flat floors and
vertical, axis-aligned wall surfaces; our analysis seeks to exploit those properties.
The first phase of analysis seeks to refine our estimate for the alignment of the
panorama with respect to the gravity vector, g. Here we first identify pixels in
the image whose normals are approximately aligned with our nominal estimate for
the gravity vector, vi , we also consider the set of vectors that are approximately
perpendicular to the nominal gravity vector, wj .
Our goal is to select a gravity vector g that is aligned with the vi vectors and perpendicular to the wj vectors. To do this we pose the following optimization problem:

max3
g∈R

∑

(g · vi )2 −

i

∑
(g · wj )2

(5.2)

j

This amounts to finding the eigenvector corresponding to the largest eigenvalue
∑
∑
of the matrix A = i (vi vit ) + j (wj wjt ).
Once this gravity vector has been recovered, the second phase seeks to estimate
the dominant rectilinear structure of the scene. This can be done by employing the
entropy compass idea described in Cowley et al. [2010]. To do this we consider all
of the points in the image whose normals are approximately perpendicular to the
gravity direction, that is the points that correspond to vertical surfaces. Figure 5.5
shows the projection of these points onto the ground plane.
We then take this 2D point set, rotate it around the vertical axis in 1 degree
increments and for each such yaw angle we compute the entropy of the X and Y
coordinates. When we plot the sum of these entropies as a function of angle we
76

(a)

(b)

(c)

Figure 5.5: (a) Shows an overhead view of the points in a panoramic map; (b) Shows
the result of an entropy analysis indicating that a rotation by 10 degrees would
produce an optimal alignment; (c) The result of applying the estimated rotation to
the original points to produce an axis aligned variant.
notice the global minimum reliably corresponds to the dominant orientation of the
structure. We extract this angle and use it to automatically produce axis aligned
coordinates as shown in Figure 5.5.
Figure 5.6 shows the surface normals produced after this alignment process. In
this depiction the color indicates the orientation of the underlying surface with green
corresponding to the vertical axis and red and blue corresponding to the two dominant
horizontal axes.
Given this axis aligned representation we can carry out further analysis steps to
identify salient planar surfaces in the scene. Figure 5.6 shows the results of this analysis where different colors correspond to different extracted surface components. This
stage of processing employs standard image processing algorithms like morphological
filtering and connected components to help reduce error and to group coplanar surface elements. Effectively the panoramic depth image representation allows us to use
2D image based operations to help understand the 3D structure of the scene.
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Figure 5.6: The upper image in this figure shows depicts the normals associated with
each pixel after they have been transformed by an axis aligning rotation. The colors
indicate the orientation, green for vertical, red and blue for the dominant rectilinear
surfaces. The bottom image shows the output of a surface extraction procedure that
extracts salient axis aligned surfaces in the scene. (This figure is best viewed in color)

5.4

Registration of Depth Panoramas

In addition to using the Iterative Closest Point procedure to align images within a
panorama, we also use it to estimate the relationship between panoramas.
In our experiment the robot was guided along a path through a laboratory complex and panoramas were captured at various points along the trajectory. The robot
odometry provided an initial estimate for the relative position and orientation of the
panoramas which was subsequently refined by applying the Iterative Closest Point
procedure to neighboring depth panoramas. This refinement is also powerfully constrained by the analysis described in the previous subsection which accurately estimates the orientation of each frame with respect to a common axis aligned frame.
Once again in this version of the ICP procedure corresponding surface elements are
found by computing where points from one panorama project into the other. The
system then repeatedly optimizes the point to plane distances induced by these cor-
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Figure 5.7: An overhead view of the area explored by the robot. The locations of the
panoramic frames are denoted by the red circles.
respondences.
In Figure 5.7 the red circles denote the recovered positions of the panoramas in a
global frame of reference. The blue dots represent observed points on vertical surfaces
on the scene. The representation covers an area of approximately 400 square meters.
More generally our representation can be viewed as a graph where the nodes correspond to panoramic frames and the edges are annotated with estimates for the
relative pose between two frames. This model corresponds to the pose graph formulation embodied in systems like g2o Kummerle et al. [2011]. Updates induced by
loop closures can be handled by updating the relative pose estimates on the estimates
without necessarily changing the local maps. This allows us to maintain accurate local representations of the scene without enduring the penalty of updating large scale
mesh representations when loop closures are detected.
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Note that while it is possible to use the relative pose estimates in the graph to
relate all of the local panoramic maps into a common frame of reference as shown in
Figure 5.7 this is not required. This graphical representation where we encode the
relative location of local maps provides enough information to carry out tasks like
navigation, planning and visualization. In many situations, accurate estimates of the
relative location of nearby frames are preferable to representations in a single global
frame which can be distorted by drift and other systematic errors.

5.5

Visualization

The previous sections describe an approach to constructing and registering a collection
of depth panoramas of the scene. Taken together this collection of depth images
is somewhat analogous to a chart in differential geometry in that this set of local
representations is used to cover an extended 3D environment.
Once this representation has been constructed it can be used to predict how the
scene would appear from novel vantage points. This is done by considering all of
the panoramas that are suﬀiciently close to the new viewpoint to contain relevant
information. For each such panorama we rasterize the recovered geometry into the
novel view. This rasterization process properly accounts for occlusions, back face
culling and field of view limitations. For each pixel in the rendered view we can also
compute a confidence value which encodes the reliability that the panorama places on
that point. This reliability value is related to the distance between the rendered point
and the panorama center and the difference in viewing angle between the panorama
and the novel viewpoint.
These confidence values are used to fuse the views produced from several panoramas into a final rendered result. This procedure effectively allows the system to
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Figure 5.8: A collection of novel views of the scene constructed by our visualization
procedure which fuses the results from multiple panoramas to produce a final rendering.
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combine information from several panoramas into a final representation which takes
advantage of the different perspectives offered by the different panoramas. Figure 5.8
shows samples of rerenderings produced by this scheme. Notice the details like the
objects on the table that are preserved in the representation.

5.6

Review

In this chapter we advocate the use of panoramic depth images to effectively and
eﬀiciently represent extended environments. Panoramic depth images support flexible
3D reconstruction and geometry analysis tasks across large volumes of space, permit
concurrent updates to different parts of the map, support simple streaming data usage
models, and make modest demands of memory and storage. They take advantage
of the observation that all of our depth imagery is captured from locations fully
surrounded by vacant space whose representation is perfectly compressed by depth
images. The panoramas themselves represent excellent data for scene analysis and
object recognition tasks. They are capable of representing the surrounding scene with
sub-centimeter precision, and offer image structure that eases analysis of captured 3D
surfaces. The approach is compatible with pose graph based mapping schemes and
allows us to accurately represent local areas in the environment while allowing for
eﬀicient updates of the relative poses of the frames as loop closures become available.
We argue that this method provides an eﬀicient foundation on which to base many
robotics or visualization tasks that involve extended 3D environments.
Tightly integrating visualization with data acquisition provides an opportunity
to make data-sensitive choices about the representation. While the data used in this
chapter were collected with an ad hoc keyframe selection procedure in which a robot’s
trajectory is periodically interrupted for panorama collection, one may take a more
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Figure 5.9: A subset of the depth panoramas constructed from the robots tour of the
oﬀice complex. Each depth panorama can be stored in less than 2.25 megabytes and
the entire oﬀice complex can be represented in under 36 megabytes.
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reasoned approach to determine where spatially dense sampling is called for due to
geometric complexity. This may be accomplished by simulating denser panorama
sampling along the robot’s trajectory between two keyframe locations, and observing
how the amount of missing data in each panorama changes. For instance, if the
robot collects a panorama from a position on one side of an open doorway leading
off of a corridor, then collects another panorama after moving down the corridor
beyond the doorway, a panorama synthesized from an intermediate position along the
trajectory that includes views through the open doorway will contain large regions
of missing data. This may be observed as a spike in the amount of missing data if
one considers the sequence of panoramic views collected and synthesized along this
trajectory segment.
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Chapter 6
Field Work
We have had the opportunity to exercise the mapping system in a variety of scenarios by capturing data through ground and aerial traversals of environments evincing
wildly different geometric character. The ability to adapt along both of these axes
is a significant characteristic of UPSLAM. By avoiding any hard dependence on particular visual features, the mapping system is able to perform in areas dominated by
man-made structure, and areas devoid of man-made structure. By registering against
wide field of view keyframes, the system is robust to different modes of sensor transportation that bobble and shake the sensor in distinct ways. A variety of geometric
environments at a variety of scales explored by a variety of locomotion mechanisms
are described here, each presenting distinct challenges. All of the imagery is colorized
by height.

6.1

Pennovation on the Run

A running human carrying a lidar over-head presents consistent medium frequency
oscillations along every degree of freedom. In this scenario, the sensor was run along
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(a)

(b)

Figure 6.1: A running loop around the Pennovation campus with the sensor carried
overhead.
a path around the University of Pennsylvania’s Pennovation campus. The running
speed varied from 2-3m/s, and the sensor was deliberately shaken for stretches of the
375m trajectory. The setting is outdoors, but with a large building in near proximity
to the sensor for most of the trajectory. Trees with large canopies, parked cars, and
various types of fences and posts fill out this scenario.
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6.2

Pennovation on Wheels

Figure 6.2: A Clearpath Robotics Jackal UGV with an Ouster OS1-64 lidar.

The Clearpath Robotics Jackal UGV is a small wheeled robot standing 250mm
tall, Figure 6.2, that presents an interesting contrast to a running human. The Jackal
was driven at a walking pace a bit over 1 m/s, but also commanded to perform fullspeed pirouettes on occasion, and come to a complete stop from its cruising speed as
quickly as possible. The fast stops induce severe pitch rotations that test the lidar’s
limited vertical field of view.
In an outdoor setting with a differential drive wheeled robot, a 350m trajectory
around a building completed with 4.2m error on the trajectory endpoint before incorporating a loop closure that eliminated that error, Figure 6.3. As this was a single
loop, the pre- and post-loop closure estimates of the ending position provides a useful
guideline on drift in this type of scenario.
These data are noticeably impacted by observations of people walking along behind the robot. In Figure 6.3a the robot trajectory is visible as a chain of dark shapes
on the orange road surface surrounding the central building, while the brighter yel87

(a) Overview of the entire trajectory

(b)

(c)

(d)

Figure 6.3: A wheeled robot with an Ouster OS1-64 was driven around a building on
the Pennovation campus. The entire trajectory is visible as the yellow orange band
of ground points (a). Detail views of a point cloud drawn from depth images show
outdoor stairs with railings (b), buses (c), and various cars in surrounding parking
lots (c).
low running parallel to the robot trajectory is the accumulation of observations of
the two human robot minders. Figure 6.4 is an opportunity to qualitatively evaluate
the eﬀicacy of the moving object filter. The humans represent a persistent challenge
for the mapper as their pacing of the robot gives a reliable signal to the lidar that
it is not moving. Beyond the challenge of outlier rejection in motion estimation,
the resulting map tends to be corrupted by observations of the humans forming long
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(a)

(b)

Figure 6.4: A map built without the moving object filter (a) includes many observations of people walking along behind the robot. The moving object filter removes
most traces of these individuals (b).

89

trails of objects that arguably do not belong in a map. Figures show the effect of the
moving object filter described above. While not every trace of the humans is removed
by the on-line filter, no post-processing is needed to remove most signs of the people
following the robot.

6.3

Coal Mine on Four Legs

Figure 6.5: The Ghost Robotics Vision 60 quadrupedal legged platform.
A walking robot presents yet another distinct set of dynamics as it makes up for
frequent foot slips with extremely fast compensatory motions to maintain balance.
The legged platform used to collect these data was the Ghost Robotics Vision 60
quadruped, Figure 6.5. These robots are capable of traversing rough terrain while
carrying relatively potent computation and sensing hardware. The terrain the robot
had to contend with at the Number 9 Coal Mine in Lansford, PA, is uneven wet dirt
and gravel. The diﬀicult footing and low traction meant that the robot had to work
hard to stay upright as it was steered around the mine tunnels. Those tunnels varied
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Figure 6.6: A narrow corridor in the No. 9 Coal Mine in Lansford, PA., features visible
wood framing supporting rough stone surfaces and a slightly meandering path.
from a wide boulevard that played home to the main elevator shaft, to a narrow one
meter wide passage between broader avenues.
The narrow tunnel on the right of this map, Figure 6.7b (shown in color in Figure 6.6) has limited visibility due to its narrow width (just over one meter) and curves,
making bearing diﬀicult to track. The horizontal tunnel at the top of the map proved
challenging due to a lack of geometry variation, making it diﬀicult to track distance
traveled along the tunnel.

6.4

Laboratory by Hand

The sensor hand-carried in a cluttered lab space along a 145m trajectory highlights the
challenges of moving through narrow spaces and man-made environments. While this
brisk walking pace is the most benign motion model encountered among these tests,
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(a)

(b)

Figure 6.7: A tourist walking path at the No. 9 Coal Mine. The main elevator is
visible as the highpoint, colored red, on the right of (a), and the bottom of (b).
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(a)

(b)

Figure 6.8: A 145 m trajectory through a cluttered lab space. The roof was removed
in the visualization for clarity.
the environment offers surface properties that can confound range measurements.
The walking lane between the central open space and the desk alcoves along the
side narrows to approximately 1 m in places, presenting the system with substantial
blind spots as significant nearby surfaces are unobserved due to being too close to
the sensor. Additionally, the space is surrounded by windows, and populated with
computer monitors and television screens that produce unreliable, if not entirely
misleading, range data. This data was collected by following a winding path that
passed by the row of windows in the foreground of Figure 6.8b twice, but the window
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panes retain crisp definition in the final map.

6.5

Forest by Quadrotor

Figure 6.9: An aerial platform carrying an Ouster OS1-64 in the Wharton State
Forest, NJ.

(a)

(b)

Figure 6.10: Quadrotor flight in Wharton State Forest, NJ. The full map (a) can be
diﬀicult to visually parse for a human, but details of the tree trunks the quadrotor
passed are well-defined (b)
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The Wharton State Forest in New Jersey is an expansive wilderness with dense
tree cover. Flying a quadrotor, Figure 6.9, in this environment is challenging for
many reasons, among which is the challenge of building a map in a region with no
large planar surfaces. Occlusion edges, too, can be diﬀicult to work with as they are
virtually all tree trunks that likely do not have a stable background. One moment
the edge of a tree trunk occludes something too distant for the lidar to reliably
measure, but the next moment, from a slightly different angle, the same tree trunk
occludes another nearby tree. The dense surface measurements employed by the
system described in this thesis extract as much as possible from what the sensor gives
us, and is able to track its motion along a 117 m trajectory while producing a map
populated with crisply defined trees, Figure 6.10.

6.6

Farm on Wheels

The Clearpath Robotics Jackal, Figure 6.2, is suitable for outdoor operations, but its
relatively small size means that dirt and mud can present challenges in the form of
wheels becoming stuck, and uneven ground inducing large pitch and roll rotations as
the robot drives. The robot was taken to a Pennsylvania farm where it was driven
along a dirt path, around a pond, back down the path toward a road, and finally
around a large barn, Figure 6.11. When finishing a circumnavigation of the pond, a
loop closure operation moved the current pose estimate by 4.8m, or approximately
1% of the total trajectory length at that point Figure 6.12. A notable observation
regarding this data set is that a ROS bag file recording of the IMU and lidar data is
27GiB on disk, while the full-resolution UPSLAM map serialization used to generate
Figure 6.12 is 303MiB. Lowering the serialized resolution by a factor of two in each
dimension imparts little loss of fidelity, while lowering the storage requirements by
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Figure 6.11: A farm owned by the Miller family in central Pennsylvania. The robot
started near the largest visible structure, proceeded left to circumnavigate the pond
on the left of the image, then returned down the path toward the road before doubling
back to drive part way around the large structure.
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around the expected factor of four.

Figure 6.12: A 731m drive around a pond. The pond is not visible in the lidar data,
but the farm buildings and fences are well defined, as are several large trees.

6.7

On the Road

We have shown UPSLAM mapping cluttered indoor environments, an urban campus,
underground tunnels, wild forests, and rugged, off-road environments. While each
experiment subjected the system to different motion models, the fastest the sensor
was moved was about 3m/s when carried by a running human. The Ouster OS1-64
was scanning at 10 Hz for all of these data collections, meaning that a single sweep
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(a)

(b)

(c)

Figure 6.13: A 4.4km route driven through Morgantown, Pennsylvania, highlighted
in Google Earth (a), seen from street level (b), and viewed as a point cloud produced
by UPSLAM (c).
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(a)

(b)

(c)

Figure 6.14: A lower view of the Morgantown dataset shows some of the structural
detail picked up by the single sensor moving at road speeds.
would see the sensor moved by up to 30 cm. Further, these data were gathered
by roboticists in deliberately chosen, sparsely occupied areas. The spaces were not
closed, but foot and vehicle traﬀic was light so that the sensor would be observing
the fixed geometry of the space rather than transient features. This section presents
a dramatically different scenario: the sensor was mounted atop an automobile and
driven 4.4 km through a town at up to 50 km/h (31 miles per hour), Figure 6.13.
This fast-moving data set prompted 70 loop closures, and produced 1045 keyframe
images occupying 1220MiB on disk. This would amount to 20GiB of raw, uncom99

pressed GPU allocations at runtime, however UPSLAM is able to stream keyframes
in and out of GPU memory as needed, allowing us to cap the resident set at 3GiB of
GPU memory. Because the sensor was moving so quickly – up to 1.4 m per sweep –
there is far less redundancy in the collected lidar point cloud, limiting opportunities
for compression, moving object filtering, or even surface smoothing. However, considerable structural detail is still apparent in various modes of visualization without
catastrophic failures due to the presence of other vehicles on the road, Figure 6.14.
Shown are renderings of the road at the top right of the trajectory shown in Figure 6.13
viewed from the right edge looking left. An opaque point cloud rendering highlights
depth, Figure 6.14a, while the same point cloud with lowered opacity demonstrates
fine geometric detail, Figure 6.14b. Rendering the scene with a real time path-traced
lighting model, Figure 6.14c, provides evidence that the map truly captures the three
dimensional scene with surface shading, shadows, and occlusion.

6.8

Computation Performance

Computational performance is extremely tunable, but may be broadly characterized
by a trimodal distribution. Each time a new lidar sweep or depth image is received
by the system, it is gyroscopically corrected, has its surface normal vectors estimated,
is registered to the nearest keyframe in the atlas, and is finally used to update that
keyframe. The time it takes for this is governed by the number of incoming range
measurements, and the keyframe resolution. With a relatively modest GPU (we focus
on hardware similar in performance to the NVIDIA Jetson AGX Xavier with its 512
CUDA cores), this process is generally quite fast in comparison to the data capture
rate. This allows us to raise the keyframe resolution without having the SLAM system
fall behind the data capture rate. This constitutes one performance modality: sensor
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update rate.
At some rate lower than the depth image capture rate, new keyframes are created.
Triggers used for prompting the creation of a new keyframe are distance traveled and
registration scores. When the distance traveled exceeds some threshold (e.g. 4 m),
or the ratio of registration inliers to valid depth measurements drops below some
threshold (e.g. 75%), a new keyframe is created at the current estimated pose. Loop
closures are sought whenever a new keyframe is needed. The rate at which potential
loop closures must be evaluated depends upon the trajectory itself, but is upperbounded by the keyframe creation rate.
The upshot is that one should choose a map resolution that allows the average
system throughput to exceed the data collection rate, while still meeting any specific
latency requirements of the application. If latency is not particularly sensitive, then
the critical processing times to consider are the rate of keyframe creation, and the
baseline SLAM update rate.
For many of the experiments reported here, the mapping pipeline was tuned to
run at over 60Hz on the Xavier, with most of the computation handled by the GPU
(typical CPU loads are in the 20-30% of a single core range). This provides enough
margin over the 10Hz sensor measurement rate to leave computation resources for
non-mapping tasks.
The time taken to fully incorporate each new depth image (e.g. captured by one
revolution of a spinning lidar) is not constant. On a system with an AMD Ryzen
5 1400 CPU and an AMD RX580 GPU processing the data shown in Section 6.6,
we see a median time of 13ms for each new depth image

10

, but there are outliers,

as seen in Figure 6.15. The moderately longer ingestion times – around 70 ms – are
due to creating new keyframes, while the extreme outliers correspond to large pose
10

Keyframe resolution for this performance data was 2048x512 with a vertical field of view of 90°.
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Figure 6.15: Kernel density estimate of time to compute SLAM updates
graph updates due to loop closures. The longest time taken with this data set was
269 ms, and occurred during one of the 46 loop closures performed along this 731 m
trajectory. Since the typical SLAM update rate is faster than the 10 Hz rate of the
lidar, new data is buffered during times of heavy computation, and the system is
able to catch up. The specific timings associated with the peaks in the figure are
not essential as they depends upon the resolution of keyframes making up the map,
and the specific hardware used to run the mapper. The relative size of these peaks
are, however, representative of performance seen with various parameterizations of
the system: lowering keyframe resolution moves the peaks left, but there remains a
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Figure 6.16: Kernel density estimate of time to compute SLAM updates on an
NVIDIA Jetson AGX Xavier.
roughly trimodal distribution.

6.8.1

Embedded Performance

Considering the NVIDIA Jetson AGX Xavier specifically opens a window into powerlimited scenarios. The Xavier may be run in an unlimited power mode that frees the
system to consume over 30 Watts of power, or a variety of low power modes. We
consider running with high resolution – 2048x512 – keyframes, and lower resolution
– 1024x256 – keyframes that still lead to a converged map.
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Mode
Max
30W
15W

nvpmodel
mode
0
4
2

CPU
Cores
8
6
4

CPU
MHz
2265.6
1450
1200

GPU
MHz
1377
900
670

Memory
MHz
2133
1600
1333

Table 6.1: Jetson Xavier Power Modes
Figure 6.16 shows the SLAM update rate with the mapping software running on
an NVIDIA Jetson AGX Xavier in different configurations. The median update rate
for high resolution keyframes with an unlimited

11

power budget is 6 ms, while the

median for lower resolution keyframes is 5 ms. Lower resolution keyframes are a good
fit for low power operations in which the system may be limited to 30 or 15 Watts.
In these modes of operation, detailed in Table 6.1, the median mapper update times
are 13 ms and 20 ms.

11

This can exceed the highest limited power budget of 30 Watts, but must operate within the
limits of the 65 Watt power supply.
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Chapter 7
Quantifying Error
The use of loop closures can make metric comparisons between a SLAM system’s
output and ground truth diﬀicult to meaningfully interpret. If a mapping system
closes loops, then it tends to either produce a very accurate map, or diverge from
reality altogether. Recall that loop closures are formed when the current location
estimate of the mapper is identified with a previous location estimate. Typically
this means that the mapping system is able to register, or compute a transformation
between, the currently visible scene and a scene observed at an earlier time. This
registration between poses is incorporated into the map in a similar way to incremental
pose updates as the sensing platform moves through the environment.
The UPSLAM system attempts to close loops by searching for a registration
between a current observation and previously visited keyframes, Section 4.8, within
a generous but finite neighborhood (typically within 20 meters in each direction).
If the current pose estimate has drifted by more than that amount, then a loop
will not be detected. Other mapping systems make use of globally distinct features
Dai et al. [2017] that can help with recovering from extreme drift, but even so, if
intermediate loop closures are missed, later loop closures must fight against internal
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evidence provided by the map under construction. This is not always an error: a
feature may be coincidental. A bit of geometry may be nearly duplicated in two
separate locations, or two instances of an image feature, such as a printed sign, might
appear in two places. If the mapper is reasonably confident in its estimate, it may
not unify these repeated features in the map. In fact, if a mapper’s incremental pose
updates are so lacking in confidence that a repeated feature causes a large correction
in estimated pose, then the resulting map is likely to include significant error as the
loop closure transformation is pushed back along the uncertain parts of the sensor
trajectory to bring the two feature observations into alignment.
True positive loop closures, on the other hand, provide a vast improvement in map
accuracy. But this accuracy is most pronounced at the loop closure points, which can
make evaluation somewhat complicated. Consider a map of a single loop starting
and and stopping at the same location. The mapping system accumulates error as
it moves away from the starting location, but this error is not introduced uniformly
over time. If the starting location is defined as the origin of a coordinate system, then
some notion of total error, or drift, may be obtained by considering the distance of
the stopping pose estimate from the origin.
But if loop closures are introduced, then this appealingly simple evaluation technique tells very little of the story of the map. If the data are collected by returning
to the starting location, then the loop closure registration between the final and first
observations is likely to be very accurate, and of very high confidence, due to high
overlap between those observations. Any deviation between the estimated and true
stopping locations drives adjustments of the lower-confidence registrations between
all the intermediate poses. The result is that the error of the stopping location is minimal because the mapping system correctly identified it with the starting location,
while the rest of the estimated trajectory between the loop start and stop positions
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can be significantly out of alignment with the true trajectory. This is not a fatal
flaw as the topology of the recovered map is correct, but its metric consistency with
reality may be poor.
Disabling loop closures in order to obtain a non-trivial comparison between starting and stopping locations is unhelpful in its own way. Loop closures are so exceptionally powerful a mechanism for building maps that denying them sets the entire
evaluation at some remove from configurations one would actually make use of. Instead, this thesis has presented experiments in which existing mapping software produced nonsensical results, while UPSLAM was able to produce a representation that
closely resembles the real environments in which it was tested. Successes in these
challenging scenarios are worth considering, but leave unanswered the question: is
UPSLAM producing something that looks plausible, but is objectively wrong?

7.1

The Newer College Dataset

This question may be answered with some rigor thanks to the Newer College Dataset
Ramezani et al. [2020] in which an Ouster OS1-64 was carried around New College at
Oxford University. The point clouds captured by the Ouster were registered against
a point cloud collected by a tripod-mounted, survey grade Leica BLK360 scanner. A
sense of the space may be found in the point cloud rendering shown in Figure 7.1,
showing the quad on the lower right, the midsection, and then the park on the left.
The sensor was carried from the right side of the quadrangle, through a short tunnel
into the midsection, which is walled on three sides, through a gate into a park area,
around the park, back through the midsection, back around the quad, again through
the tunnel, through the midsection, around the park in the opposite direction, then
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Figure 7.1: An overhead view of a point cloud representing New College, Oxford
University.
all the way back to the starting location in the quad

12

.

Using time stamps to align the UPSLAM and ground truth trajectories shows
broad agreement, Figure 7.2, with most of the discrepancy introduced around a particular corner of the park area. The temporally aligned trajectories provide a set of
point correspondences. We use this correspondence set to compute a 3D transformation that optimally aligns the trajectories with respect to squared Euclidean distance
between each member of each correspondence. The correspondences aligned in this
way have a median distance of 0.62 m along the entire 1.4 km trajectory, shown over
time in Figure 7.3. This metric is similar to the Absolute Trajectory Error (ATE)
Sturm et al. [2012], and is designed to show global consistency between trajectories.
The ATE uses the root mean square error rather than the median, which results in
12

This is the short_experiment of the dataset.
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Figure 7.2: Comparison of ground truth and UPSLAM trajectories for the Newer
College Dataset.
an ATE of 0.77 m for this trajectory alignment.
The optimal alignment of these trajectories shows various spikes, but these are
diﬀicult to reconcile with the underlying data. If we give up the optimal trajectory
alignment to instead choose to unify the starting locations of each trajectory, we
obtain an error plot whose peak magnitude is worse, but whose relative changes align
nicely with the semantic changes in location experienced by the sensor, Figure 7.4.
This view of the data shows an increase in error when entering the park, a large
spike in error coinciding with the bottom right curve of Figure 7.2, a sharp reduction
in error when revisiting the quad for the first time (denoted Lap 1 in the figure), an
increase in error when entering the park again, a large increase in error when returning
to the same troublesome curve, and another sharp reduction when returning to the
quad for the second time. Figure 7.5 is a snapshot of wide-angle video of the area
where the UPSLAM trajectory deviates from the ground truth. The sensor is carried
quite close to overhanging vegetation, while the view to the right of the figure is
relatively lacking in large geometric structure compared to the rest of the dataset.
The global trajectory error of approximately 0.7 m is a small fraction of the 1.4 km
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Figure 7.3: Error over time between UPSLAM and ground truth for the Newer College
Dataset.
total trajectory length, but we emphasize that this kind of summary result is not
suﬀicient to evaluate map quality. This is demonstrated fairly well by this example,
as the plot in Figure 7.4 demonstrates that much of the error is due to a small region
of the map. The 206 loop closures added during map construction largely insulate
the rest of the map from local dips in accuracy.
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Figure 7.4: Semantically-aligned error over time between UPSLAM and ground truth
for the Newer College Dataset.

Figure 7.5: A challenging section of the park area of the Newer College Dataset.
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Chapter 8
Visualization
While numeric summaries as described in the previous chapter can tell us that some
classes of catastrophic failures were avoided, they tend to not be suﬀiciently nuanced
to determine if the data are suitable for subsequent processing and analyses. For
instance, 3D SLAM systems typically have the ability to output point cloud representations of the features they track or the entire environments in which they operate.
If a map is constructed such that the mapping system knows that it came back to the
same place from which it left, one might hope that the associated point cloud could
be used for tasks such as recognizing and locating objects within the environment.
But the point cloud might be too sparse to recognize small objects, there may be low
magnitude, high frequency distortions in the data that prevent object recognition, or
excessive smoothing may erase details unimportant for mapping. The visualizations
explored here are attempts at recreating the world from a map. If the recreated world
is not convincing to a human, then that may be indicative of an expressive limitation
of the map representation.
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8.1

Point Clouds

The most common representation of a 3D map produced by a SLAM system is a point
cloud: a collection of 3D points representing samples of solid surfaces. Laser range
finder measurements are fairly represented as such, and features extracted from other
imaging devices are localized in order to compute 3D transformations between sensor
poses, again producing a set of points in 3D space. These points may be augmented
with extra information such as a surface normal, a finite oriented planar patch, color
information, or some sort of tag indicative of semantic classification. However, the
common denominator is a bare set of 3D points.

8.1.1

Opaque Point Clouds

(a)

(b)

Figure 8.1: Conversion of UPSLAM keyframes to point clouds with axial projection
colorization produces a navigable 3D scene with excellent preservation of detail.
The most common representation of a 3D space captured by a SLAM system is
the colorized point cloud, Figure 8.1. In this representation, a scene is rendered as
a collection of small points, perhaps as small as a single pixel for each point, often
with a color assigned based on an axial projection (e.g. mapping each point’s vertical
height to a color in a 1D palette). The colorization helps establish orientation and
distinguish points that project to adjacent pixels in the visualization image.
113

The aim of a visualization is to represent meaningful contrast without introducing
accidental contrast. For instance, in most of the figures shown in this Chapter, we
want to distinguish points along the vertical, Z, axis, and assigning them a color
based upon their projection onto that axis does just that. However, if the color
palette includes sharp discontinuities, then points that project on either side of that
discontinuity will appear very sharply distinct despite there being no justification for
that distinction in the point data itself. For this reason, we avoid adding contrast
that is not a significant property of the underlying data Moreland [2009].

8.1.2

Point Clouds with Additive Transparency

(a)

(b)

Figure 8.2: Additive transparency can emphasize occlusion edges.
Colorization based on axial projection is less useful when the point cloud extents
are very large, and is also limited by only highlighting variation along one axis at a
time. When point cloud extents are large, say 1000 m, points separated by only 10 m
are mapped to quite similar colors. Thus axial projection colorization is most useful
when visual inspection is at the scale of the entire mapped dataset. When zooming
in on a subset of points, one loses most of the dynamic range of the colorization.
An intrinsic limitation of axial projection is that it only distinguishes points along
a single axis. Figure 8.1b shows good preservation of detail of the narrow bars of a
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fence and decorative features atop a gate; these features are discernible due to the
contrast between foreground and background. But in this image color is assigned
based on projection along the vertical, Z, axis, which is less successful at representing
the depth variation of the trees in the background.
The flat, solid color of surfaces parallel to the axis along which color is assigned
may be improved if points are rendered as semi-transparent, rather than opaque. By
integrating some aspect of color, be it saturation or lightness, along rays through
each pixel of the visualization image, one recovers edge definition due to surfaces
perpendicular to the visualization view plane. Figure 8.2 shows a view of a wall in
the quad of the Newer College Dataset rendered with full and partial opacity. The
second image is more successful at representing the edges of the columns, and the
tree just in front of the wall on the left. This technique adds contrast based on the
orientations of surfaces captured by the point cloud.
Integrating through a point cloud is, in general, very delicate. Figure 8.2b succeeds
in part because there is no data behind that wall. Thus all the integration is due to the
primary subject of the image. This is not an entirely exotic scenario, as one often sees
visualizations with the camera looking down toward the surface along which a sensor
was moved. In such a case, there is no data below the ground, so integration along
rays does not extend meaningfully beyond the primary subject of the visualization
image. In general, though, ground-level views of a point cloud do involve scenes in
which occlusion is essential for visual clarity. Figure 8.3 demonstrates such a scenario,
in which the original scene, Figure 8.3a, is already diﬀicult to parse because one can
see the background in the gaps between foreground points. Adding transparency,
Figure 8.3b, only serves to exacerbate that problem by making the distant background
even more visible, adding so much visual clutter that the foreground is easily lost in
the noise. In this sort of failure cause, we are adding contrast based on surfaces that
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should be occluded by the foreground geometry. This is unhelpful as the distant,
occluded geometry behind a surface is not an essential distinction between neighboring
foreground points.

(a)

(b)

Figure 8.3: Transparency fails to improve image clarity when unrelated points add
to each other’s opacity.

8.1.3

Depth Discontinuity Emphasis

(a)

(b)

Figure 8.4: Shading techniques such as eye-dome lighting emphasize occlusion edges.
In particular, columns along the left wall of the quad in the foreground of (a) are
more easily separated when depth discontinuities are shaded distinctly from other
pixels (b)
Another way to accentuate depth discontinuities in colorized point cloud images
is to do so by directly adjusting the color of points whose projections lie on depth
discontinuities in the visualization image. The eye-dome lighting technique Boucheny
116

[2009]; Boucheny and Ribes [2011] does precisely this, which frees one to colorize along
an axis perpendicular to the visualization view vector without losing depth perception,
Figure 8.4. Much like an illustrator using heavy ink lines to delineate distinct objects,
eye-dome lighting darkens pixels whose neighborhoods include many pixels of greater
depth. The effect is that the foreground pixels of depth discontinuities are darkened to
make clear the foreground-background distinction, even if those pixels are otherwise
assigned similar colors. This technique complements axial projection colorization
by giving us contrast related to depth, while letting color represent position along
another axis.

8.2

Not Point Clouds

A danger in leveraging human interpretation of images is that humans can be too good
at filling in gaps based on their rich experiences of the world. A human looking at a
point cloud as produced directly from a lidar system is the perfect storm of potentially
poor sampling and overaggressive model fitting. Laser range finders sample distances
at discrete azimuths and elevations, at a relatively low update rate, creating a set of
measurements that, when rendered as points in 3D space, have gaps between them.
A human viewing a collection of points is remarkably good at figuring out which
gaps are likely to be undersampled solid surfaces, and which represent real surface
boundaries. This can instill a false sense of confidence that the data are good enough
to drive autonomous robot behaviors.
Consider fitting surfaces to a point cloud such as the one shown in Figure 8.5.
Such an effort can produce many partial, hole-filled surfaces for things that a human
strongly suspects to be continuous, such as the road or the roofs of houses. Keeping
the display as a set of points without committing to any one interpretation of those
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Figure 8.5: Point cloud of a road with adjacent houses in Morgantown, PA.
points as surfaces lets a human viewer choose which points to ignore, and how familiar
geometry might be fit to other points. Committing to a surface reconstruction, on
the other hand, opens up a visualization to critique as unlikely holes in surfaces a
human expects to be continuous are clearly erroneous.
Nonetheless, there are many applications where one can not rely on human interpretation of a noisy point cloud signal. Attempting to fit surfaces to points is
worthwhile because that effort is suggestive of the struggles that will be faced by
applications making use of map data, such as motion planning or object recognition.

8.2.1

Ray Marched Volume Rendering

A technique for recovering a full 3D scene from UPSLAM keyframe panoramas
is to build a voxelized truncated signed distance field (TSDF) fusing all available
keyframes, then ray march that volume. Light sources may be added to the environment to produce surface shading and shadows that complement the axial projection
colorization, Figure 8.6c. The voxels making up a work space are projected onto each
keyframe depth panorama, and the depths of the pixels covered by that projection
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(a)

(b)

(c)

Figure 8.6: The same point cloud that appears solid in Figure 8.1a is revealed to be
quite sparse when viewed from up close (a). Emphasizing depth cues with eye-dome
lighting still does not produce a satisfying reconstruction of the scene (b). A physically
based rendering of the same underlying data after fitting a denser representation
makes the row of trees on the left and the wall on the right discernible (c).
are integrated into an estimate of how far that voxel center is from a solid surface,
similar to the method of Curless and Levoy [1996].
The final image produced by tracing a ray forward through each visualization
image pixel into the voxelized volume. If a surface is hit, then additional rays are
cast toward each light source to establish shadows; Figure 8.6c is illuminated by a
bright light in the sky and several small light sources moving along the original sensor
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trajectory. The visualization shown in Figure 8.6c renders solid volumes as if made of
a glass-like material with attenuation governed by Beer’s law. Additional rays are fired
for refraction through the material and reflections from the environment. Refraction
can help establish depth ordering of objects in the scene given that their silhouettes are
not perfectly captured due to the coarse voxelization. Fresnel reflectivity is another
opportunity to accentuate object edges.

8.2.2

View-optimal Mesh

Figure 8.7: A close view of the same trees with the mesh visualization.
A disadvantage of the voxelization described in the previous section is that it
imposes a quantization on the data that limits the representation of fine geometric
detail: the voxels used to produce Figure 8.6c are 13 cm on a side. An advantage
of that scheme is that it provides an opportunity to smooth out noise and remove
ephemeral obstructions from the map. The voxelization is a best effort at a global
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representation. In the other direction, we can attempt to construct the best possible
visualization from a particular viewpoint.
An approach to this is to build a triangle mesh from each keyframe depth panorama,
render the meshes of keyframes captured near to the visualization camera pose, then
composite those renderings with a bias toward keyframes whose origins are closer to
the visualization camera pose. The idea here is to capture as much crisp data as
possible from one or two nearby keyframes, while more distant keyframes fill in the
gaps. Because the compositing operation in which multiple keyframes are combined
occurs for each frame of visualization, the number of keyframes considered is limited.
The same scene of trees near a wall rendered with the mesh visualizer is shown in
Figure 8.7. While geometry in this visualizer can indeed retain crisp edges due to not
averaging all keyframes, the viewpoint-dependent biasing can introduce instability in
the visualization as the viewpoint is moved, an undesirable effect that manifests as
details that seem to swim around the image as the camera moves.

(a)

(b)

Figure 8.8: The mesh visualizer, (a), biases the reconstructed image in favor of nearby
keyframes which can retain temporary obstructions such as pedestrians that are more
aggressively filtered out of the voxelized visualization (b).
Another downside to maximizing crispness by limiting averaging is that the removal of ephemeral obstructions is less effective. Figure 8.8 shows a scene from the
Newer College Dataset in which a line of people exited a door on the center-left of
the image while data was collected. The mesh visualizer chooses to believe the data
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captured nearest that location, which included the line of pedestrians, Figure 8.8a,
while the voxelized visualization more evenly weights the contributions of distant
observations that recorded that space as empty, Figure 8.8b.

8.2.3

Keyframes

Figure 8.9: Colorized surface normal vectors from an UPSLAM keyframe panorama
of the Newer College Dataset.
Finally, UPSLAM’s native representation of a map as a series of keyframes is
immediately human-viewable, Figure 8.9, and includes a good amount of detail, but
each keyframe is captured from a fixed viewpoint. That fixed viewing angle is a
limitation as it prevents a human interacting with the visualization from revealing 3D
structure by slightly shifting the camera position to emphasize occlusion boundaries.
These keyframe images are the basis for all the other visualizations, which require
on the order of 30 ms for each keyframe to prepare for visualization. Thus one can
build the visualization in real time as the mapping system is running if any particular
technique is deemed helpful as a form of online feedback to a human operator.
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Chapter 9
Motion Planning
Depth maps are an eﬀicient representation of 3D free space. Encoding distance-tocamera in each pixel permits a dense, regular 2D representation of the space between
a camera and the scenery it observes, which may be inspected to fulfill a useful class
of object collision queries. In the proposed method, candidate poses of arbitrary
3D geometry are rendered into a depth map with depth testing as a fast way of
determining if the geometry is fully contained by the free space implicitly encoded in
the depth map. For eﬀiciency, raw depth maps representing a spatial discretization of
the world are transformed into a discretization of the configuration space of collision
geometry elements. The result is a collision checker that requires 0.4% of the memory
and 56% of the CPU resources used by an existing high-performance distance field
3D collision checker.

9.1

Motivation

Collision detection is a fundamental problem in robotics since it is a critical subroutine for many geometric planning algorithms. In fact, in many instances solving the
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collision detection problem in complex environments is the key computational bottleneck limiting the performance of the planning algorithm. Collision detection is also
of great interest to the Computer Graphics community since it plays an important
role in the simulation of dynamic environments.
Visible
Surface

a

Depth
Camera

b

c

Figure 9.1: A 2D depiction of the free space argument used to reason about possible
collisions. The curved blue line denotes the surface of the scene visible to the depth
camera. The figure depicts three circles a, b and c. Since circle a lies entirely in front
of the scene surface from the vantage point of the sensor, we can conclude that it is
entirely in freespace. Note that the basic idea can be readily generalized to 3D scenes.
Because collision detection plays such a central role in both fields, a wide range of
algorithms has been developed to solve it. One class of approaches involves projecting
dynamic geometry into one or more canonical views and then checking for overlap
among the 2 or 2.5D projections. The basic principle is outlined in Figure 9.1 Here
the curved blue line denotes the portion of the scene that is visible from the vantage
point of a depth camera. We assume that at every pixel in the corresponding depth
image we have a measurement for the depth to the closest visible point along that ray.
The figure also shows three circles labeled a, b and c that are drawn into the scene;
circle a is entirely in front of the visible surface and, therefore, entirely in freespace,
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circle b is entirely behind the surface and circle c contains some of the visible surface
points. This figure illustrates that one can use a simple depth test to aﬀirm that a
particular circle lies entirely in free space. Note that the converse is not true, since
the circle labeled b may still lie in the free space defined by another view of the scene.

9.2

Related Work

This observation that depth images can be viewed as representations of the free space
in the scene has been exploited before in the Computer Graphics literature, see for
example the work of Baciu, Wong and Sun Baciu and Wong [2003]; Baciu et al.
[1998] who proposed image based collision detection schemes, or the work of Govinraju, Lin and Manocha Govindaraju et al. [2003, 2005] who developed the CULLIDE
and QCULLIDE schemes which use this idea to quickly identify the, hopefully small,
subset of triangular facets in their model that may be in collision. Using these techniques these researchers have been able to develop systems that correctly simulate
scenes involving cloth and other deformable models at interactive rates.
An important development over the last few years has been the arrival of inexpensive range sensors such as stereo camera pairs with dedicated processors, RGB-D
cameras like the Kinect, and time-of-flight sensors. These sensors directly provide
the kinds of depth images that would be needed for depth-based collision detection
schemes. Contrast this with the situation in graphics applications where the depth
images need to be produced using rendering techniques whose running time depends
upon the complexity of the scene. In robotics applications the depth maps may be
provided directly by the sensor. Furthermore RGB-D simultaneous localization and
mapping (SLAM) algorithms Whelan et al. [2012] have been developed which can be
used to gauge the position and orientation of the sensor as it is moved to various
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vantage points in the scene.
Flacco et al. Flacco et al. [2011, 2012] have already proposed techniques that can
be used to detect potential collisions between robots and humans and to steer the
robot away from these situations. These techniques are based on simple depth image
queries like the ones described above. This work made use of a single Kinect sensor
and focused on the development of a system that could respond to a human’s motion
at interactive rates. In contrast, the work presented in this chapter focuses on developing algorithms that can be used to eﬀiciently test collisions using multiple depth
images at rates that are useful for geometric planning applications. We demonstrate
the utility of our approach by showing how it can be used to plan complex paths for
a high degree of freedom humanoid robot, the PR2 from Willow Garage.
Pan, Chitta and Manocha Pan et al. [2012] proposed a general purpose library
which can be used to answer several relevant proximity and collision detection queries
for mesh models and point clouds. Our work focuses on the special case of depth images and makes explicit use of the scan structure of the underlying data to accelerate
the computation. The approach builds upon the work of Cohen, Chitta and Likhachev
who employed a collision detection scheme that approximates the robot with a collection of spheres Cohen et al. [2010] which is tested for intersections with a voxelized
volume representing the work space. Hornung et al. Hornung et al. [2012] address
motion planning for mobile manipulation in cluttered environments by considering
2D occupancy grids at a small number of discrete heights above the ground. We
argue that the proposed approach offers a number of advantages including simplicity,
speed and a small memory footprint.
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(a)

(b)

Figure 9.2: Robots interacting with the world face challenging planning problems due
to the need to consider the robot’s full body in 3D.

9.3

The Case for Precision

As available robotic dexterity increases, simplistic treatments of a robot’s interactions
with the world become insuﬀiciently precise. While navigation across the ground is
often effected by modeling a robot as a rectangle, and the world as a 2D plane,
such coarse models preclude the possibility of robots interacting with the world with
anything like the richness humans take for granted. For instance, tasks such as
interacting with a sink, Figure 9.2a, require that a robot navigate its base near world
geometry while its arms extend over the counter top, and perhaps into the sink basin.
Other tasks, such as carrying items, Figure 9.2b, can demand complex postures by
placing constraints on the disposition of the robot’s limbs.
Tasks such as these, where work surfaces may have clearance below, such as desks,
or not, such as a kitchen counters, can benefit tremendously from full body collision
detection in 3D. The centrality of 3D collision checking to mobile manipulator motion
planning is well documented Cohen et al. [2012], but the problem is only recently
pushing through to the forefront of robotics research as robots capable of human-like
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interactions with the world become available.

9.4

Technical Approach

At a high level, the purpose of the collision detector is to identify robot poses where
world geometry intersects with robot geometry. If world geometry comprises a collection of points, then the task becomes a check whether or not any point lies within
the interior of robot geometry. The points that make up the world geometry may be
captured from a particular vantage point to create a depth map, either directly by an
RGB-D sensor or by rendering a point cloud with pixel color determined by distance
from the (virtual) camera. Depth map creation is a projection of 3D points to 1D
pixels in a rectangular grid. The arrangement of pixels is dense and regular, and all
the free space between the camera and the points is captured by the per-pixel scalar
value encoding the distance from the camera to the point.
Collisions may now be detected by rendering the back side of the robot geometry,
as seen from the camera, over the depth map. A simple depth test of each pixel
making up the rendering can verify that all robot geometry lies between the camera
and the world geometry. In summary, if the back surfaces of robot geometry may be
rendered into a camera view without any of the rendering’s pixels failing the depth
test, then the geometry is free of collision in full 3D.
The compression of free space into depth maps provides a great gain in eﬀiciency
for the representation of world geometry, leaving robot geometry as the highest cost.
While a detailed polygonal mesh may be rendered on a GPU with depth testing fairly
quickly, the interaction between motion planning and collision detection still benefits
from keeping all calculation on the CPU, thereby avoiding latency in getting query
responses back from the GPU Govindaraju et al. [2005]. However, rendering the full
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polygonal mesh representation of robot geometry on the CPU is prohibitively expensive, so a simplification is employed that represents robot geometry as a collection of
spheres whose volumetric union fully contains all robot geometry to be checked for
collisions, as shown in Figure 9.6.
This approach to approximating the geometry of the robot follows the suggestion
of Cohen et al. Cohen et al. [2010] with the additional restriction that all of the
spheres in the model have the same radius, r. Note that the number and size of the
spheres should be viewed as parameters. We could choose to model the robot with
a small number of large spheres or a large number of small spheres, we can think
of these levels of representation as being analogous to the level of detail concept
used in graphics applications. In fact we could imagine adaptively switching between
representations at various levels of fidelity depending on current requirements.
Once the robot has been reduced to a collection of spheres the collision detection
problem can be rephrased in terms of computing possible collisions between each
sphere and the scene geometry represented by the depth maps. To perform collision
checking we begin by replacing each of the 3D points by a sphere of radius r. This
sphere is interesting as it contains the center of any robot geometry sphere that could
contain the original world point, in other words it corresponds to the configuration
space obstacle that the world point presents to the sphere primitive. We can exploit
this duality by rendering each of these spheres into the view of the depth camera
using z-buffering, where we simply retain the minimum depth value at each pixel.
The result is an appropriately dilated depth map where the depth at a given pixel
corresponds exactly to the maximum depth that a sphere center can be placed while
remaining in the freespace associated with the view. Note that this dilation and
rendering step is done once for each depth map as a precomputation step.
Once this has been done, we can determine whether or not a sphere is entirely in
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(a)

(b)

Figure 9.3: A raw rendering of a point cloud, 9.3a, is run through a dilation process
to produce an image, 9.3b, that requires a single pixel lookup to check a 3D sphere
for collision.
freespace by projecting the sphere center into the view and comparing the depth of
the sphere center to the entry in the dilated depth map for the corresponding pixel.
We note that computing the projection of the sphere center and querying a single
memory location can be carried out very eﬀiciently indeed.
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9.5

Practical Considerations

Each sphere of a collision model is checked against a particular depth map. To cover
a reasonably complex work space, several depth maps are needed, or the collision
checker will be too conservative (e.g. declaring a robot as possibly in collision because
part of it is occluded by intervening geometry). Note, however, that as soon as every
part of the robot has been seen free of collision by some view, no more views need
be inspected. To exploit beneficial views that capture the entire robot, the order in
which depth maps are inspected is juggled to move useful views forward for the next
collision check. While a pose remains potentially in collision, the checker inspects
every feasible depth map, which negatively impacts performance. The feasibility
check, which skips over views looking away from the robot or taken from distant
cameras, mitigates this issue, but the need to consult multiple views is unavoidable
whenever the robot is only partially contained in any one view.

9.5.1

The Data Pipeline

The depth space collision checker may be fed with depth maps obtained directly
from a depth sensor, such as an RGB-D camera, or depth maps rendered from a
representation of world geometry. In either case, the depth map is paired with the
intrinsic and extrinsic parameters of the camera used to capture the image. For
depth data captured live from a sensor, camera locations may be calibrated (e.g. a
factory floor with sensors mounted in fixed locations), or tracked at run-time using
an auxiliary SLAM system.
The experiments described here were performed with point cloud data sets collected in a distinct mapping phase. In this scenario, a tool is used to visualize the
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(a)

(b)

Figure 9.4: The spheres making up a collision model for the PR2 are drawn in green
when free of collision, and red when they intersect with world geometry.
point cloud and emit depth maps paired with camera poses

13

.

A particular view of a point cloud is rendered by colorizing points according to
their distance from the camera. These depth maps are then run through the dilation
procedure defined above before being handed over to the collision checker. This
progression is shown in Figure 9.3, where the visualization of the dilated view has
had its hues renormalized to better show the depth variation in the scene. The dilated
view is then used as a backdrop for collision geometry rendering. Figure 9.4 shows a
debug view of the scenario with a set of PR2 collision spheres fully rendered. Note
that the collision information – indicated by the spheres’ red/green coloration – is
derived from a single depth map pixel lookup per sphere.

9.5.2

Virtual Views

When views are produced from virtual camera locations, the intrinsic parameters of
the camera may be adjusted to better meet the needs of the environment. Much
like a convex mirror mounted above a corner on a road, one may place a wide-angle
camera in a strategic location to capture more of a scene. Figure 9.5 shows two images
13

Available at https://github.com/acowley/PcdViewer
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(a)

(b)

Figure 9.5: The ability to produce new rasterizations from a scene representation
allows for flexibility in defining the optics used to capture depth maps.
obtained of the same corridor taken first with a camera with a 90◦ field of view, and
then with a 180◦ field of view. The wider angle means that more of the environment
is packed into the same number of pixels, thus creating a distinct tradeoff between
per-image coverage and spatial resolution. The use of virtual cameras allows for total
flexibility in the optics; the only requirement is that the collision checker implements
the same optical model.

9.6

Experimental Results

A sphere-based collision model was constructed for the PR2, Figure 9.6. This model
is not fully conservative – parts of the PR2 are not covered by the green spheres of
the collision geometry – but is suﬀicient to prevent the kinds of collisions the PR2
would otherwise experience moving around a multi-room laboratory setting. This
model faithfully expresses all possible articulations of the PR2, and may be posed
and checked for collisions against a single depth map in 6.7µs (for a collision check
rate of 150KHz) on a laptop with a first generation Intel Core i5 CPU at 2.53GHz.
Performance scales linearly with the complexity of the collision model.
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(a)

(b)

Figure 9.6: A collision model used for planning. The model consists of 139 10cm
radius spheres.

Figure 9.7: An example motion plan computed with the SBPL planner and depth
space collision checker.
As a test of the real-world performance of the depth space collision checker, it
was integrated with the ROS search-based planning library (SBPL) motion plannerLikhachev and Ferguson [2008] to search for trajectories that guide the PR2 across
flat ground, but require more than 2D collision checking to be successful. The aim is
to look beyond numbers quantifying raw collision checker performance by comparing
the depth space collision checker against the distance field collision checker as used
by the cutting edge SBPL motion planner. The SBPL planner is competitive with
the top-performing published motion planners for mobile manipulators Cohen et al.
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[2012], and currently uses a dense representation of a distance field computed from a
point cloud for collision checking.
Figure 9.7 gives a flavor for the kinds of trajectories being computed. This path
was computed in 5.81s using the depth space collision checker on a first generation
Core i7 CPU, involved 347,934 collision checks, and is approximately 30m in length.
The path includes a section during which the PR2 sweeps its arms over a bench, navigation through a standard doorway, and a conclusion with the PR2’s arms extended
over a work surface in a small lab. When setting aside planning to just consider forward kinematics and collision checking, the computer used for this and the remainder
of the tests can perform 23,386 collision checks per second using the SBPL distance
field checker, and up to 80,257 checks per second using the depth space collision
checker when benchmarked under the system load used for the remaining tests.
A sequence of planning operations was performed from one goal pose to the next
using the poses shown in Figure 9.8. SBPL was used to compute plans, and performance was compared against the distance field collision checker currently used by
SBPL. A median motion planner speedup of 44% was obtained when replacing the
existing distance field collision checker with the depth map based collision checker, as
shown in Table 9.1. Ultimately, the performance impact of the depth space collision
checker varied significantly due to incomplete depth map coverage of viable trajectories between candidate poses resulting from the independent creation of depth maps
and test poses. Table 9.1 includes the number of collision queries made by the planner, which may be used to normalize collision checker performance to determine that
the depth space collision checker responded to an average of 37,778 collision queries
per planner-second, while the distance field checker responded to an average of 21,874
queres per planner-second. Even with planner overhead, and without carefully matching depth map coverage with anticipated trajectories, replacing the collision checker
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(a)

(b)

Figure 9.8: A collection of poses used for planner performance testing. From an
initial pose (pose 0, drawn in red), plans were attempted from each pose to the next
in sequence. The paths vary in length, ranging up to approximately 26m. Some poses
involve arm configurations in which the arms are extended over a work surface, waste
basket, or bench.

136

DS Checks
86755
94066
46235
238438
150354
245379
428771
347225
677963
117058
313338
234237
466615
624163

DS Plan Time (s)
3.48
3.92
3.02
7.58
4.52
6.35
7.81
6.52
11.77
4.38
5.85
6.49
15.49
12.73

DF Checks
84928
55596
51129
242938
175505
261691
572486
459096
532298
143680
309542
330320
147883
555691

DF Plan Time (s)
4.72
3.82
4.01
11.18
8.4
11.21
23.22
17.76
21.72
6.43
11.49
15.16
7.19
23.32

Table 9.1: Motion planner performance with the depth space (DS) and distance field
(DF) collision checkers.
offers a substantial motion planning speedup.

9.7

Discussion

The reported experiments were chosen to highlight the strengths and potential weaknesses of depth space collision checking.

9.7.1

View Selection

The experiments described here relied on manual selection of views from which depth
maps were captured. The only requirement of depth map view selection is to capture
any free space a part of the robot might occupy, and there is little penalty for selecting
too many views. While the limitation that plans may only be computed between fully
observed locations is not onerous, coverage of intervening spaces is more diﬀicult to
quantify. The effect of insuﬀicient coverage is visible in the second to last test reported
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in Table 9.1. The planner attempted more than three times as many collision checks
with the depth space checker due to an overly conservative estimate of free space
resulting from a lack of depth map coverage. Note, however, that the distance field
approach considers unobserved space as free because it is based entirely on positive
evidence of occupancy, while the depth space approach is based on positive evidence of
free space. This makes the depth space collision checker naturally more conservative,
but also more realistic as it relies on fewer assumptions about the safety of the world.
For applications making use of a separately-constructed point cloud, manual view
selection could be replaced by an automated selection of depth map vantage points
that takes into consideration intended usage of the environment. Such a mechanism
would involve moving a camera around the environment to best frame anticipated
robot poses in the environment, similar to techniques used for third-person cameras
in 3D video games.
An important note when comparing depth space collision detection to a uniformly
sampled distance field is that spatial resolution is not constant in the depth space
representation of the environment due to the perspective projection used to produce
the depth maps. If depth maps are produced at a resolution of 640x480 pixels with a
90◦ field of view, then the uniform 2cm spatial resolution of the existing SBPL distance
field collision checker is available (and improved upon) out to 3.2m away from the
depth camera. The unsurprising consequence of this is that one should take close-ups
of areas where small-scale motions are anticipated. Finally, this distance-dependent
spatial resolution suggests that robot-mounted range sensors can offer higher spatial
resolution for manipulation tasks than approaches that adopt a fixed discretization
for the entire work space.
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9.7.2

Memory Profile

A benefit of the depth space representation of the environment is memory eﬀiciency.
Each floating point 640x480 pixel image occupies 1.2MB of RAM, and the environment used for these experiments (∼2000 m3 ) was covered with 14 depth maps. This
memory friendliness scales well due to the shuffling of depth maps to pull the most
useful images to the front of the list for the next collision query. For the experiments
documented here, on average 1.3 images were consulted for each collision query. This
means that the collision checker actively reads from a very small region of memory
for any particular phase of motion planning.
The distance field collision checker used in SBPL trades memory for time: responding to collision queries should be as fast as possible, which prompts a regular
data layout allowing direct integer addressing of voxel data. Note that this memory
access pattern is, at a high level, similar to the depth space collision checker which
makes a single array lookup for each sphere present in the collision model in each
depth map inspected. However, the dense distance field requires ∼250 times the
memory of the depth space collision checker for environments such as that considered
here, while cache friendliness is harder to ensure without compromising the simplicity
of the data layout. The depth space collision checker, on the other hand, is very cache
friendly with its reliance on a few megabytes of memory to check a family of spatially
related poses.

9.7.3

Pathological Scenarios

The depth space approach relies on 2D projections eﬀiciently capturing as much
information about a 3D volume as possible. This desideratum is lost when working in
environments with tightly packed occluding geometry, such as a room full of columns.
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In such an environment, it may be diﬀicult to find vantage points from which a camera
can clearly observe a robot’s entire geometry, resulting in the need to consult multiple
views for each collision query. However, the flexibility of virtual cameras and a full
3D representation of an environment means that when such data are available, any
ceiling, if present, may be removed from the data, and images taken looking straight
down into such a room, while other images provide ground-parallel views to support
work surface interactions.

9.8

Review and Extensions

Depth space collision detection is a memory eﬀicient, high performance, scalable approach to the problem of 3D collision detection in large environments. The system
presented here significantly reduces the major computational bottleneck of an already
high-performance motion planner, and can be expected to improve the performance
of sampling-based motion planners. The technique also lends itself to a hierarchical
geometry refinement approach to cope with small-scale geometry, such as the finger’s
of an end effector. One can imagine checking an asymptotically simple model of a
robot, a sphere, against a depth map, then refining the sphere in which a collision
was observed. This refinement is focused only on the subset of robot geometry potentially colliding with the environment, and at each stage benefits from the performance
advantages described here. High performance 3D collision detection of complex, articulated robot geometry is a core technology of future robotic interactions with the
world.
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Chapter 10
Conclusion
10.1

Summary of Contributions

The central themes of this work are the benefits of using as much data as possible
in spatial reasoning, and the complementary effectiveness of 2D images as representations of 3D spaces. The use of images provides a memory-eﬀicient organizational
structure for fusing observations from spatial neighborhoods. The computational
speed of the resulting approach means that the full update rate of the sensor is leveraged. This minimizes the motion between successive sensor sweeps, which aids the
tracking of rapid motions.
Rapid motions are further supported by keyframes capturing local models with
greater extent than individual sensor sweeps. The greater vertical field of view enjoyed
by keyframes in our system helps track motions that involve an oscillating pitch
as consistently experienced by walking platforms, encountered when ground-based
platforms traverse bumps, or when aerial platforms modulate their forward velocity.
Keyframes are placed densely enough that there is significant overlap between some
keyframe and any individual sensor sweep. Registration to these keyframes is made
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more stable by noise reduction due to the averaging of multiple sensor sweeps into
each keyframe.
The speed afforded by the representation additionally encourages use of all the
range information captured by an individual sweep. Avoiding an early feature selection step reduces environment specialization of the mapping system due to reliance
on specific features being present in the sensor data, or assumptions on how those
features should be distributed within a single sensor sweep. While the use of all
range data within a single sweep involves appreciable redundancy in terms of how
each measurement constrains the registration optimization, an eﬀicient implementation more than compensates. The use of all available range data gives the system a
fighting chance to track motions that induce precipitous changes in geometric feature
visibility.

10.2

Future Work

Despite all of the ways in which UPSLAM succeeds at tracking motion and building
maps in a variety of scenarios, it does experience failures. A map can diverge when
motion tracking accumulates significant error due to a lack of constraining geometry
captured by the sensor. The sensor used in these experiments has a limited field of
view that can prevent it from seeing the ground when the robot is atop a hill, it has
a minimum sensing distance that can prevent the sensor from observing nearby walls
when moving through narrow tunnels, and it has a maximum sensing distance that
can limit its effectiveness when used in wide open spaces.
These hardware limitations are entirely reasonable, and if they can not be ruled
out by careful application design, then the mapping system should be able to recover
from a total loss of tracking. This is something that the UPSLAM system described
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here does not do well. It will search over a few tens of meters when it has lost
tracking, but it will eventually fail. An ability to extract globally distinctive features
or characteristics is needed to enable more robust failure recovery. These features
can be coarse geometric properties, such as road intersections, or might make use of
separate sensing modalities, such as a camera capable of identifying signs or unique
textures. A semantic classification layer based on range measurements, or a combination of range and color information, can provide another valuable signal to make
correct registrations more distinctive.
UPSLAM itself can be misled by bias present in the available data. If the sensor
is moving along a straight tunnel such that very few surfaces have a normal vector
somewhat parallel to the direction of travel, UPSLAM’s motion estimate can be poor.
In such a situation, amplifying the input of surface normal vectors parallel to the
direction of travel could help the optimization avoid being swamped by the volume
of surfaces with normal vectors mostly perpendicular to the direction of travel.
Loop closures are a tremendously powerful tool for a mapping system: they permit
the system to accumulate drift during times of poor tracking without leading to
catastrophic failure, as long as the system is able to catch itself when encountering
a previously-observed location. UPSLAM has been observed to tolerate on the order
of 10 m of drift before closing loops a few hundred meters in length. However, false
positive loop closures can introduce persistent map defects, or contribute to map
divergence if the false loop closure pulls the current localization estimate farther away
from true. Rather than pursue either a conservative or aggressive strategy regarding
loop closures, multiple instances of a system like UPSLAM may be run in parallel,
each making different choices regarding loop closures.
Multiple map hypotheses would allow the running system to evaluate the ramifications of low confidence, speculative loop closures. The multiple maps can be
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allowed to diverge, producing dramatically different localization estimates, resolving
with either the promotion of the loop closure hypothesis to become the primary localization estimate if higher-confidence loop closures reinforce the indicated correction,
or abandoning of the speculation if registration quality is not improved. The main
thrust here is to not limit loop closures to refinements of broadly correct maps, but
allow the system to diverge internally.

10.3

Final Thoughts

Trajectories ranging from hundreds of meters to several kilometers have been shown,
with a measured absolute trajectory error of 0.05%. The mapping system runs on a
low power system, with updates taking less than 10 ms. The captured maps are not
a sparse collection of features suggestive of the different environments, but suitable
for detailed, physically based analysis and visualization. While spatial resolution is
not constant, geometric features with sizes on the order of two to four centimeters
are captured in the representation, with full maps covering tens of millions of cubic
meters. Scenarios that commonly lead to mapping failures due to sharp accelerations
or irregular availability of perceptual features have been detailed. These achievements
are enabled by the simple philosophy of using as much available data as possible.
While feature selection early in a perception pipeline can dramatically reduce the
computational burden, computation can also be made competitively eﬀicient through
imposed regularity. UPSLAM achieves regularity by structuring data in relatively
small arrays, each element of which captures a distinct azimuth and elevation as a
pixel in an image. These panoramic keyframes are amenable to parallel processing of
all those view directions, while the data sizes involved – a few megabytes at a time –
take advantage of high-speed cache memory without exhausting that resource. The
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advantage of avoiding feature selection is a system less vulnerable to feature dropout,
such as when the sensor is obscured, rapid motion interferes with sensor functioning,
or when the environment does not exhibit features of the required form.
The use of depth images raises questions about how the specific structure of
various environments impacts the eﬀiciency with which the representation captures
complete representations. Cluttered indoor environments have surfaces occluded by
small objects, and sharp corners with zero visibility from one end to the other. As
the sensor moves, small spaces behind those small objects are revealed, while long
walkways rapidly come into view as corners are turned. Moving through a forest
presents new challenges as every meter traveled reveals hundreds of new sight lines.
Driving along public roads at tens of meters per second, while sharing the space
with cars, trucks, cyclists, and pedestrians, hides and reveals new geometry at a
rate that pushes the limits of a sensor operating at 10Hz. All of these different
environments, and ways of moving through them, present challenges that one might
reasonably expect to confound a system that relies on such an aggressively compressed
representation of 3D space. The breadth of examples shown here demonstrate that
the UPSLAM design is entirely compatible with the wide world.
The representation of space as a graph of panoramic depth images has been shown
to be suitable for motion estimation, 3D map construction, and path planning. Depth
images are both computationally eﬀicient and versatile. But this choice in representation does not preclude analyses more readily performed with alternative representations. The visualization work shown here represents an effort to mimic the needs
of unspecified applications that can place different strains on the map representation
than the activity of building the map itself. We have built polygonal meshes suitable for tasks that lean on precise edges, and viewpoint-optimized visualizations for
tasks that benefit from local precision over global consistency, such as manipulation.
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We have shown globally smoothed voxel representations that permit investigation of
medium-range relationships, such as towers and trees casting shadows tens of meters
in length. We have shown global consistency in the form of an accurate road map
constructed from a multi-kilometer trajectory. All of these differing priorities may be
served by the union of panoramas representation.
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