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TRANSFORMATIONS OF WELL-POISED HYPERGEOMETRIC
FUNCTIONS OVER FINITE FIELDS
DERMOT McCARTHY
Abstract. We define a hypergeometric function over finite fields which is an analogue
of the classical generalized hypergeometric series. We prove that this function satisfies
many transformation and summation formulas. Some of these results are analogous to
those given by Dixon, Kummer and Whipple for the well-poised classical series. We also
discuss this function’s relationship to other finite field analogues of the classical series,
most notably those defined by Greene and Katz.
1. Introduction and Statement of Results
The main goal of this paper is to find analogues of classical generalized hypergeometric
series transformations, particularly Whipple’s results on well-poised series, for hyperge-
ometric functions over finite fields. Hypergeometric functions over finite fields have ap-
peared in various forms in the literature (for example [12], [18]) and our motivation for this
work is their links to Fourier coefficients of certain modular forms [1, 2, 7, 10, 20, 24, 25]
and the expectation that these transformations will lead to new identities between Fourier
coefficients of modular forms. (This will be the subject of a forthcoming paper by the
author and Matt Papanikolas.)
We start by recalling the classical generalized hypergeometric series rFs[· · · ]. For a
complex number a and a non-negative integer n let (a)n denote the rising factorial defined
by
(a)0 := 1 and (a)n := a(a+ 1)(a+ 2) · · · (a+ n− 1) for n > 0.
Then for complex numbers ai, bj and z, with none of the bj a negative integer or zero,
rFs
[
a1, a2, a3, . . . , ar
b1, b2, . . . , bs
∣∣∣ z] := ∞∑
n=0
(a1)n(a2)n(a3)n · · · (ar)n
(b1)n(b2)n · · · (bs)n
zn
n!
.
This series satisfies many powerful transformation and summation formulas. The first
among them was given by Gauss in 1812.
Theorem 1.1 (Gauss [11]). If Re(c− a− b) > 0, then
2F1
[
a, b
c
∣∣∣ 1] = Γ(c) Γ(c− a− b)
Γ(c− a) Γ(c− b)
.
In [26], Whipple studied series where r = s + 1, z = ±1, and a1 + 1 = a2 + b1 =
a3 + b2 = · · · = ar + bs which he named well-poised. Summation formulas for series of this
type already existed before Whipple’s work in the case of 2F1[· · · | − 1], due to Kummer
2010 Mathematics Subject Classification. Primary: 11T24; Secondary: 11L99, 33C20.
1
2 DERMOT McCARTHY
[19], and 3F2[· · · |1], due to Dixon [5]. The main results in [26] for transformations of
well-poised series in their most general form are as follows.
Theorem 1.2 (Whipple [26]).
4F3
[
a, b, c, d
1 + a− b, 1 + a− c, 1 + a− d
∣∣∣ − 1]
=
Γ(1 + a− c) Γ(1 + a− d)
Γ(1 + a) Γ(1 + a− c− d)
3F2
[
1 + 12a− b, c, d
1 + 12a, 1 + a− b
∣∣∣ 1].
Theorem 1.3 (Whipple [26]). If one of 1 + 12a− b, c, d, e is a negative integer, then
5F4
[
a, b, c, d, e
1 + a− b, 1 + a− c, 1 + a− d, 1 + a− e
∣∣∣ 1]
=
Γ(1 + a− c) Γ(1 + a− d) Γ(1 + a− e) Γ(1 + a− c− d− e)
Γ(1 + a) Γ(1 + a− d− e) Γ(1 + a− c− d) Γ(1 + a− c− e)
· 4F3
[
1 + 12a− b, c, d, e
1 + 12a, c+ d+ e− a, 1 + a− b
∣∣∣ 1].
We note that [26] also includes transformations for well-poised 6F5[· · · |−1] and 7F6[· · · |1]
where the ‘b’ parameter is specialized to equal 1 + 12a.
We now define a finite field analogue of the classical series. Let Fq denote the finite field
with q, a prime power, elements. Let F̂∗q denote the group of multiplicative characters
of F∗q. We extend the domain of χ ∈ F̂
∗
q to Fq, by defining χ(0) := 0 (including the
trivial character ε) and denote χ as the inverse of χ. Let θ be a fixed non-trivial additive
character of Fq and for χ ∈ F̂∗q we define the Gauss sum g(χ) :=
∑
x∈Fq
χ(x)θ(x).
Definition 1.4. For A0, A1, . . . , An, B1 . . . , Bn ∈ F̂∗q and x ∈ Fq define
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)⋆
q
:=
1
q − 1
∑
χ∈F̂∗q
n∏
i=0
g(Aiχ)
g(Ai)
n∏
j=1
g(Bjχ)
g(Bj)
g(χ)χ(−1)n+1χ(x).
Throughout the paper we will refer to this function as n+1Fn(· · · )
⋆. Using properties of
Gauss and Jacobi sums it is easy to see that n+1Fn(· · · )
⋆ is independent of the choice of
additive character. We will call the function well-poised when x = ±1 and each Bj = A0Aj ,
mirroring the conditions in the classical case.
We now state our main results. The first two results are analogues of Whipple’s Theo-
rems 1.2 and 1.3 above. For brevity, if A ∈ F̂∗q is a square we will write A = .
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Theorem 1.5. For A, B, C, D ∈ F̂∗q,
4F3
(
A, B, C, D
AB, AC, AD
∣∣∣ −1)⋆
q
=

0 if A 6= ,
g(A) g(ACD)
g(AC) g(AD)
∑
R2=A
3F2
(
RB, C, D
R, AB
∣∣∣ 1)⋆
q
if A = , A 6= ε, B 6= ε,
B2 6= A and CD 6= A.
Theorem 1.6. For A, B, C, D, E ∈ F̂∗q, such that, when A is a square, A 6= ε, B 6= ε,
B2 6= A, CD 6= A, CE 6= A, DE 6= A and CDE 6= A,
5F4
(
A, B, C, D, E
AB, AC, AD, AE
∣∣∣ 1)⋆
q
=

0 if A 6= ,
g(A)g(ADE)g(ACD)g(ACE)
g(AC)g(AD)g(AE)g(ACDE)
∑
R2=A
4F3
(
RB, C, D, E
R, ACDE, AB
∣∣∣ 1)⋆
q
+
g(ADE)g(ACD)g(ACE)q
g(C)g(D)g(E)g(AC)g(AD)g(AE)
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
otherwise.
As we will see in Section 4, the results above are based on the following fundamental result
which we use to relate well-poised functions of different orders. For χ ∈ F̂∗q define δ(χ) to
equal 1 if χ is trivial and zero otherwise.
Theorem 1.7. For 2 ≤ n ∈ Z and A0, A1, . . . , An ∈ F̂∗q,
n+1Fn
(
A0, A1, . . . , An
A0A1, . . . , A0An
∣∣∣ x)⋆
q
=
g(A0An−1An)
g(An−1)g(An)g(A0An−1)g(A0An)
×
1
q − 1
∑
ψ∈F̂∗q
g(An−1ψ)g(Anψ)g(ψ)g(A0ψ) nFn−1
(
A0, A1, . . . , An−2, ψ
A0A1, . . . , A0An−2, A0ψ
∣∣∣ −x)⋆
q
+
q(q − 1)AnAn−1(−1)δ(A0An−1An)
g(An−1)g(An)g(A0An−1)g(A0An)
n−1Fn−2
(
A0, A1, . . . , An−2
A0A1, . . . , A0An−2
∣∣∣ x)⋆
q
Based on Theorem 1.7 we will show by induction that all well-poised functions of the form
n+1Fn(· · · |(−1)
n)⋆ equal zero if the leading top line parameter is not a square.
Corollary 1.8. For 0 ≤ n ∈ Z and characters A0, A1, . . . , An ∈ F̂∗q such that A0 is not a
square,
n+1Fn
(
A0, A1, . . . , An
A0A1, . . . , A0An
∣∣∣ (−1)n)⋆
q
= 0.
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We also have other results which are analogues of various classical summation formulas.
The first of these is an analogue of Gauss’ Theorem 1.1 above and can easily be derived
from a character sum evaluation of Helversen-Pasotto (see Corollary 2.3 in Section 2).
Theorem 1.9 (Helversen-Pasotto [16]). For A, B, C ∈ F̂∗q such that AB 6= C,
2F1
(
A, B
C
∣∣∣ 1)⋆
q
=
g(AC) g(BC)
g(C) g(ABC)
.
The next two results are analogues of Kummer’s theorem (see [3] 2.3 (1)) and Dixon’s
theorem (see [3] 3.1 (1)) respectively. We note that they can be derived from (4.11) and
Theorem 4.37 of Greene [12], via Proposition 2.5 for most choices of parameters and on
a case by case basis otherwise. In turn, the latter result of Greene is closely related to a
character sum evaluation of Evans [6]. However as we will see in Section 4 our method of
proof is different.
Theorem 1.10 (cf. Greene [12]). For A, B ∈ F̂∗q such that A 6= ε,
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
=

0 if A 6= ,∑
R2=A
g(A) g(RB)
g(R) g(AB)
otherwise.
Theorem 1.11 (cf. Greene [12], cf. Evans [6]). For A, B, C ∈ F̂∗q such that A 6= ε and
(BC)2 6= A,
3F2
(
A, B, C
AB, AC
∣∣∣ 1)⋆
q
=

0 if A 6= ,∑
R2=A
g(A) g(RB) g(RC) g(ABC)
g(R) g(AB) g(AC) g(RBC)
otherwise.
As mentioned earlier, there are other finite field analogues of the classical series, most
notably those defined by Greene [12] and Katz [18]. The function n+1Fn(· · · )
⋆ is a nor-
malization of Katz’s function and is also closely related to a normalization of Greene’s
function (though significantly different for certain choices of parameters). We will discuss
these relationships in more detail in Section 2 and also the motivation for the definition
of n+1Fn(· · · )
⋆.
However we note at this stage that Greene’s function has featured in results in many
areas and that all these results can be reformulated in terms of n+1Fn(· · · )
⋆: character
sum evaluations [15, 8]; finite field versions of the Lagrange inversion formula [13]; the
representation theory of SL(2,Fq) [14]; evaluating the number of points over Fp of certain
algebraic varieties [2, 10, 20]; proofs of supercongruences [1, 2, 17, 21, 22, 23, 24]; traces of
Hecke operators [9, 10]; formulas for Ramanujan’s τ -function [10, 25]; and, relationships
with Fourier coefficients of certain other modular forms [1, 2, 7, 20, 24].
In particular, all of the results cited above for relationships with Fourier coefficients of
modular forms can be restated in terms of n+1Fn(· · · )
⋆. For example, let γ(n) be given by
η4(2z)η4(4z) =
∑∞
n=1 γ(n)q
n ∈ S4(Γ0(8)) where q := e
2πiz and η(z) := q
1
24
∏∞
n=1(1 − q
n)
is Dedekind’s eta function. Let φ ∈ F̂∗p be the character of order 2. Then one of the main
results in [2] can be re-written in terms of a well-poised 4F3(· · · )
⋆.
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Theorem 1.12 (Ahlgren and Ono [2]). If p is an odd prime, then
4F3
(
φ, φ, φ, φ
ε, ε, ε
∣∣∣ 1)⋆
p
= γ(p) + p.
The corresponding version of Theorem 1.12 using Greene’s function features an additional
factor of −p3 on the left hand side. Factors of this type are common in results involving
Greene’s function and one advantage of using n+1Fn(· · · )
⋆ is that these factors are not
required, leading to cleaner results. Other advantages of using this new definition is that
it leads to less restrictions on the parameters in our transformations; and the parameters
in any given function can be permuted without changing the value of the function, which
is a key feature of the classical series but not of Greene’s function.
The rest of this paper is organized as follows. In Section 2 we will discuss the motivation
for Definition 1.4 and its relationships with other functions in this area. Section 3 intro-
duces some preliminary details on Gauss and Jacobi sums which we will use in proving
our results in Section 4. We then make some concluding remarks in Section 5.
2. Relationships with other Hypergeometric Functions over Finite Fields.
In this section we outline the relationship between the hypergeometric function over
finite fields defined in Definition 1.4 and those defined by Greene [12] and Katz [18].
We start by defining the function of Greene. For A, B ∈ F̂∗q, define(
A
B
)
:=
B(−1)
q
∑
x∈Fq
A(x)B(1− x).
Then for A0, A1, . . . , An, B1, . . . , Bn ∈ F̂∗q and x ∈ Fq, define
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)G
q
:=
q
q − 1
∑
χ∈F̂∗q
(
A0χ
χ
) n∏
i=1
(
Aiχ
Biχ
)
χ(x).
Greene found many transformation and summation formulas analogous to those in the
classical case. For example, the following is an analogue of Gauss’ Theorem 1.1. We quote
this result with an appropriate normalization factor which Greene noted would be required
to state the result in a comparable form to the classical case.
Theorem 2.1 (Greene [12]). If A 6= ε, B 6= C and AB 6= C then(
B
C
)−1
2F1
(
A, B
C
∣∣∣ 1)G
q
=
g(AC) g(BC)
g(C) g(ABC)
.
We now recall a character sum evaluation of Helversen-Pasotto.
Theorem 2.2 (Helversen-Pasotto [16]). For A, B, C, D ∈ F̂∗q,
1
q − 1
∑
χ∈F̂∗q
g(Aχ)g(Bχ)g(Cχ)g(Dχ)
=
g(AC)g(AD)g(BC)g(BD)
g(ABCD)
+ q(q − 1)AB(−1)δ(ABCD).
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Choosing D to be the trivial character, replacing C by C and introducing an appropriate
factor we get the following corollary.
Corollary 2.3. For A, B, C ∈ F̂∗q such that AB 6= C,
1
q − 1
∑
χ∈F̂∗q
g(Aχ)
g(A)
g(Bχ)
g(B)
g(Cχ)
g(C)
g(χ) =
g(AC) g(BC)
g(C) g(ABC)
.
This can be also be viewed as an analogue of Gauss’ Theorem 1.1 but has fewer restric-
tions on the parameters than Theorem 2.1. We have therefore framed Definition 1.4 as a
generalization of the left hand side of Corollary 2.3 and, in general, transformations involv-
ing this function require fewer restrictions on the parameters than corresponding results
expressed using Greene’s function. For example, we can restate Theorem 4.37 of [12] in a
comparable form to Theorem 1.11 but we require more conditions on the parameters.
Theorem 2.4 (Greene, [12] Thm 4.37). For A, B, C ∈ F̂∗q such that A 6= ε, B 6= ε,
C 6= ε, BC 6= A and (BC)2 6= A,(
B
AC
)−1(
A
AB
)−1
3F2
(
C, B, A
AC, AB
∣∣∣ 1)G
q
=

0 if A 6= ,∑
R2=A
g(A) g(RB) g(RC) g(ABC)
g(R) g(AB) g(AC) g(RBC)
otherwise.
Many of the transformations we develop in this paper are based on summation properties
of products of Gauss sums. Greene’s function is essentially defined using Jacobi sums and
often it is necessary to impose conditions on the parameters to relate the Jacobi sums
to the required product of Gauss sums. Defining n+1Fn(· · · )
⋆ purely in terms of Gauss
sums strips out the need for these conditions. The following proposition relates the two
functions when certain conditions on the parameters are satisfied.
Proposition 2.5. If A0 6= ε and Ai 6= Bi for each 1 ≤ i ≤ n then
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)⋆
q
=
[
n∏
i=1
(
Ai
Bi
)−1]
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)G
q
.
When these conditions are not satisfied, the relationship is not quite as straightforward.
For example if A0 6= ε and Ai 6= Bi for each 1 ≤ i ≤ n− 1 but An = Bn 6= ε , then
n+1Fn
(
A0, A1, . . . , An−1, An
B1, . . . , Bn−1, An
∣∣∣ x)⋆
q
=
[
n∏
i=1
(
Ai
Bi
)−1]
n+1Fn
(
A0, A1, . . . , An−1, An
B1, . . . , Bn−1, An
∣∣∣ x)G
q
+ (q − 1)
(
A0An
An
)[n−1∏
i=1
(
AiAn
BiAn
)(
Ai
Bi
)−1]
An(x).
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We now consider the ‘hypergeometric sum’ defined by Katz (see [18] Ch 8.2). For t ∈ F∗q
and, for m,n ∈ Z+, let
V (t, n,m) =
{
xi, yj ∈ F
∗
q : x1x2 . . . xn = ty1y2 . . . ym
}
.
If θ is a fixed non-trivial additive character of Fq and A1, A2, . . . , An, B1, B2 . . . , Bm ∈ F̂∗q
then the ‘hypergeometric sum’ is defined by
nFm
(
A1, A2, . . . , An
B1 B2, . . . , Bm
∣∣∣∣ t
)K
q
:=
∑
V
θ
(
n∑
i=1
xi −
m∑
j=1
yj
)
n∏
i=1
Ai(xi)
m∏
j=1
Bj(yj).
This can be transformed by multiplicative Fourier inversion to get
nFm
(
A1, A2, . . . , An
B1 B2, . . . , Bm
∣∣∣∣ t
)K
q
=
1
q − 1
∑
χ
χ(t)
n∏
i=1
g(Aiχ)
m∏
j=1
g(Bjχ) Bjχ(−1).
Thus we have the following direct relation between Katz’s function and n+1Fn(· · · )
⋆.
Proposition 2.6. For A0, A1, . . . , An and B1 . . . , Bn ∈ F̂∗q,
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)⋆
q
=
[
1
g(A0)
n∏
i=1
Bi(−1)
g(Ai) g(Bi)
]
n+1Fn+1
(
A0, A1, . . . , An
ε B1, . . . , Bn
∣∣∣ 1
x
)K
q
.
Because the relationship in Proposition 2.6 is unconditional, all results from Section 1 can
be rewritten in terms of Katz’s function. For example Theorem 1.7 can be restated as
n+1Fn+1
(
A0, A1, . . . , An
ε, A0A1, . . . , A0An
∣∣∣ x)K
q
= g(A0An−1An)A0An−1An(−1)×
1
q − 1
∑
ψ∈F̂∗q
g(An−1ψ)g(Anψ)ψ(−1) nFn
(
A0, A1, . . . , An−2, ψ
ε, A0A1, . . . , A0An−2, A0ψ
∣∣∣ − x)K
q
+ q(q − 1)δ(A0An−1An) n−1Fn−1
(
A0, A1, . . . , An−2
ε, A0A1, . . . , A0An−2
∣∣∣ x)K
q
.
We note that this is neater than the formula in Theorem 1.7. However, we choose to
use n+1Fn(· · · )
⋆ as the resulting transformations more closely mirror their classical ana-
logues. Also it leads to neater relationships in those results related to Fourier coefficients
of modular forms.
3. Preliminaries
In this section we recall some properties of Gauss and Jacobi sums. For further details
see [4], noting that we have adjusted results to take into account ε(0) = 0. As noted in
Section 1 we let F̂∗q denote the group of multiplicative characters of F
∗
q. We extend the
domain of χ ∈ F̂∗q to Fq, by defining χ(0) := 0 (including the trivial character ε) and
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denote χ as the inverse of χ. We then have the following orthogonal relations. For a
character χ of Fq, ∑
x∈Fq
χ(x) =
{
q − 1 if χ = ε,
0 if χ 6= ε,
(3.1)
and, for x ∈ Fq, we have ∑
χ∈F̂∗q
χ(x) =
{
q − 1 if x = 1,
0 if x 6= 1.
(3.2)
Let θ be a fixed non-trivial additive character of Fq and recall that for χ ∈ F̂∗q we define
the Gauss sum by g(χ) :=
∑
x∈Fq
χ(x)θ(x). The following important result gives a simple
expression for the product of two Gauss sums based on inverse characters. For a character
χ of Fq we have
g(χ)g(χ) =
{
χ(−1)q if χ 6= ε,
1 if χ = ε.
(3.3)
Recall also that for χ,ψ ∈ F̂∗q we define the Jacobi sum by J(χ,ψ) :=
∑
t∈Fq
χ(t)ψ(1− t).
We can relate Jacobi sums to Gauss sums. For χ, ψ ∈ F̂∗q not both trivial,
J(χ,ψ) =

g(χ)g(ψ)
g(χψ)
if χψ 6= ε,
−
g(χ)g(ψ)
q
if χψ = ε .
(3.4)
We now develop a couple of preliminary results which will be used in Section 4.
Proposition 3.1. For characters A and B ∈ F̂∗q,∑
χ∈F̂∗q
J(Aχ,Bχ)χ(−1) = 0.
Proof. By definition of Jacobi sums and using (3.2) we see that∑
χ∈F̂∗q
J(Aχ,Bχ)χ(−1) =
∑
χ∈F̂∗q
∑
t∈Fq
Aχ(t)Bχ(1− t)χ(−1)
=
∑
t∈Fq
A(t)B(1 − t)
∑
χ∈F̂∗q
χ
(
−t
1− t
)
= 0.

Proposition 3.2. For characters A and B ∈ F̂∗q,
1
q − 1
∑
χ∈F̂∗q
g(Aχ)g(Bχ)χ(−1) =
{
0 if AB 6= ε,
(q − 1)A(−1) if AB = ε.
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Proof. Applying (3.4) we see that for AB 6= ε
1
q − 1
∑
χ∈F̂∗q
g(Aχ)g(Bχ)χ(−1) =
g(AB)
q − 1
∑
χ∈F̂∗q
J(Aχ,Bχ)χ(−1),
which equals 0 by Proposition 3.1. If B = A, then by (3.3)
1
q − 1
∑
χ∈F̂∗q
g(Aχ)g(Aχ)χ(−1) =
1
q − 1
∑
χ∈F̂∗q
χ 6=A
A(−1)q +
A(−1)
q − 1
=
A(−1)
q − 1
[q(q − 2) + 1] = A(−1)(q − 1).

4. Proofs
In this section we prove our results, starting with Theorem 1.10. We will then prove
Theorem 1.7 which will be the starting point for proving the other results. As we will
see, Theorem 1.7 is proved by using the analogue of Gauss’ theorem (i.e., Theorem 2.2)
in reverse. This strategy mirrors the method used by Whipple in proving his results.
Proof of Theorem 1.10. We will prove the slightly more general result which has no re-
strictions on the parameters.
Theorem 4.1. For A, B ∈ F̂∗q,
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
=

0 if A 6= ,∑
R2=A
g(R) g(RB)R(−1)
g(A) g(AB)
otherwise.
By definition
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
=
1
q − 1
∑
χ∈F̂∗q
g(Aχ)
g(A)
g(Bχ)
g(B)
g(ABχ)
g(AB)
g(χ)χ(−1). (4.1)
By Theorem 2.2
g(Aχ)g(Bχ)g(ABχ)g(χ)
=
g(B)
q − 1
∑
ψ∈F̂∗q
g(Aψ)g(Bψ)g(Aχψ)g(χψ)− g(B)q(q − 1)AB(−1)δ(B). (4.2)
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Substituting (4.2) in to (4.1) yields
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
=
1
q − 1
∑
ψ∈F̂∗q
g(Aψ)g(Bψ)
g(A)g(AB)
1
q − 1
∑
χ∈F̂∗q
g(ψχ)g(Aψχ)χ(−1)
−
qAB(−1)δ(B)
g(A)g(AB)
∑
χ∈F̂∗q
χ(−1).
By (3.2) the second term above is 0. Using Proposition 3.2 to evaluate the first term yields
Theorem 4.1. If A 6= ε then R 6= ε and Theorem 1.10 follows on applying (3.3). 
Proof of Theorem 1.7. By definition
n+1Fn
(
A0, A1, . . . , An
A0A1, . . . , A0An
∣∣∣ x)⋆
q
=
1
q − 1
∑
χ∈F̂∗q
g(A0χ)
g(A0)
n∏
i=0
g(Aiχ)
g(Ai)
g(A0Aiχ)
g(A0Ai)
g(χ)χ(−1)n+1χ(x). (4.3)
By Theorem 2.2
g(An−1χ)g(Anχ)g(A0An−1χ)g(A0Anχ) =
g(A0An−1An)
q − 1
∑
ψ∈F̂∗q
g(An−1ψ)g(Anψ)g(A0χψ)g(χψ)
− g(A0An−1An)q(q − 1)AnAn−1(−1)δ(A0An−1An). (4.4)
Substituting (4.4) in to (4.3) and tidying up yields the result. 
Proof of Theorem 1.11. Again, we prove a more general result from which Theorem 1.11
can easily be derived.
Theorem 4.2. For A, B, C ∈ F̂∗q,
3F2
(
A, B, C
AB, AC
∣∣∣ 1)⋆
q
TRANSFORMATIONS OF WELL-POISED HYPERGEOMETRIC FUNCTIONS OVER FINITE FIELDS11
=

0 if A 6= ,∑
R2=A
g(ABC) g(RB) g(RC) g(R) g(RBC)
g(AB) g(AC) g(A)BC(−1) q
if A =  and (BC)2 6= A, or
if (BC)2 = A 6= BC, B 6= ε, C 6= ε,
−q + 3
if (BC)2 = A 6= BC, A 6= ε, B or C = ε, or
if A = ε, C = B, B 6= ε, φ,
−q2 + 2q + 1 if A = ε, BC = φ, B = ε or B = φ,
−q3 + q2 + q + 1 if A = B = C = ε,
−q2+2q+1
q
if A = ε, B = C = φ.
Applying Theorem 1.7 we see that
3F2
(
A, B, C
AB, AC
∣∣∣ 1)⋆
q
=
1
q − 1
∑
ψ∈F̂∗q
g(ABC)g(Bψ)g(Cψ)g(ψ)g(Aψ)
g(B)g(C)g(AB)g(AC)
2F1
(
A, ψ
Aψ
∣∣∣ −1)⋆
q
+
q BC(−1)δ(ABC)
g(B)g(C)g(AB)g(AC)
∑
χ∈F̂∗q
g(Aχ)
g(A)
g(χ)χ(−1). (4.5)
For brevity we will refer to the two terms on the right-hand side of (4.5) as T1 and T2
respectively. Using Proposition 3.2 we get that
T2 =

0 if A 6= BC or if A = BC 6= ε
− (q−1)
2
q
if A = BC = ε and B 6= ε
−q(q − 1)2 if A = B = C = ε.
(4.6)
We now focus on T1 and use Theorem 4.1 to evaluate the 2F1. Therefore
T1 =

0 if A 6= ∑
R2=A
g(ABC) g(R)R(−1)
g(B)g(C)g(AB)g(AC)g(A)
1
q − 1
∑
ψ∈F̂∗q
g(Bψ)g(Cψ)g(ψ)g(Rψ) otherwise.
We now assume A is a square and use Theorem 2.2 to simplify T1 in this case. This yields
T1 =
∑
R2=A
g(ABC) g(R) g(RB) g(RC)R(−1)
g(AB)g(AC)g(A)g(RBC)
+
∑
R2=A
g(ABC) g(R) q(q − 1)δ(RBC)
g(B)g(C)g(AB)g(AC)g(A)
.
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If (BC)2 6= A the second sum equals zero and using (3.3) we see that
T1 =
∑
R2=A
g(ABC) g(RB) g(RC) g(R) g(RBC)
g(AB) g(AC) g(A)BC(−1) q
.
If A is a square then there are exactly two characters R1 and R2 such that (Ri)
2 = A (and
R2 = φR1). If (BC)
2 = A, we assume BC = R1 and note that R2BC = φ 6= ε. Therefore,
in the case (BC)2 = A,
T1 =
∑
R2=A
g(ABC) g(R) g(RB) g(RC)R(−1)
g(AB)g(AC)g(A)g(RBC)
+
g(ABC) g(R1) q(q − 1)
g(B)g(C)g(AB)g(AC)g(A)
=
g(ABC) g(R2B) g(R2C) g(R2) g(R2BC)
g(AB) g(AC) g(A)BC(−1) q
+
g(ABC) g(R1B) g(R1C) g(R1) g(R1BC)
g(AB) g(AC) g(A)BC(−1)
×
[
1−
q(q − 1)R1(−1)
g(B) g(B) g(R1B) g(R1B)
]
.
Applying (3.3) yields
1−
q(q − 1)R1(−1)
g(B) g(B) g(R1B) g(R1B)
=

1
q
if B 6= ε and C 6= ε,
2− q if B = ε or C = ε but not both,
−q2 + q + 1 if B = ε and C = ε.
Overall then
T1 =

0 if A 6= ,∑
R2=A
g(ABC) g(RB) g(RC) g(R) g(RBC)
g(AB) g(AC) g(A)BC(−1) q
if A =  and (BC)2 6= A, or
if (BC)2 = A, B 6= ε and C 6= ε,
−q + 3 if (BC)2 = A 6= ε, B or C = ε,
−q2 + 2q + 1
if B2 = C2 = A = ε and B 6= C, or
if A = B = C = ε.
(4.7)
Combining (4.6) and (4.7) yields Theorem 4.2 and Theorem 1.11 easily follows.

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Proof of Theorem 1.5. By Theorem 1.7
4F3
(
A, B, C, D
AB, AC, AD
∣∣∣ −1)⋆
q
=
g(ACD)
g(C)g(D)g(AC)g(AD)
×
1
q − 1
∑
ψ∈F̂∗q
g(Cψ)g(Dψ)g(ψ)g(Aψ) 3F2
(
A, B, ψ
AB, Aψ
∣∣∣ 1)⋆
q
+
q(q − 1)CD(−1)δ(ACD)
g(C)g(D)g(AC)g(AD)
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
. (4.8)
By Theorems 4.2 and 4.1 we see that both terms on the right-hand side of (4.8) equal zero
if A is not a square. If A 6= ε is a square, B 6= ε and B2 6= A then Theorem 4.2 tells us
that, for all ψ,
3F2
(
A, B, ψ
AB, Aψ
∣∣∣ 1)⋆
q
=
∑
R2=A
g(ABψ) g(RB) g(Rψ) g(R) g(RBψ)
g(AB) g(Aψ) g(A)Bψ(−1) q
. (4.9)
Substituting (4.9) into (4.8) and rearranging yields the following theorem.
Theorem 4.3. For A, B, C, D ∈ F̂∗q,
4F3
(
A, B, C, D
AB, AC, AD
∣∣∣ −1)⋆
q
=

0 if A 6= ,
g(A) g(ACD)
g(AC) g(AD)
∑
R2=A
3F2
(
RB, C, D
R, AB
∣∣∣ 1)⋆
q
+
q(q − 1)δ(ACD)
g(C)g(C)g(AC)g(AC)
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
if A = , A 6= ε,
B 6= ε and B2 6= A.
Theorem 1.5 follows when we impose the additional condition CD 6= A when A is a square.

Remark 4.4. We can also use Theorem 4.2 to evaluate (4.8) when the conditions A 6= ε,
B 6= ε and B2 6= A are not satisfied. In this case it will be necessary to consider certain
values of ψ separately. However the results are not as neat as the main cases. For example,
if A = ε and B = φ then
4F3
(
ε, φ, C, D
φ, C, D
∣∣∣ −1)⋆
q
= −
g(CD)
g(C) g(D)
[∑
R2=ε
3F2
(
Rφ, C, D
R, φ
∣∣∣ 1)⋆
q
+ (q − 1)
(
1 +
g(Cφ) g(Dφ)φ(−1)
g(C) g(D)
)]
+
q(q − 1)δ(CD)
g(C)2g(C)2
(1 + φ(−1)).
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Proof of Theorem 1.6. By Theorem 1.7
5F4
(
A, B, C, D, E
AB, AC, AD, AE
∣∣∣ 1)⋆
q
=
g(ADE)
g(D)g(E)g(AD)g(AE)
×
1
q − 1
∑
ψ∈F̂∗q
g(Dψ)g(Eψ)g(ψ)g(Aψ) 4F3
(
A, B, C, ψ
AB, AC, Aψ
∣∣∣ −1)⋆
q
+
q(q − 1)DE(−1)δ(ADE)
g(D)g(E)g(AD)g(AE)
3F2
(
A, B, C
AB, AC
∣∣∣ 1)⋆
q
. (4.10)
By Theorems 4.3 and 4.2 we see that both terms on the right-hand side of (4.10) equal
zero if A is not a square. If A 6= ε is a square, B 6= ε and B2 6= A then by Theorem 4.3
1
q − 1
∑
ψ∈F̂∗q
g(Dψ)g(Eψ)g(ψ)g(Aψ)
g(D)g(E)
4F3
(
A, B, C, ψ
AB, AC, Aψ
∣∣∣ −1)⋆
q
=
1
q − 1
∑
ψ∈F̂∗q
g(Dψ)g(Eψ)g(ψ)g(A) g(ACψ)
g(D)g(E)g(AC)
∑
R2=A
3F2
(
RB, C, ψ
R, AB
∣∣∣ 1)⋆
q
+
q g(ACD)g(ACE)
g(C)g(D)g(E)g(AC)
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
. (4.11)
For brevity we will refer to the first term on the right-hand side of (4.11) as T . We expand
the 3F2 by definition to get
T =
g(A)
g(D)g(E)g(AC)
∑
R2=A
1
(q − 1)2
∑
χ∈F̂∗q
g(RBχ)g(Cχ)g(Rχ)g(ABχ)g(χ)χ(−1)
g(RB)g(C)g(R)g(AB)
×
∑
ψ∈F̂∗q
g(Dψ)g(Eψ)g(ACψ)g(χψ).
We now let ψ → χψ to get
T =
g(A)
g(D)g(E)g(AC)
∑
R2=A
1
(q − 1)2
∑
χ∈F̂∗q
g(RBχ)g(Cχ)g(Rχ)g(ABχ)g(χ)χ(−1)
g(RB)g(C)g(R)g(AB)
×
∑
ψ∈F̂∗q
g(Dχψ)g(Eχψ)g(ACχψ)g(ψ).
Now if A 6= CD and A 6= CE then by Theorem 2.2
1
q − 1
∑
ψ∈F̂∗q
g(Dχψ)g(Eχψ)g(ACχψ)g(ψ) =
g(Dχ)g(Eχ)g(ACD)g(ACE)g(ACDEχ)
q ACDEχ(−1)
.
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Therefore, if A 6= CD and A 6= CE,
T =
g(A)g(ACD)g(ACE)g(ACDE)
g(AC) q ACDE(−1)
∑
R2=A
4F3
(
RB, C, D, E
R, ACDE, AB
∣∣∣ 1)⋆
q
.
Overall then we have proved the following.
Theorem 4.5. For A, B, C, D, E ∈ F̂∗q, such that, when A is a square, A 6= ε, B 6= ε,
B2 6= A, A 6= CD, A 6= CE,
5F4
(
A, B, C, D, E
AB, AC, AD, AE
∣∣∣ 1)⋆
q
=

0 if A 6= ,
g(A)g(ADE)g(ACD)g(ACE)g(ACDE)
g(AC)g(AD)g(AE) q ACDE(−1)
×
∑
R2=A
4F3
(
RB, C, D, E
R, ACDE, AB
∣∣∣ 1)⋆
q
+
g(ADE)g(ACD)g(ACE) q
g(C)g(D)g(E)g(AC)g(AD)g(AE)
2F1
(
A, B
AB
∣∣∣ −1)⋆
q
+
q(q − 1)δ(ADE)
g(D)g(E)g(E)g(D)
3F2
(
A, B, C
AB, AC
∣∣∣ 1)⋆
q
otherwise.
Theorem 1.6 follows when A 6= DE and A 6= CDE in the case A is a square. 
Proof of Theorem 1.8. We start by considering the case when n = 0. By definition
1F0
(
A0
∣∣∣ 1)
q⋆
=
1
(q − 1) g(A0)
∑
χ∈F̂∗q
g(A0χ)g(χ)χ(−1),
which equals zero by Proposition 3.2. The cases n = 1, 2, 3, 4 have all been dealt with in
Theorems 4.1, 4.2, 4.3 and 4.5 respectively. The rest follow by using induction on n in
Theorem 1.7. 
5. Concluding Remarks
The methods used in this paper for obtaining transformations broadly mirror the meth-
ods used by Whipple in proving his results and, just as in the classical case, these methods
break down if we try to extend to results involving a well-poised 6F5(· · · )
⋆ in its most gen-
eral form (and when A is a square). However, as noted in Section 1, Whipple does obtain
transformations for well-poised 6F5[· · · | − 1] and 7F6[· · · |1] where the ‘b’ parameter is
specialized to equal 1 + 12a. Therefore such a series has 1 +
1
2a as one of its numerator
parameters with the corresponding denominator parameter of 12a. These are obviously
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different values but their finite field analogues would be the same character, as the ana-
logue of the 1 would be the trivial character. This leads to problems in trying to produce
analogous results in the finite field case at these higher orders. It is not clear if a different
interpretation of the series in this case may lead to a more appropriate finite field analogue
for these values.
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