In this study, we solve the non-identical parallel CNC machine scheduling problem. We have two objectives: minimizing the manufacturing cost (comprising machining, non-machining and tooling costs) and minimizing the total weighted tardiness. The tooling constraints affect the non-machining times as well as the machining conditions, such as cutting speed and feed rate, which in turn specify the machining times and tool lives. We propose a two-stage algorithm to find optimal machining conditions and to determine machine allocation, tool allocation and part scheduling decisions. The proposed algorithm generates different schedules according to the relative importance of the objectives.
Introduction
In this study, we solve a scheduling problem in a parallel CNC machine environment. Most of the problems in the parallel machine scheduling area are intractable. Only problems with certain restrictions such as unit processing times, or in-tree and out-tree precedence relations, are polynomially solvable. For NP-complete problems, exponential time algorithms (Azizoglu and Kirca 1999) and approximation algorithms (Alon et al. 1998) are proposed. Since the computation time of exact methods increases exponentially as the problem size increases, heuristics are also proposed (Koulamas 1997) . Although the heuristics do not guarantee optimality, they provide a solution in reasonable computation times.
In CNC machine environments, parallel machine scheduling is more difficult due to tooling constraints. Furthermore CNC machines usually have different tool magazine capacities and horsepowers (i.e. they are non-identical), although they can perform the complete set of operations given that the required tools are loaded in their tool magazine. Since the parts have different tooling requirements and the tool magazines have limited capacities, the magazines cannot be loaded with all necessary tools. In most of the studies, tool changes are assumed to be due to part mix. However, as Gray et al. (1993) reported, the tools are changed 10 times more often due to wear than due to part mix. The machining conditions, such as cutting speed and feed rate, affect tool lives and processing times. When we increase the speed or feed rate, the tool usage rate increases. The tools wear more rapidly, and hence the number of tool changes increases. On the other hand, the processing times decrease as the cutting speed or feed rate increases.
The primary inputs to the scheduling problem are the machining and nonmachining times. The machining parameters affect the machining times of operations and tool lives. The tool magazine capacities together with the tool lives affect the non-machining times and tooling costs. In this study, we have two objectives: minimizing manufacturing cost and minimizing total weighted tardiness. We can combine the two objectives with weighted linear or Tchebycheff functions by assigning different weights to each according to their relative importance. There are few studies that consider tool management problem in FMS scheduling. Most of the existing studies that consider tooling constraints solve a loading problem instead of a scheduling problem. Tiwari and Vidyarthi (2000) propose a genetic algorithm to solve a machine loading problem with the availability of machining time and tool slot constraints. The objectives are minimizing the system unbalance and maximizing the throughput. A weighted linear combination of the two objectives is taken. Although balancing the workload is the most commonly used objective in the FMS scheduling literature with multiple machines, it does not consider the usual objectives found in practice such as minimizing machining costs or meeting due dates. Fathi and Barnette (2002) propose heuristics to solve a parallel machine scheduling problem. After the parts are allocated to the machines and the sequence is determined, the tools are changed according to the 'keep tool needed soon' (KTNS) rule of Tang and Denardo (1988) . Roh and Kim (1997) propose three heuristics to solve the part loading, tool loading and part sequencing problems with the objective of minimizing total tardiness in a flexible manufacturing environment with identical parallel machines. They do not consider limited tool lives, but they assume that they have a fixed number of tools that travel between machines for the required operations. Randhawa and Kuo (1997) propose a multistage heuristic for minimizing either total flowtime, maximum tardiness or total tardiness in a nonidentical parallel machine environment. Sequence-dependent setup times are incurred between parts of different part families. In most of the existing studies, the tool change times are considered as sequence-dependent setup times which are known in advance. However, in our study, the non-machining times depend on the current status of the tool magazine which is a determinant of all scheduling and tool allocation decisions made up to the current time. One cannot realistically assume that non-machining times are predetermined sequence-dependent setup times in practice. Akturk and Ozkan (2001) consider the approximated values of the nonmachining times as dynamic terms which should be calculated at each decision point. They proposed a multistage algorithm for solving the identical parallel machine scheduling problem with the objective of minimizing the sum of tooling, operational and tardiness costs. In their study, the number of tools is limited. Therefore, when all the tools on hand are used, the alternative tools are considered for operations. They assume that all cost terms have equal weight and find a single optimum solution.
In this study, we propose a two-criteria, two-stage algorithm to generate alternative schedules in a non-identical parallel CNC machine environment. The remainder of this paper is organized as follows. In the following section, the problem is defined with its underlying assumptions. The proposed algorithm and a number of algorithms from the literature which will be used for comparison are explained in Sections 3 and 4, respectively. A numerical example is provided in order to clarify the basic steps of the proposed algorithm in Section 5. In Section 6, a computational study is performed to test the performance of the proposed algorithm. In the last section, some concluding remarks are provided.
Problem definition
In this study, we make the following assumptions. There are multiple nonidentical parallel CNC machines. Each CNC machine has a different tool magazine capacity, maximum available horsepower, operating cost and tool changing, loading and replacing times. A machine can process one part at a time. Each part has a distinct due date and a weight which shows the importance of the part relative to the other parts. The parts have multiple operations. There is a precedence relationship between the operations of each part. All the operations of a part should be processed on the same machine, since in the existing CNC technology the tool change times are significantly shorter than part loading and unloading times. Each operation can be performed by a set of alternative tool types. Processing of an operation cannot be interrupted for a tool change due to surface finish requirements. Therefore, it should be processed with a tool which has enough remaining life. Only one tool can be replaced at a time. This implies that tool changing times are additive. Since the tool magazines are integrated parts of machines, the machine must be stopped for tool replacement. There is a central tool storage location where unassigned tools are kept. A robotic manipulator is used to transfer tools between central storage and the tool magazines of the machines. This production environment is similar to the one discussed by Macchiaroli and Riemma (1996) . Under these assumptions, we will determine the relevant tool management decisions which are selection of machining conditions, tool allocation, and scheduling decisions.
We have two objectives: minimizing manufacturing cost (which is important for the manufacturer) and minimizing total weighted tardiness (which is important for the customer). These two objectives usually conflict with each other. We can decrease the machining time, and hence machining cost, by increasing the speed and feed rate. But, this will increase the non-machining and tooling costs. The total weighted tardiness increases or decreases according to the change in the sum of the machining and non-machining times. The proposed algorithm generates alternative solutions which minimize the two criteria of manufacturing costs and total weighted tardiness with different weights. In the end, the decision-maker selects a solution among the alternatives according to the relative importance of the objectives. In multiobjective optimization, the aim is to find a trade-off curve between the conflicting objectives. The objectives are combined into a single objective function by using different functions such as weighted linear, quadratic or Tchebycheff functions. The weighted linear function, which is calculated as f ðxÞ ¼ P k i¼1 u i f i ðxÞ, is the most popular method in the operations research literature, but has some drawbacks. When the trade-off curve is non-convex, this method cannot find efficient solutions in non-convex regions. Also, the weighted linear function method with an evenly distributed set of weights may fail to produce an even distribution of points from all parts of the efficient solution set, as stated by Das and Dennis (1997) . In this study, we also consider the weighted Tchebycheff function, which is a commonly used method in the multiobjective optimization literature. It is calculated as f ðxÞ ¼ max i2f1;...;kg fu i f i ðxÞg. We solve our problem with different weight alternatives for finding the approximately efficient solutions. The notation used throughout this paper is given below:
Parameters:
j ; j ; j speed, feed, depth of cut exponents for tool j C m ; b; c; e specific coefficient and exponents of the machine power constraint C s ; g; h; l specific coefficient and exponents of the surface roughness constraint C j Taylor's tool life constant for tool j d pi depth of cut for operation i of part p (inches) D pi diameter of the generated surface for operation i of part p (in) L pi length of the generated surface for operation i of part p (in) HP m maximum available machine power of machine m (hp) SF pi maximum allowable surface roughness for operation i of part p (min) DD p due date of part p w p weight of part p Co m operating cost of machine m ($/min) Ct j cost of tool j ($/tool) tc jm , tl jm , tr jm tool changing, loading and replacing times of tool j on machine m
Decision variables:
v pijm cutting speed for operation i of part p using tool j on machine m (fpm) f pijm feed rate for operation i of part p using tool j on machine m (ipr) U pijm usage rate of tool j in operation i of part p on machine m T pijm tool life of tool j for operation i of part p on machine m C m pijm machining cost of operation i of part p using tool j on machine m C nm pijm non-machining cost of operation i of part p using tool j on machine m C tool pijm tooling cost of operation i of part p using tool j on machine m tard pm tardiness of part p on machine m t m pijm machining time of operation i of part p using tool j on machine m t nm pijm non-machining time of operation i of part p using tool j on machine m t tm pm total machining time of part p on machine m t tnm pm total non-machining time of part p on machine m R jm remaining tool life of tool j on machine m x pijm binary variable which is equal to 1 if R jm U pijm and 0 otherwise
The algorithm
In this study, we propose a two-stage algorithm to solve the nonidentical parallel CNC machine scheduling problem. In the first stage, we find the optimal machining conditions that affect the machining times and tool usage rates. The machining times are the primary input to the scheduling problem and therefore should be known before the scheduling process starts. The tool usage rates affect the frequency of the tool changes due to wear. The optimal machining conditions, which minimize the sum of machining and tooling costs, is found by solving the single machining operation problem (SMOP) for each operation-tool pair. The non-machining cost and the total weighted tardiness are not considered in the first stage because they depend on the current status of the tool magazine, which changes according to the previous part and tool allocation and tool replacement decisions. In the second stage of the algorithm, referred to as the scheduling stage, parts and tools are assigned to non-identical parallel machines and parts are scheduled on each machine. All the objective function terms are considered in the scheduling stage, while the parts are scheduled one at a time. The detailed information about the two stages can be found in the following sections.
Stage 1: Finding optimal machining conditions
In the first stage, our aim is to find optimal machining conditions such as the cutting speed and feed rate for each operation-tool pair. The machining conditions affect the machining times as well as tool usage rates, which, in turn affect the tool allocation and replacement decisions. Akturk and Avci (1996) propose a posynomial geometric programming (GP) model to solve the machining conditions optimization problem. A posynomial geometric program has the general form as follows:
where K 0 ; K 1 ; . . . ; K m are mutually disjoint sets that index the posynomial terms in the objective and constraints
. . . ; Mg), d k are the corresponding weights (d k > 0) and a kj are exponents of arbitrary sign. In order to solve a posynomial geometric program more efficiently, the dual of the model is taken as follows:
The degree of difficulty of the posynomial programs is calculated as [(number of posynomial terms k) À (number of variables j) À 1]. More detailed information about posynomial geometric programming can be found in Rardin (1998) . The GP model proposed by Akturk and Avci (1996) is as follows: 
The proposed GP model minimizes the sum of machining and tooling costs subject to tool life, machine power and surface roughness constraints. The first cost component in the objective function is the machining cost which is incurred for the time spent to complete a metal cutting operation. The second term is the tooling cost related to the tool usage rate which is the ratio of the machining time to tool life. Akturk and Ozkan (2001) also find optimal machining conditions in their study by using a GP model. But, they consider the approximated non-machining cost, which depends on the tool usage rate, machine cost and the expected tool change time, in their objective function. We do not consider non-machining times at this stage, because the non-machining times depend on the current status of the tool magazine which is determined by the previous scheduling and tooling decisions. In the GP model, according to the first constraint, the machining time cannot exceed the available tool life. The second constraint guarantees the feasibility of the cut by the available machine horsepower. The surface roughness constraint satisfies the quality requirement for the operation. The degree of difficulty of the proposed GP model is 2. There are eight cases (in which the constraints are tight or loose at optimality) that must be considered. The number of cases was reduced to six, by the following theorem of Akturk and Avci (1996) .
Theorem 1: In the constrained SMOP, at least one of the surface roughness or machine power constraints must be tight at the optimal solution.
In the worst case, all six cases are evaluated to find an optimal solution. In this study, we solve this problem in a more efficient way. First, we take the dual of the GP model as follows:
Then, we relax the tool life constraint, which reduces the degree of difficulty to 1. We use the following theorem of Akturk et al. (2002) in order to reduce the number of cases further.
Theorem 2: The surface roughness constraint must be tight at the optimal solution.
Proof: Since we relax the tool life constraint in the GP model, the dual variable Y 3 corresponding to that constraint disappears in dual GP. When the machine power constraint is tight and the surface roughness constraint is loose, the dual variable Y 5 corresponding to the surface roughness constraint is equal to zero due to complementary slackness conditions. When we solve the equations (1), (2) and (3), we find that Y 4 ¼ Àðð j À j Þ=ðb À cÞÞY 2 . Due to Gorczyca (1987) , b > c and j > j . If Y 2 > 0, then Y 4 < 0, which makes this case infeasible. Therefore, the surface roughness constraint must be tight at optimality.
We solve the proposed GP model by using the primal and dual constraints and complementary slackness conditions. The optimal v and f pair can be found as follows:
(1) Find the point that minimizes the objective function value in the surface roughness constraint (point C in figure 1 ). When the surface roughness constraint is tight,
, which is a convex function of f pijm . When we take the derivative of the objective function with respect to f pijm , and solve it for f , we can find that
(2) If the point found in the first step satisfies the machine power constraint, go to step 3. Otherwise, calculate the point at which the machine power and surface roughness constraints are both tight (point B in figure 1 ). The feed rate and cutting speed are calculated by solving the equations
(3) If the optimal solution to the relaxed problem (point C or B) satisfies the tool life constraint, then it is optimal to the overall problem. Otherwise, calculate the point at which the tool life and surface roughness constraints are both tight (point A in figure 1 ). At point A, we solve the equations 
We can solve SMOP for each operation-tool pair very quickly by using the primal-dual relationships of geometric programming and problem parameters. After finding the optimal v and f values for each operation-tool pair, we proceed now to the second stage.
Stage 2: Scheduling
In the second stage, tool allocation, part allocation and scheduling decisions are made. Our aim is to minimize the total manufacturing cost and total weighted tardiness simultaneously. The machining and tooling costs are functions of the optimal cutting speed and feed rate that were determined in the first stage. The non-machining cost is incurred for the non-machining time spent to change, replace and load tools. The non-machining cost depends on the current status of the tool magazine. The tool changing time, tc jm , occurs when the tool currently loaded in the machine is not appropriate for the operation, and the required tool is already stored in the tool magazine. A tool loading time, tl jm , is added to the non-machining time when the required tool is not in the tool magazine and a free slot exists. A tool replacement time, tr jm , occurs when there is no free slot for the required tool. In this case, a tool from the tool magazine should be removed in order to load the required tool. The non-machining cost and the total weighted tardiness are dynamic terms. That means they change as the state of the system changes. Since the current status of the tool magazine depends on the previous part and tool allocation decisions, we schedule the parts one at a time and calculate the change in objective functions after each assignment. The calculation of the change in objective functions (in step 2) is important for selecting a machine for each part. The machine giving the minimum increase as a weighted linear or Tchebycheff function of two normalized objective functions is the most appropriate machine for the corresponding part at the current time. At some later time, another machine may become a better alternative for that part. The objectives are normalized (in step 3) in order to prevent the dominance of one objective over the other because of different ranges. After the most suitable machines are determined for unscheduled parts, a part-machine pair is selected according to the proposed part selection index (step 4). The part-machine pair with the highest priority index is selected and scheduled at step 5. The algorithm continues until all the parts are scheduled.
The steps of the second stage are as follows:
Step 1. Initialization: UNS ¼ f1; 2; . . . ; Ng and ALT ¼ f1; 2; . . . ; Mg
Step 2. For each part p 2 UNS and machine m 2 ALT, calculate the increase in both manufacturing cost and total weighted tardiness as
respectively, where C 
The remaining life of the tools used by part p Ã are updated as
Step 6. Update UNS ¼ UNSnfp Ã g and ALT ¼ fmðp*Þg. If UNS 6 ¼ 1, go to step 2, else stop.
In the second stage, we first calculate the increase in objective functions, f m pm and f t pm , for each unscheduled part p when it is assigned to machine m at time t now m . Since the non-machining cost and weighted tardiness are dynamic, they are recalculated after each assignment. In the third step, we normalize the objectives in order to prevent the dominance of one objective over the other, since they have different ranges. For each unscheduled part, we find the machine giving the minimum increase in the weighted linear or weighted Tchebycheff function of two objectives. The machine giving the minimum increase is the most appropriate machine for that part at the current time. At some later time, another machine may become better for that part since the tool magazine status changes. In the study of Akturk and Ozkan (2001) , the most appropriate machine is selected according to a priority index which is a combination of the weighted shortest processing time and minimum slack rules. In their study, the operating costs of machines can be ignored since the machines are identical. In our study, we should consider the differences between the machines in terms of manufacturing cost since the machines are non-identical.
After finding these part-machine pairs, we use a part selection index to select a partmachine pair. The proposed part index considers the weights of parts, the slack, and the machining and non-machining times. The index gives higher priority to the parts having less slack and shorter weighted processing time. The processing time is taken as the sum of the machining and non-machining times. We select the part-machine pair giving the maximum part index and schedule that part. The algorithm continues until all parts are scheduled.
An important feature of the proposed index is the calculation of non-machining times. As opposed to the existing literature, we neither ignore nor approximate them. Based upon the current tool magazine arrangement and the remaining tool lives, we calculate the non-machining times exactly for each part on each machine, since machines differ from each other with respect to the existing tool magazine arrangements at time t now and their tool magazine capacities. Although this increases the computation time requirements, it allows a more accurate portrayal of the operation of CNC machines. The existing CNC technology is quite capable of recording and updating the necessary parameters of the proposed algorithm. Unfortunately, most existing algorithms do not take advantage of this flexibility.
Another important issue in the proposed algorithm is choosing which tool to remove when there is no free slot in the tool magazine for the required tool of the current operation. This critical decision affects the non-machining times of the consecutive parts that will be scheduled on that machine. Tang and Denardo (1988) proposed the KTNS rule for changing tools in the tool magazine. The tools which are required most by the remaining unscheduled operations are kept on the tool magazine. If a tool is required by most of the operations, it is kept on the tool magazine according to the KTNS rule even if it does not have enough remaining life to perform any operation. This tool will occupy a tool slot on the tool magazine, although it cannot be used for any other operation. In order to use the tool magazine capacity effectively, the remaining tool life and the number of operations that can be performed by the remaining tool life should be considered when determining the tool to be removed. Akturk and Ozkan (2001) only consider the remaining life of the tools for tool removal. They do not consider the number of operations that could be performed with the tool. We propose a new tool index, TI, using these two indices, which can be calculated as follows for tool j on machine m:
If the remaining life of tool j on machine m, R jm , is high and the number of operations that can be performed with the remaining life, P x pijm , is also high, then it would be beneficial to keep that tool in the tool magazine. If we remove this tool, the tooling and the non-machining costs increase due to more frequent tool changes at later steps. The number of operations that can be performed with the remaining life is calculated by considering all unscheduled operations.
The proposed heuristic considers all problem-specific characteristics. The manufacturing cost and total weighted tardiness are considered for selecting the machine. The proposed part index considers the weights, due dates, machining and non-machining times, which affect both of the objective functions. The tool index is important for tool allocation decisions. By changing the relative importance of the objectives, the proposed algorithm can provide alternative solutions.
Algorithms from the literature
In order to test the performance of the proposed heuristics with a weighted linear function (PI-I) and with a weighted Tchebycheff function (PI-II), we tried to find algorithms from the literature for comparison. We could not find any algorithm which is specially designed for our problem. Therefore, we selected three algorithms that solve similar problems. Since the selected algorithms do not consider certain aspects of our problem, they are adapted somewhat.
The first algorithm LPT-ARM is adapted from the algorithms used in the study of Kim and Yano (1993) . Although the proposed heuristics in that study are for loading problems in FMSs, we thought that we could use some of these rules for selecting the machine and selecting the part that should be assigned to that machine. The part selection index is calculated according to the ARM rule in Kim and Yano. According to the ARM rule, the part with the largest T/S value, which is the ratio of the processing time to the number of tool slots needed for the operation, is selected. Instead of using the number of tool slots needed for the operation, we use the nonmachining time, because the tool slots needed for the operations do not reflect the real impact of the non-machining time. The tool magazine status and the tool loading, changing and replacing times should be considered for selection. The machine is selected according to the LPT rule. In the LPT-ARM algorithm, the part with the largest t tm pm =t tnm pm ratio is assigned to the machine that has the minimum load after the part is assigned to it. The basic steps of LPT-ARM are as follows:
Step 1. UNS ¼ f1; 2; . . . ; Ng and ALT ¼ f1; 2; . . . ; Mg.
Step 2. For each p 2 UNS and m 2 ALT, calculate the T/S value such that T/S pm ¼ t tm pm =t tnm pm .
Step 3. Find fp*; mg giving the maximum T/S pm , i.e. fp*; mg ¼ arg max p2UNS;8m
T/S pm .
Step 4. Assign part p* to machine m* giving the minimum load after the part is assigned to it, where m* ¼ arg min m2f1;2;...;Mg ft
Step 5. Assign part p* to machine m*. Update the current time on machine m* such that t
The remaining life of the tools used by part p* are updated as
Step 6. Update UNS ¼ UNS nfp*g and ALT ¼ fm*g. If UNS 6 ¼ 1, go to step 2, else stop.
The second algorithm is the list scheduling algorithm of Roh and Kim (1997) (RK). They proposed a priority index that considers the machining time, number of additional tools needed, the average estimated waiting time for a tool and the due date. The part with the largest priority index is assigned to the first available machine. The index is adapted to solve our problem such that the actual nonmachining time, which is calculated according to the current status of the tool magazine, is used instead of the estimated waiting time for the tools. The basic steps of the algorithm are as follows:
Step 2. Find the first available machine m*, i.e. m* ¼ arg min m2f1;2;:::;Mg ft now m g.
Step 3. Calculate PR pm Ã for all p 2 UNS where
Step 4. Find p* giving the maximum PR pm Ã (p* ¼ arg max p2UNS fPR pm Ã g).
Step 6. Update UNS ¼ UNS n fp*g and ALT ¼ fm*g. If UNS 6 ¼ 1, go to step 2, else stop.
The third algorithm, denoted as K-AS, is from Koulamas (1997) , and is modified to consider non-machining times by using the nearest neighbour (NN) rule as discussed by Askin and Standridge (1993) . Koulamas' (1997) algorithm is a parallel machine scheduling algorithm which does not consider tooling constraints. In order to deal with the non-machining times, we use the NN rule. When we are sorting the unscheduled parts in the shortest processing time (SPT) order according Koulamas' algorithm, we use the sum of the machining and nonmachining times as the total processing time. At each iteration, an active job is identified for each machine by considering the due dates of the parts. Then a job is selected to be scheduled according to the slack or tardiness values. The modified algorithm considers the effect of tooling constraints on both the non-machining cost and total weighted tardiness. The basic steps of the algorithm are as follows:
Step 2. For each p 2 UNS and m 2 ALT, calculate the sum of the machining and non-machining times which determine the processing time.
Step 3. For each machine, sort the unscheduled parts according to the SPT rule.
Ties are broken according to the earliest due date (EDD) rule. The sorted part set for machine m is S m .
Step 4. For each machine m, determine an active part, p m , that can be scheduled to that machine.
Step 4.1. If jS m j ¼ 1, then go to step 4.8, else label the first part in the sequence as the active part, part p a . Step 4.3. Select the next part, p 2 , from set S m .
Step 4.4. If t now m þ t tm p 2 m þ t tnm p 2 m ! DD p a , go to step 4.8.
Step 4.5. If DD p a DD p 2 , go to step 4.7.
Step 4.6. Label part p 2 as the active part (p 2 ¼ p a ). If p a is the last part in set S m , go to step 4.8, otherwise return to step 4.2.
Step 4.7. If p 2 is the last part in S m , then go to step 4.8, else return to step 4.3.
Step 4.8. Part p a is the active job (p m ¼ p a ).
Step 5. Select only one part-machine pair, fp m ; mg, among the alternatives. If there exists at least one job that can be scheduled without being late on its respective machine, then schedule the job which has minimum slack. Otherwise, select the job which gives minimum weighted tardiness.
Step 6. Assign part p m Ã to machine m*. Update the current time on machine m* such that t
The remaining life of the tools used by part
Step 7. Update UNS ¼ UNS n fp m Ã g and ALT ¼ fm*g. If UNS 6 ¼ 1, go to step 2, else stop.
The five scheduling algorithms are combined with the proposed tool removal index, TI, and the KTNS rules, resulting in 10 different algorithms to be compared.
Numerical example
A numerical example will help to clarify the basic steps of the proposed algorithm. We have 10 parts, two parallel unrelated CNC machines and 10 different tool types. The number of operations for parts 1-10 are (5, 3, 5, 4, 3, 4, 5, 3, 4, 4) , respectively. The tool magazine sizes are deliberately chosen to be small (4 and 5) to highlight the algorithm with fewer iterations. The available horsepowers are 3 and 5, and the operating costs are In the first stage, the GP model is solved for each operation-tool pair in order to find the tool alternative giving the minimum cost. The tools giving the minimum cost for each operation of each part, the usage rates of tools and the machining times on each machine can be seen in table 1. Different tool types can give minimum cost at different machines such as the last operation of part 7. Tool type 9 gives the minimum cost on machine 1, whereas tool type 2 gives the minimum cost on machine 2. The due dates and weights of parts are also given in the same table.
In the second stage, we will schedule the parts. The steps of this stage are as follows:
(1) UNS ¼ f1; 2; . . . ; 10g and ALT ¼ f1; 2g.
(2) The machining, tooling and non-machining costs, the manufacturing cost and the weighted tardiness for all p 2 UNS and m 2 ALT can be seen in table 2. One example calculation for part 1 on machine 1 is as follows: Step 3. First, we normalize the objectives by finding the minimum and maximum of f m pm and f t pm , then calculate the weighted linear function of the normalized objectives in order to determine the machine for each unscheduled part. The weighted linear function of the two objectives can be seen in table 2. The normalized weighted linear function for part 1 and machine 1 is calculated as follows: Since f 12 ¼ 0:28, machine 1 gives the minimum increase. That is, the most suitable machine for part 1 at this step is machine 1, m 1 ¼ 1. The machines giving the minimum weighted linear function are ð1; 1; 1; 1; 1; 1; 2; 2; 1; 2Þ for parts 1-10, respectively.
Step 4. We calculate the part index for all fp; mðpÞg pairs. One example calculation for f1; 1g is PS 11 ¼ 2 6:58 þ 1:70 Á exp À maxf0; 18:2 À 0 À 6:58 À 1:70g 2 Á 6:823 ¼ 0:12:
In the first stage, the PS p;mðpÞ values for pairs f2; 1g, f3; 1g, f4; 1g, f5; 1g, f6; 1g, f7; 2g, f8; 2g, f9; 1g, f10; 2g are 0. 16, 0.24, 0.62, 0.27, 0.80, 0.31, 0.78, 0.36, 1.05 , respectively, which can also be seen in table 3. The f10; 2g pair gives the maximum PS p;mðpÞ value.
Step 5. We assign part 10 to machine 2. The current time on machine 2 is updated as t Step 6. UNS ¼ UNS n f10g. Machine 2 is the altered machine, ALT ¼ f2g. We return to step 2.
Since only the current status of the tool magazine of machine 2 has changed, for the next step the objective function calculations are only performed for machine 2. Due to space limitations, the calculations in the remaining steps will not be shown in detail. In table 3, we can see the fp; mðpÞg pairs and PS p;mðpÞ values at each step. The current status of the altered machine at each step is shown in table 4. The total manufacturing cost is 174.69 and the total weighted tardiness is 129.68.
In order to see the effect of the proposed tool index, TI, we solve the same problem using the KTNS rule. When the KTNS rule is used, the tool loading and hence the scheduling decisions are affected. Up to stage 8, the part loading and tool .44, 32.14) for partmachine pairs f1; 1g, f1; 2g, f3; 1g, f3; 2g, f7; 1g, f7; 2g, respectively. When the KTNS rule is used, the objective function values of f3; 2g and f7; 2g change due to the change in non-machining times. For example, the non-machining time for part 7 on machine 2 is calculated as when KTNS is used. When TI is used, the number of operations that can be performed with the remaining tool lives for tools (3, 6, 6, 4, 7) on the tool magazine are (2, 1, 2, 0, 1). When the KTNS rule is used, the remaining tool lives are not considered. The number of operations that require the corresponding tools are calculated as (2, 2, 2, 2, 1) for tools (3, 6, 6, 4, 7) . When TI is used, tool 4 on the tool magazine is replaced with a new copy to perform the second operation. When the KTNS rule is used, tool 7, which is required by only one of the remaining operations, is removed from the tool magazine. These tool removal decisions affect the decisions at this step and the remaining steps. The objective functions' values increase to (34.18, 26.88) and (30.32, 32 .58) for part-machine pairs f3; 2g and f7; 2g, respectively. Obviously the change in tool magazine arrangement will affect the non-machining times and, consequently, the scheduling decisions. The most appropriate machine for part 3 is machine 2 when TI is used and machine 1 when KTNS is used. In the remaining steps, part 3 is assigned to machine 1, part 1 is assigned to machine 2 and part 7 is assigned to machine 1. When the KTNS rule is used instead of TI, the manufacturing cost is slightly decreased to 174.45, but the total weighted tardiness is increased to 153.66. We compare the proposed heuristics with the weighted linear function (PI-I) and with the weighted Tchebycheff function (PI-II) with the scheduling algorithms explained in Section 4. The manufacturing cost and total weighted tardiness of the algorithms (PI-II,TI), (PI-II,KTNS), (LPT-ARM,TI), (LPT-ARM,KTNS), (RK,TI), (RK,KTNS), (K-AS,TI) and (K-AS,KTNS) for the numerical example are (173.37, 153.12), (174.45, 153.66), (184.90, 261.79), (184.78, 261.37), (183.15, 182.68), (181.71, 181.96), (180.97, 200.74), (184.13, 203.9) , respectively. The Gantt charts for all algorithms can be seen in figure 2 . The numbers in parentheses are the non-machining times for the corresponding parts. According to the results, we can see that LPT-ARM, RK and K-AS try to balance the workload of the machines. This increases the manufacturing cost because the number of parts loaded to the second machine, which has a higher operating cost, increases. The non-machining times and hence the total weighted tardiness increase due to more frequent tool changes in the second machine. This is because the tool usage rates for the operations on the second machine are higher. The algorithms PI-I and PI-II give smaller objective values than all other algorithms.
Computational results
We performed a computational study to test the performance of the proposed algorithm by comparing it with other algorithms from the literature. All algorithms were coded in the C language and compiled with the GNU C compiler. The problems were solved on a 400 Mhz UltraSPARC station. There are four primary experimental factors that affect the efficiency of our base heuristic which can be seen in table 5. The experimental design is a 2 4 full-factorial design with two levels each. We took five replications for each factor combination resulting in 80 different randomly generated runs.
The number of operations per part, factor A, affects the size of, and load on the system. The operating cost, factor B, which depends on the labour, electricity, maintenance and depreciation costs, affects the part loading decisions, hence the machining and non-machining costs. Factor C, which determines the tool changing, loading and replacement times, affects the non-machining times, hence the tool loading decisions and the non-machining cost. The tool loading and replacement times are calculated according to the robot travel time between the machine and the tool storage area. Factor D, the due date tightness factor, affects the weighted tardiness objective. When due dates are tight it becomes more difficult to solve the problem since the trade-off between the objectives increases. The average makespan in the due date tightness factor is calculated as
The first and third factors affect the average non-machining times which are estimated as 1:25, 6, 2:5 and 12 for the factor combinations (0, 0), (0, 1), (1, 0) and (1, 1), respectively. The other variables are assumed to be fixed parameters. We have three nonidentical parallel CNC machines and 50 parts. The CNC machines in industry usually have different tool magazine capacities and horsepowers. Therefore, the horsepower of the machines is selected randomly from the interval UN $ We compare the proposed heuristics, PI-I and PI-II, with the scheduling algorithms, LPT-ARM, RK and K-AS. The proposed tool index, TI, is also compared with the KTNS rule from the literature.
The first performance measure we consider is the weighted linear function of the two objective function values for different weights, z. In table 6, we can see the average of the weighted linear functions of normalized objective values over 80 runs for all algorithms. Since the proposed algorithms, PI-I and PI-II, use different weights, u, ranging from 0.1 to 0.9 for the objectives, there are nine different solutions among which we select the best one according to the weights, z, used for comparisons. For the other algorithms, we have only one solution for each run. As we can see from the results, the proposed algorithm using the weighted linear distance function, PI-I, together with the proposed tool index, TI, gives the minimum average value for all weights, z. The second-best algorithm is PI-II using the proposed tool index. The proposed algorithms, PI-I and PI-II, using the KTNS rule also perform better than all other algorithms. This shows that the proposed scheduling algorithms are better than all other algorithms tested regardless of the tool index used. As the relative importance of the manufacturing cost increases, the gap between the proposed algorithms and the other algorithms increases. This means the performance of the other algorithms declines when the manufacturing cost becomes more important since they do not consider the machine operating costs. As we stated earlier, balancing the workload among the machines is more important for the other algorithms. K-AS, which considers the machining and non-machining times and the due dates of parts, is the third-best algorithm. For smaller z values, RK is better than LPT-ARM since it considers the slack in index calculations. As the importance of the second objective declines, LPT-ARM becomes better than RK.
In order to see the significance of the differences between the scheduling algorithms and the tool indices, we take the weighted linear combination of two func-
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A. Turkcan et al. tions with z ¼ 0:5 and perform a paired t-test between the algorithms. The results of the paired t-test can be seen in table 7. In the first five rows, we can see the significance of the differences between the algorithms using TI and KTNS. The algorithms give better solutions when they use the proposed tool index, TI, instead of KTNS. Next, we compare the scheduling algorithms using TI. The next four rows show the relative performance of PI-I using TI with respect to other scheduling algorithms. Our computational results indicate that PI-I performs significantly better than the other algorithms, but the difference between PI-I and PI-II is small. The largest difference is between PI-I and RK. The last three rows show that PI-II performs better than LPT-ARM, K-AS and RK. The last performance measure is the running time of the algorithms. The average running times of algorithms (PI-I,TI), (PI-I,KTNS), (PI-II,TI), (PI-II,KTNS), (LPT-ARM,TI), (LPT-ARM,KTNS), (RK,TI), (RK,KTNS), (K-AS,TI), and (K-AS,KTNS) are 0.429, 0.951, 0.460, 1.101, 0.019, 0.037, 0.015, 0.034, 0.024, 0.042 seconds, respectively. Since the first four algorithms are solved for nine different weights, u, and are more sophisticated than the other algorithms, the running times are higher. The most time-consuming part of the proposed algorithms is calculating the increase in objective function values in order to find the most appropriate machine for each part. In LPT-ARM and RK, the parts are allocated to the first available machine. The results show the importance of machine selection in non-identical parallel machine environments. When the TI rule is used, the run times are about 50% of the run times when KTNS is used. When there is a tool that cannot perform any operation with its remaining life, the other tools in the tool magazine are not considered by the TI rule. But, since the KTNS rule does not consider the actual tool lives, it must often calculate the number of operations that require the corresponding tool for all tools in the tool magazine regardless of whether the remaining tool life is enough to perform the given operation. Therefore, the proposed tool index, TI, is not only more efficient than the KTNS rule, but also requires less computation time.
Concluding remarks
In this study, we consider a scheduling problem in a flexible manufacturing cell with non-identical parallel CNC machines, i.e. machines with different horsepower and tool magazine sizes. Flexible manufacturing cells are smaller in size in terms of the number of machines, and limited in scope and complexity compared to the flexible manufacturing systems that incorporate an automated material handling system, such as an AGV system. The tool management problem in CNC machine scheduling becomes more important with recent advances in technology. With improved automated material handling and tool loading, CNC machines with higher capabilities increase the need for a more effective tool management strategy. Since the material handling operations are done automatically, the tool loading and replacement times are reduced. In previous studies, the tools were loaded to the machines in order to process a batch of parts. The tools were not replaced until all the parts in the batch are processed. However, with today's technology, a more flexible approach, in which the tools are replaced when necessary, is more beneficial for the system performance. Therefore, we solve the tool management and scheduling problems simultaneously.
We have the objectives of minimizing the manufacturing cost comprised of machining, non-machining and tooling costs and minimizing the total weighted tardiness. The first objective is very important for the manufacturer while the total weighted tardiness is important for the customer. In this study, our aim is to minimize these conflicting objectives simultaneously. We combine two objectives into a single objective by using either weighted linear or Tchebycheff functions and finding alternative solutions by assigning different weights to the objectives. The proposed two-stage algorithm is among only a few which consider the tool management problem in scheduling. In the first stage of the algorithm, optimal machining conditions are found by solving the GP model of Akturk and Avci (1996) with a more efficient solution method. In the second stage, the parts and tools are assigned to non-identical parallel CNC machines and parts are scheduled on each machine. We show the effectiveness of the proposed heuristic by comparing it with algorithms from the literature. The proposed heuristics with either a weighted linear function or weighted Tchebycheff function perform very well. We can use the proposed algorithm in the scheduling of flexible cells in a flexible manufacturing system. However, if one would like to extend our problem to consider the flexible manufacturing system as a whole, then the automated material handling activities between the cells should also be incorporated into the problem.
