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Abstract
We wish to formally test for changes in the taxonomic diversity of a community, especially in
the presence of high latent diversity. Drawing on the meta-analysis literature, we construct
a model for diversity that accounts for covariate effects as well as sampling variability. This
permits inference for changes in richness with covariates and also a test for homogeneity. We
argue that we can use the principles of shrinkage estimation to improve richness estimation
in this nonstandard context, which is especially important given the high variance of richness
estimators and the increasing abundance of community composition data. We demonstrate
the methodology under simulation, in a gut microbiome study (testing for a decrease in rich-
ness with antibiotics), and in a soil microbiome study (testing for homogeneity of replicates).
We believe that this is the first formal procedure for analyzing changes in species richness.
Introduction
The taxonomic diversity of a biological population is commonly used as a marker for ecosys-
tem health. However, taxonomic diversity, or species richness, is sensitive to changes in the
ecosystem, for example, temperature, time, biogeochemical conditions, and anthropogenic
factors. Understanding the effects of mechanisms that may incite or accelerate changes
in diversity is crucial to sustaining ecosystem balance. For this reason, many micro- and
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macroecologists are interested in testing for statistically significant changes in diversity in
response to one or more covariates. Such inference informs conclusions about sustaining
the health of the natural ecosystem, whether terrestrial, aquatic, or even within the human
body.
Modelling diversity is more complex than may first appear. This is because sampling from
an environment, for instance, the microbial population in a patch of soil, or butterflies in a
rainforest, is almost always inexhaustive. As a result, any diversity analysis based solely on
the observed sample fails to account for the unobserved diversity – the taxa in the population
that eluded the sample. In ecosystems where the total diversity is low relative to observed
diversity, unobserved species may not greatly threaten the validity of conclusions drawn
that only consider observed diversity. However, in high-diversity ecosystems, unobserved
species may comprise the bulk of the total number of species, and only a small fraction of
the total number of species may be believed to be observed in the sample. The latter case
is especially prevalent in skin, water and soil microbiome studies, because these ecosystems
are characterised by large numbers of very rare species.
In this paper we propose a method for modelling species richness that considers both the
observed and unobserved members of the population. This allows us to draw conclusions
about the population under study, rather than merely conclusions about the samples that
were observed. The number of unobserved members of the population is unknown and must
be estimated, and the error in estimation must be accounted for in the diversity model. The
resulting procedure permits formal statistical inference about which covariates affect total
diversity. In addition, the procedure admits a natural test for homogeneity of taxonomic
richness of samples. Homogeneity is of particular importance because the experimentalist is
often interested in the consistency of results across biological replicates.
A brief overview of the paper is as follows: we begin by discussing some recent published
work in the ecological literature which examined diversity as a function of covariates, and
discuss the techniques used by these authors in making their conclusions. We argue that
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these methods do not account for unobserved diversity. We then introduce our model for
species richness and discuss parameter estimation. We show some simulation results justi-
fying model assumptions and conclude with an examination of the dataset of Dethlefsen et.
al, where we conclude that an antibiotic significantly decreases gut microflora diversity; and
the dataset of Whitman et. al, where we conclude homogeneity of biological replicates in
the soil microbiome.
Existing methods for diversity quantification
Interest in modelling changes in species richness spans a broad array of ecological fields.
The effect of climate change on species richness has been of particular recent interest [1–3],
as has the link between human microbiome diversity and health [4, 5]. A survey of recent
papers examining changes in diversity revealed that the most common technique used to
conclude that diversity changes with a covariate is to fit a linear or nonlinear regression
model for observed richness as a function of the covariate [1,3–7]. If the regression coefficient
of the covariate is statistically significant, then a relationship is concluded. Usually such
conclusions are accompanied with a plot of observed diversity against the covariate and
comments justifying the choice of model; for example, linear versus nonlinear.
Another common approach to quantifying diversity is to model a sample diversity index,
the most common of which are the Simpson index and the Shannon index. While use of
diversity indices is very popular in the ecological literature, there are numerous problems
associated with the manner in which they are employed, the most serious of which are
estimation and confounding. For example, the population Simpson diversity is
HSimpson =
C∑
i=1
p2i
where pi is the true probability of observing the ith taxa and C is the true species richness.
However, since usually only a subset (sample) of the population is observed, the probabilities
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pi are unknown and must be estimated. While pˆi = ni/n (where ni is the number of times
the ith taxa is observed in a sample of size n) is a statistically optimal estimator of pi under
the assumption of sampling independence (it has minimum variance out of all unbiased
estimators), it is not the case that the plug-in estimator of HSimpson is statistically optimal,
where the plug-in estimator is defined to be
HˆSimpson,plug-in =
c∑
i=1
pˆ2i ,
where is c the observed species richness. Indeed, the minimum variance unbiased estimator
was derived only very recently [8]. The other issue with diversity indices is their interpre-
tation. Smaller values of the Simpson index are associated with a larger number of classes
in the population, and also with more inequality in their proportions. Larger values of the
Shannon index are associated with a larger number of classes, but with more equality in
their proportions. For this reason, it is not possible to conclude whether a population is
very diverse, or alternatively very even, based solely on the information provided by the
value of a diversity index. In this way, diversity indices confound the effects of evenness and
richness, resulting in limited interpretation of their values as summaries of the sample. For
these reasons we discourage the use of diversity indices in the ecological literature and focus
discussion of this manuscript on modelling total species richness.
We now propose a technique for modelling species richness in a way that accounts for
the estimation of unobserved diversity. We note here that if a practitioner was interested in
modelling diversity indices, they could proceed in the same way – that is, by taking account
of the error in their estimation using the standard errors derived in [8] and utilizing them as
in the introduced model for species richness.
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A model for total species richness
Suppose we are interested in comparing the total species richness across m populations.
Denote the total richness in the ith population, observed and unobserved, by Ci, i = 1, . . . ,m.
Also associated with each population is a set of p covariates, often called “metadata”. We
assume that species richness a function of the covariates, but also a function of pure random
variation, so that
Ci = β0 + β1xi,1 + . . .+ βpxi,p + ui,
where xi,j is the value of the jth covariate for the ith population, βj is its coefficient (j =
1, . . . , p), and ui is a random variable representing the variation in richness not attributable
to the covariates. In matrix terms,
~C = X~β + ~U,
where ~C = [C1 · · ·Cm]T , ~β = [β0 · · · βp]T , ~U = [u1 · · ·um]T , and X = [~1 ~x1 · · · ~xp] with
~xj = [x1,j · · ·xm,j]T . We make the assumption that ui, . . . , um are independent, identi-
cally distributed normal random variables with common variance σ2u: ~U ∼ N(~0, σ2uIm). We
assume that we have complete information about the covariates associated with each pop-
ulation, that is, the “design matrix” X is known. Note that while the model is technically
linear, nonlinear terms may be incorporated through X as usual in a regression analysis.
Suppose the goal of the experiment is to investigate which covariates do and do not
alter total species richness, or equivalently, which elements of β are equal to zero. This
type of analysis is of very broad interest and answering it comprised some component of
each [1–7,9–11]. In order to answer this question, we take a sample of individuals from each
of the m populations under study. We do not assume equal sample sizes (sampling depth),
or that every taxon in each population was observed. Because we do not assume that every
taxon in each population was observed, we do not know Ci exactly for any i: the total species
richness is unknown for each of the populations under study. Consequently our inference
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about ~β requires accounting for error in estimation of ~C.
Based on each of our samples, we estimate Ci by Cˆi with standard error σˆi. A large
number of estimators for species richness have been developed since the introduction of the
problem into the statistical literature in 1943 [12]. For a recent review, see [13], and for a
diversity estimator developed for the high-diversity microbial setting see [14, 15]. For esti-
mators based on maximum likelihood or nonlinear regression, asymptotic theory ensures the
asymptotic normality of diversity estimates under the assumption of correct model specifi-
cation (see [14] and references therein; we also investigate this with simulations below). We
therefore assume that, conditional on the value of Ci, the estimate Cˆi is normally distributed
around Ci with standard deviation σi, that is,
Cˆi|Ci = Ci + i,
where i ∼ N (0, σ2i ), i = 1, . . . ,m. Unconditionally we then have the final model
Cˆi = β0 + β1xi,1 + . . .+ βpxi,p + ui + i,
or in matrix terms
~ˆ
C = X~β + ~U + ~, (1)
where
~ =

1
...
m
 ∼ N

~0,

σ21 0 · · · 0
0 σ22 · · · 0
...
...
. . .
...
0 0 · · · σ2m


,
and ~U ∼ N (0, σ2uIm). Since the only available information on σi is the standard error σˆi we
substitute the latter for the former and henceforth refer only to σi. We evaluate the effect
of this substitution via simulation below.
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It is important to note that the stochastic nature of the estimated total diversity arises
both from ~U and ~, that is, through the inherent random variation of the Ci around X~β
and through the random variation of Cˆi around Ci. Procedures that model the observed
diversity ni as a linear function of the covariates effectively set Cˆi = ni but treat σ
2
i = 0,
thus treating the sample as the population and unobserved diversity as null.
Given model (1) there are two main hypotheses of interest. The first is H0 : σ
2
u = 0; that
is, the variation in the true species richnesses across the m populations is wholly attributable
to the covariates x1, . . . , xp with no unexplained random variation. This hypothesis is often
referred to as that of homogeneity. The alternative hypothesis of heterogeneity, HA : σ
2
u > 0,
supposes that there is more variability in the diversity estimates than can be explained by
sampling-based variation in the estimates alone, and that some other mechanism (which
we ascribe to the random variables u1, . . . , um) contributes to the observed behavior of the
estimated species richnesses. Rejection of H0 does not imply that the diversity model is
misspecified, merely that there is some factor which alters the true total richnesses that
is not accounted for in the model. For instance, a predictor variable that affects species
richness but is absent from the model may result in rejection of H0 even if the populations
are homogeneous. However, it is also possible to include all informative predictors of richness
and still have true heterogeneity: this conclusion implies that the species richness of the
populations is distinct without further cause.
The second main hypothesis of interest is H0 : β1 = . . . = βp = 0, or alternatively,
that none of covariates explain the variation in richness across populations. The alternative
hypothesis HA is then that at least one of the covariates affects richness. If H0 is rejected
then interest focuses on the covariates xj that do influence richness: which βj are nonzero
and what are their magnitudes? The relevant null hypothesis for the case of one variable is
then H0 : βj = 0. Note that the usual regression interpretation of the coefficients applies
and that βj is the expected increase in the true diversity of any of the i populations for a
one unit increase in xi,j.
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It remains to discuss estimation of the model parameters ~β and σ2u, and implementation
of the stated hypothesis tests. The log-likelihood of our model is
l(~β, σ2u|X, Cˆ1, . . . , Cˆm, σ21, . . . , σ2m) = −
1
2
m∑
i=1
[
ln
(
σ2u + σ
2
i
)
+
(Cˆi − ~xTi ~β)2
σ2u + σ
2
i
]
.
Maximum likelihood (ML) is a natural choice of parameter estimation technique due to its
many asymptotic and finite sample optimality properties in standard settings [16,17]. How-
ever, in this application the choice to use ML is non-trivial because of the boundary problem:
σ2u ≥ 0. This problem was studied by Crainiceanu and Ruppert [18], who demonstrate the
failure of the usual likelihood ratio test asymptotics when testing σ2u = 0 against σ
2
u > 0.
Fortunately, we can exploit the well-developed literature on meta-analysis to resolve these
difficulties. Meta-analyses arise in many social and health sciences where a researcher wishes
to pool a number of different (and often disagreeing) studies to determine the presence of
an overall effect. Each richness estimate fulfills the role of a study’s effect estimate, the
standard error of the richness estimate fulfills the role of the standard error of the effect
estimate, and the m populations of interest reflect m different studies to be pooled. A
comprehensive treatment of meta-analyses is given by Demidenko [19], who discusses both
restricted maximum likelihood algorithms and also the best choice of hypothesis test in
this nonstandard boundary case. We note also that in species richness comparison, as with
meta-analyses, we only know the standard error in the estimates σˆi and not the true standard
deviations σi. For this reason we base our choice of asymptotics on the results of [19] rather
than those of [18]. Following the theory laid out by [19], our restricted ML procedure
maximizes
lR(~β, σ
2
u) = −
1
2
{
m∑
i=1
[
ln
(
σ2u + σ
2
i
)
+
(Cˆi − ~xTi ~β)2
σ2u + σ
2
i
]
+ ln
∣∣∣∣∣
m∑
i=1
~xi~x
T
i
σ2u + σ
2
j
∣∣∣∣∣
}
,
and we denote the maximizing values by βˆ and σˆ2u. Unfortunately there does not exist closed
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form expressions for βˆ and σˆ2u but we have the following update procedures:
βˆs+1 =
(
m∑
i=1
~xi~xi
T
σˆ2u,s + σ
2
i
)−1 m∑
i=1
~xiyi
σˆ2u,s + σ
2
i
,
σˆ2u,s+1 =
(
m∑
i=1
1
σˆ2u,s + σ
2
i
)−1 [ m∑
i=1
(Cˆi − xTi βˆs)2 − σ2i
(σˆ2u,s + σ
2
i )
2
+G(σˆ2u,s)
]
,
G(σ2) = tr
( m∑
i=1
~xi~x
T
i
σ2 + σ2i
)−1( m∑
i=1
~xi~x
T
i
(σ2 + σ2i )
2
)
where in the above and henceforth we assume that the vector β includes the intercept
coefficient and accordingly that ~x1,i = 1 for i = 1, . . . ,m (we retain that p represents the
number of non-intercept predictors). Robust choices of starting values βˆ0 and σˆ
2
0 are also
given in [19]. Our investigations lead us to conclude that the least squares estimate of β
(obtained by regressing the covariates on the observed diversity) is a reasonable value for βˆ0,
and the empirical variance in the estimates Cˆi is a reasonable value for σˆ
2
0.
Without boundary complications, hypothesis testing for β falls in the standard Wald-type
framework. Inverting second derivatives of the restricted log-likelihood gives the variance
estimate
Vˆar(βˆ) = (XTWˆ−1X)−1,
where Wˆ = diag(σˆ21 + σˆ
2
u, . . . , σˆ
2
m + σˆ
2
u), which we use to make marginal inference about the
effect of each predictor on species richness via the test statistic βˆi√
ˆ[Var(βˆ)]ii
, which is distributed
approximately N (0, 1). The global test of H0 : β1 = . . . = βp = 0 has test statistic
βˆT−1X
T
−1[Wˆ
−1]−1X−1βˆ−1,
which is distributed asymptotically according to a χ2p distribution (the subscript denotes the
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omission of the intercept term). Finally, we define our Q-statistic as
Q =
m∑
i=1
(Cˆi − ~xTi βˆ)2
σˆ2i
.
Under the null hypothesis of homogeneity, Q follows a χ2 distribution with m−p−1 degrees
of freedom.
Improving richness estimation
While most studies are interested in modelling diversity with covariates, it may be the case
that the practitioner is interested in species richness of itself. As discussed previously, species
richness estimation is known to be a difficult problem in statistics: most models that offer
good fits to frequency count data supply large standard errors, which can be traded off at the
expense of highly parametrized models [14,20]. Species richness estimation has hitherto been
based on the outcomes of a single experiment in which one obtains the number of species
observed once (the singletons), the number of species observed twice (the doubletons), and
so forth, and uses this information to predict the number of species that were not observed.
This prediction of unobserved richness is added to the observed richness for an estimate
of the total richness. In the setting discussed in this paper, information is available about
multiple experiments of a similar nature: for instance, samples of the microbial composition
of the gut of a number of study participants. It is very likely that the gut microbiomes of the
participants possess similar structural qualities. Therefore, given the high-variance nature of
richness estimation of a single sample, it is desirable to take advantage of common features
across multiple samples to reduce variability in richness estimation. This concept is often
referred to as shrinkage estimation in the statistical literature.
Recall that our model for estimated species richness is
~ˆ
C = X~β + ~U + ~,
10
where ~U ∼ N (0, σ2Im) is the random effect term that reflects the random variation in true
species that is not attributable to the covariates. Thus, each ui constitutes a realisation of
random variable, but because we only have access to Cˆi and not to Ci, we do not know
the realisation of the random variable Ui and may only predict it. If we let Uˆ
∗ denote our
prediction of the random vector U , the estimate of the total richnesses given by
Cˆ∗ = X~ˆβ + Uˆ∗
provides a lower variance estimate than that given by Cˆ. We argue that if estimates of total
species richness are of interest, combining an estimate of β with a prediction of U permits
strength in prediction to be shared across multiple samples, resulting in lower variance
estimates of richness compared to those based simply on frequency count data.
The question remains of how to best predict the random variable U . The most common
approach to prediction of random effects is known as best linear unbiased prediction, or
BLUP [21, 22]. Making the appropriate substitutions to the methodology described in [23],
we have that
Uˆ∗i =
σˆ2u
σˆ2i + σˆ
2
u
(Cˆi − ~xTi βˆ).
The estimated variance of the predictions is given in [23, p751–752] and is a function of
the variance of βˆ, the variance of σˆ2u, and the covariance between βˆ and σˆ
2
u. Note that this
estimate of the variance does not account for the estimated nature of σˆ2u and σˆ
2
i and so may
underestimate the true sampling variability when the design is unbalanced and no replicates
are available. Investigation of the extent of this variance underestimation and appropriate
corrections is an ongoing topic of investigation by the authors.
Model selection and diagnostics
The methodology described above is sensitive to the model design X, and method of esti-
mating C. Perusal of the richness estimates, and more importantly, their standard errors, is
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essential to ensure that the model is not overfit (with respect to predictors) and heterogene-
ity is not falsely concluded. One exploratory approach to diagnosing for possible outliers is
to plot the estimated richness with error bars at ±2 standard errors. For an example, see
Figures 3 and 4. This technique derives from, and is limited by, the assumption that the
estimated richness are normally distributed around the true estimated richnesses with stan-
dard deviation equal to the estimated standard error. The visual diagnostic for an outlier is
a tight interval (small estimated error), especially one centered far from the overall mean.
While it is tempting to notice the large intervals in this type of plot, in fact these types of
points do not exert a large influence on the model because most of the variability is captured
in the large “local error” (σ2i ) rather than affecting the estimate of the “global error” (σ
2
u).
While visual diagnostics of this nature can assist with model selection and formulating
appropriate hypotheses, graphical procedures such as this one suffer from the problem of
simultaneous inference. For this reason, “testing” multiple 95% confidence intervals for
overlap has an exaggerated probability of committing a Type 1 error. For this reason we
advocate the mixed model procedure described above, which does not require multiple testing
corrections. We proceed to demonstrate the method with some examples.
Results
Simulations
The model described above involves two major modelling assumptions: the estimate Cˆi is
approximately normally distributed around Ci, and that the standard error in the estimate
of Ci provides a good approximation to the true standard deviation of Cˆi around Ci. Unfor-
tunately, it is rare to know the true species richness for a high diversity situation, and so we
proceed to investigate these assumptions via simulation. The negative binomial distribution
has a long history in modelling frequency data, and while it rarely captures the large number
of rare species that are present in many studies of practical interest, it provides a tractable
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option for model testing. In order to best reflect the large-unobserved diversity case, we draw
5,000 samples from a negative binomial distribution with probability parameter 0.99 and size
parameter 500. We then omit the zeros from our samples (these represent the unobserved
species) and attempt to estimate the number of species that we removed based only on the
observed species. Repeating this procedure gives us a sequence Cˆ1, . . . , Cˆm and σˆ1, . . . , σˆm.
We may test the assumption of normality of the estimates around C with approximately
correct standard errors by observing the distribution of Cˆi−C
σˆi
for C = 5000 and comparing
it with a N (0, 1) distribution. We compare the results of this procedure under two methods
of estimating Cˆ: breakaway, a ratio-based method developed for the high-diversity case [14],
and CatchAll, a computationally intensive method that fits a large number of mixed-Poisson
models and selects the model of best fit [20]. Figure 1 compares the empirical distribution
with a standard normal distribution. The sample mean of the breakaway rescaled estimates
was −5.11×10−4 and the standard deviation was 1.0229. The equivalent values for CatchAll
were −0.1459 and 1.0202. We note only slight deviation from the N (0, 1) curve in each case
and conclude that the assumption of normality is plausible, at least for frequency counts
that follow an approximate negative binomial distribution.
While the assumption of normality appears to hold, the effect of the substitution of σˆi for
σi may affect the test of homogeneity, and so we investigate the Type 1 error rate for this
test. Similar to the above, we mimic the data-generating process of homogeneous negative
binomial draws, but now observe the distribution of the homogeneity test statistics, Q, and
compare their empirical distribution to a χ2n−1 distribution. We draw 10,000 samples and
partition them into 500 samples of size 20 (20 “replicates”), compute the richness estimates
and standard errors for each sample, fit an intercept-only model for each sample, and observe
the distribution of the Q statistics. Our theory suggests that the Q statistics should be
approximately distributed according to a χ219 distribution. We observe from Figure 2 that
the effect of the substitution σˆi leads to heavier distribution tails than would be expected
13
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Figure 1: Richness estimates derived from software breakaway (left) and CatchAll (right)
appear to be approximately normally distributed with correct standard error in the negative
binomial counts case.
under a χ219 distribution. The empirical Type 1 error rate for breakaway estimates is 7.2%,
and for CatchAll the error rate is 7.1%. We conclude that substituting σˆi for σi leads to a
slightly exaggerated probability of rejecting a correct hypothesis of homogeneity and suggest
caution when a computed test statistic is only marginally significant.
Case study: Gut microbiota richness is affected by antibiotics
We now demonstrate the applicability of the above methodology in determining the effect of
antibiotics on the gut microbiome. Dethlefsen et. al [4] employed pyrosequencing technology
to obtain more than 7,000 rRNA sequences for three human subjects before, during, and
after a course of ciprofloxacin. They observed that the treatment lead to an overall decrease
in the observed richness of the microbiota communities but were unable to test this formally.
We formally investigate this using their dataset.
A brief perusal of the frequency count tables suggests that we are in the medium diver-
sity setting, and for this reason we use CatchAll [20] to estimate species richness for each
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Figure 2: Richness estimates derived from software breakaway (left) and CatchAll (right)
appear to be approximately normally distributed with correct standard error in the negative
binomial counts case.
individual and each sample. We fit a model with treatment (pre-treatment, during treat-
ment and post-treatment) and patient (Patient A, Patient B and Patient C) as predictors,
referring to Figure 3 to justify our choice of an additive model. We conclude that the model
is highly significant in explaining richness (Q = 686.84, p < 0.001). In particular, we find
that treatment is highly significant in decreasing richness (p < 0.001), reducing diversity by
456 species on average. However, we find that there is no significant post-treatment affect
(p = 0.638) and that diversity recovers to pre-treatment levels after 4 weeks. These results
concur with the general conclusions of Dethlefsen et. al [4], but we emphasize that this
methodology provides a formal approach to testing their hypothesis.
Case study: Biological replicates of soil samples are homogeneous
Soil microbial communities are perhaps the most species-rich of all studied environments on
Earth [24]. Housing complex interfaces between the hydrosphere, atmosphere, lithosphere,
and biosphere, soils exhibit extreme microscale heterogeneity in potential microbial habitats
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Figure 3: CatchAll richness estimates for the Dethlefsen et. al dataset and 95% Wald-type
confidence intervals. Estimates were computed for each of three patients and pre-treatment
(PRE), during treatment (TR) and post-treatment (POST).
[25,26], which may support the persistence of microbial species diversity [27]. The complexity
of these communities pose considerable challenges for diversity analysis and thus provide an
extremely interesting test case.
Whitman et al. [28] extracted, amplified, and sequenced bacterial 16S DNA with soils
from a field trial with no amendments, with pyrogenic organic matter additions, and with
fresh biomass additions. Treatments were laid out using a spatially balanced complete block
design as described in [29]. Sampling took place less than 24 hours after additions, after 12
days, and after 82 days, with two samples taken less than 15 cm apart and combined for
each plot.
We focus on homogeneity of the biological replicates. All Day 1 samples may be con-
sidered to be replicates regardless of amendment, because the amendments were not yet
incorporated. Symmetric confidence intervals for breakaway estimates of species richnesses
for Day 1 samples may be seen in Figure 4. An intercept-only model for the species rich-
nesses initially rejects the null hypothesis for homogeneity (p < 0.0001). However, noting
that the confidence interval for richness in Sample 2 appears to be unrealistically tight and
potentially exerting high influence on the model, we re-test for homogeneity with this sample
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Figure 4: CatchAll richness estimates for the Dethlefsen et. al dataset and 95% Wald-type
confidence intervals. Estimates were computed for each of three patients and pre-treatment
(PRE), during treatment (TR) and post-treatment (POST).
excluded to find that the test for heterogeneity is only marginally significant (p = 0.0296).
Given the conservative effect of the substitution σˆi discussed above, we do not reject the null
hypothesis and conclude that the Day 1 replicates are in fact homogenous with respect to
richness.
Discussion
The model for species richness presented above has many advantages compared to the popu-
lar approach of fitting a linear model for observed species richness with covariates. The most
important development presented here is a model that accounts for unobserved diversity,
which is usually ignored in formal diversity comparisons.
While one of the advantages of the approach is its simplicity as a natural extension of
the linear model, it shares a number of the limitations of the linear model. As a supervised
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procedure, the practitioner must make sensible choices of predictor variables that balance
explanatory power with parsimony. Outliers (richness estimates with small standard errors)
may exert influence on the model and visual diagnostics should be employed to determine
the appropriateness of the model. Failing to confirm model assumptions and to check for
outliers may lead to unreliable tests for significance, or false conclusions of heterogeneity.
Furthermore, richness estimation is a prediction problem, and so it is not possible to im-
plement informative nonparametric approaches [30]. For this reason, estimation of species
richness requires modelling assumptions. All known models suffer from estimator instability,
or implausibility of model fit [13, 14], which must be traded off when choosing an estimator
of species richness. There is no guarantee that conclusions based on the mixed effects model
described above are robust to choices of richness estimator, and we advise caution in this
regard.
It has previously been noted in the literature that observed diversity is highly sensitive
to sampling depth (referred to as sequencing depth in the microbial case). This has lead to
the common practice of rarefying the data to achieve equal sample sizes for each sample. For
an excellent discussion of why rarefying should be outlawed, see McMurdie and Holmes [31].
Note that our method proposes modelling total diversity, not observed diversity. Total diver-
sity is a fixed but unknown parameter, and is hence invariant to sampling depth. Estimated
total diversity is a function of the sample, but it is more robust to sampling depth than ob-
served diversity. While we advocate additional sampling and sequencing whenever possible,
we note that our method accounts for inexhaustive sampling and emphasize that abundances
should not be rarefied prior to implementing the methodology.
We believe that the greatest advantage of this method is the ability to share strength
across samples to improve inference via the BLUP framework of the linear mixed model.
Large numbers of rare taxa may prohibit accurate and precise estimation of total diversity
from single samples, but pooling samples believed to have similar structure can vastly reduce
standard errors in estimation of total diversity for each of the observed samples, even if their
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covariate information differs. We believe that this is the first proposal to use community
composition information (“beta diversity”) to improve inference about individual samples
(“alpha diversity”).
Conclusions
We present the first approach to modelling total species richness as a function of covariates.
Existing methods fail to account for unobserved diversity by only noting changes in observed
diversity. We believe the strength of the approach is most pronounced in high-diversity
environments, where unobserved diversity may dominate. We demonstrate the approach on
two microbial datasets: a soil dataset where we conclude homogeneity of biological replicates,
and a gut microbiome dataset where we conclude that an antibiotic significantly decreases
taxonomic richness. We believe that the method is highly general and applicable to any
situation where community abundance data is available, including microbial and animal
abundances. The relevant software for diversity estimation and prediction is given in the R
package “breakaway” [15], with the methodology accessible via the function “betta”. Given
the importance of maintaining stable ecological diversity [5] and ongoing investigation of data
obtained by the Human Microbiome Project [32,33], we hope that the inferential procedure
outlined here will inform local and global policy, especially with respect to human health
(for example, via gut microflora stabilization) and climate change (for example, via carbon
fixing soil treatments).
References
1. Li F, Kwon YS, Bae MJ, Chung N, Kwon TS, et al. (2014) Potential impacts of
global warming on the diversity and distribution of stream insects in South Korea.
Conservation Biology 28: 498–508.
19
2. McDonald KW, McClure CJ, Rolek BW, Hill GE (2012) Diversity of birds in eastern
North America shifts north with global warming. Ecology and evolution 2: 3052–3060.
3. Sun J, Li X, Wang X, Lv J, Li Z, et al. (2011) Latitudinal pattern in species diver-
sity and its response to global warming in permafrost wetlands in the Great Hingan
Mountains, China. Russian Journal of Ecology 42: 123–132.
4. Dethlefsen L, Huse S, Sogin ML, Relman DA (2008) The pervasive effects of an an-
tibiotic on the human gut microbiota, as revealed by deep 16s rrna sequencing. PLoS
biology 6: e280.
5. Gao W, Weng J, Gao Y, Chen X (2013) Comparison of the vaginal microbiota diversity
of women with and without human papillomavirus infection: a cross-sectional study.
BMC infectious diseases 13: 271.
6. Lauber CL, Hamady M, Knight R, Fierer N (2009) Soil ph as a predictor of soil bacte-
rial community structure at the continental scale: a pyrosequencing-based assessment.
Applied and Environmental Microbiology .
7. Bordes F, Gue´gan JF, Morand S (2011) Microparasite species richness in rodents is
higher at lower latitudes and is associated with reduced litter size. Oikos 120: 1889–
1896.
8. Zhang Z, Zhou J (2010) Re-parameterization of multinomial distributions and diversity
indices. Journal of Statistical Planning and Inference 140: 1731–1738.
9. Pozo MI, Herrera CM, Bazaga P (2011) Species richness of yeast communities in floral
nectar of southern Spanish plants. Microbial ecology 61: 82–91.
10. Karkman A, Mattila K, Tamminen M, Virta M (2011) Cold temperature decreases
bacterial species richness in nitrogen-removing bioreactors treating inorganic mine
waters. Biotechnology and bioengineering 108: 2876–2883.
20
11. Aranda SC, Gabriel R, Borges PA, Santos AM, de Azevedo EB, et al. (2014) Geo-
graphical, temporal and environmental determinants of bryophyte species richness in
the macaronesian islands. PloS one 9: e101786.
12. Fisher RA, Corbet S, Williams CB (1943) The relation between the number of species
and the number of individuals in a random sample of an animal population. Journal
of Animal Ecology 12: 42–58.
13. Bunge J, Willis A, Walsh F (2014) Estimating the number of species in microbial
diversity studies. Annual Review of Statistics and Its Application 1: x–x.
14. Willis A, Bunge J (2015) Estimating diversity via frequency ratios. Biometrics .
15. Willis A, Bunge J (2014) Package breakaway. R package .
16. Casella G, Berger RL (2002) Statistical inference, volume 2. Duxbury Pacific Grove,
CA.
17. Godambe VP (1960) An optimum property of regular maximum likelihood estimation.
The Annals of Mathematical Statistics : 1208–1211.
18. Crainiceanu CM, Ruppert D (2004) Likelihood ratio tests in linear mixed models with
one variance component. Journal of the Royal Statistical Society: Series B (Statistical
Methodology) 66: 165–185.
19. Demidenko E (2004) Mixed Models Theory and Applications. Wiley-Interscience.
20. Bunge J, Woodard L, Bo¨hning D, Foster JA, Connolly S, et al. (2012) Estimating
population diversity with catchall. Bioinformatics 28: 1045–1047.
21. Henderson CR (1975) Best linear unbiased estimation and prediction under a selection
model. Biometrics : 423–447.
21
22. Robinson GK (1991) That blup is a good thing: The estimation of random effects.
Statistical science : 15–32.
23. Littell R, Milliken G, Stroup W, Wolfinger R, Schabenberger O (2008) SAS c© for
mixed models. SAS Institute. Cary, NC.
24. Fierer N, Lennon JT (2011) The generation and maintenance of diversity in microbial
communities. American Journal of Botany 98: 439–448.
25. Nunan N, Wu K, Young I, Crawford J, Ritz K (2002) In situ spatial patterns of soil
bacterial populations, mapped at multiple scales, in an arable soil. Microbial Ecology
44: 296–305.
26. Totsche KU, Rennert T, Gerzabek MH, Ko¨gel-Knabner I, Smalla K, et al. (2010) Bio-
geochemical interfaces in soil: the interdisciplinary challenge for soil science. Journal
of Plant Nutrition and Soil Science 173: 88–99.
27. Lozupone CA, Knight R (2007) Global patterns in bacterial diversity. Proceedings of
the National Academy of Sciences 104: 11436–11440.
28. Whitman T, Lehmann J (2015) Three-source partitioning with two stable isotopes: A
new tool in the biogeochemical toolbox. Manuscript submitted for publication.
29. Van Es H, Gomes C, Sellmann M, Van Es C (2007) Spatially-balanced complete block
designs for field experiments. Geoderma 140: 346–352.
30. Mao CX, Lindsay BG (2007) Estimating the number of classes. The Annals of Statis-
tics : 917–930.
31. McMurdie PJ, Holmes S (2014) Waste not, want not: Why rarefying microbiome data
is inadmissible. PLoS computational biology 10: e1003531.
22
32. Turnbaugh PJ, Ley RE, Hamady M, Fraser-Liggett C, Knight R, et al. (2007) The
human microbiome project: exploring the microbial part of ourselves in a changing
world. Nature 449: 804.
33. Peterson J, Garges S, Giovanni M, McInnes P, Wang L, et al. (2009) The nih human
microbiome project. Genome research 19: 2317–2323.
23
