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Abstract
Let D be a division ring and MnD be the ring of the n n matrices with entries in D.
Consider a surjective mapping r : MnD ! MnD satisfying rA B  rA  rB
for all A;B 2 MnD; r1  1 and for all invertible A in MnD; rA is invertible and
rAÿ1  rAÿ1. If n  1 the well-known Hua’s theorem states that r is an auto-
morphism or an anti-automorphism. We show that if D 6 F2 (the field of two elements)
then r is an automorphism or an anti-automorphism for all n. Ó 1999 Published by
Elsevier Science Inc. All rights reserved.
AMS classification: 16A40
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1. Le theoreme bien connu de Hua [5] arme que si r est une application
bijective d’un anneau de division D dans D verifiant ra b  ra  rb;
r1  1 et raÿ1  raÿ1a 6 0 alors r est un automorphisme ou un anti-
automorphisme. Ce resultat est utilise en geometrie projective pour determiner
les transformations bijectives de la droite qui conservent les divisions har-
moniques [2]. La demonstration est basee sur l’identite de Hua.
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On peut verifier directement que si x; y sont deux elements inversibles d’un
anneau R tels que xÿ yÿ1 est aussi inversible, alors xÿ1 ÿ xÿ yÿ1ÿ1 est in-
versible et on a
xÿ1 ÿ xÿ yÿ1ÿ1ÿ1  xÿ xyx: H
Cette identite permet de montrer que r est un homomorphisme de Jordan
(raba  rarbra quels que soient a; b 2 D). Ce qui constitue une etape
importante dans la preuve du theoreme de Hua.
Si au lieu d’un anneau de division D, on prend U une algebre de dimension
finie sur un corps infini ou une algebre de Banach, alors en utilisant le calcul
dierentiel des applications rationnelles, comme dans [6], dans le premier cas et
le calcul dierentiel dans les espaces de Banach, comme dans [3], pour le
deuxieme, on peut etablir que toute application r de U dans U verifiant:
(i) ru v  ru  rv quels que soient u; v 2 U.
(ii) r1  1.
(iii) Pour tout u inversible dans U;ru est aussi inversible et ruÿ1 
ruÿ1.
est un homomorphisme de Jordan. Si on suppose de plus r surjective et U
premiere alors le theoreme de Herstein [4] permet de conclure que r est un
homomorphisme ou un anti-homomorphisme.
Dans ce papier, nous nous interessons au cas ou U est artinienne simple.
D’apres le theoreme de Wedderburn–Artin, on peut supposer U  MnD
l’anneau des matrices carrees n n a coecients dans un anneau de division D.
Nous montrons que si D 6 F2 F2 le corps a deux elements) alors r est an
automorphisme ou un anti-automorphisme.
Ce resultat n’est pas vrai en general, par exemple pour les algebres suivantes:
(1) Kx l’algebre des polyno^mes a coecients dans un corps K, (2) AnK la
nieme algebre de Weyl avec n P 1 et K un corps de caracteristique zero et (3)
HH ou H est l’algebre des quaternions reelle. En eect pour Kx et AnK les
seuls elements inversibles sont les elements non nuls du corps de base et il est
facile de construire des applications r verifiant (i)–(iii) qui ne sont ni des
automorphismes ni des anti-automorphismes. Pour HH soit rx; y  x; y
ou y est le conjugue de y, r verifie (i)–(iii) mais ce n’est ni un automorphisme, ni
un anti-automorphisme. Notons que Kx est un domaine noetherien, AnK
noetherienne simple et HH est de dimension finie sur R en particulier elle est
artinienne. Ces exemples montrent que le theoreme de Hua ne peut pas
s’etendre a des classes plus large que celle des algebres artiniennes simples.
2. Dans toute la suite D est un anneau de division, MnD l’anneau des
matrices carrees n n a coecients dans D et r une application surjective de
MnD dans MnD verifiant:
(i) rA B  rA  rB quels que soient A;B 2 MnD.
(ii) rI  I , I etant la matrice unite.
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(iii) Pour toute matrice inversible A de MnD; rA est aussi inversible et
rAÿ1  rAÿ1.
Notre but est de prouver.
Theoreme A. Si D 6 F2 alors r est un automorphisme ou un anti-automorphisme.
D’apres le theoreme de Herstein, il sut de prouver que r verifie
rABA  rArBrA
quelles que soient les matrices A;B 2 MnD. Si caraD 6 2, c’est equivalent a
montrer
rA2  rA2
quelle que soit A 2 MnD.
On considere MnD comme D-espace vectoriel a gauche et parfois on
identifiera x avec xl pour x 2 D. On designe la matrice de MnD ayant 1 dans la
position i; j et 0 ailleurs par Eij. Toute matrice A de MnD s’ecrit d’une




xijEij; ou les xij 2 D:
Une matrice A de MnD est non-inversible si et seulement si il existe une
matrice non nulle B telle que AB  0 ce qui est encore equivalent a l’existence
d’une matrice X 2 Mn;1D;X 6 0, telle que AX  0 (Mn;1D etant l’ensemble
des matrices ayant n lignes et une seule colonne a coecients dans D).
Soit A 2 MnD et soit D une partie de D, on pose
SpDA  fd 2 D j Aÿ dI non-inversibleg:
On a d 2 SpDA si et seulement si il existe X 2 Mn;1D;X 6 0, telle que
AX  dX .
On notera la matrice de Mn;1D ayant 1 dans la ieme ligne et 0 ailleurs par
Ei.
Lemme 2.1. (1) Si A  xEij alors jSpDAj6 2 ou jSpDAj est le cardinal de
SpDA.
(2) Soit A  xEij  yEk‘ avec x 6 0; y 6 0 et i; j 6 k; ‘. Si k; ‘ 6 j; i
alors jSpDAj6 3 et si k; ‘  j; i alors les elements non nuls d de SpDA
verifient I’identite dxÿ1d  y.
Demonstration. Soit A  x Eij et soit d 2 SpDA, alors il existe X 2 Mn;1D,
X 6 0, tel que AX  dX . Posons X Pnk1 akEk, on a xajEi Pnk1 dakEk.
Donc dai  xaj et dak  0 pour k 6 i. Ainsi SpDA  f0g si i 6 j et
SpDA  f0; xg si i  j.
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Soit maintenant A  xEij  yEk‘ avec x 6 0, y 6 0 et i; j 6 k; ‘. Suppo-
sons que SpDA contient un element non nul d. Soit X 2 Mn;1D, X 6 0 tel que
AX  dX. Posons X Pnr1arEr, on a xajEi  ya‘Ek Pnr1darEr.
(1) i  k, alors xaj  ya‘  dai et ar  0 pour r 6 i. Comme X 6 0 alors
ai 6 0 et par la suite j  i ou ‘  i. Si j  i et ‘ 6 i alors d  x et si j 6 i et ‘  i
alors d  y. Ainsi si i  k, SpDA contient au plus un element non nul.
(2) i 6 k, alors xaj  dai, ya‘  dak et ar  0 pour r 6 i et r 6 k. Si j 6 i et
j 6 k alors ai  0 donc ak 6 0 et par la suite ‘  k ce qui donne d  y. Si
j  i et ai 6 0 alors d  x, si j  i et ai  0 alors ak 6 0 et ‘  k d’ou d  y. Si
j  k alors xak  dai, donc ai 6 0 et ak 6 0. Ainsi ‘  k ou ‘  i, ‘  k  j
donne d  y; ‘  i donne yai  dak et par la suite yai  dxÿ1dai donc
dxÿ1d  y. 
Corollaire 2.2. Si A  xEij  yEk‘ alors jSpZDAj6 3. ZD etant le centre de D.
Proposition 2.3. Si caraD 6 2,3, r est un automorphisme ou un anti-auto-
morphisme.
Demonstration. D’apres le theoreme d’Herstein il sut de prouver
rA2  rA2, pour toute matrice A 2 MnD. Comme r est additive, il sut de
le faire pour A  xEij  yEk‘. Soit F le sous-corps premier de D, jF jP 5.
D’apres le Corollaire 2.2. jF ÿ SpF AjP 2. Soient a; b 2 F ÿ SpF A avec
a 6 b, posons c  bÿ aÿ1. Les matrices Aÿ aI et rI sont inversibles de me^me
Aÿ aI ÿ cIÿ1  Aÿ bI est aussi inversible. L’identite (H) avec x  Aÿ aI
et y  cI donne rA2  rA2: 
Le Theoreme A est donc demontre dans le cas ou la caracteristique de D est
dierente de 2 et de 3.
3. Cas ou caraD  3. Dans cette section on suppose cara(D)  3.
Lemme 3.1. rxAx  rxrArx quels que soient x 2 D et A 2 MnD.
Demonstration. Il est facile de voir, en utilisant (H), que rxyx  rxryrx
quels que soient x; y 2 D. Soit x 2 D et A 2 MnD, on veut prouver
rxAx  rxrArx: 3:1:1
Comme r est additive il sut de prouver (3.1.1) pour A  aEij avec a 6 0.
(1) i 6 j. Alors I  A est inversible et I  Aÿ1  I ÿ A. On peut supposer
x 6 0 et x 6 1. La matrice xI ÿ I  Aÿ1 est inversible. L’identite (H) implique
rxA Ix  rxrA Irx ce qui donne rxAx  rxrArx.
(2) i  j. Supposons dans un premier temps a 6 1 et a 6 2. I ÿ A est inv-
ersible et I ÿ Aÿ1  I  1ÿ aÿ1 ÿ 1Eii. On peut supposer x 6 0 et x 6 1.
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La matrice xI ÿ I ÿ Aÿ1 est inversible si et seulement si x 6 1ÿ aÿ1. Donc si
x 6 1ÿ aÿ1, (H) donne rxI ÿ Ax  rxrI ÿ Arx ce qui implique
rxAx  rxrArx. Si x  1ÿ aÿ1 alors 2I ÿ A est inversible et
xI ÿ 2I ÿ Aÿ1 est aussi inversible. (H) donne
rx2I ÿ Ax  rxr2I ÿ Arx d0ou rxAx  rxrArx:
A present prenons a  1. On prend x 6 0; x 6 1 et x 6 2. La matrice I  A
est inversible, aussi xI ÿ I  Aÿ1 est inversible, et par la suite
rxAx  rxrArx: 
Corollaire 3.2. rxA Ax  rxrA  rArx quels que soient x 2 D et
A 2 MnD.
Proposition 3.3. Si caraD  3 alors r est un automorphisme ou un anti-
automorphisme.
Demonstration. Il sut de prouver rA2  rA2 pour A  xEij  yEk‘.
(1) D 6 F3 le corps a trois elements. Nous armons qu’il existe d 2 D tel que
Aÿ dI et Aÿ dI ÿ I inversibles. Si ZD 6 F3 alors jZDjP 9 est d’apres le
Corollaire 2.2, jSpZDAj6 3, on peut donc choisir d 2 ZD tel que
d 62 SpZDA et 1 d 62 SpZDA. Supposons ZD  F3. Si pour tout
d 2 D; d 2 SpDA ou 1 d 2 SpDA alors d’apres le Lemme 2.1, D verifie une
identite polynomiale generalisee. D’apres [1] D doit e^tre de dimension fini sur
Z(D) donc D est fini et par la suite commutatif. Ainsi D  ZD  F3, con-
tradiction. Soit d 2 D tel que Aÿ dI et (Aÿ dI ÿ I inversibles. (H) donne
rAÿ dI2  rAÿ dI2. Donc on a
rA2 ÿ rdA Ad  rd2  rA2 ÿ rdrA ÿ rArd  rd2;
d’ou rA2  rA2 d’apres le Corollaire 3.2.
(2) D  F3. Il sut de prouver
(a) rE2ij  rEij2 et (b) rEij  Ek‘2  rEij  rEk‘2 avec
i; j 6 k; ‘
(a) Supposons i 6 j, alors I  Eijÿ1  I ÿ Eij, donc I  rEijI ÿ rEij
 I ce qui implique rEij2  0  rE2ij. Si i  j alors I  Eii2  I donc
rEij  I2  I et par la suite rEii2  rEii  rE2ii.
(b) A  Eij  Ek‘ avec i; j 6 k; ‘.
(b.1) i  k.
(b.1.1) i  j, alors I  A2  I donc I  rA2  I d’ou rA2  rA
 rA2.
(b.1.2) i 6 j et i  ‘, aussi rA2  rA  rA2.
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(b.1.3) i 6 j et i 6 l alors A2  0. Donc I  AI ÿ A  I d’ou
I  rAI ÿ rA  I et par la suite rA2  0  rA2.
(b.2) j  ‘, similaire a (b.1).
(b.3) i 6 k et j 6 ‘.
(b.3.1) jfi; kg \ fj; ‘gj  0 alors rA2  0  rA2.
(b.3.2) jfi; kg \ fj; ‘gj  1. Si i  ‘ alors A2  Ekj et A3  0. Donc
I  Aÿ1  I  A2. Ainsi I  rAI  2rA  rA2  I . Ce qui donne
rArA2  rA2 ÿ rA2. De me^me rA2rA  rA2 ÿ rA2. Donc
2rA2 ÿ rA2  rArA2  rA2rA. Maintenant
rArA2  rA2rA  rEijrEkj  rEkjrEij  rEkirEkj
rEkjrEki:
Or Eij  Ekj2  0  Eki  Ekj2 donc rEij  rEkj2  0  rEki rEkj2
et par la suite 2rA2 ÿ rA2  rArA2  rA2rA  0 donc rA2 
rA2. Si i  j alors B2  B ou B  A Ekk, donc rB2  rB2  rB. Ce qui
donne en tenant compte de ce qui precede rEiirEk‘
rEk‘rEii  rEiirEkk  rEkkrEii  0. Posons C  Eii  Ekk, on a C2
 C donc rC2  rC  rC2. Ce qui donne rEiirEkk  rEkkrEii  0
et par la suite rEiirEk‘  rEk‘rEii  0.
A present
rA2  rEii2  rEiirEk‘  rEk‘rEii  rEk‘2  rEii  rA2:
De me^me si k  ‘ ou k  j, on trouve rA2  rA2.
(b.3.3) jfi; kg \ fj; ‘gj 2. si i  j et k  ‘ alors A2  A ce qui donne
rA2  rA  rA2. Supposons maintenant i  ‘ et k  j. Alors
A  Eij  Eji i 6 j: On a I  Eii  Eij  Ejil Ejj ÿ Eij ÿ Eji  I d0ou
I  rEii  rEij  rEjiI  rEjj ÿ rEij  rEji  I ;
I  rEjj ÿ rEij ÿ rEjiI  rEii  rEij  rEji  I
avec ces deux egalites et ce qui precede on obtient rEijrEji
rEjirEij  rEii  rEjj: Et par la suite
rA2  rEij2  rEji2  rEijrEji  rEjirEij
 rEii  rEjj  rA2: 
4. Cas ou caraD  2
Le lemme suivant est valable quelle que soit la caracteristique de D.
Lemme 4.1. Si A  xEij  yEk‘  zErs alors jSpDAj 6 4 ou tous les elements
non nuls d de SpDA verifient une identite polynomiale generalisee de degre
interieur ou egal a 3.
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Demonstration. D’apres le Lemme 2.1, on peut prendre x 6 0; y 6 0; z 6 0 et les
couples i; j; k; ‘; r; s distincts deux a deux. Supposons que SpDA contient
un element non nul d. Il existe X 2 Mn;1D; X 6 0, tel que AX  dX :
Posons X Pnt1atEt; on a




(1) i  k  r. Alors xaj  ya‘  zas  dai et at  0 pour t 6 i. Comme X 6 0
alors ai 6 0 et par la suite j  i ou ‘  i ou s  i. Si j  i, ‘ 6 i et s 6 i alors
d  x, si j 6 i, ‘  i et s 6 i alors d  y et si j 6 i, ‘ 6 i et s  i alors d  z.
Ainsi dans ce cas jSpDAj6 2.
(2) i  k et r 6 i. Alors xaj  ya‘  dai; zas  dar et at  0 si t 6 i; r. Si s 6 i
et s 6 r alors ar  0 et par la suite j  i ou ‘  i, si j  i et ‘ 6 i alors d  x et si
j 6 i et ‘  i alors d  y. Si s  r alors z  d ou ar  0. Supposons que s  i
alors j 2 fi; rg ou ‘ 2 fi; rg. Si j  i et ‘  r alors xai  yar  dai et par la suite
xzÿ1 dar  yar  dzÿ1 dar ce qui donne xzÿ1d  y  dzÿ1d. Si j  i et ‘ 6 i; r
alors d  x. Si j  r et ‘  i alors xar  yai  dai d’ou` x yzÿ1d  dzÿ1d. Si
j  r et ‘ 6 i; r alors xar  dai ce qui donne x  dzÿ1d. Si j 6 i; r alors ‘  i
donne d  y et ‘  r donne y  dzÿ1d.
(3) i  r et k 6 i, similaire au (2).
(4) k  r et i 6 k, similaire au (2).
(5) i 6 k, i 6 r et k 6 r. Alors xaj  dai, ya‘  dak, zas  dar et at  0 si
t 6 i; k; r. Si j 62 fi; k; rg alors d 2 SpDyEk‘  zErs. Donc on peut supposer j; ‘
et s des e´le´ments de fi; k; rg. Si j  i alors d  x ou d 2 SpDyEk‘  zErs, de
me^me ‘  k et s  r donnent des re´sultats analogues. Si (j  k et ‘  i) alors
y  dxÿ1d ou d 2 SpDzErs; j  r; s  i et ‘  r; s  k sont similaires. Fi-
nalement (j  k, ‘  r et s  i) donne z  dyÿ1dxÿ1d de me^me (j  r, ‘  i et
s  k) donne un re´sultat analogue. 
Corollaire 4.2. Si A  xEij  yEk‘  zErs alors jSpZDAj6 4.
Dans toute la suite, on suppose cara(D)  2.
Lemme 4.3. Si jZDj > 4 alors ra2A  rarAra quels que soit a 2 ZD
et A 2 MnD.
Demonstration. On peut prendre A  xEij et a 6 0; 1.
(1) i 6 j. A a est inversible et a A aÿ1 est inversible. L’identite (H)
avec x  a et y  A a donne
raA aa  rarA ara ) ra2A  rarAra:
(2) i  j. Comme jZDj > 4, on peut choisir b 2 ZD tel que b 6 0,
b 6 aÿ1; b 6 x et b 6 a x. Pour un tel b; A b est inversible ainsi que
a A bÿ1.
H ) raA ba  rarA bra ) ra2A  rarAra:
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Corollaire 4.4. Si jZDj > 4 alors
1 rarA  rAra; 2 ra2A  ra2rA
quels que soient a 2 ZD et A 2 MnD.
Demonstration.
1 ra 12A  ra 1rAra 1;
d’apres le Lemme 4.3. Donc
ra2A  rA  rarAra  rAra  rarA  rA
) rAra  rarA  0) rarA  rAra:
2 ra2A  rarAra  ra2rA: 
Lemme 4.5. Si jZDj > 4 alors rA2  rA2 pour toute matrice A de MnD.
Demonstration. Comme r est additive, il sut de considerer A de la forme
A  xEij  yEk‘. D’apres le Corollaire 2.2, jSpZDAj6 3. Comme jZDjP 5,
on peut choisir a2; b2 2 ZD tels que a2 6 b2; a2 62 SpZDA et b2 62 SpZDA.
Posons c  a2  b2ÿ1, les matrices A a2 et A a2  cÿ1 sont inversibles.
L’identite (H) avec x  A a2 et y  c donne
rA acA a  rA arcrA a
) rcA2  ca2  rcrA2  rcra2 ) rA2  rA2;
d’apres le Corollaire 4.4. 
Proposition 4.6. Si jZDj> 4 alors a est un automorphisme ou un anti-auto-
morphisme.
Demonstration. D’apres le theoreme de Herstein il sut de prouver:
rABA  rArBrA
quelles que soient les matrices A;B 2 MnD. Comme r est additive il sut de
considerer A de la forme A  xEij  yEkl et B  zErs.
(1) r 6 s. Posons K  fa2 j a 2 ZDg, K est un sous-corps de Z(D) et
jKjP 8. D’apres les Corollaires 2.2 et 4.2, jSpKAj6 3 et jSpKA Bj6 4. On
peut donc prendre a 2 K tel que a 62 SpKA et 1 a 62 SpKA B. Pour un tel
a, les matrices A a et A a  B 1ÿ1 sont inversibles. H )
rA aB 1A a  rA arB 1rA a ) rABA  rArBrA
d’apres le Lemme 4.5.
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(2) r  s. Soit c 2 K avec c 6 0 et c 6 z. La matrice B c est inversible et
B cÿ1  cÿ1  z cÿ1Err  cÿ1. Posons C  A cÿ1  z cÿ1Err. Il
existe a 2 K tel que a 62 SpKA et a cÿ1 62 SpKC. Pour un tel a; A a et
A aÿ B cÿ1 sont inversibles.
H ) rA aB cA a  rA arB crA a
) rABA  rArBrA: 
Lemme 4.7. Si D est non-commutatif alors rA2  rA2 pour toute matrice
A 2 MnD.
Demonstration. Il sut de prendre A  xEij  yEk‘. Si jZDj > 4 c’est deja vu.
Supposons que jZDj6 4. Il existe a 2 D tel que a 62 SpDA et 1 a 62 SpDA,
car si non, d’apres le Lemme 2.1, D satisfait une identite polynomiale
generalisee et par la suite D est de dimension finie sur ZD d’apres [1]. Ainsi D
est fini et par la suite commutatif, contradiction. Si on pose dans H;
x  A a et y  1 puis on applique r on obtient
rA a2  rA a2
) rA2  raA Aa  rA2  rarA  rAra:
Il existe aussi b 2 D tel que
b 62 SpDA; 1 b 62 SpDA; a b 62 SpDA et a b 1 62 SpDA:
D’apres ce qui precede
rA2  rA2  ra bA Aa b  ra brA  rAra b
 raA Aa  rbA Ab  rarA  rAra  rbrA
 rArb0
) rA2 rA2: 
Lemme 4.8. Si D est non-commutatif alors raAa  rarAra quels que
soient a 2 D et A 2 MnD.
Demonstration. On peut supposer A  xEij et a 6 0.
(1) i 6 j. Soit b 2 D tel que b 6 0 et b 6 aÿ1. La matrice A b est inversible
et a A bÿ1 est aussi inversible. Donc
raA ba  rarA bra ) raAa  rarArb:
(2) i  j. Soit b 2 D tel que b 6 0; b 6 x; b 6 aÿ1 et b 6 x aÿ1. Alors
A b est inversible et a A bÿ1 est inversible, d’ou
raA ba  rarA bra ) raAa  rarAra: 
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Lemme 4.9. Si D est non-commutatif alors
(1) rAa2A  rAra2rA.
(2) rAb2a ab2A  rArb2ra  rarb2rA.
(3) rABa2  a2BA  rArBra2  ra2rBrA quels que soient
a; b 2 D et A;B 2 MnD.
Demonstration. (1) D’apres les Lemmes 4.7 et 4.8,
raAa2  raAa2  rarAra2  rarAra2rAra:
Et raAa2  raAa2Aa  rarAa2Ara. D’ou rAa2A  rAra2rA.
2 rA ab2A a  rA arb2rA a
) rAb2a ab2A  rArb2ra  rarb2rA:
3 rA Ba2A B  rA Bra2rA B
) rAa2B Ba2A  rAra2rB  rBra2rA:
A present
rABa2  a2BA  rABa2  a2B  Aa2B a2B Ba2A Ba2A
 rABa2  a2B  Ba2  a2BA  rAa2B Ba2A
 rArBa2  a2B  rBa2  a2BrA  rAra2rB
rBra2rA
 rArBra2  ra2rB  rBra2  ra2rBrA
rAra2rB  rBra2rA
 rArBra2  ra2rBrA: 
Proposition 4.10. Si D est non-commutatif alors r est un automorphisme ou un
anti-automorphisme.
Demonstration. On peut supposer jZDj6 4. On doit prouver que:
rABA  rArBrA
quelles que soient les matrices A;B 2 MnD. Comme r est additive il sut de
prendre A  xEij  yEk‘ et B  zErs.
(1) r 6 s. On peut choisir a 2 D tel que a2 62 SpDA et 1 a2 62 SpDA B,
car si non, d’apres les Lemmes 2.1 et 4.1, D satisfait une identite polynomiale
generalisee, d’apres [1] D doit e^tre de dimension finie sur ZD et par la suite D
est fini donc commutatif, contradiction. Pour un tel a;A a2 est inversible et
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A a2  B 1ÿ1  A B 1 a2 est aussi inversible. Si on pose dans l’id-
entite (H) x  A a2 et y  B 1, puis on applique r, on obtient:
rA a2B 1A a2  rA a2rB 1rA a2
) rABA  rABa2  a2BA  rA2  rAa2  a2A  ra4
 rArBrA  rArBra2  ra2rBrA  rA2
 rAra2  ra2rA  ra4
) rABA  rArBrA
d’apres les Lemmes 4.7 et 4.9.
(2) r  s. Soit b 2 D avec b 6 0 et b2 6 z. La matrice B b2 est inversible et
on a:
B b2ÿ1  z b2ÿ1  bÿ2Err  bÿ2:
Posons C  A z b2ÿ1  bÿ2Err: On peut choisir a 2 D tel que
a2 62 SpDA et a2  bÿ2 62 SpDC. Pour un tel a; A a2 est inversible et
A a2  B b2ÿ1 est inversible. Donc
rA a2B b2A a2  rA a2rB b2rA a2
) rABA  rABa2  a2BA  rAb2A  rAb2a2  a2b2A
 ra2Ba2  ra2b2a2
 rArBrA  rArBra2  ra2rBrA
 rArb2rA  rArb2ra2  ra2rb2rA
 ra2rBra2  ra2rb2ra2
) rABA  rArBrA;
d’apres les Lemmes 4.8 et 4.9. 
Pour terminer la demonstration du Theoreme A, il nous reste a regarder le
cas ou D  F4 le corps a quatre elements. On pose F4  f0; 1;x; 1 xg avec
x2  1 x. Tout element de F4 est un carre.
Lemme 4.11. Pour toute matrice A de MnF4 et pour tout a 2 F4 on a:
raAa  rarAra:
Demonstration. On peut prendre A  xEij avec 0 6 x 2 F4 et a 6 0; 1.
(1) i 6 j. A 1 est inversible et a A 1ÿ1 est aussi inversible. Donc
raA 1a  rarA 1ra ) raAa  rarAra.
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(2) i  j. Si x  aÿ1 alors A a est inversible et a A aÿ1 inversible.
Donc raA aa  rarA ara ) raAa  rarAra. Soit main-
tenant x 2 f1; ag. Supposons dans un premier temps n impair et soit m  n1
2
.
Considerons la matrice M Pnk1Ek;n1ÿk, on a M2  I . Comme a xMÿ1 est
inversible alors
raxMa  rarxMra ) raxEm;ma  rarxEmmra:
Pour i 6 m, posons N  Eii  aM et R  aEii M . Les matrices N et R sont
inversibles ainsi que a Nÿ1; a Rÿ1; aMÿ1 et a aMÿ1 sont aussi inv-
ersibles. Donc raNa  rarNra et raRa  rarRra ce qui donne
raxEiia  rarxEiira pour x 2 f1; a. A present supposons que n est
pait et soit M Pnk1Ek;n1ÿk; N  Eii  aM et R  aEii M , on a M2  I ;N et
R inversibles ainsi que a Nÿ1; a Rÿ1; aMÿ1 et a aMÿ1. Ce qui donne
comme avant raxEiia  rarxEiira pour x 2 f1; ag. 
Corollaire 4.12. raA  rarA  rAra pour toute matrice A 2 MnF4 et
tout a 2 F4.
Demonstration.
r1 a2A  r1 arAr1 a
) rA  ra2A  rA  rarA  rAra  rarAra
) rarA  rAra  0) rarA  rAra:
A present soit a 2 F4 il existe b 2 F4 tel que a  b2. On a
raA  rb2A  rbrArb  rb2rA  rarA: 
Lemme 4.13. rA2  rA2 pour toute matrice A de MnF4.
Demonstration. Comme r est additive, il sut de prendre A  xEij  yEk‘ avec
x; y 2 F4. Et d’apres le Lemme 4.12 il sut de prendre A  Eij et A  Eij  Ek‘
avec i; j 6 k; ‘.
(1) A  Eij. Supposons i 6 j alors A2  0. Donc
1 A2  1 ) 1 rA2  1 ) rA2  0  rA2:
Supposons i  j. Alors A x et A x 1 sont inversibles donc
rA x2  rA x2 ) rA2  rA2.
(2) A  Eij  Ek‘ avec i; j 6 k; ‘. D’apres le Lemme 2.1, SpF4A  f0; 1g.
Considerons a; b 2 F4 tels que a 6 b; a 62 SpF4A et b 62 SpF4A. Posons
c  a bÿ1, les matrices A a et A a  cÿ1 sont inversibles.
H ) rA acA a  rA arcrA a ) rA2  rA2: 
Proposition 4.14. Si D  F4 alors r est un automorphisme ou un anti-auto-
morphisme.
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Demonstration. D’apres le theoreme de Herstein il sut de montrer
rABA  rArBrA
ou A et B sont arbitraires dans MnF4. Comme r est additive, il sut de le
prouver pour A  xEij  yEk‘ et B  zErs; x; y; z 2 F4.
(1) A  xEij et B  zErs. On peut prendre A  Eij et B  Ers. Supposons r 6 s
alors B 1 est inversible et B 1ÿ1  B 1. Les matrices A x et
A x  B 1ÿ1 sont inversibles donc
rA xB 1A x  rA xrB 1rA x
) rABA  rArBrA:
Supposons r  s et i 6 j; Err  x est inversible de me^me Eij  1
Err  xÿ1. Donc
rEij  1Err  xEij  1  rEij  1rErr  xrEij  1
) rEijErrEij  rEijrErrrEij:
Supposons finalement r  s et i  j. Si i  r alors
rABA  rE3ii  rE2ii  rEii2  rEii  rEii3:
Pour i 6 r, posons C  1 xErr. Les matrices A x et C  1 sont inversibles
de me^me A x C  1ÿ1 est aussi inversible. Ainsi
rEii  xC  1Eii  x  rEii  xrC  1rEii  x
) rEiiErrEii  rEiirErrrEii:
(2) A  Eij  Ek‘ et B  Ers. Considerons d’abord le cas r 6 s. Posons
C  zErs; C  1 est inversible. Comme SpF4A  fo; 1g alors A x est in-
versible. Posons M  A x  C  1ÿ1  Eij  Ek‘  zErs  1 x. En ex-
aminant SpF4Eij  Ek‘  zErs, on peut toujours choisir z 6 0 de telle sorte que
M soit inversible (voir la demonstration du Lemme 4.1). Pour un tel z
rA xzErs  1A x  rA xrzErs  1rA x
) rABA  rArBrA:
Supposons maintenant r  s. La matrice xErr  1 est inversible et
xErr  1ÿ1  1 1 xErr. Si z 6 0; 1; z 2 F4, alors A z est inversible.
Posons N  A z  1 xErrÿ1  Eij  Ek‘  1 xErr  1 z. Aussi on
peut toujours choisir z 2 fx; 1 xg de telle sorte que N soit inversible. Ce qui
donne comme avant rABA  rArBrA. 
Remarque 4.15. Pour D  F2, on ne dispose pas de contre exemples. Nous
pensons que le Theoreme A est vrai me^me dans ce cas. En particulier il est vrai
si n  2.
Proposition 4.16. Si D  F2 et n  2 alors r est un automorphisme ou un anti-
automorphisme.
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Demonstration. Les matrices inversibles de M2F2 sont
I ; A1  1 11 0
 
; A2  1 01 1
 
; A3  1 10 1
 
;
A4  0 11 0
 
et A5  0 11 1
 
avec Aÿ11  A5 et Aÿ1i  Ai pour i  2; 3; 4. Les matrices I ;A1;A2 et A3 sont F2
lineairement independantes, donc forment une base de M2F2. Posons
rA1  a bc d
 
; rA2  a bc d
 









ou a 2 F2;




avec bc  1 a;




avec b0c0  1 a0:
 Finalement rAÿ14   rA4ÿ1donne bc0  b0c  1.
Donc on a le systeme
d
bc  1 a
b0c0  1 a0
bc0  b0c  1
8<:
(S) possede 6 solutions qui sont:
a; b; c; a0; b0; c0  0; 1; 1; 1; 1; 0; 0; 1; 1; 1; 0; 1; 1; 0; 1; 0; 1; 1;
1; 0; 1; 1; 1; 0; 1; 1; 0; 0; 1; 1 ou 1; 1; 0; 1; 0; 1:
D’autre part on a 2 chois possibles pour a. Ainsi le nombre des r possibles est
12. Or 12 est exactement le nombre total des automorphismes et des anti-
automorphismes de M2F2. 
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