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Рассматриваются основные подходы к определению понятия «искусственный интел-
лект», на конкретных примерах описываются возможные проблемы, которые может 
повлечь дальнейшее применение искусственного интеллекта, а также пути их преодо-
ления. Обозначены вызовы, которые стоят перед учёными-правоведами и практи-
ками: определение статуса искусственного интеллекта, ответственности за его дей-
ствия и, соответственно, поиск наиболее приемлемого способа трансформации зако-
нодательства, регулирующего применение искусственного интеллекта. 
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The subject. Possible problems that may lead to further use of artificial intelligence, as well 
as ways to overcome them are studied.  
The purpose of the article is to identify the principles of the legal status of artificial intelligence.  
The methodology includes formal-logical method, systematic approach, formal-legal 
method, comparative method, analysis, synthesis.  
The main results of the research. The basic approaches to the definition of the concept of 
artificial intelligence are examined, specific examples are given, the problems that can 
cause the further use of artificial intelligence are analyzed. Artificial intelligence as a com-
plex computing system is characterized by: variability in decision-making, a certain degree 
of autonomy when working, as well as the ability to take into account the experience gained 
from previously made decisions and use it to correct them. The challenges that are facing 
both the legislators and scientists are identified, such as: determining the status of artificial 
intelligence, responsibility for its actions and, accordingly, finding the most acceptable way 
to transform legislation governing the use of artificial intelligence.  
Conclusions. Artificial intelligence, due to both its novelty and certain functioning features, 
causes disagreement in the scientific community regarding the permissible limits of its ap-
plication, its legal status, responsibility for the results of its activities, as well as on many 
other related issues. Today there is no unity of opinion even in relation to the definition of 
the term “artificial intelligence”, which is largely due to the previously mentioned features.  
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 Therefore, in a world of continuous scientific and technological progress, where artificial 
intelligence plays an increasing role, we should continue to study these technologies in or-
der to: firstly, determine their role and place in the future of humanity; secondly, to define 
the permissible limits of the use of artificial intelligence in order not to harm individual peo-
ple or groups of people; thirdly, based on an understanding of the nature and principles of 
artificial intelligence, transform legislation in such a way that it best meets the challenges, 
which legal scholars will have to face in the future. 
____________________________________________ 
 
1. Введение 
В настоящее время в мире поступательно дви-
жется технический прогресс, качественные сдвиги в 
котором стали отчетливо заметны еще в середине 
XX века. С этого времени, следуя по пути интенсифи-
кации производства и повышения качества выполня-
емой работы, люди постоянно создавали и совер-
шенствовали роботизированные механизмы, кото-
рые впоследствии стали неотъемлемой частью их 
жизни, выйдя за рамки одной лишь производствен-
ной сферы.  
Ввиду этого перед современными исследова-
телями встал вопрос о статусе роботизированных 
механизмов. Разумеется, он неразрывно связан с ис-
кусственным интеллектом как самой многообещаю-
щей технологией, способной заменить людей в вы-
полнении определенного ряда функций, что в пер-
спективе может поднять жизнь людей на каче-
ственно иной уровень, чем тот, который доступен на 
данном этапе развития технологий.  
Вопрос о статусе и роли искусственного интел-
лекта находится в непосредственной взаимосвязи с 
некоторыми проблемами, вызванными недостаточ-
ным правовым регулированием способов и сфер при-
менения искусственного интеллекта, а иногда и пол-
ным его отсутствием, ввиду чего возникает необходи-
мость обозначить вызовы, которые, по нашему мне-
нию, в дальнейшем будут становиться всё более акту-
альными как для законодателя, так и для ученых-пра-
воведов. В этой связи нельзя не согласиться с мне-
нием О.А. Ястребова, который определил необходи-
мость совершенствования правового регулирования 
искусственного интеллекта как одно «из важнейших 
направлений развития российского права» [1, с. 315]. 
2. Понятие искусственного интеллекта 
Научно-технический прогресс, как было ска-
зано выше, развивается непрерывно, тем самым вы-
зывая необходимость в столь же непрерывном изу-
чении появляющихся технологий. Так, например, на 
ранних этапах развития робототехники предполага-
лось, что робот является не более чем машиной, спо-
собной действовать исключительно по заданным 
разработчиком программы алгоритмам. Однако 
дальнейшее развитие робототехники и программи- 
рования, результатом которого стало появление ис-
кусственного интеллекта, вызвало необходимость в 
переосмыслении нашего представления о роботах и 
их потенциальных возможностях. Дело в  том, что ис-
кусственный интеллект, в отличие от «обычного» ро-
бота, обладает способностью к самостоятельному 
принятию решений на основе полученных данных, 
чем, безусловно, превосходит программы, неспо-
собные выйти за рамки прописанных алгоритмов. 
Данное обстоятельство позволяет нам говорить об 
искусственном интеллекте как о «следующей стадии 
развития робототехники» [2, с. 83]. Кроме того, ис-
кусственный интеллект способен также анализиро-
вать собственные ранее принятые решения и изме-
нять их, то есть действовать альтернативно. Нередко 
эту отличительную особенность называют способно-
стью к самообучению, чем придают технологии ис-
кусственного интеллекта схожесть с возможностями 
человеческого разума (например, в ГОСТ Р ИСО 
8373-2014 «Роботы и робототехнические устройства. 
Термины и определения», термины «разумный ро-
бот» и «робот с элементами искусственного интел-
лекта» приведены в качестве синонимов). 
Таким образом возникает закономерный во-
прос относительно определения искусственного ин-
теллекта. В научной среде не сложилось единого 
мнения по данному вопросу, что обусловлено как 
новизной искусственного интеллекта, так и тем, что 
до сих пор его возможности остаются неизученными 
ввиду ранее описанной способности принимать аль-
тернативные решения, но поскольку наша работа по-
священа проблемным аспектам применения данной 
технологии, мы не можем обойтись без её дефини-
ции. Для этого нам следует привести те характерные 
черты искусственного интеллекта, которые традици-
онно выделяются исследователями. 
Обратимся к работе И.В. Понкина и А.И. Редь-
киной, посвящённой искусственному интеллекту, 
выделив некоторые признаки, присущие ему, по 
мнению авторов: «высокая степень субстантивности 
и в целом автономности, способность саморефе-
рентно адаптировать собственное поведение и са-
мообучаться, самостоятельно моделировать алго-
ритмы для решения проблем» [3, с. 95]. Кроме того, 
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схожие характеристики искусственного интеллекта 
выделяются в работе, посвящённой робототехнике, 
под редакцией А.В. Незнамова: способность анализи-
ровать окружающую среду, определённая автоном-
ность при реализации алгоритма и способность к са-
мообучению [4, с. 23]. П.М. Морхат в своей моногра-
фии, как и указанные выше исследователи, в числе 
прочих признаков также приводит: способность к са-
моорганизации и самоадаптированию, обучению и 
самообучению и антропоморфно-разумному само-
стоятельному принятию решений [5, с. 69].  
Приведённые характеристики во многом кор-
релируют с ранее сказанным. Следовательно, мы 
можем сделать вывод, что искусственный интеллект 
как сложная вычислительная система характеризу-
ется: вариативностью при принятии решений, опре-
делённой степенью автономности при работе, а 
также способностью учитывать полученный от ранее 
принятых решений опыт и использовать его для их 
корректировки.  
3. Пределы применения искусственного интел-
лекта 
В наше время технологии искусственного интел-
лекта уже активно используются в самых разных сфе-
рах жизнедеятельности людей: от медицины и тяже-
лой промышленности до разработки компьютерных 
игр и создания фильмов. Уже сейчас можно с уверен-
ностью утверждать, что по прошествии некоторого 
времени искусственный интеллект будет использо-
ваться практически в любой деятельности, возможно, 
и во всех без исключения, став, тем самым, надежным 
помощником человека в выполнении целого ряда за-
дач – от простейших до самых сложных. 
Так, можно привести пример с использованием 
искусственного интеллекта в юриспруденции. В по-
следнее время всё чаще ставится вопрос о возмож-
ности и необходимости использования искусствен-
ного интеллекта при рассмотрении судебных дел. В 
качестве аргументов в поддержку этого нововведе-
ния могут быть приведены: беспристрастность ис-
кусственного интеллекта, его неподкупность и стро-
гое следование предписаниям законодательства 
(особенно при вынесении судебных решений, по-
скольку вопрос об уменьшении допустимых преде-
лов судейского усмотрения остаётся актуальным и 
по сей день [6, с. 49]). С одной стороны, данные 
предложения вполне уместны в современных реа-
лиях российской судебной системы, принимая во 
внимание чрезмерную загруженность судей и, на 
наш взгляд, излишний бюрократизм, которые, бес-
спорно, не могут не оказывать негативного влияния 
и на сам процесс судебного разбирательства, и на 
качество выносимых решений. 
С другой стороны, остаётся не вполне ясным, 
как именно должен использоваться искусственный 
интеллект в судопроизводстве, и каковы будут пре-
делы его применения, поскольку, в частности, судья 
Конституционного Суда РФ Г.А. Гаджиев полагает, 
что роботы «не способны принимать решения, кото-
рые принимает суд». Подобное мнение представля-
ется вполне обоснованным ввиду того, что судьи, по-
мимо непосредственно правовых норм, должны ру-
ководствоваться в процессе принятия решений мо-
ралью и этическими стандартами, принимать во вни-
мание целый ряд других показателей, которые, по 
крайней мере на данном этапе развития технологий, 
пока не представляется возможным загрузить в базу 
данных искусственного интеллекта, в алгоритмы, на 
основе которых он выстраивает свои решения. 
Кроме того, нельзя не отметить, что ответ на вопрос 
о неподкупности и беспристрастности искусствен-
ного интеллекта отнюдь не является таким одно-
значным, как это может показаться на первый 
взгляд. Так, например, Т.С. Заплатина в своей статье 
обоснованно указывает, что искусственный интел-
лект даже при наличии определённой степени авто-
номности не может быть абсолютно независимым, 
так как «программы ИИ могут включать в себя пред-
взятость их программистов и других людей, с кото-
рыми они взаимодействуют» [7, с. 165].   
Тем не менее, следует признать, что технологии 
искусственного интеллекта могут оказывать положи-
тельное воздействие на осуществление своей дея-
тельности юристами, выступая в качестве помощника. 
Так, например, В.А. Жилкин в статье, посвящённой 
описанию применения искусственного интеллекта и 
цифровых технологий в юриспруденции на примере 
Финляндии, отмечает, что уже в наше время искус-
ственный интеллект способен анализировать юриди-
ческие документы, справляться с рутинными юриди-
ческими функциями. Кроме того, он также указывает, 
что ввиду перехода на электронные носители инфор-
мации при подготовке судебных дел существенно 
снижается объём бумажной документации [8, с. 18]. 
Однако и тут возникают трудности, поскольку эти но-
вовведения можно оценивать по-разному. Так, с од-
ной стороны, подобные изменения оказывают благо-
творное влияние на сроки и процесс рассмотрения су-
дебных дел, так как, во-первых, уменьшаются сроки 
их подготовки и рассмотрения, во-вторых, снижается 
вероятность допущения ошибок ввиду человеческого 
фактора. С другой стороны, это неизбежно ведёт к по-
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тере рабочих мест для дипломированных специали-
стов, которые, вероятнее всего, будут массово сокра-
щаться при повсеместном внедрении описываемых 
технологий. Особенно остро данная проблема, с 
наибольшей вероятностью, затронет ту категорию 
юристов, которые ещё не имеют достаточного опыта 
или квалификации для выполнения более сложных 
юридических функций, всё ещё недоступных для ис-
кусственного интеллекта; разумеется, речь идёт о тех, 
кто недавно закончил учебные заведения или же во-
все продолжает обучение, так как именно они обычно 
выполняют подобные задачи. 
Следовательно, на примере внедрения техно-
логий искусственного интеллекта в юридическую 
сферу мы можем убедиться, что данный процесс, 
наряду с преимуществами, несёт в себе немало 
спорных моментов и вопросов относительно нега-
тивных последствий подобных инноваций, а также 
их целесообразности вообще.  
Но, добавим, что, поскольку научно-техниче-
ский прогресс развивается непрерывно, искусствен-
ный интеллект будет играть всё более значимую 
роль в нашей жизни вообще и в юриспруденции в 
частности, а потому необходимо с должным внима-
нием подойти к изучению возможных проблем, ко-
торые неизбежно будут возникать в процессе его 
дальнейшего использования. 
4.  Проблемные аспекты, связанные с исполь-
зованием искусственного интеллекта 
В первую очередь, несмотря на довольно рас-
пространённое мнение о том, что развитие научно-
технического прогресса с повсеместным внедре-
нием вычислительных технологий уменьшает коли-
чество ошибок, возникающих из-за «человеческого 
фактора», отметим, что пока ещё не представляется 
возможным говорить о безупречной работе искус-
ственного интеллекта. Так, например, всегда имеет 
место опасность допущения серьёзных ошибок в ра-
боте вследствие неправильно прописанного сим-
вола в алгоритме или же просто сбоя системы из-за 
перегруженности механизмов. А поскольку техноло-
гиям искусственного интеллекта доверяется всё бо-
лее важная работа, последствия таких ошибок могут 
вызвать непредвиденные и крайне нежелательные 
последствия, что особо отчётливо проявляется в та-
ких сферах применения искусственного интеллекта, 
как, например, медицина, где под угрозой может 
оказаться жизнь и здоровье людей, или же в банков-
ская система, где ошибки могут привести к ощути-
мым экономическим потерям.  
В непосредственной взаимосвязи с существую-
щей возможностью совершения искусственным ин- 
теллектом ошибки в своей работе и, как следствие, 
негативного результата, находится проблема квали-
фикации ответственности за ранее упомянутые 
ошибки, совершённые искусственным интеллектом, 
которая представляется нам одной из ключевых и 
наиболее актуальных на сегодняшний момент. Так, 
среди современных исследователей нет единого 
мнения о том, каким образом следует квалифициро-
вать результаты действий искусственного интел-
лекта, если они повлекли ущерб. Существует три ос-
новных концепции: во-первых, признание ответ-
ственным того, кто использовал искусственный ин-
теллект (например, работник организации, уполно-
моченный на выполнение определённых задач с 
применением искусственного интеллекта), во-вто-
рых, программист (разработчик программного обес-
печения), если ошибка произошла ввиду ошибки 
или сбоя, в-третьих, лицо, которому принадлежат 
права на искусственный интеллект [9, с. 24].  
Также имеет место ещё одна точка зрения, во 
многом коррелируемая с вопросом о возможности 
признания искусственного интеллекта субъектом 
права. П.М. Морхат, анализируя данную концепцию, 
отмечает следующее: несмотря на то, что наиболее 
часто за ошибки искусственного интеллекта несут от-
ветственность разработчики данной технологии, тем 
не менее, имеют место случаи, когда поведение ро-
ботов не будет согласовываться с изначально задан-
ными алгоритмами. Подобная ситуация возможна, 
поскольку, как было сказано ранее, отличительной 
особенностью искусственного интеллекта является 
его способность к самообучению [10, с. 72]. Таким 
образом, возникает вопрос, кто будет нести ответ-
ственность в этом случае? На сегодняшний день от-
вета на данный вопрос нет, что во многом обуслов-
лено как сложностью и новизной самой технологии, 
так и дискуссионными вопросами относительно при-
знания или непризнания правосубъектности искус-
ственного интеллекта. Более того, обратившись к со-
временному законодательству, мы также не найдём 
ответа на поставленный вопрос. По крайней мере, 
мы с уверенностью можем констатировать, что на 
сегодняшний день законодатель не признаёт право-
субъектность искусственного интеллекта, а следова-
тельно, и его деликтоспособность [11, с. 45].  
5. Подходы к понимаю искусственного интел-
лекта: тенденция и современность 
Как было сказано ранее, современное россий-
ское законодательство не признаёт искусственный 
интеллект правосубъектным, однако при этом сле-
дует отметить, что данное обстоятельство вовсе не 
означает, что впоследствии искусственный интел- 
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лект не изменит своего правового статуса. Так, го-
воря о перспективах развития законодательства об 
искусственном интеллекте, мы можем привести не-
сколько наиболее распространённых подходов, 
предлагающих варианты совершенствования зако-
нодательства в данной сфере. Первый подход осно-
вывается, как было ранее нами упомянуто, на идее 
признания искусственного интеллекта самостоя-
тельным участником правоотношений, «электрон-
ным лицом». Так, например, О. А. Ястребов рассмат-
ривает возможность наделения искусственного ин-
теллекта правосубъектностью в контексте понима-
ния правосубъектности Г. Кельзена как совокупности 
прав и обязанностей, содержанием которых явля-
ется определённое поведение [12, с. 48–49]. Однако 
данный подход оставляет открытым ранее упомяну-
тый нами вопрос об ответственности за ошибки ис-
кусственного интеллекта. Так, остаётся не вполне яс-
ным, кто и каким образом будет нести ответствен-
ность за неисполнение искусственным интеллектом 
взятого на себя обязательства? Кроме того, можем 
предположить, что реализация данной модели на 
практике вызовет необходимость в принципиально 
ином качественном преобразовании законодатель-
ства, не ограничиваясь рамками изменения какой-
либо отдельной отрасли или нескольких отраслей. 
П.М. Морхат пишет о возможности признания «элек-
тронного лица» – юридической фикции, поскольку 
признание его правосубъектности, аналогичной че-
ловеку, в дальнейшем может повлечь за собой труд-
ности, связанные с тем, что права роботов на опре-
делённом этапе войдут в противоречие с правами 
людей [13, с. 76]. Следовательно, для реализации 
описываемого подхода в дальнейшем ещё потребу-
ется «значительная теоретическая и практическая 
разработка законодательства» [14, с. 372]. Но, 
вполне возможно, что в долгосрочной перспективе 
именно такой подход будет положен в основу буду-
щих законодательных преобразований.  
Второй подход заключается в признании искус-
ственного интеллекта объектом права. На сегодняш-
ний день подобный вариант остаётся наиболее при-
емлемым, так как с одной стороны, не вызывает столь 
дискуссионные вопросы, а с другой – соответствует 
современному уровню развития технологий в области 
искусственного интеллекта. Кроме того, вопрос об от-
ветственности за действия искусственного интеллекта 
при признании его объектом права не будет таким 
проблемным, поскольку в случае совершения им, 
например, ошибки, повлекшей негативные послед-
ствия, ответственность будет лежать на том, кому при-
надлежат права на искусственный интеллект (владе-
лец или собственник), разработчик программного 
обеспечения, если ошибка явилась следствием про-
блем с алгоритмами, или же компания-производи-
тель. Интересно мнение С.А. Соменкова, который 
обоснованно заметил, что компании-производители 
систем искусственного интеллекта могут быть заинте-
ресованы в утрате их разработок статуса объекта, так 
как подобное позволит избежать ответственности за 
некачественную продукцию [15, с. 84]. Таким обра-
зом, мы можем предположить, что несмотря на то, 
что на сегодняшний день признание искусственного 
интеллекта объектом права всё ещё является наибо-
лее приемлемым способом регулирования данной 
сферы, но в дальнейшем, наиболее вероятно, искус-
ственный интеллект станет участником правоотноше-
ний, приобретя статут субъекта права. 
6. Заключение 
Подводя итог всему вышесказанному, мы 
должны резюмировать, что сегодня технологии ис-
кусственного интеллекта по-прежнему не до конца 
изучены ввиду сложности своих систем, способности 
к самообучению и изменению поведения. Так, особо 
стоит отметить, что при рассмотрении вопроса о 
дальнейшем изменении статуса искусственного ин-
теллекта законодатель должен комплексно подхо-
дить к изучению преимуществ и недостатков, кото-
рые имеют технологии искусственного интеллекта, 
возможности их отрицательного воздействия на те 
или иные сферы их применения как, например, воз-
можное отрицательное влияние на наличие рабочих 
мест для некоторых категорий работников, чьи функ-
ции способен выполнять искусственный интеллект. 
Остаются открытыми вопросы относительно ответ-
ственности за ошибки искусственного интеллекта и 
их последствия, а также о возможности совершения 
их искусственным интеллектом вообще. Тем не ме-
нее, необходимо признать, что в мире непрерывно 
продолжающегося научно-технического прогресса, 
где искусственный интеллект играет всё большую 
роль, следует продолжать изучение данных техноло-
гий для того, чтобы: во-первых, определить их роль 
и место в будущем человечества, во-вторых, обозна- 
чить допустимые пределы применения искусствен-
ного интеллекта с тем, чтобы не навредить отдельно 
взятым людям или группам людей, в-третьих, на ос-
нове понимания природы и принципов работы ис-
кусственного интеллекта трансформировать законо-
дательство таким образом, чтобы оно в наилучшей 
степени отвечало вызовам, с которыми учёным-пра-
воведам ещё предстоит столкнуться в будущем. 
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