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Abstract 
Given a Cartesian product G = GI x x G,, (m > 2) of nontrivial connected graphs G, and 
the base d, dimension D de Bruijn graph B(d,D), it is investigated under which conditions G is 
(or is not) a subgraph of B(d, D). We present a complete solution of this problem for the case 
D 3 4. For D = 3, we give partial results including a complete solution for the case that G is a 
torus, i.e., G is the Cartesian product of cycles. 
Kqwor& de Bruijn graphs; Cartesian products of graphs; Interconnection etworks; Subgraph 
embeddings; Hypercubes; Tori; Parallel and distributed computing 
1. Introduction 
In the context of parallel and distributed computation, the problem of embedding one 
interconnection network into another one is of fundamental importance and has gained 
considerable attention during the recent years. Among the various graphs that have 
been proposed as interconnection networks for parallel computers, Cartesian product 
graphs (as hypercubes, grids, and tori) and shuffle-oriented graphs (as shuffle-exchange 
graphs and de Bruijn graphs) are among the most popular ones. In the present paper, 
we deal with the problem of subgraph containment of Cartesian product graphs in 
de Bruijn graphs and present results completely settling several of the relevant subcases, 
thereby improving previous results of Andreae et al. [I] and Heydemann et al. [6, 71. 
For general information on interconnection networks and, in particular, on containment 
and embedding results, we refer to [2, 3, 9, lo] and the literature mentioned there; for 
applications, e.g. in the field of parallel image processing and pattern recognition, see 
[S, 1 l-131. 
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All graphs considered in this paper are simple, i.e. have no loops or multiple edges. 
If G is a graph, then V(G) and E(G) denote the set of vertices and the set of edges 
of G, respectively. Our terminology is standard; for graph-theoretic terminology not 
explained here, we refer to [4]. For graphs Gi (i = 1,. . . , m), the Cartesian product 
GI x x G, is the graph with vertex set Y(Gi ) x . . x Y(G,) where two ver- 
tices (al,. . .,a,), (bl,. . . ,b,) are joined by an edge if and only if there exists an 
i E { 1,. . . , m} such that aj = bj for all j # i and such that there is an edge of Gi join- 
ing ai with bi. For integers d, D > 2, the directed de Bruijn graph &d,D) has as 
its vertex set the set of D-tuples (al,. . . , ao) where the entries ai are integers with 
0 < ai 6 d-l, and there exists an arc from (al,...,ao) to (bl,...,bD) if and only 
if 6, = ai+l (i = 1,. . , D - 1). The corresponding undirected de Bruijn graph B(d, D) 
results from @d,D) by ignoring the orientations of the arcs, suppressing loops, and 
identifying each pair of multiple edges; d is called the base of B(d,D) and D is its 
dimension. We remark that D is equal to the diameter of &d,D) (which is the same 
as the diameter of B(d,D)) and d equals the indegree (and outdegree) of each vertex 
of&d, 0). A graph is nontrivial if it has at least two vertices. The symbol K,, denotes 
the complete graph with n vertices; K,,,, denotes the complete bipartite graph with 
color classes of cardinality n and m, respectively; P,,(C,) denotes the path (cycle) with 
n vertices, where, in the case of a cycle, n 3 3 is assumed; a cycle with n vertices is 
called an n-cycle. We write H C G to indicate that H is a subgraph of G. 
Tori, grids, and hypercubes can, in terms of the Cartesian product, be defined as 
follows. For m 2 2, a graph G is an m-dimensional grid (torus) if G is the Cartesian 
product of m nontrivial paths (cycles). The m-dimensional hypercube H(m) is the 
graph Gi x . x G,, where all Gi are complete graphs K2; for m = 3, H(m) is called 
a cube. 
For graphs G,H, a subgraph embedding q : G + H is an injective mapping cp: 
V(G)+V(H) such that cp(x)cp(y) is an edge of H whenever xy is an edge of G. 
In the present paper, we do not consider any kind of embeddings other than subgraph 
embeddings, and thus we several times just say “embedding” instead of “subgraph 
embedding”. 
Given a Cartesian product G = G, x . . f x G, (m 3 2) of nontrivial connected graphs 
Gi and a de Bruijn graph B(d,D) such that IGI = jB(d,D)I( =do), it was investigated 
in [l] under which conditions G is a spanning subgraph of B(d,D). A closely re- 
lated question was examined by Heydemann et al. [6, 71 who, for grids, hypercubes, 
and (occasionally) tori, considered embeddings of G = Gi x x G, into an opti- 
mal de Bruijn graph (with respect to G), i.e., into a de Bruijn graph B(d,D) with 
min{do-‘, (d - l)D} < 1 GI < dD. In the present paper, we consider the more general 
question whether a given Cartesian product G = Gi x x G, (m > 2) of nontrivial 
connected G, is a subgraph of a given de Bruijn graph B(d, D), i.e., we do not restrict 
our investigations to spanning subgraphs or to optimal de Bruijn graphs. We do not 
attack the case D = 2 here since the methods to be employed for D = 2 (and also the 
expected results) appear to be quite different from the case D > 3. We now present 
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our main results (Theorems l-4), always assuming that G = G1 x x G, (m 2 2) 
is a Cartesian product of nontrivial connected graphs G, and that d,D are integers with 
d 3 2, D > 3. 
(1) Theorem 1 contains a series of conditions each of which implies the non- 
existence of subgraph embeddings cp : G -+ B(d, D) other than the “trivial ones” (which 
are, roughly speaking, the embeddings obtained by observing that certain subgraphs 
of B(d, D) isomorphic to Kd,d or K(i,d_1 can easily be found). Among other results, 
Theorem 1 completely settles the case m 3 3 and also the case m = 2, G1 nonbipartite, 
/G21 3 3; further, the case G = G1 x K2 with GI being bipartite and not 2-connected is 
the only case left open by Theorem 1 for D 3 5. 
(2) Theorem 2 settles the before-mentioned case which was left open by Theorem 1 
for D 3 5. 
(3) For D = 4, the only case left open by Theorem 1 is the case G = G1 x K2 (where, 
in contrast to the case D 3 5, G1 may be arbitrary). Theorem 3 characterizes the graphs 
G, for which G, x & C B(d,4), thus providing a complete solution of our problem for 
D = 4. We also present some corollaries of Theorem 3. 
(4) For D = 3, we do not have a complete solution of the problem but (in addition 
to the partial results for D=3 mentioned in (1)) we have obtained a complete answer 
for a particularly interesting class of Cartesian product graphs, namely the class of 
tori: Theorem 4 states that, for a torus G= GI x ‘. x G,,,, there exists a nontrivial 
subgraph embedding cp : G + B(d, 3) if and only if G = C,, x C,, for n = 2 (mod 4) and 
d 3 max{t,S}. 
Our results extend and improve several of the results previously obtained in [ 1, 6, 71. 
For example, in the appendix of [6] a (nontrivial) embedding 40 :Cl0 x Cl0 + B(d, 3) 
for d = 5 is given which by means of our Theorem 4 has found its natural generali- 
zation. 
The paper is organized as follows. In the remainder of this section, we collect some 
basic graph-theoretic definitions and notational conventions. Thereafter, in Section 2, we 
prepare the proofs of the main results by collecting a series of lemmas. The remaining 
sections contain the above-mentioned theorems and their proofs. 
If x, y are adjacent vertices of a graph, then the edge joining x and y is denoted by 
x1’ or x-y; similarly, if in a digraph there exists an arc from a vertex x to a vertex y, 
then this arc is denoted by (x, 2~) or x + y. For a graph G and X C V(G), we use the 
notation G[X] for the subgraph of G induced by X. For a graph G with vertex set V, 
we define G ~ X := G[V\X] for X C V; we usually write G - x instead of G - {x}. 
The degree of a vertex L’ of a graph G is denoted by degctl, and A(G) denotes the 
maximum degree of G. The distance of x and !: in the graph G is denoted by dc(x, y) 
(for x, _v E V(G)). As usual, a (directed) stalk of length k in a graph (digraph) G is 
a sequence (~0, III,. . , c’k) of vertices of G such that L’,_ 1 - r, (c,_ 1 + L.,) is an edge 
(arc) of G (i = 1,. , k); a (directed) walk is a (dirc>cted) trail if its edges (arcs) are 
pairwise distinct. For a graph G, the set of its components is denoted by camp G. The 
symbol Z, denotes the integers modulo Y. 
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2. Preliminaries 
In this section, we present a series of lemmas preparing the proofs of the subsequent 
theorems. Let C be a 4-cycle and assume that the digraph 2 results from C by assigning 
to each edge of C one of its two possible orientations. We call C a cycle of type t if t 
is the maximum length of a directed trail contained in C. Then, of course, 1 6 t 6 4, 
and for each such t there is (up to isomorphism) just one cycle of type t, namely, 
every cycle of type 1 is of the form X -+y+-z-+w+-x and cycles of type 2, 3, and 
4 are of the form x+y+ztwtx, x+y+z+wtx, and x+y+z+w+x, 
respectively. If x+ y+z+wtx is a cycle of type 3, then x+ ytz+wtx is 
called the corresponding cycle of type 1. 
Lemmas l-3 contain useful observations on 4-cycles in &d,D); proofs can be 
found in [l], but alternatively the reader can readily prove these lemmas without 
consulting [ 11. 
Lemma 1. &d,D) contains no cycle of type 2. 
Lemma 2. If&d,D) contains a cycle of type 3, then it also contains the correspond- 
ing cycle of type 1. 
Lemma 3. Let x+ycz+wtx b e a cycle of type 1 contained in &d,D) with 
x=(x,,..., x0), y=(yl,..., Y~),z=(z~ ,..., ZD), w=(w, ,..., wD). Then xi=zi=yi-l= 
wi_l (i=2,...,D). 
A 4-cycle C :x-y-z-w-x of B(d, D) is of type 4 if x +y-+z-+w--+xorx+-yc 
zt w t-x is contained in B(d,D). An edge x-y of B(d,D) is called a double edge 
if both x+ y and x t y are arcs of B(d,D). A vertex a=(al,. . .,a~) of B(d,D) 
is k-periodic if ai = ai+k (1 < i < D - k). Observe that each vertex of a cycle of 
type 4 is 4-periodic and each vertex of a double edge is 2-periodic (and thus also 
4-periodic); these simple observations will be used several times without explicit 
mention. 
Lemma 4. IJ‘D 2 4, then every vertex of B(d, D) is contained in at most one cycle 
of type 4, and if D = 3, then every edge of B(d, D) is contained in at most one cycle 
of type 4. Similarly, if D > 4, then a cycle of type 4 and a double edge of B(d,D) 
cannot have a vertex in common, and if D = 3, then no edge of a cycle of type 4 is 
a double edge. 
Proof. Let C :x-y-z-w-x be a cycle of type 4 in B(d, D) such that x -+ y -+ z --+ w --+x 
is in &d, D) and let x = (x i ,..., xo). If D > 4, then y=(X2 ,..., XD,XD_~), z=(xs ,..., 
XD,XD-~,XD-~), w =(x4,. . ,xD,xD-3,xD-2,xD_l), and thus y,z, w are uniquely deter- 
mined by x; moreover, x cannot be 2-periodic since this would imply x =z. This proves 
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Lemma 4 for the case D 3 4. Now let D=3. Then X=(XI,XZ,X~) and Y=(x~,x~,x~) 
for some x4 E (0,. . . , d - l}. It follows that 2=(x3,x4,x,) and w=(x~,xI,xz), which 
means that z and w are uniquely determined by x and y. Moreover, x - y cannot be 
a double edge since this would imply x1 =x3, x2 =x4, and thus we would have x = Z. 
This settles the case D = 3. 0 
Lemma 5. For D 3 4, let a = (a,, . . ,ao), c=(c~,...,cb) be u pair of opposite ver- 
tices of a cycle of’ type 4 contained in B(d, D). Then ai # c: jar at least one i E (2,. . , 
D- l}. 
Proof. Let a +x + c 4 y + a be a cycle of type 4 contained in &d, 0). Then 
x=(az,..., m,ao-3>, c=(cI,..., c~)=(a3,...,ao,ao-3,ao-z), and y=(a4,...,m, 
an_3, an_2, an_ I). Suppose that ai = ci for i = 2,. . . , D - 1. Then it follows that x = y, 
which is impossible. 0 
A graph G is a ladder (closed ladder) if it is isomorphic to the Cartesian product 
G, x K2 for a path (cycle) G,. For a ladder L with 2n vertices choose the notations 
of the vertices such that V(L) = {<l,. . . , <,,, qi ,..., qn}, E(L)={i’ii”i+l,Ilivi+l: i= I...., 
n- I}U{&qj: i=l,..., n}. Then the edge &vi is called the ith rung of L; ti n; is an 
outer rung if i = 1 or n, and an inner rung otherwise; <,, q,, is the last rung of L. Note 
that these definitions are dependent on the choice of the notations for the vertices of 
L and thus, whenever we talk about the rungs of a ladder, we implicitly assume that, 
as above, some fixed choice of notations is given. A similar remark holds for closed 
ladders. Note also that ladders L are bipartite graphs, so that it makes sense to talk 
about the two color classes of L. 
A ladder L C B(d, D) is simple if (i) L has at least two rungs, (ii) no 4-cycle of L 
is of type 4, and (iii) no inner rung is a double edge. 
By iterated application of the Lemmas 1-3, one readily obtains the following lemma 
(which is a generalized, undirected version of Lemma 3). 
Lemma 3’. For a simple ladder L C B(d, D), let xy be the first, z’w’ the second, and 
zw the last rung of L, where the notations are chosen such thut x,z’,z ure in the same 
color cluss of L and such that the 4-cycle x -+ y t z’ + w’ t x is contained in B(d, 0). 
(Note thut this choice is &ways possible.) Let x = (xl,. . .,x-r,), y = (~1,. , yo), z = 
(ZI . . . . . ZD), WJ=(WI ,..., we). Then xi=zi=yi_~=w_~(i=2 ,..., 0). 
The proof of the next lemma is based on the following observation. Let L C B(d, D) 
be a simple ladder and k be a positive integer with k<D. Then at most two of the 
four vertices on the outer rungs of L are k-periodic because, otherwise, by Lemma 3’ 
there would be a k-periodic vertex a= (at,. . . , an) on the first rung and a k-periodic 
vertex h=(bt,...,b~) on the last rung such that a;=bi (i=2,...,D) or al_l=bi_l 
(i = 2,. . . , D). which, in either case, would imply the contradiction a = 6. 
8 7: Andreue et al. /Discrete Applied Mathematics 79 (1997) 3-34 
Lemma 6. fl D 3 5, then 
(i) every ladder LCB(d, D) contains at most one cycle of type 4 and at most one 
rung which is a double edge, and L never contains both a cycle of type 4 and a 
rung which is a double edge, 
(ii) for a closed ladder L C B(d, D), none of its 4-cycles is of type 4. 
Proof. Assuming that the lemma is false, one obtains from Lemma 4 that there exists 
a simple ladder L’CL such that the first rung as well as the last rung of L’ is a double 
edge or an edge of a cycle of type 4, contradicting the observation in the paragraph 
before Lemma 6. 0 
A walk (x0,x1,. . . ,xt) of B(d,D) is an ahernating walk if Xi+x;+r E&d,D) for all 
even i,x; -xi+] ~$(d, D) for all odd i or if, conversely, xi +Xi+r l $(d, D) for all even 
i, xi +x;+ 1 E&d, D) for all odd i. 
Lemma 7. For D > 3, let e=aa’, f = bb’ be double edges of B(d, D) and let (x0 =a, 
xI,...,xr=b) be an alternating walk of B(d,D). Then e=f; further, a=b,a’=b’, if 
t is even, and a= b’, a’ = b otherwise. 
Proof. We consider the case that xi--+.ri+r E&d,D) for all even i and xicxi+t E 
&d, D) for all odd i; the remaining case can be treated analogously. Let a=(al, . . , a~), 
a’=(a{,.. .,a;), b=(bl,..., bb), b’=(b{,. ..,bb), and xi=(xi,r ,..., xi,o) for i=O ,..., t. 
Since e, f are double edges, the vertices a, b, a’, 6’ are 2-periodic with a’, = a2, ai =a,, 
b’,=bI, b’,=bl. By induction on i=O,...,t, one obtains xi.j=aj (j=2,...,D) for all 
even i and xi,j=ai+r (j=l,..., D - 1) for all odd i. Hence b=(b1,a2,...,ab) if t is 
even and b=(az,..., an, bb) if t is odd. Now the 2-periodicity of b, together with the 
assumption D > 3, yields the assertion. 0 
For a Cartesian product Gt x . . . x G,, a subgraph H of Gr x . . . x G, is called 
l-dimensional if there exists an i such that, for any pair of vertices a=(al,. .,a,,,), 
b=(b,,..., b,) of H, a,=bj for all j#i. A 4-cycle CCG~X ... xG, which is not 
1 -dimensional is called 2-dimensional. 
A proof of the next lemma was given in [l], however, in order to make the paper 
self-contained, we also present the proof here. 
Lemma 8. Let G = G1 x . x G, be the Cartesian product of m 3 2 nontrivial con- 
nected graphs and let N be an equivalence relation on the vertex set of G. As- 
sume that a-c for all vertices a, c which form a pair of opposite vertices on some 
2-dimensional 4-cycle of G. Then the partition of V(G) corresponding to N consists 
of at most two classes. Moreover, tf G is bipartite and A is a color class of G, then 
a N a' for all a, a’ EA. 
Proof. Since every connected graph contains a spanning tree, it clearly suffices to prove 
the lemma for the case that the graphs Gi are trees. Then the graph G is bipartite since 
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it is the Cartesian product of bipartite graphs. Let A be a color class of G and pick 
a, bEA. We claim that a N b (which implies the lemma). Note that, in order to prove 
our claim, it suffices to consider the case when &(a, b) = 2 since the general case can 
be settled by iterated application of the distance-two case. Let P=(a,x, b) be a path 
of G. If a, b is a pair of opposite vertices on a 2-dimensional 4-cycle of G then we 
are done; otherwise P is a I-dimensional subpath of G and (since the graphs G, are 
nontrivial) there exists a l-dimensional subpath P’ = (a’, x’, b’) of G such that Pn P’ = 01 
and ua’,.ux’, bb’ EE(G). Hence a N x’ N b. 0 
Lemma 9. Let G=Gl x GZ be the Curtesiun product of connected graphs Gi bcith 
lG,/ 3 3 (i=1,2). A ssume that G is bipurtite und let a, b be vertices of distinct color 
clc.sses. Then G - {u, b} is connected. 
Proof. Suppose that G - {a, b} is disconnected and let (xl ,x2 ), (yl , y2 ) be vertices of 
G - {a, b} which are in distinct components. Since IGil > 3 (i= 1,2), we can choose 
paths PI &Cl. PzCG2 such that Ifi] 3 3 andx;,yiEfi (i=1,2). Let G’:=Pj xP~. Then, 
clearly, G’ - {a, b} is disconnected. However, since IsI > 3 (i= 1,2), this can only 
happen if a, b are the neighbors of a vertex of degree 2 in G’. (We leave the easy 
proof of the latter statement to the reader.) But then a, b are in the same color class 
of G, which is a contradiction. 0 
Let G be a bipartite connected graph and assume that cp : G+B(d,D) is a subgraph 
embedding with the following property: there exist xl,. . . .xg_l E (0,. . . , d - l} such 
that one color class of G is mapped into the set {( 4, XI,. . ,.xg_ I ): < E (0,. . . , d - 1 }} 
while the other is mapped into the set {(XI,. ,x~_~.q): ?IE (0,. .,d - I}}. Then cp is 
called a triviul subgruph embedding. 
Proposition 1. Given a bipartite connected graph G und integers d,D brith d 3 2 
und D > 3, there exists a triciul subgruph embedding q : G+ B(d, D) !f and only ij 
d 3 max{lAl, IBI}, h w ere A,B denote the color classes of G. 
Proof. If cp : G+B(d,D) is a trivial subgraph embedding, then d 3 max{lAl, IBI} 
immediately follows from the fact that cp is injective. For the proof of the converse, 
assume d 3 max{lAl, IBl}. Then there exist injective mappings f : A+ (0,. . . , d - l} 
and 9 : B+{O,. .,d - l}. Putting XI := 1 and .Xi :== 0 (i=2.. .,D - l), we define 
cp: G+B(d,D) by 
(f(v),xl,..., XD-I) for SEA, 
,...,-Q-1,g(v)) for DEB. 
Taking into account that D 3 3 and XI #x2, one now easily verifies that q is a trivial 
subgraph embedding. q 
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3. Conditions excluding the existence of nontrivial embeddings 
Our main result in this section is Theorem 1, which contains a series of condi- 
tions each of which implies the nonexistence of subgraph embeddings G1 x . . . x G, + 
B(d,D) other than the trivial ones. We remark that one common feature of the condi- 
tions (i)-(v) listed in Theorem 1 is that they are independent of the value of d For 
a=(al ,..., a~), b=(bl,..., by), we write a N b if aj=bi (i=2 ,..., D - 1). 
Theorem 1. For m 3 2 let G = G1 x . . x G, be a Curt&an product of’ nontrivial 
connected graphs Gi and let d,D be integers with d > 2, D 2 3. Assume that one 
of the following conditions holds: 
(i) m 3 3, 
(ii) there exist i, j E { 1,. . . , m}, i# j, such that Gi is nonbipartite and lC?jl > 3, 
(iii) D 3 4 and there exist i,jE{l,...,m}, i#j, such that IGil, lGj/ 2 3, 
(iv) D 3 5 and at least one Gi is 2-connected, 
(v) D 2 5 and at least one Gi is nonbipartite. 
Then there do not exist any subgraph embeddings cp : G +B(d, D) ij” G is nonbipartite. 
For bipartite G, there do not exist any subgraph embeddings ‘p : G+B(d, D) other 
than the trioial ones. 
Proof. Let G &B(d, 0). We first treat the case that G is bipartite and then settle the 
nonbipartite case. 
(I) G is bipartite: By (i)-( v we may assume that one of the following conditions ) 
holds. 
in 3 3, (1) 
m=2, PI, IG2l > 3, D > 4, (2) 
m =2, G1 is 2-connected, D 3 5. 
We first show that each of these conditions implies the following. 
(3) 
If a, c is a pair of opposite vertices of a 2-dimensional 4-cycle C of G, 
then a N c. (4) 
If (1) or (2) holds, then (by arguments based on Lemmas l-5) statement (4) can be 
obtained as in the proof of [l], Theorem 7; in order to make the paper self-contained, 
we give a short sketch of the argument. If C is not of type 4, then C is a simple ladder 
with exactly two rungs and a N c immediately follows from Lemma 3’. Thus we may 
assume that C is of type 4. If (1) holds, then C is contained in a cube H C G. Let y be 
a vertex of H such that dH(a, y) = dH(c, Y) = 2. Then a N y w c since, by Lemma 4, 
a, y (as well as c, _Y) is a pair of opposite vertices of a 4-cycle which is not of type 4. 
If (2) holds, then C is contained in a grid H=Ql x (22 C G where QI, Q2 are paths 
with three vertices. Then it follows from Lemma 4 that, with the exception of C, all 
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other 4-cycles of H are not of type 4, from which one easily deduces a contradiction 
(by means of the Lemmas 3’ and 5 together with the transitivity of the relation -). 
Assume now that (3) holds. Then (as a consequence of the fact that GI is bridgeless) 
one obtains that C is a 2-dimensional 4-cycle of a closed ladder L,C G. Hence a N c 
by Lemma 6(ii) and Lemma 3’. 
Let A,B be the color classes of the bipartite graph G. Then, by (4) in conjunction 
with Lemma 8, one obtains 
a N a’. h N h’ for all a.a’EA and b,h’E B. (5) 
Let al,. ,a~)_- and b2,. . , bD_1 denote the inner entries of the vertices of A and B, 
KSpeCtiVely, and put a* := (62, al,. , a& I, bD_ I ), b* := (az, b2,. . . , bD_ I, a& I ). Note 
that, if aEA. bEB and if a+b is an arc of &d,D), then U=(x,U2,...,UD_I,bn-I), 
b=(a2,bl,.. ,bD_,,y) for some x,!,E (0 ,..., d - l}; similarly, if b+a is an arc of 
&d,D)foraEA,bEB,thena=(bz,az ,..., aD_I,.x),h=(y,bZ ,..., bD_1,ao_I)forsome 
x,?,~{O,...,r& l}. Consequently, if aEA, b,b’EB and if b-a, a-+b’ are arcs of 
&d,D), then a=a* (and a similar statement holds for b*). Let G’ := G - {a*, b”}. 
Note that G’ is connected; indeed, if (2) holds, this follows from Lemma 9 and, 
otherwise, this follows from the fact that each of the conditions (1) and (3) implies 
the 3-connectedness of G. 
Summarizing one concludes from the connectedness of G’ that either all edges of G’ 
are oriented (as arcs of &d, D)) from A to B or all edges of G’ are oriented from B to 
A, and we may assume that the former holds. Hence all members of A are of the form 
(x, a2 , . . . , a& I, bD_1 ) and ah members of B are of the form (~2,. . . , a& 1, bD_ ,. y), 
which proves that G is trivially embedded in B(d,D). 
(II) G is nonbipartite: Then at least one Gi is nonbipartite and thus contains an 
odd cycle C,,. Hence in order to prove the theorem, it is sufficient to establish the 
correctness of the following statements. 
4 x C,, $2 B(d,D) for odd n. (6) 
P2 x C,, $ B(d, D) for odd n and D 3 5. (7) 
For the proof of (6) suppose that, for some odd n, there is a subgraph embedding 
cp : PJ x C,, + B(d, D). We use the notations for the vertices of cp(P3 x C,,) as indicated 
in Fig. 1, where the left and right margins have to be identified. 
In the sequel, whenever we use terms like “vertical edge”, “horizontal edge”, “up”, 
“down”, etc., we use these expressions as suggested by Fig. 1. In particular, there are 
two rows of vertical edges, the upper roL(’ and the lower row. We say that two vertical 
edges of the same row are neighbors if they are incident with a common horizontal 
edge. The following is an immediate consequence of the Lemmas 1 and 2. 
Let e,f’ be vertical edges of the same row such that e and f are neighbors 
and such that neither e nor f is a double edge. Then (in &d,D)) one 
of the edges e,.f is oriented upwards and the other downwards. (8) 
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Fig. I. Notations for the vertices of a graph isomorphic to PJ x C, embedded in B(d, D) 
Since n is odd, statement (8) implies that 
each row of vertical edges contains at least one double edge. (9) 
From Lemma 7 one obtains 
if e, f are distinct double edges of B(d, D), then the distance between 
e and f must be at least 2. (10) 
Consequently, for each vertical double edge, its two neighbors of the same row are 
not double edges, and thus one obtains, by making use of the fact that n is odd, that 
the lower row of vertical edges must contain a double edge e such that the (uniquely 
determined) orientations of the two neighbors of e are distinct, i.e., one neighbor 
is oriented upwards and the other downwards. We may assume that e is the edge 
cp(l,l)(p(2,1). By (lo), the edge f := q(O, l)cp(l, 1) is not a double edge; we assume 
that f is oriented downwards. (The case off being oriented upwards can be reduced 
to the case off’ being oriented downwards by exchanging each vertex (xl,. . ,x0) of 
B(d,D) with the vertex (x~,x&t,. ,x1).) By (lo), none of the vertical edges fe 
shown in Fig. 2 is a double edge, and by (8) the neighbors of f are oriented upwards. 
Moreover, we (clearly) may assume that the neighbors of e are oriented as displayed 
in Fig. 2. 
By (9) there exists a minimal k with 3 < k 6 n - 1 such that cp(0, k)q( 1, k) or 
q( 1, k)(p(2, k) is a double edge. We claim that the following holds. 
ForjE{l,...,k-l}, ifj is odd, then the arc q(l,j)tcp(l,j+l) 
is in &d, D) and, if j is even, then cp( 1, j) 4 cp( 1, j + 1) is in &d,D). (11) 
For the proof of (ll), pick jc{l,...,k- l} and let Aa be the 4-cycle of cp(Ps x C,) 
formed by cp(0, j), cp( 1, j), cp( 1,j + 1 ), rp(0, j + 1); similarly, let A2 be the 4-cycle formed 
by (p(2,j), cp( 1, j), q( 1, j + l), qn(2, j + 1). Then by Lemma 4 there exists an r E {0,2} 
such that A, is not of type 4. Note that (by (8) &d,D) contains the arcs q(y, j) 4 
cp( 1 ,j), cp( 1,j + 1 )--j &r,j + 1) if j is odd, and @d,D) contains the arcs cp(r, j) + 
cp( l,j), cp( 1,j + 1) + cp(r,j + l), otherwise. Further, one of the edges cp(r,j)q( 1, j), 
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Fig. 2. Orientation of vertical edges of cp(Pi x C,,) 
q( 1,j + 1 )q(r,j + 1) is not a double edge, and thus assertion (11) follows from the 
Lemmas 1 and 2. However, (11) contradicts Lemma 7, and thus we have proved (6). 
For the proof of (7) suppose that L :=P* x C,, cB(d,D) with n odd and D 3 5. By 
the same arguments as used above for the proof of (9) one finds that at least one rung 
of L is a double edge. Consequently, by Lemma 6, there is exactly one such rung, 
say e =xy, and no 4-cycle of L is of type 4. Let e’ be any rung of L distinct from e 
and let L I, L2 denote the two (distinct) subladders of L which both have e and e’ as 
outer rungs. Then application of Lemma 3’ to LI and L2 yields x, = y; (i = 2,. , D - 1) 
where x = (x1 ,..., XD), y=(yt ,..., ye). But then .X=JJ since e=xy is a double edge. 
This contradiction establishes (7). 0 
4. Solution for D > 5 
For D 3 5, the next theorem supplements Theorem 1, thus yielding a complete result 
for D 3 5. We need some preparation. For a graph H let x be a vertex or an edge 
of H. For % C comp(H -x), we use C % as a short hand for the sum ClCi taken 
over all C E (6. (Note that, if x is a vertex, then H --x was defined in Section 1, and 
if x is an edge, then H -x denotes the graph with vertex set V(H) and edge set 
E(H)\(x).) Let Ct,,%z C comp(H -x) such that %I n %z = @, %t U %2 = comp(H -x) 
and such that IC%i - c% 2 IS minimum; assume further that C Vi < C %2. Then we / 
put i(x) = C (%I if x is an edge and A(x) = 1 + x%2, otherwise, and define i,(H) = min 
{j(x)} where th e minimum is taken over all vertices and edges of H. For a bipartite 
Cartesian product G = Gt x 
denote the color classes of G 
x G,,, of m 3 2 nontrivial connected graphs, let A, B 
and define p(G) by 
if m = 2, GI is not 2-connected, and G2 = Kl, 
if m = 2, G2 is not 2-connected, and Gt = K2, 
otherwise. 
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Theorem 2. For m 3 2 let G = G1 x . x G, be a Cartesian product of nontrivial 
connected graphs Gi and let d,D be integers with d 3 2, D > 5. Then G C B(d,D) 
if and only tf G is bipartite and d > p(G). 
Before we prove Theorem 2, we provide some basic definitions which are useful 
not only for the proof of Theorem 2 but also for more general situations. We always 
assume D > 3 although parts of the forthcoming discussion are valid for D = 2, too. 
Foranedgee=abofB(d,D)assumethata=(x,at ,..., ab_l), b=(al,..., ab_l,y). 
Then (al,..., ab_1) is called a support of e. Note that the support of an edge e is 
uniquely determined if e is not a double edge; if, on the other hand, e is a double edge, 
say, e=ab with a=(x,y,x ,,.. ), b=(y,x,y ,... ), then there are exactly two (D - l)- 
tuples which are a support of e, namely, the 2-periodic (D - 1 )-tuples (x, y, . .) and 
(YJ,. . .I. 
Now let G = Gt x K2 for an arbitrary (i.e., not necessarily connected and nontrivial) 
graph G1 where V(G)={(v,i): IIE V(Gl), i=O, 1}, E(G)= {(v,O)(w,O),(v, l)(w, 1): 
VW E E( Gt )} U ((0, 0), (v, 1): v E V( GI )}. Let cp : G -+ B(d, D) be a fixed subgraph em- 
bedding. For v E V(Gt ), let e, denote the edge (v, O)(v, 1). Then a support of cp(eU) is 
called a support of v. For s = (al,. . . , ab-1) with ai E (0,. . , d - I}, let V, denote the 
set of vertices of Gt having support s. Then the components of Gt[ V,] are called the 
s-components of Gt (provided that Y, # 0). Let C be the set of all L C V(Gt ) such 
that, for some s, L is the vertex set of some s-component. If L is an s-component, 
s is called a support of L. Let LI , L2 E C with LI # L2. Then LI , LZ are called neigh- 
bors of the first kind if L1 I- L2 # 0; if LI n L2 = 0 and if there exists an edge of Gt 
connecting a vertex of LI with a vertex of L2, then L,, L2 are called neighbors of the 
second kind, LI, L2 are neighbors if they are neighbors of the first or second kind. We 
use the following notational convention: 2-periodic k-tuples are denoted by (x, y,. .) 
whenever the value of k is clear from the context. A similar convention is used for 
4-periodic k-tuples where, for k = 2 and 3, (x, y,z, u,. . .) denotes the k-tuples (x, y) 
and (x, y,z), respectively. The following statements are direct consequences of the 
definitions. 
Every vertex of Gt is contained in at most two sets 
L E C (and in at least one such set). (12) 
Let LI, L2 E C are neighbors, then LI and L2 do not possess a common support. 
(13) 
If Lr, L2 E C are neighbors of the first kind, then there exists a v E V(Gt ), 
together with distinct x, y E (0,. , d - l}, such that LI n L2 = {v}, 
cp(eu)=(x,y,. . .)(y,x ,...) and such that the (D - I)-tuples (x,y,. ..) and 
(Y,X,. ’ .> are the uniquely determined supports of LI and L2, respectively. 
(14) 
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The next statement immediately follows from the above definitions together with 
Lemma 3’ (and the fact that cp is injective). 
Let L1, L2 E C be neighbors of the second kind with r ELI, w E L2, and 
VW E E( Gi ). Then the 4-cycle cp( c, 0) - q( ~1.1) - q(w. 1) - cp(w, 0) - cp( c, 0) 
of B(d,D) is of type 4 and there exist a1,a2,cq,a4 E (0,. . .,d - l} such that 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ cp(e,,‘)=(a3,a4,al,a2,...) 
(a4,ai,~,as,. . .) and such that the (D - 1)-tuples (&,as,a&ai,. . .) and 
(a4,ai,a2,as,. .) are the uniquely determined supports of LI and L2, 
respectively. Moreover, ai #u3 or a2 fad. (15) 
We next show the following. 
If D 3 5, then each L E Z has at most one neighbor. (16) 
For the proof of (16) let Li, L2, Li E C be such that Lz,Li are neighbors of Ll. If 
LI,Lz as well as Ll,Li are neighbors of the first kind, then it follows from (14) 
that LI nL2 =Li nLi = {u}, and thus L2 = Li by (12). Hence we may assume that 
LI , L2 are neighbors of the second kind. Let L’, u’, ai (i = 1,. . . ,4) be as in ( 15). It fol- 
lows that LI,L~ are neighbors of the second kind, too, since (by (15) and because 
D > 5) the uniquely determined support (a2,a3,a4,al , . . .) of LI is not 2-periodic. Let 
c’ ELI, w’ E L$ such that C”M? E E(Gi). Since (~2, a3,a4, al,. . .) is the uniquely deter- 
mined support of LI, one concludes from (IS), together with the fact that D > 5, that 
(P(e,Vf)= cp(e,,.) holds and that (a4,ai,a2,u3,. ..) is the support of Li. Thus we have 
L2 f’Li # 8 (since cp(e,Vf) = cp(ell.) implies n” = pi); moreover, L2, L$ have the same 
support and, therefore, L2 = Li by ( 13). 
Proof of Theorem 2. Since all other cases are already covered by Theorem 1 and 
Proposition 1, we may assume that m = 2 and G = GI x K2 hold and that Gt is bipartite 
and not 2-connected. For the proof of Theorem 2, we have to show that 
G C B(d, D) if and only if d 3 /.(Gl ). (17) 
For the proof of the “only if” part assume that cp: G + B(d,D) is a subgraph em- 
bedding. We choose the notations as in the paragraph before (12). By (16) and by 
the connectedness of Gi we have IZ/ d 2 (so that we can distinguish three cases as 
follows). 
Case 1: 1CJ = 1. In this case IGr / < A since in B(d, D) there are at most d pairwise 
disjoint edges with a given support, and thus (since ;.( Gr ) d ICI 1) we have 3,( Gi ) < d. 
This settles case 1 and thus (in the next two cases) we may assume IX/ = 2. say 
c= {LI,L2). 
Case 2: LI n L2 # 8. Then there exist c,x, y as in ( 14). Application of ( 15) to 
the graph Gi - 2: shows that there cannot be an edge of Gi joining a vertex of 
Ll\{tl} with a vertex of L?\(c). Put Oi={CEcomp(Gr -c): CnL;#O}(i=1,2). 
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Then %?I f? %z = 8, Vi U %2 = comp( G1 - u), and c g = l&l - 1 < d - 1 since ]Lil < d 
(i= 1,2). Hence 1(u) 6 1 +(d- l)=d and thus A(Gi) 6 d. 
Case 3: Li f1L2 = 0. It follows from (15), together with D 3 5, that L,, Lz are joined 
by exactly one edge f. Hence Gi - f has exactly two components, namely, G,[L,] and 
Gi [LJ. Let q = { Gt [Li]} (i = 1,2). Then Vi n +J?Z = 8, Vi U %?z = comp(Gi -f ), c q = 
lLil < d (i = 1,2) and, therefore, i(G1) < J_(f) 6 d. 
Thus we have settled the “only if” part of (17). For a proof of the converse, assume 
d 3 3,(G, ). Choose the notations such that V(G) = {(u, i): v E V(Gi ), i = 0, l}, E(G) = 
{(%O)(% O), (091 )(w, 1): cw~E(Gi)}U{(v,O),(v,l): v~I’v(Gl)}. We separately discuss 
two cases. 
Case 1: There is a vertex v of GI with /.(GI ) = A(c). Let VI, %?z be as in the defi- 
nitionofE(v).ThenC@6C’&=J(c)-l=i,(Gi)-l<d-1. Fori=1,21etHi 
be the graph induced in Gi by the set {x E V(Gl ): x = v or x E C for some C E g}. 
Then Hi n H2 = v, IH, I < d (i = 1,2); further, there is no edge of Gi joining a vertex 
of HI - v with Hz - v. 
Recall that Gi (and thus also each Hi) is bipartite and let Ai UBi = V(Hi) be 
a corresponding partition into color classes, where we assume v E Ai (i = 1,2). Let 
cp : V(G) + B(d, D) be an injective mapping such that the following hold (for u E V(G) 
and q(u) = (al,. . . , aD)). 
(al,... 
{ 
(0, I,...) 
2aD)= (l,O,...) 
if u = (v, 0), 
if u=(v, l), 
(al,...,aD- 
{ 
(O,l,...) 
I)= (l,O,...) 
ifuE(AI x {O})U(fh x {I}), 
ifuEC.42 x {l})U(B2 x {O}), 
(a2,...,m)= 
{ 
(O,l,...) 
(l,O,...) 
ifuE@I x {l})U(4 x {O}), 
if uE(AZ x {O})U(B2 x (1)). 
Such a mapping cp exists since ]Ai I + IBi I = I Hi / 6 d (i = 1,2). Clearly, each such map- 
ping defines a subgraph embedding G + B(d, 0). 
Case 2: There is an edge f of G1 with i(G1) = A( f ). If Gi - f is connected, then 
IGiI=I(f)=i(GI)<dandthusGixK CK 2 _ d,d cB(d,D). Otherwise, G1 -f has ex- 
actly two components HI, HZ and (HI 1, IH2 I di(f)bd,Letf=uwwithv~H1, WEH~ 
and let Ai UBi = V(Hi)(i = 1,2) be a partition into color classes with v E Al, w E Aa. 
Let cp : V(G) --+ B(d, D) be an injective mapping such that, for q(u) = (al,. . . , ao), the 
following equations hold: 
(O,O,l,l,...) if u=(v,O), 
(ai ,...,ao)= 1 (O,l,l,O ,...) if u=(v,l), (l,l,O,O ,...) if u=(w,l), (l,O,O,l,...) if u=(w,O), 
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(al,..., an-l)= 
i 
(O,l,l,O,...) if uE(AI x {l})u(B, x {0}), 
(l,O,O,l,...) if uE(AI x {O})U(& x {l}), 
(Q2>“‘,@)= 
{ 
(O,l,l,O ,...) if uE(A, x {O})U(B, x {l}), 
(l,O,O,l,...) if uE(A2 x {l})U(B2 x (0)). 
Such a mapping cp exists since IAil + IB, I= /Hi/ < d, and each such q defines a sub- 
graph embedding G + B(d, D). 0 
5. Solution for D = 4 
In the preceding sections, we have presented results completely solving the case 
D 3 5. Moreover, by Theorem 1 large parts of the case D = 4 are settled: it is precisely 
the case G = G1 x G2 with Gt = K2 or G2 = K2 which remains unsettled. It turns out 
that, for D = 4, this case is much more difficult to handle than the corresponding case 
for D 3 5 since, in contrast to the case D 3 5, there exist trickier ways to construct 
Cartesian product subgraphs G1 x K2 of B(d,4). For an illustration of this, we refer 
to Fig. 3, which shows that, in contrast to B(d,D) for D 2 5, B(d,4) may contain 
nonbipartite Cartesian product graphs. Thus simple answers cannot be expected for 
D = 4. Nevertheless, our next theorem provides a characterization of the graphs Gt for 
which Gt xK;! C B(d, 4) holds. We need some preparation. 
As usual, a partition of a set S is a set of nonempty, pairwise disjoint subsets of S 
covering all elements of S. For a partition 9 of the vertex set of a graph H, the 
graph H/P is defined as follows: 9’ is the vertex set of H/Y, and distinct T, ci~ 9 
are joined by an edge of H/Y if and only if there exist vertices v E T, w E U such 
that VW E E(H). In particular, if H = (V,E) is a graph and M C E is a matching, then 
9 :=M U {{x}: x is not incident with an edge of M} is a partition of V (where each 
edge of M is regarded as a 2-element subset of V). 
In this case we say that the graph H/Y results from H by contruction of’M (and 
we identify the one-element set {x} E 9’ with their corresponding vertices x). The next 
definitions are crucial. 
Definition 1 (d-bundle gruph of the jirst kind). For an integer d 2 2 and a graph 
H = (V, E), let X be a partition of V; the elements of x‘ are called classes. For 
each KEX, let 2?(K) be a partition of K; the elements of .4(K) are called bundles. 
Assume that the following conditions hold. 
(1.1) There are at most d classes, each class consists of at most d bundles, and each 
bundle contains at most d vertices, 
(1.2) for each pair of distinct classes K,L there is at most one edge of H connecting 
a vertex of K with a vertex of L, 
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Cc, 4c, ~1 
(4 c, b, c) 
(a, 4 c, b) 
(4 a, 4 c) 
(a, 4 a, b) 
Cc, a, 4 ~1 
(a, c, a, b) 
Cc, a, c, a) 
(4 c, a, c) 
(a, c, 4 c) 
Cc> 6 c, b) 
(4 c, 4 a) 
Cc, 4 a, b) 
(4 a, b, a) 
(a, 4 a, c) 
(4 a, ~,a) 
(a, c, a, c) 
Cc, a, c, b) 
Fig. 3. An example showing that Cq x K2 is a subgraph of B(d,4) for d = 3. 
(1.3) for each class K and each bundle BE 4?(K) there exists at most one edge of H 
joining a vertex of B with a vertex contained in V\K, and if IBI =d, then there 
exists exactly one such edge, 
(1.4) for each class K and distinct bundles B, C E W(K) there is at most one edge 
connecting a vertex of B with a vertex of C, 
(1.5) for each bundle B and each v E B there is at most one w E V\B such that 
VW E E(H), 
(1.6) H is bipartite. 
Let A4 be the set of edges of H connecting different classes and note that (by (1.3)) 
M is a matching of H. Then the graph G resulting from H by contraction of A4 is 
called a d-bundle graph of the jirst kind (and each graph isomorphic to G is called 
a d-bundle graph of the first kind, too). Further, H is called the underlying graph 
of G, and the pair (X,(SI(K))K~.X ) IS called a d-bundle decomposition of H of the 
jirst kind. 
For example, the cycle C9 is a 3-bundle graph of the first kind. This can be seen as 
follows. Let H be a 12-cycle and choose the notations such that V(H) = (~0,. . . , v1 I} 
and E(H)={v~v~,...,v~~v~~,v~~v~}. Putting Li={v~i,V~i+~,v~r+~,v~i+~} for i=O,1,2, 
B,., = {~4~+g,,~q~+q+l} for i=O, 1,2 and j=O, 1, X = {Ls,Li,&} and B(Li)= {B;,o, 
Bi,l} for i= 0,1,2, one finds that the conditions (I.l)-(1.6) hold. The corresponding 
matching M consists of the three edges v3 v4,q us, vi 1 vg, and the graph resulting from 
H by contraction of M is a 9-cycle. 
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Definition 2 (d-bundle graph of the second kind). Let d 3 2 be an integer and G = 
(V. E) a graph. Let Ko, KI be disjoint subsets of V such that V = Ko U K1; we stress 
the fact that Ko = 8 or K1 = 8 is not excluded. Ko and Kl are called classes. Let 8i be 
a partition of K; (i = 0, 1). The elements of &, are called bundles (i = 0,l). Assume 
that the following conditions hold. 
(II. 1) Each .%‘; consists of at most d bundles, and each bundle contains at most d 
vertices; further, if .&; consists of exactly d bundles, then lB1 < d - 1 for at 
least one bundle B E &;( i = 0, 1 ), 
(11.2) there is no edge of G joining distinct bundles of the same K,, 
(11.3) for each B E & and C E Wt there is at most one edge joining B with C, 
(11.4) every vertex has at most one neighbor outside its own bundle, 
(11.5) if 1801 = I.311 = d, then there exists at least one pair of bundles B E $90, C E .d, 
such that lB1 6 d - 1, ICI < d - 1 and such that there is no edge joining a 
vertex of B with a vertex of C, 
(11.6) G is bipartite. 
Then G is called a d-bundle graph of the second kind and the quadruple (Kc), KI, 
.&, ,8, ) is called a d-bundle decomposition of G of the second kind. 
Now our result reads as follows. 
Theorem 3. Let d 3 2 be an integer and let GI be u connected graph. Then GI x K2C 
B(d, 4) if and only if GI is u d-bundle gruph of the first or second kind. 
The somewhat technical proof of Theorem 3 is given in Section 7 of this paper, 
where we also give examples showing that d-bundle graphs of the first kind exist 
which are not d-bundle graphs of the second kind, and vice versa. Here we restrict 
ourselves to the presentation of three corollaries of Theorem 3. 
Corollary 1. Let GI be a connected graph and assume that GI x KZ C B(d,4). Then 
GI has at most d3 - i(d2 + d) vertices if d 3 3 and ut most 6 vertices if d = 2. 
Proof. By Theorem 3, Gi is a d-bundle graph of the first or second kind. We first 
consider the case that Gt is a d-bundle graph of the first kind and choose the notations 
as in the corresponding definition. (In particular, H denotes the underlying graph of 
Gi.) Then IV(G,)/ = IV(H)1 - IMI. F rom (I.l), (1.3) one obtains IV(H)1 d d2(d - 1) 
+ 2lMI, and thus /V(G,)I d d2(d - I) + IMI. Moreover, we have lMl 6 id(d - 1) 
by (1.1) and (1.2). Hence IV(GI)/ d d2(d - 1) + ;d(d - 1) =d3 - ;(d2 + d). If 
Gi is a d-bundle graph of the second kind, then I V(GI )I 6 2d2 - 2 immediately 
follows from the corresponding definition. Summarizing we have I V(G,)I < ,f(d) for 
,f’(d) = max{d3 - i(d2 + d),2d2 ~ 2}, which implies the corollary. (For this, note that 
,f(2)=6 and ,f(d)=d3 - i(d2 + d) for d 3 3 as can easily be verified.) 0 
Corollary 2. For d 2 2, let Gi be a connected graph with Gl x K2 C: B(d,4). Then 
A(G, ) < 2(d - l), and GI has at most i(d2 - d) vertices of’degree greater than d. 
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Proof. Let Gi be a d-bundle graph of the first kind and choose the notations as in 
the corresponding definition. Pick v E V(Gi ). Then it follows from the definitions that 
dego, v < d if v E V(H) and dego, v < 2 (d - 1) if v EM and thus (because IMI < i 
(d2 -d)) the assertion follows. In the case that Gi is a d-bundle graph of the second 
kind, one even obtains the stronger result d( Gi ) < d (as an immediate consequence 
of the definition). 0 
Corollary 3. For d > 3, let n = d3 - d2 - d + 1. Then P, x K2 C B(d,4). 
Proof. Let H be a path with d2(d - 1) vertices and choose the notations such that 
V(H)={VI,V~,...,V~‘(~-,)} and E(H)={vivi+~: 1 6 i 6 d*(d - 1) - l}. For each 
jE{l,2,...,d}, we call the set {vI: (j - 1) . d(d - l)<i < j d(d - l)} a class; 
and for each kE{1,2,...,d2}, we call the set {vi: (k- l).(d- l)<i 6 k.(d- l)} 
a bundle. Then it is obvious that conditions (I.l)-(1.6) hold and that the resulting 
d-bundle graph of the first kind is a path with n vertices. 0 
By a refinement of the preceding proof it can be shown that, for d > 3, B(d,4) 
contains even Pf(d) x K2 as a subgraph where f(d) =d3 - i(d2 + d). Moreover, we 
have Pe x K2 C B(2,4) since it can easily be seen that PS is a 2-bundle graph of the 
second kind. These results in particular show that the bound of Corollary 1 is sharp. 
We omit the details of the proofs, but we remark that the mentioned results are proved 
(though in a different, more direct way) in a forthcoming paper of Hintz [8] on ladders 
in de Bruijn graphs. 
6. Tori 
As our final result we present a complete solution for the case that Gi x . x G, 
is a torus (for D > 3). By Theorem 1 we may restrict ourselves to 2-dimensional 
bipartite tori and to the case D = 3. Let T(u, s) denote the Cartesian product of two 
cycles of length r and S, respectively, assuming that the vertex set of T(r,s) is the set 
of all pairs (i, j) with i E Z,., j E Z,, where distinct vertices (il, jl ), (i2, j2) are adjacent 
if either il = i2 and ji, j2 differ by one (mods) or ji = j2 and il, i2 differ by one (modr). 
When discussing subgraph embeddings cp : T(r,s) -+ B(d, 3) we use terms like “vertical 
edge”, “horizontal edge”, “left”, “right”, etc., the meaning of which can always be 
obtained by consulting Fig. 4; note that in Fig. 4 the upper and lower margin, as well 
as the left and right margin, have to be identified. 
Assume that cp : T(r,s) + B(d, 3) is a subgraph embedding and let C C B(d, 3) be 
a 4-cycle of the form 
C:q(i,j) - cp(i,j + 1) - p(i+ 1,j-t 1) - cp(i+ Lj) - cp(i,j). (18) 
Assume that C is of type 4. Then C is called an R-cycle (L-cycle) if “its top edge 
is right (left) pointing”, i.e. &d,3) contains the arc cp(i,j) + cp(i,j + l)(cp(i,j)b 
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Fig. 4. Notations for the vertices of a torus q( 7’( Y..s)) contained in E(d. 3). 
Fig. 5. Types of squares of q(T(v.s)), where the labelling of the vertices of the L-. U- and D-cycle is 
understood to be analogous to the labelling of the R-cycle. 
cp(i,i + 1)); see Fig. 5. Similarly, if C is not of type 4, then it is a U-~J& (D-cj&) 
if its edges are oriented in B(d,3) as shown in Fig. 5, where one of the edges may be 
a double edge. (Recall that, by Lemmas 4 and 7, C contains no double edge if it is 
of type 4, and at most one double edge, otherwise.) For short, a 4-cycle C as in (IS) 
is called a square of q( T(r, s)). 
If squares Cl, C2 of q(T(~,s)) have just one edge (vertex) in common, then Ct. C2 
are neighbors (diugonul wighbors). The next lemma contains a crucial observation. 
Lemma IO. Jf‘ Cl, C2 ure neighbors, then not both CI LI~L/ C2 ure U-cycles und 
similarly, not both ure D-cyck. 
Proof. Supposing the contrary, it suffices (by symmetry) to consider the case that 
Cl, Cl are U-cycles having a horizontal edge e in common. Then e is a double edge 
and thus (by Lemma 7) 
any other double edge of q( T(r,s)) has distance from e at least 2. (19) 
Let Ci and Ci be the left neighbors of Cl and CI. respectively. Then one concludes 
from ( 19) that one of Cl, CJ is an R-cycle and the other is a D-cycle, and we may 
assume that the cycles C,, C: form a configuration as shown in the shaded area of 
Fig. 6. (The case that the D-cycle is above the R-cycle can be treated analogously.) 
With the aid of (19) and Lemma 4, one obtains that the squares of the leftmost column 
of Fig. 6 must be marked U, L, U as shown in the figure: to obtain this, first conclude 
that the upper square must be marked U, thereafter conclude that the middle square 
must be marked L, and finally consider the lower square. By (19) the edge 9 is not 
a double edge and, by Lemma 7, the same holds for h. Hence, the middle square of 
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Fig. 6. A configuration emerging in the proof of Lemma 10 
Type RUDL Type DU 
Fig. 7. The two types of subgraphs embeddings q : T(r,s) + B(d, 3). 
the lower row must be marked R. But then, because of ( 19) and Lemma 4, no legal 
marking of the remaining square is possible. 0 
As a consequence of Lemma 10 one obtains the following. 
Lemma 11. The diagonal neighbors of’ L-cycles are R-cycles, and vice versa. 
Proof. Let C be an L-cycle. Then Lemma 4 implies that the left and right neighbors 
of C are D-cycles and that the upper and lower neighbors of C are U-cycles. Thus 
(by Lemma 10) a diagonal neighbor C’ of C cannot be a U- or D-cycle, and thus 
must be an R-cycle. A similar argument settles the case of an R-cycle. 0 
By Lemma 10, if no square of ~(T(Y,s)) is of type 4, then cp is of type DU, 
i.e., the toroidal grid of Fig. 4 consists of U-cycles and D-cycles arranged like the 
black and white squares of a toroidal chess board (cf. Fig. 7). Note that in this case 
the corresponding embedding cp : T(r,s) -B(d,3) is trivial (in the sense defined in 
Section 2). On the other hand, if there exists at least one square of cp( T(r,s)) which 
is of type 4, then it follows from Lemmas 4 and 11 that q is of type RUDL, i.e., the 
squares of the toroidal grid of Fig. 4 are arranged as shown in Fig. 7. (Note that each 
embedding of type RUDL is nontrivial.) Next we will be concerned with a detailed 
inspection of the type RUDL. 
T. Andreae et al. I Discrete Applied Mathematics 79 i 1997) 3-34 23 
Let cp : T(r,s) + B(d,3) be an embedding of type RUDL. By symmetry, we may 
assume that the cycle cp(O,O)-~(0, 1 )-cp( 1, 1 ))q( l,O))q(O, 0) is an R-cycle; moreover, 
r d s may be assumed. Note that both r and s are even. Let 
did = (q;,lh.,,~,,;) for iE&, jE& 
and recall that in expressions like cp(i, j), q,, 
are to be taken modulo r(s). We claim that 
if i-jmod2, 
otherwise, 
and 
,~, = /&-I if iEOmod2, 
‘.l 
Pi. j+l otherwise, 
Pi.,+1 if iGOmod2, 
:/I,, = 
Pi.,-I otherwise. 
(20) 
operations of the first (second) index 
(21) 
(22) 
Indeed, formula (21) immediately follows from Lemma 3’ by considering the diagonals 
formed by the D- and U-cycles of an embedding of type RUDL, and the other two 
formulas follow from the observation that, informally speaking, for an embedding of 
type RUDL, the even rows of horizontal edges are oriented from left to right, while 
the odd rows are oriented from right to left. We next show that from (21), (22) one 
obtains 
r = s. (23) 
Indeed, we have Pi,j = Pi,j+r by application of (21) together with the fact that r is 
even. Hence cp(i, j) = cp(i, j + r) by (22) and, therefore, the supposition r <s would 
contradict the injectivity of q. Hence (23). We next show that 
r = 4h $- 2 for some integer h 3 1. (24) 
For the proof of (24) suppose that r = 415, h 3 1. Then it follows from (21), (22) that 
V(2h, 2h) = (Pl,O, Po,o, P-1.0) = V(O. O), contradicting the injectivity of cp. Hence (24). 
We next show that 
81.0 #l~.,_o if irj(mod2), i#j. (25) 
For the proof suppose the contrary. Assume that / { pi.01 i even} 1 <r/2. (The case /{/I,, 0: 
i odd}1 <r/2 can be settled by similar arguments.) Note that, by (21), /Ii,i = /32,,0 (i = 
0 , . . . , r - 1) and thus there must exist il, i2, i3 (0 < il < iz < i3 6 r - 1) such that pi,,c, = 
PI,.,, = B1,,l,. Moreover (by (21)) we have /!Il,i-l =lj~,~~,~,_~,,=p-t,o (i=O ,..., r- 1) 
and thus (by (22)) we have found I{cp(il,il),cp(i2,i2),cp(i3,i3)}/ < 2, contradicting the 
injectivity of cp. Hence (25). Our next result states that 
d 3 max{5,5}. (26) 
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For the proof note that, by (25), d > r/2 and thus (because of (24)) it remains 
to settle the case Y = 6. Thus suppose r = 6, d < 4; put pi = p;,~. Note that it fol- 
lows from (21) (22) that all vertices of q(T(r,r)) are of the form (fli,/?j, /?k) with 
i $ j $ k (mod 2), i # k. Further by (25), together with the hypothesis d 6 4, one obtains 
I{Po,P~,P~) n {PI,P~,Ps)I 2 2, say, Ph. =Ppc, P,, = P;. with JGV even, cl,1 odd, K#V, 
P # i. But then (P;,, PK, Pp> = Uh, P,,, PK), w K means that there exist less than 36 h’ h 
distinct triples (pi, flj, Pk) with i $ j $ k (mod 2), i # k, m contradiction to the injectiv- 
ity of q. Hence (26). 
So far we have found that every nontrivial embedding cp : T(v, s) + B(d, 3) must be 
of type RUDL and we have derived a series of properties that cp must have. Next we 
show the existence of such embeddings. 
For r=4h + 2,h > 1, let T(r,r) be given and assume d > max{r/2,5}. For each 
i E Z,. choose /?; E { 0,. . . , d - 1 } arbitrarily. For i, j E Z,. let 
(27) 
and define ai,j, l’r,j such that (22) holds. (All operations of indices are taken modulo Y.) 
Define cp : V(T(r, Y)) + V(B(d, 3)) by 
cp(i, j) := (Xi,,, Bi,j, Yi,jk (28) 
Then one finds 
(/Y_j+i,fii+,,~i_,_i) if i-0, jEOmod2, 
(Pi+j_i,P;_,i, /$+,,+r ) if i E 0, j 5 1 mod2, 
(Pi+j+i,/J-,,Pl+J-r) if ir 1, jEOmod2, 
(PI-j-r,Pi+,,Pi-j+r) if i- 1, j= lmod2. 
(29) 
As a consequence of (29) one obtains that cp is a subgraph embedding of type RUDL if 
and only if cp is injective; moreover, for injective cp, the cycle cp(O,O)-~(0, I)-cp( 1, I)- 
cp( l,O)-(p(O,O) is an R-cycle. (We leave the (easy) proofs of these facts to the reader.) 
We claim that cp is injective if and only if the pi (i E Z,) are chosen such that the 
following conditions (30) and (3 1) hold. 
If i = j (mod 2) i # j, then fl; # pi. (30) 
There exist no i, k, i’, k’ E Z,. such that i E 0, i’ E 1 (mod 2), k E i - 2 or 
if2, k’-if-2 or i’+2(modr) and such that Pi=Pil,Pk=flk’. (31) 
For the proof of our claim assume first that (30) and (31) hold. Let i, j,k, 1 EZ, with 
q(i,j)= cp(k, I). In order to prove that cp is injective, we have to show i-k, j E 1 
(modr). We first consider the case i-j= k - 1 (mod2). If i$ k(mod2), say, i=O 
and k E 1 (mod2), then one concludes from (29) (30) (together with the assumptions 
cp(i,j)=cp(k,I), i-j-k-l(mod2)) that i-j+l=k-2-1, i-j-l-k-l+1 
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orifj-lrk+l+l, i+j+l=k+I-l(modr). Ineithercase,thisimplies 
2 c - 2 (modv), which contradicts r =4h + 2, h 3 1. Hence i-k (mod2), and thus 
also j E I (mod 2). Hence (by (29), (30) and the assumption q(i, j) = q(k, 1)) one ob- 
tains i + j E k + 1, i-j E k - I (mod 1.). Hence i - k E 0 or rj2 (mod r), but (because of 
v/2 = 2h + 1 and i - k (mod 2)) the latter is impossible. Hence i E k, j E I (mod r) and 
thus we have settled the case i - jz k - I(mod2). Now assume i-j y! k - 1 (mod2), 
say, i-j, k $1 (mod2). But then it follows from (29), together with the assump- 
tion cp(i,j)=cp(k,I), that i-j- 1, i-j+ 1, k + I- 1, and k + I + 1 form a qua- 
druple of elements of Z,. having the property described in (3 l), which is a 
contradiction. 
Now, conversely, assume that cp is injective. Then, by the remarks in the para- 
graph after (29), q is a subgraph embedding of type RUDL with the additional 
property that cp(O,O)-cp(O, l I-~41, 1 I-(LO)-q(O, 0) IS an R-cycle. From this one finds 
that (25) must hold. Hence (30), and thus it remains to show (31). To this end, 
let .Y= {(i,j,k): i,j,kEZ,., ,j$i(mod 2) k E i - 2 or i +2(modr)} and observe 
that cp(.r,y)~{(fl,,/?j,ak): (i,j,k)EJ} for all x,y~Z,.. Further, l,Y\ =? = I& x Z,./, 
and thus we conclude from the injectivity of cp that (fl;,li;,ljk)# (/I;.,fl,,,b,,) 
whenever (i,j, k), (A, p, v) are distinct members of .T. Now, in order to show (3 I ), 
let i,k,i’,k’EZ, such that i=O, i’El(mod2). k-i-2 or i + 2, k’-i’-2 or 
i’ + 2 (mod 7). Then (i, i’, k), (i’, i, k’) are distinct members of .T and thus (fl,, /Q, /k ) # 
(I,,. j,, PA!). Hence bi # /$ or flk # Pk/, which shows that (3 1) holds. 
If the choice of the bi (iEZ,) is such that (30) and (31) hold, then we call this 
choice an udmissible choice of’ the /;, and we say that q results Jiom an admissible 
choice of the fli if cp is defined by the formulas (22), (27) and (28) for some admissible 
choice of the pi. 
Thus, summarizing, we have found that the function 40 defined by (22), (27) and 
(28) is a subgraph embedding of type RUDL if and only if cp results from an ad- 
missible choice of the /3i (iEZ,.). We now show that an admissible choice of the /I’; 
is always possible. If r = 6, then d > 5, and thus we can choose the pi such that 
{/&,fi2,/&} and {p1,fl~,fls} both are 3-element sets and such that these sets have just 
one element in common. But then (30) and (31) hold, and we are done. If Y =4h + 2 
for h > 2, then d 3 r/2, and thus we can choose the p; (i = 0,. , Y - 1) such that 
{I,: i=O(mod2)}={/I$: i~l(mod2)}={0,...,r/2- l} and such that /?;=/I,, for 
i=O, i’= l(mod2) if and only if i’-2i + 1 (modr). Then (30) and (31) readily 
follow. (We leave the proof to the reader.) 
Thus the results of this section can be summarized as follows. 
Theorem 4. For a torus G and integers d, D with d 3 2,D 3 3 there exists a non- 
trivial subgruph embedding cp : G + B(d, D) if and onl?> iJ’ D = 3, G = C,, x C,, ,fi)r 
n E 2 (mod 4), and d > max{n/2,5}. 
As our final remark, we mention that it follows from the considerations which have 
led to Theorem 4 that every nontrivial subgraph embedding ~0 : C,, x C,, + B(d. 3) is of 
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type R UDL; furthermore, these considerations implicitly contain a characterization of 
all such embeddings rp. 
7. The proof of Theorem 3 and a remark on d-bundle graphs 
Proof of Theorem 3. The proof consists of three parts. 
Part 1. We show that, if Gt is a connected graph with Gt x K2 C B(d,4), then Gr 
must be a d-bundle graph of the first or second kind. 
For this purpose, let cp : Gr x K2 + B(d, 4) be a subgraph embedding. We use all 
notations that were introduced in the paragraphs between Theorem 2 and its proof. 
In particular, for all x, y,z E (0,. , d - l}, the set of vertices of Gt having support 
(X,YJ) is denoted by VC~,~,~). In the present situation, statements (14) and (15) read 
as follows. 
If L,, L2 E C are neighbors of the first kind, then there exists a a E V(Gl ), 
together with distinct X, YE (0,. . . , d - I}, such that LI n LZ = {v}, 
cp(el,) = 6, .v, y)(y,x, xx) and such that (x, w) and (xx, v) 
are the uniquely determined supports of LI and L2, respectively. (14’) 
Let L1, L2 E C be neighbors of the second kind with v E LI, w E L2, and 
vw~E(Gi). Then the 4-cycle cp(v,O) - q(v, 1) -cp(w, 1) - q(w,O) - cp(v,O) 
of B(d, 4) is of type 4 and there exist at, a~, a3, a4 E (0,. . , d - 1 } 
such that V(Q) = (al,a2,a3,a4)(a2,a3,a4,al), dew> = (a3,a4,al,a2) 
(a4,al,a2,a3) and such that (a2,a3>a4) and (a4>al>a2) 
are the uniquely determined supports of LI and L2, respectively. 
Moreover, al # a3 or a2 #ad. (15’) 
We also need the following statement, which can easily be verified. 
Let L1, L2 E C be neighbors of the first kind, LI n L2 = {v}, and let 
UELI, WELT with uw~E(Gr). Then u=v or w=v. (32) 
In the sequel, statements (14’), (15’), and (32) will sometimes be used without being 
mentioned explicitly. We claim that there exists a subgraph embedding (p’ : GI x K2 + 
B(d,4) with the following property. 
For all x, y E (0,. . . , d - l}, if there are d distinct vertices 
of Gr having (x,y,x) as a support (with respect to cp’), then 
there exists a vertex v of G1 with q’(e,!) = (x,y,x,y)(y,x,y,x). (33) 
For the proof of our claim, let A be the set of all pairs (x, y) with x, y E { 0, . . , d - 1) 
and I&y,x)I 3 d. For (x,Y)EA put ~~,,,,,:={cp(v,~): UEY~,,,), iE{O,l}} and 
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W(X,Y):={(X,Y,X,~), (ir,x,y,x): 5~ {O,...,d- I>>. Then IJ&,,I 3 2d and V&,,:,)C 
W(x, y), and comparing the cardinalities of these sets we obtain x# y and ~,~.~.,Y, 
= W(x, y). In particular, we have (x, y,x, y), (y,x, y,x) E y&,. Hence there are L’, +V E 
I&. ,.,, 1J and t, u E (0, l} such that (x, y,x, y) = cp(c, t) and (y,x, y,x) = cp(w, u). We de- 
fine i~{O,l} andzE{O,..., d-l} by {t,t}={O,l} and (p(c,I)=(z,x,y,x), and we 
put cp’( U, I) := (y, x, y,x) and cp’(w, u) := (z,x, y,x). This procedure is carried out for 
all pairs (x, y) E A. For all remaining vertices of Gi K Kl let cp’ have the same values 
as cp. Then it can easily be verified that cp’ : Gi x K2 --) B(d, 4) is a subgraph embedding 
satisfying (33 ). 
We assume in the sequel that the given subgraph embedding cp itself has the property 
(33). We now distinguish two cases. 
Cusr 1: At least one vertex of’ G1 has a 2-periodic support. We show that, in 
this case, Gi is a d-bundle graph of the first kind. Since Gt is connected, it fol- 
lows from (14’) and (15’) that the supports of all vertices of Gi are 2-periodic. Let 
W be the set of all triples ( L’,x, y ) satisfying c E V( Gi ), x, y E (0,. , d - 1 }, and 
r E P&,..,Y). We define a graph H with vertex set W as follows. Any pair of dis- 
tinct vertices (a,~, y), (v/,x’, ~9’) E W with c = I:’ 1s joined by an edge, and vertices 
(c,s, y), (c’,x’, y’) E W with r # L” are joined by an edge if and only if x=x’ and cc’ 
is an edge of Gi. 
For each (1.,.x, y) E W, there exists exactly one element t E (0, I} such that cp(n, t) = 
(x,y,x,Oandcp(tl,l-t)=(~,x,,v,x)forsome[.~~{O ,.... d-l}.Definef(r,x,y):=t. 
We claim that 
.f(o,x,y)#.f(w,a,b) for all edges (tl,x,~~)(~,a,b)~E(H). (34) 
This is obvious if c = w, and it is a consequence of Lemmas 1 and 2 if neither cp(el.) nor 
cp(+) is a double edge. By symmetry, it remains to consider the case that c # w, x # y, 
and cp(el ) = (x, y,x, y)(y,x, y,x). Suppose ,f(c,x, y) = ,f(w, a, b) =: t. From c # w we 
obtain, by definition of H, that a =x and z’w E E(Gi). Hence cp(w,t) = (x, b,x, <) for 
some <E {O,.. .,d - I}, and cp(u, t)cp(w, t) is an edge of B(d,4). Since ~(r, t)= 
(x, _~:x,y), we conclude x = y. This contradiction proves (34). From (34) it follows 
that H is bipartite. 
For x,yE{O ,..., d-l}, we put K,:={(c,i_T,q)~ W: <=x} and B,,.:={(~,~,~)E 
W: < =x, 17 = y}. Let X := {K,: K, #S}, and for each K, E X let JY(K,) := {B,,,.: 
B,, ,. # a}. Then, obviously, X is a partition of W and .&(K, ) is a partition of K, for 
each K,, E Xx. We claim that (X’, (~?(K))K~,Y ) 1s a d-bundle decomposition of H of the 
first kind. In order to show this, it remains to verify the conditions (I.l)-(1.5). The in- 
jectivity of cp immediately establishes (1.1). For the proof of (1.2) let K,, K, be distinct 
classes and let (u,x,y)~K,, (w,a,b)~ K, with (I~,.x.~)(~,u,~)EE(H). Then c=w 
because x#a. Hence L’E J&J,rjn yo.b,aj and, therefore, (x, y,x,y)(y,x, y,x) = cp(el.) = 
(a, h. a, b)(b, a, 6, a). Since x #a, we obtain b =x and y = a. Hence y, b are uniquely 
determined by x,u. The injectivity of p, together with cp(e*.) = (x, u,x,u)(u,x,u,x) and 
z’ = u’, shows that also E, w are uniquely determined by x, a. Thus (1.2) holds. For the 
proof of the first part of (1.3) let &, I’ be a bundle, let K, be a class distinct from 
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K, and let (v, Y> E &, (w, a, b) E K, with (u,x, y)(w, a, b) E E(H). As in the proof 
of (1.2) we obtain y =a, which means that the class K, is uniquely determined by 
Bx,y. The first part of (1.3) is now an immediate consequence of (1.2). For the second 
part of (1.3), let BX,J, be a bundle with IBXx.Yl = d. From the hypothesis that cp has the 
property (33) we obtain that there exists a vertex u of Gi with cp(e”) =(x,y,x,y)(y,x, 
y,x); in particular, we have x # y. Hence (v,x, y) E BX,+ (u, y,x) E KY, and (u,x, y) 
(v,y,x) is an edge of H. Thus (1.3) holds. For the proof of (1.4), let BX,+ Bx,b be two 
distinct bundles of a class K,, and let (z~,x,y)~B~,~, (w,x,b)~B~,b with (u,x,y)(w,x,b) 
EE(H). Then y # b, and since not both (x,y,x) and (x, b,x) can be supports of 
u, we have u # w. Hence VW EE(GI). From (14’), (15’) we conclude that cp(el,) = 
(b,x, y,x)(x, y,x, b) and q(e+V)=(y,x, b,x)(x, b,x, y). Therefore, v, w are uniquely deter- 
mined by x, y, b. Thus, (1.4) holds. For the proof of (1.5), let (u,x, y), (~,a, b) E W with 
(u,x,y)(w,a, b) EE(H) and (a, b) #(x, y). We distinguish two cases. Assume first that 
cp(ev) is a double edge of B(d,4), i.e., xf y and (p(eL,)=(x,y,x,y)(y,x,y,x). From 
this, together with (14’), (15’), and the definition of H, one easily derives w = v, a = y, 
and b =x, which means that (w, a, b) is uniquely determined by (u,x, y). Now assume 
that &e,) is not a double edge, say cp(ec) = (5,x, y,x, )(x, y,x, n) with 4 # y or q # y. 
Then one easily concludes that w # v, VW E E(Gi ), a =x, b # y, b = t = q, cp(eo) = 
(b,x,y,x)(x,y,x,b), and q(e,)=(y,x,b,x)(x,b,x,y). Therefore, (w,a,b) is uniquely 
determined by (v,x, y), and (1.5) has been established. 
Let G’ be the d-bundle graph of the first kind defined by H and (X,(93(K))KE.~), 
and let A4 be the matching of H which is contracted in the corresponding definition. Ob- 
viously, A4 consists exactly of those edges (v,x, y)(v’,x’, y’) of H which satisfy v = u’. 
We define a mapping Ic/ : V( G’) + V( GI ) as follows. For a E V(G’), let $(ti) := c’, 
where CI = (u,x, y)(v, x’, y’) if c( EM, and CI = (v,x, y) otherwise. Then, by taking into 
account (14’), (15’), and (32), it is not difficult to verify that $ is an isomorphism of the 
graphs G’ and Gi. Thus, we have shown that Gi is a d-bundle graph of the first kind. 
Case 2: No vertex of GI has a 2-periodic support. We show that, in this case, Gi 
is a d-bundle graph of the second kind. Most arguments are similar to those used in 
Case 1, but easier. Note that it follows from the hypothesis of Case 2 that the support 
of each vertex of G1 is uniquely determined. By (15’), the connectedness of Gi implies 
that there are fixed distinct elements a, b E (0,. . , d - l} such that the support of any 
vertex of Gi is of the form (a, &b) or (b,&a) with t E (0,. . .,d - l}. 
For each v E V( Gi ), there exists exactly one f(u) E (0, l} such that rp(u, f( v)) is 
of the form (x, y,z, 4) with t E (0,. . . , d - 1 }, where (x, y,z) denotes the support of v. 
It follows from Lemmas 1 and 2 that f(u) # f(w) for all edges L’W of Gi, which 
shows that GI is bipartite. 
Let Ko be the set of all vertices of Gi having a support of the form (a, 4, b), and let 
K1 := V(Gl)\Ko. For i E (0, l} and XE (0,. ..,d - l} let Bi,X be the set of all vertices 
of Ki having a support of the form (&x,y). Put 8l := {B,,,: Bi,+ # 8) for i E (0, I}. 
Then, obviously, Ko U K1 = V(G1 ), Ko n KI = 8, and %(Ki) is a partition of Ki for 
i E (0, l}. We claim that (Ko,Kl,&, @l) is a d-bundle decomposition of Gi of the 
second kind; we have to verify the conditions (II.l)-(11.5). For the proof of (II.l), we 
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first remark that clearly each &i consists of at most d bundles and each bundle contains 
at most d vertices. Moreover, we have I&,, < d - 1 or lBa,,, < d - 1 since other- 
wise there would exist c’ E BQ, it E Bo,~, t, II E (0, l} with cp(r, t) = (~,a, h, h) = cp(w, u). 
Analogously, one obtains lB,.,l < d - 1 or lBi.hl < d - 1. Thus (11.1) holds. Condi- 
tion (11.2) is an immediate consequence of (15’). For the proof of (11.3) let L?o,.~ E 
&. B~.,.E.&I, and let L~E&J ..,, ~vEB,.). with cw E E(Gl ). Then (15’) implies v(e,.) = 
(_v, a,~, h)(a,x, b, ,v) and q(e,,,)=(x, b. y, a)(b, y, u,x), which shows that U, M, are uniquely 
determined by X, y. Thus (11.3) holds. For the proof of (11.4), let B,,, be a bundle and 
let 11 E B,,,, w E V( Gi )\B,, r with L’W t E( GI ). By symmetry, we may assume i = 0. Then 
cp(eV) =( 5, a,x, b)(a,x, b, q) with uniquely determined <, q E (0,. . . d - l}, and (15’) im- 
plies 5 = ‘1 and p(e,,) =(x, 6. i, a)(b, <, a,~), showing that PV is uniquely determined by 
c. Thus (11.4) holds. 
For the proof of (11.5) assume /.#o/ = l.gi/ =d. If IBo,UI < d- 1, lBl,hl < d - 1 
and if there is no edge joining a vertex of &, with a vertex of Bl,b, then we are 
done. Now suppose that lBo,ol = d or IBl.hl = d or that there is an edge between Bo,, 
and B1.h. We claim the following. 
The set {q(~,O),q(~‘,l): DEB o,(, U Bl,h} contains at least one of the two 
vertices (u, b. b, a), (a, a, b, b) and also at least one of the two 
vertices (b, b,u,u), (6, a,~, b). (35) 
Indeed, if ~BQ =d, then (35) follows from the fact that the set {cp(u,O),(p(~.. 1): 
c E Bs.} must contain all vertices of B(d, 4) that are of the form (a, a, b, 5) or (t, a, a, 6); 
the case 1Bl.J = d is settled analogously. If, finally, there are 11 E Bo,~, w E Bl,h with 
VW E E(Gi ), then (15’) yields q(ec) = (b, u,u,b)(u,u,b,b) and q(e,v)=(u.b,b,u) 
(b,hu,u). 
From (35) we conclude I {cp(~, 0). cp(r, 1): I’ E B0-b } 1 d 2d - 1 since at least one of 
the vertices (a, b, b,u), (a, a, 6, b) is not available. This implies IB,,J < d - 1. Analo- 
gously, we obtain lB~.~l d d - 1. Moreover, there do not exist c E Bo,~, w E B,,, with 
CM, E E(Gi ) since this would imply v(e,) = (a, a, b, b)(u, b,b, a) and cp(e,,.) = (b, 6. a, a) 
(b, a, a, b). 
Thus (11.5) has been established, and we have shown that Gi is a d-bundle graph 
of the second kind. 
Part 2: We show that, if Gl is a d-bundle graph of the first kind, then Gi x K2 C 
B(d.4). We remark that in this part, as well as in the subsequent part 3, the assumption 
that G1 is connected is not required. 
Assume that Gr is a d-bundle graph of the first kind and let H, (X,(.93(K))KE.X ), 
and A4 be given as in the corresponding definition. Because of 1x1 < d there exists 
an injective mapping 0 : .X” i (0,. . . , d - 1). From (I.l), (1.2) and (1.3) it follows that, 
for each K E .X, there exists an injective mapping TK : .&T(K) -+ {0, . , d - 1 } with the 
following property. 
For each bundle BE .33(K) and each class L # K, if there is an edge 
of H joining a vertex of B with a vertex of L, then SK(B) = g(L). (36) 
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From (1.1) (1.3)-(M) we obtain that, for each K E X and each B E g(K), there exists 
an injective mapping PB : B + (0,. . ,d - l}, with the following two properties. 
For each vertex v E B, the existence of a vertex w E V(H)\K with 
VW E E(H) is equivalent to ps(v) = ZK(B). (37) 
For each vertex v E B and each bundle C E @(K)\(B), if v has 
a neighbor in C, then ps(v)=r~(C). (38) 
Since H is bipartite, there exists a function f : V(H) + (0, l} such that f(v) #f(w) 
for all edges VW E E(H). 
We define a mapping $: V(H) x (0, l} + B(d,4) as follows. For given v E V(H) 
and t E (0, 1 }, let K and B denote the class and the bundle of v, respectively; then we 
Put 
(o(K), MB), o(K), PS(V)) if t = f(v), 
*(v, t) := 
b(v), WO, w(B), a(K)) if t #f(v). 
We next show the following statements. 
For distinct (v, t), (w, U) E V(H) x (0, l}, the equality $(v, t) = $(w, u) 
holds if and only if VW E A4 and t = IL 
For any u E V(H), the vertices $(v, 0), $(a, 1) are neighbors in B(d, 4). 
(39) 
(40) 
For any ZIW EE(H)\M and any t E (0, l}, the vertices $(v, t), $(w, t) are 
neighbors in B(d, 4). (41) 
For the proof of (39) let K, B,L, C denote the class of v, the bundle of v, the 
class of w, and the bundle of w, respectively. Suppose first $(v, t) = $(w, u). Assume 
t = f(v) and u = f(w). Then we have (a(K), TK(B), o(K), ps(v)) = $(v, t) = I&W, u) = 
(a(L),z~(c), a(L),pc(w)). Since 0 is injective, we obtain K =L, which, together with 
the injectivity of r~, leads to B = C; finally, the injectivity of pi implies c’= w. But 
then t = f(v) = f(w) =u, which contradicts the hypothesis that (v, t),(w,u) are dis- 
tinct. Thus, we have settled the case t = f(u), u = f(w). Analogously, the assumption 
t #f(v), u # f(w) leads to a contradiction, and thus, by symmetry, it remains to con- 
sider the case t = f(o), u #f(w). Then we have (a(K), ZK(B), a(K), pi) = $(u, t) 
= $(w, u) = (PC(W), 4L), zdC), G)), i.e., pdv) = a(L) = TK(B) and PC(W) = o(K) = 
ZL(C). Since pi = ZK(B), we conclude from (37) that v has a neighbor w’ E V(H)\K; 
further, ZK(B) = o(L) and (36) together with the injectivity of G, lead to w’ EL, which 
in particular means L # K. Analogously, we conclude from PC(W)= r~(c) = o(K) 
that w has a neighbor v’ E K. Now (1.2) implies c’= v and w’= w and there- 
fore VW E E(H). Hence we have VW EM. Further, ,f(u) #f(w), which implies 
U = .f(u) = t. 
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Thus the “only if” statement of (39) has been proved. If, conversely, VW EM 
and t=~, then we have f(v)#f(w) since v, w are neighbors. By symmetry, we 
may assume t =f(u)#f(w). From (36) and (37) we obtain ps(v) = ZK(B) =a(L) 
and PC(W) = ZL(C) = a(K), and the definition of $ yields $(ti, t) = (a(K), ZK(B), a(K), 
ps(v)) = (PC(W), a(L), rr(C), o(L)) = $(w, t). This settles (39). Statement (40) is ob- 
vious. For the proof of (41) we may assume, by symmetry, that t = f(v) # f(w). 
Since VW @M, the vertices v, w belong to the same class K. Let B, C denote the 
bundle of u, w, respectively. Then we have $(c, t) = (a(K), TK(B), o(K), pi) and 
$(w, t) = (PC(W), a(K), OK, o(K)). For B = C, these two vertices are clearly neigh- 
bors in B(d,4). For B # C, (38) leads to pi= ziy(C) and PC(W) = ZK(B). Then 
fi(w, t) = (7~(i?), o(K),p~(v), a(K)), and this vertex is a neighbor of $(v, t). Thus (41) 
has been established. 
From (39)-(41) it follows that we obtain a subgraph embedding cp : G, x K2 -+ 
B(d,4) by the following prescription: for z E V(Gi ) and t E (0, l}, define q(z, t) := 
tj(z, t) if z is a vertex of H not incident with an edge of M, and cp(z, t) := $(v, t) if 
z=l?wEM. 
Part 3: We show that, if Gi is a d-bundle graph of the second kind, then Gi x K2 C 
B(d,4). Let (Ko, Kl,%, 991) be a d-bundle decomposition of the second kind of Gi. 
For i~{O,l}, put 93~:=~iU{8} if I2il <d - 1, and & := 2i if Igil= d. Note that 
[@I d d. Because of (II. 1) and (II.S), we can choose fixed B’ E gb, C’ E gi such that 
IB’I < d - 1, IC’I < d - 1 and such that there is no edge of Gi joining a vertex of B’ 
with a vertex of C’. We choose injective mappings [T, : 98: + (0,. . . , d - 1) (i E (0, 1 } ) 
with 
q,(B’)=O and oi(C’)= 1. (42) 
From (II.l), (11.3), (11.4), and the choice of B’, C’ it follows that, for each i E (0, 1) 
and each BE 9Yi, there exists an injective mapping pi : B + (0,. ,d - l} with the 
following properties (43) and (44). 
For each v E B and each C E 2,-i, if v has a neighbor in C, 
then ~B(v)=o~-i(C). (43) 
If B = B’, then pi # 1 for all v E B; and if B = C’, 
then ps(v) # 0 for all u E B. (44) 
Since Gi is bipartite, there exists a function f : V(G, ) + (0, l} such that f(o) #f(w) 
for all edges VW of Gi. 
We define a mapping cp : V(Gi ) x (0, l} + B(d, 4) as follows. For given v E V(Gi ) 
and t E (0, I}, let K; and B denote the class and the bundle of v, respectively; then we 
Put 
q?(v, t) := 
(i, ai( 1 - i,ps(v)) if t = f(r), 
(pB(c),i,oi(B), 1 - i) if t #f(v). 
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We next show the following statements. 
q is injective. (45) 
For any v E V(Gr ), the vertices cp(u, 0), q(v, 1) are neighbors in B(d,4). (46) 
For any VW E E(Gi) and any t E (0, l}, the vertices cp(v,t), cp(w, t) 
are neighbors in B(d,4). (47) 
For the proof of (45) let (v, t),(w, u) E V(Gi) x (0, 1) with q(v, t) = cp(w, u). Let 
Ki, B, Kj, C denote the class of v, the bundle of v, the class of w, and the bun- 
dle of w, respectively. We first consider the case t=f(v), u = f(w). Then (i, ai( 
1 - i, p&v)) = ~(0, t) = q(W, u) = (j, Oj(C), 1 - j, PC(W)). From this we obtain i =j; 
the injectivity of (Ti yields B = C; and the injectivity of ps leads to v = w. Moreover, 
we have t = f(v) = f(w) = u and therefore (v, t) = (w, u). The case t # f(v), u # f(w) 
can be treated analogously. By symmetry, it remains to consider the case t = f(u), 
u # f(w). Then we have (i, oi(B), 1 - i, ps(v)) = ~(v, t) = c~(w, U) = (pc(w),j, Oj(C), 
1 -j). From this we obtain Oi(B) =j and ps(v) = 1 -j and, therefore, {ai( ps(v)} = 
(0, l}. Similarly, we find {~j(C),pc(w)} = (0, l}. By (42) and (44) we conclude 
{B, C} n {B’, C’} = 0. S’ mce 00, ~1 are injective, we obtain oi(B) = 1 - i and ai = 
1 - j. But now we arrive at the contradiction j = oi(B) = 1 - i = Oj(C) = 1 - j. 
Thus (45) has been proved. Statement (46) is obvious. For the proof of (47), let 
again Ki, B, Kj, C denote the class of v, the bundle of v, the class of w, and the 
bundle of w, respectively. Since VW is an edge, we may assume t = f(v) # f(w). Then 
we have cp(~, t) = (i, Oi(B), 1 - i,ps(v)) and cp(w, t) = (pc(w),j, ai( 1 - j). If i =j, 
then (11.2) implies B = C, and then clearly cp(v, t), cp(w, t) are neighbors. If i # j, then 
j = 1 -i, and (43) yields ps(v) = ai( PC(W) = ai( which shows that c~(v, t), cp(w, t) 
are neighbors. Thus (47) is settled. 
From (45)-(47) it follows that cp is a subgraph embedding of Gi x K2 into B(d,4). 
This completes the proof of Theorem 3. 0 
We close with the following proposition concerning d-bundle graphs. 
Proposition 2. For any integer d > 4, there exist connected d-bundle graphs of the 
first kind that are not d-bundle graphs of the second kind and, vice versa, there exist 
connected d-bundle gruphs of the second kind that are not d-bundle graphs of the 
first kind. 
Proof. In the proofs of Corollaries 1 and 3 of Theorem 3, it was shown that the 
path with d3 - d2 - d + 1 vertices is a connected d-bundle graph of the first kind 
and that every d-bundle graph of the second kind has at most 2d2 - 2 vertices. Since 
d3 - d2 - d + 1 >2d2 - 2 for d 3 4, this proves the first statement. 
In order to prove the second statement, we define a graph G = (V, E) as follows. For 
each iE{O,l} and eachjE{l,..., d-l}, we put B,,j:={(i,j,k): kE{l,..., d- 1)); 
for each in (0, l}, we put Ki := $,’ Bi,j; and we put V := Ko U K1. Moreover, we 
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define E : = El U E2 U E3, where 
EI := ((O,j,j>(l,j,j>: j E {I,. . .,d - I}}, 
E2:={(i,j,j)(i,j,k): iE{O,l}, j,kE{l,..., d- l}, jfk}, 
E3:={(0,j,k)(l,k,j):j,kE{l,..., d- l}, j#k}. 
We first show that G is connected. Clearly, the subgraph G[B,j] is connected for each 
i~{O,l} andeachj~{1,...,d-1}.Moreover,foranyj,k~{1,...,d-1},thereisan 
edge e E El U E3 joining a vertex of B,j with a vertex of Bl,k. Hence G is connected. 
We next show that G is bipartite. For this purpose, consider 
X:={(O,j,j): jE{l,..., d- l}}U{(l,j,k): j,kE{l,..., d- l}, jfk}, 
Y:={(l,j,j): jE{l,..., d- l}}U{(O,j,k): j,kg{l,..., d- l}, j#k}. 
Obviously, X, Y define a decomposition of G into color classes. Putting Si := {Bi,j: 
jE{l,..., d - I}} for i E (0, l}, it is now easy to verify that (Ko,Kl,&, SIl) is a 
d-bundle decomposition of G of the second kind. Hence G is a connected d-bundle 
graph of the second kind, and it remains to show that G is not a d-bundle graph of the 
first kind. For this purpose, assume the contrary. Then there exists a graph H, together 
with a d-bundle decomposition of the first kind (X, (~(K))K~.x ) of H, such that G is 
isomorphic to the graph G’ which results from H by contraction of the corresponding 
matching M. Note that (1.3), (I.5), and the definition of M imply the following. 
The distance in G’ between any two distinct e, f E A4 is at least three. (48) 
Let $ : G + G’ be an isomorphism. For v E V(G) with I/(V) = xy EM, we call each of 
the two vertices x, y E V(H) a representatioe of v, and for v E V(G) with $(v) E V(H) 
we call $(2;) the (only) representative of v. If uw is an edge of G, then we conclude 
from (48), together with the definition of M, that there exists exactly one edge e of H 
which joins a representative of v with a representative of w and that there exists exactly 
one class K of H which contains representatives of both u and w. We call e and K 
the representatice and the H-class of VW, respectively. The following observation is 
crucial. 
If C is a cycle in G of length 8, then there exists a class of H 
containing a representative of each vertex of c’. (49) 
For the proof of (49), we first remark that (obviously) there exists exactly one cycle 
C’ in H such that each edge of C’ is either the representative of an edge of C or an 
element of A4 which is a vertex of the &cycle $(C) C G’. Further, it is clear that C’ 
contains the representatives of all eight edges of C. Thus, (49) is settled if some class 
of H contains all vertices of C’. Assume that C’ meets more than one class of H; then, 
by (1.2), C’ must meet at least three classes of H. Therefore, the 8-cycle $(C) s G’ 
contains at least three elements of M. But this contradicts (48). Hence (49) holds. 
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Next we remark that, for all j, k with j# k, the following 8-cycle is contained in G: 
(O,j,j)(l,j,j)(l,j,k)(O,k,j)(O,k,k)(l,k,k)(l,k,j)(O,j,k)(O,j,j). (50) 
Putting j = 1 in (50), we see that, for any k E (2,. . .,d - l}, there exists an 8-cycle 
in G containing the edges (0, 1, 1 )( 1, 1,1) and (0, k, k)( 1, k, k). Therefore, by (49) the 
H-classes of all edges of the form (0, j, j)( 1, j,j) are equal. Considering again (50) 
we see that every edge of G is contained in some 8-cycle which contains an edge 
of the form (0, j, j)( 1, j, j). Hence, by (49), there exists a class K of H which is 
the H-class of all edges of G. Since every vertex of G is incident with some edge, 
it follows that K contains representatives of all vertices of G. But this implies 
2(d - 1)2 = IV(G)1 6 IKl < d2, and therefore d2 - 4d + 2 < 0, contradicting the hypo- 
thesis d >, 4. Hence G is not a d-bundle graph of the first kind. 0 
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