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Abstract: Consider a multi-phase project management problem where the
decision maker needs to deal with two issues: (a) how to allocate resources to
projects within each phase, and (b) when to enter the next phase, so that the
total expected reward is as large as possible. We formulate the problem as a
multi-armed bandit problem with precedence relations. In Chan, Fuh and Hu
(2005), a class of asymptotically optimal arm-pulling strategies is constructed
to minimize the shortfall from perfect information payoff. Here we further
explore optimality properties of the proposed strategies. First, we show that
the efficiency benchmark, which is given by the regret lower bound, reduces to
those in Lai and Robbins (1985), Hu and Wei (1989), and Fuh and Hu (2000).
This implies that the proposed strategy is also optimal under the settings of
aforementioned papers. Secondly, we establish the super-efficiency of proposed
strategies when the bad set is empty. Thirdly, we show that they are still
optimal with constant switching cost between arms. In addition, we prove that
the Wald’s equation holds for Markov chains under Harris recurrent condition,
which is an important tool in studying the efficiency of the proposed strategies.
1. Introduction
Suppose there are U = J1 + · · · + JI statistical populations, Π11,Π12, . . . ,ΠIJI .
Pulling arm ij once corresponds to taking an observation from population Πij . The
observations from Πij form a Markov chain on a state space D with transition
probability density function pij(x, y, θ) with respect to a σ-finite measure Q, where
θ is an unknown parameter belonging to a parameter space Θ. The stationary
probability distribution for the Markov chain exists and has probability density
function πij(·, θ).
At each step, we are required to sample one of the statistical populations obeying
the partial order ij  i′j′ ⇔ i ≤ i′. An adaptive policy is a sampling rule that
dictates, at each step, which population should be sampled based on observations
before that step. We can represent a policy as a sequence of random variables
φ = {φt|φt−1  φt, t = 1, 2, . . .} taking values in {ij|i = 1, . . . , I; j = 1, . . . , Ji}
such that the event {φt = ij} ‘take an observation from Πij at step t’ belongs to
the σ-field generated by φ1, X1, . . . , φt−1, Xt−1, where Xt denotes the state of the
population being sampled at t-th step.
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Let the initial state of Πij be distributed according to νij(·; θ). Throughout this
paper, we shall use the notation Eθ (Pθ) to denote expectation (probability) with
respect to the initial distribution νij(·; θ); similarly, Eπ(θ) to denote expectation
with respect to the stationary distribution πij(·; θ). We shall assume that Vij =
{x ∈ D : νij(x; θ) > 0} does not depend on θ and vij := infx∈Vij infθ,θ′∈Θ[νij(x; θ)/
νij(x; θ
′)] > 0 for all i, j. Suppose that
∫
x∈D
|g(x)|πij(x; θ)Q(dx) <∞. Let
µij(θ) =
∫
x∈D
g(x)πij(x; θ)Q(dx)
be the mean reward under stationary distribution πij when Πij is sampled once.
Let N be the total sample size from all populations, and
TN (ij) =
N∑
t=1
1{φt=ij}(1.1)
be the sample size from Πij and 1 denotes the indicator function. It follows that
the total reward equals
WN (θ) :=
N∑
t=1
I∑
i=1
Ji∑
j=1
Eθ{Eθ[Xt1{φt=ij}|Ft−1]}.(1.2)
In the case of independent rewards, that is, when pij(x, y, ; θ) = pij(y; θ) for all
i, j, x, y and θ, WN (θ) =
∑I
i=1
∑Ji
j=1 µij(θ)EθTN (ij). We shall show in the Ap-
pendix that for Markovian rewards, under regularity conditions A3-A4 (see Section
2.1), there exists a constant C0 <∞ independent of θ ∈ Θ, N > 0 and the strategy
φ such that
(1.3)
∣∣∣WN (θ) − I∑
i=1
Ji∑
j=1
µij(θ)EθTN (ij)
∣∣∣ ≤ C0.
In light of (1.3), maximizing WN (θ) is asymptotically equivalent [up to a O(1)
term] to minimizing the regret
RN (θ) := Nµ
∗(θ)−WN (θ) =
∑
ij:µij (θ)<µ∗(θ)
[µ∗(θ)− µij(θ)]EθTN (ij),(1.4)
where µ∗(θ) := max1≤i≤I max1≤j≤Ji µij(θ).
Because adaptive strategies φ that are optimal for all θ ∈ Θ and large N in
general do not exist, we consider the class of all (asymptotically) uniformly good
adaptive strategies under the partial order constraint , satisfying
RN (θ) = o(N
α), for all α > 0 and θ ∈ Θ.(1.5)
Such strategies have regret that does not increase too rapidly for any θ ∈ Θ. We
would like to find a strategy that minimizes the increasing rate of the regret within
the class of uniformly good adaptive strategies under the partial order constraint .
The rest of the article is organized as follows. In Section 2, we present the assump-
tions and introduce the concept of bad sets. The regret lower bound is investigated
in Section 3. We also prove that the regret lower bound specializes to other lower
bounds obtained by previous authors under less general settings. Section 4 con-
tains the super efficiency result when the bad sets are empty. The optimality of the
proposed strategies under constant switching cost is investigated in Section 5. The
last section includes the proof of Wald’s equation for Markov random walks under
Harris recurrence condition.
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2. The assumption and bad sets
Denote the Kullback-Leibler information number by
Iij(θ, θ
′) =
∫
x∈D
∫
y∈D
log
[ pij(x, y; θ)
pij(x, y; θ′)
]
pij(x, y; θ)πij(x; θ)Q(dy)Q(dx).(2.1)
Then, 0 ≤ Iij(θ, θ
′) ≤ ∞. We shall assume that Iij(θ, θ
′) < ∞ for all i, j and
θ, θ′ ∈ Θ. Let µi(θ) = max1≤j≤Ji µij(θ) be the largest reward in the i-th group of
arms, and
(2.2) Θi = {θ ∈ Θ : µi(θ) > µi′(θ) for all i
′ < i and µi(θ) ≥ µi′(θ) for all i
′ ≥ i}
be the set of parameter values such that the first optimal job is in group i. Let
(2.3) Θij = {θ ∈ Θi : µij(θ) = µi(θ)}
be the parameter set such that arm ij is one of the first optimal ones. Each θ ∈ Θ
belongs to exactly one Θi but may belong to more than one Θij . Let
(2.4) Θ∗i = {θ ∈ Θ : µi(θ) > µi′(θ) for all i
′ 6= i}
be the parameter set in which all the optimal arms lie in group i. Clearly, Θ∗i ⊂ Θi
but the reverse relation is not necessarily true.
2.1. The assumptions
We now state a set of assumptions that will be used to prove the optimality results.
Let Θ be a compact subset of Rd for some d ≥ 1.
A1. µij(·) are finite and continuous on Θ for all i, j. Moreover, no arm group is
redundant in the sense that Θ∗i 6= ∅ for all i = 1, . . . , I.
A2.
∑J1
j=1 I1j(θ, θ
′) > 0 for all θ′ 6= θ and infθ′∈Θij Iij(θ, θ
′) > 0 for all 1 ≤ i <
I, 1 ≤ j ≤ Ji and θ ∈ ∪ℓ>iΘℓ.
A3. For each j = 1, . . . , Ji, i = 1, . . . , I and θ ∈ Θ, {Xijt, t ≥ 0} is a Markov
chain on a state space D with σ-algebra D, irreducible with respect to a
maximal irreducible measure on (D,D) and aperiodic. Furthermore, Xijt is
Harris recurrent in the sense that there exists a set Gij ∈ D, αij > 0 and
probability measure ϕij on Gij such that P
θ
ij{Xijt ∈ Gij i.o.|Xij0 = x} = 1
for all x ∈ D and
P θij{Xij1 ∈ A|Xij0 = x} ≥ αijϕij(A) for all x ∈ Gij and A ∈ D.(2.5)
A4. There exist constants 0 < b¯ < 1, b > 0 and drift functions Vij : D → [1,∞)
such that for all j = 1, . . . , Ji and i = 1, . . . , I,
(2.6) sup
x∈D
|g(x)|/Vij(x) <∞,
and for all x ∈ D, θ ∈ Θ,
P θijVij(x) ≤ (1− b¯)Vij(x) + b1Gij (x),(2.7)
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where Gij satisfies (2.5) and P
θ
ijVij(x) =
∫
D Vij(y)P
θ
ij(x, dy). Moreover, we
require that
(2.8)
∫
D
Vij(x)νij(dx; θ)Q(dx) <∞ and V
∗
ij := sup
x∈Gij
Vij(x) <∞.
Let ℓij(x, y; θ, θ
′) = log[pij(x, y; θ)/pij(x, y; θ
′)] be the log likelihood ratio be-
tween P θij and P
θ′
ij and Nδ(θ) = {θ
′ : ‖θ − θ′‖ < δ} a ball of radius δ around
θ, where ‖ · ‖ denotes Euclidean norm.
A5. There exists δ > 0 such that for all θ, θ′ ∈ Θ,
(2.9) Kθ,θ′ := sup
x∈D
Eθ[supθ˜∈Nδ(θ′) ℓ
2
ij(Xij0, Xij1; θ, θ˜)|Xij0 = x]
Vij(x)
<∞
for all j = 1, . . . , Ji, i = 1, . . . , I. Moreover,
(2.10) sup
θ˜∈Nδ′ (θ
′)
|ℓij(x, y; θ
′, θ˜)| → 0 as δ′ → 0
for all x, y ∈ D and θ′ ∈ Θ.
Assumption A1 is a mild regularity condition to exclude unrealistic models. A2
is a positive information criterion: the first inequality makes sure that information
is available in the first arm group to estimate θ; while the second inequality allows
us to collect information in the i-th arm group for moving to the next group when
θ ∈ Θℓ for some ℓ > i. Assumption A3 is a recurrence condition and A4 is a drift
condition. These two conditions are used to guarantee the stability of the Markov
chain so that the strong law of large numbers and Wald’s equation hold. A5 is a
finite second moment condition that allows us to bound the probability that the
MLE of θ lies outside a small neighborhood of θ. This bound is important for us
to determine the level of unequal allocation of observations that can be permitted
in the testing stage of our procedure. The proof of the asymptotic lower bound in
Theorem 1 requires only A1-A3; while additional A4 and A5 are required for the
construction of efficient strategies attaining the lower bound.
2.2. Bad sets
The bad set is a useful concept for understanding the learning required within the
group containing optimal arms. It is associated with the asymptotic lower bound
described in Section 3 and is used explicitly in constructing the asymptotically
efficient strategy. For θ ∈ Θℓ, define J(θ) = {j : µ∗(θ) = µℓj(θ)} as the set of
optimal jobs in group ℓ. Hence θ ∈ Θℓj if and only if j ∈ J(θ). We also define
the bad set, the set of ‘bad’ parameter values associated with θ, as all θ′ ∈ Θℓ
which cannot be distinguished from θ by processing any of the optimal jobs ℓj.
Specifically,
(2.11) Bℓ(θ) =
{
θ′ ∈ Θℓ \
( ⋃
j∈J(θ)
Θℓj
)
: Iℓj(θ, θ
′) = 0 for all j ∈ J(θ)
}
.
The bad set Bℓ(θ) is the intersection of two parameter sets. One set consists of
parameter values that have different optimal arms from those for θ. The other set
contains parameter values that cannot be distinguished from sampling the optimal
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arm for θ. When a parameter value is in the intersection, sampling from arms that
are non-optimal for θ is required.
We note that if Iℓj(θ, θ
′) = 0, then the transition probabilities of Xℓjt are identi-
cal under both θ and θ′. If θ′ ∈ Bℓ(θ), then by definition, θ′ 6∈ ∪j∈J(θ)Θℓj and hence
J(θ′) ∩ J(θ) = ∅. Let j ∈ J(θ) and j′ ∈ J(θ′). Then µℓj′ (θ′) > µℓj(θ′) = µℓj(θ) >
µℓj′ (θ). Thus
(2.12) Iℓj′ (θ, θ
′) > 0 for all θ′ ∈ Bℓ(θ) and j
′ ∈ J(θ′).
The interpretation of (2.12) is as follows. Although we cannot distinguish θ from
θ′ ∈ Bℓ(θ) when sampling the optimal arm for θ, we can distinguish them by
sampling the optimal job for θ′. This fact explains the necessity of processing non-
optimal arms to collect information.
3. The regret lower bound
The following theorem gives an asymptotic lower bound for the regret (1.4) of
uniformly good adaptive strategies under the partial order constraint . The proof
can be found in [1]. We will discuss the relation of the lower bound with those in
[6, 7] and [3].
Theorem 1. Assume A1-A3 and let θ ∈ Θℓ. For any uniformly good adaptive
strategy φ under the partial order constraint ,
lim inf
N→∞
RN (θ)/logN ≥ z(θ, ℓ),(3.1)
where z(θ, ℓ) is the minimum value of the following minimization problem.
Minimize
∑
i<ℓ
Ji∑
j=1
[µ∗(θ)− µij(θ)]zij(θ) +
∑
j /∈J(θ)
[µ∗(θ)− µℓj(θ)]zℓj(θ),(3.2)
subject to zij(θ) ≥ 0, j = 1, . . . , Ji, if i < ℓ, j /∈ J(θ), if i = ℓ,
and
(3.3)

infθ′∈Θ1{
∑J1
j=1 I1j(θ, θ
′)z1j(θ)} ≥ 1,
infθ′∈Θ2{
∑J1
j=1 I1j(θ, θ
′)z1j(θ) +
∑J2
j=1 I2j(θ, θ
′)z2j(θ)} ≥ 1,
...
infθ′∈Θℓ−1{
∑J1
j=1 I1j(θ, θ
′)z1j(θ) + · · ·+
∑Jℓ−1
j=1 I(ℓ−1)j(θ, θ
′)z(ℓ−1)j(θ)} ≥ 1,
infθ′∈Bℓ(θ){
∑
i<ℓ
∑Ji
j=1 Iij(θ, θ
′)zij(θ) +
∑
j /∈J(θ) Iℓj(θ, θ
′)zℓj(θ)} ≥ 1.
Corollary 1. When there is only one group of arms, (3.1) reduces to the lower
bound (1.11) of Lai and Robbins [7].
Proof. When there is only group of arms, only the last inequality of (3.3) is needed
and it takes the form
(3.4) inf
θ′∈B(θ)
∑
j /∈J(θ)
Ij(θ, θ
′)zj(θ) ≥ 1.
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In [7], it is proved that
(3.5) EθTN(j) ≥
logN
I(θj , θ∗)
for all j /∈ J(θ),
where θ∗ = max1≤i≤k θi. Note that in [7], all jobs belong to the same family of
probability distributions with different parameter values, and thus the KL informa-
tion number does not depend on the job label but only the parameter value. Let
EθTN (j)/ logN = zj(θ), then (3.5) is the same as
(3.6) zj(θ)I(θj , θ
∗) ≥ 1 for all j /∈ J(θ).
We first show that (3.4) ⇒ (3.5). Because (3.4) implies that for all θ′ ∈ B(θ)
(3.7)
∑
j /∈J(θ)
I(θj , θ
′
j)zj(θ) ≥ 1.
If θ′ = (θ′1, . . . , θ
′
k) ∈ B(θ), then θ
∗ = θj∗ = θ
′
j∗ and max1≤i≤k θ
′
i > θ
∗. Suppose we
choose a sequence of θ′ ∈ B(θ) such that there is only one component θ′j approaching
θ∗ from above and other components θ′j′ , j
′ /∈ J(θ), all have the same values as the
corresponding components of θ. Taking infimum over this sequence of θ′ ∈ B(θ) in
(3.7), we obtain (3.6). This complete the proof of (3.4) ⇒ (3.5).
To prove (3.5) ⇒ (3.4), we assume that (3.4) does not hold. That is, there exist
a θ′ ∈ B(θ) such that ∑
j /∈J(θ)
I(θj , θ
′
j)zj(θ) < 1.
Because θ′ ∈ B(θ), there exists at least one component θ′j∗ of θ
′ such that θ′j∗ > θ
∗.
Then the preceding inequality and the property of exponential families imply that
zj∗(θ)I(θj∗ , θ
∗) < zj∗(θ)I(θj∗ , θ
′
j∗) < 1,
and thus (3.6) does not hold. This establishes (3.5) ⇒ (3.4) and the proof is com-
plete.
Corollary 2. When there is only one arm in each group, then (3.1) reduces to the
lower bound (1.17) of Hu and Wei [6].
Proof. In Hu and Wei [6], the set Θi are intervals of ℜ. Thus the infimum over Θi
is achieved at the end points of the intervals. Furthermore, because there is only
one arm in each group, the bad sets are all empty and therefore the last inequality
in (3.3) is not needed. In view of these facts, it is straightforward to show that
the systems of inequalities (3.3) reduces to (1.14) of Hu and Wei [6]. The proof is
complete.
Corollary 3. When there is only one arm in each group, the lower bound (3.1)
reduces to (3.2) of Fuh and Hu [3].
Proof. The assumptions A3 and A4 of Fuh and Hu [3] correspond to the regularity
condition A1 and the positive information criterion A2 in Section 2, respectively.
The A1, A2 and A5 of Fuh and Hu are essentially the same as Harris recurrence
condition A3, the drift condition A4, and the finite second moment condition A5
of this paper, respectively.
Note that the definition of bad sets in [3] is different from that of this paper.
In [3], the bad set consists of all those parameter values having optimal arm not
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in the same group and cannot be distinguished when sampling from the optimal
arm. Here the bad set consists of parameter values that has different optimal arm
(but still in the same group), and cannot be distinguished when sampling from the
optimal arm(s). If we adopt the definition (2.11), then it is clear that the bad sets
are all empty under the setting of [3].
The infimums in Problem A of Fuh and Hu [3] is taken over the union of Θi and
the corresponding bad set. Because the bad sets in [3] are all empty as we point
out earlier, the infimums is actually taken over Θi. With this understanding, it is
straightforward to verify that the lower bound (3.1) reduces to (3.2) of Fuh and
Hu [3].
4. Super efficiency
The strategy in the allocation of the observations is as follows. For the rationale
of the proposed strategy and more detailed discussion, please see [1]. Let n0 and
n1 be positive integers that increase to infinity with respect to N and satisfies
n0 = o(logN) and n1 = o(n0).
1. Estimation. Select n0 observations from each arm in group 1 and let θ̂ be the
maximum likelihood estimate (MLE) of θ defined by
(4.1) L(θ) =
J∑
j=1
n0∑
t=1
log p1j(X1j(t−1), X1jt; θ), θ̂ = argmax
θ∈Θ
L(θ).
Let ℓ = min{i : Nδ/2(θ̂)∩Θi 6= ∅}. Select an adjusted MLE estimate θ̂a ∈ Nδ/2(θ̂)∩
Θℓ, (where δ → 0 as N →∞ at a rate to be specified in Theorem 1 below), in the
following manner. Let | · | denote the number of elements in a finite set and
(4.2) J = max{|J(θ′)| : θ′ ∈ Nδ/2(θ̂) ∩Θℓ}.
We require that
(4.3) θ̂a ∈ H := {θ ∈ Nδ/2(θ̂) ∩Θℓ : |J(θ)| = J}.
The motivation behind considering an adjusted MLE is to estimate J(θ) and the
set Θi that θ belongs to consistently. This has implications in the experimentation
phase. We note that if |J(θ)| > 1, then J(θ̂) need not be consistent for J(θ) and if
Θi lies on Θi \ Θ∗i [see (2.2) and (2.4)], then θ̂ need not be consistently inside Θi.
Conversely, the probability that J(θ̂a) = J(θ) and θ̂a lying inside Θi tends to 1 as
N →∞.
Let
(4.4) Bℓ(θ; δ) = ∪θ′∈HBℓ(θ
′)
and let {ẑij}1≤i≤ℓ,1≤j≤Ji minimize
(4.5)
∑
i<ℓ
Ji∑
j=1
[µ∗(θ̂a)− µij(θ̂a)]zij +
∑
j 6∈J(θ̂a)
[µ∗(θ̂a)− µℓj(θ̂a)]zℓj
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subject to the constraints
(4.6)

infθ′∈Θ1{
∑J1
j=1 I1j(θ̂a, θ
′)z1j} ≥ 1,
infθ′∈Θ2{
∑J1
j=1 I1j(θ̂a, θ
′)z1j +
∑J2
j=1 I2j(θ̂a, θ
′)z2j} ≥ 1,
...
infθ′∈Θℓ−1{
∑J1
j=1 I1j(θ̂a, θ
′)z1j + · · ·+
∑Jℓ−1
j=1 I(ℓ−1)j(θ̂a, θ
′)z(ℓ−1)j} ≥ 1,
inf
θ′∈Bℓ(θ̂;δ)
{
∑
i<ℓ
∑Ji
j=1 Iij(θ̂a, θ
′)zij +
∑
j /∈J(θ̂a)
Iℓj(θ̂a, θ
′)zℓj} ≥ 1.
Let k = 1.
2. Experimentation. If k ≤ ℓ, select ⌊ẑkj logN⌋ observations from arm kj, where
⌊·⌋ denotes the greatest integer function. If k > ℓ, we skip the experimentation stage.
We note that if Bℓ(θ̂; δ) is empty, then the last inequality in (4.6) is automatically
satisfied and hence we can select ẑℓ1 = · · · = ẑℓJℓ = 0. In other words, if Bℓ(θ̂; δ) is
empty, then the experimentation stage is also skipped over for k = ℓ.
3. Testing. Start with a full set {k1, . . . , kJk} of unrejected jobs. The rejection
of a job is based on the following test statistic. Let Fk, 1 ≤ k ≤ I, be a probability
distribution with positive probability on all open subsets of ∪Ii=kΘi. Define
(4.7)
Uk(n;λ) =
∫
∪I
i=k
Θi
∏k
i=1
∏Ji
j=1 νij(Xij0; θ)
∏nij
t=1 pij(Xij(t−1), Xijt; θ) dFk(θ)∏k
i=1
∏Ji
j=1 νij(Xij0;λ)
∏nij
t=1 pij(Xij(t−1), Xijt;λ)
for all λ ∈ Θk.
(a) If θ̂ ∈ ∪i>kΘi: Add one observation from each unrejected job. Reject param-
eter λ if Uk(n;λ) ≥ N . Reject a job kj if all λ ∈ Θkj have been rejected at some
point in the testing stage. If there is a job in group k left unrejected and the total
number of observations is less than N , repeat 3(a). Otherwise go to step 4.
(b) If θ̂ ∈ Θk: Add n1 observations from each unrejected job kj, j ∈ J(θ̂) and
one observation from each unrejected job kj, j 6∈ J(θ̂). Reject a job kj if all λ ∈ Θkj
have been rejected at some point in the testing phase. If there is a job in group k
left unrejected and the total number of observations is less than N , repeat 3(b).
Otherwise, go to step 4.
(c) If θ̂ ∈ ∪i<kΘi: Adopt the procedure of 3(a).
4. Moving to the next group and termination. The strategy terminates once N
observations have been collected. Otherwise, if k < I, increment k by 1 and go to
step 2; if k = I, select all remaining observations from a job Ij satisfying µIj(θ̂) =
max1≤h≤JI µIh(θ̂).
In [1] Theorem 2, it was established that when Bℓ(θ) is non-empty, then the
asymptotic lower bound of the regret is attained with the procedure above. We
shall show that the same procedure is not only asymptotically optimal but also
the regret from the optimal group will be o(logN) when Bℓ(θ) = ∅ as oppose to
O(logN) when Bℓ(θ) 6= ∅. An important key step required in our proof is the
consistency result
(4.8) Pθ{Bℓ(θ̂, δ) = ∅} → 1 as N →∞
under the empty bad set assumption.
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Theorem 2. Let θ ∈ Θℓ. Assume A1-A5 and (1.5) . Let n0 → ∞ with n0 =
o(logN) and n1 → ∞ such that n1 = o(n0). There exists δ(= δN) ↓ 0 as N → ∞
such that
(4.9) Pθ{θ̂ ∈ Θ \Nδ(θ)} = o(n
−1
1 ) as n1 →∞.
Moreover, if Bℓ(θ) = ∅, then (4.8) holds and
(4.10)
Jℓ∑
j=1
EθTN (ℓj) = o(logN).
Hence
(4.11) lim
N→∞
RN (θ)/ logN = z(θ, ℓ).
Proof. The consistency of θ̂ in (4.9) follows from A2 and (4.5) of Chan, Fuh and
Hu [1]. We shall now prove (4.8). Since δ ↓ 0 and θ̂ is consistent for θ, it suffices
from the definition of Bℓ(θ; δ) in (4.4) to show that there exists δ0 > 0 such that
(4.12) Bℓ(θ˜) = ∅ for all θ˜ ∈ Nδ0(θ) ∩Θℓ with |J(θ˜)| = J.
We observe from the continuity of µℓj that there exists δ1 > 0 such that J(θ˜) ⊂ J(θ)
for all θ˜ ∈ Nδ1(θ) ∩ Θℓ. Hence it follows that if |J(θ˜)| = |J(θ)|, then it must be
true that J(θ˜) = J(θ). We see from the definition of bad sets in (2.11) that for each
θ′ ∈ Θℓ \ (∪j∈J(θ)Θℓj), Iℓj(θ, θ
′) > 0 for some j ∈ J(θ) and hence by the continuity
of the Kullback-Leibler information, there exists δ2 > 0 such that Iℓj(θ˜, θ
′) > 0
whenever θ˜ ∈ Nδ2(θ). Select δ0 = min{δ1, δ2}. Then (4.12) holds.
We shall next show (4.10). By (4.8) and since the experimentation stage is
skipped over when k = ℓ and Bℓ(θ̂, δ) = ∅, it suffices to show that the expected total
number of observations taken from inferior arms in the testing stage is o(logN).
Define pN = Pθ{J(θ̂a) = J(θ)}. Then by (4.3), (4.9) and as J(θ˜) ⊂ J(θ) for all
θ˜ ∈ Nδ1(θ) for some δ1 > 0, 1 − pN = o(n
−1
1 ). By (2.16) and the assumption
Bℓ(θ) = ∅, at least one optimal arm will provide positive information against each
θ′ 6∈ ∪j∈J(θ)Θj . By A3-A5 and (6.4), (6.5) of Chan, Fuh and Hu [1], (an expected)
O(logN) number of observations from arms with positive information is required
to reject each θ′ ∈ Θℓ \ (∪j∈J(θ)Θℓj). Hence O(n
−1
1 logN) number of recursions is
involved when J(θ) = J(θ̂a) because at least n1 observations in each recursion has
positive information. Similarly, O(logN) recursions is needed when J(θ) 6= J(θ̂a)
because at least one observation in each recursion has positive information. The
number of observations from inferior arms in each recursion is O(1) if J(θ̂a) = J(θ)
and O(n1) otherwise. Hence the expected number of observations from inferior arms
during the recursion steps in the testing phase is
(4.13) pNO(n
−1
1 logN) + (1− pN )O(n1 logN) = o(logN).
The asymptotic result (4.11) follows from (4.10) and the proof of Chan, Fuh and
Hu [1] Theorem 2.
For the special case ℓ = 1, it follows from (4.11) that RN (θ) = o(logN) occurs. In
[2] and [10], a uniformly good procedure was proposed that satisfies RN (θ) = O(1)
when Θ is finite and I = 1.
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5. The switching cost
Let a(θ) > 0 be the switching cost between two arms and are not both optimal
when the underlying parameter is θ. It is assumed here that there is no switching
cost when both arms are optimal. Then
LN(θ) := a(θ)Eθ
(N−1∑
t=1
1{φt 6=φt+1,min[µφt (θ),µφt+1(θ)]<µ
∗(θ)}
)
is the average switching cost of a procedure. It is also desirable that this cost is
asymptotically negligible compared to the regret as N →∞.
Theorem 3. Under Assumptions A1 - A5, the strategy φ∗ has average switching
cost
(5.1) LN (θ) = o(logN) as N →∞.
Hence, the strategy is asymptotically optimal when there is switching cost.
Proof. In the estimation stage it is require to take n0 observations from each arm
in group 1. We can take the n0 observations in batches and switch only J1 − 1
times. Therefore the switching cost from estimation stage is a(θ)(J1 − 1). In the
experimentation stage, we need to allocate at most ẑkj logN observations to arm kj.
Again this can be done in batches and thus the switching cost from experimentation
stage is at most a(θ)(Jk−1). In the testing stage, it is shown in (6.12) of Chan, Fuh
and Hu [1], that the expected total number of observations is o(logN) and thus
the switching cost is no more than o(logN). Adding the switching costs from the
estimation, experimentation, and testing stages together, shows that the total cost
due to switching is o(logN). However, the regret lower bound is O(logN), which
implies that the switching cost constitutes a negligible part of the total regret as
n→∞. This completes the proof that the proposed strategy is still asymptotically
optimal with constant cost per switch.
6. Extension of Wald’s equation to Markovian rewards
As we will be focusing on a single arm ij and fixed parameters θ0, θq such that
µ := Iij(θ0, θq) > 0 we will drop some of the references to i, j, θ0, θq and q in
this section. This applies also to the notations in assumptions A3-A5. Moreover, we
shall use the notation E(·) as a short form of Eθ0(·) and Ex(·) as a short form of
Eθ0(·|X0 = x). Let Sn = ξ1 + · · ·+ ξn, where ξk = log[pij(Xk−1, Xk; θ0)/pij(Xk−1,
Xk; θq)] has stationary mean µ under Pθ0 and let τ be a stopping-time. We shall
show that
(6.1) ESτ = µ(Eτ) − E[γ(Xτ )] + E[γ(X0)]
for some function γ to be specified in Lemma 1. In Lemma 2, we show that the
conditions on V in A4-A5 lead to bounds on γ(x) and by applying Lemma 3, we
obtain
(6.2) E|γ(Xτ )|+ E|γ(X0)| = o(Eτ).
Substituting (6.2) back into (6.1), Wald’s equation
(6.3) ESτ = [µ+ o(1)]Eτ
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is established for Markovian rewards. Under uniform recurrence condition, Fuh and
Lai [4] established Wald’s equation based on perturbation theory for the transition
operator. The Wald’s equation was proved under the assumption that the solution
for the Poisson equation exists in [5] based on Poisson equation for the transition
operator. In this section, we apply the idea of regeneration epoch to derive the
Wald’s equation for Markov random walks.
By (2.5), we can augment the Markov additive process and create a split chain
containing an atom, so that increments in Sn between visits to the atom are in-
dependent. More specifically, we construct stopping-times 0 < κ(1) < κ(2) < · · ·
using an auxiliary randomization procedure such that
P{Xn+1 ∈ A, κ(i) = n+ 1|Xn = x, κ(i) > n ≥ κ(i− 1)}
=
{
αϕ(A) x ∈ G,
0 otherwise.
(6.4)
Then by Lemma 3.1 of Ney and Nummelin [9],
(i) {κ(i+ 1)− κ(i) : i = 1, 2, . . .} are i.i.d. random variables.
(ii) the random blocks {Xκ(i), . . . , Xκ(i+1)−1}, i = 1, 2, . . . , are independent and
(iii) P{Xκ(i) ∈ A|Fκ(i)−1} = ϕ(A), where Fn=σ-field generated by {X0, . . . , Xn}.
By (ii)-(iii), Eϕ(Sκ − κµ) = 0. Define κ = κ(1). We shall use the notation “n =
atom” to denote n = κ(i) for some i.
Lemma 1. Let γ(x) = Ex(Sκ−κµ). Then Zn = (Sn−nµ)+γ(Xn) is a martingale
with respect to Fn. Hence (6.1) holds.
Proof. We can express
Zn = E(SUn − Unµ|Fn) where Un = inf{m > n : m = atom}.
If Xn = xn 6∈ G, then by (6.4), Un > n+ 1. Hence Un+1 = Un and
(6.5) E(Zn+1|Fn) = Zn
because Fn+1 ⊃ Fn. If Xn = xn ∈ G, then by (6.4) and (ii),
E(Zn+1|Fn)− Zn = E[(SUn+1 − SUn) + (Un+1 − Un)|Fn] = αEϕ(Sκ − κµ) = 0
and hence (6.5) also holds.
Lemma 2. Under A3-A5,
|γ(x)| ≤ β−1[V (x) + b+ (V ∗ + b)V ∗(α−1 + 1)](K + 1 + |µ|),
where α satisfies (2.5), V ∗ is defined in A4 and K is defined in (2.9).
Proof. By (2.9),
(6.6) V (x) ≥ K−1Exξ
2
1 ≥ K
−1(Ex|ξ1| − 1).
Let 0 < σ(1) < σ(2) < · · · be the hitting times of the set G and let σ = σ(1). Let
(6.7) mn(A) = Ex
[ κ∑
n=1
V (Xn)1{Xn∈A}
]
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for all measurable set A ⊂ D. By (2.7),
Ex[V (Xn)1{σ≥n}] ≤ (1 − β)Ex[V (Xn−1)1{σ≥n−1}], n ≥ 2
and
Ex[V (X1)] ≤ V (x) + b.
Hence by induction,
(6.8) Ex
[ σ∑
n=1
V (Xn)
]
≤ [V (x) + b]
∞∑
n=1
(1− β)n−1 = [V (x) + b]/β.
By (6.7)-(6.8), and as V ≥ 1,
mn(D) = Ex
{ σ∑
n=1
V (Xn) +
∞∑
k=1
[ σ(k+1)∑
n=σ(k)+1
V (Xn)
]
1{κ>σ(k)}
}
= Ex
{ σ∑
n=1
V (Xn) +
∞∑
k=1
EXσ(k)
[ σ∑
n=1
V (Xn)
]
1{κ>σ(k)}
}
≤ β−1[V (x) + b] + Ex
{ ∞∑
k=1
β−1[V (Xσ(k)) + b]1{κ>σ(k)}
}
≤ β−1[V (x) + b] + β−1(V ∗ + b)mn(G).(6.9)
But by (6.4), mn(G) ≤ V ∗(α−1 + 1). Since γ(x) ≤ (K + 1 + |µ|)mn(D), Lemma 2
holds.
Let Wi = |γ(Xκ(i))| + · · · + |γ(Xκ(i+1)−1)|, for i ≥ 1. Then by A3-A5, Lemma
4 and its proof, and (i)-(iii), W1,W2, . . . are i.i.d. with finite mean while by (2.8),
W0 := |γ(X0)|+ · · ·+ |γ(Xκ(1)−1)| also has finite mean.
Lemma 3. Let Mn = max1≤k≤nWk. Then for any stopping-time τ ,
(6.10) E(Mτ ) = o(Eτ).
Proof. Let δ > 0 and let c(= cδ) > 0 be large enough such that E[(W1 − c)+] ≤ δ.
We shall show that
Zn = (Mn ∨ c)− nδ
is a supermartingale. Indeed for any λ ≥ 0,
E[Mn+1 ∨ c|Mn ∨ c = c+ λ] = c+ λ+ E[(Wn+1 − c− λ)
+] ≤ c+ λ+ δ
and the claim is shown. Hence EZτ ≤ EZ0 = c and it follows that E(Mτ ) ≤
E(Mτ ∨ c) ≤ δ(Eτ) + c. Lemma 3 then follows by letting δ ↓ 0.
7. Appendix
Proof. Proof of (1.3) Let Xijt denotes the tth observation taken from arm ij. Then
(7.1)
∣∣∣WN (θ) − I∑
i=1
Ji∑
j=1
µij(θ)EθTN (ij)
∣∣∣ ≤ I∑
i=1
Ji∑
j=1
∞∑
t=1
|Eθg(Xijt)− µij(θ)|.
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For any signed measure λ on (D,D), let
(7.2) ‖λ‖Vij = sup
h:|h|≤Vij
∣∣∣ ∫ h(x)λ(dx)∣∣∣.
It follows from Meyn and Tweedie ([8], p.367 and Theorem 16.0.1) that under A3
and the geometric drift condition (2.7),
(7.3) ωij := sup
θ∈Θ,x∈D
∞∑
t=1
‖P θijt(x, ·) − πij(θ)‖Vij/Vij(x) <∞,
where P θijt(x, ·) denotes the distribution of Xijt conditioned on Xij0 = x and πij(θ)
denotes the stationary distribution of Xijt under parameter θ. By (2.6), there exists
κ > 0 such that κ|g(x)| ≤ Vij(x) for all x ∈ D and hence it follows from (7.2) and
(7.3) that
(7.4) κ
∞∑
t=1
|Eθ,xg(Xijt)− µij(θ)| ≤ ωijVij(x),
where Eθ,x denotes expectation with respect to Pθ and intial distribution Xij0 = x.
In general, for any initial distribution νij(·; θ), it follows from (2.8) and (7.4)
that
∞∑
t=1
|Eθg(Xijt)− µij(θ)| ≤
∫ ∞∑
t=1
|Eθ,xg(Xijt)− µij(θ)|νij(x; θ)Q(dx) <∞
uniformly over θ ∈ Θ and hence (1.3) follows from (7.1).
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