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ABSTRACT
Allostery describes the phenomenon where perturbations in one region of a protein affect
protein behavior in another non-overlapping region. Considerable efforts made over decades to
understand the molecular basis of allostery, yet an overarching theory that can predict signaling
pathways and contributions from chemical components is still lacking. In fact, molecular details
in even the most well-studied of model systems, PDZ domains and GPCRs, remain unclear. In this
dissertation I use molecular simulation methods to understand the role of allostery in the regulated
entry of paramyxovirus into host cells, and also develop a new method to determine timedependent signaling pathways in proteins.
Paramyxoviruses include notable pathogens like the Parainfluenza, Measles, Nipah, and
NDV, which continue to cause significant loss of life in humans and animals. Paramyxoviruses
use two membrane proteins to infect, the attachment protein and the fusion protein. Attachment
proteins have a stalk embedded in the membrane and four receptor binding domains that are
organized as a dimer of dimers at the end of the stalk. The binding signal is relayed from the
receptor binding domains to the stalk, which then triggers the fusion protein to activate and fuse
the viral and host cell membranes. The details of how the receptor binding signal is transmitted
from the binding domain to the stalk remain to be elucidated. To better understand this process,
we perform simulations of the Measles dimer as well as the NDV dimer and tetramer. Our key
result is that receptor binding has little effect on the structures of individual receptor binding
domains, but these small changes in structure coupled with changes in thermal fluctuations, can
alter dimer interfaces — in NDV, dimer interfaces rotate by about 10° , while the interface of the
Measles dimer shows no change. In our previous studies of the Nipah dimer, which were validated
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subsequently by experiment, we had found that receptor binding led to very large changes in
dimeric interface. Taken together, our results suggest that the molecular details of allostery are not
conserved among the different paramyxoviruses; a result that stands in stark contrast to inferences
derived from macroscopic experiments that suggest paramyxoviruses to have a universally
conserved fusion mechanism. For NDV, we also provide a detailed signaling model that is
consistent with experimental findings on the effect of site-directed mutagenesis on receptor
binding and fusion. Our studies on the crystal structure of the tetramer, which is missing ~90 stalk
residues, show that it does not make a stable system for simulation – the receptor escapes and the
partial stalk segment loses its structural integrity. Investigating receptor-induced changes at the
tetramer level, which is necessary for measles, requires inclusion of the entire tetrameric stalk.
The results we discussed above for Paramyxoviruses were obtained from equilibrium
simulations, where we simulated proteins in receptor-bound and receptor-free states, and by
comprising differences in structure and dynamics between these states, we identified the changes
induced by receptors. These simulations, however, do not provide information on how signals
propagate between allosteric sites. Understanding signal propagation requires generation and
analysis of non-equilibrium data that captures the time-dependent switching between states. Here
we develop a rigorous computational approach that quantitatively analyzes the time-evolution of
allosteric signals in proteins and identifies time-dependent signaling paths and allosteric signaling
hubs. We use PDZ domains as our model system for which a lot of experimental data is available
for testing and validation, and where signaling is known to occur through a combination of changes
in structure and dynamics. The challenges here are to track and then analyze time-dependent
changes in conformational “ensembles,” so that changes in both structure and dynamics are
considered. We demonstrate that simultaneous tracking of changes in structure and dynamics can
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be accomplished by supervised machine learning, and we perform analysis on event tracking by
using directed graphs. In its application to PDZ domains, we note that our method correctly
distinguishes between experimentally characterized residues that affect receptor binding and those
that do not affect receptor binding.
Overall, these studies provide new insight into the role of protein dynamics in allosteric
signaling and identify the specific roles of allostery in the regulated fusion machinery of
paramyxoviruses. Additionally, this work provides a new method to determine time-dependent
signaling pathways in proteins, which we anticipate will be applied in future to resolve key
mechanistic issues in many biomedically important proteins that are controlled by dynamic
allostery.
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CHAPTER ONE:
INTRODUCTION
1.1 Life and Proteins
All of life, from <0.5 µm mycoplasmas [1] to the 6 million kg aspen clone (a type of shrub)
[2], share the same fundamental biological principles. Although the exact list of these principles
remains a topic of discussion, in general, living organisms are considered to be self-organized
systems that grow, develop, adapt, metabolize, and reproduce [3]. At the molecular scale, the
engines that enable these processes are biomolecules called proteins. Proteins are large molecules
that are constructed by chaining amino acids together (Fig. 1.1). Amino acids contain a backbone
portion and a side chain portion. The backbone of a free amino acid is a trio of N-C-C atoms, called
the N terminus, Cα, and the C terminus. The N and C termini of all amino acids are a part of an
amine (NH2) and a carboxyl (COOH) group respectively, hence the term amino acid. A third
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Figure 1.1. A. Components of an amino acid. An amino acid has three backbone atoms, NC-C. The N terminal atom is part of an amino group, the C terminal atom is part of a carboxyl
group, and the side chain that gives the amino acid its identity is bound to the middle Cα carbon.
B. Three amino acids linked to form a tripeptide. In physiological pH the N terminus has a
positive charge and the C terminus has a negative charge. The side chains of the constituent
amino acids interact with each other, and the nature of these interactions gives the peptide it’s
shape.
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functional group, called the R group or side chain, is attached to the Cα. This side chain is variable,
and it is what gives amino acids their identity and interaction properties. To construct a peptide
chain, amino acids are added in sequence by ligating the N terminus of a one amino acid to the C
terminus of another.
Amino acids are categorized as hydrophobic or hydrophilic, the latter of which can be
subcategorized as charged or polar. Charged amino acids bear either a positive or a negative charge
in cellular conditions, and two oppositely charged amino acids interact very favorably with each
other, sometimes referred to as a salt-bridge, whereas amino acids with same sign charges repel
each other. Polar amino acids do not bear a full charge, but uneven electron sharing between the
constituent amino acids makes one side of the amino acid partially negative and the other side
partially
Protein Backbone

Hydrophilic
Partial Charge
H

CH2
O
H

CH3 CH3

partial

interact favorably with other partial

CH3 CH3

or full charges of opposite sign.

CH

!"

S!

The

charges in polar amino acids can

CH
Hydrophobic
Nonpolar

positive.

!

Hydrophobic amino acids do not

CH2

Hydrophilic
Charged
Salt Bridge
CH2

CH2

CH2

CH2

+
NH3

-

O

Side Chain
R Group

bear a charge and are called so

O
C

CH2

because they form less favorable
interactions with water than do

Figure 1.2. Intra-protein interactions. Amino acids are
broadly classified as hydrophilic or hydrophobic.
Hydrophilic amino acids bear either a full charge or a
partial charge and interact favorably with each other and
with water. Hydrophobic amino acids do not bear any
charge and form only hydrophobic interactions with each
other. Their propensity to not form favorable interactions
with water tends to place them on the interior of proteins.
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polar or charged amino acids,
giving them a tendency to be buried
in the center of a protein where they
are not exposed to water. The
peptide folds into a 3-dimensional

structure that is a function of the interactions formed by its constituent amino acids, which are
referred to as residues when they are incorporated in a peptide chain (Fig 1.2).
A protein’s organizational hierarchy is divided into four categories. The primary structure
is simply the unfolded primary sequence of the peptide chain. Secondary structure refers to the
bends in primary structure that form α-helices and β-sheets. α-helices and β-sheets further interact
to give rise to tertiary structure of the protein, which are most often globular. Tertiary structures
usually refer to stretches of protein that can independently fold into their own domain. Domains
can be full-fledged proteins on their own or interact with other domains to form multimeric
proteins. The arrangement of different domains in a multimeric protein is referred to as the
quaternary structure (Fig 1.3).

Primary structure:
Amino acid Sequence

Quaternary Structure

Res1

Res2

Tertiary Structure:
Domain

Res5

Res3
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Res6

Secondary structure:
α-helix
β-sheet
Loop

Receptor Binding Domains
of Newcastle Disease Virus
Hemagglutinin Neuraminidase

Figure 1.3. Protein structure hierarchy. Amino acids are covalently linked through their C &
N backbone atoms. The sequence of amino acids is the primary structure of the protein. The
backbones of amino form mainly two structured configurations called α-helices and β-sheets.
Non-structured backbones usually are loops connecting called α-helices and β-sheets. Loops, αhelices, and β-sheets are secondary structures of proteins. The arrangement of secondary
structures in domains is called tertiary structure. Finally, quaternary structure describes interaction
of distinct domains that can fold independently of each other.

3

Cells are the most fundamental unit of life, meaning a single cell performs all of life’s
functions mentioned above. Cells use lipid bilayers to create a boundary between self and
environment, creating an enclosed container inside which it can perform all of life’s functions. In
order for the cell to carry out its metabolic functions the lipid bilayer must allow the uptake of
nutrients from and output waste to the environment. To accomplish this task, lipid bilayers are
studded with membrane-bound proteins that enable fine-tuned control of material and information
exchange with the environment. These membrane proteins can be receptors that transmit signals
between the inside and outside of the cell, transport proteins that allow molecules and ions,
enzymes that catalyze reactions that need to occur close to membrane, and in the case of
multicellular organisms, cell adhesion proteins that enable cells to interact with other cells[4].
Metabolism encompasses all of the chemical reactions that sustain life, such as harnessing energy
from the environment, storing it, constructing new cellular components, and cell
division/replication. Enzymatic proteins enable life by speeding up chemical reactions by over a
million times, allowing reactions to happen within a fraction of a second that would otherwise take
years! The different types of enzymes in a cells number in the thousands – virtually every chemical
reactions necessary for life has a dedicated enzyme that speeds up the rate of the reaction [5]. In a
sense, life is the totality of protein activity within the organism. As such, a complete understanding
of how proteins work would enable rational drug design and protein engineering in order to solve
difficult biological challenges.
1.2 Protein Function and Allostery
A protein’s function is determined by its topology and internal motions, which are in turn
determined by the protein’s primary amino acid sequence. Once a protein folds into its final
functional state, also called the native state, it can interact with other molecules through the
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solvent-exposed surface in order to perform its function. Each different kind of protein has a unique
primary sequence, so it will also have a unique final folded structure. When peptide chains are
initially produced in the ribosome, they are unstructured and must fold into their native structure.
Random fluctuations in the motions of the chain eventually bring residues that form favorable
interactions in close proximity to each other. An interaction between two entities is favorable when
the total energy of the system is lowered, and favorable interactions persist longer than nonfavorable ones. Through a series of such interactions, each of which lowers the energy of the
system, the protein reaches a thermodynamically stable structure that is most likely its native state
(Fig. 1.4) [6, 7].
To perform its function, a protein needs to interact with other molecules in the cell. Similar
to amino acids during protein folding, two molecules will interact with each other if the interaction
is thermodynamically favorable. The region of the protein that is responsible for recognizing and
binding to the protein’s target is called the binding site. In order to perform its function, the binding
site needs to be highly specific for its intended target, and the final fold of the protein is
evolutionarily optimized to facilitate this specificity. It is not sufficient that a protein simply be
optimized to bind to its target. A cell needs to also coordinate the timing of protein activity – if all
of the proteins were active all of the time the cell would be a chaotic environment. For example,
proteins that facilitate cell death would be operating concurrently with proteins that facilitate
growth and division. Protein function in the cell can be regulated by either inhibiting the activity
of the proteins at the right times or by controlling when and how much of the protein is made.
Even the production of proteins depends on the regulation of other proteins that are responsible
for transcribing DNA into RNA and translating RNA into protein. Ultimately, all of the cell’s
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functions are performed by proteins and the function of all proteins can be up or down regulated
as needed.
The molecule that the protein targets is called that protein’s receptor. Protein activity is up
or down regulated by making protein-receptor interactions more or less energetically favorable.
One mechanism of protein regulation is binding of molecules at regions other than the active site
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Figure 1.4. Protein folding funnel. An unfolded peptide has a high potential energy. As a
peptide fluctuates it sometimes samples conformations of lower potential energy. Once in this
lower energy state, the protein is unlikely to return to a higher energy state. Through a
successive sampling of lower energy conformations, the protein finally reaches its folded
native state. Each point in the energy landscape of a folding funnel represents a conformation
that the protein can sample. Stable configurations sit in an energy well, and energetic barriers
separating wells of different conformations must be overcome for the protein to sample new
conformations. (Credit: C. Fennell, Junior Fellow, Laufer Center for Physical and Quantitative
Biology, Stony Brook University.)
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that reshape the energy landscape of the protein in a manner that modulates protein-ligand
interactions, and by extension the function of the protein [8]. A remodeling of the energy landscape
is also associated with changes in protein structure/fold and/or fluctuations (Fig 1.5) [9].
Otherwise, if neither the protein’s structure nor its fluctuations change, then the protein’s behavior
is not altered.

Energy
Landscape

The energetic coupling
of nonoverlapping regions in a
protein is termed allostery (Fig
1.6). The word allostery was
first introduced as a result of

Allosteric
Modulation

discussions at the 1961 26th
Cold

Spring

Harbor

Symposium on Quantitative
Biology

Enhanced
Dynamics

Reduced
Dynamics

Structural
Change

Figure 1.5. Energy landscape reshaping. An allosteric
modulator can reshape the protein energy landscape in several
ways. When an allosteric modulator induces a structural
change in the protein, the depth of local minima wells
corresponding to different conformations changes. The prebinding well becomes shallower and the post-binding well
becomes deeper, making the latter conformation more
probable. Allosteric modulators can also change the dynamics
of the protein without changing the average structure.
Enhanced dynamics correspond to a widening of the well,
while narrower wells represent protein rigidification.

[10].

Since

then,

experimental and theoretical
evidence

supports

the

hypothesis that allostery is an
intrinsic property of all proteins
[11]. In terms of the rational
design of drugs, we now have
two options – we could either
design drugs that compete with

the ligand for the active site of the protein or ones that allosterically modulate protein function.

7

Allosteric drugs present an attractive alternative to drugs that target the active site because they do
not have to compete with the ligand’s affinity for the protein. However, significant gaps in
knowledge remain on allosteric mechanisms at the molecular level, which is a prerequisite for the
rational design of drugs.
The allosteric phenomenon was first observed in hemoglobin, a tetrameric protein with 2
α- and 2 β-chains, each of which has a heme group that can bind oxygen, carbon monoxide, or
nitric oxide [12]. Hemoglobin exhibits cooperative binding, whereby binding of oxygen to one of
the subunits increases the likelihood that the other subunits will bind oxygen, that is binding of
oxygen by one subunit increases binding affinity for oxygen in other subunits. This peculiar
characteristic of hemoglobin was first observed in 1904, in experiments that investigated the
relationship between oxygen concentration and binding rates. Intuitively, and according to the then
recently discovered mass law, one would expect a
decrease in binding rates as the concertation increases
because there would be fewer hemoglobin molecules
available to bind oxygen. Instead, increasing oxygen
concentration is initially associated with increased
binding rates, and binding rates begin to decline after
50% of the hemoglobin has bound oxygen, giving the
binding curve its now prototypical sigmoidal shape
Figure 1.6. Allosteric coupling.
Mutation of residues (red spheres)
away from the receptor (green sticks)
binding site of the PDZ2 domain
affect PDZ-receptor interactions.

indicative of cooperative binding (Fig 1.7). Subsequent
experiments confirmed that binding of oxygen by one
subunit increases binding rates at the active site of other
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subunits – the status of one active site is
allosterically modulating the activity of another

In the 1950s several other experiments
showed that the product that an enzyme helps
create ends up inhibiting the function of an

Oxygen Satura6on

non-overlapping binding site [13].

Hemoglobin
Myoglobin

enzyme. Such a phenomenon is called feedback
inhibition, or negative feedback. Note that the
active site of the enzyme is designed to bind a
ligand other than the product that it is making,
so the end product is inhibiting the enzyme by
interacting with it after its production. It follows
that the end product must be binding a region
other than the active site, since the active site is
tailored to bind the precursor of the end product.
In his studies on the feedback inhibition of
threonine deaminase Changeux proposed the

Oxygen Partial Pressure

Figure 1.7. Oxygen binding curves for
myoglobin and hemoglobin. Myoglobin
and hemoglobin both bind and transport
oxygen. Myoglobin can bind one O2
molecule, while hemoglobin can bind four. A
typical binding curve when increasing
receptor concentration looks like that of
myoglobin. As the receptor concentration
increases, the fraction of the available
unbound protein decreases, resulting in
binding rate reduction. Initially, hemoglobin
displays an increase in O2 binding rates with
increasing concentration – the binding of one
O2 molecule increases the binding rates for
subsequent molecules until 50% of the
hemoglobin is bound, giving the hemoglobin
a sigmoidal binding curve, which has become

‘…existence of two distinct sites which we would respectively designate as activity site and
inhibition site and to further assume that the properties of the active site are influenced by the
compound bound at the inhibition site.’ At the 1961 symposium on Quantitative Biology, parallels
were drawn between the cooperativity of hemoglobin’s four active sites and the functional
coupling of deaminase’s active and inactive sites. In discussing Changeux’s and other works with
similar results, Monod and Jacob proposed to ‘…designate this mechanism as allosteric inhibition’
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[10]. Monod, Wyman, and Changeux went on to propose a generalized model of allostery [14]
(the MWC model) that served as the foundation for constructing the most up to date view of
allostery [8]. The MWC model proposes that proteins can reversibly access at least two different
states, and that these states differ by the distribution of intra-molecular interactions. When the
protein transitions between states, the affinity for the ligand changes [14].
Koshland, Nemethy, and Filmer, contemporaries of Monod Wyman and Changeux,
proposed a second slightly different model of allostery, referred to as the KNF model [15]. Like
the MWC model, the KNF model proposed that proteins can access multiple conformational states
whose energetic favorability is altered when the ligand binds. The difference lies in that the KNF
model proposes that ligand binding induces conformational changes in the protein, whereas the
MWC model holds that all states are available for the protein to access prior to ligand binding, and
that the binding event simply shifts the equilibrium between states. Although both models have
found support in experimental and computational studies, neither explains how allostery is
propagated between two coupled sites [8].
X-ray crystal structures of hemoglobin revealed a symmetrical arrangement of the subunits
within the protein and that the subunits in the bound conformation are structurally different from
those in the unbound conformation. Perutz used these results to extend the MWC model with the
proposal that the equilibrium between states is shifted by the formation or breaking of a few salt
bridges. This model of allostery through structural changes prevailed for decades due to good
agreements with multiple experiments [8].

10

However, both theory and experimental studies show
that macromolecules are dynamic objects that undergo
intra-molecular motions [16]. These kinds of motions
include changes in vibration of atoms, rotations of amino
acid side chains (Fig. 1.8), and global oscillations of protein
domains. In 1984, Cooper and Dryden, extended the
allosteric model to include shifts in dynamics in addition to
Figure 1.8. A residue in two
different states. Dynamics
of this arginine are altered
when receptor binds to the
attachment protein of a
paramyxovirus.

structural rearrangements, as a possible means of coupling
non-overlapping regions in a protein [17]. For example, the
catabolite activator protein (CAP) is a transcription
regulator in E. Coli that is activated by binding of cyclic

adenosine monophosphate (cAMP). CAP is a dimer, so it can bind two cAMP. NMR experiments
showed that the negative cooperativity displayed by the two monomers is mediated entirely
through changes in dynamics [18]. Another notable example is the PDZ family proteins. PDZ
domains are building blocks that are used extensively in structural proteins in eukaryotes.
Experiments revealed that the removal of an alpha helix from the domain decreases the affinity of
the PDZ for its ligand primarily by enhancing side chain dynamics [19]. In our own lab, we used
MD to show how changes in dynamics of tertiary structure cause inter-domain rearrangements in
the quaternary structure of a viral protein [20], which were subsequently confirmed by
experimental results [21]. Subsequent experiments confirming the theoretical work of Cooper and
Dryden abound [8, 22].
It is apparent that a complete picture of protein function requires understanding its activity
as a function of both structural and dynamical changes. The challenge in obtaining this
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understanding lies in resolving details in both time and space – atoms are very small, and protein
internal fluctuations are very fast. Computational tools offer great potential in overcoming these
challenges and have been successfully used on several occasions in protein design and allosteric
site identification [20, 22, 23].
1.3 Molecular Simulation Approaches
Constructing a comprehensive picture of protein function requires detailed description of
the time evolution of the protein dynamics. Such detailed descriptions find widespread applications
in the study of inter-molecular interactions, molecular transport, protein folding and flexibility,
enzymatic reactions, drug design, and protein engineering [24]. To aid in elucidating the atomistic
details of proteins, molecular simulation methods were developed, with the two most widely used
ones being Monte Carlo (MC) simulation and molecular dynamics simulations. Simulations
require setting up an initial configuration of the system and then evolving that system according
to a set of prescribed rules in order to generate structural ensembles representative of the protein
at some equilibrium state.
The initial configuration for simulations is obtained from a 3D map of the protein detailing
atomic positions, usually resolved through experimental methods like x-ray crystallography and
NMR. A computer model for the system is constructed by placing the protein model in a simulation
box, adding water and ions as is appropriate for the method and system, and then assigning
momenta to the system particles according to a statistical distribution. The system is evolved to its
next configuration according to a Hamiltonian function, which describes the physics of the system
in terms of momenta and positions instead of velocities and positions. While the next configuration
of the system in both MD and MC depends on the previous one, the two methods differ on how
this next configuration is obtained.
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In MD, Newton’s equations of motions are solved for the atoms at time t in order to predict
their position at some later time t + Δt. MC lacks this temporal component and the evolution from
the current configuration k to the next configuration k+1 is stochastic, whereas MD is deterministic
– solving Newton’s equations for a given set of momenta and positions gives one and only one
solution. In MC perturbations are applied randomly to the same initial conformation, but because
the perturbations are stochastic in nature the outcome of MC is not deterministic. In principle, a
long enough MD simulation will sample enough of the conformational space to construct an
ensemble representative of the state being simulated. On the other hand, in MC the ensemble is
constructed from the various outputs from the various perturbations applied to the system.
Furthermore, in MD the equations of motion are solved for all particles at each time step Δt, while
in MC the researcher can limit the degrees of freedom being simulated to quantify only variables
of interest, thereby making the simulation more efficient [25].
As mentioned above, atomic positions are usually obtained from experimental techniques
like x-ray crystallography, where usually a homogeneous solution of the protein of interest is
dehydrated at low temperatures in order to generate a crystal of the protein. These conditions are
obviously very different from the native cell environment. As such, the system must run for a
period of time in order for it to reach an equilibrium that more closely resembles the state of the
protein in its native environment. One more fundamental difference between MD and MC
concerns the nature of the results the methods yield. Unlike MD, MC simulations do not have a
time component. This means that the amount of detail obtained on the dynamics of the system is
limited. As such, MC lends itself better to general investigations of larger scale changes while MD
is well suited for elucidating atomic scale dynamics. Therefore, we employ MD simulation sin
order to investigate MD allostery.
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The primary limitation of MD is the number of steps (Δt) required to reach biologically
relevant time scales, which typically lie in the micro- to millisecond range. To avoid instability the
timestep should be on the order of 1 to 2 fs, necessitating that >109 timesteps are taken in a
simulation to reach biological process timescales. The first simulation of a small protein in 1977
did not include water and it still covered only less than 10 ps. The first simulation that extended to
1 µs happened more than 20 years later, which required more than four months of supercomputer
time for a system of less than 10 thousand atoms [26]. Today the state of computational biology is
very different – in my tenure as a Ph.D. student I’ve generated ~50 µs of systems ranging from
~100,000 to ~1000,0000 atoms! Others with more computational resources can now routinely
generate millisecond timescale simulations[27].
This limitation is overcome to a certain degree through the employment multiple computer
cores to solve the equations in parallel. Each core is responsible for solving a portion of the
simulation, and the most efficient way to divide the simulation task is to spatially decompose the
simulation space and assign to each processor only one region of space to solve regardless of the
particles present there. Spatial decomposition also assures that only processors have regions that
share boundaries have to communicate with each other [28]. Recently GPUs, which are
architecturally designed for parallel computing, are composing an increasing share of processor
units used for MD. In addition to efficient use and design of hardware, several simulation
approaches have been conceived to accelerate sampling.
Another approach that is feasible with the availability of high-performance computing is
to generate multiple simulations from different starting configurations. In principle this would
allow the exploration of phase spaces that are separated by large energy barriers and would be
unattainable in a single simulation. However, this approach is in itself limited by the requirement
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that the initial configurations are known a priori, as is the case when multiple crystal structures of
the same protein are available. Markov state models (MSM) can be constructed from the
abundance of data provided by multiple simulations. In MSM, the ensemble is discretized into a
collection of mini ensembles representative of microstates. Transition probabilities between these
microstates are obtained and organized in a matrix, which essentially constitutes the Markov model
[28].
Other approaches aim to improve the sampling speed of a single simulation. In
metadynamics, the simulation is encouraged to more quickly explore the free energy surface by
applying energetic penalties to configurations already visited. The application of the energetic
penalty makes revisiting the same configuration less favorable and thus less likely, thereby
increasing the probability of sampling new conformational space [29]. If the current configuration
is in a particularly deep energy well, energetic penalties are added to the well until the well is
‘filled’ and is inaccessible thereafter. In accelerated MD, instead of eradicating energetic wells by
filling up with energetic penalties, energetic barriers separating wells are instead made smaller,
making them more likely to be overcome [30].
Some energy barriers are so large that they cannot be overcome at the simulating
temperature, regardless of how long the simulation is ran [28]. In replica exchange methods, also
known as simulated tempering, multiple copies of a system are simulated under different
temperatures. The temperatures of these systems are then periodically in a way that maintains
balance [31].

Temperature exchange between the systems allows to overcome barriers that could

otherwise not be overcome in a single simulation.
The prediction results generated in simulations are governed by the force field in use. The
most accurate predictive tools are quantum mechanics simulations. However, simulating systems
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at the quantum level at time and space scales that are relevant to biology is currently the stuff of
science fiction. A more feasible approach employed in MD is to model atoms as spheres that
interact with each other according to Newton’s laws of motion. The force field contains
descriptions of electrostatic and hydrophobic interactions, as well as descriptions of bonded
interactions such as bond, angle, and dihedral vibrations expressed in terms of harmonic potentials.
Hence, in addition to time scales and computational cost, another obstacle that researchers must
routinely contend with is that force fields that model atomic interactions through classical
mechanics are inherently approximate [32]. Additionally, force fields are usually developed with
a specific kind of molecule in mind (proteins vs. lipids vs. solvents vs. nucleic acids). This is
because parameters established to describe one set of molecules do not perform equally well for
other sets. In principle, only one force field should be needed to describe all molecules.
Force fields that describe the system through classical mechanics are called classical force
fields. The first force fields developed in the 1960s dealt with studying small organic molecules
like hydrocarbons, ethers, and alcohols. Since then, force fields that can be applied more generally
have been developed. Popular classical force fields include AMBER, CHARMM, COMPASS,
OPLS, and GROMOS. Different force fields were developed depending on the focus of the
research. For example, OPLS and COMPASS were developed to study condensed matter, while
AMBER, GROMOS, and CHARMM were developed with the intent to study biomolecules.
AMBER was geared towards nucleic acids whereas GROMOS towards proteins [33].
In classical force fields atoms are described as particles with fixed charges. However, in
the cell the electron distribution around an atom is not static, rather it fluctuates depending on the
chemical environment that the atom is present in. In the 1990s, this feature was included in
simulations through the development of polarizable force fields. New force fields like AMOEBA
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were developed with this new paradigm in mind, in addition to classical examples like AMBER,
OPLS, and GROMOS being extended to include polarization [33]. Choosing the correct force field
for the system of interest is not trivial. In addition to taking in consideration the philosophy of the
force fields, in choosing an appropriate force field a researcher should consult some of the multiple
studies that compare the performance of force fields for various molecules [32, 34-41].
In addition to considerations regarding choice of simulation approach, system construction,
and picking the appropriate force field, a researcher must also choose the appropriate simulation
software. To date, there are some two-dozen available that I’m aware of, with popular ones
including AMBER, CHARM, COSMOS, Desmond, GROMACS, LAMMPS, TINKER, and
NAMD. A detailed description of each of these software packages is outside the scope of our
discussion here, but it is apparent that several crucial choices must be made in designing a
simulation study. The vast majority of tools created to perform simulations are freely available to
the public and in most instances straightforward and easy to implement. The challenge in using
MD, then, is not its implementation but rather good study design. The challenge really lies in
judging whether a given problem can be appropriately addressed through MD, constructing an
initial configuration that is physically realistic and meaningful, and drawing the correct
interpretations and conclusions from the simulation.
With the advent of high-performance computing, faster algorithms, and better force fields
more accurately describing interatomic forces, MD simulations have found widespread
applications in the investigation of biological processes. An account of even a small portion of
successful application of MD simulations would still present an overwhelming list of examples to
enumerate. Below I present a non-exhaustive list of MD applications and an example for each
application to simply provide an overview of the utility of MD. Several examples highlight work
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from our lab simply because I’m familiar with it and describing those approaches requires a lot
less effort on my part. In fact, for each example provided, efforts from other groups working
toward the same end abound.
Dynamic Allostery
In our lab, we extensively use MD to investigate the mechanisms of dynamic allostery,
paramyxovirus infection mechanism, lipid membranes, and ion-ligand coordination. As described
in Chapter 3, our simulations of the NDV HN dimer are used to interpret otherwise puzzling
experimental results [23]. Furthermore, predictions made from analysis Nipah G simulations were
subsequently supported by experimental studies[20, 21]. MD lends itself well to systems like
paramyxovirus attachment proteins because shifts in dynamics play a central role in propagating
the allosteric signal within the protein.
Lipid Bilayer Supports
We also used MD simulations to explain why substrates with charges on the surface
juxtapose the lipid bilayer they support at a farther distance than substrate with dipoles on the
surface – charges on the substrate create an electric double layer by attracting positive and negative
ions and a hydration shell around them, pushing the bilayer further away [42]. This understanding
can be used to design drug delivery vesicles that target specific molecules/cells in the body.
Protein Folding
Voelz et. al. [43] generated folding trajectories of NTL9, a protein that folds in 1.5 ms.
The authors by first generate 40 µs simulations at various temperatures and starting states, from
which 640 folding events could be detected, yielding ~1.8 folding trajectories in the sampling
performed. The authors then construct an MSM from the data in order to generate the folding path
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of NTL9. In another work, Noe et. al. [44] successfully applied a combination of MD simulations,
MSM theory and transition path theory to fold the PinWW domain.
Computational Toxicology
Shu et. al. [45] used homology modeling, molecular docking, and MD to characterize
interactions between nicotine and the nicotine receptor in order to determine the molecular
mechanism of nicotine addiction. The results yielded critical residues for nicotine-nicotine
receptor interactions that can possibly be targeted by therapeutic agents.
Substrate Translocation
Latorraca et. al. [46] were able to capture the transition of the sugar transporter
SemiSWEET from its outward open conformation to its inward open conformation. In this work
they were able to determine the molecular basis of how the substrate induces the structural changes
necessary to transport the substrate across the membrane.
Drug Discovery
One well known successful application of MD involves the discovery of a novel binding
site in HIV Integrase [47]. Integrase is the protein responsible for integrating viral DNA into that
of the host. The authors used snapshots from a simulation of the integrase to dock the 5CITEP
inhibitor. The docking step revealed the presence of a new space adjacent to the active site that
binds the inhibitor more strongly. Further experimental studies [48] guided by the MD study led
to the development of the first FDA approved HIV integrase inhibitor.
Transition Timescales
Stock and colleagues performed extensive simulations of the PDZ domain transition
between states. Their results show that this transition is non-linear and non-local and resembles
the downhill protein folding process, suggesting that transitions between states do not rely on a
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predetermined set of conserved pathways. Their results correspond well with experimental results
that show similar timescales for protein events [49, 50].
While simulation studies have already made significant contributions to the field,
significant gaps remain. For example, while the role of entropic changes has been well documented
in allosteric regulation, no tools exist that can quantify these changes. Tools that can detect
allosteric paths are also lacking. In chapter 5 I present a novel computational method that aims to
solve these gaps through the implementation of non-equilibrium. This is achieved by simulating
transitions of a protein of interest between two different states and comparing ensembles
representative of various time points in the transition to ensembles representative of the two end
states. We then use supervised machine learning to quantify similarities between transition
ensembles and equilibrium ensembles in order to determine when during the transition simulation
each residue switches conformation. In conjunction with a residue-residue contact map the switch
times are used to construct allosteric paths and identify allosteric hubs of the protein.
1.4 Test Systems and Biomedical Applications
It is now clear that allosteric signaling occurs through changes that span the structuredynamics spectrum. The existence of this continuum suggests that a unified description of allostery
is attenable despite the radically different pictures structural and dynamic allosteries paint at first
glance [8]. Since the rigorous demonstration by Cooper and Dryden that dynamic shifts constitute
is a valid mode of signal propagation [17] several proteins that serve as prototypical models for
dynamic allostery have been identified.
One such model system is the PDZ domain. PDZ domains are extensively involved in
constructing protein complexes by serving as scaffolds by binding C termini of other proteins, with
multiple copies of the domain being present in one single protein. Some PDZ domains, like the
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third domain belonging to PSD95 (a synaptic protein) possess an α-helix that is located distally to
the binding site. Petit et. al. showed that removal of this helix has negligible effects on the structure
of the domain but reduces binding affinity purely through entropic changes [19].
Another notable model for dynamic allostery is the catabolite activator protein (CAP)
transcription factor. CAP has cAMP binding domains (CBD) and DNA-binding domains (DBD),
and binding of cAMP to the CBD allosterically induces reorientation of the DBD. The cAMP
induced reorientation of the DBD activates the protein to tightly bind to DNA. Tzeng et. al. used
NMR to show that CAP samples active and inactive state, and that cAMP binding shifts the
equilibrium of populations sampling each state [51].
Allostery is not restricted to dynamical shifts of a folded protein – interplay between
dynamics and folding/unfolding events has also been observed. In aminoglycoside
acetyltransferase II (AAC), a protein that gives Enterococcus faecium antibiotic resistance, binding
cooperativity of acetyl-CoA is affected by changes in temperature. NMR shows that this change
in cooperativity is induced by local unfolding, which is in turn a response of ‘dynamic broadening’
of some backbone amides when the temperature is raised [8, 52]. IDPs, which inherently possess
such folding and unfolding events lend themselves well to allosteric regulation [8]. One such IDP
is α-synuclein, which is thought to play a role in Parkinson’s disease. α-synuclein binds the
membrane through its N-terminus and other proteins through its C-terminus. Sevcsik et. al. used
smFRET and NMR to show that post-translational modifications due to oxidative stress at the C
terminus affects binding of the N terminus to the membrane. This allosteric regulation is mediated
by altering the ensemble of conformational states [53].
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While significant strides have been made in understanding allostery, most models are
phenomenological in nature and lack details and quantification of the actual mechanism of signal
propagation. We address this gap in understanding by developing a new computational method
that extracts allosteric paths and identifies residues that act as hubs. We test the accuracy of our
approach against the PDZ
model system and present a
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Fig 1.12. Attachment protein of the Newcastle disease virus.
All paramyxoviruses use two proteins to infect the host cell. The
attachment protein binds receptors on the cell surface and then
triggers the F protein to fuse the viral and host cell membranes.
Attachment proteins bind receptors via globular receptor domains
and trigger F via the F activating domain. The activating signal is
allosterically relayed from the RBD binding site to the FAD
despite the RBDs undergoing minimal structural changes upon
receptor binding. Understanding the effects of receptor binding
on the RBD requires evaluation of dynamics, which is possible
by analyzing ensembles constructed form molecular dynamics
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emerging deadly viruses like Nipah and Hendra. Paramyxoviruses also infect animals, with notable
examples being the canine distemper virus, and the avian Newcastle disease virus (NDV) [54, 55].
Paramyxovirus infections account for the highest number of viral infections in pediatric intensive
care units [56]. In the United States alone, in the 2017-2018 flu season influenza caused 48.8
million illnesses, 959,000 hospitalizations, and 79,400 deaths [57]. Exposed people have 90%
chance of contracting Measles, which caused 2 to 3 million deaths globally. Today, despite
widespread vaccines, Measles continues to claim more than 100,000 lives a hear. In 2000, the US
achieved a 12-month period free of Measles but more than 1200 cases were reported in 2019 [58,
59]. Nipah is a zoonotic disease that emerged relatively recently [60] with mortality rate of 90%
in a 2018 outbreak [61]. NDV infects farm chickens with rates up to 100%, resulting in significant
loss of animal life. In 2002-2003 3.16 million birds were culled to confine an outbreak in the south
and west of the United States, with economic losses of $121 million [62]. This is a list of some
notable paramyxoviruses, and by no means an exhaustive account of the damage caused by the
entire paramyxovirus family.
Paramyxovirus capsids are enveloped by a lipid bilayer studded with two kinds of
glycoproteins – attachment proteins and fusion (F) proteins. Attachment proteins bind receptors
expressed on the host cell surface and then trigger the F protein, which in turn facilitates infection
by fusing the viral and host cell membranes. Attachment proteins connect to the viral membrane
via a stalk and four receptor binding domains (RBD) are attached at the membrane-distal end of
the stalk via flexible linker loops. Experiments show that attachment proteins bind receptors
through their RBDs and trigger F activation through their stalks. This means that the receptor
binding signal must travel from the receptor binding site in the RBDs to the F activating domain
(FAD) in the stalk (Fig 1.12). Attachment proteins belong to 1 of 3 categories according to the
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kind of receptor they bind. G proteins bind ephrin receptors, H proteins bind SLAM receptors, and
HN proteins bind sialic acid receptors. The molecular details of how the signal travels from the
receptor binding site to the FAD for any of the attachment protein families remain to be fully
understood [63].
X-ray structures [64-66] and biochemical assays [21] indicate that the allosteric signal in
paramyxovirus attachment proteins is propagated dynamically. This allosteric signal must cross
the RBD-RBD interface and/or the RBD-stalk interface in order to be transmitted from the binding
site to the stalk. In this work we address this question by simulating the RBD-RBD dimer of the
NDV and Measles Paramyxoviruses. We also simulated the NDV tetramer, however that work
provided inconclusive results, which I present in Chapter 6 along with improvements that can be
implemented in future work.
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CHAPTER TWO:
METHODS DESCRIPTIONS
2.1 MD Overview
Molecular dynamic (MD) simulations have proven an indispensable tool in probing
biomolecular processes at temporal and spatial resolutions not available to experimental
techniques. The utility of MD simulations has spurred the creation of many software packages
with notable examples including GROMACS [67], CHARMM [68], LAMMPS [69], NAMD [70],
and AMBER [71]. GROMACS is likely the most widely used MD software package used in
thousands of applications every year, owing to its design paradigm of maximizing resource
efficiency [72]. While the most current version is 5.0.5, when our paramyxovirus work was started
the most up to date stable version was Gromacs Ver 4.5.3 [67]. Subsequent work was also
performed with this version of Gromacs for consistency in comparing simulation results of
different paramyxovirus attachment proteins.
In classical physics, it is possible to accurately predict projectile trajectories if the mass,
position, initial velocity, and forces acting on the projectile are known. MD simulations aim to
accomplish the same task for every atom in the protein. If the motion of each atom can be
accurately modelled, then a detailed picture of protein internal motions can be constructed. Just
like for our projectile example, masses, positions, velocities, and forces acting upon them are
required for each atom in order to build a good protein model.
Atomic positions are most often obtained from x-ray crystallography. In x-ray
crystallography a protein of interest is purified, concentrated, and then crystalized. An x-ray beam
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is then directed at the crystal, which causes the x-ray to diffract. Since each protein has a unique
3D topology, it also has a unique packing pattern within the crystal, which in turn results in a
unique diffraction pattern. The intensities and layout of the spots and in the diffraction pattern are
used to then calculate an electron density map of the protein. Since each element atom has a
different radius, the electron density map can be used to determine the identity of each atom in the
3D structure of the protein (Fig 2.1) [73].

Diffraction
X-rays

Diffraction pattern
captured

Electron density map

3D structure

Figure 2.1. Schematic of X-ray crystallography. X-rays are directed at a protein crystal, which
diffracts the rays. The diffraction pattern is captured and then used to construct an electron density
map of the protein, which is in turn used to construct a 3D atomic map.

The assignment of atomic velocities must satisfy the conditions that the desired
temperature is reached – since temperature is a measure of the average atomic kinetic energy –
and that the total linear momentum is zero. However, it is not sufficient to simply assign the
velocity that corresponds to the desired temperature to each atom. In a macroscopic system
composed of a large number of atoms, atom velocities are distributed about the given average –
some atoms are moving faster, and some are moving slower than average. To account for this
phenomenon, atomic velocities in an MD setup are also assigned according to some distribution.
In this work, velocities are probabilistically assigned according to the Maxwell-Boltzman
distribution, which is a result of work done by Maxwell and Boltzman on the kinetic theory of
gases done (Fig 2.2) [74].
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The forces that an atom experiences in an MD simulation are exerted by interactions with
other atoms. These interactions can be nonbonded or bonded. In nonbonded interactions atoms act
like little magnets, attracting or repelling each other depending on their charge. Furthermore, atom
characteristics vary depending on its neighbors. For example, oxygen atoms are highly
electronegative, meaning they attract electrons much more strongly than other atoms. So, when a
carbon atom is bonded to an oxygen atom it has a different electron distribution than when it is
bonded to say another carbon atom, resulting in different partial charges. As such, it is necessary
to vary the forces acting on the atom depending on its local neighborhood. This challenge is
overcome by having a file with different kinds of atoms for each element, whose partial charges
and interaction properties vary according to the chemical neighborhood.
Just like partial charges are affected by the local neighborhood, so are bonds, angles, and
dihedral angles. Two atoms are covalently bonded when they share pairs of electrons with each
other and angles are defined by two adjacent bonds. Bond lengths and angle magnitudes are not
static, rather, they oscillate much
Fraction of Particles

Most probable velocity

like a spring. Dihedral angles are

Average velocity

defined by three contiguous bonds,
and they measure rotation of the two
outside bonds about the central
bond, and they too oscillate about a
mean value that is a function of the

Velocity
Figure 2.2. Maxwell-Boltzmann distribution. Describes
velocity distribution in a population of particles. The
distribution is not symmetrical, but skewed to the right,
causing the average velocity to be higher than the most
probable velocity.
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4 atoms connected by the 3 bonds.
As such, a good simulation set up
needs an arsenal of the different

kinds of bonds, angles, and dihedrals in addition to the various versions of atom types for each
element (Fig 2.3). The set of parameters describing inter-atomic interactions along with the
functional form of the potential energy is called a force field.
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Figure 2.3. Molecular dynamics simulation. A molecular dynamics simulation evolves a
system of atoms towards a lower potential energy. The potential energy is a function of the
bonded (bonds, angles, dihedral angles) and nonbonded (electrostatic and van der Waals)
interactions. The force acting on the atoms is computed as the negative gradient of the potential
energy. Once the forces have been calculated, acceleration, velocities, and positions are then
computed, and the system is updated.

The fundamental principle that underlies all force fields is that protein fold and dynamics
are ultimately a function of energetics. Principles of molecular forces were successfully used in
the 50’s to accurately predict and elucidate the structure of DNA and protein secondary structures.
The flurry of subsequent experiments inspired by these successes yielded a variety of complex
thermodynamic and kinetic processes that were initially difficult to cast in terms of a unifying
theory. Ultimately, a model of statistical landscape theory was constructed in order to explain how
proteins settle into their native fold quite quickly considering the immense conformational space
that is available for an unfolded primary sequence [75]. The energy landscape viewpoint provides
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a model for understanding both protein-folding and the inherent activity of that fold. The energy
landscape of the protein resembles a funnel with rugged sides that contain pockets of local minima.
Protein reconfiguration is a diffusive process whose overall result is a ‘general drift from higher
energy to lower energy conformations’ [76]. The bottom of the funnel, which corresponds to the
protein’s final fold, is also rugged, with local minima there representing different conformational
states of the protein. Perturbation events such as ligand binding reshape the energy landscape of
the protein by changing the depth and/or breadth of energy minima wells. A change in the depth
of the well signifies a change in the stability of the configuration, whereas a change in breadth
signifies altered dynamics. Each conformation of the protein corresponds to a point in the energy
landscape and an MD simulation evolves the system towards the lower energies by applying forces
in the direction of the negative gradient of the energy surface at that point (Fig 1.4).
The following description of the MD protocol is obtained from the Gromacs manual, which
is compiled from work performed by Bekker et al. [77], Berendsen et al. [78], Lindahl et al. [79],
van der Spoel et al. [80], Hess et al. [67], Pronk et al. [81], Pall et al. [82], and Abraham et al. [72],
unless otherwise cited. The details listed here are meant to provide the conceptual cornerstones of
how MD is implemented, as an exhaustive account would cover more pages than the entire
dissertation.
The goal of MD simulations is to model accurate behaviors of atoms by solving Newton’s
laws of motion for all of the atoms in a system. The overall approach is to discretize time into steps
in the order of femtoseconds, and then calculate the forces experienced by the atoms at each
timestep. After calculating the forces, update atomic positions and velocities at time t + Δt, and
repeat the cycle. Newton’s second law is
𝑭 = 𝑚𝒂 (1)
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where F is the force applied to an atom, m is the mass of the atom, and a is the acceleration
experienced by the atom due to the forces applied to it. Since MD simulations evolve systems
towards the lowest potential energy state, the force on an atom at position x is also the given by
the negative gradient of the potential energy function Vof the system.
𝐹(𝒙) = −∇𝑉(𝒙) (2)
Since acceleration is the derivative of velocity, and velocity is the derivative of position, once F is
calculated the position and velocities of the atom at t + Δt can be found by solving the equations
𝑑𝒗 𝐹(𝒙)
=
(3) &
𝑑𝑡
𝑚

𝑑𝒙
= 𝒗 (4)
𝑑𝑡

and then updated numerically by
𝒙!"# = 𝒙! + 𝛿! 𝒗! (5)

𝒗!"# = 𝒗! + 𝛿$

𝐹(𝒙! )
(6)
𝒎

The integration step is not quite this straightforward – this numerical approach is prone to error
accumulation. The issue with this approach is that if you try to evolve the system back from t + Δt
to t, you do not end up at t (derivation not shown). This is an issue because analytically solving
Newton’s of motion does not depend on time, you can calculate initial state from final by simply
reversing the sign in the velocity and force vectors. Fortunately, a rather straightforward solution
comes in the form of the Verlet algorithm, which employs a Taylor expansion to update the statuses
of atoms.
One challenge that needs to be solved is the issue of edge effects. Think of the surface of
water curling up the sides of a test tube. Clearly the properties of the water at the surface/edge are
different than those of bulk water. Since proteins float around in the aqueous interior of the cell,
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such edge effects need to be avoided in the simulation, however making a system large enough
that has bulk water properties at the center would is both computationally wasteful and unfeasible.
A solution is to implement periodic boundary conditions. A protein is placed inside a box whose
rest of the space is usually filled with saltwater that approximates the natural environment of the
protein. The box is then surrounded by copies of itself, replacing edge artifacts with periodic
artifacts. However, simulating multiple identical systems would also be wasteful, so a workaround
is needed. If all of the boxes in consideration are identical, then if an atom exits the box say towards
the bottom, then an atom exactly like it is entering from the top because the box above it would be
ejecting that same exact atom.
In this work van der Waals interactions are modelled by the Lennard-Jones potential
(#))

𝑉%& =
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𝑟!'#)
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−
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(7)

where parameters Cij depending on atoms i & j, and Coulombic (i.e. electrostatic or chargecharge) interactions are given by
𝑉, 6𝑟!' 7 = 𝑓

𝑞! 𝑞'
(8)
𝜀- 𝑟!'

Where q represents the charge of the tom, r is the distance between the two atoms, 𝜀 is the
permittivity or dielectric constant of the material that fills the space between the two charges, and
f = 1/4𝜋𝜀. is the electric conversion factor that relates mechanical quantities to electrical quantities
with 𝜀. being the permititivity of free space. The potential of the entire system for particles at
positions (r1,…rN) is given by

𝑉(𝒓# , … 𝒓/ ) = ? 𝑉!' (𝒓𝒊𝒋 ) (9)
!2'
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and the forces are pair additive
𝑭! = − ?
'

𝑑𝑉!' (𝑟!' ) 𝒓!'
𝑑𝑟!' 𝑟!'

(10)

Unlike nonbonded the non-bonded interactions described above, bonded interactions
include 3-body (angles) and 4-body (dihedrals) interactions in addition to 2-body (bonds)
interactions. Bonds and angles are described by harmonic potentials
𝑉3 6𝑟!' 7 =

1 3
𝑘 (𝑟 − 𝑏!' )) (11)
2 !' !'
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𝑉4 6𝑟!'5 7 =
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respectively, where k is the harmonic constant in each case, bij is the equilibrium bond length and
θ0 is the equilibrium angle between the three atoms. Dihedral potentials can be either a periodic
function or an expansion in powers of ɸ. However, dihedrals also have harmonic constants
incorporated to allow fluctuations about a central value. Sometimes restraints can be imposed on
motions or positions of the system to either incorporate experimental results or to avoid
undesirable deviations and these restraints also employ harmonic constants.
In order to avoid edge effects and keep the system size manageable, periodic boundary
conditions are employed. However, this means that in addition to calculating forces between
particles in the box, interactions with particles in the next box also need to be calculated. When
considering long-rang acting electrostatics, calculating the pairwise potential would scale as the
square number of particles and their mirror images in the adjacent box – that is O(N2). To alleviate
this problem, the Particle-mesh Ewald (PME) method is employed. The PME method is a divide
and conquer method coupled with Fast Fourier Transform (FFT). Charges are interpolated into a
grid that is transformed with a 3D FFT algorithm to compute the reciprocal energy in the new
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space. Inverse Fourier transform is performed on the reciprocal energy, and the interpolation
factors are then used to compute the forces on the atoms.
The set of equations described above along with their parameters (for example bond length
equilibrium lengths and inter-atomic interaction constants) constitutes a force field. Gromacs
makes available several force fields: Gromos-96, OPLS/AA, AMBER, CHARMM, MARTINI,
and PLUM. The first four are all-atom force fields, where each atom is explicitly represented as a
particle, and the latter two are coarse grain force fields where groups of atoms are considered as
one unit in order to expedite computation. Here we have used OPLS/AA and AMBER99SB-ILDN
force fields based on performance metrics at the time the respective projects were initiated.
When chemical reactions occur in the cell, they either consume or release energy, while
the temperature of the surrounding remains constant. The cell acts as a reservoir of energy so large
that the energy released or absorbed by a given results in no meaningful change in temperature.
This is not the case in an MD since we are simulating systems that are still miniscule fractions of
Avogadro’s number. Thus, energy fluctuations due interactions that happen in simulation cell can
significantly affect the temperature of the system. To solve this problem thermostats are
incorporated in the MD protocol. These usually involve rescaling the velocities of the atoms so
that the correct temperature is maintained (Berendson, Nose-Hoover) or coupling to a heat bath
with which the system can exchange energy (Anderson). In a similar fashion to temperature, the
small systems in MD simulations are also susceptible to large unrealistic fluctuations in pressure,
and also in a similar fashion this problem is solved through the incorporation of a barostat.
To bring it all together, in order to perform a MD simulation a 3D map of the protein of
interest is required, which is usually obtained from crystallographic experiments. These crystal
structures usually do not have hydrogens or flexible loops resolved in the structure, so algorithms
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from the simulation software or online servers must be used to complete the protein structure. The
protein is placed in a simulation box, and the box is filled with water and salt concentration that
should match native conditions of the protein as closely as possible. The simulation package
usually offers several force fields to choose from, which depends on the system that is being
simulated. In addition to the file containing the structure of the protein, other files containing
bonded and non-bonded interaction parameters and connectivity information (which atoms are
covalently bonded to each-other) are required. Once these pre-requisites are met, the simulation is
initialized by assigning velocities to the atoms in the simulation box according to a statistical
distribution, usually a Maxwell-Boltzmann distribution, which is derived from kinetic theory of
gases. At this time the software package evolves the system in time by solving Newton’s laws of
motion to compute the position and velocities of atoms at time t + Δt, where Δt is the timestep.
2.2 Structural Comparison of Ensembles
For full details of the method please consult Leighty and Varma 2013 [83], and for
applications see investigations of Nipah and NDV attachment proteins [20, 23, 84, 85].
DiCE was developed to address challenges of comparing ensembles of molecular configurations.
The challenge arises in the high dimensionality of the data – an ensemble with m configurations
of a molecule with n particles, each of which is described with 3 coordinates (x,y,z), has 3mn data
points. Comparing ensembles representative of different states requires quantifying differences
between two distributions with 3mn data points each. Until the development of this tool, this
problem was solved by first reducing the dimensionality of the two ensembles, and then comparing
the summary statistics after the fact. The dimensionality reduction usually involves averaging in
m and/or n space. Averaging in m space results in time-averaged properties, while averaging in n
space results in clustering of multiple particles into one coarse grain particle. The inherent
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shortcoming of this approach is that it is not known a priori which summary statistics are important
to describing the ensembles, so dimensionality reduction is arbitrary in nature and presents the
potential of discarding valuable information in its implementation.
DiCE is a support vector machine (SVM) based tool that compares two ensemble
distributions to each other directly prior to any dimensionality reduction. An SVM is used for
binary classification and is trained on a set of instances whose classification is known. Since in a
simulation we know the state of each ensemble, we can assign a class to each ensemble. So, for
two ensembles, we have two classes or group identities, y1 and y2, and we can assign y1 = 1 and y2
= -1,

or more generally yi = ±1. Hence, the two ensembles can be considered as training data for an

SVM.
Training of an SVM involves finding two hyperplanes (hyperplanes are just a special case
of a plane) each of which serves as a boundary for the space that each one of your groups occupies.
The two hyperplanes are chosen such that the distance between the two groups is maximized. The
midpoint between the two hyperplanes can than serve as a function to predict the class of future
data points whose class is not known (Fig 2.4). Note that this step is not used in DiCE – only the
training portion is used in order to obtain a measure of similarity between the two ensembles.
The high dimensionality of the data makes it impossible to define a classifier plane in a 3D
cartesian coordinate system. To make the problem solvable, the SVM projects the data points to a
higher dimensional space. Take a 3D object like your hand casting a 2D shadow on a surface. Say
you wanted to define a plane that groups your fingers into separate groups. If your actual data
consists of just the shadows, the shadows overlap, and it is impossible to define a line/surface that
separates your fingers. However, if the shadow is then projected into 3D space (your actual hand
is the 3D projection of your 2D shadow), the space between the fingers becomes immediately
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apparent and a line that goes through them can easily be conceived. Similarly, the 3D data set of
the atomic coordinates is projected into a higher dimension where the separation between the two
groups becomes possible.
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Figure 2.4. Direct comparison of ensembles (DiCE). DiCE uses support vector machine
(SVM) learning to compute the overlap between two distributions. The aim of SVM is to
construct boundaries for each of the two distributions and maximize the distanced between
those boundaries (a.k.a. hyperplanes). These hyperplanes cannot be found for distributions with
high overlap, so the data points are projected into a higher dimensional space to perform the
computation. SVM does not actually perform a transformation of the data. Instead, it uses a
kernel function that computes the number of data points (support vectors) required to define the
hyperplanes indirectly. The number of support vectors required to define the hyperplanes is
used as a measure of similarity between the distributions – the higher the number of support
vectors required, the more similar the two distributions are.
The transformations of the data points between the different spaces are called kernels, and
different kernels are available to perform the transformations. Next, the question of how good you
want the classifier to be comes up. For example, suppose that you’re trying to find a classifier
separating two one million data-point distributions. One finds a perfect solution in a week, whereas
the other one finds a pretty good solution with an error of 0.01% in 1 hour. Which one would you
prefer? This question, of course depends on the judgement of the researchers and the problem
they’re trying to solve. This preference is incorporated in the SVM through two terms called the
regularization parameter and gamma. The regularization parameter (a.k.a. the C parameter) is an
indicator of how much misclassification the SVM is allowed to have. The C parameter essentially
tells the SVM how big the margin (the separation between the two hyperplanes we’re trying to
maximize) should be. Large values of C allow for smaller margins if more data points are classified
correctly, whereas low values of C restrict how small the margin gets even though some points
may be misclassified as a result.
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The minimal set of data points required to define the hyperplanes are called support vectors.
In one extreme, the classifier can be constructed using only the points required to define the
hyperplanes. In the other end of the extreme, all the points are taken in consideration. So, while
the C parameter dictates what kind of margin is allowed for the classifier, the gamma parameter
deals with which data points are considered in computing the classifier. With high gamma values
only nearby points to the classifier are considered, while with low gamma values far away data
points also contribute to the construction of the classifier.
Expressed mathematically, SVM finds two hyperplanes such that
𝑦! (𝒘 ⋅ 𝒙 − 𝑏) = 1 (13)
where yi is the class identifier (-1 or +1), w is the normal vector to the hyperplane, x is the position
vector of the data point, and b is the offset of the hyperplane from the origin along the direction of
the normal vector w. Since the hyperplanes define the boundaries of the groups, it follows that for
any given data point in the group
𝑦! (𝒘 ⋅ 𝒙 − 𝑏) ≥ 1 (14)
Recall that the aim is to maximize the margin, that is maximize the distance between the two
hyperplanes. The distance between the two hyperplanes can be found by taking any two points x+
and x – positioned on the hyperplanes and taking the dot product of the distance between the two
data points and the unit normal vector. That is the distance d between the two hyperplanes can be
found by
𝑑 = (𝒙" − 𝒙7 ) ⋅

𝒘
(15)
∥𝒘∥

For x+, yi = 1 and from equation 12 it follows that
𝒘 ⋅ 𝒙 = 1 − 𝑏 (16)
Likewise, for x -, yi = -1, it follows that
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𝒘⋅𝒙=1+𝑏

(17)

Plugging equations 15 and 16 into 14, we get
𝑑 = (𝒙" − 𝒙7 ) ⋅

𝒘
𝟐
=
(18)
∥𝒘∥ ∥𝒘∥

From equation 17, we see that maximizing d depends on minimizing ǁwǁ. The problem that needs
to be solved now becomes optimizing equation 17 while honoring the constraint placed by
equation 13. Such optimization problem lends itself well to the use of Lagrange multipliers, a
mathematical optimization problem for finding local maxima and minima of a function under a set
of constraints. For 2 ensembles of m configurations, there are 2m data points. The Lagrangian for
multipliers 0 ≤ αi ≤ C, where C is the regularization parameter, is
)9

1
𝐿 = ∥ 𝒘 ∥𝟐 − ? 𝛼! (𝑦! (𝒘 ⋅ 𝒙! − 𝑏) − 1) (19)
2
!:#

Extrema of functions occur where the derivative is equal to 0. L is minimized with respect to ǁwǁ
and b and maximized with respect to αi.
)9

𝜕𝐿
= 0 ⇒ 𝒘 = ? 𝛼! 𝑦! 𝒙! (20)
𝜕𝒘
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and
)9

𝜕𝐿
= 0 ⇒ ? 𝛼! 𝑦! = 0 (21)
𝜕𝑏
!:#

Plugging in equations 20 and 21 in 19 gives
𝐿=

1
P? 𝛼! 𝑦! 𝒙! Q ⋅ P? 𝛼' 𝑦' 𝒙' Q − P? 𝛼! 𝑦! 𝒙! Q ⋅ P? 𝛼' 𝑦' 𝒙' Q − ? 𝛼! 𝑦! 𝑏 + ? 𝛼!
2

(22)

From equation 20, the 5th summation term of 21 is equal to 0. Combining the two dot products into
one term and bringing the positive summation term in the front for aesthetics gives
(23)
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The form of equation 22 is convenient because the optimization now only depends on pairs of
vectors xi and xj. However, because of the difficulty of separating high dimensionality distributions
in 3D space, the optimization is instead performed in a higher dimensional space
)9

1
𝐿 = ? 𝛼! − ? 𝛼! 𝛼' 𝑦! 𝑦' 𝑘(𝒙! , 𝒙' ) (24)
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where k is a kernel function that is equal to the dot product of the transformed vectors. So, for a
given transformation ɸ of the position vectors, the kernel function is defined as
𝑘6𝒙! , 𝒙' 7 = Φ(𝒙! ) ⋅ Φ(𝒙' ) (25)
Equation 24 tells us that what we actually need is the output of the function k, without actually
performing the transformation into the higher dimensional space, and the choice of kernel function
to be used is under the discretion of the researcher. DiCE uses the Gaussian radial distribution
function as the kernel
𝑘6𝒙! , 𝒙' 7 = 𝑒 (7<∥𝒙! 7𝒙" ∥

#)

(26)

which fulfills the requirement that the substituting kernel is an inner product in the transformed
feature space, where ɣ is the gamma mentioned earlier, whose function is to control the margin
width.
The optimization of equation 23 produces two sets of multipliers, {αi } = 0 and {αi } > 0.
αi > 0 only for data points that lie on the hyperplane, also known as support vectors. In the lower
extreme, only 2 support vectors are needed to construct the classifier – one from each group. On
the higher end, all data points from each distribution of size m are required to define the
hyperplanes. Therefore, the range of the number of support vectors s is 2 ≤ s ≤ 2m. Higher
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similarities between ensemble distributions correspond to more support vectors required to
construct the classifier. We report the similarity of the two distributions in terms of a metric η
𝜂 =1−

𝑠
2𝑚

(27)

which takes a value closer to 1 as the similarity between ensembles decreases. Similarities between
different hierarchies of the protein can be obtained by averaging the η over the constituent particles
of the structure of interest.
To recap, DiCE was developed to solve the issue of dimensionality reduction in quantifying
ensemble differences. DiCE accomplishes this task by comparing ensembles directly using a
support vector machine (SVM). SVMs are binary classifiers that are trained on two sets of data
whose class is known. The two ensembles that need to be compared serve as the training data for
the SVM. The SVM constructs a classifier by finding boundaries (hyperplanes) for each
distribution and then placing the classifier midway between the two hyperplanes. The number of
data points required to construct the hyperplane are called support vectors. If two distributions
have a high degree of similarity, which for ensembles of a protein would mean large overlap in
Euclidian space, then a high number of support vectors/data points are required to separate the two
groups. DiCE uses the number of support vectors to compute a similarity metric η, which takes
values [0,1) with values closer to 1 indicating bigger differences between the two distributions.
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CHAPTER THREE:
ALLOSTERIC STIMULATION OF NDV ATTACHMENT PROTEIN
3.1 Background
Many proteins have been identified, especially in the recent past, whose regulatory
mechanisms require explanations beyond those conveyed solely by changes in 3D structures [17,
18, 86-88]. Their 3D structures in different states, including their on- and off-states, are remarkably
similar, with differences in the range of thermal fluctuations. These include, for example, members
from G-protein-coupled receptors [89], T cell receptors [90], and PDZ domains [19, 91], where
their regulators induce small changes in structure and thermal fluctuations have been shown to
play key roles in their allosteric regulation.
The attachment proteins of paramyxoviruses, which facilitate paramyxovirus entry into
host cells, also exhibit regulation by dynamic allostery [20]. Here we examine mechanisms in one
subfamily of attachment proteins, the hemagglutinin-neuraminidase (HN), and also compare our
findings with those in another subfamily we studied previously [20, 84]. Specifically, we examine
dynamic allostery in the HN protein of the Newcastle disease virus (NDV), which is an avian virus
that infects more than 200 species, including farm birds, resulting in mortality rates of up to 100%
and significant economic losses [92-94]. NDV has also been known to repeatedly infect humans
[95]. As such, paramyxoviruses are responsible for numerous diseases and significant mortality
rates in humans and animals [94, 96, 97], and to date molecular details underlying allosteric
regulation in their host-entry pathways remain mostly unknown.
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Like most other paramyxoviruses, the entry of NDV into host cells is facilitated by the
concerted action of two membrane proteins—an attachment protein and a fusion protein (F) [94,
96, 97]. NDV's attachment protein, HN, binds preferentially to sialic acids (SIAs) located at the
termini of host membrane oligosaccharide chains. SIA binding stimulates HNs to activate F
proteins, which in turn facilitate viral-host membrane fusion (Fig. 3.1).

Fiure 3.1. Schematic of NDV Fusion Process. Also shown in the inset is the general
architecture of the HN protein obtained from x-ray crystallography (Zaitsev et al. 2004). The
RBDs of all monomers are drawn as a van der Waals surface and color-coded to highlight the
dimer-of-dimer arrangement. The crystallography resolved α-helical portions of the FAD are
shown as cylinders and the missing portions of the FAD are drawn as thick lines. The locations
of the SIA binding sites, site 1 and site 2, are also indicated.
HN proteins, as well as their homologs H and G in other paramyxoviruses, assemble as
homo-tetramers [94, 96-99]. Their ectodomains contain both host receptor binding sites and Factivation sites. Experiments show that the N-terminal portion of the ectodomain, also known as
the stalk, harbors the F-activating domain (FAD) [100-104]. The C-terminal portions of the
ectodomains form globular receptor binding domains (RBDs). As shown in Fig. 3.1, the RBDs of
each of the four monomers fold into separate β-propeller-like structures and are arranged about
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each other as a dimer-of-dimers, with the FAD serving as a two-fold axis of symmetry [64, 105107].
In the case of NDV's HN, each of the two RBD dimers has four non-overlapping SIA
binding sites, two in the central cavities of each of the two individual β propellers (site 1), and two
at the dimer interface (site 2) [64]. HN is stimulated by SIA binding to site 1, and is also stimulated
by SIA binding to site 2 when zanamivir blocks site 1. These SIA binding sites are >2 nm away
from the F-activation site, and there are currently no molecular models that explain this allosteric
coupling. There are also no molecular models that describe the form of the signal at the Factivation site. In fact, the analogous stimulation mechanisms in other paramyxoviruses also
remain undetermined, including the re-emerging measles virus [108], the deadly Nipah virus that
causes encephalitis in humans with >70% mortality, and the parainfluenza virus, which remains a
major cause of pediatric intensive care [56].
Here, we focus on understanding how SIA binding to site 1 stimulates NDV's HN. While
X-ray structures are available for the tetrameric and dimeric forms of HN in the receptor-free state
[99, 109], no structural information is available for the SIA-bound state. Nevertheless, the structure
of the dimeric form has been resolved bound to an SIA derivative [64]. Comparison of these dimer
structures reveals that the SIA derivative induces a very small structural change in individual
RBDs: the root-mean-square deviation (RMSD) between the backbone atoms in the two X-ray
structures is <1 Å, which is on the order of thermal fluctuations. Similar findings have also been
reported for receptor binding to the H and G subfamilies of RBDs [64, 66, 105-107, 109, 110]. A
comprehensive understanding of allosteric stimulation of HN, therefore, requires an understanding
of how SIA induces changes in both structure and dynamics. As such, we do expect thermal
fluctuations in structure to be important to allostery. Experiments show that while receptors bind
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to HN at both physiological (37°C) and low temperatures (4°C), viral fusion and attachment
protein stimulation are significantly impaired at low temperatures [111].
To understand the combined roles of structure and dynamics in SIA-induced HN
stimulation, we use molecular dynamics (MD) simulations. We generate conformational
ensembles of its dimeric form in its receptor-free and SIA-bound states at physiological
temperature and carry out a comparative analysis to identify correlation in local and global effects
of SIA binding. We construct the initial conformation of the SIA-bound state from the X-ray
structure of the dimeric form that is bound to an SIA derivative [64]. Additionally, to understand
temporal relationships in signaling, we use our machine learning method for ensemble comparison
[20, 83, 84] to quantitatively evaluate the aftereffects of SIA unloading on conformational
ensembles as a function of time.
This study of the dimeric form is important for three reasons. Firstly, obtaining a model of
the dimeric form of the SIA-bound state is an essential prerequisite to modeling its tetrameric form.
Secondly, the structural organization of the HN tetramer is such that allosteric coupling between
SIA binding and F-activation sites must involve at least one of the two domain interfaces: the
RBD-FAD interface and/or the RBD-RBD interface (Fig 3.1). This study will reveal effects of
SIA on the RBD-RBD interface. As such, many mutations have been engineered into the RBDRBD interface that affect HN stimulation, and although their specific effects on receptor binding,
HN stimulation, and NDV fusion have been characterized, the molecular bases underlying their
effects remain unreconciled [111, 112]. This study is expected to map their missing structureactivity relationships. Thirdly, this study also addresses the question of the conservation of the
molecular mechanisms of attachment protein stimulation across paramyxoviruses. Our previous
MD study predicted extensive receptor-induced RBD-RBD reorientations in the Nipah G protein
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[20] , which is an HN homolog. The extent and nature of this reorientation was later found to be
consistent with hydrogen-deuterium exchange experiments [21]. If molecular mechanisms of
stimulation were indeed conserved across paramyxoviruses, which are expected from studies on
attachment protein chimeras [92, 113-116], SIA binding to HN should also induce extensive
rearrangements in its RBD-RBD interface. However, such an expectation seemingly conflicts
experiments on NDV HN, where locking the RBD-RBD interface through a pair of engineered
disulfide bridges was not found to abrogate HN stimulation [117]. This study is also expected to
yield insight into these seemingly disparate observations.
The results presented in this chapter were published in the peer reviewed journal Structure
in 2019[23]
3.2 Methods
To compare results of NDV HN simulations to those of our previous simulations of the
Nipah G protein [20], we follow protocols and use parameters similar to those used for simulating
the Nipah G protein [20, 84]. Altogether, we generate and analyze seven MD trajectories of
systems constituting about 400,000 particles. Specifically, we generate duplicate 0.5 μs long MD
trajectories for the receptor-free state, SIA-bound state, and the state in which HN it is bound to
both DAN in Site1 and THS in Site2. Additionally, we generate a 0.4 μs MD trajectory of a
receptor-free HN state initiated after removing SIA from the final snapshot of the SIA-bound state.

3.2.1 MD Parameters
All MD simulations are performed using Gromacs Ver. 4.5.3 [67]. Protein and water bonds
are restrained [118, 119], and consequently an integration time step of 2 fs is employed.
Simulations are conducted under isobaric-isothermal boundary conditions with pressure
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maintained at 1 bar using a coupling constant of 1 ps and a compressibility of 4.5×10−5 bar−1 and
temperature is maintained at 310 K. Extended ensemble approaches are used for maintaining both
temperature and pressure [120, 121]. Electrostatic interactions beyond 10 Å are computed using
the particle mesh Ewald scheme [122] with a Fourier grid spacing of 0.15 nm, a fourth-order
interpolation. van der Waals interactions are computed explicitly for interatomic distances smaller
than 10 Å. We use OPLS-AA parameters to describe protein and ions [40], and TIP4P parameters
to describe water molecules [39]. The topologies of SIA, DAN, and THS are constructed from the
molecular fragment types available in the OPLS force field. The assigned partial charges of atoms

Figure 3.2. Comparison of structures and partial charges of sialic acid (SIA), 2-deoxy-2,3dehydro-n-acetyl-neuraminic acid (DAN) and thiosialoside (THS). NDV HN was resolved
with DAN bound to Site 1 and THS bound to Site 2. SIA, the physiological receptor of HN,
differs from DAN only by the presence of one hydroxyl group and one hydrogen atom – circled
in green. The similarity between the two structures allows for SIA’s binding orientation to HN
to be modeled after that of DAN’s. The atomic partial charges are derived from molecular
fragment types of the OPLS force field.
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are provided in Fig. 3.2, and dihedral parameters are taken from Damm et. al.’s parameter set for
sugars [123].
3.2.2. Setup and Starting Geometries
Starting conformations of all states are constructed from the dimeric form of the NDV HN
resolved with 2-deoxy-2,3-dehydro-n-aceytl-neuraminic acid (DAN) in Site1 and thiosialoside
(THS) in Site2 (PDB ID: 1USR) [64]. For construction of the initial conformation of the receptor
free state, both THS and SIA are removed, and for the construction of the initial conformation of
the SIA-bound state, THS is removed from Site2 and the coordinates of DAN in Site1 are used for
modeling SIA. Note that DAN and SIA differ from each other only by the presence of one hydroxyl
group and one hydrogen atom (Fig. 3.2). Missing atoms in the crystal structure are added using
PDB2PQR algorithm [124] . Each complex is placed in an individual cubic box of length 14.5 Å,
and then energy minimized using the steepest descent algorithm implemented in Gromacs. The
vacant space in the box is then filled with water using the Gromacs utility genbox and the system
is again subjected to energy minimization. The SIA/THS bound state contains 96,088 waters, the
SIA-bound state contains 96,102 waters and the receptor-free state contains 96,284 water
molecules. Note that crystallographically resolved waters are retained. Na+ and Cl− ions are added
by randomly substituting non-crystallographic waters using the Gromacs utility genion. NaCl
concentration is set at 100 mM with extra Na+ ions to compensate for the charge of the complex.
Specifically, the SIA/THS bound state contains 175 Na+ and 171 Cl− ions, the SIA-bound state
contains 174 Na+ and 172 Cl− ions, and the receptor-free state contains 173 Na+ and 173 Cl− ions.
After adding salt, the system is energy minimized a final time.
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3.2.3 Quantifying Inter-RBD Rearrangements in Dimers
Dimers of Paramyxovirus attachment proteins are composed of two globular receptor
binding domains (RBDs). Various models that aim to explain allosteric signaling in these proteins
propose that the two monomers rearrange their relative orientation after receptor binding. To track
these rearrangements in our simulations we define three collective variables dCoM, θtilt, and θroll.
dCoM reports the distance between the two RBDs, θtilt reports the angle between the central axes of
the two RBDs, and θroll reports the angle of rotation of the RBD about its central axis (Fig 3.3).
The two RBDs are designated RBD-1 and RBD-2, and their centers of mass are found,
rRBD-1 and rRBD-2. The distance is computed by
𝑑?@A = ∥ 𝒓BCD7# − 𝒓BCD7) ∥

(28)

The protein undergoes continuous rotation and translation in the rotation box. This necessitates
that the central axes constructed for measuring θtilt need to be defined according to reference points
that are contained within the RBD in order to ensure consistent definition as the simulation evolves.

Figure 3.3. Definition of collective variables. Inter-RBD rearrangements are quantified with
3 collective variables, distance, tilt, and roll. Distance reports how far the two centers of mass
of the RBDs are. Tilt is the angle between their central axes (a), and roll is the angle created by
two second vectors (b) that are roughly perpendicular to the central axis vector.
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These reference points are taken to be the centers of mass of the ‘top’ and ‘bottom’ halves – there
is no real top and bottom in a simulation box, so this type of language is used to facilitate ease of
communication. To divide the RBD into top and bottom halves a plane needs to be defined, so a
point and a vector are needed. In order to ensure that the plane is dividing the RBD in half, it is
placed so that it contains rRBD, since rRBD is by definition the center of the RBD. The vector used
to construct the bisecting plane is defined as the vector starting at rRBD and ending at the center of
mass of the receptor rREC. The bisecting plane is the plane that is perpendicular to the vector rRECRBD

and contains rRBD. The top and bottom centers of mass for the RBD, rTOP and rBOT, are defined

as the center of mass of the atoms lying above and below the bisecting plane respectively. Finally,
the central axis vector a is defined as
𝐚=

(𝒓EFG − 𝒓CFE )
∥ 𝒓EFG ∥∥ 𝒓CFE ∥

(29)

Next we need to define a vector roughly perpendicular to a to calculate θroll because we
want to quantify rotational rearrangements that are roughly perpendicular to each other.
Paramyxovirus RBDs have β-sheets that run relatively parallel to the central axis. We reasoned
constructing a vector from 𝒓BCD to the center of mass of the most stable β-sheets (𝒓H ) would
provide a vector remains stable with respect to the overall structure of the RBD and yield more
precise measurements of RBD-RBD rearrangements. We thus define a new axis b
𝐛=

(𝒓BCD − 𝒓H )
∥ 𝒓BCD ∥∥ 𝒓H ∥

(30)

The angles are then found using the dot product
𝜃IJKI = cos 7# [

𝒂BCD7# ⋅ 𝒂BCD7)
\
∥ 𝒂 ∥∥ 𝒂 ∥

𝜃L@KK = cos 7# [

(31) &
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𝒃BCD7# ⋅ 𝒃BCD7)
\
∥ 𝒃 ∥∥ 𝒃 ∥

(32)

3.2.4 Quantification and Statistical Analysis
Root mean square deviations and inter-particle distances are computed using Gromacs
utilities g_rmsdist and g_dist, respectively. Collective variables describing RBD-RBD orientations
are computed using in house developed code. The specific definitions of collective variables are
provided in the Results section and in Fig 3.3. Conformational ensembles are compared using
DiCE (Direct Comparison of Ensembles) developed in house. Figures of biomolecular structures
are generated using PyMOLs.
3.3 Results and Discussion
To model the effect of SIA binding to site 1, we simulate the RBD-RBD dimer in the SIAbound state and the receptor-free state. In addition, we also simulate the dimer in a third state when
it is bound to both 2-deoxy-2,3-dehydro-N-aceytl-neuraminic acid (DAN) in site 1 and
thiosialoside (THS) in site 2. This is the state in which the X-ray structure was resolved [64], and
the purpose of this simulation is to determine how well the employed MD protocol reproduces the
X-ray structure. Each trajectory is 0.5 μs long, and we generate trajectories of all states in
duplicates. Based on time evolutions of total potential energies, dihedral energies, conformational
RMSDs, pressure, and a set of collective variables that describe RBD-RBD interfaces (described
below), we assign the first 0.2 μs to equilibration and use the final 0.3 μs for analysis. The data
from duplicate trajectories is combined for analysis. This comparative study yields information on
correlated effects in allosteric coupling between SIA binding and the RBD-RBD interface. To
understand causalities in signaling, we carry out another MD simulation whereby starting from a
representative conformation of the SIA-bound state, we examine the effect of SIA unloading on
the temporal evolution of conformational ensembles.
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3.3.1 Relative Arrangement of RBDs in the RBD-RBD Dimer
We first investigate how SIA binding affects the relative arrangement of the two RBDs in
the dimer. Given the structural organization of HN, the RBD-RBD interface is one of the two
domain interfaces that will be involved in the allosteric coupling between the receptor binding site
and the FAD (Fig 3.1). To quantify the relative arrangement of the two RBDs, we define and track
three collective variables: distance (dCoM), tilt angle (θtilt), and roll angle (θroll) (Fig 3.3A). dCoM is
the distance between the centers of masses (CoMs) of the two RBDs. θtilt is the angle between the
central axes of the two RBDs, and θroll defines rotations about these central axes. The molecular
definitions of these collective variables are provided in (Fig 3.4).

Figure 3.4. Quantification of RBD-RBD interfacial arrangements. (A) Collective variables
for quantifying the relative orientation between the two RBDs in the dimer. (B)Table listing the
values of the collective variables obtained from MD simulations in three states. Standard
deviations are estimated from block averaging. Also listed are values of these collective variables
in the crystal structure resolved with DAN bound to site 1 and THS bound to site 2. (C)
Superimposed snapshots of the receptor-free (blue) and SIA-bound (magenta) states. Each of the
two states is depicted using 20 representative snapshots taken from their respective trajectories.
Snapshots are superimposed by fitting the backbone atoms of one of the monomers of the dimer
(illustrated as gray cartoon), and for this reason the conformational ensembles of that monomer
are not shown. Shown also is the RBD-RBD arrangement in the crystal structure of the HN dimer
bound to DAN (gray ribbon).
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Fig 3.4B provides the
values of these collective variables
in all the simulated states. We note
first that the MD simulation of the
THS- and DAN-bound state retains
the crystallographic RBD-RBD
orientation. Next, we find that
binding of SIA induces a 5° change
in both θtilt and θroll. This SIAinduced reorientation is shown
from two perspectives in (Fig
Figure 3.5. Collective variables for replicate simulations.
(a) Graphs for Tilt and Roll Collective variables for both
trajectories of the SIA-bound and receptor-free states. (b)
Differences in Tilt and Roll angles between the two states.
While the collective variable differences vary, the trend that
SIA binding induces rotation about the interface is
consistent, regardless of which two trajectories are
compared.

3.4C). We note this SIA-induced
reorientation is observed in both
simulation replicates (Fig 3.5).
Additionally, we show in a later
subsection that this interfacial

orientation is reversible. Importantly, we note that the extent of this interfacial rearrangement is
much smaller than that of the RBD-RBD dimer in Nipah G, where Δθtilt = 74° and Δθroll = 63° [20]
, which lends support to the idea that the molecular mechanism of attachment protein stimulation
is not conserved across the family of paramyxoviruses.
3.3.2 SIA-Induced Conformational Ensemble Shifts in Individual RBDs
To understand the molecular basis underlying SIA-induced reorientation of the RBD-RBD
interface, we analyze how SIA alters the conformation ensembles of individual RBDs. We
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compare conformational ensembles of the SIA-bound and receptor-free states using DiCE, our
machine learning method for Direct Comparison of Ensembles [20, 83]. The advantage of
comparing ensembles directly over comparing summary statistics of individual ensembles is that
it eliminates the need to find and choose a feature that distinguishes two ensembles, and the
resulting quantification naturally embodies differences in conformational fluctuations. Given two
conformational ensembles, 1 = {r1,r2, …,rm} and 2 = {r1′, r2′, …,rm′}, where r denotes a 3ndimensional coordinate and m denotes the number of conformations in the ensemble; DiCE
quantifies the difference between them in terms of a metric, η, which is a function of the physical
overlap between ensembles 𝜼 = 𝟏−∥ ℝ𝟏 ∩ ℝ𝟐 ∥.
Note that, by definition, η is symmetric, that
is, η(1 → 2) = η(2 → 1).

Additionally,

it

is

normalized, that is, η ∈ [0, 1), and it takes up a value
closer to unity as the difference between the
ensembles increases. Note also that the accuracy of
DiCE depends on the number of coordinate frames
used in analysis and not on the length of the
trajectory, and we ensure that we use sufficient
Figure 3.6. Effect of SIA binding on
conformational ensembles of individual
RBDs. The RBD-RBD and RBD-stalk
interfaces are labeled, and the thickness of
the tube is proportional to the magnitude
of conformational ensemble shift.

numbers. Our conformational ensembles of the
receptor-free and SIA-bound states, free and SIA,
comprise of 10,000 snapshots extracted at regular
intervals from their respective duplicate trajectories.

For such an ensemble size, we have demonstrated that DiCE works excellently for both Gaussian
and non-Gaussian distributions, and the mean absolute error (MAE) between computed and
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analytical overlaps is <3% for Gaussian distributions and <6% for quadrimodal distributions [20]
. Finally, note that η is universal in that it not bounded by system type/size, and can be used to
examine differences in ensembles at any structural hierarchy (functional groups, amino acids, or
secondary structures). We use DiCE to compare ensembles at the level of amino acids, and so a
comparison between free and SIA yields an individual η for each amino acid. To remove the bias
of η against whole molecule rotation and translation, we first least-squares fit all individual RBD
conformations onto one single representative structure of the RBD and then extract and construct
the conformational ensemble of a single residue.
Fig 3.6 shows the SIA-induced shifts in conformational ensembles of all residue sin the
RBD. We note that the largest shifts occur in residues that are part of and close to the SIA binding
grove. Fig 3.7 shows the effect of SIA binding in this region. We see that receptor binding pulls
the backbones of the β sheets lining the binding site closer toward the central axis of the RBD,
although slightly, resulting in a compaction of the binding site.
We also note from Fig 3.6 that some ensemble shifts also take place at the RBD-RBD
interface. Finally, we note that the shifts close to the RBD-stalk interface and all very minor
with η < 0.27, which is equivalent to a CoM shift OF <0.11 Å [84]. This suggests that either the
SIA binding signal does not transduce directly to the RBD-stalk interface or that the modeling of
the stalk is required to capture the true behavior of the residues at the RBD-stalk interface. It is
also likely that the stalk perhaps provides the interactions needed to get the RBD-stalk interfacial
residues into new positions after RBD-RBD reorientation.
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3.3.3. SIA-Induced Conformational Ensemble Shifts at the RBD-RBD Interface
As discussed above, SIA binding alters RBD-RBD orientation (Fig 3.4) and also alters the
conformational ensembles of residues at the RBD-RBD interface (Fig 3.6). To identify residues at
the RBD-RBD interface whose conformational ensemble shifts are correlated with RBD-RBD
interfacial rearrangements, we examine conformational ensemble shifts in all direct interactions
between RBDs. Residues from two monomers are considered to be interacting directly if their
heavy atoms are found to be within a distance of 5 Å in >50% of the ensemble [20]. We identify
212 residue-residue combinations of such inter-RBD interactions. A systematic examination of
these interactions reveals only two sets of residue clusters that undergo discernible conformational

Figure 3.7. Effect of SIA binding on the hydrophobic and hydrophilic residue clusters at
the RBD-RBD interface. (A) Each of the two states is depicted using 20 snapshots taken from
their respective trajectories. Snapshots are superimposed by fitting the backbone atoms of one
of the monomers of the dimer (drawn as gray cartoon). The residues that are part of the clusters
are drawn as sticks. The cartoon representation in the background is that of a single
representative snapshot. Note that for the sake of clarity, the cluster orientations in the
magnified images are not the same as that in the dimer shown on the left. (B and C) Probability
distributions of distances between selected residue pairs in the hydrophobic (B) and hydrophilic
(C) clusters. For residues in the hydrophobic clusters, distances are calculated between CoMs
of side chains of L548 and F553, and for the hydrophilic cluster distances are calculated
between the CoMs of the guanidinium group of R212 and the carboxyl group of D278.
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ensemble shifts. For reasons that become
apparent upon their descriptions, we refer to
one of them as the hydrophobic cluster and
the other as the hydrophilic cluster.
Fig 3.7A shows the hydrophobic
cluster. SIA binding enhances thermal
Figure 3.8. SIA-binding increases water
penetration into this site. Cumulative radial
distribution of water oxygens around the
heavy atoms of residues I548, L552, and
F553, which constitute the hydrophobic
cluster at the RBD-RBD interface.

fluctuations of individual residues and
reduces

markedly

conformations

the

that

population

form

of

inter-RBD

hydrophobic interactions. Fig 3.7C illustrates this quantitatively, where we see that SIA binding
markedly reduces the probability of direct interaction between L548 and F553. Additionally, as
expected [125, 126], this disruption of hydrophobic interactions is also accompanied by slightly
increased water penetration at this location, as evident from residue-water radial distributions (Fig
3.8). This cluster is located relatively close to the SIA binding groove, and so changes in this
cluster are directly linked to the compaction of
the SIA binding groove. The residues that
compose this cluster are anchored on some of
the β sheets that also line the SIA binding
pocket. When SIA binds and the binding site
compacts,

the

β

sheet

on

which

Fig 3.9. Partial view of the crystal structure
highlighting Site2. Residues that compose
SIA-binding Site2 are depicted as sticks. The
two RBDs are colored differently to highlight
that Site2 is composed of residues from both
RBDs. L552 and F553, which were identified
as having enhanced fluctuations at the RBDRBD interface are also part of Site2.

the

hydrophobic cluster residues are anchored
shifts toward the central axis of the RBD, likely
destabilizing

the

inter-RBD

hydrophobic
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interactions. Additionally, we note that residues 552 and 553 of this cluster are part of site 2 (Fig
3.9), which suggests a direct molecular association between site 1 and site 2, and provides the
rationale for how site-1 loading affects site-2 interaction with SIA [127].
Fig 3.7A shows the hydrophilic cluster. Compared with the hydrophobic cluster, the
hydrophilic cluster is positioned further away from the SIA binding groove. Here, SIA binding
also enhances thermal fluctuations of individual residues, but in this case enhanced fluctuations
induce formation of new inter-RBD salt bridges that are not observed in the receptor-free state. Fig
3.6B illustrates this result quantitatively in terms of the probability distribution of distances
between the charged residues R212 and D278.
Note that the analysis above is carried out after combining ensembles from duplicate
trajectories. Additionally, due to the pseudo-two-fold symmetry of the RBD-RBD interface, each
interface has two hydrophobic and two hydrophilic clusters. Therefore, the analysis above is based
on four instances of each cluster type. To gain additional insight, we examine each cluster
separately (Fig 3.10). We find that SIA binding induces salt-bridge formation in all four instances
of the hydrophilic clusters, but at the same time conformations are present in all clusters where
residues R212 and D278 do not form salt bridges. In the hydrophobic cluster, we find that SIA
binding disrupts hydrophobic interactions in only three out of the four instances of the hydrophobic
cluster. In fact, one hydrophobic cluster in the receptor-free state resembles an ensemble more
representative of the SIA-bound state, and likewise, one hydrophobic cluster in the SIA-bound
state resembles an ensemble more representative of the receptor-free state. This is also evident
from the probability distribution of distances between residues L548 and F553 in Fig 3.7C.
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These findings resonate with the general principle of activity regulation whereby a protein in a
given state also samples conformations representative of other states, and its activity change is
effected by shifts in its underlying population densities [17, 86, 88].

Figure 3.10. Inter-RBD hydrophobic and hydrophilic clusters in each of the replicate
trajectories. Note that there are two hydrophobic clusters and two hydrophilic clusters at each
RBD-RBD interface, and so, altogether there are four instances of each cluster type. Each
cluster is depicted using 20 evenly spaced snapshots, and we use two colors to depict residues
in each cluster to highlight that the cluster is made up residues from two RBD monomers in the
RBD-RBD dimer. We note that SIA binding induces salt-bridge formation in all four cases of
the hydrophilic cluster. In the case of the hydrophobic cluster, we note that one hydrophobic
cluster in the receptor-free state (denoted by a red border) resembles an ensemble more
representative of the SIA-bound state, and likewise, one hydrophobic cluster in the SIA- bound
state (denoted by a red border) resembles an ensemble more representative of the receptor-free
state. And so effectively, SIA binding disrupts hydrophobic interactions in only 3 out the 4
cases.
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3.3.4 Effect of SIA Unloading on Temporal Evolution of Conformational Ensembles
By comparing the aforementioned equilibrium ensembles, we find that SIA binding
reorients the RBD-RBD interface, compacts the SIA binding groove, and enhances thermal
fluctuations of residues at the RBD-RBD interface that disrupt interactions between hydrophobic
residues and promote formation of new inter-RBD salt bridges. To gain insight into temporal
relationships between these events, we carry out another MD simulation. We initiate this
simulation by removing SIA from the final snapshot (0.5 μs) of one of the trajectories of the SIAbound state. The idea here is to examine how SIA unloading affects the temporal evolution of
RBD-RBD arrangements, and also the conformational ensembles of residues in the binding groove
and the RBD-RBD interface.
After generating the trajectory, we divide it into Δt-sized contiguous time windows, and
for each of these time windows we construct conformational ensembles, Δt. We then compare
each Δt separately to the ensembles free and SIA that we constructed above, and determine whether
it is more similar to the receptor-free state or the SIA-bound state. For more complete details
please see chapter 2.3. Fig 3.11 shows the time evolution of conformational ensembles of a
representative residue that undergoes changes only in thermal fluctuations, along with the

Figure 3.11. Time evolution of an HN residue. Shown specifically are ensembles of residue
R516, which undergoes changes only in thermal fluctuations. The three middle quadrants depict
representative ensembles of R516 that were identified as being more similar to the bound,
intermediate, and receptor-free states. Δη is the switch indicator, which permits quantitative
tracking of ensemble shifts.
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corresponding values
of

the

switch
indicator,

demonstrating
sensitivity.

its
We

compute

time

evolutions

using

window sizes of Δt =
24 ns, and also note
that a smaller Δt =
12 ns does not affect
the

broader

interpretations

we

derive below.
Nevertheless,
despite the differences
between the RBDs,
the

RBD-RBD

interface reverts back
to its arrangement in
Figure 3.12. Time evolution of selected interfacial residues in HN.
Effect of SIA unloading on the (A) interfacial collective variables
(θtilt and θroll), and (B) conformational ensembles of residues in the
binding site and the two interfacial clusters. Conformational ensembles
that are more similar to that of the SIA-bound state are colored
magenta, and those more similar to the receptor-free state are colored
blue. Gray indicates equidistance from the two reference points.
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the receptor-free state
(Fig 3.12A). In fact,
the transition of the

collective variables into the receptor-free state starts immediately after SIA unloading and takes
about 0.2 μs to complete. This suggests that the transition of RBD-RBD arrangement back to its
receptor-free state does not depend on all residues transitioning back to their receptor-free
conformations. We also note that in one of the RBDs, both the interfacial clusters, and most
residues in site 1, revert back to their respective ensembles in the receptor-free state, but in the
other RBD, neither of the two clusters reverts back nor do most residues in site 1. This suggests
that changes in only one of the RBDs are necessary for interfacial RBD-RBD arrangements, which
implies that perhaps loading of only one RBD might be insufficient for dimer stimulation.
In the RBD that does mostly revert back to its receptor-free state, we do not discern any
transition pattern, and it appears that residues at site 1 and the two interfacial clusters all transition
simultaneously, and, in fact, continue to transition even after the RBD-RBD rearrangement is
complete. It appears as though allostery is not a directed sequence of events, and this finding is
consistent with recent observations on engineered PDZ domains [128].
3.3.5 Stimulation Model
Based on the observations we make above, we propose the following stimulation model.
SIA binding compacts the SIA binding groove, enhances conformational fluctuations of the
hydrophobic cluster with increased solvent penetration, and reorients the RBD-RBD interface
where it has a higher propensity to form new inter-RBD salt bridges. The analysis of the time
evolution of the effect of SIA unloading leads to the suggestions that these events do not occur in
any specific order, and that loading of only one RBD might not be sufficient for dimer stimulation.
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This model is consistent with, and provides molecular bases for, the experimentally
observed effects of several engineered mutations [111, 112, 117]. Mutations made at the RBDRBD interface that disrupt NDV fusion are shown in Fig. 3.13. In the broader sense, our model
categorizes them into two groups. One group consists of residues D158, G169, R557, and F553
that undergo discernible SIA-induced conformational ensemble shifts, so we expect mutations to
these residues will disrupt HN stimulation by directly altering the ensemble shifts necessary for
signal transduction. This is based on the idea that the signaling pathway is contained within
ensemble shifts [17, 84]. The other group consists of residues S222, L224, T232, and Q280 that

Figure 3.13 Characterization of Experimentally Engineered Mutations at the RBD-RBD
Interface. (A) Residues at the RBD-RBD interface whose mutations disrupt NDV fusion (gray
spheres) and whose mutations do not disrupt fusion (green spheres) The protein is drawn as a
ribbon, where the ribbon thickness reflects the magnitude of the SIA-induced conformational
ensemble shifts. The relative thickness matches that used in Fig 3.5. The spatial regions
encompassing the residues in the hydrophobic and hydrophilic clusters that are identified to be
part of SIA-induced stimulation model are also marked. Note that residues D158, G169, R557,
and F553 undergo discernible SIA-induced ensemble shifts and S222, L224, T232, Q280,
T216, and D230 undergo negligible SIA-induced ensemble shifts. (B) Interaction between
T216 on one RBD and D230 on the other RBD in the receptor-free and SIA-bound states. SIA
binding does not alter the distance between these residues, despite inter-RBD rotation, which
explains why the double mutation T216C + D230C, which produces inter-RBD disulfide
crosslinks, does not disrupt NDV fusion.
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experience negligible SIA-induced ensemble shifts, so mutations to these residues are expected to
disrupt stimulation not by directly altering signaling pathways but by affecting the structural
organization of the protein.
Finally, this model also explains why a double mutation, T216C + D230C, which locks the
dimer interface through disulfide crosslinks, does not disrupt NDV fusion [117], despite our
finding that SIA induces RBD-RBD reorientation. We note from 3.12A that T216 and D230
undergo only minor SIA-induced conformational ensemble shifts. We also find that despite an
inter-RBD reorientation, the distance between these residues remains the same—the CoM
differences in the receptor-free and SIA-bound states are 5.3 ± 0.7 Å and 5.3 ± 0.3 Å, respectively.
As illustrated in Fig 3.12B, it just happens that the combination of SIA-induced rotations in tilt
and roll does not affect the distance between these residues.
3.4 Conclusions
Dynamic allostery contributes to regulation of many proteins, where thermal fluctuations
in conformations play important roles. Conformational fluctuations are also expected to contribute
to stimulation of paramyxovirus attachment proteins because receptor binding induces only
structural changes in their RBDs, and their stimulation, but not receptor binding, are temperature
sensitive. Here, we carry out MD simulations of a representative paramyxovirus attachment
protein, HN of NDV, to understand the effect of SIA binding on the structure and dynamics of the
dimeric form of their RBDs.
The employed MD protocol retains the crystallographic conformation of the dimeric form
obtained in a state bound to SIA derivatives. The employed protocol is, in fact, the same as that
we used in our prior work [20] to determine the effect of receptor binding on the RBD-RBD
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interface of another paramyxovirus attachment protein, G of Nipah, and part of our findings were
validated by subsequent experiments [21].
SIA binding induces only minor structural changes in individual RBDs that are mostly
within the range of thermal fluctuations. However, despite small structural changes in individual
RBDs, SIA binding induces a 10° rotation about the RBD-RBD interface. We note that the extent
of this interfacial reorientation is much smaller than what we reported previously for the
paramyxovirus G subfamily, supporting the idea that the molecular details underlying stimulation
are not conserved across paramyxoviruses. As such, several experiments suggest that the
molecular details of HN and G stimulation may be different. Fusion promotion and interaction
strength between F and H/G family attachment proteins are inversely correlated, whereas
mutations that weaken HN-F interactions also decrease fusion promotion [102, 129]. Another set
of experiments show that introducing disulfide links across the dimer interface of NDV HN
enhances fusion promotion [117] , while similar links in the measles H attachment protein abolish
fusion [104]. These results suggest that attachment proteins that bind proteinaceous receptors (H
and G) undergo conformational ensemble shifts that are different from those taking place in HN,
whose receptor is the sialic acid saccharide.
Comparison of physiological-temperature conformational ensembles obtained in receptorfree and SIA-bound states reveal that the highest SIA-induced changes occur at the SIA binding
sites (site 1 and site 2). Residues that are located further from the binding sites experience the least
amount of change. This finding is consistent with our observations in the PDZ domain, where
signal strength was found to fade with distance from the perturbation site [85].
SIA binding slightly compacts site 1 and alters the position and structural fluctuations of
side chains that are part of the RBD-RBD interface and are adjacent to site 1. A systematic
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evaluation of inter-RBD contacts reveals that the most notable changes involve the enhancement
in structural fluctuations of residues I548, L552, and F53, R212, D278, and R225. While enhanced
fluctuations of hydrophobic residues disrupt interdomain hydrophobic interactions, enhanced
fluctuations of charged residues increase the probability of formation of new interdomain salt
bridges. These changes should not be thought of as binary switches, but instead as population
shifts, whereby conformations sampled in a given thermodynamic state can also be sampled in
other states, and activity changes are effected by shifts in underlying population densities [17, 86,
88]. The pseudo-symmetry in the RBD-RBD interface implies that there are two sets of
hydrophobic and hydrophilic clusters. Therefore, it appears that when SIA binds to site 1, the
receptor-free state is destabilized by enhanced fluctuations in the two hydrophobic clusters and the
receptor-bound state is stabilized by increased propensity to form new salt bridges in two
hydrophilic clusters.
To understand the temporal relationships between these events, we carry out another MD
simulation initiated from the SIA-bound state, but after removing the bound SIA. We then use our
machine learning-based method for comparing ensembles to quantitatively evaluate the effect of
SIA removal on the temporal evolution of conformational ensembles. We learn that reversion of
only one of the two RBDs to its receptor-free ensemble is sufficient for the RBD-RBD interface
to return to its receptor-free orientation. This result indicates that receptor-induced changes at the
binding site and interface clusters in both RBDs are required for the dimer to assume an SIA-bound
ensemble. Finally, we note that residues at site 1 and the two interfacial clusters all transition
simultaneously, with no specific relative order. Although the finding that allostery is not a directed
sequence of events is consistent with a recent observation [128], perhaps a clearer picture may
emerge from a statistically converged analysis of multiple SIA-unloading trajectories.
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In a previous study [85], we reported that the strength of the allosteric signal becomes
weaker with distance from the regulatory site. Together with the above analysis, these results
suggest that while the strength of the allosteric signal may be distance dependent, the
temporal sequence of signaling events need not be distant dependent.
These simulations of the dimeric form of RBD allow us to construct a molecular model of
the initial events of allosteric stimulation of HN. Our proposed model spotlights the
role of structural fluctuations in allosteric signaling and provides structural bases for the
experimentally observed effects of engineered mutations on HN stimulation and NDV entry into
host cells. This study also sets the foundation necessary for carrying out simulations of the fulllength tetrameric form, which can be expected to provide molecular insight into the form of the
signals that activate the F protein and how these signals propagate from the HN's RBD to the Factivation domain.
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CHAPTER FOUR:
ALLOSTERIC STIMULATION OF MEASLES
4.1 Background
Allostery describes the phenomenon where perturbations in one region of the protein affect
the behavior of the protein at another nonoverlapping region of the protein [14, 15, 130]. Since its
inference from sigmoidal binding curves of hemoglobin [13], allostery is now increasingly being
recognized as an intrinsic property of all proteins [11, 22, 131, 132]. The allosteric behavior of
protein plays a central role in signal integration and processing by the cell as well as formulating
a response to these signals.
The most up to date theory views allostery through the lens of perturbation-induced
remodeling of the energy landscape [8, 17, 87]. This remodeling includes changes in magnitude
of well depths and barrier heights, as well as broadening or narrowing the well basins. Changes in
well depths, locations, and barrier heights correspond to altering equilibrium and kinetics between
protein states as well as binding affinities. [22]. Inherent in the energy landscape view of allostery
is the idea that an energy minimum does not correspond to one static structure. Rather it represents
an ensemble of structures, each of which occupies one point in the surface of the energy well. A
broadening of the well would result in a bigger surface area with more points in it and, by
extension, would correspond to an ensemble with more structures that represent the state, i.e.
enhanced dynamics. Conversely, a narrowing of the well is indicative of diminished dynamics and
rigidification of the structure. Such dynamically mediated allostery has now been observed in a
wide array of protein families, including PDZ domains, GPCRs, and chaperonins [19, 89, 132]. It
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is apparent that elucidating the full details of allostery finds wide utility in biomedical applications.
Notable examples of allosteric drugs include the anti-HIV nevirapine, chemotherapeutics like
trametinib, and anxiety relievers like benzodiazepines [133].
Dynamic allostery appears to also play a role in the response of paramyxovirus attachment
proteins to ligand binding [20, 23]. Paramyxoviruses, which include long standing pathogens like
Measles and Influenza, as well as recently emerged and highly lethal ones like Nipah, bind ligands
through membrane-bound tetrameric attachment proteins, which then activate the fusion (F)
protein to fuse the viral and host cell membranes. Attachment proteins bind ligands through four
receptor binding domains (RBDs) linked to the stalk via flexible linkers and activate F through an
F activating domain (FAD) in the stalk. The RBDs are arranged as a dimer of dimers that flank
opposite sides of the membrane-distal end of the stalk. To reach the stalk from the binding site in
the RBD, the binding signal must be propagated through the RBD-RBD interface in the dimer, or
the RBD-stalk interface (Fig 4.1 A) [54, 92, 94, 96-98].
Here, we investigate how binding of the SLAM ligand stimulates the Measles attachment
protein to trigger F activation. At the turn of the century, the United States turned a significant
corner in healthcare – a 12-month period free of Measles[58]. Meanwhile, the year 2019 saw more
than 1200 cases of Measles, despite effective vaccines being freely available, a trend that is being
mirrored around the world [58, 59]. Measles infects primarily young children and if exposed a
person has a 90% chance of contracting the disease that still accounts for 4% of child deaths under
5 worldwide despite [58, 106, 134].
Although the infection mechanism of paramyxoviruses has been subject to extensive
investigation, the molecular details of infection initiation remain a matter of debate [23, 54-56,
63, 92, 94, 96, 97, 109-113, 115-117, 127, 129]. Attachment proteins are divided into 3 categories
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according to the kind of ligand they bind – hemagglutinins (H) and glycoproteins (G) bind the
proteinaceous SLAM and Ephrin ligands respectively, while hemagglutinin neuraminidases (HN)
bind sialic acids in oligosaccharide chains embedded in the cell surface (Fig 4.1 B). On the one
hand, experiments where headless stalk trigger F activation and others where chimeric attachment
proteins composed with RBDs and stalks from different protein families are able to trigger F
activation suggest a common mechanism of attachment protein stimulation across the
paramyxovirus family [92, 114, 116, 135]. On the other hand, studies measuring fusion activity as
a function of H/HN/G-F affinity and others that investigate whether H/HN/G-F complexes form
intracellularly or at the surface post ligand binding show disparate results among the three families
[102, 115, 135-143].
Like HN and G, H RBDs undergo minimal structural rearrangements upon ligand binding
[64, 66, 99, 105-107, 109, 110, 144]. Furthermore, the RBD-RBD orientation in crystal structures
of the H dimer in its apo and bound forms also remains unchanged [66, 106, 144, 145]. Crystal
structures have also captured the tetrameric RBD complex in two significantly different forms
[106]. Clearly, the RBD dimers are capable of large rearrangements with respect to one another
despite the lack of appreciable changes in both the RBD monomer and dimer structures. To
elucidate the effect of ligand binding on H we perform molecular dynamics (MD) simulations of
the Measles H dimer in its apo and bound forms. We have previously used molecular dynamics
(MD) simulations to characterize ligand-induced changes to the RBD dimers of the Nipah G and
Newcaslte disease virus (NDV) HN dimers [20, 23]. We applied the results of the NDV
simulations to interpret some otherwise puzzling experimental results and the Nipah G dimer
results were validated by subsequent experimental studies [21]. Consequently, we use the same
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tools to characterize the effects that SLAM binding elicits on the H dimer interface and RBD
ensemble shifts.
While paramyxoviruses are similar in that they all use a tetrameric attachment proteins that
bind ligands through globular domains and trigger F activation through their stalk to facilitate
infection, they also have clear differences as made evident by the diverse set of ligands they bind
and H/HN/G-F affinity experiments. Together, our studies of RBD dimers from all three
attachment protein families help to elucidate missing atomic level details that are required to
construct a complete picture of paramyxovirus infection mechanism. A comprehensive
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Figure 4.1. Paramyxovirus infection mechanism. (A) 1. Paramyxoviruses bind ligands on
the host cell through globular receptor binding domains. 2. The binding signal is transmitted to
the F activating domain in the stalk. 3. This region in the stalk triggers fusion protein activation.
4. The fusion protein undergoes conformational changes to initiate and complete fusion of host
cell and viral membranes. (B) RBD dimers of three paramyxoviruses with attachment proteins
belonging to different protein families. The RBDs in the dimer are shown in cyan and yellow
for clarity. Ligands are shown in dark gray. A homologous helix present in RBDs of all three
families is colored in salmon to highlight the different RBD-RBD arrangement among the three
families. Measles H and Nipah G attachment proteins bind proteinaceous SLAM and Ephrin
ligands, respectively, while the NDV HN binds sialic acids expressed at the end of
oligosaccharide chains on the host cell.
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understanding of these details is essential in establishing where similarities between the three
families end and where the differences begin.
4.2 Methods
In order to evaluate ligand induced changes across all paramyxovirus attachment proteins
on the same footing, we follow the same simulation and analysis protocol for Measles H that we
followed for Nipah G and NDV HN in our previous studies [20, 23]. Altogether, we generate
twelve 0.5 µs MD trajectories of Measles H – six in the SLAM-bound state and six in the ligandfree state. State equilibrium ensembles are constructed by sampling the last 0.2 µs of all six
trajectories of that state.
4.2.1 MD Parameters
All MD simulations are performed using Gromacs Ver. 4.5.3 [67]. Protein and water bonds
are restrained [118, 119], and consequently an integration time step of 2 fs is employed.
Simulations are conducted under isobaric-isothermal boundary conditions with pressure
maintained at 1 bar using a coupling constant of 1 ps and a compressibility of 4.5×10−5 bar−1 and
temperature is maintained at 310 K. Extended ensemble approaches are used for maintaining both
temperature and pressure [120, 121]. Electrostatic interactions beyond 10 Åare computed using
the particle mesh Ewald scheme [122] with a Fourier grid spacing of 0.15 nm, a fourth-order
interpolation. van der Waals interactions are computed explicitly for interatomic distances smaller
than 10 Å. We use OPLS-AA parameters to describe protein and ions [40], and TIP4P parameters
to describe water molecules [39].
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4.2.2 Setup and Starting Geometries
The Measles H dimer has been crystallographically resolved bound to its ligand SLAM at
a resolution of 3.55 Å (PDB ID 3ALW) [106], and in its apo conformation at a resolution of 2.6 Å
(PDB ID 2ZB6) [66]. These structures indicate that SLAM binding has no effect on the dimer
interface (Fig 4.2). We exploit this finding to construct an initial conformation of the SLAM-bound
H from the dimer with the higher resolution. This is accomplished by superimposing the two
structures and obtaining a binding orientation for SLAM on the 2ZB6 crystal. Missing atoms are
added with the PDB2PQR algorithm [124] and the protein is placed at the center of a 15 nm3 box
and the system is energy minimized with the Gromacs steepest descent algorithm. The Gromacs
genbox utilitu is used to fill the vacant space in the box with 105,962 and 104,620 TIP4P waters
for the SLAM-bound and apo systems respectively, and the hydrated system is then energy
minimized again. Crystallographically resolved waters are retained and 100 mM NaCl

Bound (3ALW), 3.55 Å
Apo (2ZB6), 2.6 Å

RBD1 RBD2 SLAM
RBD1 RBD2

Figure 4.2. Superimposed Crystal Structures of SLAM-Bound and Apo States of
Measles H. SLAM binding does not affect the crustal dimer interface. We exploit this feature
to construct an initial configuration of the ligand bound MV H dimer for simulation by
superimposing the two structures and obtain the SLAM binding orientation for the 2ZB6
crystal from that of the 3ALW crystal.
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concentration is introduced by randomly replacing non-crystallographic waters with Na+ and Clions with the genion utility and the system is energy minimized one more time. The number of
positive and negative ions added is adjusted accordingly to yield a net 0 charge for the entire
simulation box.
4.2.3 Quantifying Inter-RBD Rearrangements in Dimers
In our previous studies of paramyxovirus attachment protein dimers, we quantified
interfacial rearrangements through 3 collective variables, dCoM, θtilt, and θroll. dCoM reports the
distance between the two RBDs, θtilt reports the angle between the central axes of the two RBDs,
and θroll reports the angle of rotation of the RBD about its central axis. The angle variables are
quantified through the constructing and finding the angle between two vectors a and b, that are
roughly perpendicular to each other. In the case of HN, the RBD is divided into a top half and a
bottom half by a plane that is perpendicular to the vector connecting the RBD and ligand centers
of mass. The centers of mass of the top and bottom halves are then used to construct the central

Figure 4.3. Definition of collective variables. Inter-RBD rearrangements are quantified with
3 collective variables, distance, tilt, and roll. Distance reports how far the two centers of mass
of the RBDs are. Tilt is the angle between their central axes (a), and roll is the angle created by
two second vectors (b) that are roughly perpendicular to the central axis vector.
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vector a. The b vector is constructed by connecting the RBD center of mass to the center of mass
of the two β-sheets that have the lowest fluctuations (Fig 4.3).
The vectors are constructed by
𝐚=

(𝒓EFG − 𝒓CFE )
&
∥ 𝒓EFG ∥∥ 𝒓CFE ∥ 33

𝐛=

(𝒓BCD − 𝒓H )
∥ 𝒓BCD ∥∥ 𝒓H ∥

34

and the collective variables that quantify interfacial rearrangements are then computed according
to the equations
𝑑?@A = ∥ 𝒓BCD7# − 𝒓BCD7) ∥

𝜃IJKI = cos 7# [

𝒂BCD7# ⋅ 𝒂BCD7)
\
∥ 𝒂 ∥∥ 𝒂 ∥

𝜃L@KK = cos 7# [

𝒃BCD7# ⋅ 𝒃BCD7)
\
∥ 𝒃 ∥∥ 𝒃 ∥

35

36

37

While this approach works well for the HN dimer, the a and b vectors cannot be constructed
similarly for the H dimer because as seen in Fig. 4.1B the H ligand binds to the ‘side’ of the RBD
instead of on top, like it does in the HN RBD. This approach would produce an a vector that is
more parallel than orthogonal to b. We solve this problem by superimposing the HN sialic acid
ligand to the H RBD and use this artificial setup to construct the central axis vector. Note, that it
doesn’t matter that this is not physiologically relevant, as from the perspective of the dimer the
direction of the constructed vector was arbitrary as well – to properly quantify interfacial
rearrangements it only matters that the two vectors are roughly orthogonal and that they are
constructed consistently throughout the trajectory.
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4.2.4 Quantification and Statistical Analysis
Root mean square deviations and inter-particle distances are computed using Gromacs
utilities g_rmsdist and g_dist, respectively. Collective variables describing RBD-RBD orientations
are computed using in house developed code. The specific definitions of collective variables are
provided in the Results section and in Fig 4.3. Conformational ensembles are compared using
DiCE (Direct Comparison of Ensembles) developed in house. Figures of biomolecular structures
are generated using PyMOLs.
4.3 Results and Discussion
4.3.1 SLAM-Induced Conformational Ensemble Shifts in the RBD-RBD Interface
We first examine how the presence of the SLAM ligand affects the RBD-RBD interface.
These effects are quantified through three collective variables, dCoM, θtilt, and θroll, which measure
distance between the two RBDs, the angle between their central axes, and rotation of the RBDs
about their central axes. The molecular definitions of these variables are provided in section 4.2
and Fig 4.3. Following the same protocol of analyzing simulations of the Nipah G and NDV HN
dimers [20, 23] we initially simulated two replicate trajectories of the H dimer in its ligandbound and ligand-free states. However, as seen from the bar graphs in Fig 4.4 A, roll and tilt
angles in trajectories 1 and 2 differ significantly from each other in both the apo and bound
states. To determine whether this disparity signifies fluctuations about a central value or one of
the simulations may be an outlier, we performed four more simulations of each state. Altogether,
the six simulations of each state suggest that receptor binding does not, on average (Fig 4.4 B),
change the RBD-RBD interface. While crystal structures of the two states also do not show any
interfacial rearrangements, we note that equilibrium ensemble averages differ from crystal
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structure values by ~10°. It is unclear whether this difference is due to crystal packing artifacts or
a result of the simulation setup.
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Figure 4.4. Quantification of RBD-RBD interfacial arrangements. (A). Collective
variables from the six runs differ significantly in their average values as well as their
deviations from the average. (B) On average, receptor binding does not induce interfacial
rearrangements in the Measles H RBD-RBD dimer.
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4.3.2 SLAM-Induced Conformational Ensemble Shifts in Individual RBDs.
To understand the molecular basis underlying SLAM-induced reorientation of the RBDRBD interface, we analyze how SLAM alters the conformation ensembles of individual RBDs.
We compare conformational ensembles of the SLAM-bound and receptor-free states using DiCE,
our machine learning method for Direct Comparison of Ensembles [20, 83]. The advantage of
comparing ensembles directly over comparing summary statistics of individual ensembles is that
it eliminates the need to find and choose a feature that distinguishes two ensembles, and the
resulting quantification naturally embodies differences in conformational fluctuations. Given two
conformational ensembles,

1

= {r1,r2, ...,rm} and 2 = {r1′, r2′, ...,rm′}, where r denotes a 3n-

dimensional coordinate and m denotes the number of conformations in the ensemble; DiCE
quantifies the difference between them in terms of a metric, η, which is a function of the physical
overlap between ensembles 𝜂 = 1−∥ R# ∩ R) ∥.
Note that, by definition, η is symmetric, that is, η(1 → 2) = η(2 → 1). Additionally, it is
normalized, that is, η ∈ [0, 1), and it takes up a value closer to unity as the difference between the
ensembles increases. Note also that the accuracy of DiCE depends on the number of coordinate
frames used in analysis and not on the length of the trajectory, and we ensure that we use sufficient
numbers. Our conformational ensembles of the ligand-free and SLAM-bound states,

free

and

SIA,

comprise of 12,000 snapshots extracted at regular intervals from their respective six replicate
trajectories. For such an ensemble size, we have demonstrated that DiCE works excellently for
both Gaussian and non-Gaussian distributions, and the mean absolute error MAE) between
computed and analytical overlaps is <3% for Gaussian distributions and <6% for quadrimodal
distributions [20] . Finally, note that η is universal in that it not bounded by system type/size, and
can be used to examine differences in ensembles at any structural hierarchy (functional groups,
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amino acids, or secondary structures). We use DiCE to compare ensembles at the level of amino
acids, and so a comparison between

free

and

SIA

yields an individual η for each amino acid. To

remove the bias of η against whole molecule rotation and translation, we first least-squares fit all
individual RBD conformations onto one single representative structure of the RBD and then
extract and construct the conformational ensemble of a single residue.
Fig 4.5 shows SLAM-induced shifts in conformational ensembles of all residues in the
RBD. As expected, the largest shifts occur in the RBD-SLAM interface. Ensemble shifts extend
away from the binding interface that are proximal to the dead neuraminidase site, whose

1

~180°

η

0

Figure 4.5. Effect of SLAM binding on conformational ensembles of individual RBDs.
The largest shifts occur in the RBD-SLAM interface and extend to residues that line the dead
neuraminidase cavity. These shifts, however, do not extend to the RBD-RBD interface.
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homologous region in HN binds and cleaves sialic acids from oligosaccharide chains.
Commensurate with measurements of inter-RBD rearrangements, DiCE analysis also shows
minimal SLAM-induced changes to the RBD-RBD interface.
We also note from Fig 3.6 that some ensemble shifts also take place at the RBD-RBD
interface. Finally, we note that the shifts close to the RBD-stalk interface and all very minor with
η < 0.27, which is equivalent to a CoM shift OF <0.11 Å [84]. This suggests that either the SIA
binding signal does not transduce directly to the RBD-stalk interface or that the modeling of the
stalk is required to capture the true behavior of the residues at the RBD-stalk interface. It is also
likely that the stalk perhaps provides the interactions needed to get the RBD-stalk interfacial
residues into new positions after RBD-RBD reorientation.
4.4 Conclusions
In this work we extend of on RBD dimers of the Nipah and NDV [20, 23] attachment
proteins to include Measles. Together, these three viruses include the three different kinds of
attachment proteins paramyxoviruses utilize – G, HN, and H. While it is well established that all
paramyxoviruses facilitate entry into the host cell via the concerted action of an attachment protein
and a fusion protein questions remain about specific details on the effects that ligand binding has
on attachment proteins. Attachment proteins have four receptor binding domains (RBDs) that are
attached to a membrane bound stalk through flexible linkers in a dimer of dimers configuration. It
is inferred from experimental studies that RBDs may rearrange with respect to one another or the
stalk in response to receptor binding, however these details remain ununderstood [54, 64, 66, 94,
96, 99, 106, 107, 109-112, 117, 139]. To help elucidate these details, we sought to characterize
ligand-induced changes in attachment protein dimers through molecular dynamics simulations.
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We quantify these ligand-induced changes through the definition of collective variables
that measure interfacial rearrangements in the dimer and through our support vector machine
learning based tool DiCE, which quantifies ensemble shifts between two distributions. While
ligand binding induces significant ensemble shifts in individual RBDs, the nature of these shifts
and the extent of interfacial rearrangements is markedly different in the three protein families.
While ligand binding induces ~45° and ~10° rotations in the interfaces of the Nipah G and NDV
HN, no changes occur in the Measles H interface. Likewise, differences in ensemble shifts at the
interface reflect inter-RBD rearrangements. The large rotations in the Nipah G are associated with
ensemble shifts and change in solvent exposure of a large set of residues [20], which were
subsequently confirmed to undergo significant shifts by HDX experiments [21]. The smaller
ensemble shifts in the NDV HN interface are also associated with smaller but key RBD-RBD
rearrangements. These small rotations are sufficient to disrupt hydrophobic interactions at one end
of the interface and enable salt-bridge formation at the other end. Mutations at the interface that
disrupt fusion activation affect one of these two clusters of residues [23]. As seen in Figs. 4.4 and
4.5 and as implied by crystal structures [66, 106], SLAM binding has minimal effects on the H
dimer. While the H dimer remains unchanged, crystal structures indicate that the dimers are
capable of large reorientations with respect to each other. It is possible that SLAM changes the
dimer-dimer interface but does not affect the RBD-RBD interface. To properly address this
hypothesis, simulations of the tetrameric H need to be performed.
Our results indicate that ligand binding has very distinct effects on the at the level of the
RBD dimer. Our detailed descriptions of ligand-induced changes agree with several lines of
inference drawn from investigating structural features of attachment proteins of RBDs. Firstly, as
Fig. 4.1 shows, while the RBDs share the same β-barrel fold for the three families, their relative
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rearrangement within the dimer varies significantly. Secondly, although H and G both bind
proteinaceous receptors, structural comparisons reveal that G and HN are more closely related to
each other, as their RBDs are globular while those belonging to H are more cuboidal [146].
Thirdly, linking RBDs across the interface with disulfide bonds abolishes fusion activation in
Measles but enhances fusion in NDV [104, 117]. The disulfide link experiments at first seem to
be in stark contrast with our simulation results, which indicate that on average the HN dimer
undergoes some degree of rotation while the H dimer does not. However, the magnitude of
standard deviations about indicate that the RBDs in the Measles undergo larger fluctuations about
mean positions than those of NDV. In our previous work we suggested that introducing disulfide
links across the interface still allows for small rotations but prevent larger ones, which would in
effect result in quicker adoption of the post-binding configuration by preventing sampling of
ineffective conformations. Meanwhile, it is possible that large fluctuations in interface
rearrangements of the H dimer are needed to reorient the two dimers in the tetramer but do not
play a role in the average structure of the dimer. If this is the case, then severely reducing
fluctuations in the dimer interface would prevent efficient sampling of new dimer-dimer
orientations.
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CHAPTER FIVE:
PREDICTING ALLOSTERIC SITES
5.1 Background
Allostery describes the process that couples two non-overlapping sites in a protein –
modulation at one site affects the behavior of residues located in the other allosterically coupled
site [86]. Allosteric modulation is a ubiquitous process that is used to regulate the function of
enzymes, cell signaling, and gene expression. A binding site is often perturbed by an effector
ligand that results in the transmission of the binding signal to the allosteric site [88, 148, 152, 153].
Current theory describing allosteric processes includes the propagation of the signal
through changes in side-chain fluctuations[17] in addition to the originally proposed structurebased model [14, 15]. Current discourse on the topic also posits that proteins populate multiple
conformations simultaneously, and that allosteric modulators can change the energy landscape in
a manner that shifts the frequency of these populations without changing the average structure of
the protein [11, 154-159]. Such shifts do not rely on a single network of residues to occur. Rather,
both computational and experimental studies show that multiple residue networks transmit the
binding signal to distant sites [8, 18, 19, 23]. Nevertheless, there are key residues that are
indispensable to the function of a given protein. The identification of these residues would enable
efficient and effective protein design and drug discovery. As such, understanding the mechanisms
of allosteric regulation continues to garner much attention and effort [88].
Elucidating the details of Allostery has been tackled through both experimental and
computational techniques. Computational tools utilize various techniques including elastic
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network models [160, 161], using relative entropy to calculate edges of interacting nodes in a
network of residues [162], identifying correlated motions of residues [163-165], sequence analysis
[166], and structure-based prediction [167-174]. However, these techniques and others not listed
rely on reducing the dimensionality of the problem by representing each residue as one node, then
performing the pertinent calculation. This reduction in dimensionality represents an inherent
challenge in these techniques, as much of the valuable information contained in the fluctuations of
side chains is discarded. Experimental techniques such as double mutation cycle methods that
identify cooperative residue pairs [175] and measurements of side chain dynamics [19] rely on
NMR, which is limited by protein size and its reliance in probing only specific chemical groups.
Other techniques such as high-order thermodynamic coupling analysis are resource intensive and
are not feasible in considering all residue pairs [176], whereas probing dynamics through the
inclusion of non-native domains (e.g. photoswitchable domains [49]) risks introducing artifacts in
the allosteric response . Although these efforts have yielded much valuable information to the
field, providing detailed descriptions of allosteric mechanisms remains challenging.
In addition to the identification of residue hubs, a complete understanding of allosteric
pathways includes a time-dependent description of the signal propagation within the protein – i.e.
establishing an order of events that constitute the allosteric signal. We present here a novel
approach that accomplishes this task. First, we generate molecular dynamics trajectories where a
protein is allowed to transition from a holo to an apo state or vice versa. We then using DiCE [83]
to compare the transition trajectories to equilibrium state ensembles. DiCE is a support vector
machine (SVM) based tool that quantifies differences between protein ensembles without
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reductions in dimensionality. The DiCE output
is then used to establish an order of events in the
transition trajectories and to identify residues
important to allostery. We test our approach on
the PDZ2 domain of the human tyrosinephosphatase 1E (PTP1E) protein[173]. PDZ
domains are common ~90 amino acid globular
domains that bind the 5-10 C terminal residues
of other peptides [178].
Figure 5.1 PDZ2 ensembles. Shown are
ensembles of the human PTP1E PDZ2
domain in its receptor bound (red) and
receptor-free (blue) conformation
obtained from MD simulations. The
oligopeptide receptor is shown in green.
It is evident that receptor binding induces
no meaningful changes in backbone
structure or fluctuations, and that
understanding PDZ2 function requires
evaluating dynamical shifts in residue
side chains.

PDZ2 undergoes

negligent structural rearrangements upon ligand
binding

[173]

and

has

been

observed

experimentally to display dynamic allostery
[175]. We generate 10 µs of transition
trajectories and 6 µs of equilibrium state
trajectories to generate our predictions. The
results of this computational approach are in

excellent agreement with mutational studies [171].
In designing such an approach, the following considerations must be kept in mind. Protein
conformations occupying lower energy levels in the protein’s energy landscape are sampled more
often. Allosteric ligands reshape the energy landscape of the protein, thereby shifting the
frequencies at which conformations are sampled [8, 9, 155]. Furthermore, multiple pre-existing
allosteric pathways are available [176], that is the protein does not have to undergo the same
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sequence of conformational changes or activate the same residue network each time it relays a
signal.
This probabilistic nature of allostery has two significant implications. First, a
computational approach that aims to investigate allostery must incorporate multiple trajectories in
order to detect the various residue networks that may be engaged in signal transduction. Second,
evaluating whether the transition trajectory has switched conformations at a given time point will
require the comparison of conformational ensembles. To satisfy the first requirement, we generate
ten 0.5 µs trajectories where the ligand is removed and ten 0.5 µs trajectories where the ligand is
added to the PDZ2 domain, which we have termed unloading and loading events. In order to satisfy
the second requirement, a transition trajectory is divided into a series of overlapping time windows,
and each time window is sampled to create a 5000-snapshot ensemble representative of the protein
state at that point in time, which we term incremental ensembles (ℝ∆$ ). We then analyze each
incremental ensemble to evaluate the protein’s similarity at that time to both equilibrium states.
To quantify ensemble differences predicted by MD simulations, we developed DiCE, our
machine learning method for Direct Comparison of Ensemles [83]. DiCE compares two ensembles
directly to each other without the need to reduce the dimensionality of the problem. The advantages
of this approach are that (1) no apirori knowledge is needed with respect to which features should
be chosen for statistical analysis and that (2) all atoms contribute to the to the metric η that
quantifies the difference between two ensembles. The η metric is a function of the physical overlap
of two ensembles and takes on a value form 0 to 1, with values closer to unity indicating no
overlap and values closer to 0 indicating a high degree of similarity between the two distribions.
DiCE can be used to compare ensembles at various levels of hiearchy (atom, functional
group, amino acid, secondary structures). We use DiCE to compare confomrational ensembles at
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the amino acid level, generating an η value for each residue in the comparison. Since each
incremental ensemble is compared to both the apo and holo equlibrium ensembles (ℝOPQ and
ℝRQSQ ), two η values are obtained for every residue at each time step, 𝜂ℝ$% V ℝ&'(' and 𝜂ℝ$% V ℝ)*' .
As an example let us consider a trajectory of an unloading event (U) where the PDZ transitions
from the holo to the apo state, whose incremental ensembles we call ℝW_∆$ . In the beginning of the
transition, ℝW_∆$ should be more similar to ℝRQSQ , and as the simulation progresses it should
become more similar to ℝOPQ . Likewise, 𝜂ℝ$% V ℝ&'(' should get bigger as the simulation
progresses while 𝜂ℝ$% V ℝ)*' should get smaller. Then, at each time step we obtain

Δη =

ΔY = 𝜂ℝ$% V ℝ&'(' − 𝜂ℝ$% V ℝ)*' . Then, ΔY would should be negative in th beginning and turn
positive later in the simulation. It is this change in ΔY sign that we use as a shift indicator, and
when its value flips from negative to positive we then consider that residue to have shifted
conformations from the holo to the apo state. In this manner, we obtain a time-evolution profile
for each residue in all of the loading and unloading simualtions. We applied this approach to the
NDV HN study (Chapter 3). For an example of a residue undergoing the transition and the use of
the shift indicator to assign a flip time see Fig. 3.11.
5.2 Allosteric Site Prediction.
Simulation trajectories are usually divided into an equilibrium and a pre-equilibrium
portion. The allosteric coupling of two non-overlapping sites in a protein is usually inferred from
analyzing equilibrium state ensembles, such as receptor-bound or receptor-free states. However,
allosteric signal propagation is inherently a non-equilibrium process because it is embodied in the
transition of the protein between states. Elucidating allosteric mechanisms by comparing end
states, then, is akin to trying to determine the route a person drive by knowing only the origin and
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destination. What is needed is an observation of the signal propagating from the origin to the
destination/s.
To achieve this aim we extend the application of DiCE to analyze non-equilibrium MD
simulations of a protein transitioning from the receptor-free to the receptor-bound state and vice
versa by either adding or removing the receptor in the binding site. The approach is straightforward
but laborious, because it requires the generation of multiple transition simulation. This is because
allosteric signaling can employ multiple paths [176], and evaluating a residue’s contribution to the
overall allosteric signaling picture requires a statistical evaluation of that residue’s participation.
This approach requires first generating reference equilibrium-state ensembles, say ℝZF[F
(receptor-bound) and ℝ\GF (receptor-free), and then simulating transition between the end-states.
Perturb the system and allow equilibration to new state.
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Fig 5.2. Residue flip times. A non-equilibrium simulation is performed where the protein is
allowed to transition between two states. The transition is discretized into a series of time
windows. Each window ensemble is compared against reference equilibrium ensembles. The
time window at which the transition ensemble becomes more like State B and less like State A
is assigned as the flip time for the residue. In this manner a flip time is obtained for each residue
in the protein, constructing a detailed picture of when different protein regions transition to the
new conformation.

87

The transition simulation is initiated by sampling a configuration from the equilibrium state
ensemble, introducing a perturbation (e.g. receptor loading or unloading), and then allowing the
perturbed system to reach a new equilibrium. The transition simulation is discretized into a series
of time windows and an ensemble ℝ∆$ is constructed, each of which is compared against the
reference ensembles with the aim of evaluating whether each residue in the protein has transitioned
from the starting state to the final state (Fig 5.2).
Recall that DiCE provides a similarity index for two distribution by finding the extent of
overlap between them
𝜂 = 1 − ∥ ℝ⋂ℝ] ∥

(38)

For each ℝ∆$ , we findx
𝜂∆$7ZF[F = 1 − ∥ ℝ∆$ ⋂ℝZF[F ∥ (39)

&

𝜂∆$7\GF = 1 − ∥ ℝ∆$ ⋂ℝ\GF ∥ (40)

Suppose that we are analyzing an unloading event, that is we are simulating the holo to apo
transition, then we compute.
∆𝜂 = 𝜂∆$7ZF[F − 𝜂∆$7\GF (41).
Initially, ℝ∆$ will be similar to ℝZF[F and different from ℝ\GF , so 𝜂∆$7ZF[F < & 𝜂∆$7\GF .
As the simulation progresses this trend will reverse and 𝜂∆$7ZF[F > & 𝜂∆$7\GF . It follows that ∆𝜂
will start out as negative and then turn positive. It is this switch in sign of ∆𝜂 that we use as an
indicator that ℝ∆$ has shifted conformation from the holo to the apo state. For loading events, the
subtraction order of equation 30 is reversed
∆𝜂 = 𝜂∆$7\GF − 𝜂∆$7ZF[F

(42).

Lastly, we consider the flip to have taken place only if ∆𝜂 is bigger than the mean absolute error
of DiCE. For an unloading event we consider ∆𝜂 in computed by equation 30 and determine
∆𝜂 = 𝜂∆$7\GF − 𝜂∆$7ZF[F

If ∆𝜂 > MAE, ℝ∆$ tagged as HOLO
If ∆𝜂 > MAE, ℝ∆$ tagged as APO
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(43)

In this manner, for each residue in the protein we find the Δt at which the residue flips
conformations, and we call this the flip time of the residue and note it as Ti
Next, we construct a connectivity graph of the protein G(V,E), where the vertices V are
individual amino acids and the edges E are residue-residue contacts. Two residues are considered
to be in contact with each other if the distance between any two of their constituent atoms is smaller
than the sum of their van der Walls raddi
𝐸!' = 1 iff ∥ 𝒓!' ∥ > 2𝑟^_`+,-

(44)

Using {Tii} and G(V,E) to construct
a directed graph where we assign
vertices vi and vj sender and
receiver status if Tj > Ti. The
algorithm

constructs

allosteric

paths from the directed graph
Figure 5.3. Path construction. Once flip times have
been obtained for each residue, paths are constructed by
starting at the binding site residues and extending the path
if any neighbor residues have a flip time bigger than the
binding site residue. The check is performed recursively
for all neighboring residues, extending each path until no
neighbors have a bigger flip time than the last added
residue to the path.

G(V,E) by first considering residues
that are part of the receptor binding
site. For each residue in the binding
site, the algorithm checks if the flip
time of its neighbors is bigger than

the flip time of the residue, Tneigbhor > Tres. If this is the case it creates an instance of a new path,
and it recursively performs the same check for each of the neighbors, resulting in a set of allosteric
paths {Pk} that emanate from the binding site (Fig 2.3). The last step is to assign a signaling
propensity for each residue by considering its senders and receivers
𝑆! =

𝑛!abcdb-a + 𝑛!-b,b!Vb-a
𝑀𝑎𝑥{𝑛!abcdb-a + 𝑛!-b,b!Vb-a }
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(45).

5.3 Methods
We have previously used the PDZ2 domain as a model to investigate correlation patterns
in allosteric signaling [85]. In that work two replicate 0.5 µs trajectories of the PDZ domain in its
receptor-free and receptor-bound states were generated. Given that the results of that work
reproduce well experimental (NMR) methyl deuterium order parameters [175, 179], to generate
our equilibrium ensembles we simply extend these four trajectories to 2 µs. To generate transition
trajectories a configuration from the equilibrium ensemble from each state was sampled, and the
receptor was either removed from a receptor-bound structure to simulate receptor unloading, or it
was added to a receptor-free structure to simulate receptor loading. Ten non-equilibrium
simulations were generated for each event (loading and unloading), and each was started from the
same initial setup.
5.3.1 Molecular Dynamics
Initial conformation for PDZ2 bound and receptor-free states were obtained from crystal
structures 3LNX and 3LNY deposited in the Protein Databank [177]. The PDB2PQR server was
used to add missing atoms from the crystal structure, and the protein was then placed in a 7 nm3
box. Protein and ion interactions are modelled according to the Amber99sb-ILDN force field
parameters and the boxed was filled with SPCE water with a KCl concentration of 75 mM. The
number of positive and negative ions was adjusted as necessary to achieve 0 net charge for the
simulation system. Simulations are carried out with the Gromacs 4.5.3 software and an extended
ensemble approach is used to maintain both temperature and pressure at 298 K and 4.5 x 10-5 bar1

, respectively. Particle mesh Ewald summation is used for electrostatic interactions with a Fourier

grid spacing of 0.1nm, a fourth-order interpolation, and a direct space cutoff of 10Å.
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5.4 Results
5.4.1 Signaling Propensity Aligns Well with Experimental Mutations.
To assign signaling propensities we only consider paths that are at least 3 residues long,
since allostery is the communication between two nonoverlapping sites, and residues that are

A

B

1

T70A/S

G24A
I35A

H71Y
V64A

S

V61A
I20F
V85A
V84S

0

I52V
V40I

A46V
A45P

C

Figure 5.4. Signaling propensity analysis. (A). Signaling propensity for each residue during
loading mapped on the PDZ2 structure. Residues with high signaling propensities are
clustered close to residues shown experimentally to disrupt receptor binding (red spheres in
B). Also shown in B are residues that were mutated but do not affect binding (tan). (C) The
first two columns show the signaling propensity assigned to each residue that was tested
experimentally for both loading and unloading events. The rest of the columns show a
breakdown of the signaling propensity according to sender or receiver status for each residue.
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removed by only one node from the binding site have a higher chance of occasionally sample
conformational space that overlaps with the receptor. We also eliminate paths that end back at the
binding site. Once the path list has been refined with these two criteria, the set of the loading and
unloading simulations yield ~100,000 paths each. Since loading and unloading may activate
distinct sets of pathways, the two sets are not averaged together and signaling propensities are
assigned to each residue separately for loading and unloading events.
Fig. 5.4A shows the assigned signaling propensity of each residue mapped on the PDZ2
domain for a binding event, where thicker tube and colors closer to red indicate higher signaling
propensity. Fig. 5.4B shows the crystal structure of the PDZ2 domain with its receptor bound.
Shown in spheres are residues that were mutated in an experimental study, where residues colored
red indicate abrogation of receptor binding, whereas residues colored tan do not [171, 175]. It is
apparent that assigned signaling propensity aligns well with the experimental results, with regions
with higher propensity being centered around residues that were shown experimentally to disrupt
function.
The first two columns in table in Fig. 5.4 C shows the quantitative results of the signaling
propensity analysis. This table also shows the signaling propensity for unloading events. While a
signaling propensity was assigned to all residues, we only show the ones that were experimentally
tested, since those are the only predictions we can evaluate through empirical data. From this table
we see that the signaling propensity ranks the four residues that affect binding higher than the other
residues during loading, with the exception of residue 61. However, we note that the substitution
at position 61 is that of an alanine for a valine, which is not a significant change. We suspect that
if a more severe mutation was introduced at this position, that it too would affect receptor-binding.
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Similar results are obtained for unloading events, although there is less consensus here.
However, this makes sense since the experiments we’re comparing against measured receptor
binding, which is a loading and not an unloading event. A more detailed picture can be constructed
if each residue is ranked according to sender or receiver status separately. For example, residue 20
is ranked 3rd from the tested residues and 8th overall (out of 94 residues) in terms of importance
during loading. When we look at whether 20 is a sender or a receiver separately during loading,
we see that its rank rises among the senders but drops significantly among receivers. This indicates
that residue 20 plays a central role in sending signals out and away from the binding site but does
less well in returning signals back to the binding site. Such insight could prove indispensable in
the identification of allosteric sites that send signals to the binding site. From a theoretical
standpoint, while allosteric signals do travel both ways through a given residue, for some residues
there is a clear tendency as to the direction of signal propagation.
Lastly, we not that, commensurate with experimental results, residue 35 does not only rank
higher than other residues tested experimentally, but it tops all other residues for both loading and
unloading events, indicating its indispensable role in the function of PDZ2. If experimental results
were not available, and an allosteric modulator were to be rationally designed for the PDZ, the
signaling propensity method we have presented here would have accurately identified the region
centered around residue 35 as the most important in the entire protein.
5.4.2 Proteins Sample Multiple Conformations in Each State.
We performed the residue-wise time-dependent analysis for the transition simulations as
well as the equilibrium state simulations (Fig 4.3). This analysis shows that the PDZ domain
intermittently samples conformations other than those representative of its current states. This
result agrees well with the current theoretical framework for allostery, which holds that all
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conformations are always available for the protein to sample, and that the protein does sample all
available conformations in probabilities proportional to their energy wells. The conformational
change induced by receptor binding simply reshapes the energy landscape, thereby changing the
probabilities of sampling given conformations.
APO1
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APO2
HOLO
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0
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Residue Index
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0
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1
94
Time
Figure 5.5. Time profiles of all simulations.
This(µs)
figure shows the time-dependent behavior
of all residues for all simulations performed for testing the signaling propensity approach. For
each map, the x axis represents simulation time and the y axis represents residue index. The top
shows the 2 µs long trajectories for each of the replicates used to construct equilibrium
ensembles. The next 10 maps show residue behavior during the 10 loading simulations, and the
last 10 show residue behavior during the 10 unloading simulations. All transition simulations
are 0.5 µs long. Note that in each simulation the protein samples multiple conformations.
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Also note that the response to the perturbation is different in each simulation, highlighting
the existence of multiple pre-existing paths in the protein and the necessity to perform many such
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Figure 5.6. Residue flip times. Residue indices are plotted along the x axis. For each residue
the flip times during each transition simulation are shown.
simulations in order to obtain statistically significant results. This point is further supported by
Fig. 5.6, which plots the time of first flip for each residue in each simulation and shows a wide
distribution of first flip times.
5.4.3 Signaling Propensity Correlations.
In our previous work with PDX domains we find that correlation shifts between pairs of
residues induced by receptor-binding dissipate with increased distance from the binding site [85].
We next sought to evaluate whether signaling propensity of residues also correlates negatively
with increased distance from the binding site. Fig 5.7B shows that there is a slight negative
correlation, but not as large in magnitude as that for correlation shifts. Although not shown in a
graph, it is apparent from visual inspection in Fig 5.7A that there is a high negative correlation
between population shifts and distance from the binding site. This can be indirectly inferred by the
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correlation graph between signaling propensity and population shift residue ranks. Lastly,
signaling propensity shows a moderate positive correlation with the connectivity of residues,
which makes sense. It is difficult to have high signaling propensity if a residue has a small number
of neighbors to begin with.

A

Signaling Propensity

Population Shift (η)

Connectivity (Nr. neighbors)

B

Figure 5.7. Comparison of various ranking methods. (A) Residues highlighted according
to signaling propensity, population shift between equilibrium states, and connectivity. (B)
Correlations between various ranking methods.

5.5 Conclusions.
We developed a computational approach that uses machine learning principles to detect
allsoteric pathways in transition trajectories and then identify important residue to signal
propagation from the generated pathways. The tool accomplishes this by constructing intermediate
ensembles representative of the protein at various time points during the simulation, and then
comparing each intermediate ensemble to equilibrium state ensembles. A shift indicator metric for
each residue is obtanied, which indicates whether the residue has shifted conformations from one
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state to the next. The flip time along with a residue-residue contact map of the protein are used to
extract allosteric paths, which are then used to find the nodes with the highest propensity.
To test our approach we use the PDZ domain as a test subject, which has been established
as a prototypical protein that displays dnamic allostery. We use our approach to rank residues of
the domain accordign to their signaling propensity and compare our results against published
expeirmntal data. Our predictions on which residues are important agree well with experimental
results, ranking residues whose mutations disrupt receptor binding higher than those that do not.
Maps that detail the time-dependent behavior of all residues in the protein reveal that the
protein’s response to outside stimuli is not the same every time, and that the protein has a
multitufde of response patterns in its repertoir. This insight is further supported by the large number
of paths we find here which number in the hundreds of thousands. One can imagine that for larger
proteins this number would be much larger. Furthermore, once a protein transitions to its new state
it does not stay there indefinitely until perturbed again. Instead it samples the complementary state
intermitently. These results are in excellent agreement with the current understanding of alostery,
which holds that (1) multiple pre-existing allosteric pathways are available to the protein when
responding to modulaiton and that (2) receptor binding does not induce the protein to transition to
a new previously unavailable conformation, but it rather shifts the probabilities of sampling alread
available conformational spaces.
To our knowledge, this if the first time a method that tracks time-dependent pathwyas in
proteins is presented. As this method is still in its early stages of development, there clearly exist
areas for improvement. For example, the chosen method of assigning residue rank is a
straightforward count of the number of nodes that it communicates with. One can envision more
sophisitcated technqiues for assigning rank to residues. Additionally, we are aware that thus far
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the approach has been tested on only one case, and that further test cases need to be employed in
order to refine the method.
Regulatory allosteric sites are nunder low evolutionary pressure and display a high degree
of variability even among closely related homologs[148]. As such, they offer an attactive target
for the design of highly specific allosteric theareputic agents [88, 181]. However, to date the
identification of new possible allosteric target sites has continued to remain a challenging task.
The method we have presented here makes significant strides towards a generalized method that
identifies allosteric sites, pathway endpoints, and hub residues.
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CHAPTER SIX:
FUTURE DIRECTIONS
6.1 Towards Simulating Attachment Protein Tetramers
Paramyxoviruses include notable pathogens like Measles, Mumps, Nipah, Newcastle
disease virus, and Canine distemper virus that inflict significant loss of life in both humans and
animals. Paramyxoviruses facilitate host cell entry through two membrane bound proteins,
attachment proteins and fusion proteins. Attachment proteins have four receptor binding domains
(RBDs) that are linked to a membrane bound stalk through flexible linkers and are organized as a
dimer of dimers that flank opposite sides of the membrane-distal end of the stalk. While it is well
established that attachment proteins bind ligands through their RBDs and trigger F activation
through their stalk, how the binding sites in the RBDs are coupled to F activating domains in the
stalk remains to be understood [54, 56, 63, 94, 97, 127, 139].
To address these questions and elucidate atomic level details of ligand induced changes
we generated molecular dynamics (MD) simulations of RBD dimers from all three families of
attachment protein families. Attachment proteins are categorized as belonging to the H, HN, or G
family according to the kind of ligand that they bind. H and G protein families bind
proteinaceous ligands like SLAM and Ephrin, while the HN family binds the carbohydrate ligand
sialic acid. We find that for the HN and G families ligand binding induces rearrangements of the
RBDs about dimer interfaces, which can in turn lead to altered RBD-stalk interactions,
effectively transferring the binding signal to the F activating domain. However, important
questions on the role of the tetramer remain. For example, how does the interplay between
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dimers affect fusion efficiency? Is stimulation of one dimer sufficient for triggering fusion? Do
the dimers display any cooperative behavior? The need to answer these questions is highlighted
by both computational and experimental evidence.
For example, although simulations of the H dimers indicate that ligand binding does not
affect the average RBD-RBD orientation within the dimer, the RBDs do sample a large range of
RBD-RBD orientations. Similarly, crystal structures show that the dimers within the tetramer can
assume distinctly different conformations despite no structural changes within dimers [66, 106,
144]. Fluctuations about the RBD-RBD interface could be necessary for dimer-dimer
rearrangements. Clearly, answering these questions will require simulating the tetramer.
To this end we also carried out simulations of the only attachment protein for which a
crystal structure exists where RBD orientations with respect to the stalk have been resolved [99].
This structure belongs to the NDV HN and it shows the two RBD dimers flanking opposite sides
of the stalk. Unlike tetrameric crystal structures of Measles H, which lack the stalk, the dimers in
this structure of HN do not share an interface with each other. It is possible that upon sialic acid
binding the HN dimers dissociate from the stalk and swing to an ‘up’ configuration, where it is
possible that they then interact with each other [63]. To help answer these questions we sought to
simulate the HN stalk plus RBDs tetramer in its apo and bound forms.
The HN tetramer was resolved in its ligand-free state. In order to conduct a comparative
study of the apo and bound forms, the sialic acid ligand needed to be added to the structure. To
accomplish this, we exploit the crystallographically resolved structure of the HN Dimer bound to
a sialic acid derivative [64]. The sialic acid binding orientation in the tetramer is obtained by
superimposing the bound dimer to the apo dimers of the tetramer (Fig 6.1). The bound dimer and
the apo tetramer belong to two different NDV strains, Beaudette C/45 (BC) and Australia
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Victoria (AV), respectively. Since there are some differences in amino acid composition between
the two strains that could be relevant, we also deemed it appropriate to construct a tetramer of the
BC strain by using the AV structure as a template. Altogether, we initiate eight simulations of the
HN tetramer – we generate replicate trajectories for the bound and ligand-free states for each of
the strains.

Figure 6.1. Construction of the HN tetramer. The tetrameric HN belonging the AV strain
of NDV has been resolved in its apo state. To construct the ligand-bound form, the sialic acid
bound crystal structure of the BC strain was superimposed to the dimers of the AV strain. We
also construct tetrameric forms of the BC strain in its apo and bound states. To accomplish
this, the following steps are taken. 1. The amino acid sequence of the BC stalk is homology
modelled on that of the AV strain. 2. A copy of the BC dimer is superimposed to each of the
AV dimers. 3. The flexible linkers connecting the RBDs to the stalks are modelled with the
ModLoop algorithm.
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Simulations of the tetrameric forms of both states from each strain indicate that that the
four-helix bundle of the stalk does not maintain its integrity. Furthermore, in the bound forms,
sialic acid escapes the binding site in a manner that does not follow any specific pattern (Fig
6.2). We note that the crystal structure of the AV tetramer includes only half of the residues that
compose the stalk. Experimental studies indicate that once the allosteric signal reaches the F
activating domain, the stalk undergoes large structural rearrangements in order to expose
previously buried residues [100-103]. In conjunction with these experimental studies, our results
lead us to conclude that in order to simulate the tetrameric form of the attachment protein, the
entire stalk needs to be included in the setup. It is likely that our simulations are indeed capturing
a weakening of inter-helix interactions in the F activating domain of the stalk, and that without
the rest of the stalk to maintain the four-helix bundle configuration, the helices in the stalk begin
to dissociate.

Figure 6.2. Simulation results of the HN tetramer. Simulations of the HN tetramer in its
apo and sialic acid (SIA) bound forms from two NDV strains (AV and BC) indicate that this
form of the tetramer has a stalk that loses its integrity and that sialic acid does not remain in
the binding cavity of HN. These results may be indicative of the need to include the entire
stalk in simulations, as this portion of the stalk is thought to undergo structural
rearrangements in response to ligand binding.
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Future simulation studies of the attachment protein tetramer should include the entire
stalk, as the entire stalk has been implicated in affecting the function of attachment proteins,
including intracellular residues [63, 92, 99-103, 114-116]. This approach presents several
challenges. The simulated system, for example, will consist of several million particles, and will
require considerable computational resources, especially if such a study were to include the
generation of replicate trajectories for each state. Furthermore, it may also be possible that the
stalk be embedded in the lipid bilayer, or that the effects of the bilayer on the protein be
otherwise approximated.
6.2 PsiPaths Refinement and Further Applications
We have presented here a rigorous method that quantitatively extracts time-dependent
allosteric signaling (stylized ΨPaths, or PsiPaths) pathways in a protein, and then uses these
paths to identify residues that act as allosteric hubs. This goal is achieved by simulating
transitions of proteins between two end states, and then using our support vector machine
learning based tool to determine when in the transition each residue switches conformation. Once
a time-dependent description of the status of al residues is constructed, it is used in conjunction
with a residue contact map of the protein to extract allosteric paths, which are then used to assign
a signaling propensity to each residue. The proof of concept of this method was provided by
comparison with experimental techniques of the PDZ domain, which serves as a prototypical
model for dynamic allostery.
While our initial results are in excellent agreement with experimental results of PDZ,
multiple concerns remain to be addressed in order to refine the method to be generally and
reliably applicable. One such concern is the number and length of the trajectories from which the
allosteric paths are constructed. Additionally, the paths constructed here were extended by
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considering flip times of neighboring residues relative to one another. These flip times depend
directly on the size of the windows into which the transition trajectory is divide. Changing the
size of the time windows certainly changes the number of and nature of the paths constructed.
This is a particularly difficult question to resolve as protein motions that can propagate allosteric
signals range from nanoseconds to microseconds. There is no theoretical framework to make
such decisions, and any protocol that may be compiled to use this method may have to be a result
of exhaustive trials, and a judgement be made as to when the increase in accuracy may stop
being worth the resources invested.
Another issue that needs to be addressed is the assignment of signaling propensity to
residues. In the work presented here, signaling propensity was assigned based on a
straightforward count of the number of residues. One can imagine a variety of different schemes
to accomplish this. For example, residues could be ranked in terms of the number of paths they
participate in, or as a combination of path participation and neighbor communication, where
various weights can be applied to each factor. Other factors like location within the protein can
also play a role, such as proximity to hinge loops that connect domains, for example. However,
making these choices, like those for simulations discussed above, need to have a theoretical
foundation, and should not be chosen arbitrarily or adjusted to fit experimental data. In fact, the
method provides the mechanics of identifying allosteric sites, and a good theoretical rationale
needs to be constructed to apply the method appropriately.
To this end, in the near future I’ll be conducting a literature survey of the current state of
understanding of protein function and its energy landscape, given that energetics drives structure,
dynamics, and protein behavior. I would then like to use that understanding to help inform
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choices on window sizes, simulation lengths, and number of simulation replicates needed to
yield good predictions.
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PERMISSIONS
Figure 1.4 Permission
This figure was created by sampling snapshots form a protein folding movie posted on
YouTube and created by Cristopher Cennell. Below is the correspondence from the author
providing permissions for use fo this work.
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