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ON ERGODIC OPERATOR MEANS IN BANACH SPACES
ALEXANDRU ALEMAN AND LAURIAN SUCIU
Abstract. We consider a large class of operator means and prove that a number of ergodic
theorems, as well as growth estimates known for particular cases, continue to hold in the
general context under fairly mild regularity conditions. The methods developed in the paper
not only yield a new approach based on a general point of view, but also lead to results that
are new, even in the context of the classical Cesa`ro means.
1. Introduction
Let X and Y be two Banach spaces, and B(X ,Y) be the Banach space of all bounded linear
operators from X into Y. Consider B(X ) = B(X ,X ) as a Banach algebra and I ∈ B(X ) the
identity operator on X . The range and the kernel of T ∈ B(X ) will be denoted by R(T ) and
N (T ), respectively. Also, σ(T ) and σp(T ) stand for the spectrum and the point spectrum of
T , and we denote by X ∗ and T ∗ the dual space of X and the adjoint operator of T .
The present paper is concerned with sequences {Tn} in the closed convex hull of the powers
of a fixed operator T ∈ B(X ) of the form
(1.1) Tn =
∑
j≥0
tnjT
j , tnj ≥ 0 ,
∑
j≥0
tnj = 1,
and if tnj > 0 for infinitely many values of j, the above sum converges in norm.
We shall denote from now on by κ(T ) the set of such, possibly infinite, convex combinations
of powers of T and we refer to sequences in κ(T ). Actually, we formally apply an infinite
matrix to the operator sequence {T n}.
We let
(1.2) X0 = {x ∈ X : ‖Tnx‖ → 0, n→∞},
and
(1.3) Xc = {x ∈ X : {Tnx} converges in norm}.
This general type of operator mean has already been considered in the literature, for
example in [C], [Eb], [Kr], and more recently, in [R] and [Sc], but only under the additional
assumption that T is power bounded, that is {T n} is bounded in norm.
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Let us notice that in [C] such sequences {Tn} are defined with respect to a regular matrix
{tnj} which implies, in particular, that limn→∞ tnj = 0 for j = 0, 1, ....
The basic idea behind the results presented in this paper is that a great deal of estimates,
or ergodic theorems for specific operator means, continue to hold in a fairly general context
than the power boundedness, and they can be deduced from either:
1) A regularity condition for the sequence {Tn} (which does not require the regularity of
the matrix {tnj}),
or,
2) Conditions invariant to rotations.
The regularity condition considered here is that for some fixed, nonnegative integer n0, we
have TTn−Tn+n0 → 0 either strongly, or in the operator norm. It is used in order to exhibit
useful isometries related to {Tn} that are acting on quotient spaces of X. This is a method
that appears also in the works of [Ke´] (concerning the generalized Banach limits), and is a
powerful tool in the study of asymptotic behavior (see for instance [Al], [V]).
By a rotational invariant condition we mean a growth restriction obeyed not only by the
sequence {Tn}, but also by all ”rotated” sequences Tnλ obtained by applying the same convex
combinations to the operator λT . More precisely, for Tn as in (1.1) we set
(1.4) Tnλ =
∑
j≥0
tnjλ
jT j, |λ| = 1.
This type of condition brings complex analysis in the picture, a powerful tool in the study of
bounded linear operators.
The paper is organized as follows. Section 2 serves to an introductory purpose. We
present some general technical tools, including properties of X0, as well as a list of examples
of sequences in κ(T ), satisfying the regularity conditions. Moreover, we introduce and discuss
the backward iterate sequence {T
(−1)
n } of a sequence {Tn} in κ(T ), which is inspired by the
well known relations between Cesa´ro means of order p ≥ 1 and the means of order p+1. The
backward iterate is determined by the identity
T (−1)n (T − I) =

∑
j≥1
jtnj


−1
(Tn − I) ,
and plays an important role in our considerations.
In Section 3 we investigate sequences in κ(T ) for supercyclic operators T and we refer to
the Ansari-Bourdon theorem [AB], which asserts that for a power bounded and supercyclic
operator T , the powers must converge strongly to zero. The result may fail for general
sequences in κ(T ), because of the presence of eigenvalues on the unit circle of the adjoint
T ∗. However, we are able to give a fairly complete picture for the subspaces X0 and Xc
defined above (Theorem 3.3), under the regularity condition. Our general method based
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on the intertwining of T with an isometry gives even in the power boundedness context,
an improvement of Ansari-Bourdon’s result, namely the fact that if T is supercyclic and
power bounded, then every sequence in κ(T ) which satisfies the regularity condition strongly
converges to zero. Concrete examples of supercyclic operators which actually are Cesa´ro
bounded but not power bounded, are deferred to Section 5. In particular, this answers a
question raised by J. Bonet in a recent public communication concerning the existence of a
Cesa`ro bounded hypercyclic operator.
Section 4 is devoted to conditions invariant to rotations. Our first main theorem (Theorem
4.1) is a far-reaching generalization of a result of O. Nevanlinna [N]. More precisely, for
operators T ∈ B(X ) with peripheral spectrum σ(T ) ∩ T of arclength measure zero we derive
an estimate for the powers T n, under the assumption that for some sequence {Tn} in κ(T ),
both sequences {Tn} and {T
(−1)
n } satisfy uniform rotational invariant growth restrictions. To
avoid technicalities we shall only mention some applications of this theorem. For example,
when applied to (discretized) Abel means the result yields the following Nevanlinna-type
theorem: If u : (1,∞)→ (0,∞) is decreasing, then such a behavior of the resolvent
‖(T − λI)−1‖ ≤
u(|λ|)
|λ| − 1
, |λ| > 1 ,
implies
‖T n‖ = o
(
nu
(
n
n− 1
))
, n→∞ .
The result applies to other means as well, in particular, to other functions of T . We pay
special attention to the Cesa`ro means. We prove that certain rotational invariant growth
conditions for Cesa`ro means of any order p ≥ 2 are actually equivalent to a Kreiss-type
condition (Theorem 4.7). When p = 2, a special case of this result was proved by J. Strikwerda
and B. Wade in [SW]. Other similar considerations on the Kreiss resolvent condition were
obtained by E. Berkson and T. A. Gillespie [BG] for trigonometrically well-bounded operators,
and by O. El-Fallah and T. Ransford [FR] for operators satisfying a generalized Kreiss-type
condition with respect to a compact subset of the unit circle.
In the case p = 1, our conditions are equivalent to uniform estimates for the partial sums of
the Taylor expansion at infinity of the resolvent function of T (Theorem 4.7). This is related
to the uniform Kreiss boundedness condition, a concept introduced recently in [MSZ]. For
such conditions a weaker conclusion (in the sense of strong convergence) holds under an
additional technical assumption (Theorem 4.8), and this can be applied to the supercyclic
operators, for instance.
Section 5 concerns examples which require more work. In addition to the construction of
a Cesa`ro bounded hypercyclic operators already mentioned above, we have even a Cesa`ro
bounded 3-isometry (in the sense of [AS]). This operator has the remarkable property that
for any x 6= 0, the Cesa`ro means of T converge weakly, but not strongly, to zero. This is a
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somewhat surprising fact which is also related to a well-known mean ergodic theorem (see
[Kr]). It shows that even if the regularity condition holds, weak convergence of the means
fails to imply their strong convergence in a fairly dramatic way.
Finally, by modifying an example of A. L. Shields [Sh] we show that the conclusion of the
generalized O. Nevanlinna theorem (Theorem 4.1) may fail if the peripheral spectrum of T
has positive arclength measure on the unit circle.
Let us notice that at this moment we know only an example, which appear also in [Sh], of
a uniformly Kreiss bounded operator on a Hilbert space, which is not power bounded. The
operator in Subsection 5.1 is another such example which is also hypercyclic.
2. Preliminaries and terminology
2.1. General considerations. Given T ∈ B(X ), we begin with two observations about
sequences {Tn} in κ(T ).
Proposition 2.1. Assume that the sequence {Tn} in κ(T ) is bounded on R(T − I)m, for
some nonnegative integer m. Then X0 is closed and
X0 ⊂
⋂
k≥0
R(T − I)k ,
Proof. Clearly, the closure Y of X0 is invariant for T, Tn and if S denotes the restriction of T
to Y, it is easy to see that S−I has dense range. Indeed, if f ∈ R(S−I)⊥, then f(Tx) = f(x)
for all x ∈ Y, so that from the T -invariance and the fact that Tn ∈ κ(T ), we deduce that
f(Tnx) = f(x) ,
for all x ∈ Y and all n ∈ N. But then f vanishes on the dense subspace X0, i.e. f = 0. Since
S is bounded on Y it follows that (S − I)k has dense range for all k ∈ N, and we obtain
X0 ⊂ (S − I)kY ⊂ R(T − I)k .
In particular, this gives X0 ⊂ R(T − I)m . and by the uniform boundedness principle we
conclude that X0 = Y. 
A direct consequence of this result is that if X0 = R(T − I)k for some nonnegative integer
k then
(2.1) R(T − I)p = R(T − I)k , p ≥ k .
A simple additional condition that determines X0 is given below.
Corollary 2.2. Assume that there exist nonnegative integers k,m with k ≥ m, such that the
sequence {Tn} in κ(T ) is bounded on R(T − I)m, and that {Tn(T − I)
k} converges strongly
to zero. Then
X0 = R(T − I)k .
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Our second observation provides a tool to estimate X0, and it applies to more general
sequences {Tn}. We shall use the following notations.
Given a continuous seminorm γ on X we denote its kernel by N (γ), and consider the
quotient space X/N (γ) as a normed space with
‖[x]‖ = γ(x), [x] = x+N (γ) .
We denote by Xγ the completion of this space, and by Qγ the quotient map from X into Xγ .
Obviously, Qγ ∈ B(X ,Xγ) with
N (Qγ) = N (γ) , R(Qγ) = Xγ .
Proposition 2.3. Assume that {Tn} ⊂ B(X ) is bounded on R(T−I)
m, for some nonnegative
integer m, and that each Tn commutes with T ∈ B(X ). Let
(2.2) γ(x) = lim sup
n→∞
‖Tn(T − I)
mx‖, x ∈ X .
Then there exists a unique operator Vγ ∈ B(Xγ), such that QγT = VγQγ. Moreover, σ(Vγ) ⊂
σ(T ) and if F is analytic in a neighborhood of σ(T ) and satisfies F (Vγ) = 0, then X0 ⊂
R(F (T )(T − I)m).
Proof. The statement is almost self-explanatory. The equality QγT = VγQγ defines Vγ on a
dense subspace, and since N (Qγ) = N (γ) is invariant for T , it follows that Vγ is bounded on
this subspace, hence it has a unique bounded extension to Xγ . In a similar way we obtain
bounded linear operators Vλ, λ ∈ C \ σ(T ) with Qγ(T − λI)
−1 = VλQγ , which implies that
Vλ = (Vγ − λI)
−1. Finally, for functions F as in the statement we have QγF (T ) = F (Vγ)Qγ ,
hence QγF (T ) = 0 whenever F (Vγ) = 0. This also gives the required inclusion, which finishes
the proof. 
Due to the last assertion above, we are of course interested in situations where Vγ is as
simple as possible, in particular, when it has a large functional calculus algebra.
An immediate application for sequences in κ(T ) is given below.
Corollary 2.4. Assume that the sequence {Tn} in κ(T ) is bounded on R(T − I)m, for some
nonnegative integer m, and let γ be the seminorm given by (2.2). Then X0 = R(T − I)k for
some k ≥ m if and only if (Vγ − I)
k−m = 0.
Proposition 2.3 allows us to extend to the ergodic context the method developed in [Al],
[Ke´], [V] and [SZ] in the study of asymptotic properties of scalar weighted powers of an
operator in B(X ).
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2.2. A regularity assumption. Given T ∈ B(X ) we shall consider sequences {Tn} in B(X )
which are bounded on R(T − I)m, and satisfy the condition
(2.3) lim
n→∞
‖(TTn − Tn+n0)x‖ = 0 , x ∈ R(T − I)
m .
for some non-negative integers m,n0.
A sequence {Tn} satisfying the condition (2.3) will be shortly called (n0,m)-regular. In
particular, we say that {Tn} is regular when n0 = 1 andm = 0, and {Tn} is ergodic (according
to [Kr]) if it verifies (2.3) with n0 = m = 0. For different values of m,n0, these conditions
of regularity are in general not related. In particular, ergodicity cannot be obtained from
the regularity, as we shall see in the following examples (including the one constructed in
Subsection 5.2).
Some direct consequences of the regularity condition are listed below.
Theorem 2.5. Assume that {Tn} ⊂ B(X ) is (n0,m)-regular. Then
(i) If {Tn} ⊂ κ(T ) is bounded on R(T − I)m, then X0 = R(T − I)k for some k > m if and
only if
lim
n→∞
k−m∑
l=0
(−1)l
(
k −m
l
)
Tn+ln0x = 0 , x ∈ R(T − I)
m .
Moreover, Xc ∩R(T − I)m is the direct topological sum
Xc ∩R(T − I)m = X0 ⊕ (N (T − I) ∩R(T − I)m) .
(ii) If each Tn commutes with T , {Tn} is bounded on R(T − I)
m and γ is the seminorm
given by (2.2), then the operator Vγ from Proposition 2.3 is an isometry.
Proof. (i) A repeated application of (2.3) gives for x ∈ R(T − I)m
(T − I)k−mTnx−
k−m∑
l=0
(−1)l
(
k −m
l
)
Tn+ln0x→ 0 , n→∞ ,
which proves the first part. Also from (2.3) we see that if x ∈ Xc then
lim
n→∞
Tnx ∈ N (T − I) ,
which together with Proposition 2.1 proves that Xc ∩R(T − I)m is the algebraic direct sum
of X0 and N (T − I)∩R(T − I)m. If x ∈ X0, y ∈ N (T − I)∩R(T − I)m then we can choose
n such that
‖Tnx‖ < ‖x− y‖ .
Since Tny = y we obtain
‖y‖ ≤ ‖Tnx‖+ ‖Tn(y − x)‖ < ‖y − x‖(1 + sup
n
‖Tn|R(T − I)m‖) ,
and (i) follows.
ON ERGODIC OPERATOR MEANS IN BANACH SPACES 7
To see (ii) just apply again (2.3) to conclude that γ(Tx) = γ(x), and this assures that Vγ
is an isometry. 
One motivation for the condition (2.3) is a result in [Ku] which asserts that form = 0, n0 =
0, 1, this condition is necessary for the strong convergence of {Tn} to the ergodic projection
PT of T , that is PT ∈ B(X ) with N (T −I) = R(PT ) and R(T − I) = N (PT ). More precisely,
the result in [Ku] states that Tn → PT strongly if and only if {Tn} satisfies (2.3) with m = 0,
n0 = 0, 1 and
(2.4) lim
k→∞
sup
n∈N
‖
1
k + 1
k∑
j=0
Tn+jx− PTx‖ = 0, x ∈ X .
The last condition is called almost convergence and was introduced by G. G. Lorentz in [L].
One can obtain similar characterizations of the strong convergence of {Tn} for m = 0 and
n0 > 1, by using (2.3) and an appropriate almost convergence of step n0 > 1.
2.3. Some examples. A large variety of examples of sequences satisfying (2.3) arise from
matrix summability methods (see [B]), more precisely, by applying such matrices to the
sequence {T n}. The simplest choice of such matrices is the identity which gives the sequence
{T n}. It satisfies (2.3) with n0 = 1. The so-called Zweier matrix (see [B]) leads to the
sequence {Tn} with
(2.5) Tn =
1
2
(T n−1 + T n), n ≥ 1
which also satisfies (2.3) with n0 = 1, that is {Tn} is regular. Remark that {Tn} is ergodic if
and only if {T n} converges strongly on R(T 2 − I).
The most common examples considered in this area are the Cesa`ro means of order p ∈ N of
an operator T ∈ B(X ), which are the operators M
(p)
n (T )defined for n ∈ N by : M
(p)
0 (T ) = I,
M
(0)
n (T ) = T n, while for n, p ≥ 1 as
M (p)n (T ) =
p
(n+ 1)...(n + p)
n∑
j=0
(j + p− 1)!
j!
M
(p−1)
j (T )(2.6)
=
p
(n+ 1)...(n + p)
n∑
j=0
(n− j + p− 1)!
(n− j)!
T j
=
p
n+ p
n∑
j=0
p−1∏
k=1
(1−
j
n+ k
)T j
In the case p = 1 we write
Mn(T ) := M
(1)
n (T ) =
1
n+ 1
n∑
j=0
T j
and it is usually called the Cesa`ro mean of T .
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If {M
(p)
n (T )} is bounded or it strongly converges in B(X ), we say that T is p-Cesa`ro
bounded (ergodic), respectively T is Cesa`ro bounded (ergodic) when p = 1.
These operator means have a considerably richer algebraic structure. They satisfy the
following recurrent identities valid for n, p ≥ 1:
(2.7) M (p)n (T )(T − I) =
p
n+ 1
(M
(p−1)
n+1 (T )− I) ,
(2.8) TM (p)n (T ) =
n+ p+ 1
n+ 1
M
(p)
n+1(T )−
p
n+ 1
I ,
(2.9)
n+ p+ 1
n+ 1
M
(p)
n+1(T )−M
(p)
n (T ) =
p
n+ 1
M
(p−1)
n+1 (T ) .
It is easy to see by the relations (2.7) and (2.8) before that the regularity of {M
(p)
n (T )} just
means the ergodicity of {M
(p+1)
n (T )}. In addition, if {M
(p)
n (T )} is ergodic it is also regular
(by using (2.9)), hence each bounded mean {M
(p)
n (T )} satisfies (2.3) with m = 0 and n0 = 1.
It is interesting to remark that these means satisfy the regularity assumption in the operator
norm when they are bounded on R(T − I)m.
Another example of a sequence {Tn} in κ(T ) is given by the binomial means
(2.10) Tn = 2
−n
n∑
k=0
(
n
k
)
T k = Sn.
where S = 12(T + I). Clearly, R(T − I)
m = R(S− I)m for m ≥ 0, and {Tn} satisfies (2.3) for
some integer n0 ≥ 1 if and only if it is ergodic. For example, as it is proved in [DyS], every
contraction on a Hilbert space will satisfy (2.3).
Clearly, one may consider also continuous summability methods, for example, the Abel
means defined as
(2.11) A(T, r) = (1− r)
∑
j≥0
rjT j = (1− r)(I − rT )−1 , 0 < r < 1 ,
where T ∈ B(X ) has spectral radius at most one. Using the equality
(I − rT )(I − ρT )−1 = I + (ρ− r)(I − ρT )−1 ,
it is easy to verify that the above sums are bounded if and only if the sequence {Tn} with
Tn = A(T, 1−
1
n) is bounded. Moreover, since
A(T,r)
1−r = (1− rT )
−1 we have
Tn(T − I) =
1
n− 1
(Tn − I)
and it is again easy to see that
TTn − Tn+1 =
1
(n+ 1)2
(
n(n+ 3)
n− 1
Tn + I
)
.
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Hence the sequence {Tn} is ergodic if and only if it is regular, and this equivalently means
that 1nTn → 0 strongly on X . In this case {Tn} also satisfies (2.3) for any positive integer n0
(with m = 0) even in operator norm if it is bounded.
Finally, one can deal with more complicated continuous summability methods as well. If
F is analytic in the unit disc D and has positive Taylor coefficients, then for any operator
T ∈ B(X ) with spectral radius at most 1, and any strictly increasing sequence {rn} tending
to 1, the identity
(2.12) Tn =
1
F (rn)
F (rnT )
defines a sequence in κ(T ). Of course, the regularity of such sequences is more involved and
depends on the Taylor coefficients of F , as well as on the choice of {rn}.
2.4. The backward iterate. Given a sequence {Tn} in κ(T ) with Tn =
∑
j≥0 tnjT
j, where
(2.13) tn0 6= 1 ,
∑
j≥1
jtnj <∞
for all n ∈ N, its backward iterate {T
(−1)
n } is defined by
(2.14) T (−1)n =
∑
k≥0
snkT
k , where snk =
∑
j≥k+1 tnj∑
j≥1 jtnj
.
Then T
(−1)
n belongs to κ(T ) as well, and satisfies the identity
(2.15) T (−1)n (T − I) =

∑
j≥1
jtnj


−1
(Tn − I) .
It is a simple exercise to verify that if Tn = M
(p)
n (T ) then by (2.7), for n > 1, we have
T
(−1)
n =M
(p+1)
n−1 (T ).
Another direct computation reveals that for the discretized Abel means introduced before
T
(−1)
n coincides with Tn.
Also, if Tn is a sequence of the form (2.12) then T
(−1)
n = Gn(T ), where
(2.16) Gn(z) =
F (rnz)− F (rn)
rnF ′(rn)(z − 1)
.
Similarly, for the sequence {Tn} given by (2.5) we have for n ≥ 2,
T (−1)n =
2
2n− 1
(
n−2∑
k=0
T k +
1
2
T n−1
)
(2.17)
=
2
2n− 1
(nMn−1(T )−
1
2
T n−1).
Also, it is easy to verify that T
(−1)
n is ergodic if and only if {Mn(T )} converges strongly
to zero on R(T 2 − I), and it is regular if and only if 1nT
(−1)
n → 0 strongly on X . In this
case, one can see that if {T
(−1)
n } is ergodic then it is also regular, but not conversely. In
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particular, the ergodicity, or regularity of {T
(−1)
n } are assured by the ergodicity of {Mn(T )},
respectively of {M
(2)
n (T )}. In fact, {Mn(T )} is ergodic if and only if {T
(−1)
n } is ergodic and
1
nT
n(T − I)x→ 0 for x ∈ X . On the other hand, {M
(2)
n (T )} is ergodic if and only if {T
(−1)
n }
is regular and 1
n2
T nx → 0 for x ∈ X . Remark that in these last remarks, the conditions
of ergodicity or regularity of {T
(−1)
n } are superfluous, if the means Mn(T ) or M
(2)
n (T ) are
bounded, respectively.
Finally, we note that in certain cases the regularity condition can imply ergodicity. Such
an example is the sequence {Tn} with Tn =Mn(T )
2. We omit the details.
3. Operators from linear dynamics
In this section we refer to two classes of operators related to linear dynamics, which have
been considered in [AB], [BM], [BC], [GLM], [He] and [Ke´].
Recall that an operator T ∈ B(X ) is called supercyclic if there exists x ∈ X such that
the set {λT nx : λ ∈ C, n ∈ N} is dense in X . In this case, any such vector x is called a
supercyclic vector for T .
According to the terminology of [BC] we say that T ∈ B(X ) is (weakly) hypercyclic with
support N (N ∈ N \ {0}) if there exists x0 ∈ X such that the set
(3.1) {T k1x0 + T
k2x0 + ...+ T
kNx0 : k1, ..., kN ≥ 0}
is (weakly) dense in X . Clearly, these concepts only make sense when X is separable. The
motivation for considering such conditions is the Ansari-Burdon theorem ([AB], Theorem
2.2) which asserts that any supercyclic power bounded operator T must satisfy the condition
lim
n→∞
‖T nx‖ = 0 , x ∈ X .
Let us start with the weakly hypercyclic case and record the following simple observation.
Lemma 3.1. Let Y be a separable Banach space and let V ∈ B(Y) be a contraction. If λV
is weakly hypercyclic with support N , for some λ ∈ C with |λ| ≤ 1, then Y = {0}.
Proof. If x0 ∈ Y, the set in (3.1) is contained in the ball centered at the origin and of radius
N‖x0‖ (as ‖V ‖ ≤ 1), hence it cannot be weakly dense in Y, unless Y = {0}. 
Throughout in what follows, for a bounded sequence {Tn} in κ(T ) we let γ the seminorm
from (2.2) withm = 0, and consider the operator Vγ obtained by an application of Proposition
2.3 to this seminorm. As a consequence of Lemma 3.1 we have
Corollary 3.2. Assume that λT is weakly hypercyclic with support N , for some λ ∈ C with
|λ| ≤ 1. If the sequence {Tn} in κ(T ) is bounded and the operator Vγ is a contraction then
{Tn} converges strongly to zero on X . In particular, this holds when {Tn} satisfies (2.3) with
m = 0 and n0 ≥ 0.
ON ERGODIC OPERATOR MEANS IN BANACH SPACES 11
Proof. The assumption on λT assures for the operators Vγ and Qγ given by (the proof of)
Proposition 2.3 that if x0 is the vector in (3.1), the set
{Qγ(λT )
k1x0 +Qγ(λT )
k2x0 + ...+Qγ(λT )
kNx0 : k1, ..., kN ≥ 0}
= {λVγ)
k1Qγx0 + (λVγ)
k2Qγx0 + ...+ (λVγ)
kNQγx0 : k1, ..., kN ≥ 0}
is weakly dense in Xγ , because Q
∗
γ maps X
∗
γ into X
∗. Thus λVγ is hypercyclic with support
N , and by the previous lemma we must have Xγ = {0} which means Tnx→ 0 for x ∈ X . 
Let us now turn to supercyclic operators T , where the situation is more subtle. This is
due to the fact that for a supercyclic operator T , its adjoint T ∗ may have eigenvalues. A
simple consequence of the definition (see also [BM]) shows that such an eigenvalue is unique,
and the corresponding eigenspace has dimension one. Due to this fact the Ansari-Bourdon
theorem does not extend directly to more general means, in particular Corollary 3.2 does
not necessarily hold for supercyclic operators. In fact, in Subsection 5.1 we shall construct
a Cesa`ro (even uniformly Kreiss) bounded and supercyclic operator T such that both T and
T ∗ have the eigenvalue 1, hence {Mn(T )} does not converge strongly to zero. It could also
happens that T ∗ has an eigenvalue, but T does not.
The following theorem describes the possibilities that can occur in the general context,
where the condition (2.3) is essential.
Theorem 3.3. Let T ∈ B(X ) be supercyclic and assume that the sequence {Tn} ⊂ κ(T ) is
bounded and satisfies condition (2.3) for some n0 ≥ 0. If T
∗ has no eigenvalues on the unit
circle then {Tn} converges strongly to zero on X , that is X0 = X .
If T ∗ has the (unique) eigenvalue µ ∈ T then :
(i) {Tny} converges to zero for some y ∈ X \ R(T − µI) if and only if X0 = X . In this case
µ 6= 1.
(ii) {Tny} converges to a nonzero limit for some y ∈ X \R(T − µI) if and only if X0 6= Xc =
X . This is further equivalent to the fact that both T and T ∗ have the eigenvalue 1.
(iii) {Tny} diverges for some (and hence for all) y ∈ X \R(T − µI) if and only if X0 = Xc 6=
X .
Proof. Let γ be the seminorm given by (2.2) with m = 0. From the fact that T is supercyclic
it follows immediately that the isometry Vγ on Xγ given by condition (2.3) and Theorem
2.5 is supercyclic, as well. Thus, by the Ansari-Bourdon theorem mentioned before, we have
dimXγ ≤ 1. Clearly, Xγ = {0} means X0 = X and this certainly occurs when T
∗ has not
eigenvalues on T, as we see below.
Suppose that dimXγ = 1 . Then there exists µ ∈ T such that
Vγ [x] = µ[x] , [x] = x+N (γ), x ∈ X ,
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and since N (γ) = X0, we obtain that {Tn(T −µI)} converges strongly to zero, i.e. {Tn} con-
verges strongly to zero on R(T − µI). If T ∗ has no eigenvalues on T we have R(T − µI) = X
and this is a contradiction which shows that X0 = X .
Suppose that T ∗ has the eigenvalue µ ∈ T. As pointed out above, the corresponding
eigenspace has dimension one. Thus for every y ∈ X \R(T − µI) there exists f ∈ X∗, T ∗f =
µf 6= 0, such that
x− f(x)y ∈ R(T − µI) , x ∈ X .
With respect to the direct sum decomposition X = R(T − µI)⊕ Cy the operator T has the
matrix representation
T =
(
T |R(T − µI) (T − µI)|Cy
0 µI2
)
,
where I2 denotes the identity on Cy. A simple computation shows that
T n =
(
T n|R(T − µI) (T n − µnI)|Cy
0 µnI2
)
,
so that, if
Tn =
∑
j≥0
tnjT
j ,
and we denote
τn(µ) =
∑
j≥0
tnjµ
j ,
we obtain
Tn =
(
Tn|R(T − µI) (Tn − τn(µ)I)|Cy
0 τn(µ)I2
)
.
(i) If we can choose y as above such that Tny → 0, then from
f(Tny) = τn(µ)f(y),
we see that τn(µ)→ 0 and we obtain that {Tn} converges strongly to zero on X . The converse
is obvious. Note also that since τn(µ)→ 0 and τn(1) = 1, we must have µ 6= 1.
(ii) We show the equivalence of the first and the third assertion. If we can choose y such
that Tny → y0 6= 0, then by (2.3) we have
Ty0 = lim
n→∞
TnTy = lim
n→∞
Tn+n0y = y0 .
from the fact that Tn(T −µI)y → 0 we deduce that Ty0 = µy0, hence µ = 1 and from above,
1 is an eigenvalue for T . Conversely, if µ = 1 and (T − I)y0 = 0, y0 6= 0, then
Tny0 = τn(1)y0 = y0 ,
i.e. y0 ∈ X \ R(T − µI) and {Tny0} converges to y0. Moreover, this assumption implies
Tn =
(
Tn|R(T − I) 0
0 I2
)
→
(
0 0
0 I2
)
,
ON ERGODIC OPERATOR MEANS IN BANACH SPACES 13
in the strong operator topology, that is X0 6= Xc = X . If the last relation holds it is obvious
that we can choose y as in the statement.
(iii) follows immediately from the fact that {Tn} converges strongly to zero on R(T − µI)
and that this space has codimension one. 
If one of the alternatives (i) or (ii) occur then {Tn(T − I)} converges strongly to zero,
that is {Tn} satisfies the regularity assumption (2.3) with m = n0 = 0. Some interesting
examples appear in the study of rotational invariant conditions, like Kreiss, or uniform Kreiss
boundedness, and will be discussed in the last section.
Within this class of operators the situation becomes more transparent, as the following
result shows.
Corollary 3.4. Let T ∈ B(X ) be supercyclic and we assume that the sequence {Tn} ⊂ κ(T )
is bounded and ergodic. If T ∗ has no eigenvalues on T then {Tn} converges strongly to zero
on X that is X0 = X .
If T ∗ has the (unique) eigenvalue µ ∈ T then :
(i) X0 = X if and only if µ 6= 1.
(ii) X0 6= Xc = X if and only if both T and T
∗ have the eigenvalue 1.
(iii) X0 = Xc 6= X if and only if σp(T
∗) \ σp(T ) = {1}.
Proof. In view of Theorem 3.3 we only need to prove that if T ∗ has the unique eigenvalue
µ ∈ T\{1} then X0 = X . This is however obvious, since in this case R(T − I) = X = X0. 
One reason why the Ansari-Bourdon theorem holds is a result in [BM] which asserts that if
T ∗ has the eigenvalue µ then T |R(T − µI) is hypercyclic, hence T cannot be power bounded.
However, even in the context of power boundedness our method based on the intertwining of
T with Vγ (as in the previous proof) leads to an improvement of the Ansari-Bourdon result.
For a supercyclic power bounded operator T it shows that every sequence in κ(T ) which
satisfies (2.3) must converge strongly to zero.
Despite the problems that occur in the general context considered here, one can prove the
following interesting extension of the Ansari-Bourdon result.
Theorem 3.5. Let T ∈ B(X ) be supercyclic and assume that the sequence {Tn} ⊂ κ(T ) is
bounded and satisfies the regularity assumption (2.3) for some integer n0 ≥ 0. If there exists
a supercyclic vector x0 ∈ X satisfying one of the following conditions
(i) inf
n∈N
‖T nx0‖ = 0 ,
or
(ii) sup
n∈N
‖T nx0‖ <∞ ,
then {Tn} converges strongly to zero on X .
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Proof. If (i) holds, there is a subsequence {mj} ⊂ N with T
mjx0 → 0 as j → ∞. If Qγ
and Vγ are the operators associated to the seminorm γ given by (2.2) with m = 0, from the
relation V
mj
γ Qγx0 = QγT
mjx0 → 0 it follows that Qγx0 = 0 (Vγ being an isometry). This
gives Qγ = 0, since x0 is a supercyclic vector for T . Hence X0 = N (Qγ) = X which means
that Tn → 0 strongly on X .
If (ii) holds, we can use (i) to assume, without loss of generality, that α := infn∈N ‖T
nx0‖ >
0. Let 0 6= x ∈ X and {λk} ⊂ C \ {0}, {nk} ⊂ N be such that x = limk→∞ λkT
nkx0. Then
‖x‖ = lim
k→∞
|λk|‖T
nkx0‖ ≥ α lim sup
k→∞
|λk|,
therefore the sequence {λk} is bounded, and so it contains a convergent subsequence, let’s
say λkj → λ, j → ∞. Obviously, one has λ 6= 0 because {T
nkjx0} is bounded and
limj→∞ λkjT
nkjx0 = x 6= 0. Then for m ∈ N we have that
‖Tmx‖ = lim
j→∞
|λkj |‖T
mT
nkjx0‖ ≤ c|λ|.
Hence T is power bounded and so Tm → 0 strongly. In turn, this gives
‖Tnx‖ = lim
j→∞
‖λkjTnT
nkjx0‖ ≤ |λ| sup
m∈N
‖Tm‖ lim
j→∞
‖T
nkjx0‖ = 0,
and consequently Tnx→ 0 for any x ∈ X . 
4. Conditions invariant to rotations
Given a sequence {Tn} in κ(T ) and λ ∈ C, we denote by Tnλ the sequence obtained by
applying the same convex combinations to the operator λT , that is
(4.1) Tn =
∑
j≥0
tnjT
j =⇒ Tnλ =
∑
j≥0
tnjλ
jT j ,
where tnj ≥ 0,
∑
j≥0 tnj = 1. We are interested in the effect of growth restrictions for Tnλ,
that are uniform in λ ∈ T.
Note that if Tn = T
n, then Tnλ = λ
nTn, λ ∈ T. If Tn =
1
2 (T
n−1 + T n), it easy to verify
that {Tnλ} are uniformly bounded on the unit circle, if and only if T is power bounded. The
situation become much more interesting for other sequences. For example, if {Tn} is the
sequence of discretized Abel sums
(4.2) Tn =
1
n
∞∑
j=0
(1−
1
n
)jT j ,
then the uniform boundedness of the sequences {Tnλ}, λ ∈ T, is equivalent to the Kreiss
boundedness condition
‖(T − λI)−1‖ ≤
C
|λ| − 1
, |λ| > 1 ,
for some constant C > 0.
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4.1. A generalized Nevanlinna theorem. O. Nevanlinna [N] proved the interesting result
that for operators T ∈ B(X ) satisfying the Kreiss boundedness condition, and with σ(T )∩T
of arclength measure zero, one has
‖T n‖ = o(n), n→∞ .
The aim of the present subsection is to show that this type of estimate holds in a very
general context and can be derived from rotational invariant conditions. This requires a
different approach which makes use of the backward iterate T
(−1)
n defined in (2.14).
Theorem 4.1. Let {Tn} be a sequence in κ(T ) with Tn =
∑
j≥0 tnjT
j, that satisfies (2.13)
and
lim
n→∞
∑
j≥1
jtnj =∞ .
If {wn} is an increasing sequence of positive numbers such that
‖Tnλ‖+ ‖T
(−1)
nλ ‖ ≤ wn ,
for all λ ∈ T, and σ(T ) ∩ T has arclength measure zero, then for every strictly increasing
sequence of positive integers {mn}, we have
‖T n‖
∑
j≥n+1 tmnj∑
j≥1 jtmnj
= o(wmn) , n→∞ .
Proof. We obviously have for λ ∈ T,
T
(−1)
nλ (λT − I) =

∑
j≥1
jtnj


−1
(Tnλ − I) ,
hence, by assumption we obtain
‖T
(−1)
nλ |R(λT − I)‖ = o(wn), n→∞ .
Since R(λT − I) = X a.e. on T with respect to arclength measure, it follows that
(4.3) ‖T
(−1)
nλ ‖ = o(wn) ,
a.e. on T. With the notation in (2.14) we also have
w−1mnsmnnT
n = w−1mn
∫ 2pi
0
T
(−1)
mneit
e−int
dt
2pi
,
in the sense of Bochner integral, so that
(4.4) w−1mnsmnn‖T
n‖ ≤ w−1mn
∫ 2pi
0
‖T
(−1)
mneit
‖
dt
2pi
.
Again by assumption we have that
sup
t∈[0,2pi]
w−1mn‖T
(−1)
mneit
‖ = O(1), n→∞ ,
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and by (4.3) we can apply the dominated convergence theorem in (4.4) to obtain the conclu-
sion. 
Remark 4.2. The reason for considering arbitrary increasing sequences of integers {mn} in
Theorem 4.1 is that for a general sequence {Tn} in κ(T ), the n-th power T
n may not appear
in the n-term Tn. Moreover, different choices of {mn} may lead to different estimates of
‖T n‖. Both aspects occur in the case of Cesa`ro means.
A very natural class of sequences {Tn} for which Theorem 4.1 applies directly, are those
generated by power series with positive coefficients, as defined in (2.12), since their backward
iterates are easily determined by (2.16). However, in order to avoid technicalities we shall
only consider the particular case of the discretized Abel sums for which we have T
(−1)
n = Tn.
As a direct consequence we find the following extended version of Nevanlinna’s theorem.
Corollary 4.3. Let u : (1,∞) → (0,∞) be a decreasing function. If T ∈ B(X ) satisfies the
condition
‖(T − λI)−1‖ ≤
u(|λ|)
|λ| − 1
, |λ| > 1 ,
and σ(T ) ∩ T has arclength measure zero, then
‖T n‖ = o
(
nu
(
n
n− 1
))
, n→∞.
Proof. We have that the Abel means (4.2) are in κ(T ) and satisfy
‖Tn‖ ≤ u
(
n
n− 1
)
.
By the observation preceding the corollary, T
(−1)
n satisfy the same inequality and the result
follows by an application of Theorem 4.1. 
With a specific choice of the function u above we obtain :
Corollary 4.4. If T ∈ B(X ) satisfies for some r ≥ 0 the condition
sup
|λ|>1
(|λ| − 1)r+1
|λ|r
‖(T − λI)−1‖ <∞ ,
and σ(T ) ∩ T has arclength measure zero, then
‖T n‖ = o(nr+1) , n→∞ .
The next corollary provides only spectral conditions (on the resolvent function of T ) in
order for {M
(r)
n (T )} to be uniformly convergent to the ergodic projection, for r ≥ 1.
Corollary 4.5. Let T ∈ B(X ). If 1 is a simple pole of the resolvent of T , σ(T ) ∩ T has
arclength measure zero and for an integer r ≥ 1 we have
sup
|λ|>1
(|λ| − 1)r
|λ|r−1
‖(T − λI)−1‖ <∞, sup
λ>1
(λ− 1)‖(T − λI)−1‖ <∞ ,
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then
‖M (r)n (T )− PT ‖ → 0, as n→∞.
Proof. This is obtained by using Corollary 4.4, Theorem 6 in [Hi], Theorem 1 [Ed] and the
uniform Abel ergodic theorem in [LSS]. 
We should point out here that the hypothesis that σ(T ) ∩ T has arclength measure zero
cannot be relaxed, in general (see [N] and Subsection 5.3 below).
4.2. Cesa`ro means and resolvent estimates. As mentioned in Section 2, if Tn =M
(p)
n (T ),
then T
(−1)
n =M
p+1
n−1(T ). Then Theorem 4.1 applies to Cesa`ro means in the following way.
Corollary 4.6. Let {wn} be an increasing sequence of positive numbers. If T ∈ B(X ) satisfies
the condition
sup
n∈N
λ∈T
w−1n ‖M
(p)
n (λT )‖ <∞ ,
for some integer p ≥ 1, and σ(T ) ∩ T has arclength measure zero, then
‖T n‖ = o(nwpn) , n→∞ .
Proof. By (2.6) we have that
sup
n∈N
λ∈T
w−1n ‖M
(p+1)
n (λT )‖ <∞ ,
hence, by the remarks above, we can apply Theorem 4.1 to Tn = M
(p)
n (T ) with mn = pn.
From the second equality in (2.6) we have
smnn =
∑
j≥n+1 tmnj∑
j≥1 jtmnj
=
p+ 1
pn+ 1
(
p− 1
p
)p
αn ,
where αn → 1
+. The conclusion follows from Theorem 4.1. 
For the special choice wn = n
r, n ≥ 1, with r ≥ 0 fixed, Corollary 4.6 yields the implication
(4.5) sup
n≥1
λ∈T
n−r‖M (p)n (λT )‖ <∞ =⇒ ‖T
n‖ = o(nr+1), n→∞ ,
whenever p ≥ 1 and σ(T ) ∩ T has arclength measure zero. It turns out that such ”regular”
growth restrictions for the Cesa`ro means can be reformulated in terms of resolvent estimates.
This has been first proved by Strikwerda and Wade [SW] in the case when p = 2 and r = 0.
The Cesa`ro means of order one are related to the partial sums of the Taylor expansion at
infinity of the resolvent function of T . The uniform boundedness of these partial sums in the
exterior of the unit disc is called the uniform Kreiss boundedness condition (see [MSZ] and
[GH] for the boundedness only on the real line) and is equivalent to the uniform boundedness
of {Mn(λT )} on the unit circle. These last two conditions are more restrictive. The result
below provides an extension of the theorems we just mentioned.
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Theorem 4.7. Given T ∈ B(X ) we have:
(i) If p ≥ 2 and r ≥ 0 then
sup
n≥1
λ∈T
n−r‖M (p)n (λT )‖ <∞ ⇐⇒ sup
|λ|>1
(|λ| − 1)r+1
|λ|r
‖(T − λI)−1‖ <∞ ,
(ii) If p = 1 and r ≥ 0 then
sup
n≥1
λ∈T
n−r‖Mn(λT )‖ <∞ ⇐⇒ sup
n∈N
|λ|>1
(|λ| − 1)r+1
|λ|r
∥∥∥∥∥
n∑
k=0
λ−k−1T k
∥∥∥∥∥ <∞ .
Proof. (=⇒) The argument uses the ideas in [SW]. We start with the identity proved in [SW],
formula (6.3), for 0 < ρ < 1 and λ ∈ T, namely
(I − ρλT )−1 = (1− ρ)p
∞∑
n=0
(
n+ p
p
)
M (p)n (λT )ρ
n .
For p ≥ 2 the resolvent estimate follows directly from
∞∑
n=0
(
n+ p
p
)
nrρn ≤ C(1− ρ)−p−r−1 .
By a straightforward argument we see that the above equality holds for all ρ ∈ D and by
comparing the coefficients of ρk we obtain for p = 1,
n∑
k=0
ρkλkT k = (1− ρ)
n−1∑
k=0
(k + 1)Mk(λT )ρ
k + (n+ 1)Mn(λT )ρ
n .
In this case the desired estimate follows from the inequalities
n−1∑
n=0
(k + 1)r+1ρk ≤ C(1− ρ)−r−2 , (1− ρ)r+1ρn ≤ C ′(n+ 1)−r−1 ,
for 0 < ρ < 1.
(⇐=) We begin with (i) and assume first that p = 2. Use (2.6) to write for 0 < ρ < 1,
λ ∈ T,
(n+ 1)(n + 2)
2
M (2)n (λT ) =
∫ 2pi
0
(I − ρλeitT )−1
n∑
j=0
(n− j + 1)e−ijtρ−j
dt
2pi
,
so that ∥∥∥∥(n+ 1)(n + 2)2 M (2)n (λT )
∥∥∥∥ ≤ C(1− ρ)r+1ρ−n
∫ 2pi
0
1
|1− ρe−it|2
dt
2pi
=
C
(1− ρ)r+1(1− ρ2)
ρ−n
≤
C
(1− ρ)r+2
ρ−n .
If we now choose ρ = 1− 1n we obtain the estimate for M
(2)
n (T ) in (i) for all r ≥ 0. For p > 2,
this follows immediately from the first equality in (2.6).
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Let us turn to the case when p = 1. For n ≥ 1, µ ∈ T and λ ∈ C with |λ| > 1 we have by
the Abel summation formula
Mn(µT ) =
1
n+ 1
n∑
k=0
(µT )k =
1
n+ 1
n∑
k=0
λk+1λ−k−1(µT )k
=
1
n+ 1

λn+1 n∑
k=0
λ−k−1(µT )k + (1− λ)
n−1∑
k=0
λk+1
k∑
j=0
λ−j−1(µT )j


=
1
n+ 1

λn+1µ n∑
k=0
(λµ)−k−1T k + (1− λ)
n−1∑
k=0
λk+1µ
k∑
j=0
(λµ)−j−1T j

 .
From the assumption
sup
n∈N
|λ|>1
(|λ| − 1)r+1
|λ|r
∥∥∥∥∥
n∑
k=0
λ−k−1T k
∥∥∥∥∥ <∞ ,
we obtain
‖Mn(µT )‖ ≤ C
|λ|r+1
(|λ| − 1)r+1(n+ 1)
(
|λ|n +
|1− λ|(|λ|n − 1)
|λ| − 1
)
,
and if λ = 1 + 1n ,
‖Mn(µT )‖ ≤ 2
r(2e − 1)Cnr
for n ≥ 1 and µ ∈ T, which concludes the proof. 
In Subsection 5.3 below we construct examples which show that the conditions in part (ii)
are stronger than those in part (i) of the theorem. In fact, by a similar argument as in the
previous proof one can show that if one (any) of the conditions in (i) is satisfied then
(4.6) sup
λ∈T
‖Mn(λT )‖ = O(n
r log(n)), n→∞.
On the other hand, the conditions in (ii) do not imply a similar growth condition for the
powers T n. Indeed, let us consider T = I − V , where V is the classical Volterra operator
(V f)(t) :=
∫ t
0
f(s)ds, f ∈ Lp[0, 1], 1 ≤ p ≤ ∞, p 6= 2.
It is known from [MSZ] that T is uniformly Kreiss bounded and ‖T n‖ ∼ n|
1
4
− 1
2p
|, where ∼
stands for ”comparable”. In particular this gives that { T
n
log(n)} is unbounded.
4.3. The case p = 1. We want to investigate the growth restrictions
(4.7) sup
n≥1
λ∈T
n−r‖Mn(λT )‖ <∞ ,
in more detail. The somewhat surprising result we are going to prove below asserts that
under these conditions, the conclusion of Theorem 4.1 in the sense of strong convergence only
holds under an additional assumption. In particular, our theorem provides a partial answer
to Question 3 in [MSZ].
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Theorem 4.8. Let T ∈ B(X ) satisfying for some integer r ≥ 0 the condition (4.7), and
let Qγ be the operator induced by the seminorm γ given by (2.2) for Tn = M
(r+1)
n (T ) and
m = r + 1. If R(Qγ) is closed then
‖T nx‖ = o(nr+1) , n→∞
for x ∈ X .
Proof. Note first that a direct application of (2.7) shows that under our hypothesis we have
that {n−r−1T n} is bounded, so one can define the seminorm on X
γ(x) = lim sup
n→∞
n−r−1‖T nx‖ = lim sup
n→∞
‖Tn(T − I)
r+1x‖, x ∈ X ,
where Tn = M
(r+1)
n (T ). By (4.7) we have
1
nTnx → 0 for x ∈ R(T − I)
r, while by (2.8)
this means that {Tn} satisfies (2.3) with n0 = 1 and m = r. By applying Theorem 2.5 (ii)
and Proposition 2.3 to Tn and γ, one obtains an isometry Vγ on the corresponding quotient
space Xγ satisfying VγQγ = QγT , where Qγ is the corresponding quotient map of X into
Xγ = QγX . The following observation reveals a remarkable property of these operators.
Namely, we have
(4.8) α = sup
n≥1
λ∈T
∥∥∥∥∥
n∑
k=0
λkV kγ Qγ
∥∥∥∥∥ <∞ .
Indeed, if
sn(λT ) =
n∑
k=0
λkT k ,
then for j ≥ 1 we have
T jsn(λT ) = λ
j
[(n+ j + 1)Mj+n(λT )− jMj−1(λT )] .
Divide both sides by jr+1 to obtain for x ∈ X and n ≥ 1 fixed
‖Qγsn(λT )x‖ = γ(sn(λT )x) ≤ 2 lim sup
m→∞
m−r‖Mm(λT )‖‖x‖ ,
which gives (4.8).
We claim that (4.8) implies Qγ = 0, that is Xγ = {0}, under our assumption. To see this,
assume that R(Qγ) is closed and Qγ 6= 0. Since Vγ is a non zero isometry it must have an
approximate eigenvalue ζ ∈ T. Then there exist sequences {xj} in Xγ , {lj} in X
∗
γ , with
‖xj‖γ = 1 , lim
j→∞
(Vγ − ζI)xj = 0 ,
and
‖lj‖ = 1 , |lj(xj)| >
1
2
.
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Now by (4.8) we have for j, n ≥ 1
∫ 2pi
0
∣∣∣∣∣
n∑
k=0
lj(e
iktV kγ xj)
∣∣∣∣∣
2
dt
2pi
≤ α2 ,
and Parseval’s formula gives
n∑
k=0
|lj(V
k
γ xj)|
2 ≤ α2 .
Since for fixed n we have
lim
j→∞
n∑
k=0
‖V kγ xj − ζ
kxj‖
2 = 0 ,
by letting j →∞ above we obtain
lim sup
j→∞
n∑
k=0
|lj(xj)|
2 ≤ α2 ,
and we arrive at the inequality n ≤ 4α2 for all positive integers n, which gives a contradiction.
Thus Qγ = 0 and consequently, Xγ = {0}, that is
‖T nx‖ = o(nr+1) , n→∞ ,
for all x ∈ X . This ends the proof. 
The examples in the next section show that the exponent of n cannot be improved.
As an application of this theorem, let us remark that if T is supercyclic and it satisfies (4.7)
then Vγ is also supercyclic, hence dim(Xγ) ≤ 1 because Vγ is an isometry. So R(Qγ) = Xγ ,
and by Theorem 4.8 we have Xγ = {0}. In particular, if r = 0 in (4.7) then one obtains
‖T nx‖ = o(n) as n → ∞ for x ∈ X . Thus we infer by Corollary 3.4 the following extension
of the Ansari-Bourdon theorem
Corollary 4.9. If T ∈ B(X ) is supercyclic and uniformly Kreiss bounded such that 1 /∈
σp(T
∗) \ σp(T ), then for every λ ∈ T the Cesa`ro means Mn(λT ) converge strongly on X .
Notice that in reflexive spaces, the spectral condition in this corollary is superfluous (by
Corollary 3.4), therefore the sequence {Mn(λT )} always converges strongly in this case, the
limit being non zero if and only if 1 ∈ σp(T ) ∩ σp(T
∗). This last spectral condition can be
satisfied, as we shall see in Subsection 5.1. Thus a version of Lorch’s theorem [Kr, Theorem
2.1.2, p. 73] on one hand, and of Ansari-Bourdon on the other hand, is obtained for supercyclic
and uniformly Kreiss bounded operators, in reflexive spaces.
A question arises which is suggested by Theorem 4.8.
Question. For T ∈ B(X ) uniformly Kreiss bounded does ‖ 1nT
n‖ converge to zero as
n→∞?
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5. Examples
5.1. Uniformly Kreiss bounded hypercyclic and supercyclic operators. Consider the
weighted Dirichlet spaces Dα, α > −1 consisting of analytic functions f(z) =
∑
n≥0 fnz
nin
the unit disc D with the property that
(5.1) ‖f‖2 =
∑
n≥0
(n+ 1)1−α|fn|
2 <∞ ,
Clearly, the monomials en(z) = (n + 1)
(1−α)/2zn form an orthonormal basis in this space.
Therefore, the operatorMz of multiplication by the independent variable is a forward weighted
shift of the form
Mzen =
(
n+ 2
n+ 1
)(1−α)/2
.
Its adjoint M∗z is a hypercyclic backward shift, and for every µ ∈ T the matrix operator
Tµ =
(
µM∗z 0
0 µIC
)
is supercyclic on Dα ⊕ C, with σp(Tµ) ∩ σp(T
∗
µ) = {µ} (see [BM, Theorem 1.40]).
The following result is well known. For example, it can be deduced from the results in
[AP]. A direct consequence of it is thatM∗z |Dα, α > 0, and hence all corresponding operators
Tµ are uniformly Kreiss bounded.
Proposition 5.1. If α > 0 then the operator Mz is uniformly Kreiss bounded on Dα.
Proof. A straightforward computation based on Parseval’s formula yields
‖f‖2 ∼ |f(0)|2 +
∫
D
|f ′(z)|2(1− |z|2)αdA(z) , f ∈ Dα ,
where A denotes the area measure. Then for |λ| = 1 we have
Mn(λMz)f(ζ) =
1− (λζ)n+1
(n+ 1)(1− λζ)
f(ζ) .
Since the functions
Fn(λ, ζ) =
1− (λζ)n+1
(n+ 1)(1 − λζ)
are uniformly bounded in D×D and satisfy∣∣∣∣ ∂∂ζ Fn(λ, ζ)
∣∣∣∣ ≤ C|1− λζ|
for some C > 0 and all λ, ζ ∈ D and all positive integers n, we obtain
‖Mn(λMz)f‖
2 ∼
1
(n+ 1)2
(
|f(0)|2 +
∫
D
|(Mn(λMz)f)
′|2(1− |z|2)αdA
)
.
1
(n+ 1)2
|f(0)|2 +
∫
D
|f(z)′|2(1− |z|2)αdA
+
∫
D
|f(z)|2
|1− λz|2
(1− |z|2)αdA .
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Thus, the statement will follow if the operator
f 7→
∫ z
0
f(ζ)dζ
1− λζ
,
is bounded on Dα. As pointed out before, a proof of this fact can be found in [AP]. 
This example shows that one can has in view some non-trivial ergodic properties (as in
Section 3) for supercyclic operators T which are not power bounded, but with some bounded
sequences in κ(T ), as well the means M
(p)
n (T ), p ≥ 1.
5.2. A Cesa`ro bounded 3-isometry. Given a Hilbert space H and T ∈ B(H), we say that
T is an N -isometry, N ∈ N, (see [AS]), if it satisfies
N∑
k=0
(−1)k
(
N
k
)
‖T kx‖2 = 0 , x ∈ H .
We shall be concerned with the cases when N = 2, 3. Our aim is to construct a Cesa`ro
bounded 3-isometry T on the Hilbert space H for which the sequence { 1nT
nx} is bounded
below for all x ∈ H \ {0}. In particular, {Mn(T )x} diverges for each f ∈ H \ {0}. Such an
example is unknown in literature.
In addition, we shall see that for any x the sequence {Mn(T )x} converges weakly to zero.
We start with the following simple method of constructing a 3-isometry using a given
2-isometry. Throughout in what follows we shall denote for a polynomial p(z) =
∑
n≥0 pnz
n
‖p‖22 =
∑
n≥0
|pn|
2 =
∫
T
|p(z)|2dm(z) ,
where m is the normalized arclength measure on the unit circle and
Lp(z) =
∑
n≥1
pnz
n−1 =
p(z)− p(0)
z
.
Proposition 5.2. Let T be a 2-isometry on the Hilbert space H. Fix x0 ∈ H \ {0} and let
H1 be the completion of the space of analytic polynomials with respect to the norm
‖p‖21 = ‖p‖
2
2 +
∑
n≥0
‖Lnp(T )x0‖
2 .
Then the operator of multiplication by the independent variable Mzp = zp extends to a
bounded operator on H1 which is a 3-isometry with the property that
‖Mzp‖
2
1 − ‖p‖
2
1 = ‖p(T )x0‖
2 .
Proof. A straightforward computation gives
‖Mzp‖
2
1 = ‖p‖
2
2 + ‖Tp(T )x0‖
2 +
∑
n≥0
‖Lnp(T )x0‖
2 ,
hence
‖Mzp‖
2
1 ≤ (1 + ‖T‖
2)‖p(T )x0‖
2
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for all polynomials p. Moreover the equality
‖Mzp‖
2
1 = ‖p‖
2
1 + ‖Tp(T )x0‖
2
follows directly from above. Since T is a 2-isometry, it satisfies for every polynomial p,
‖T 2p(T )x0‖
2 − 2‖Tp(T )x0‖
2 + ‖p(T )x0‖
2 = 0 .
This immediately implies that
‖M3z p‖
2
1 − 3‖M
2
z p‖
2
1 + 3‖Mzp‖
2
1 − ‖Mzp‖
2
1 = 0 ,
and the result follows. 
We shall work with a specific choice of the 2-isometry T , namely the weighted shift Mz on
the Dirichlet space D0 as defined in the previous subsection. Now let x0(z) = 1 − z, z ∈ D.
We then have the following description of the space H1 considered in Proposition 5.2.
Lemma 5.3. With the above notations we have
‖p‖21 ∼ ‖p‖
2
∗ = ‖p‖
2
2 +
∫
T
|p′(z)(1 − z)|2dm(z) ,
for all analytic polynomials p
Proof. Note that for every polynomial p(z) =
∑
k pkz
k we have
‖(1−Mz)L
np‖21 = |pn|
2 +
∑
k≥n+1
|pk − pk−1|
2(k − n+ 1) ,
so that
‖(1−Mz)p‖
2
1 = 2‖p‖
2
2 +
∑
n≥0
∑
k≥n+1
|pk − pk−1|
2(k − n+ 1)(5.2)
∼ ‖p‖22 +
∑
k≥1
k2|pk − pk−1|
2 .
By Parseval’s formula
‖p‖2∗ = ‖p‖
2
2 +
∫
T
|p′(z)(1 − z)|2dm(z) = |p1|
2 +
∑
k≥2
|kpk − (k − 1)pk−1|
2
and the result follows from the elementary inequalities
k2|pk − pk−1|
2 − 2k|pk − pk−1||pk−1| ≤ |kpk − (k − 1)pk−1|
2
≤ 2k2|pk − pk−1|
2 + 2|pk−1|
2.

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An immediate consequence of the lemma is that H1 is continuously contained in the Hardy
space H2, that is
‖f‖2 ≤ C‖f‖1 ,
for some constant C > 0 and all f ∈ H1. With the lemma in hand we can prove the following
result.
Theorem 5.4. The operator Mz on H1 is Cesa`ro bounded and satisfies for every f ∈ H1
‖Mnz f‖1 ≥ ‖(1−Mz)f‖2
√
n(n− 1)
2
.
Moreover, the sequences {Mn(Mz)f} converges weakly to zero for every f ∈ H1.
Proof. For every polynomial p we have that
Mn(Mz)p(z) =
1− zn+1
(n+ 1)(1− z)
p(z) ,
and the inequality |1− zn+1| ≤ (n+ 1)|1 − z|, z ∈ T easily implies that
‖Mn(Mz)p‖
2
∗ ≤ ‖p‖
2
2 + 2
∫
T
|p′(z)(1 − z)|2dm(z) + 2
∫
T
|p(z)|2dm(z) .
By Lemma 5.3 and the remark following it, we obtain that Mz|H1 is Cesa`ro bounded. More-
over, it is well known and easy to prove that the norm on D0 satisfies
‖Mnz p‖
2 − ‖p‖2 = n‖p‖22
hence by Proposition 5.2 we have for f ∈ H1
‖Mnz f‖
2
1 − ‖f‖
2
1 =
n∑
k=1
‖Mkz f‖
2
1 − ‖M
k−1
z f‖
2
1
=
n∑
k=1
‖Mk−1z (1−Mz)f‖
2
1
≥
n∑
k=1
(k − 1)‖(1 −Mz)f‖
2
2
=
n(n− 1)
2
‖(1 −Mz)f‖
2
2
and the required inequality is proved.
Now, by using the boundedness of {Mn(Mz)}, the weak convergence to zero of {Mn(Mz)}
in B(H1) one reduces to the convergence to zero of the scalar products 〈Mn(Mz)p, q〉 for all
analytical polynomials p, q. But this easily follows from the above expression of Mn(Mz)p
and Lemma 5.3. The proof is complete. 
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5.3. Modified Shields examples. This is a simple modification of the example in [Sh]
showing that the hypothesis that σ(T ) ∩ T has arclength measure zero cannot be removed
form Corollary 4.4.
Let r be a nonnegative integer and let Xr be the Banach space of analytic functions f in
D with the property that f (r+1) belongs to the Hardy space H1. The norm on Xr is given by
‖f‖r =
r∑
j=0
|f (j)(0)| +
∫
T
|f (r+1)|dm.
Then it is well known (see for example [Du]) that there exists C > 0 such that∫
T
|f (j)|dm ≤ C‖f‖r and ‖f‖∞ ≤ C‖f‖r ,
for all j ≤ r and all f ∈ Xr.
Proposition 5.5. The operator T =Mz|Xr has the following properties:
(i) For p ≥ 2 we have that the sequences {n−rMpn(λT )} are uniformly bounded in λ ∈ T,
(ii) {n−rMn(T )} is unbounded,
(iii) {n−r−1T n} does not converge strongly to zero.
Proof. To see (i) we use another standard estimate (see again [Du]), to obtain for |λ| < 1,
‖(I − λT )−1f‖r .
r∑
j=0
|f (j)(0)| +
r+1∑
j=0
∫
T
|f (j)(z)|
|1− λz|j+1
dm(z)
.
‖f‖r
(1− |λ|)r+1
+
∫
T
|f(z)|
|1− λz|r+2
dm(z)
.
‖f‖r
(1− |λ|)r+1
+ ‖f‖∞
∫
T
1
|1− λz|r+2
dm(z)
.
‖f‖r
(1− |λ|)r+1
.
Then the assertion follows by an application of Theorem 4.7.
(ii) We have Mn(T )f = Fnf , where
Fn(z) =
1− zn+1
(n+ 1)(1 − z)
, z ∈ D .
We claim that for f(z) = 1, n−rMn(T )f = n
−rFn are unbounded in Xr. Using the Leibniz
rule and the triangle inequality we obtain n > r + 1
n−r|F (r+1)n (z)| ≥
ar
|1− z|
− br
r+1∑
j=1
n−j
|1− z|j+1
,
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with ar, br > 0 independent of n and z. The same standard estimates for integrals mentioned
above yield for ρn = 1−
1
n
n−r
∫ 2pi
0
|F (r+1)n (ρne
it)|dt ≥ a′r log n− b
′
r ,
with a′r, b
′
r > 0 independent of n, and the claim together with (ii) follow.
(iii) For n > r + 1 and f(z) = 1 we have
nr+1 . ‖T nf‖r = n(n− 1) . . . (n− r) ,
which gives the desired conclusion. 
In particular, without additional assumptions on the peripheral spectrum the conclusion
of Corollary 4.4 may fail.
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