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ABSTRACT
COVID-19 is currently at the forefront of both out-of-school time program
providers’ and parents’ minds, with additional policies and procedures added existing
operating standards to protect the health of participants, staff, and parents (Environmental
Health & Engineering, 2020). A failure to adequately prepare and react to different
parenting styles may have both operational and financial implications for out-of-school
time programs. These implications are only further exacerbated in the additional context
of a global pandemic. While the COVID-19 vaccine is a hope to many that the end of the
pandemic is near, parental vaccine hesitancy or refusal may pose a significant hurdle to
the safe operation of out-of-school time programs. By exploring the topics of vaccine
hesitancy, children, and parents in an online environment, this study offers a closer look
into a digital leisure space.
In order to better explore the conversations and commentaries occurring on social
media about parents, children, vaccines, and COVID-19, web-scraping technologies were
employed to aid in a more robust data collection. Due to the nature of web-scraped data
as large in size and unruly, a machine learning method was used to analyze the data:
Latent Dirichlet Allocation (i.e., LDA), a specific form of topic modelling. After
establishing model parameters for the LDA, 25 latent topics were identified from the
cleaned dataset (N = 31,925). These 25 topics were subsequently sorted into seven
categories: Government, Feelings, School, Public Health, Christmas, Risk & Safety, and
Parents & Families. Interpretation of the 25 latent topics was aided by a visualization of
the top words most relevant to individual topics, in context to the overall dataset.
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Representative tweets from each category further identified the range of conversations
and commentaries occurring on social media about parents, children, vaccines, and
COVID-19. Challenges with research at the cusp of innovation for leisure sciences, as
well as implications of practice for out-of-school-time professionals, are also discussed.
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CHAPTER ONE
INTRODUCTION
The COVID-19 pandemic abruptly transformed the summer camp industry, as
stay-at-home orders and partial shutdowns limited the operation of out-of-school time
programming in summer 2020. While some programs were able to operate (Blaisdell et
al., 2020), others were forced or chose to shutdown (Szablewski et al., 2020); due in part
to ambiguous or non-existent guidance at federal, state, and organizational levels in
combination with a substantial level of labor and resources to effectively and safely
provide out-of-school time programs. As out-of-school time providers prepare for another
summer of programming amidst a pandemic, the development of COVID-19 vaccines
offer potential mitigations to risks associated with the virus. With several vaccines in the
beginnings of widespread dispersal (Dooling et al., 2020), health officials offer that
widespread vaccination is the key to controlling the COVID-19 pandemic (Gee et al.,
2021). However, concerns of vaccine hesitancy and skepticism persist as a threat to
mandatory or highly suggested immunization (Quinn et al., 2009). Health and safety are
foundational principles to the camp industry, and governing body, the American Camp
Association. Given the confluence of deliberate misinformation, inconsistent
communication, and increasing “pandemic fatigue” it is unsurprising the COVID-19
pandemic continues to challenge the camp industry’s ability to provide safe
programming.
In the context of out-of-school time programs, the American Camp Association
and the American Academy of Pediatrics offer somewhat succinct guidance on
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immunizations for summer camps: routine vaccinations should both be mandatory and
documented, and non-medical vaccine exemptions are not only inappropriate, but
endanger public health (Ambrose & Walton, 2019). Some research has illustrated that
vaccine hesitancy may harm the operations of out-of-school time programming (Garst et
al., 2021a). The COVID-19 pandemic offers a timely context and event to explore
growing parental discontent and attitudes surrounding vaccines, as vaccine hesitancy
continues to grow, largely through online discussions via social media (Capurro et al.,
2018; Kata, 2012; Sharevski, Jachim & Florek; 2020).
Social media is a rapidly developing environment to conduct research, especially
in light of in-person data collection restrictions due to the COVID-19 pandemic. Social
media offers a new “leisure space” where parents and other stakeholders engage in
frequently unencumbered discussion regarding parental concerns, vaccine hesitancy, and
COVID-19. This social media activity is referred to as digital leisure, or the unstructured
time spent in digital environments, online, or using digital technologies (Redhead, 2016;
Silk et al., 2016). In contextualizing social media as digital leisure, this study uses the
social media platform Twitter as a data source to explore concerns related to parents,
vaccines, and COVID-19.
Through a machine-learning approach, this study explores two questions: (1)
What are the conversations and commentary occurring on Twitter about parents,
vaccines, and COVID-19? and (2) Can machine-learning help us explore this issue
of vaccine hesitancy, in the relatively non-traditional context of social media? In
order to address both an exploration of Twitter data as it relates to parents, vaccines, and
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COVID-19, and an investigation of machine-learning as a novel method, vaccine
hesitancy is presented as an emerging concern for out-of-school time program providers.
A primer on collecting data via the Internet, web-scraping, and other foundational
concepts to machine-learning are also shared, in presenting machine-learning as the novel
method used and then evaluated in this study. The subsequent analysis of web-scraped
data through a machine-learning technique is paired with recommendations for the leisure
and youth development sciences regarding the use of social media data and machinelearning as an exploratory research context, in combination with recommendations for
out-of-school time professionals and researchers in regards to strategies for parent
communication during a pandemic.
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CHAPTER TWO
LITERATURE REVIEW

Vaccine Hesitancy
Vaccine hesitancy or refusal is an emerging and concerning concept within public
health literature and profession (Larson et al., 2014). This concept provides a deescalation of the pro-vaccine or anti-vaccine (i.e., anti-vaxx) discourse, offering a
contextual spectrum to explain hesitancy or skepticism regarding vaccination. Parents
who exhibit hesitancy towards vaccinations for their children may reject one or two
vaccines, or seek to delay immunization, but nonetheless represent a heterogenous group
(Estep & Greenberg, 2020; Opel et al., 2011). Origins (e.g., causes, determinants) of
vaccine hesitancy are numerous across the literature, with primary factors including
social or cultural differences, contextual issues, and medical or pharmaceutical specific
issues (Dubé et al., 2013). Some research suggests up to 40% of medical providers would
dismiss families who refuse routine vaccinations (Flanagan-Kylgis, Sharp, & Frader,
2005) which may only further parental anxiety and mistrust associated with vaccines
(Leask, Willaby & Kaufman, 2014).
Due to the wide variety of attitudes and groups engaging in and/or influenced by
parental vaccine hesitancy or refusal, it is important to understand the range, severity, and
propensity of motivations for vaccine hesitancy. Indeed, vaccine hesitancy and/or refusal
is referred to as “cultural epidemic” (McIntosh et al., 2015, p. 248) with regard to
children’s healthcare, as parents are heavily influenced by sociocultural factors outside of
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the healthcare setting, including historic discrimination (Quinn et al., 2017), mistrust or
worry towards healthcare systems or government agencies (Wiley et al., 2020), and
individualism (Estep & Greenberg, 2020). These factors represent a perceived
assumption of risk mitigation guided by parental choice rather than a doctor’s orders
(Sadaf et al., 2013). This presumption of parental expertise exemplifies the other
previously mentioned factors, as parents are choosing what’s best for their child based on
their own research (e.g., individualism), experiences (e.g., discrimination), and fears
(e.g., mistrust or worry) rather than adhering to previously-established vaccine schedules.
Put simply, some parents are more willing to assume risks related to not vaccinating their
child based on their own expertise, rather than their medical providers. Personal belief
exemptions from routine vaccinations (e.g., non-medical exemptions) exacerbate the
influence of vaccine-hesitancy on public health.
Exemptions from typical vaccinations or a deviation from the traditional
vaccination schedule for children fall under three categories: religious, philosophical, or
medical (Zier & Bradford, 2020). Non-medical exemptions (e.g., religious or
philosophical) have been designated as inappropriate for a childcare setting, and a danger
to public health (Ambrose & Walton, 2019). However, vaccination requirements for
children differ at the state and local level in the United States, making adherence difficult
to track (Estep & Greenberg, 2020; Zier & Bradford, 2020). Non-medical exemptions,
along with increased cases of preventable communicable diseases are increasing in the
United States (Capurro et al., 2018; Hargreaves et al., 2020). One environment frequently
discussed in relation to increasingly concerning vaccine hesitancy is social media.
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Social Media in the Context of Vaccine Hesitancy
Social media has become a central context to research regarding vaccine-hesitant
parents (Hara & Sanfilippo, 2016; Jenkins & Moreno, 2020), as a mechanism to connect
vaccine-hesitant parents with like-minded individuals, and as a way for researchers to
explore the interactions between parents online (Gunaratne et al., 2019; Puri et al., 2020;
Yuan, Schuchard, & Crooks, 2019). These sites reflect Internet-based communication in
a community-setting (Blaszka et al., 2012), where conversations and collaborations can
happen quickly and on a global scale (Filo, Lock, & Karg, 2015). Social media is a part
of digital leisure, and therefore of interest to recreation and leisure scholars. Digital
leisure is defined as non-work or non-required time spent engaged in digital
environments (Schultz & McKeown, 2018), ranging a wide variety of activities,
including the use of social media, general time spent online, and watching television
(Redhead, 2016; Silk et al., 2016). This concept represents an increasingly
interdisciplinary field, combining classical leisure research with cultural studies,
information communication technology, sociology, and more (Spracklen, 2017).
Within the contexts of digital leisure, social media, and vaccine hesitancy, parents
and caregivers with questions or concerns about vaccines often seek out information
online. They are then faced with possible outrage (e.g., belittling or berating) from provaccine voices when they are concerned, thus shutting down a possible communication
channel to safely educate themselves (Capurro et al., 2018). Or, they are confronted with
disinformation that enhances their fears or worries about vaccines (Bonnevie et al.,
2019). A common factor in vaccine disinformation is Andrew Wakefield’s widely
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discredited study (Horton, 2004) which linked the Measles, Mumps, and Rubella vaccine
(i.e., MMR) to increasing rates of autism (McKeever et al., 2016; Yuan, Schuchard, &
Crooks, 2019). The growth of vaccine-hesitant communities, both in-person (Attwell &
Smith, 2017) and online (Jenkins & Moreno, 2020; Puri et al., 2020) has also spurred
negative reactions from pro-vaccine voices (Capurro et al., 2018). For instance, a measles
outbreak traced back to Disneyland in California led to 125 confirmed cases in 2015;
45% of which were not vaccinated individuals (Zipprich et al., 2015). The subsequent
media coverage in both the United States and Canada vilified those infected and
involved, as not vaccinating your child or yourself was described as intellectual, moral,
societal, and ethical parental failure (Capurro et al., 2018; Yuan, Schuchard, & Crooks,
2019).
As noted earlier, social media is a key context for the growing levels of vaccinehesitancy, as parents and caregivers look to online resources to investigate their concerns
regarding their child’s health-care needs (Park, Kim & Steinhoff, 2016; Schmidt et al.,
2018). These social media sites often act as communities (Jenkins & Moreno, 2020) and
are especially important in the face of contention or vilification of vaccine hesitancy from
mainstream media sources, as many vaccine-hesitant or vaccine-refusing parents attest to
the pressure or isolation they feel from mainstream (e.g., pro-vaccine) culture (Attwell et
al., 2018). Digital leisure offers a context in which vaccine hesitancy issue can be further
explored, specifically for leisure and recreation researchers and professionals. Emerging
techniques such as web-scraping and machine learning, can help capture the often
complex and large datasets associated with these vaccine hesitant communities.
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Immunization Requirements in Out-Of-School Time Programs
While vaccine-hesitancy literature has primarily originated within public health,
motivations and attitudes towards vaccines are also relevant to the out-of-school time
industry, specifically in the context of a global pandemic (Ambrose & Walton, 2019;
Garst et al., 2021). The American Camp Association (ACA) accredits out-of-school time
programs across the United States and includes immunization requirements for both
participants and staff members as part of their health and wellness accreditation
standards. However, the standards regarding immunization (i.e., HW.1 & HW.15, in the
ACA’s Accreditation Process Guide v. 2019) do not enforce collection of immunization
records. Rather, they require a signed statement from the parent or guardian, attesting that
all immunizations are up to date. Both campers and staff members are allowed medical
and non-medical exemptions from immunization under these standards, with an
additional signed waiver or refusal form.
The Association of Camp Nursing (ACN), an entity that collaborates with both
the American Camp Association and with the American Academy of Pediatrics (AAP),
offers more strict guidance to camps and out-of-school time programs. The ACN urges
camps to publish their immunization policy and collect full immunization history via a
health history form (Erceg, 2020). However, the publishing of an immunization policy
means that a policy must exist in the first place, and under the current accreditation
standards from ACA an immunization policy is not typically required. This caveat
reflects a current norm within out-of-school time programs for youth, as immunization
policies often fall short or remain difficult to enforce (Garst et al., 2021).
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Immunizations and immunization requirements bolster harm prevention policies
for out-of-school time programs, from summer camps (Ambrose & Walton, 2019; Garst
et al., 2021) to youth sports (Francis & Francis, 2020). However, there is a seemingly
lack of formalization of immunization policies among many out-of-school time (i.e.,
OST) programs, but there are guidelines for other medically important issues facing
children and other OST stakeholders. For example, Pop Warner football and cheer
programs do not regularly collect immunization information from participants, but they
do offer a full program related to other medical emergencies, with special attention to
head injuries (Francis & Francis, 2020). As the COVID-19 pandemic continues, review
of health and safety policies and procedures for out-of-school time programs are
becoming more prevalent (Garst et al., 2021).
Infectious diseases considered to be eradicated in the United States as a result of
childhood vaccinations were on the rise pre-COVID-19 pandemic (Opel & Marcuse,
2020). Vaccine hesitancy or refusal is a key factor to be considered as the COVID-19
pandemic continues, with the emergence of several vaccines that hope to stop the spread
(Oliver et al., 2021). As vaccine hesitancy and/or refusal illustrates a spectrum of
concerns and issues, parental involvement and anxiety also plays a role.
OST professionals already struggle with parent communication in a non-COVID19 context, so the context of the COVID-19 pandemic may exacerbate existing parental
worry and communication struggles between staff and parents. Communication between
parents and OST staff persists as a problem which may be invasive in regard to the
camp’s program and goals (Garst et al., 2020; Garst et al., 2016). The escalating
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expectations of camper parents of increased and more thorough communication prior to
and during their child’s camp experience has led to increased strain on camp
administrators (ACA Emerging Issues 2017; Garst et al., 2016; Garst et al., 2020).
Given the context of the present study (e.g., social media), a brief overview of
how parents communicate online is necessary, particularly in regards to communication
regarding health and wellness. With the advent of the Internet and social media, online
information is now increasingly more accessible than a visit to the pediatrician’s office
(Baker, Sanders & Morawska, 2017). However, the veracity of health information online
can be a concern, as no credentials are needed to join an online support group, post to a
Facebook page, or tweet about your experience. Health information online can be
classified into two broad categories: emotional and informational (Pretorius, Choi, Kang,
& Mackert, 2020). This distinction assists in determining not only the veracity of the
information given, but also in the intention behind it, which is relevant to the extended
social network of social media and online communication.
From an information perspective, parenting blogs and social media pages (e.g.,
Facebook, in this context) offer experiential advice, or may suggest a visit to the
pediatrician’s office or another credentialed service (Mertan, Croucher, Shafran, &
Bennett, 2021). The parents and caregivers using these social networking sites are
typically seeking information regarding a concern for their child, whether that is about
mental health resources (Mertan, Croucher, Shafran, & Bennett, 2021), Sudden Infant
Death Syndrome (Pretorius, Choi, Kang, & Mackert, 2020), or fathering tips in general
(Scheibling & Marsiglio, 2020). While a digital divide between parents of varying
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socioeconomic status was once thought to be present in the search of online health
information, that is not the case. Parents of both higher and lower socioeconomic status
use online resources to aid in their online health information search (Baker, Sanders, &
Morawska, 2017). From an emotional perspective, parents use social media sites to vent,
grieve, or otherwise share their emotions with a community of like-minded individuals
who may be experiencing similar events (Pretorius, Choi, Kang, & Mackert, 2020). In
collecting data from social media sites, this study presents an opportunity to explore both
informational and emotional conversations and commentary about vaccine hesitancy
during COVID-19.
Machine Learning for Leisure and Recreation Scientists
In the context of this study, web-scraping is the data collection or extraction tool,
and machine-learning is the method used for data analyses. Before presenting the current
study, the following sections offer some basics of web-scraping technologies. This is
done in order to facilitate an answer to the study’s second research question (Can
machine-learning help us explore this issue, in the relatively non-traditional context of
social media?) and demonstrate the technique’s potential usefulness to researchers
interested in out-of-school time programs, youth, and parenting.
Therefore, after exploring the basics of web-scraping as a data collection process,
machine-learning will be discussed in a similar fashion: some basics of machine-learning
and its potential usefulness to out-of-school time researchers. While these two concepts
of web-scraping and machine-learning are relatively novel for out-of-school time
researchers, research utilizing machine learning has rapidly expanded across the social
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sciences including: public health (Allem et al., 2018; Luo, Zimet & Shah, 2019; Yuan,
Schuchard & Crooks, 2019), environmental science (Dahal, Kumar & Li, 2019), and
communication (Linvill & Warren, 2020).
Web-Scraping
When sharing their parenting styles and techniques with researchers, parents may
choose to discuss what they think is appropriate and rational, rather than their typical
behaviors (Huber et al., 2018; Morsbach & Prinz, 2006; Napolitano et al., 2018). These
views shared with a researcher may not reflect reality, but rather a more socially desirable
response. Social desirability illustrates a typical challenge to survey-centered, interview-,
and focus group-based research (Nederhof, 1985; Grimm, 2010). Survey research also
comes with a potentially low return on investment in relation to funding and client
outreach, as well as a large time commitments even when using previously validated
measures (Landers, Brusso, Cavanaugh & Collums, 2016). One approach to mitigate
these limitations is the use of social media content, collected through the use of webscraping technology.
Mechanics of Web-Scraping
Web-scraping (i.e., web or content mining) is the (semi)automated collection or
extraction of content from webpages (Cooley, Marbasher & Srivastava, 1997). In a
“scrape”, a researcher might search or pull information from a specific website or
collection of websites, such as the American Camp Association, such as blog titles or
authors. A web-scrape focused on individual or group use patterns and networks, would
search or pull data from users of a specific site, like Twitter, Facebook, or Instagram. The
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content collected in an individual or group use focused web-scrape could be tweets,
posts, or replies, while in a content-based web-scrape the information would be larger
sections of text, headings, and other information available on a website (Landers, Brusso,
Cavanaugh & Collums, 2016).
Information Structure on the Internet
In order to understand how a web-scrape is generally conducted, a brief
introduction to the structure of information on the internet is useful. The primary
language of the Internet is HTML (i.e., Hypertext Markup Language), and by using
HTML the users of the front-facing or visual website, can interact with information
easily, without reading through lines of code (Antoniou & Van Harmelen, 2011). By
creating HTML objects or categories, website developers create web pages that users can
easily interact with, while also adhering to best practices in website creation and
development.. The common language of HTML and its affiliates facilitate web-scraping,
as the structure of the data housed in webpages is similar across platforms, sites, and
content (Antoniou & Van Harmelen, 2011). At the risk of making an overly broad
generalization, a scrape can treat websites like a series of spreadsheets.
In terms of actual data collection or extraction from the Internet, web-scraping
technologies vary, and often depend on the context and purpose of the scrape. In the
present study, web-scraping via APIs (i.e., Application Programming Interfaces) are the
primary tool to gather data. However, without a public API, researcher-designed webscrapes (i.e., algorithms written in computer code by the researcher or research team), can
be also be implemented (Freelon, 2018). For the present study, an API designed by
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Twitter for research was used (Twitter, 2021). APIs are the connectors or
communication-facilitators between computer programs, allowing these different
websites and web-based content programs or tools the ability to interact with each other
through an endpoint (Twitter, 2021). Researchers must apply for a “Twitter Developer”
account in order to access the Twitter API, and then use a computing or statistical
software of their choice to manage the search or pulls from the API (Twitter, 2021). For
context, a tweet is a message of 280 characters or less sent via the Twitter website or
mobile app (Twitter, 2021), are the main unit of analysis for this study.
Figure 1. Example of a Tweet & Reply

After the data is scraped using whatever selected tool(s), it is generally transferred
to another software package (i.e., R, Python) to be analyzed. While unrelated to the focus
of the present study, it may be clear that identifiable and personal data can be easily
collected by APIs. To mitigate this concern within the context of Twitter, the connection
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between the API and the computing or statistical software, in this context the open-access
software R (R Core Team, 2021; version 4.0.4) must also be authenticated in order to
protect user information (Kearney, 2019). Twitter uses a process called Open
Authentication (i.e., OAuth), in which the researcher is given unique credentials via their
Twitter Developer account, which ties their search or use of the Twitter API to their
account, regardless of the statistical or computing software used (Kumar, Morstatter &
Liu, 2014). A more detailed account and the subsequent code used to scrape Twitter
using the Twitter API is in the proceeding methods section, but this section offers a
macro-level view of web-scraping technologies and Twitter. The following section builds
on this foundation of the technological aspect of web-scraping and explains why webscraping is useful to out-of-school time researchers.
Connection to Digital Leisure Studies
As previously discussed, social media intersects with digital leisure studies
and communication research. The use of social media content as data is not necessarily
new to the leisure studies field (see Lopez, Muldon & McKeown, 2020, Outley, Pinckney
& Brown, 2020; Pinckney et al., 2018), but the collection of social media content with
web-scraping technologies is less apparent. Web-scraping allows for the extraction of
social media content in a manner that facilitates more robust and replicable data
collection, (i.e., more data and search parameters). Web-scraping also facilitates
replicability, as the code/syntax/script used to collect data, is be published with the study
and reproducible by other researchers as needed (Jacobi et al., 2016; Welbers, Van
Atteveldt & Benoit, 2017)].
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Data Management
One challenge researchers using web-scraping technologies face is data
management post- collection, as web-scraped data is both visually and structurally
different than more typical data in out-of-school-time research (i.e., questionnaires,
interview transcripts). Within the context of web scrapping data management is often
described using the four Vs: velocity, variety, volume (Laney, 2001, Fan & Bifet, 2013)
and veracity (Lukoianova & Rubin, 2013). First, velocity refers to the speed at which
web-based data, in this case social media, is generated (Laney, 2001; Russom, 2011;
Rodriguez & Storer, 2020). In 2020, 500 million tweets were sent per day, (Omnicore,
2021),amounting to approximately one hundred eighty-two billion five hundred million
potential data points. Variety refers to the increasingly diverse range of content available
on web-based platforms (Fan & Bifet, 2013; Rodriguez & Storer, 2020). On Twitter,
users can share messages containing text, pictures, videos, and links to other websites.
Volume refers to the large amount of content available on web-based platforms (Fan &
Bifet, 2013; Rodriguez & Storer, 2020). In continuing with the previous example given
regarding the 500 million tweets sent per day, multiplying that number by 365 days
exhibits the volume of data just within the Twitter platform.
However, the entire volume of tweets may not be usable for a research study,
leading to the fourth V; Veracity, refers to information quality (Lukoianova & Rubin,
2013), as a reoccurring issue in both web-scraping and machine learning studies is the
large amount of unusable data, characterized most often as non-unique data points (e.g.,
retweets; a tweet that has been forwarded from a different user) or uninterpretable words
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and characters (Allem et al., 2018; Dahal, Kumar & Li, 2019; Twitter, 2021). A
contextual example of veracity with the present study’s data is presented below. These
considerations of velocity, variety, volume, and veracity are important in understanding
the technical complexity and value of web-scraped data.
In a review of data science innovations’ applicability to the organizational science
field, Tonindandel, King, and Cortina (2018) offer the following points to illustrate the
potential web-scraped data provides social scientists: opportunities to investigate old
questions in new ways and opportunities to address emerging practice needs. Webscraped content in a social media context offers the opportunity investigate new
questions, with emerging technologies and understanding of digital spaces (e.g.,
Bonnevie et al., 2020; Yuan et al., 2019). Social media data is publicly available and
easily accessed in exceedingly large quantities, with content creation happening
constantly (Allem et al., 2018; Sinneberg et al., 2017).
The relative ease of accessibility with social media data, along with the associated
volume, has facilitated methodological improvements in the social sciences, most notably
in the use of machine-learning as a method to assist in the analysis of datasets deemed too
large or unruly for more traditional quantitative analysis (Lucas; 2020). After data
collection, in this case web-scraping, data analysis begins. The following section
discusses the analytic methods used in this study: machine-learning.
Machine Learning
Machine-learning is an intersection between computational science, statistics, and
communication, defined as an automation of learning process algorithms (Mitchell,
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1997). Put simply, machine-learning allows computers to learn and be taught, and then
generate predictions based on the prior and incoming data (Burger, 2018; Lantz 2019;
Landers, Brusso, Cavanaugh & Collums, 2016). For instance, a search engine’s
autocomplete feature can be eerily correct or humorously off the mark, but both instances
are examples of machine learning (Goldberg et al., 2020). Machine-learning allows for
the automation of tasks that would take an extraordinary amount of time/resources if
attempted by a human. A human may be able to reasonably analyze the content of 200
tweets, but 20,000 could be untenable. This is the primary reason for machine learning:
we have simply too much data to analyze using the techniques of the 19th and 20th
century.
Linear Regression
The simplification of the algorithms that make up machine learning do not only
describe the model this study uses—topic modelling—but also a model more familiar to
the social sciences: linear regression. Put simply, linear regression predicts one variable
or outcome from a single independent variable (Field, 2012): more of this (x), leads to
more of that (y) (see Figure 1). While machine-learning models can get increasingly more
complex, linear regression informs the overarching science of machine-learning (Burger,
2018; Lantz, 2019). Like machine learning, linear regression also results in unexplained
variance or error. Regression models are predictive, as the independent variable (x)
predicts the dependent variable (y) with a degree of mismatch, (i.e.,
unexplained/unsystematic error). Algorithm and model are sometimes used
interchangeably, but in the context of this study these two terms are distinct (See Table 2
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for guiding machine-learning definitions). An algorithm is a set list of instructions, to be
followed rigidly and in a prescribed order (Burger, 2018). An algorithm(s) is then passed
into a model, as a model requires some input to then calculate an output (Burger, 2018).
There are several different machine learning model types, and this study focuses on
classification models designed for text data: Latent Dirichlet Allocation (Blei, Ng &
Jordan, 2003). Latent Dirichlet Allocation (i.e., LDA) is form of topic modelling that uses
natural language processing (i.e., NLP) techniques to offer generative classifications of
data (Hagen, 2020). While the boundaries between natural language processing and
machine learning have blurred with the advent of advanced computing technology, a
working understanding of both fields offers a better foundation for the current study.
Figure 2. Linear Regression

Explained

Y

Unexplained error

X
Natural Language Processing
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Natural language processing (i.e., NLP) rose out of the linguistics and artificial
intelligence fields (Nadkarni, Ohno-Machado & Chapman, 2011). NLP is often described
as the manipulation of natural human language by computing technology (Bird, Loper &
Klein, 2009); as a process used to aid computers in understanding natural languages (e.g.,
English, Spanish, French). Virtual voice assistants, such as Siri or Alexa, are popular
applications of NLP in daily life (Hagen, 2020). Siri or Alexa are able to process input
(e.g., human voice commands; “Where’s the closest gas station?”), and then produce
output in the form of verbal communication, often paired with web-based location
services (Burbach et al., 2019). The relation between NLP and machine learning is
relatively complex compared to linear regression but can be understood through the
model implemented in the present study: Latent Dirichlet Allocation (i.e., LDA), a form
of topic-modeling. LDA is machine-learning applied to natural language processing
(Hldaka & Holub, 2015). Keeping in mind the definition of a model (see Table 2), the
following sections offer a conceptual explanation of what Latent Dirilecht Allocation
(LDA) is, and then a discussion on why LDA is useful to social scientists studying outof-school time.
Table 1. Guiding Definitions: Machine Learning
Term
Definition
Algorithm
set list of instructions, to be followed
rigidly and in a prescribed order1
Model
“a function with predictive power”;
requiring input and output1
Machine learning
A process or set of instructions that allows
computers to learn from data, and then
generate predictions1
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Supervised machine learning
Unsupervised machine learning
Boolean operators
1

Deductive processes reliant on researcherinvolvement (coding, annotations,
themes)2
Inductive processes without coding roles
or research annotations in which a model
is determined by the data2
AND, NOT, or OR; used to refine
searches3

Burger, 2018; 2 Lucas, 2020; 3 Dinet et al., 2004
Latent Dirilecht Allocation
Introduced by Blei, Ng & Jordan (2003) Latent Dirilecht Allocation (LDA) is a

generative, probabilistic Bayesian model which identifies topics across a collection of
data (Ostrowski, 2015). In the context of LDA, generative refers to the input-output
nature of the model where there is generation of content or output after the model is run.
Similarly, probabilistic refers to the structure of the algorithm employed by an LDA
model; this is best explained using the “bag of words” analogy (Blei, 2012; Ostrowski,
2015; Rodriguez & Storer, 2020; Silge & Robinson, 2020). A bag of words assumption
on a basic level assumes that the position of the words in a sentence do not matter (Blei,
2012). LDA uses a hierarchical structure (see Figure 3), beginning with the corpus (e.g.,
the entire dataset), then the documents (e.g., each tweet is a document in this study), and
the terms (e.g., words within each tweet) (Blei, Ng, & Jordan, 2003; Jacobi et al., 2016).
LDA is a series of probability distributions which use the Dirilecht family of
distributions, commonly used in Bayesian statistics (Maier et al., 2018). There are two
distributions within an LDA model: 1) the latent topics’ distribution over words, and 2)
the collection of documents’ distribution over the topics (Blei, Ng, & Jordan, 2003). An
LDA model develops latent categories based on repeated word occurrence in documents.
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A major assumption of LDA is that documents are a mixture of the latent topics, so
words from one tweet may show up in multiple topics (Silge & Robinson, 2020). Much
like in multiple regression, where multiple independent variables may co-vary/interact,
and thereby better explain a dependent variable.
As noted earlier, machine-learning is a method of analysis which uses computers
to assist researchers in developing algorithms and models resulting in the generation of
predictions (Burger, 2018; Lantz, 2013). While machine-learning is a relatively numbers
driven approach, several machine learning models lend themselves to textual analysis.
This study uses a machine-learning approach, applied to text data (e.g., tweets) as a
natural language processing technique to demonstrate the possibilities machine-learning
methods offer out-of-school time researchers.
Figure 3. Latent Dirichlet Allocation1
corpus
document

terms

1

based on Maier et al., 2018
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The present study
This study explored two research questions: (1) What are the conversations and
commentary occurring on Twitter about parents, vaccines, and COVID-19? and (2) Can
machine-learning help us explore this issue, in the relatively non-traditional context of
social media? In order to develop meaningful recommendations for researchers and for
practitioners, two guiding questions were used to aid interpretation of results: (1) How
can out-of-school time professionals better equip themselves and their staff to address
parent concerns related to health and safety in OST? and (2) How can leisure and
recreation scientists use machine-learning in their own research?
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CHAPTER THREE
METHOD

Data Collection
Data were collected using the Twitter Application Programming Interface (API)
between December 14, 2020 to December 21, 2020 (See Figure 4). Consisting of 126,068
tweets, the data were collected through the use of the rtweet package v0.4.0 (Kearney,
2017) in RStudio v.1.3.1056. Any web-scrape of Twitter using the Twitter API requires
user authentication; user-authentication is an approval process through Twitter that works
to ensure privacy standards and data protection (Kearney, 2019; Twitter; 2021). Twitter
was selected as a data source due to the established evidence of conversations on Twitter
leading to “real-world” behaviors and authentic discourse regarding vaccines (Bonnevie
et al., 2020; Sinneberg et al., 2017).
Collection through the API was filtered in two ways: (1) date, as only tweets sent
within the previous seven days are available to the API and (2) keywords with Boolean
operators. The keywords utilized within this study were child OR parent OR kid, AND
vaccine OR covid OR corona, notated in R script as child OR parent OR kid (vaccine OR
covid OR corona). As a study focused on children and parents within the context of
vaccines and the COVID-19 pandemic, it was important to have both sets of Boolean
operators, to ensure that tweets collected mentioned both topic areas (Allem et al., 2018;
Dahal, Kumar & Li; 2019). Additional information was included in the raw dataset
related to user engagement such as likes, replies and retweets.
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Figure 4. Study Method (Data Flow)
Keywords

Assessed for Eligibility1
(n = 126,068)

child OR parent OR kid, AND
vaccine OR covid OR corona

using twitteR package & Twitter API

Excluded2 (n = 94, 143) as
retweets and/or duplicates.

Enrollment

Data Cleaning
(n = 31,925)
remove ASCII characters,
URLs, and line breaks
(symbols)

save only columns with relevant
data (6 variables: created at;
screen name; text; favorite count,
retweet count, retweet status

Model Training & Testing
Training
(n = 28, 327)
Random sample of
90% of the
cleaned data

Make corpus

Data Processing

LDA with
Training Data
(n = 28,327)
K (topics) = 5-30;
in increments of 5

Testing
(n = 3, 173)
Random sample of
10% of the
cleaned data

Trim DFM
(document feature matrix)

Make DFM
(document feature matrix)

•

Tokenization
• remove stopwords
• Remove extraneous
characters
Lemmatization
• Combine plural and
singular forms;
synonyms

Perplexity
Evaluate model
fit
• Calculate using
training LDA
results and
testing DTM
•

Keep 80% of the most
frequently occurring
words; occurring in at
least 10% of all
documents

Optimal K = 25
(25 topics)

Convert to
DTM
(document
term matrix)

Run Latent
Dirichlet
Allocation with
K = 25;
(n = 31,925)

The Twitter application programming interface (i.e., API) streams a random
sample of 1% of all public tweets from the last seven days, at the time of data collection
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(Dahal, Kumar & Li, 2019; Karami et al., 2018; Twitter, 2021). Researchers are impacted
by rate limits which restricted pulls (e.g., collected tweets from the web-scrape itself) to
18,000 tweets per 15 minute window (Kearney, 2017). Therefore, the tweets available for
data collection and subsequent analysis are not only limited by keywords and Boolean
operators, but also by the Twitter API process. Keywords refer to the words used as focus
points of the API, to narrow down the data available for collection (e.g., parent, child,
kid, vaccine, covid, corona). Boolean operators work as the connection points between
keywords, similar to how conjunctions work in the context of grammar. For example, a
Google search with “kids AND vaccines” would only show results that both the words
“kids” and “vaccines” were included in. Tweets that were not publicly available (e.g.,
Twitter users with private accounts) or beyond the seven day window at the time of data
collection were unable for use in the present study, as the API is unable to collect data
from outside the seven day window or private accounts.
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Figure 5. Data Collection & Immunization Authorization Timeline
December 13, 20202
ACIP issues
recommendations for
use of Pfzier COVID19 vaccine

December 7,
20201
data collection
begins

December 20, 20202
ACIP issues
recommendations for
use of Moderna
COVID-19 vaccine

December 18, 20202
FDA issues EUA for
Moderna COVID-19
vaccine

December 11, 20202
FDA issues EUA for
Pfzier COVID-19
vaccine

December
21, 20201
data
collection
ends

Acronyms
FDA: Food & Drug Administration
CDC: Center for Disease Control & Prevention
ACIP: CDC Advisory Committee on Immunization
Practices
1

see Data Collection Section; 2 CDC, 2021

As noted earlier this study’s parallel purpose is to introduce machine-learning as
an emergent method within the out-of-school-time research (Behrend & Landers, 2019;
Karamshuk et al., 2017). Machine-learning, and many quantitative analyses at large, are
often categorized as fully empirical or free from researcher bias (Birhane, 2021; Mehrabi
et al., 2019). Machine learning analysis is a series of both computer and researcher led
decisions, which ultimately shape the output. However, the decision to include the
keywords used in this study, to remove certain aspects of the data (e.g., retweets, links to
other websites, line breaks), and the multiple processing stages are all examples of
researcher-driven decisions which subsequently may affect the outcome/interpretation of
analyses (Jacobi et al., 2016).
Data Cleaning
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Prior to the analyses, the dataset went through both cleaning and processing
stages in RStudio to facilitate both usability and study reproduction, following the
recommendations of Jacobi et al. (2016) and Maier et al. (2018) (Figure 4). Complete
study data and code are available on the author’s website
(https://katiethurson.github.io/LDAvis/#topic=0&lambda=0.6&term=). Data cleaning
involved removing retweets (i.e., non-unique tweets, similar to a copy and paste or email
forward), as well as ensuring the remaining tweets were interpretable to human
researchers. ASCII (computer encoded symbols), URLs or external links, and line breaks
were also removed at this stage (see example Table 3). Due to the size of the initial
dataset (N = 126,068 tweets), data cleaning was done using RStudio on the Palmetto
Computing Cluster, to facilitate more efficient computation. All subsequent stages (i.e.,
processing and analysis) were conducted using RStudio (v.4.0.4) run on a local server
and using the Palmetto computing cluster.
Table 2. Raw and Cleaned Tweet Example
Raw Tweet
I just hope that all parents who decide to
vaccinate their kids .. also decide to give
their kid the COVID vaccine. Why pick
&amp; choose which vaccines to take now
? Ô£ø√º¬ß√Æ why not give your self
&amp; your kid the flu vaccine too ?
Ô£ø√º√¥√á why not those ?! Lol

Cleaned Tweet
I just hope that all parents who decide to
vaccinate their kids.. also decide to give
their kid the COVID vaccine. Why pick
and choose which vaccines to take
now? why not give yourself and your kid
the flu vaccine too? why not those ?! Lol

Data Processing
After data cleaning, data processing (See Figure 3) prepares the dataset for
analysis in converting the cleaned file into the different R data-storage objects used for
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LDA. This data processing and object conversion is fundamental to analysis, as
converting from a data frame, to a corpus, to a document-feature matrix, to a documentterm matrix facilitates analysis using the quanteda (v.2.1.2; Benoit et al., 2018) and
topicmodels (v.0.2.12) packages in R, as well as subsequent visualization using LDAvis
(v.0.3.2; Sievert & Shirley, 2015) packages. Imported data from the aforementioned
Twitter API search, is converted to a data frame, with the full text of all tweets still intact.
These tweets are categorized as string variables, meaning the entire phrase of each tweet
is a single unit.
There are several storage methods or objects for data within R, one of the most
common and useful being a data frame (Landers, 2018). The tweets collected using the
process described above are initially stored in a list (i.e., combination of data types in one
structure) (Landers, 2018), which is not always usable for analytic procedures involving
machine- learning. Conversion to a data frame, which is a special type of list, allows for
easy conversion to the wide range of other data storage options in RStudio, including .csv
files and document-feature matrices which will be discussed in the subsequent sections.
A random sample of the dataset was visually inspected at this stage to verify correct
structure and collection procedures, using the head() and str() functions available in the
pre-loaded utilities package within RStudio. Head() gives the first six lines of the selected
data object, and str() details the structure of the selected document, in regards to data
class, data type, and breakdown of individual variables.
Data Conversion
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Data conversion is an essential part of text analysis (Silge & Robinson, 2020),
especially when using multiple packages in RStudio. Different packages require different
data objects (i.e., structure or format), so understanding how the different formats can
work together in crucial. For this study, data processing was a five-step conversion,
including: a corpus, a document-feature matrix, a trimmed document-feature matrix, and
a document-term matrix (see Figure 3).
A corpus is a collection of texts, represented as character or string variables
(Welbers, Van Atteveldt, & Benoit, 2017). Within this study, our corpus is made up of
cleaned individual tweets (N = 31,925) and the relevant metadata saved during the
cleaning process: screen name, favorite count, retweet count, and retweet status
(i.e.,retweet or not). Each tweet was also given an identification number, from 1 to
31,925 represented in the corpus as text_1, text_2….text 31,925. This unique
identification number helped ensure that the tweets could be accounted for at each stage
of data processing. After the corpus was created from the cleaned data frame (see Figure
4) using the corpus() function in the quanteda package (v.2.1.2), the corpus was
converted to a document-feature matrix, which converts the string variables (e.g., full
tweet as a sentence) to individual words (e.g., tokens), in a process called tokenization
(Watanabe & Müller, 2020). Tokenization in combination with another processing
technique, lemmatization, are crucial for ensuring a more interpretable model (Jacobi et
al., 2016). Lemmatization groups similar words together, usually the singular and plural
forms, different tenses of a verb, or synonyms. An example of the lemmatization process
used in this study is in Table 4.
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Table 3. Lemmatization Example
Words Prior to Lemmatization
baby, babys, babies, infant, infants
government, govt
kid, kids, child, childs, children

Lemmatized Form
baby
government
child

A document-feature matrix uses a corpus object (from step 1; see Figure 2) to
create a sparse matrix in which rows are documents (e.g., tweets); columns are terms
(e.g., individual words), and cells represent how many times each term appeared within
each document (Benoit et al., 2018; Welbers, Van Atteveldt, & Benoit, 2017). A sparse
matrix refers to a matrix that is mostly composed of zeros (Maechler, 2008). As it is
unlikely for all tweets to share the same or even most of the same words, the documentfeature matrix created from our corpus in step 1 is sparse.
A trimmed document-feature matrix limits the amount of features (e.g., words),
using minimum and maximum term and document frequencies calculated with the
dfm_trim() function in quanteda (v.2.1.2). The limits for trimmed DFM vary, and this
study set a minimum term frequency of 80% and a maximum document frequent of 10%;
keeping terms that occurring in at least 80% of the entire corpus, in less than 10% of all
the documents. This allows the subsequent analysis to focus on representative, but
distinct features (Watanabe & Müller, 2020). A document-term matrix (i.e., DTM) uses
the same structure of DFM, but terms can only be one word, whereas in a DFM a feature
could be set to more than one word (e.g., first and last names). Converting the trimmed
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DFM to the DTM was necessary in order to run the LDA model in the topicmodels
(v.0.212) using the LDA() function.

Analyses
Model Parameters
LDA requires parameters to be set prior to analysis, namely α, β, and K. In LDA,
α deals primarily with the distribution of topics within documents; limiting the number of
topics a document can contain (Jacobi, van Atteveldt, & Welbers, 2016). K refers to the
number of topics a model contains, is set apriori (Maier et al., 2018), and then evaluated.
The α is typically estimated at 50/K, and defaults to this estimation in the topicmodels
(v.0.2.12) package (Grün & Hornik, 2021). The β is the topic distribution over each word
(Maier et al., 2018), and defaults to an estimation of 1/K in the topicmodels (v.0.2.12)
package (Grün & Hornik, 2021). The method to be used to fit the subsequent model is
also specified within the the topicmodels (v.0.2.12) package (Grün & Hornik, 2021), as
either variational expectation-maximization (i.e., VEM) or Gibbs sampling technique
(Griffiths & Steyvers, 2004) for a Bayesian estimation (Grün & Hornik, 2011).
Model Training and Testing
Machine-learning, and Latent Dirichlet Allocation more specifically, are Bayesian
approaches, using a process of training and testing models in order to reach better
conclusions (Blei, Ng & Jordan, 2003). Logistically, this requires splitting the dataset into
a training sample and testing sample. The two sample groups were randomly assigned to
reduce potential biases and misinterpretation. Training the model (e.g., the LDA) on a
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sample of 90% percent of the data (Maier et al., 2018) allows us to optimize the output on
a large portion of the data. Testing the output of the LDA performed on training data
(e.g., 90% sample) with data that has been reserved for model testing (e.g., testing data;
10% of overall cleaned sample) allows us to evaluate model fit. In LDA, model fit is
evaluated using a measure called perplexity.
Perplexity
Perplexity is a measure of goodness of fit (Blei, Ng & Jordan, 2003); comparable
to an R2 in linear regression (Jacobi, van Atteveldt & Welbers, 2016). More specifically,
an R2 is a metric that determines the percent of variance explained by the predictors
variables in a dependent variable [e.g., R2 = .85 indicates 85% of variance is explained by
the independent variable(s) with 15% unexplained]. Held-out likelihood refers to the
Bayesian foundations of the perplexity measure, as the trained (i.e., fitted) model is used
in comparison with data that has been “held-out” (e.g., 10% sample versus 90% sample).
Generally, the lower the perplexity score, the better the goodness of fit (Jacobi, van
Atteveldt & Welbers, 2016). The lower perplexity score corresponds to a specific K (e.g.,
number of topics), indicating the optimal number of topics for the model. The LDA is
then run again on the full dataset (e.g., testing and training data together), with the value
of K set to determine the optimal number of topics.
Model Interpretation
While all of these parameters do involve researcher decisions, model
interpretation is place in which the researcher becomes more involved in the process.
Topics can be named and further categorized based on the researcher’s interpretation of
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the top terms occurring in each topic, based on the β (e.g., topic probability distribution
per word) (Blei, Ng, & Jordan, 2003; Jacobi, van Atteveldt & Welbers, 2016). However,
this frequency based approach can make interpretation difficult, as terms can appear
across multiple topics (Sievert & Shirley, 2014).
Relevance
To address the limitation of a purely frequency based approach, the relevance
metric, reorders the top terms for each topic based on overall corpus frequency (Maier et
al., 2018; Sievert & Shirley, 2014). For instance, the keywords used in this study meant
that all tweets must include one word in at least each of the two categories: Category (1)
child, kid, parent and Category(2) vaccine, covid, corona. By the nature of the sampling
strategy, these words occur frequently throughout the entire corpus. Interpreting the
topics based only on the top words specified without incorporating overall frequency
within the entire corpus, may make interpretation difficult as dissimilar topics appear
similar.
Relevance is set using ! as a weighting parameter set between 0 and 1, and
optimized at 0.6 (Sievert & Shirley, 2014). When ! is set to 1, the top words reflect the
standard probability, while when ! = 0, the top words are the most specific words to that
topic (e.g., occurring less frequently in the rest of the corpus) (Maier et al., 2018; Sievert
& Shirley, 2014). The use of the visualization package LDAvis (v.0.3.2) aids in
interpretation, not only in the use of the relevance metric to identify top words more
specific to each topic, but also in visualizing the distribution of top terms across the entire
corpus.
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CHAPTER FOUR
RESULTS & DISCUSSION

In order to develop recommendations for researchers and practitioners in a
coherent fashion, the results and discussion of this study are presented together in an
integrated fashion. As an exploratory study with two research questions: (1) What are the
conversations and commentary occurring on Twitter about parents, vaccines and COVID19 and (2) Can machine-learning help us explore this issue of vaccine hesitancy, in the
relatively non-traditional context of social media? Thus, an integrated results and
discussion section aids in study interpretation and implications. Specifically, the results
of the LDA model (perplexity and most relevant terms) are presented, followed by a
discussion separated into two parts: recommendations for practice and recommendations
for research. Study limitations and overall challenges are discussed as part of challenges
with research at the frontier.
This study explored the commentaries and conversations occurring on Twitter
about parents, vaccines, and COVID-19 using a method somewhat novel within the
leisure and OST sciences: machine-learning. Machine-learning, specifically Latent
Dirichlet Allocation, was used to explore a large dataset (n = 31,925 tweets) collected
during a key point in the COVID-19 pandemic: federal emergency authorizations of two
major vaccines (See Figure 4). 25 latent topics identified by the model were further
sorted into seven categories: Government, Feelings, School, Public health, Christmas,
Risk & Safety, and Parents & Families for additional interpretability (Table 5). The main
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challenge with unsupervised machine-learning is interpretability, as the theoretical
success of a machine-learning model is not necessarily indicative of applied knowledge
or understanding. Put simply, the model can “work” but mean very little when attempting
to distinguish interpretable topics.
This study was able to explore the commentaries and conversations occurring on
Twitter about parenting, vaccines, and COVID-19 by using web-scraped data. The use of
a web-scrape as the method of data collection led to a large dataset, which led researchers
to incorporate methods of analysis most appropriate for this kind of exploratory research:
machine-learning. The specific machine-learning model used, LDA, is a Bayesian
approach, using randomly sampled training data to optimize the model, followed by a test
of model fit using data randomly reserved for that purpose. Interpretation of a Bayesian
model leads to more Bayesian inferences; the more we learned in order to explore results,
the more we realized how different a machine-learning model different from other forms
of textual analysis.
The use of keywords during data collection meant that every tweet available for
use towards further analysis included at least one of each set of keywords (e.g., parent,
child, kid; covid, corona, vaccine). While this helped to ensure coherence across the
entire dataset, it also resulted in words which were closely aligned to the topic (e.g.,
parent, child, kid; covid, corona, vaccine) that occurred so frequently throughout the
dataset they were not relevant to specific topics for model interpretation. Logistically,
these words occurred so frequently across the entire dataset that topics characterized by
any of the keywords would not have resulted in interpretable findings. Therefore, the
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latent topics identified through the LDA may be interpreted as topics which exist under
these larger categories assumed by the use of the keywords. More interpretation research
regarding LDA using social media data in OST and leisure sciences is needed, as this
study served as the beginning, not the end, of machine-learning in these fields.
Perplexity Results
Perplexity was calculated using the perplexity() function in the topicmodels
package (v. 0.2-12). Models at K = 5, K =10, K =15, K = 20, K = 25, and K = 30 were
evaluated, using the test data (n = 3,193) that had been randomly assigned and reserved
for comparison. Both datasets underwent the same cleaning procedures prior to
tokenization and lemmatization, and were subject to the same control methods when
creating the data objects needed to perform LDA. In using the testing data (n = 3,193) to
calculate the perplexity of the three fitted models, we were able to evaluate how well the
fitted model is able to generate predictions using new or held-out data (Maier et al.,
2018).The lowest perplexity score was at 25 topics (see Figure 5), so K = 25 was selected
for further analysis using the full dataset (Blei, Ng & Jordan, 2003).
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Figure 6. Perplexity Graph

Most Relevant Terms
As anticipated, the LDA model with K = 25 resulted in 25 topics. For
interpretability, topics were manually grouped together, taking the top relevant terms into
account (see Table 4). The LDAvis package, specifically the interactive visualization,
assisted in this process as topics were able to be explored beyond a table of the top 5
words (Appendix A). A range of topics were identified, and further explored using the
kwic() function(i.e., keyword in context), from the quanteda package (Benoit et al.,
2018), and sorted into 7 categories. This approach resulted in identifying representative
tweets from the cleaned dataset, containing top relevant terms from the topics identified
with the selected LDA model.
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Table 4. Topics with most relevant terms
Category
Topic
Government
1: Relief Needed
2: Trump

Most relevant words
care, relief, families, workers, food
trump, realdonaldtrump, white, man,
god
support, hope, rise, share, economy
deal, closed, big, time, small
work, due, job, time, single
government, public, poverty, years,
lives
good, day, feel, bad, make
great, play, making, real, left
put, lot, things, talking, poor

3: Support Seeking
7: Economic Impact
8: Jobs
13: Poverty
Feelings

School
Public Health

Christmas
Risk & Safety
Parents &
Family

4: Mixed Emotions
19: Positive
20: Negative
Communication
23: Upset
6: Teachers & Students
24: Masks
9: Abuse
5: Symptoms
12: Pregnancy
17: Vaccine History
15: Patient Care
18: Health Issues
14: Christmas Cheer
25: Santa Worries
11: Safety Concerns
16: Risk of Spread
21: Long-Term Effects
10: Fathers & Sons

fuck, sick, give, gonna, won
teacher, student, learning, person, part
year, mask, wear, masks, primary
die, abuse, rate, community, number
positive, tested, case, symptoms, case
woman, baby, age, pregnant, pfzier
polio, anti, remember, doctor, disease
live, medical, line, heart, patients
health, life, issues, early, immune
home, christmas, safe, stay, love
worry, santa, are, worried, restrictions
safety, important, learn, call, visit
risk, young, spread, stop, virus
long, world, social, effects, term
back, dad, son, lost, friend

22: Mothers

family, mom, flu, court, test

This process is where a social science perspective becomes more valuable than
computational technique, in order to take initial model output (e.g., list of topics with top
5 words) and interpret it to answer our research questions. From exploring the
visualizations of each topic in this category, and looking at representative tweets,
recommendations were developed to address the issues raised from the topics, in two
parts: recommendations for practice (e.g., evaluation of conversations and commentary
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occurring on Twitter about parents, vaccines, and COVID-19) and recommendations for
research (e.g., evaluation of machine-learning).
Some users spoke to their concerns about overall health and wellness, from both a
maternal health and pediatric perspective (Public Health category; Table 6). Vaccine
safety and parenting concerns, specifically thoughts regarding vaccine safety for children,
as well as the risks associated with in-person education were evident across topics,
concentrated in the Risk & Safety category (Table 7). The influence of the period during
which data were collected was also evident, as users expressed concerns related to
holiday celebrations, from Santa Claus’ visits during a pandemic to lamentation regarding
the loss of previous tradition (Christmas category; Table 11). Other concerns related to
the difficulties COVID-19 caused families were also present (Parents & Families
category; Table 8). The Parent & Families category is an excellent example of one of the
important considerations to keep in mind when using an unsupervised machine-learning
model like LDA: identical words may not be used the same way across the dataset (Table
8; second tweet).
Recommendations for Practice
As instant communication has become more normative, camp directors and
administrators have reported increasing struggles to maintain a balance between customer
service and program presence (Henderson, 2007; Kingery et al., 2014). A brief phone call
or email from the parent of a first time camper could be expected by an administrator, but
daily messages followed by comments on the camp’s Facebook photo album may be
excessive (Garst, Gagnon & Bennett, 2016). The idea of no news is good news has been
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phased out, and camp administrators report the consequences of constant contact as
communication channels frequently overwhelm their time. Therefore, the interpretation
of the School, Public Health, Risk & Safety, and Parent & Families categories was
structured around communication recommendations for OST professionals, particularly
camp directors gearing up for summer programming during the COVID-19 pandemic,
School
The School category includes three of the latent topics identified in the LDA (K =
25), characterized initially by the top relevant words in Table 5. Terms associated with
this category ranged from teacher and student, to abuse and masks, reflecting concerns
related to those most involved in education (e.g., teachers and students) and the concerns
associated with education during a pandemic, specifically mask usage and lack of abuse
prevention due to the lack of in-person education.
Table 5. School Category Representative Tweet
@GovInslee Zero kids in OR and WA have died of covid. Death by suicide is 120x
more likely to happen to a kid than death by seasonal influenzas. Zero educators in WA
have died of covid. Average age of teacher is 40. No one will die! #openourschools
Why would the parents of my mother's student - who felt sick last week - wait FOUR
DAYS to tell her (and the school) the kid tested POSITIVE for Covid It feels like the
scene in every zombie movie when the bitten person goes "I'm fine, I'm totally not
bitten" #StayHomeSaveLives
Education during the pandemic received varied responses, as some focused on the
lack of training educators received in the transition to online education (ElSaheli-Elhage,
2021), while others were concerned about students’ minimal access to social services and
the associated consequences (Lancker & Parolin, 2020). Mental health, suicide rates in
particular, was also a continued concern (Reger, Stanley, & Joiner, 2020), as healthcare
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workers worried about the convergence of conditions all typically associated with higher
suicide rates (e.g., growth of unemployment, political turmoil, health crises). Some
campers may have been fully in-person all school year, while some were fully online.
How will their needs differ at camp in this context, and what can camps do to prepare?
OST professionals should allocate time, energy, staff, and funding to additional mental
health resources. The American Camp Association, along with the American Academy of
Pediatrics, has developed resources for this issue, available on the ACA’s COVID-19
resource website.
Public Health
The Public category includes five of the latent topics identified in the LDA,
characterized initially by the top relevant words in Table 5. Terms associated with this
category ranged from “pregnancy” and “women” to “polio” and “doctor,” reflective of
the diverse range of concerns from parents regarding the COVID-19 pandemic.
Table 6. Public Health Category Representative Tweet
COVID-19: Pregnant women allowed partner at birth under new coronavirus rules.
This is how sheep like we have become. ‘Allowed’? Fuck off! You’d need to fight me
to stop me being at the birth of my child!
@savagebabs1 @KareemFoster79 @DanRather do you realize that it usually takes a
bit of time for babies to show symptoms of autism after being born? Stop acting like a
vaccine causes autism. go talk to people who lived through smallpox or polio. all of
these diseases are vaccinated for a reason. protect your child.
As noted previously, the COVID-19 pandemic exacerbated existing health
disparities, felt not only by those contracting COVID-19 but by others suffering from a
clinic closures and difficulties of telehealth, including pregnant women (Bruno,
Shalowitz, & Arora, 2021). Support during labor and delivery (e.g., partner in the room)
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is associated with better perinatal outcomes (Bruno, Shalowitz, & Arora, 2021), and lack
of support due to COVID-19 procedures (e.g., partner not allowed in the delivery room)
was not well-received by the public. The initial COVID-19 vaccine trials did not include
pregnant women, and fueled concerns that the vaccines were not safe for this population
(Farrell, Michie, & Pope, 2020). Health concerns related to COVID-19 and vaccines vary
greatly, and it is crucial that OST professionals are equipped with a variety of responses
to these concerns. OST professionals should make a plan on how they are going to
communicate their new COVID policies and procedures to parents, and then develop
responses for their staff to use when talking with parents.
Risk & Safety
The Risk & Safety category includes three of the latent topics identified in the
LDA, characterized initially by the top relevant words in Table 5. Terms associated with
this category ranged from “safety” and “risk” to “worry” and “virus.”
Table 7. Risk & Safety Category Representative Tweet
Nothing like sacrificing your precious child to a vaccine with NO safety data for
pregnant, breastfeeding mothers or for rapidly growing children. Sure hope he’s not
harmed
@SkyNews @RachelReevesMP I’m a single parent dad and I would rather b at home
with my kids then put them at risk in school which every week u here a new case of
Covid. Only parents that seem 2 want to put the kids in school are the 1s that don’t
want to stop working or don’t want 2 b stuck at home wiv them.
This category reiterated concerns in both the Schools and the Parents & Families
category, from language reflecting vaccine-hesitancy (Estep & Greenberg, 2020) as well
as associated risks in returning to in-person education (ElSaheli-Elhage, 2021). This
category is an excellent example of the connectivity between topics in an LDA model, as
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terms are not mutually exclusive to individual topics. From a risk mitigation perspective,
explored in our risk & safety category, OST professionals should consider: What is your
program’s immunization policy management strategy? Who is checking forms, or
attestations? Or do you have a policy to begin with? Policies are not the same as
procedures, and the logistics of public health at camp can be very complicated. Policy
management is key to public health and safety in OST programs.
Parents & Families
The Parent & Families category includes two of the latent topics identified in the
LDA, characterized initially by the top relevant words in Table 5. Terms associated with
this category ranged from “family” and “mom” to “son” and “court.”
Table 8. Parents & Families Category Representative Tweet
My abuser owes nearly $16k to my children. Stopped paying 1.5 yrs ago...but state
retirement he receives still sends his money, but has refused to cooperate with the child
support office & court order & take CS out of his retirement. Covid cancelled our
court date in March.
@Canadabuster @JustinTrudeau Yeah cause Justin time-travelled back to August and
renegotiated the vaccine deals because Erin criticized him on Twitter three days ago.
Did your mom drop you on your head as a kid?
The Parent & Families category reflected concerns shared with other studies
focused on the effects of the COVID-19 pandemic on families; exacerbating issues
associated with single parent homes and the difficulties in work-life balance (Fisher et al.,
2020). Spouses planning on divorcing were unable to do so, leaving their families in a
holding pattern (Lebow, 2020). Even when court proceedings were able to be held in an
online format, the resources required to do so were often lacking and further disrupted the
process (Baldwin, Eassey, & Brooke, 2020). Humor was also present, in keeping with
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studies associating humor as a coping mechanism during the COVID-19 (Bischetti,
Canal, & Bambini, 2020), as people sought stimulation from online spaces for their daily
interactions (Barnes et al., 2021). From the parents & families category, OST programs
should look into how their scholarship funds are currently allocated, in addition to
planning a communication strategy when faced with “dark humor”, and how staff should
address it.
Recommendations for Research
The use of Twitter as a data source complicated the process of training the LDA
model, as tweets are not edited by a publishing company like a book or article would be,
or accompanied with additional clarifications regarding their meaning. Twitter data is
messy, both in its raw form as incomplete sentences with grammatical errors and
misspelling, as well as the use of slang and other characteristics specific to social media
(e.g., the @ symbol noting a reply to another user, or # followed by words which may or
may not relate to the tweet’s overall message). While this messiness did result in several
stages of data cleaning and data processing (Figure 4), it also indicates the authenticity of
the data. Opinions, jokes, complaints, and debates regarding parents, children, vaccines,
and COVID-19 all indicate how multidimensional these issues are. Some users focused
on the actions or inactions of politicians to curb the pandemic (Government category;
Table 6), while others detailed the difficulty of holidays amidst a pandemic (Christmas
category; Table 8). While the three categories below (Government, Feelings, and
Christmas) did not aid in an exploration of conversations and commentary about parents,
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vaccines, and COVID-19, they do help illustrate the complexity of a machine-learning
approach, specifically data management and interdisciplinary challenges.
Government
The Government category includes six of the latent topics identified in the LDA
characterized initially by the top relevant words in Table 5. Terms associated with this
category ranged from “realdonaldtrump” (i.e., former US president Donald Trump’s
personal Twitter username) to concerns related to economic relief and job security.
Table 9. Government Category Representative Tweets
It isnt the dems who want YOU to be free an in charge of your own life no that is
Trump. IT WASNT THE DEMS WHO SIGNED AN E.O. TO STOP CHILD
TRAFFIKING IT WAS TRUMP. It wasnt the dems who wanted to give you a check
for covid cuz they held it up but Trump wanted to. Its not the (tweet ends)
@FLOTUS @ToysForTotsUSA @USMC @JBABdc Your husband pulled food,
housing subsidies. Let COVID run rampant, costing millions their jobs & lets
McConnell delay any relief. GOP is the reason there are so many needy children. Just
go away.
In the United States, the COVID-19 pandemic continued to strengthen the
political, partisan divide (Druckman et al., 2020) as Republican (e.g., GOP) and former
President Trump’s approval ratings and election support suffered (Warshaw, Vavreck, &
Baxter-King, 2020). Regions with more deaths from COVID-19 were less likely to
support Republicans in upcoming elections (Warshaw, Vavreck, & Baxter-King), though
it is important to note that larger, urban cities are typically more left-leaning. COVID-19
relief and unemployment was also an intensely politicized conversation in the United
States, demonstrating the divide between those able to work from home and those unable
to do so, which typically reflected higher versus lower education and overall income,
respectively (Blustein et al., 2020).
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As recreation and leisure scientists exploring a novel method through a vaccine
hesitancy lens, this category did not aid in an understanding of conversations and
commentary occurring on Twitter about parents, vaccines, and COVID-19. However, the
Government category did present issues relevant to the study from a methods perspective.
Namely, how do recreation and leisure scientists integrate the politicization of leisure into
their study design? More work is needed in order to understand the role of politics and
governmental agencies role in digital leisure spaces, and how that may change the nature
of the online space.
Feelings
The Feelings category includes four of the latent topics identified in the LDA
characterized initially by the top relevant words in Table 5. Terms associated with this
category ranged from “good” and “great”, to “fuck” and “bad”, indicating the range of
emotions associated the cleaned dataset of tweets related to the COVID-19 pandemic,
children, and parents.
Table 10. Feelings Category Representative Tweet
I’m not taking no vaccine and neither is my child. Fuck1 these pharmaceutical
companies.
@FortyYoung @MarkChangizi My kid had tumor surgery postponed 6+ months —
it’s unlikely to be cancer and we’re good, but others haven’t been that lucky.
Happened all around the world to millions. The people who decided to deny care due
to Covid restrictions are genocidal sociopaths.
1

The term “fuck” was not modified for presentation in text in order to preserve the tweet in it’s original
form.

In other studies exploring mental and emotional health during the pandemic,
anger was associated with increased dissemination of misinformation (Han, Cha, & Lee,
2020), as individuals faced frustration and resentment towards the long-term effects of
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COVID-19 on social and political environments. As such, medical practitioners were
urged to monitor mental health of routine patients, both during and post-pandemic
(Pffefferbaum & North, 2020). Routine care can suffer during other health crises (e.g., a
global pandemic), as hospitals and clinics reallocate resources (Chudasama et al., 2020)
to combat the crisis, causing some patients long periods of rescheduling. The challenge of
veracity in regard to data management is evident here, as curse words and other
incendiary language is particularly visible in this category. The dataset has already been
cleaned, trimmed, and processed (see Figure 4), and removing curse words may diminish
the authenticity of the cleaned dataset. More work is needed regarding the logistics of
cleaning and processing social media data.
Christmas
The Christmas category includes two of the latent topics identified in the LDA,
characterized initially by the top relevant words in Table 5. Terms associated with this
category ranged from “Christmas” and “santa” to “worry” and “restrictions.” The
appearance of two latent topics related to Christmas is not surprising when you consider
the time of data collection (see Figure 4). This category speaks the most to the concerns
of children, evident in the following tweet that contains relevant keywords from the
topics in this category. This user speaks about the end of the term (e.g., academic
semester) and the concerns of children related to holiday celebrations during the COVID19 pandemic.
As illustrated in Table 10, the concerns raised by Twitter users in our dataset
mirrored both broader research concerns (i.e., Boccia, 2020) regarding restrictions on
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travel and family gatherings, concerns regarding tourism and travel (Grydehoj et al.,
2020), and the need to persist as a family despite the fatigue associated with lockdowns
and social isolation (Reicher & Drury, 2021).
Table 11. Christmas Category Representative Tweet
In case you’re wondering how the end of term is going, I’m in bits listening to the kids
speaking to Santa with @NickyAACampbell and @rachelburden on R5. Their
questions for Santa: When will coronavirus end, and can you give an extra present to
children who lost a parent to Covid?
Please God get us to Friday so I can get my kid out of school. The covid anxiety is too
much. We were supposed to be going on a massive two week sunny vacation this
Christmas. Now just looking forward to staying in and getting to know our new games
and puzzles.
Methods-wise, social media data is messy. Even with keywords, we got a lot of
other “stuff,” from curse words to Christmas wishes. This is why model interpretation is
the beginning, not conclusion to LDA (Blei, Ng, & Jordan, 2003), particularly for social
scientists. In many studies utilizing LDA for data analysis, model interpretation includes
perplexity evaluation and top-terms, concluding in an conversation regarding whether or
not the model was able to identify interpretable topics (see Allem et al., 2018; Dahal et
al., 2019; Jacobi et al., 2016; Maier et al., 2018). While this is not terribly surprising
given the exploratory nature of LDA, it does leave social scientists somewhat unfulfilled.
Prior to data collection, we investigated the topic areas surrounding the selected
keywords: parenting styles, vaccine-hesitancy, and COVID-19, following a similar
process used in traditional experimental design. This prior investigation did inform our
interpretation of the LDA, but assigning topics into categories a priori did not serve the
data or research question well. More work is needed regarding LDA interpretation, and
the implications of such interpretation, within the social sciences.
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Research at the frontier: Limitations, challenges, and future directions
As noted previously, interpretation can prove difficult after running an LDA
model even after calculating perplexity and establishing an optimal value for K (see
Figure 5). The other model parameters (α and β) also influence output of the model in
terms of probability distribution across topics and terms, and while usually estimated
using the default estimations in the topicmodels package (Grün & Hornik, 2011), both
parameters can be fixed prior to analysis (Jacobi et al., 2015). While an optimal value for
the number of topics (K) was established for this study, the calculation of perplexity still
involved decision-making by the researchers, to run training models with a range of K
values to use for the perplexity evaluation. !, used to as a weighting parameter to aid in
interpreting the most relevant terms for each topic, is also a scalable parameter (e.g., 0 to
1 scale). Sievert and Shirely (2015) and others (Maier et al., 2018) optimized ! at 0.6, but
interpretation is still possible with a different ! value, with additional language regarding
why the value was set lower (e.g., to identify more unique, relevant words) or higher
(e.g., to identify words more likely to be shared across the entire dataset).
In addition to parameter estimation challenges, data cleaning and processing
resulted in several interesting situations, in which the researchers were the mechanism
used to decide what to keep or what to remove. For example, during the model training
phase (See Figure 3) several words continued to show up within the top 30 most relevant
terms for a topic, but were seemingly nonsense (e.g., “goibibo” and “ik4ea9l4kr”).
Instead of taking a more conservative approach and removing the terms from the cleaned
dataset, we were able to use both R and the original data saved as a spreadsheet, to trace
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where these terms came from. All tweets within the dataset were publicly available
through the Twitter API, and using the full tweet containing “goibibo” and “ik4ea9l4kr,”
we were able to make sense of what appeared to be a misspelling. Goibibo is an Indian
airline and hotel reservation website, and “ik4ea9l4kr” corresponds to a specific
reservation identification code. Customers used Twitter to communicate with the travel
company after COVID-19 cancelled their travel plans. To aid in model interpretation,
“ik4ea9l4kr” was removed but “goibibo” was kept and was one of the top 30 terms for
Topic 9 (See Appendix A).
In a similar manner, “bong” and “jae” were identified as top terms during model
training and were lemmatized to “jaehyun” after deeper investigation. Bong Jae-Hyun is
a Korean musician (e.g., K-pop) star who tested positive for COVID-19 in December,
which led to an outpouring of support across social media of fans offering wishes for a
speedy recovery. Jaehyun’s positive COVID-19 test resulted in his entire music group’s
quarantine, and fueled concerns about a COVID-19 cluster in the K-pop industry. While
it may seem like a specific situation unable to be applied to a general audience, the
reoccurrence of Jaehyun’s name offers a poignant example of how different audiences
contextualized the COVID-19 pandemic. While other users expressed worries about
school closures or Christmas plans, others exhibited concern after K-pop star they liked
contract COVID-19. These concerns about Jaehyun’s wellbeing exemplify famous actors
and musicians who tested positive for COVID-19 led to conversations about the
pandemic on social media, as the effects of COVID-19 were fault across different sectors
and audiences.
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Survey research about parenting is also fairly homogenous, with samples
generally comprised of white, college-aged female students and/or their white, collegeeducated mothers, in addition to issues regarding sub-optimal (e.g., small) sample size
(Cui et al., 2019a; 2019b). In 2019, Twitter had over 31 million monetizable daily active
users in the United States (Twitter Annual Report, 2019). Monetizable Daily Active
Users (mDAU) is a metric used by Twitter to more accurately reflect their active users; it
represents users who are active daily on the platform that can be shown advertisements.
While the dataset used in this study did not total 31 million users, it included over
120,000 tweets (prior to data cleaning procedures; see Figure 3) exhibiting characteristics
and content of issues beyond a program or specific location (e.g., an individual program,
or state and region).
The COVID-19 pandemic has exacerbated health disparities in the United States,
as Black and Hispanic individuals are more than four times as likely to require
hospitalizations because of COVID-19 (Callaghan et al., 2020; Wortham et al., 2020).
Racial discrimination, governmental distrust, and lack of culturally appropriate resources
and medical providers are all factors of vaccine hesitancy (Ford & Airhihenbuwa, 2010;
Quinn et al., 2017). Hinman & McKinley (2015) admonished that immunizations could
be fundamental in establishing health equity, but vaccine hesitancy continues to grow
(Estep & Greenberg, 2020; Lu et al., 2015). In using social media data, we have the
opportunity to incorporate communities and contexts typically under-represented in outof-school time research.
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Conclusion
Addressing twenty-first century issues requires twenty-first century skills.
Research on emergent issues needs not only topical expertise, but additional
competencies in communication, computer science, digital technologies, and cultural
studies. Emergent issues may span multiple disciplines, lived experiences, and
environments, and a machine-learning approach helps to continue providing research that
serves our communities best in a changing landscape. Transdisciplinary research, or
research that combines knowledge from multiple sources, sectors, and experiences (Wada
et al., 2021) embodies both the successes and shortcomings of this study. Machinelearning offers social scientists a critical capacity to explore concerns and commentaries
occurring on social media, web-based platforms, large datasets, and more. A machinelearning approach affects not only data analysis but study design and development, as
researchers utilize testing and training data to better infer results indicative of the
problem in its entirety. As with any worthwhile research study, we are left with more
questions than answers, and we look forward to exploring these questions further through
a machine-learning approach to transdisciplinary research.
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APPENDICES

64

Appendix A
Selected LDA Visualizations

Figure A-1: LDA model visualization with topic 2 (in Government Category) selected
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Figure A-2: LDA model visualization with topic 23 (in Feelings Category) selected
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Figure A-3: LDA model visualization with topic 6 (in School Category) selected
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Figure A-4: LDA model visualization with topic 14 (in Christmas Category) selected
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Figure A-5: LDA model visualization with topic 11 (in Risk & Safety Category) selected
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Figure A-6: LDA model visualization with topic 12 (in Public Health Category) selected
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Figure A-7: LDA model visualization with topic 22 (in Parents & Families Category) selected
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