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SEZNAM UPORABLJENIH KRATIC 
 
kratica slovenski opis angleški opis 
AR ali OR Obogatena (nadgrajena) resničnost Augmented Reality 
VR Virtualna (navidezna) resničnost Virtual Reality 
GPL Splošna javna licenca General Public Licence 
UI Uporabniški vmesnik User interface 
SDK Paket za razvijalce Software Development Kit 
GPU Enota za grafično procesiranje Graphics Processing Unit 
API Vmesnik za programiranje aplikacij Application programming interface 
2D Dvodimenzionalno Twodimensional  
3D Tridimenzionalno Threedimensional 
GNU Javna brezplačna licenca General Public Licence 
fps Sličice na sekundo Frames per second 
CES Predstavitev potrošniške elektronike Consumer Electronic Show 








V diplomski nalogi sem želel na praktičnem primeru predstaviti možnosti uporabe obogatene 
resničnosti s pomočjo sodobnih mobilnih naprav. O obogateni resničnosti (OR) govorimo, ko z 
napravami, kot so pametni telefoni, tablice ter pametna očala, dodajamo virtualne objekte v resnični 
svet in je oboje skupaj vidno na ekranu.  
V teoretičnem delu diplomske naloge sem opisal zgodovino virtualne resničnosti (VR) in njeno 
tehnološko osnovo. Primerjal sem razlike med virtualno in obogateno resničnostjo in opisal 
programe, ki sem jih uporabljal v praktičnem delu. Naredil sem pregled delovanja programov ter jih 
na splošno opisal (čas nastanka, avtor, skupnost uporabnikov itd.).  
V praktičnem delu sem izdelal aplikacijo za tablice, ki poveže virtualne 3D modele z realnim okoljem. 
Modele aktiviramo (vklopimo animacijo) s pritiskom na virtualni gumb, kar v praksi pomeni premik 
roke pred zaslonom mobilne naprave čez določeno površino na slikovni tarči. Uporabil sem programe 
Blender, Unity in Vuforia. Opis praktičnega dela vsebuje opise uporabljene strojne in programske 
opreme, postopke za izdelavo 3D modelov in animacijo le-teh ter integracijo 3D modelov v 














In this thesis I wanted to present the possibilities of using augmented reality by means of modern 
mobile devices. Augmented Reality (AR) is when mobile devices (smartphones, tablets, smart glasses 
etc.) are used to add virtual matter to the real world which is visible on the screen. On a case study I 
tried to demonstrate the ability to link the virtual and the real world, and to find the usefulness of 
such solutions in practice. 
In the theoretical part I described the history of virtual reality (VR) and the path to augmented 
reality. I compared the differences between virtual and augmented reality and described the 
programs that I have used in practical work. I did a review of how programs look and operate and did 
a general description (when they are incurred, which company made them, about their community). 
In the practical part I have created an application for tablets, positioning 3D designs in real 
environment. By moving hands over a certain area (virtual buttons) on the target image we can 
switch models and start animation. In my work I used Blender, Unity and Vuforia programs. At the 
beginning of the practical part, I described the hardware and software applied. Then I described the 
procedures for making 3D models and animations of these models as well as the integration of 3D 
models in augmented reality, virtual programming buttons and application export to the tablet.  
 
 





»Navidezna ali virtualna resničnost (VR) je oblika računalniške simulacije, pri kateri ima udeleženec 
občutek, da se nahaja v umetnem okolju. Udeleženec si okolje ogleduje skozi dva drobna v vizir 
vgrajena televizijska zaslona (za vsako oko eden). Senzorji zaznajo premike udeleženčeve glave ali 
telesa, kar povzroči spremembo navideznega položaja gledanja. Udeleženec lahko nosi podatkovne 
rokavice (datagloves). To so rokavice, opremljene s senzorji, kar uporabniku omogoča navidezno 
pobiranje in premikanje predmetov v simuliranem okolju. Tehnologija je še v razvoju, toda vsi 
pričakujejo, da bo doživela široko uporabo, na primer pri vojaškem in kirurškem urjenju, arhitekturi in 
domači zabavi« [1]. 
Obogatena resničnost (angl. Augmented Reality – AR, krajše OR) je integracija digitalnih informacij v 
video realnega okolja. Obogatena resničnost je tudi z akademskega vidika vedno bolj priljubljeno 
tehnološko področje, ki sta ga do sedaj omejevali predvsem programska in strojna oprema. S 
prihodom pametnih telefonov (angl. Smartphone), Googlovih očal (angl. Google glasses), Kinect in 
podobnih pripomočkov je celotni razvoj obogatene resničnosti dobil nov zagon. Vse navedene rešitve 
uporabljajo filozofijo dodajanja meta podatkov iz baz v oblakih v realne video posnetke. 
Namen te diplomske naloge je prikazati, na kakšen način je možno z uporabo specializiranih 
programov za obdelavo 3D objektov in uporabo principov obogatene resničnosti ter virtualnih 
gumbov, ki se pojavljajo na videih v realnem času, spreminjati   lastnosti 3D animiranega modela. 
Istočasno je cilj ugotoviti, v kakšne namene bi pridobljeni rezultati prispevali k lažji uporabi 
obogatene resničnosti v praksi. 
V nalogi so opisani vsi postopki pri ustvarjanju obogatene resničnosti, predstavljene pa so tudi 
uporabljene programske rešitve.  
Za uspešno izdelavo programskih rešitev je bilo treba najprej najti najprimerjnejše orodje za izdelavo 
3D modela. Iz množice programskih rešitev *2+ sem se odločil za orodje Blender, ker ima najboljše 
razmerje med kakovostjo in ceno. Podobna odločitev je bila pri izbiri gonilnika za igre, s katerim sem 
povezal obogateno resničnost s 3D modelom *3]. Odločil sem se za program Unity. To je bila dobra 
odločitev, saj se je v času izdelave moje diplomske naloge program Unity obogatil z dodatnimi 
brezplačnimi nadgradnjami. Za Unity sem se odločil tudi zato, ker ima zelo močno povezavo z 
Vuforio, ki pa sem jo izbral med petimi programi za obogateno resničnost *4+. Vuforia namreč 
omogoča delovanje aplikacije na vseh platformah, predvsem tistih, ki se uporabljajo na mobilnih 
napravah (Android, Ios, Unity). 
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Po izboru ustrezne programske opreme sem se lotil izdelave dveh 3D modelov (Mozicelj, Medvedek), 
animacije na teh modelih in povezave z obogateno resničnostjo. Ko sem v praksi izdelal delujočo 
aplikacijo, sem se pozanimal še za druge podobne aplikacije, ki jih ponuja tržišče.  
Na koncu naloge so podani tudi predlogi, v kakšni smeri naj bi se to področje razvijalo naprej in 




2 OSNOVE OBOGATENE RESNIČNOSTI 
2.1 Virtualna in obogatena resničnost skozi čas 
2.1.1 Zgodovinski pogled na VR in OR 
Da bomo razumeli, kako deluje obogatena resničnost (OR), moramo poznati osnovne pojme in 
princip delovanja virtualne resničnosti (VR).  
V letu 1934 je bila virtualna resničnost zgolj plod domišljije avtorja  Stanleya G. Weinbauma v knjigi 
Pygmalionova očala. Virtualna resničnost je računalniško narejeno okolje, v katerem uporabniki težko 
ločijo, kaj je resnično in kaj ni. Da možgane prepričamo, da je računalniško okolje podobno 
resničnemu, uporabljamo posebno čelado ali očala (VR čelada ali očala). 
Strokovnjaki trdijo, da je bil prvi, ki je naredil naglavni prikazovalnik (čelado) virtualne resničnosti Ivan 
Sutherland leta 1968. Izdelal ga je v sodelovanju s svojim študentom Bobom Sproullom. Za 
predhodnika sedanjih naglavnih zaslonov je razumljivo, da je bil zelo primitiven glede uporabniške 
izkušnje in realizma. Kar se je prikazovalo na zaslonu, je bilo odvisno od uporabnikove smeri pogleda 
oziroma usmerjenosti njegove glave, celotna naprava pa je bila tudi zelo težka. Oba problema so rešili 
z mehansko roko, ki je visela s stropa laboratorija in bila pritrjena na napravo [5]. 
 
Slika 1: Prvi naglavni prikazovalnik VR [6] 
Po letu 1968 je VR zaradi premajhnih tehničnih sposobnosti kmalu zamrla. VR je postala zanimiva širši 
javnosti šele v devetdesetih letih, ko se je razvila ustrezna tehnologija. Velik korak se je zgodil v letu 
2007, ko je Google predstavil ulični pogled, to je panoramski pogled na ceste, zgradbe in javna 
območja. S povečanjem tehničnih zmogljivosti naprav in nenehnimi izboljšavami je postala virtualna 
resničnost bolj zanimiva tudi za širše množice. Sedanji računalniki imajo boljše zmogljivosti, so manjši 
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in imajo večjo kapaciteto. Napredek v računalniški tehnologiji je občutno zmanjšal stroške za izdelavo 
računalnikov in ustreznih perifernih enot. S prihodom pametnih telefonov in tablic je trg pridobil 
dodatne platforme za uveljavitev VR. Glavna značilnost VR je, da pretenta uporabnika, da je to, kar 
vidi, sliši in občuti, del resničnega sveta. Bistvena lastnost VR je tudi, da uporabnik ni samo prisoten v 
navideznem okolju, ampak je v njem tudi aktiven. Temu je znatno pripomogla nova virtualna čelada 
Oculus Rift, ki je bila v letu 2014 prodana Facebooku za 2 milijardi dolarjev. Leta 2015 je HTC v 
sodelovanju z Valve na Gamescomu predstavil svojo virtualno čelado, ki je prišla na prodajne police 
novembra 2015. 
HTC Vive je virtualna čelada, ki uporablja dva ekrana z ločljivostjo 1080x1200. Ima vgrajenih več kot 
70 senzorjev, kot npr. žiroskop, pospeškometer in pozicijske laserje. Za razliko od ostalih virtualnih 
čelad ima HTC Vive tudi postajo Lighthouse, ki spremlja prostor 4,5m x 4,5m. Sistem Lighthouse je 
zasnoval Alan Yates, uporablja pa enostavne fotosenzorje na katerem koli objektu v prostoru. 
Sprednje kamere na programu omogočajo identifikacijo kakršnega koli statičnega ali premikajočega 
objekta. S tem se posvari uporabnika, da se lahko izogne morebitnemu motečemu objektu [7].  
 
Slika 2: Primer Lighthouse postaje [8] 
Za mlade ljudi je obogatena resničnost predvsem zanimiva zaradi iger. Toda tu se uporabnost ne 
konča, saj ljudje iščejo in tudi najdejo ideje, kako obogateno resničnost uporabljati tudi za druge 
zadeve. Tako dobiva obogatena resničnost nove razsežnosti na področju trženja, izobrazbe ali pa za 




Slika 3: Primer uporabe obogatene resničnosti v izobraževalne namene [9] 
Leta 2013 so pri Audiju s pomočjo obogatene resničnosti naredili reklamo za Audi R8. V reklami so 
uporabili avto Audi R8 kot slikovno tarčo (slike, ki jih aplikacija prepozna, jim sledi in doda virtualni 
objekt na sliko). S pomočjo tablice se je potem pokazal 3D model avta, ki si ga lahko s premikom 
tablice okoli slike pogledal z vsakega zornega kota  in avtu spreminjal barvo.  
Virtualne garderobe so se prvič pojavile leta 2005, toda vedno več jih je na trgu od leta 2010. 
Delujejo po principu običajnih garderob s kančkom obogatene resničnosti. To pomeni, da lahko 
izbrani kos oblačila »pomeriš« tako, da se postaviš pred kamero, rezultat pa vidiš na ekranu. Fitnect 
je eno od podjetij, ki je razvilo enostaven sistem z virtualnimi garderobami.  
 
Slika 4: Virtualna garderoba [10] 
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Obogatena resničnost lahko na pametnih telefonih uporablja tudi geo lokacijo, na osnovi katere 
potem na telefon posreduje podatke o različnih turističnih znamenitostih.  
Zanimiva igra je Ingress, ki je brezplačna in na voljo za sistema Ios in Android. V igri se dve ekipi 
potegujeta za ozemlja, ki jih sodelujoči lahko osvojijo, ko pridejo v bližino naravnih ali kulturnih 
znamenitosti. Ta aplikacija s pomočjo obogatene resničnosti in pametnih telefonov spodbuja 
odkrivanje okolja, v katerem živimo.   
2.1.2 Razlika med OR in VR 
Razlika med OR in VR je nivo zlitja med realnim in virtualnim. VR je zgrajena na celotni simulaciji 
resničnostnega sveta, v katerem lahko uporabnik raziskuje in sodeluje z virtualno čelado in 
podatkovnimi rokavicami. V svetu VR uporabnik ne loči med virtualnim in realnim.   
V OR uporabnik ves čas loči realno in virtualno. Uporabniki vidijo resnični svet z nadgradnjo 
računalniško ustvarjenih slik, ki prekrivajo različne objekte v resničnem svetu. Običajno se v ta namen 
uporabljajo pametni telefoni s kamero ali tablice, na katerih je program, ki prepozna slike in jih 
pomaga prikazati na zaslonu. 
OR je zlitje VR in resničnega življenja. To pomeni, da lahko razvijalci naredijo slike v aplikacijah, ki se 
zlijejo z okoljem in omogočajo bogatejšo izkušnjo. V OR lahko uporabniki komunicirajo in uporabljajo 
virtualno vsebine v resničnem svetu, lahko pa tudi opazujejo razliko med obema svetovoma [11].  
 
Slika 5: Primer uporabe OR v marketingu [12] 
S tehnološkim napredkom se je začela razvijati tudi OR, ki jo uporablja vse več ljudi. Najbolj pogosti 
objekti v OR so slikovne tarče. To so slike, ki jih OR programi lahko prepoznajo, jim sledijo in nanje 
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dodajajo 3D elemente. Uporabljajo se v marketinških kampanjah, igrah ali vizualizaciji produktov v 
okolju, v katerem naj bi delovali.  
V OR in VR  se vsako leto vlagajo ogromna sredstva, kar je lepo razvidno tudi v naslednjem grafu: 
 
Slika 6: Pregled vloženih sredstev v OR/VR  v $M [13] 
 
2.2 Programska orodja za ustvarjanje obogatene resničnosti  
2.2.1 Orodje za izdelavo 3D animacij - Blender 
Blender je odprtokodno programsko orodje za grafično 3D modeliranje. Uporabljajo ga lahko 
profesionalci kot tudi amaterji. S programom je možno narediti vizualne efekte, 3D objekte, 
animirane filme, igre. Blender je brezplačen program v okviru licence GNU in pisan v programskih 
jezikih C, C++ in Pyhton, narejen pa je za vse platforme ( Windows, Linux, OS x).  Ker je Blender 
odprtokodni sistem, ga lahko vsak posameznik izboljšuje in tako pomaga ustvariti Blender kot močno 
orodje, ki lahko konkurira plačljivim programom. Na programu dela stotine ljudi z vsega sveta, od 
studiev, animatorjev, programerjev in tako naprej.  Celotna skupnost je zelo močna, kar se dobro vidi 
v njihovih odprtih projektih, namenjenih vsem zainteresiranim. Poleg tega pa je pri vseh udeležencih 
na projektih izražena velika želja po sodelovanju [14]. 
Odprti projekt pomeni, da so vse faze produkcije javne in imajo udeleženci tedenska srečanja preko 
Googletalks (medij za komuniciranje), pišejo bloge in se usklajujejo glede odprtih vprašanj. Na ta 
način imajo vsi udeleženci vpogled v celoten postopek, kako narediti animiran film, igro ali kakšno 
drugo 3D rešitev. 
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Uporabniki Blenderja so v veliki in aktivni skupnosti že od leta 1998. Leta 2002 so v sedmih tednih 
zbrali 100.000,00 € in omogočili Blenderju vstop v odprtokodno različico pod licenco GNU GPL (angl. 
General Public Licence – javno splošna licenca), kar pomeni, da lahko Blender vsi kopirajo in 
posredujejo njegovo kopijo, ne smejo pa ga spreminjati. Vse, kar naredimo v programu, je naše 
avtorsko delo. 
Blender ima ogromno izbiro orodij, ki jih lahko uporabljajo profesionalci ali amaterji.  Ker je baza 
uporabnikov zelo velika, obstaja tudi veliko vodičev, posebej specializiranih spletnih strani za Blender 
(blenderartist.org), kjer lahko uporabniki delijo svoje izdelke, sprašujejo za mnenja in rešujejo 
probleme (na forumih).  Ker je Blender odprtokodni program, ni čudno, da je na njihovi spletni strani 
[15] opisan postopek, kako se vključiti v skupnost. Kot uporabnik lahko pomagaš pri programiranju, 
sodeluješ pri testiranju ali prevajanju, sodeluješ pri izdelavi spletnih strani, se vključiš v izobraževanje 
drugih uporabnikov ali pa samo pomagaš pri deljenju njihove spletne strani. Vsem uporabnikom je 
omogočen tudi dostop do dokumentacije, v kateri so zapisana konkretna navodila za delo (blender 
wiki). Za pomoč pri izdelavi Blenderja uporabljajo mailing liste, BlackDuck (spletna stran, na kateri se 
izpostavi programerski problem, skupnost pa nato poišče rešitev) ali pa njena profesionalna različica 
developer.blender.org [16]. 
 
Slika 7: developer.blender.org [16] 
Blender vsako leto organizira svojo konferenco (lansko leto je bila oktobra v Amsterdamu [17]), na 
kateri je veliko znanstvenih prezentacij, študij in umetniških, programerskih delavnic. Veliko časa 
namenijo tudi odprtim projektom, pri katerih je napredek viden vsem zainteresiranim. Trenutno 
delajo na risanki Cosmos Laundromat, ki govori o ovci, ki lahko potuje v različne svetove. Skupaj s to 
risanko imajo že sedem odprtih projektov, začeli pa so s Slonjimi sanjami (angl. Elephants Dream) leta 
2006. Vsi odprti projekti so načeloma lepo sprejeti. Odprti projekti pomagajo tako Blenderju kot 
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skupnosti, saj se po navadi na odprtem projektu osredotočijo na določen del Blenderja, ki ga potem 
sproti izboljšujejo in na koncu dodajo v naslednjo različico Blenderja. 
Uporabniški vmesnik je razpoložljiv v več kot petnajstih jezikih in še več se jih pripravlja za splošno 
uporabo s strani uporabnikov. Ker uporaba slovenskega jezika še  ni podprta, je v nalogi uporabljen 
Blender v angleščini. Ekipa Blenderja se je odločila, da ne bo imela mesečnih popravkov hroščev in 
vseh majhnih nevšečnosti, temveč vse izboljšave ureja z veliko posodobitvijo na približno pol leta. 
Zadnja verzija Blenderja je 2.76. 
 
Slika 8: Osnovnih 5 segmentov Blenderja (lastni vir) 
Osnovni segmenti Blenderja so [17]: 
1. Informacije 
2. Tridimenzionalni pogled 
3. Časovnica 
4. Seznam podatkov v sceni 
5. Lastnosti 
Blender ima veliko bližnjic na tipkovnici, ki postanejo rutina potem, ko se jih navadiš. Vse nastavitve 
se lahko ponastavijo, vendar zaradi lažjega razumevanja vodičev to ni priporočljivo. Zanimiva 
lastnost, ki ga loči od drugih programov, je, da je selektivni klik desni miškin gumb (običajno je levi). V 
Blenderju po navadi delamo s tipkovnico in miško, čeprav program podpira tudi 3D miško in grafične 
tablice. 
 
Slika 9: Informacijski segment Blenderja (lastni vir) 
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Informacijski segment je razdeljen na [18]:  
1. Gumb za menjavo vrstice 
2. Datoteka 
3. Render (upodabljanje) 
4. Okno 
5. Pomoč  
6. Selekcijo uporabniškega vmesnika, scene in pogona, ki se uporabljajo za 
upodabljanje 
7. Osnovne podatke o Blenderju in sceni, na kateri smo 
Informacijski del predstavljajo osnovne komponente Blenderja. Desno zgoraj 
so poleg različice, v kateri uporabnik dela, navedeni tudi nekateri podatki o 
trenutnem projektu, kot so: koliko kamer je uporabljenih v sceni, koliko luči, 
koliko spomina uporabljamo itd.  
V levem kotu segmenta informacij je ikona      
Z izbiro te ikone se odpre meni, ki omogoča spreminjanje urejevalnikov 
(podmeni informacij): 
Vsem gumbom v informacijski vrstici se ob kliku pokaže izbirni meni z 
dodatnimi možnostmi.  
Poleg datoteke obstaja meni render. V slovenščini se za rendiranje 
najpogosteje uporablja izraz upodabljanje. 
Upodabljanje je računalniški proces izdelave slike iz 2D ali 3D modela. Scena v projektu vsebuje 
objekte, ki so sestavljeni iz geometrije, teksture, luči, senčenja, kar vse skupaj tvori virtualno sceno. 
Vsi ti podatki se potem pretvorijo v 2D sliko. Poznamo upodabljanje v realnem času, ki se ga 
načeloma uporablja za 3D igre in je hitrejše ter manj zahtevno za računalnik, ter upodabljanje v 
nerealnem času (angl. Pre-rendering), ki je zelo zahtevno in dolgotrajno, uporablja pa se ga predvsem 
za izdelavo 3D filmov. Upodabljanje je zaključek izdelave modela ali scene. Pod funkcijo upodabljanja 
(angl. Render) imamo tudi opcijo za predogled končnega upodobljenega izdelka 
V oknu (ang. – window) lahko izbiramo celozaslonski način, naredimo sliko ali posnetek zaslona ter 
kličemo konzolo. V pomoči je omogočen dostop do uradnega vodiča, ki vodi na spletno stran 
http://www.blender.org/manual/ [19]. Tukaj lahko uporabnik prijavi hrošče ali pa dostopa do 
skupnosti Blender (uporabniška ali pa razvijalska skupnost). Kot pomoč obstajajo trije meniji, s 
Slika 10: Podmeni 
informacij (lastni vir) 
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katerimi lahko uporabnik spreminja izgled uporabniškega vmesnika, trenutno izbrano sceno in 
pogon, ki ga bo uporabil (na voljo ima pogon za upodabljanje, pogon za  igro in pogon v ciklusih). 
 
Na naslednji sliki je prikazan tridimenzionalni pogled v Blenderju. 
 
Slika 11: Tridimenzionalni pogled v Blenderju (lastni vir) 
Tridimenzionalni pogled sestavljajo [20]: 
1. Nabor orodij (angl. toolshelf) 
2. Izbrana perspektiva 
3. Rotacije x, y, z in podatki o izbranem modelu 
4. 3D kazalec 
5. Kamera 
6. Tridimenzionalni pogled 
Največ aktivnosti v Blenderju se izvaja na delovni površini v tridimenzionalnem pogledu. Tu se 
izdeluje scena, postavljajo luči, premika model po x, y ali z osi. Tridimenzionalni pogled je osrednji del 
Blenderja. Na levi strani je nabor orodij«, ki se lahko vključijo v sceno. V naboru orodij obstaja 
možnost dodajanja novih likov ter grupiranja likov v samostojen model. Nabor orodij je sestavljen iz 
več podmenijev, ki imajo vsak svoje funkcije in so nameščeni ob levem robu nabora orodij. Celoten 
videz se lahko spreminja ter se nanj na primer prilepi funkcija, ki je običajno ni v meniju in postane 
vidna ne glede na meni, ki je trenutno izbran.  
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Če želi uporabnik  skriti celotno sekcijo nabora orodij, pritisne N. Ko se uporabnik uvaja v Blender, je 
logično, da ne pozna vseh bližnjic, ki mu lahko poenostavijo in olajšajo delo. Zato lahko ročno najde 
vse modifikacije v naboru orodij.  
 
Tridimenzionalni pogled omogoča 2 različna tipa perspektiv: 
 Ortografski ali Orto Pogled  
 Perspektiven pogled.  
Naše oči so navajene na perspektiven pogled zato, ker oddaljeni objekti delujejo manjši, kot so. 
Medtem ko ortografski  pogled objekte ohrani v enaki velikosti ne glede na razdaljo (Ortogonalno =  
pravokotno risanje). V Blenderju je slednji pogled privzet, saj omogoča bolj tehnični vpogled v sceno 
ter olajša risanje in računanje razmerij. 3D kazalec je materializacija 3D lokacije. Ima mnogo funkcij, 
od katerih je najbolj pomembna ta, da predstavlja, kje so bodo pojavili novi objekti, ki se jih prvič 
doda na sceno. Lahko predstavlja tudi točko, okoli katere se model vrti.  
3D kazalec se premika z levim miškinim klikom.  
Če želi uporabnik upodabljati sliko, potrebuje kamero, kajti brez kamere Blender ne razume, kaj mora 
upodabljati. Kamera se usmeri v model, ki naj bi se upodabljal; s pomočjo pogle da s kamero (s 
pritiskom na 0 na numeričnem delu tipkovnice) pa lahko uporabnik pogleda, kaj kamera vidi in lahko 
ta pogled nastavi po želji. V pogledu s kamero je možno rotirati kamero in približati/oddaljiti objekt, 
toda če želi uporabnik pogled iz drugega zornega kota, mora kamero prestaviti na drug prostorski 
položaj. 
 
Slika 12: Segment časovnica v Blenderju (lastni vir) 
Časovnica je razdeljena na [21]: 
1. Časovnico 
2. Izbiro urejevalnika, pogled, kazalec, število sličic na sekundo in predvajanje 
3. Izbiro začetne/končne sličice  
4. Kontrolo števila sličic na sekundo in trenutno lokacijo 
5. Gumbe za upravljanje s številom sličic na sekundo 
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6. Sinhronizacijo predvajanja 
Časovnica se uporablja pri animaciji, njen osnovni namen pa je krmiljenje premikov objektov v 3D 
svetu. Dejanskih premikov časovnica ne izvede, omogoči le vpogled, kje in v katerem časovnem 
trenutku bo nek model. Brez časovnice bi bilo nemogoče delati animacije. Zelena vertikalna črta na 
časovnici je prikaz, na kateri sličici se trenutno nahajamo (ta informacija je vidna tudi pod številko 4 
na desni strani, samostojna številka).  
Ura v spodnjem levem kotu pove uporabniku, da se nahaja na urejevalniku časovnice. Poleg ure se 
lahko nastavljajo pogledi, kazalo (ko uporabnik želi, da se nekaj zgodi), začetne in končne sličice (to se 
lahko naredi tudi pod številko 4 na levi strani, poleg ukazov start ali end) in urejajo načini predvajanja 
animacije. Ključavnica zaklene časovnico, tako da se ne da ponastavljati sličic, ki so zunaj izbranega 
začetnega in končnega števila sličic. Z uro ob ključavnici se lahko nastavijo začetne in končne 
nastavitve za predvajanje  (angl. Playback). Gumbi, ki so podobni gumbom v programih za gledanje 
filmov, imajo isto funkcionalnost s to bistveno razliko, da omogočajo uporabniku premikanje po 
njegovi animaciji. Sinhronizacija predvajanja se lahko uporabi ob zelo zahtevni animaciji, ko je 
predvajanje počasnejše, kot bi moralo biti. Sinhronizacija lahko to omili, tako da izpusti nekatere 
sličice. 
 
Slika 13: Segment seznam podatkov v sceni (lastni vir) 
Seznam podatkov v sceni je razdeljen na [22]: 
1. Iskalnik  trenutne scene 
2. Objekte v sceni 
3. Možnost blokade: kaj se upodablja, kaj se vidi, kaj lahko klika 
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Blender ima privzeto, da so na desni strani vidni vsi podatki v sceni, ne glede na selekcijo. Ko se začne 
delati bolj kompleksne zadeve z veliko različnimi deli, se jih lahko tu preimenuje in nato z iskalnikom 
najde, kar je lažje in hitrejše, kot da bi v 3D pogledu iskali, kje se ta del nahaja.  
Vsi vidni podatki se lahko obdelujejo po lastni želji. Lahko se brišejo objekti, lahko se onemogoči 
klikanje, lahko se jim dodeli izbira plasti za upodabljanje, lahko se skrijejo objekti ipd.. 
 
Slika 14: Segment urejevalnik lastnosti z izbranim podmenijem sistemski delci (lastni vir) 
Urejevalnik lastnosti se uporablja za urejanje podatkov in lastnosti za aktivno sceno in aktivni objekt. 
Glede na izbrani element v 3D pogledu ali med vsemi podatki v sceni se tudi lastnosti spreminjajo.  Če 
se dela osnovni model brez animacije, se lahko na primer dodajajo sistemski delci, kot so npr. lasje, 
spreminja se lahko barva ali dodaja tekstura.  
V primeru animacije se tu dodaja skelet in fizika (kar pomeni, da objekti dobijo fizikalne lastnosti kot 
so gravitacija, zabijanje itn.).  
V lastnostih se uredi način upodabljanja [23], pa naj gre za izdelavo objekta z animacijo ali brez. 
  
2.2.2 Unity – game engine 
Unity je pogon za igre, ki je bil leta 2005 mišljen samo za operacijski sistem Apple (ang. Mac OS). 
Nadaljnji razvoj je Unity razširil na petnajst različnih platform in je za platformo Wii U osnova za 
njeno delovanje.  Platforma je sprogramirana v programskih jezikih C, C++ in C#.  Čeprav je Unity Pro 
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plačljiv, obstaja programska rešitev Unity Personal za vse, ki letno zaslužijo manj kot 100.000$.  Unity 
Personal  ima vključen celoten igralni pogon z vsemi lastnostmi profesionalne platforme.  
Do sedaj je izšlo pet verzij igralnega pogona, zadnja verzija je Unity 5, ki je tudi vpeljala enostavno 
uporabo OR. Unity ima zelo dobro vgrajeno navzkrižno programiranje za različne platforme, kar 
pomeni, da je premestitev igre z ene platforme na drugo platformo hitrejše in lažje. Uporabniški 
vmesnik je sicer enostaven in še ni konkurenčen ostalim pogonom za igre. Ker program Unity podpira 
datoteke programov za grafično modeliranje, kot so Maya, 3ds Max, Blender in drugi, pomeni da to 
ni ovira, saj si lahko sceno zmodeliramo v drugem programu in nato prenesemo v Unity. Unity ima 
prednost tudi v tem, da ima v programu vgrajeno knjižnico sredstev z brezplačnimi ali plačljivimi 
vsebinami, ki se lahko prenesejo in dodajo v katerokoli sceno [24]. 
 
Trgovina sredstev, ki jo ponuja igralni pogon Unity, nudi raznovrstne že narejene scene, 3D modele 
ali animacije. Kot vse internetne trgovine z računalniškimi storitvami ponuja brezplačne in plačljive 
vsebine. V trgovini so tako izdelki uslužbencev Unity Technologies kot tudi članov skupnosti. Ker 
lahko kdorkoli v trgovino dodaja elemente, se najdejo tudi dokaj povprečni izdelki amaterjev. Kljub 
temu se da dobiti tudi zelo kakovostne celotne projekte ali pa vodiče. Trgovina s sredstvi Unity ima 
veliko izbiro vseh glavnih delov, ki jih potrebujemo za izgradnjo igre. Poleg trgovine ponuja skupnost 
tudi vodiče in forume [25]. 
 
Slika 15: Trgovina sredstev [26] 
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Uporabniški vmesnik je narejen inovativno in pregledno. V Unity je najlažje delati s pomočjo bližnjic, 
ki uporabnikom olajšajo delo. Lahko se naredi 3D scena,  zaradi katere je Unity poznan, program pa 
omogoča tudi izdelavo 2D platforme. V novi verziji Unity 5 so dodali 64-bitni urejevalnik (Unity 4 je 
deloval na 32-bitnem urejevalniku). Dodana je tudi izdelava projekta v oblaku, kar pomeni, da se ob 
zaznani spremembi na projektu celoten postopek izvede na oblaku, po elektronski pošti pa uporabnik 
prejme povezavo na inštalacijo svojega projekta za katerokoli mobilno platformo. 
V programu Unity se lahko po želji uredi lastna izkušnja v programu s spremembo konstrukcije 
privzetih nastavitev, ki se lahko tudi shranijo. Program omogoča, da se spreminja lokacija zavihka in 
tudi vidnost posameznih zavihkov; prav tako je omogočeno, da se zavihek naredi kot samo obstoječe 
okno. Zadnja verzija programa 5.2 je na spletni strani https://unity3d.com/unity/roadmap [27]. Na 
tej spletni strani so vidni vsi načrti, ki jih ima Unity za naslednjih 6-9 mesecev, kako napredujejo in kaj 
raziskujejo za nadaljnje posodobitve kot tudi, če so z deli posodobitev v časovnem zaostanku, 
oziroma če vse deluje tako, kot bi moralo.   
Na spodnji sliki je prikazana vstopna ekranska maska programa Unity. 
 
Slika 16: Privzeti uporabniški vmesnik Unity (lastni vir) 
Glavni segmenti privzetega uporabniškega vmesnika so:  










Slika 17: Orodna vrstica Unity (lastni vir) 
Orodna vrstica je razdeljena na [28]: 
1. Opravilno vrstico 
2. Orodja za preoblikovanje 
3. Ekranski preklopnik Gizmo 
4. Kontrolne gumbe za igralni pogled (Game View) 
5. Plasti, postavitev in račun 
Opravilna vrstica (1) je sestavljena iz različnih padajočih menijev, od najbolj klasičnih, ki omogočajo 
shranjevanje, spreminjanje pogleda in nastavitve za izgradnjo posamezne scene, do specialnih, kot so 
dodajanje elementov v sceno, kupovanje oz. dodajanje modela iz trgovine Unity. Tu so po navadi tudi 
vsi dodatni programi, ki jih uporabniki sami nameščajo, vključno z  dokumentacijo in opombami o 
izdaji in verziji programa. V naši nalogi je dodatni program Vuforia, ki omogoča OR.  
Gumbi za preoblikovanje se uporabljajo v sceni, z njimi se lahko premikajo objekti, obrača in 
spreminja velikost objekta. Vsi ti premiki se dogajajo na x, y in z oseh (v 2D načinu ni z osi). Novost 
med preoblikovalnimi orodji je Rect tool  (orodje za preoblikovanje uporabniškega vmesnika). 
Tako se imenuje zato, ker je zaradi postavitev vsak UI element predstavljen kot pravokotnik (angl. 
Rectangle). V scenskem pogledu se lahko s pomočjo tega orodja po želji spreminjajo velikost, rotacija 
in postavitev vseh UI elementov. Uporablja se ga tako v 2D kot 3D načinu. Scena se testira v igralnem 
pogledu s pomočjo gumbov za igralni pogled (4). Z njimi se lahko nadzoruje potek testa. Zadnja 
zadeva v orodni vrstici so komponente, s katerimi nadzorujemo, katera plast na sceni je vidna (5), 





Slika 18: Hirearhija v programu Unity (lastni vir) 
Hierarhija vsebuje vse objekte, ki so trenutno v sceni. Ko se objekt ustvari ali zbriše, se tudi v 
hierarhiji objekt doda ali izbriše. Privzete nastavitve razvrstijo objekte tako, kot so nastali. V 
preferencah (v orodni vrstici podmeni urejanja) lahko nastavimo alfanumerično sortiranje, ki bo 
objekte sortiralo po črki in zaporedni številki ne glede na čas. V hierarhiji lahko tudi sortiramo objekte 
po odvisnosti od nastanka objekta (starševstvo - parenting), s čimer povzročimo, da bo otrok 
podedoval premik in rotacijo nadrejenega starša [29].  
 
Slika 19: Scena v Unity (lastni vir) 
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Scena lahko vsebuje [30]: 




5. Predogled kamere 
6. Celotno sceno 
Nad nadzorno vrstico scene sta dva zavihka: scena in igra. V sceni se lahko dodajajo, izbirajo in 
premikajo okolja, igralci, kamere, sovražniki in vsi drugi objekti igre. V zavihku igra se testira 
uporabnikov izdelek, kjer Unity demonstrira, kako bo izdelek deloval in kako se bo obnašal glede na 
velikost zaslona. Program podaja tudi statistiko o grafični uporabi, s čimer se lahko preveri grafična 
zahtevnost igre. V nadzorni vrstici scene je mnogo različnih pogledov na sceno. Če želi uporabnik 
izključiti zvok in svetlobo, to lahko stori tukaj. Vse spremembe, ki se dogajajo v nadzorni vrstici scene, 
se upoštevajo samo ob izdelavi in ne na končnem produktu.  
Podobno kot pri Blenderju so tudi tukaj različne perspektive. Perspektiva je lahko podana kot 
navaden pogled (lahko je levo, desno, zgoraj, spodaj, spredaj in zadaj) ali izometrični pogled za boljše 
risanje 3D modelov. Proces risanja 3D modelov omogoča, da se prikazujejo vse tri strani, vse z 
dimenzionalnimi razmerji, toda nobena stran ne pokaže pravilne oblike. Vse vertikalne linije so 
narisane vertikalno, horizontalne linije pa so narisane pod kotom 30 stopinj.  Z izometričnim 
pogledom so objekti prikazani tako, da ni potrebna kalkulacija resnične perspektive.  
Glede osvetlitve so v Unity na izbiro točkovne luči kot tudi osvetlitev celotnega področja. Z 
osvetlitvijo Unity pomaga pri sencah, s katerimi postanejo 3D modeli in scene bolj realni. V sceni je 
lahko več kamer, ki jim uporabnik nastavlja vrednosti ali pa napiše program delovanja. V desnem 
kotu je predogled trenutno izbrane kamere.  
V Unity narejeno igro  običajno sestavlja mnogo raznovrstnih objektov, ki imajo lahko nastavljene 
zvoke, skripte, luči in podobno. Pregledovalec prikazuje podroben prikaz trenutno izbranega objekta. 
V pregledovalniku se lahko spreminja funkcionalnost objekta v sceni. Vsaka lastnost, ki je prikazana v 




Slika 20: Pregledovalec v Unity (lastni vir) 
V pregledovalniku se lahko doda tudi skripta v programskem jeziku javascript ali C#. Unity ima 
vgrajeno razvojno okolje MonoDevelop. Tu se zapisujejo vse programske funkcionalnosti objektov.  
 
Slika 21: MonoDevelop (lastni vir) 




Slika 22: Projektno okno (1) in konzola (2) (lastni vir) 
V projektnem oknu (1) so vsa uporabljena sredstva, do katerih lahko dostopa uporabnik, da jih ureja. 
Na levi strani projektnega okna je prikazana struktura projekta kot hierarhični seznam. Dodajajo se 
lahko tudi nove mape z različnimi objekti, ki se bodo nato uporabili v projektu. Ob kliku na objekt se 
bo na desni strani prikazala vsebina objekta z ikonami. Ikone so različne glede na vsebino (skripta, 
material itn.). Če se pogostokrat uporablja nek material ali objekt, se lahko shrani v mapo 
»priljubljene«. Celotno projektno okno ima tudi brskalnik, ki lahko najde iskan objekt, išče pa tudi po 
spletni trgovini Unity Assetstore. 
Konzola (2) se uporablja pri testiranju igre oziroma za konstantno pregledovanje napak v projektu. Na 
zgornji sliki ni bilo napak, tako da so podane samo informacije, kaj se je dogajalonavadno v igri. 
Obstajata dve vrsti napak: kritične in nekritične. Pri kritičnih napakah projekt ne more zagnati 
testiranja v igralnem načinu, medtem ko se pri nekritičnih projekt zažene, toda te napake je pametno 
odpraviti, preden se projekt zaključi. Napake se popravljajo v MonoDevelop. 
 
2.2.3 Unity vtičnik Vuforia 
Vuforia je SDK obogatene resničnosti za mobilne naprave, ki omogoča izdelavo aplikacij z obogateno 
resničnostjo.  Vuforia je bila kot del podjetja Qualcom ustanovljena leta 2010 in je postala od takrat 
vodilna platforma v industriji za mobilne naprave s podporo mnogih razvijalcev. Konec leta 2015 so 
se pri Qualcomu odločili, da Vuforio prodajo podjetju PTC. To podjetje je zagotovilo, da bodo 
nadaljevali z Vuforio in ne bodo zanemarjali skupnosti. Vuforia podpira osnovni SDK za Android in 
iOS, prav tako podpira Unity igralni pogon, s katerim je mogoče narediti OR aplikacije, ki so združljive 
s široko paleto mobilnih naprav.  Podpira brezplačen in plačljiv program Unity. Omogoča API v C++, 
Java, Objektni-C in .net  jezike preko vtičnika za Unity.  Zadnja verzija je Vuforia 5. Omogoča 
brezplačno in plačljivo verzijo, bistvena razlika pa je v količini shranjenih označevalnikov v oblaku in v  
vodnem žigu, ki je v brezplačni verziji viden [32]. 
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Vtičnik uporablja tehnologijo računalniškega vida - prepoznave (angl. Computer Vision), ki prepozna 
in sledi dvodimenzionalnim slikam (angl. Image Targets) in enostavnim 3D objektom, kot so škatle v 
realnem času. S to tehnologijo omogoča razvijalcem, da dodajo virtualne objekte na resnične slike ali 
objekte, ki se prikažejo s pomočjo kamere na mobilni napravi. Virtualni objekt nato sledi poziciji in 
orientaciji slike/objekta v realnem času. Uporabnik ima občutek, da je virtualni objekt del resnične 
scene. Vuforia omogoča shrambo vseh označevalnikov v oblaku, ki se mu reče Target Manager in je 
orodje za izdelavo ter upravljanje z označevalniki. 
Kar zadeva označevalnike, je Vuforia 5 pridobila novosti, in sicer pametno področje (angl. 
SmartTerrain) ter razširjeno sledenje (angl. Extended Tracking).  
 
Slika 23: Pametno področje [33] 
Pametno področje omogoča rekonstrukcijo in nadgradnjo fizičnega sveta, uporabi elemente le-tega 




Slika 24: Razširjeno sledenje [34] 
Razširjeno sledenje dovoljuje odsotnost  zaznanega označevalnika v vidnem polju kamere. Ko 
označevalnik ni več v vidnem polju, dobi Vuforia informacijo iz okolja in potem izračuna lokacijo 
označevalnika glede na premik kamere. V ta namen Vuforia zgradi mapo okoli označevalnika in 





3 PRAKTIČNI DEL NALOGE 
 
V praktičnem delu naloge sem prvotno želel demonstrirati spreminjanje animacij z ročnimi gibi. 
Naletel sem na več težav, saj je prepoznava ročnih gibov trenutno možna samo z globinskimi 
kamerami (npr. Kinnect, Playstation kamera, Wii ...). Mobilna telefonija, čeprav je napredovala, teh 
opcij še nima. Ideja se mi je zdela zanimiva, zato je nisem zavrgel, temveč samo preoblikoval in 
prilagodil trenutnim možnostim mobilne telefonije in tabličnih računalnikov.[35][36] 
 
3.1 Uporabljena tehnologija  
3.1.1 Uporabljena strojna oprema v nalogi 
 
V diplomski nalogi uporabljena strojna oprema je stacionarni računalnik Hp Envy 27 z Intelovo 
procesorsko ploščo i7 in 8Gb pomnilnika na operacijskih sistemih Windows 8.  
Testiranja sem opravil tudi na Samsungovi tablici Galaxy Tab 4 s 4-jedrnim procesorjem in 
operacijskim sistemom Android.  
3.1.2 Uporabljena programska oprema v nalogi 
 
V nalogi uporabljena programska oprema zajema programe Blender, Unity in Vuforia. Blender je bil 
uporabljen za ustvarjanje in animacijo 3D modelov. Izdelana sta bila dva modela: Možicelj in 
Medvedek. Unity se uporablja za dodajanje tekstur in implementacijo OR z modeloma v nalogi. 
Vuforia, ki je vtičnik za Unity, je bil uporabljen za izdelavo končnega predloga OR. 
Scena je sestavljena iz dveh 3D modelov, ki jih spreminjamo z aktiviranjem virtualnega gumba. 3D 
modela in njuno animacijo sem naredil v Blenderju verzije 2.74. Glavni program, ki je vse združil, je bil 
pogon za igre Unity verzije 5.1.2f1. V Unity sem uporabil tudi ključni dodatek Vuforia verzije 5.0.6. 
Vuforia je program, s katerim sem dodal OR v mobilno okolje. 
 
3.2 Postopek izdelave 3D modelov 
 




V nadaljevanju so opisani koraki za izdelavo modelov Možiclja in Medvedka. 
A) Izdelava modela Možicelj  
Pri izdelavi modela je običajna praksa, da se najprej naredi polovica modela, nato se druga polovica 
prezrcali in oboje združi v skupni model. Ko začnemo delati v Blenderju na novem projektu, se nam v 
3D pogledu pojavijo kocka, kamera in luč. Kocko sem uporabil kot začetno točko in potem z uporabo 
orodja Extrude, kar pomeni, da iz označene stranice »povlečemo« podoben objekt z različno višino, 
naredil polovico skeleta (roke, noge - brez stopal in glavo) človečka, ki bo postopoma postal Možicelj. 
Razen glave, ki sem jo skaliral in razpotegnil, tako da sem končni rezultat lahko uporabil kot vrat, so 
vsi deli telesa enako veliki. Stopala sem dodal v stranskem pogledu, vse drugo pa sem delal v 
sprednjem pogledu. 
 
Slika 25: Stranski pogled na Možiclja (lastni vir) 
Po zrcaljenju sem dobil podobo človečka, ki pa je zaradi uporabe kock zelo kvadraten. Da bi se znebil  
»kvadratnosti«, sem uporabil orodje Subdivision Surface. To je metoda, ki vse stranice razčleni in 
naredi bolj gladko podobo. Proces ustvari virtualno geometrijo, ki je generirana tako, da ne uniči 
originalne konstrukcije. Ogrodje je bolj gladko, če se orodje čim večkrat uporabi. Jaz sem uporabil 3. 
nivo glajenja. 
 




Slika 27: Končni model Možiclja (lastni vir) 
B) Izdelava modela Medvedek 
Pri izdelavi modela Medvedka sem se odločil za drugačni pristop. Uporabljal sem zgolj sfere, ki sem 
jih obdelal v končni model. Večinoma sem uporabljal orodja za povečavo, rotacijo in premik. Ob 
začetku izdelovanja modela sem zbrisal privzeto kocko in naredil prvo sfero, ki sem jo povečal in je 
bila nato uporabljena za glavo Medvedka. Da sem naredil Medvedka debelušnega, sem sfero 
raztegnil na vodoravni osi in s tem dobil zaobljen trebuh. Roki in nogi sem naredil enako, le kot sem 
nekoliko spremenil. Naredil sem sfero in nato v urejevalnem (edit) načinu izbral najprej samo spodnji 
del mreže, ki sem jo nato raztegnil navpično. Zgornji del mreže sem označil in zožil ter tako naredil 
vrh sfere. Šape sem oblikoval tako, da sem v zgornjem delu mreže označil sredino in jo premaknil bolj 
v notranjost noge. S tem sem dobil prostor, ki sem ga zapolnil s skoraj ploščato sfero. Končni rezultat 
je učinek, da se šapa razlikuje od celotne noge. 
 




Slika 29: Sfera, s katero sem zapolnil nogo in šapo (lastni vir) 
Ko sem naredil prvi primer noge, sem ga kopiral in trikrat prilepil ter tako dobil štiri noge Medvedka. 
Nato sem vse noge premaknil na telo, ožji del noge pa se dotika trupa medvedka.  
 
Slika 30: Medvedek z dodanimi šapami (lastni vir) 
Medvedku tukaj manjkajo še ušesa, gobček, smrček in oči. Gobček sem naredil tako, da sem kopijo 
glave pomanjšal ter dodal na ustrezno mesto na glavi. Nato sem kopiral gobček in ga zmanjšal ter s 
tem medvedu naredil smrček. Oči sta dve okrogli sferi, ki sta na isti višini in razdalji od smrčka. Za 
ušesa sem ponovno uporabil sfero, ki sem jo podobno kot šapo naredil skoraj ploščato. V načinu za 
urejanje sem označil zgornji del mreže ušesa in jo rotiral, tako da so ušesa dobila zakrivljenost. Sfero 
sem še poglobil na enak način, kot sem naredil »prostor« za šapo. Ušesa sem kopiral in vsako dal na 





Slika 31: Celoten model Medvedka (lastni vir) 
3.2.1 Tekstura na 3D modelih 
Tekstura je metoda dodajanja detajlov, barv ali površinske teksture 3D modelu. Poznamo več načinov 
dodajanja tekstur.  
A) Dodajanje teksture modelu Možicelj 
Pri modelu Možicelj sem se odločil za UV prekrivanje, kar pomeni, da sem uporabil proces, ki naredi iz 
površine 3D modela 2D sliko. Če želimo uporabiti UV prekrivanje, moramo najprej pomagati 
programu, da prepozna samo površino 3D modela. Pomagamo mu tako, da označimo sredino modela 
in naredimo šiv. Šiv razdeli model podobno kot blago, ki ga je potem možno »odlepiti« od 3D modela 
ter urediti.  
 
Slika 32: UV slika Možiclja (lastni vir) 
Sliko sem shranil kot littleguy in pobarval celotnega Možiclja v zeleno. V urejevalniku za dodajanje 




Slika 33: Teksturiran nodel Možiclja (lastni vir) 
B) Dodajanje teksture Medvedku 
Prvotno sem Medvedku naredil dlako s pomočjo delcev, toda naletel sem na problem pri uvažanju 
modela v Unity, ker Unity delcev ni prepoznal. To se po navadi zgodi, ko želijo programi s podobnimi 
funkcijami uporabiti samo elemente nekega programa, v tem primeru elemente programa Unity. Žal 
Unity nima enostavne vgraditve las in tudi, če bi jo imel, sem se po razmisleku odločil, da zaradi 
počasnejšega delovanja aplikacije ni primerno preobremenjevati procesorjev.   
 
Slika 34: Prvotna ideja Medvedka (lastni vir) 
Zato sem se odločil, da bom problem rešil tako, da bom teksturo za Medvedka izdelal kar v programu 
Unity. Najprej sem naredil skupine, ki so bile enake barve. Skupine so: šape, smrček, gobček in oči. 




Slika 35: Hirearhija pod Medvedkom (lastni vir) 
Ob kliku na vsako od teh sfer sem označil eno od skupin. Nato sem jim dodal material oziroma barvo. 
 
Slika 36: Primer izbire materialov oziroma barv (lastni vir) 
Postopek sem ponovil za vsako skupino in tako dobil končni izdelek pobarvanega Medvedka. 
 





Ko so modeli zaključeni z oblikovanjem in teksturo, so še vedno statični 3D modeli. Če želimo te 
modele animirati, moramo najprej prilepiti skelet na model (angl. Rigging), da lahko v naslednjem 
koraku skelet premikamo in naredimo animacijo. [38] 
Skelet, ki se ga prilepi na model, je zelo podoben resničnemu skeletu. Sestavljen je iz kosti in sklepov, 
ki potem postanejo vodila za premikanje kosti na določen gib. Animiranje obraza je popolnoma 
ločena zgodba, saj je potrebno ogromno časa za izdelavo mimike celotnega obraza. 
Izdelava skeleta je enostavna. V urejevalnem načinu izberemo možnost dodaj kosti  in nato kosti 
prilagodimo tako, da bodo ustrezale modelu. Ko so enkrat vse kosti dodane, jim določimo starševsko 
vrednost, ter s tem omogočimo premikanje 3D modela. Tako sem dodal kosti obema modeloma. 
Skelet se dodaja v načinu edit. 
Animacija se naredi v načinu za izdelavo animacij (angl. Pose mode). Pri animiranju sem pri Možiclju 
želel izdelati animacijo, ki omogoča da Možicelj teče, kar je ponavljajoči gib. Pri  Medvedku, ki sedi, 
sem želel z animacijo doseči, da vstane.  
A) Izdelava animacije za Možiclja 
Pri Možiclju sem pri izdelavi animacije uporabil  metodo inverzna kinematika, kar pomeni, da sem 
moral na primeru noge premakniti samo gleženj, premik kosti nad gležnjem pa je izračunal 
računalnik. Animacija Možiclja je sestavljena iz 24 sličic. 
 
Slika 38: Model Možiclja z vidnim skeletom (lastni vir) 
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B) Izdelava animacije za Medvedka 
Pri Medvedku sem vsako kost premaknil na pozicijo in shranil gib. Ker je animacija Medvedka bolj 
zahtevna, sem vsak premik shranil. Animacijo sem moral narediti tako, kot pisatelj piše zgodbo, 
saj je morala vključevati začetek (vstajanje Medvedka), vrh (Medvedk vstane in pomaha) ter 
zaključek (Medvedek sede nazaj na prvotno pozicijo). Medvedkova animacija je sestavljena iz 42 
sličic. 
 
Slika 39: Model Medvedka z vidnim skeletom (lastni vir) 
C) Shranjevanje in urejanje animacij 
Shranjevanje animacije je pri obeh modelih podobno. V desnem zgornjem robu se s klikom na ikono 
 izbere urejevalnik animacij (angl. Dope sheet). V tem urejevalniku lahko vidimo vse 
spremembe pozicij kosti, ki tvorijo animacijo; le-tej lahko na tem mestu tudi spremenimo ime. 
Animacije sem poimenoval zato, da sem jih lahko hitreje našel pri nadaljnjem delu v programu Unity. 
To je tudi normalna praksa, saj je zaradi preglednosti pri večjem številu animacij pametno posamezne 




Slika 40: Urejevalnik animacij (lastni vir) 
Če želimo v programu Unity uporabljati animacije in 3D modele, ki smo jih naredili v programu 
Blender, je pametno projekt z UV sliko, če jo imamo, shraniti v Assets mapo projekta Unity, na 
katerem delamo. Unity potem sam razume, da so to 3D modeli in jim omogoča uporabo v programu.  
D) Izvoz animacije 
Animacija se izvozi posebej in to v datoteko tipa fbx, ki se jo tudi izvozi v Unity. V tej datoteki so vse 
animacije in teksture modela, na katerem smo delali. 
 
Slika 41: Primer shranjevanje Medvedka v fbx obliki datoteke (lastni vir) 
 
3.3 Integracija 3D modela v OR 
 
3.3.1 Namestitev Vuforie za potrebe integracije 3D modela v OR 
 
Program Unity je pogon za igre, tako da do sedaj ni imel vgrajene OR, čeprav so v zadnjih verzijah 
nadgradili uporabo virtualnih naglavnih čelad. Za izdelavo zastavljene naloge to še vedno ni dovolj 
specifično in uporabno, zato sem moral uporabiti vtičnik Vuforia.  
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Na Vuforiini spletni strani https://developer.vuforia.com/downloads/sdk [39] sem na računalnik 
prenesel Vuforiin paket za Unity. Ko sem imel projekt, v katerem sem želel delati, narejen, sem šel 
pod Assets/ImportPackage/CustomPackage in izbral prej prenešeni Vuforiin paket.  
 
Slika 42: Uvoz paketa v Unity (lastni vir) 
Izbrani paket se bo samostojno namestil v projekt in dodal svoje datoteke, vtičnike in knjižnice, do 
katerih lahko enostavno dostopamo.  
 
Slika 43: Lokacija vseh Vuforinih datotek (lastni vir) 
Če želimo uporabljati Vuforio, se moramo prijaviti na spletnem portalu za razvijanje 
https://developer.vuforia.com/ [40]. Portal je razdeljen na dva dela: urejevalnik licenc in urejevalnik 
tarč. Urejevalnik licenc zagotavlja orodja in informacije, ki jih potrebujemo za urejanje licenc. Licence 
potrebujemo, če želimo razvijati ali dati svojo aplikacijo na tržišče.  
Izdelava licence je enostavna: 
 Poimenovanje aplikacije 
 Izbiranje pravilnega SDK-ja (v mojem primeru sem uporabil mobilni SDK) 
 V tretjem koraku izberemo bodisi plačljivo ali brezplačno verzijo 
 Potrdimo vse prejšnje korake in dobimo licenčno kodo za aplikacijo 
Vsaka licenca se lahko uporabi samo za eno aplikacijo, vendar lahko v primeru aplikacije, ki je za Ios in 




Slika 44: Vuforiin urejevalnik licenc (lastni vir) 
Drugi del, ki ga potrebujemo, je urejevalnik tarč. To je internetno orodje, ki omogoča ustvarjanje in 
urejanje podatkovnih baz, dodeljevanje licenc podatkovnim bazam, dodajanje tarč v podatkovne 
baze, urejanje in brisanje tarč, prenos podatkovnih baz, itd. Urejevalnik tarč bo procesiral sliko in 
naredil podatkovno zastopanje njenih značilnosti, prav tako pa bo tudi ocenil, kako dobro se bo sliko 
odkrivalo in ji sledilo. 
Postopek za dodajanje tarč v Vuforiino aplikacijo izvedemo v treh korakih: 
1. Ustvarjanje podatkovno baze 
2. Dodajanje tarč 
3. Prenos podatkovne baze in dodajanje v Vuforiin projekt 
Urejevalnik tarč podpira dve različni podatkovni bazi. Ena baza je za naprave in je shranjena lokalno 
na uporabnikovi napravi. Druga podatkovna baza je shranjena v oblaku in je dosegljiva na spletu. 
 
Slika 45: Urejevalnik tarč (lastni vir) 
 
3.3.2 Definiranje in obdelava virtualnih objektov 
 
Ko smo prijavljeni v Vuforiin razvijalski portal in imamo narejeno podatkovno bazo, lahko začnemo 
ustvarjati projekt v Unity. Unity nas pozdravi z uvodnim oknom, kjer se nahajajo vsi prejšnji projekti 
in kratek video, kako začeti delati v programu. Imamo tudi opcijo možnosti dodajanja novega 
projekta, ki ga nato poimenujemo, določimo lokacijo shranjevanja in izberemo, ali bomo delali v 2D 
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ali 3D. Izbiro imamo, da lahko v projektu dodamo vnaprej pripravljen material, ki lahko pomaga pri 
začetku izdelovanja aplikacije v Unity. Uporabil sem vnaprej pripravljen Vuforiin material. 
 
Slika 46: Izdelava novega projekta v Unity (lastni vir) 
Ko imamo ustvarjen projekt in smo že uvozili Vuforio, lahko pripravimo sceno z že vnaprej 
pripravljenimi paketi Vuforie. Ti paketi nam omogočajo uporabo OR v naši sceni. Uporabil sem 
virtualne gumbe, virtualno kamero in slikovno tarčo, ki sem jih dodal v sceno. 
 
Slika 47: Izbrani obstoječi objekti (modra barva - poudarjena imena objektov) (lastni vir) 
Virtualna kamera: je posebej narejena kamera za VR. Dostopa do mobilne kamere na telefonu. Ob 
kliku na virtualno kamero v Unity dobimo dostop do konfiguracije kamere. Lahko nastavimo, katera 
kamera mobilne naprave se bo uporabila (sprednja ali zadnja). V pregledovalniku tudi dodamo 
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licenčno kodo za slikovno tarčo, ki smo jo dobili na Vuforiinem urejevalniku licenc. Tu dodamo tudi 
podatkovno bazo za našo slikovno tarčo, ki smo jo dobili na Vuforiinem urejevalniku tarč.  
Virtualni gumbi:  To so vnaprej pripravljeni gumbi, s katerimi naredimo Vuforiino aplikacijo 
interaktivno. Velikost in postavitev gumbov je pomembna, saj sta od tega odvisni uporabnost in 
odzivnost naših gumbov. Gumb mora zapolniti vsaj 10% slike, na kateri je, in ne sme biti ob njenem 
robu, saj je 8% roba na sliki skrito. Gumb prekrije določeno polje na sliki. Ko z roko prekrijemo polje, 
na katerem je gumb (na sliki vidnega polja kamere), se bo zgodila želena vnaprej sprogramirana 
reakcija. Če imamo več gumbov, je pametno, da gumbi niso drug nad drugim v stolpcu, saj je treba 
upoštevati premik roke, ki lahko po nesreči sproži napačen gumb. Gumbom lahko določimo 
občutljivost (visoka, srednja, nizka), kar v odstotkih pomeni, koliko površine gumba moramo prekriti, 
da se le-ta sproži.    
Slikovna tarča: Predstavlja slike, ki jih Vuforia SDK lahko odkrije in jim sledi. Za njihovo  prepoznavo 
ne potrebujemo posebnih belih ali črnih polj (kod). SDK odkrije in sledi naravnim značilnostim slike in 
jih primerja z naravnimi značilnostmi slik v podatkovni bazi tarč. Za optimalno prepoznavo in sledenje 
je priporočljivo, da je slika bogata z detajli, ima dober kontrast brez ponavljajočih vzorcev. Format 
slike je lahko 8 ali 24 bit PNG ali JPG, ter manjša od 2MB. Za najboljšo kakovost je treba sliko gledati 
pod zmerno razpršeno svetlobo, ki je enakomerno razporejena na sliko. 
 
Slika 48: Slikovna tarča, uporabljena v aplikaciji [41] 
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V sceno najprej dodamo virtualno kamero in ImageTarget, ki ju najdemo pod Assets v naprej 
pripravljenih paketih Vuforie. Virtualna kamera in ImageTarget lahko delujeta samostojno in ju ni 
treba dajati v hirearhijo. Ko dodamo ImageTarget v naš projekt, se v sceni pojavi siva plošča, ki je 
okvir za našo sliko. Vse slike, ki smo jih prenesli iz portala Vuforia, so definirane v 
theStreamingAssets/QCAR. V pregledovalniku ImageTarget lahko pod zavihkom obnašanje slikovne 
tarče (angl. Image Target Behaviour) dodamo katerokoli sliko, ki smo jo pred tem uvozili v Unity. 
ImageTarget dobi lastnosti slike, ki smo jo prenesli (oblika in velikost) in dobi izgled izbrane slike. 
 
Slika 49: Lastnosti slikovne tarče  (lastni vir) 
Sedaj lahko dodamo naše 3D modele in njihove animacije. Vse so v mapi Assets. Modro obarvane 
datoteke so animacije. 3D modela imata svojo sliko za ikono; tukaj pa je tudi slika, ki jo bomo 





Slika 50: Primer hierarhije (lastni vir) 
V sceno dodamo Možiclja, ki ga umerimo na pravilno velikost in postavimo na sredino. Enako 
naredimo z Medvedkom.  
Oba modela se lahko prekrivata, saj želimo v naši aplikaciji narediti, da se 3D modela izmenjujeta  s 
pritiskom na gumb in tako nista hkrati na zaslonu. 
 
Slika 51: Vse animacije in 3D modeli (lastni vir) 
42 
 
Čeprav smo Možiclju teksturo dodali v Blender programu, moramo to Unity sporočiti. To naredimo 
tako, da našo UV sliko povlečemo v hierarhijo na naš model Možiclja, ki ga tako teksturiramo.  
Če želimo povezati 3D model z animacijo, moramo v pregledovalniku uvoženega 3D modela 
spremeniti način animacije v podedovanje.  
 
Slika 52: Spreminjanje načina animacije (lastni vir) 
Ob testiranju aplikacije lahko opazimo, da imajo modeli animacijo. Toda ob izteku pripravljene 
animacije se 3D modela prenehata premikati.  
Animacije imajo začetek in zaključek, kar pomeni, da se animacija lahko ponavlja. V pregledovalniku 
3D modela sem izbral zavihek animacije (angl. Animations) in jo spremenil v zanko (angl. Loop), kar 




Slika 53: Lastnosti uvoženega modela in animacije (lastni vir) 
Ker želimo, da je naša aplikacija interaktivna in lahko uporabnik menja modela, sem se odločil, da 
dodam virtualne gumbe, ki jih nato sprogramiram po svojih potrebah. Nahajajo se v 
Assets/Vuforia/Prefabs. V sceno sem dodal tri virtualne gumbe, ki sem jih razporedil v vrsto v 
spodnjem delu ImageTarget. Virtualni gumb je v bistvu prostor, ki ga zakrijemo na naši sliki. Ko 
virtualni gumb vpeljemo v sceno, je to svetlo modra plošča, ki jo lahko umerimo ali rotiramo po 
površini. Paziti moramo, da gumbi niso preblizu drug drugega. Ko pogledamo aplikacijo, te svetlo 
modre plošče niso vidne, tako da sem za lažjo prepoznavo vsakemu gumbu dodal kocko, ki sem jo 




Slika 54: Svetle točke na sliki so virtualni gumbi (lastni vir) 
3.3.3 Programske procedure za upravljanje z gumbi 
 
V aplikaciji sem želel z virtualnim gumbom narediti menjavo med 3D modeloma. Naknadno sem 
dodal še tretji gumb, ki sem ga uporabil za začetek animacije. V Unity se programira v programu 
Monodevelop. Če želimo, da našo skripto upoštevajo vsi objekti, jo moramo dati hierarhično najvišje 
ležečemu objektu in to je ImageTarget. Ob kliku na ImageTarget v pregledovalniku dodamo 
komponento »nova koda« in izberemo, v katerem programskem jeziku bomo pisali. Izbral sem C#. 
 
Slika 55: Dodajanje nove skripte (lastni vir) 
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Gumbe sem zaradi lažjega prepoznavanja in vključevanja  v kodo poimenoval po funkciji, ki jo 
opravljajo (fnt, medo, animacija). Brez kode gumbi ne delujejo. Uporabil sem 
IvirtualButtonEventHandler, ki zagotovi, da sta metodi ob pritisku in sprostitvi gumba 
implementirani v naš razred.  
Na začetku sem naredil dve zasebni polji, v katerih so shranjeni modeli. V naslednjem koraku sem 
registriral gumbe kot aktivni dogodek in vse skupaj dodal v Start metodo. GetComponentsInChildren 
išče v hierarhiji vse objekte, ki imajo klic virtualnega gumba.  
S transform.FindChild sem prej nastavljenima zasebnima poljema dodal 3D modele. Najprej sem 
želel, da se pokaže samo Medvedek, zato sem naredil, da Možicelj ni aktiven objekt.  
 
Slika 56: Programska pocedura za registriranje virtualnih gumbov (lastni vir) 
Pri programiranju sem si pomagal s konzolo, kajti v kodo sem vključil Debug.log, ki se izpiše v konzoli, 




Slika 57: Izpis aktivnosti na konzoli (lastni vir) 
Zatem sem moral definirati metodo, kaj se zgodi ob pritisku na gumb. Naredil sem tri primere glede 
na to, kateri gumb smo pritisnili. Uporabil sem metodo, ki določa, ali je 3D model aktiven ali ne. Za 
animacijo sem naredil if zanko, ki preveri, kateri model je aktiven in najde njegovo animacijo ter jo 
zažene.  
 




3.4  Izvoz aplikacije na android in testiranje 
 
Preden aplikacijo izvozimo na našo Android napravo, moramo poskrbeti, da imamo vse pripravljeno 
za izvoz aplikacije. Na računalniku moramo namestiti Java jdk in zadnjo verzijo Android sdk. To sta 
kompleta za razvoj Android aplikacij. Če ju imamo že nameščeni, moramo Unity povedati pot do 
njunih datotek. Prav tako moramo pripraviti tablico, ki ima nastavitve za razvijalce skrite. Da lahko 
dostopamo do nastavitev, se moramo postaviti na nastavitve/o telefonu/verzija androida in nato 
večkrat klikniti na verzijo telefona. Ko se odprejo nastavitve za razvijalce, obkljukamo USB 
razhroščevanje.  
Ko smo to naredili, pritisnemo ctrl+b in v primeru, da nimamo Android naprave povezane z 
računalnikom, nas Unity na to opozori in omogoči ponovno preverjanje. Če je naprava povezana, 
dobimo okno, v katerem lahko izberemo operacijski sistem, na katerem bomo zgradili našo aplikacijo. 
Prav tako pa tukaj dodamo, katere scene bomo uporabili. Ker smo imeli v naši aplikaciji samo eno 
sceno, sem izbral opcijo uporabi trenutno sceno (angl. Add Current). 
 
Slika 59: Nastavitve za izgradnjo (lastni vir) 
V posebnih nastavitvah za Android (angl. Player Settings) nastavimo vse dodatne možnosti. Tu sem 
poimenoval našo aplikacijo in ji dodal svojo ikono, ki se pokaže na tablici. Lahko tudi izberemo, za 
kateri API nivo želimo zgraditi našo aplikacijo (uporabil sem Android 4.2 »Jelly Bean«). Ko smo 
zadovoljni z nastavitvami in je naprava povezana, pritisnemo zgradi in zaženi (angl. Build and Run). 




Slika 60: Nastavitve za Android (lastni vir) 
Testiranje sem izvedel na tablici Samsung Galaxy 4. Aplikacija deluje tekoče, čeprav se opazi slabša 
kvaliteta prikazovanja 3D modelov.  
V prvi fazi testiranja sem naletel na težavo. V primeru, da  je kamera zgubila stik s sliko za kratek čas, 
je bilo treba sekundo počakati, da se ponovno naloži. To sem odpravil tako, da sem naredil aplikacijo 
z razširjenim sledenjem in s tem izboljšal kakovost aplikacije. Za delovanje aplikacije ni potrebna 
internetna povezava.  
 




4 POTENCIALNE IZBOLJŠAVE IN MOŽNOSTI UPORABE PRI 
NADALJNJEM RAZVOJU 
 
Aplikacija, ki se izdeluje z več različnimi programskimi orodji, je po navadi razdeljena na skupine oseb, 
ki so specializirane vsaka za svoje področje (3D oblikovalci, animatorji, programerji ...). Očitne 
izboljšave bi lahko zajemale kakovost prikazovanja 3D modelov in njihovih animacij, predvsem pa se 
mi zdi, da bi bila največja izboljšava postavitev aplikacije v določen kontekst.  
To so na primer naredili v živalskem vrtu San Antonio, kjer so ograde z živalmi popestrili z aplikacijo, 
ki je bazirala na obogateni resničnosti in so lahko obiskovalci videli dodatne animacije, prednike in 
zbirali virtualne kovance, ki so jih unovčili v trgovini z darili. 
 
Slika 62: Živalski vrt San Antonio in OR [36] 
Dodatna uporabna vrednost naše aplikacije je, da bi se moji modeli lahko zamenjali z realnimi izdelki, 
katerim bi lahko z gumbi spreminjali npr. barvo (npr. v avtomobilski ali tekstilni industriji) in po 
potrebi dodajali dinamične elemente. 
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Na začetku vsakega leta se v Las Vegasu v Ameriki odvije CES sejem. Na letošnjem CES sejmu se 
demonstrira najnovejše izdelke v elektroniki, ki so uporabni za potrošnike. Na področju obogatene 
resničnosti so nagrado za najboljšo inovacijo sejma dobila pametna očala R-7 podjetja ODG (angl. 
Osterhout Design Group).  
Podjetje je pametna očala razvijalo 6 let. Uspelo jim je narediti napravo, ki je najmodernejša mobilna 
naprava za obogateno resničnost. Uporabniku omogoča vse tablične funkcije brez uporabe rok. Ker 
imajo pozicijske senzorje, pametna očala vedo, kje se nahajate, kam gledate in kako se premikate ter 
omogočajo uporabo obogatene in virtualne resničnosti, kjerkoli ste. 
 
Slika 63: Uporaba ODG pametnih očal v vesolju [43] 
Ameriška agencija za raziskovanje vesolja NASA je začela sodelovati s podjetjem ODG. Skupaj bodo 
sodelovali in raziskovali uporabnost pametnih očal, ki so namenjena virtualni in obogateni 





V diplomski nalogi mi je uspelo narediti aplikacijo OR ter povezati pametno tehnologijo z realnim 
svetom in s tem izpolniti zastavljeni cilj. Moja aplikacija omogoča, da s premiki roke pred  virtualnimi 
gumbi v aplikaciji na zaslonih kontroliram 3D modele in animacijo. Pri sami realizaciji naloge sem 
naletel na nekaj težav (npr. tekstura Medvedka), ki sem jih s pomočjo podobnih izkušenj, ki so jih 
drugi objavili na spletu, hitro odpravil.  
Za uspešno realizacijo naloge sem moral uporabiti kar tri programska orodja, ki so vsako za sebe 
specifična. Po moji oceni je to tudi eden od razlogov, da OR še ni dovolj uporabljen v praksi. Z 
integracijo in izboljšanjem programskih rešitev ter izdelavo uporabnih aplikacij bo tudi OR našla svoje 
mesto v vsakodnevnem življenju.  
OR bo v prihodnosti še bolj uporabljana tako v poučne kot komercialne namene, vendar se mi zdi, da 
bo bolj priljubljena, ko bo postala popolnoma intuitivna.  
Menim, da obstaja velika tržna niša v OR, ki samo čaka na pravilno idejo in izvedbo. To trditev lahko 
podpremo z razmišljanjem velikih tehnoloških podjetij kot so Microsoft, Google, Facebook, ki so v 
zadnjih letih vložila veliko denarja v obogateno resničnost. 
Isti trendi so razvidni tudi na največjih svetovnih tehnoloških sejmih, kjer je v zadnjih letih vse večji 
poudarek na obogateni resničnosti. Na največjem letošnjem sejmu potrošniške elektronike CES (angl. 
Consumer Electronic Show) je več kot 60 podjetij predstavilo izdelke s področja virtualne in 
obogatene resničnosti.  
Predvidevanja o višini sredstev, ki bodo namenjena temu področju, so prikazana na naslednjem 
grafu: 
 
Slika 64: Vlaganja v OR/VR do leta 2020  [2] 
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Iz grafa je razvidno, da bo v področje OR (v stolpcih označeno s temno modro barvo) vloženo skoraj 
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