Closed form of the ruin probability for a L evy processes, possible killed at a constant rate, with arbitrary positive, and mixed exponentially negative jumps is given.
1 Introduction 1.1 Let X = fX t g t 0 be a real valued stochastic process de ned on a stochastic basis ( ; F; F = (F t ) t 0 ; P) that satisfy the usual conditions. Assume that X is c adl ag, adapted, X 0 = 0, and for 0 s < t the random variable X t ? X s is independent of the -eld F s with a distribution that only depends on the di erence t ? s. X is a process with stationary independent increments (PIIS), or a L evy process. For q 2 R, (q) denotes the characteristic exponent of X given by L evy-Khinchine formula (q) = 1 t log E(e iqXt ) = ibq ? 1 2 2 q 2 + Z R (e iqy ? 1 ? iqy1 fjyj<1g ) (dy) where b and 0 are real constants, and is a positive measure on R ? f0g such that R (1^y 2 ) (dy) < 1, called the L evy measure. The function (q), q 2 R completely determines the law of the process. For general reference on the subject see Jacod and Shiryaev (1987) , Skorokhod (1991 ), or Bertoin (1996 . where is an arbitrary L evy measure concentrated on (0; 1), 0 < 1 < : : : < n , a k > 0, for k = 1; : : : ; n and P n i=1 a k = 1. The magnitude of the negative jumps of X is mixed exponentially distributed, with parameter k chosen with probability a k , and they occur at poissonian times with rate . As the process considered has a nite number of negative jumps on 0 Considered as a function with complex domain, the characteristic exponent iq 7 ! (q) in (3) can be extended analytically to the complex strip fz = p + iq: p 2 (? 1 ; 0]g and, for ? 1 < p 0, we have (p) = (p). As the Laplace transform of X t when ? 1 < p 0 is given by E(e pXt ) = e t (p) , following Bertoin (1996) we call = (p) = 1 t log E(e pXt )
the Laplace exponent of X.
Let us examine the roots of the equation (where the integral can take the value 1) the equation (p) = 0 has n + 1 negative roots ?p j , j = 1; : : : ; n + 1, that satisfy 0 < p 1 < 1 < p 2 < : : : < p n < n < p n+1 :
Furthermore, observe that when > 0, equation (p) = has always n + 1 negative roots ?p j satisfying (7).
Denote by ( ) an exponential random variable with parameter > 0, independent of X, and for = 0, put (0) (8) called the supremum and in mum of the process, killed at rate if > 0 (see Bertoin (1996) ).
Next result gives a closed formula for the ruin probability, R(x) = P(9t 2 0; ( )): x + X t 0) = P(I ?x); x 0;
for the process with characteristic exponent given by (3).
Theorem 1.1 Let X be a L evy process with characteristic exponent given by (3) and > 0.
(a) Assume that condition (6) holds. Then, P(lim t!1 X t = 1) = 1, i.e.
the process drifts to in nity.
(b) Let 0. Assume that condition (6) holds when = 0. Then, the ruin probability (9) The Laplace exponent (5) is given by
A simple application of Theorem 1.1 to X and ?X gives the following Corollary 1.1 Let X be given in (12).
(a) For > 0, the in mum I in (8) has density given by
where ?p 1 ; : : : ; ?p n+1 are the negative roots of the equation ( Remark: (a) and (b) in Corollary 1 can also be obtained from Rogozin (1966) by fractional expansion. In case of Theorem 1.1, in order to use this factorization methods, complex variable results must be considered in order to count and locate the roots of (z) = .
1.4 Related results to Theorem 1.1 and applications can be found in Asmussen (1995) . The distribution of the in mum of a process with no negative jumps was found by Zolotarev (1964) , see also Prabhu (1980) or Bertoin (1996) and the references therein. Results giving double Laplace transform of nite time ruin can be found in Baxter and Donsker (1952) , based on combinatorial methods and complex analysis. Rogozin (1966) gives a factorization concerning the ruin of a killed process, extending combinatorial identities for random walks by Spitzer. Theorem 1.1 generalizes previous work in case of a Wiener process with negative exponential exponential jumps (Mordecki (1997) ) and of a L evy process with negative exponential jumps (Mordecki (1999a) ). Within the possible applications, the results are used to give closed solutions to optimal stopping problems for L evy processes (Mordecki (1999b) ). The method of proof is direct, along the lines of the barrier problem for simple random walks, consisting in nding a martingale with value 1 in the stopping region that vanishes if this region is not attained.
Proofs
First, introduce some notation and necessary facts. The in nitesimal generator of the process X with exponent in (3) The following result gives (20), the integro-di erential equation that the ruin probability must satisfy.
Lemma 2.1 (a) Let 0 < p 1 < 1 < p 2 < : : : < p n < n < p n+1 ; 
A j e ?pjx (?p j ) + 
where l Y (a; t) is the local time of the process Y at level a and time t. In view of (17) and (25) 
In order to evaluate (26) at 0 observe that l Y (0; 0 ) = 0 because x + X t > 0 on the set 0; 0 ) and the local time is continuous in t (p. 165 in Protter (1992) ).
In view of (26) and (27) On one side, as X 1 has only positive jumps, by (29) and VII.1.2 in Bertoin (1996) we deduce P(lim t!1 X 1 t = 1) = 1: On the other side, as E(X 2 t ) = "t > 0, we have P(lim t!1 X 2 t = 1) = 1 and conclude (28 Acknowledgement. The author is indebted to A. Abella for helpful discussion.
