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Selberg has shown on the basis of the Riemann hypothesis that for every E > 0, 
most intervals [x, x + xf ] of length xf contain approximately x’/log x primes. Here 
by “most” we mean “for a set of values of x of asymptotic density one.” Prachar 
has extended Selberg’s result to primes in arithmetic progressions. Both authors 
noted that if we assume the quasi Riemann hypothesis, that c(s) has no zeros in the 
domain {o > 4 + 6) for some 6 < $, then the same conclusions hold, provided that 
E > 26. Here we give a simple proof of these theorems in a general context, where 
an arbitrary signed measure takes the place of d[&x) -xl. Then we show by a 
counterexample that this general theorem is the best of its kind: the condition 
E > 26 cannot be replaced by E = 26. In our example, the associated Dirichlet 
integral is an entire function which remains bounded on the domain (u ) ; + 6). 
Thus its growth and regularity properties are better than thqse of c(s)/<(s). 
Nevertheless the corresponding signed measure behaves badly. 
This paper is motivated by the problem of giving an upper bound for the 
gaps between consecutive primes. It is known that pn+, -pn = O(P~“~+“) 
for any fixed E > 0 (Huxley [3]), whereas it is conjectured that the exponent 
7/ 12 can be replaced by zero, i.e., p,,+ I -pn = O(p’,). Actually Huxley 
proved that 
7r(x + x”) - n(x) - x”/log x for a > 7/12, (1) 
and we would expect the same theorem to hold for all a > 0. The Riemann 
hypothesis would allow the 7/12 to be reduced to l/2, but does not go any 
further. 
However, Selberg [6] showed on the Riemann hypothesis that, for any 
fixed a > 0, Eq. (1) is true for most values of x; that is, the set of values of x 
for which (1) holds has asymptotic density one as x + co. (See below.) 
DEFINITION. A set S of positive real numbers has asymptotic density one 
if, asx-+co, 
measure(S n [0, x1)/x -+ 1. 
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To avoid any misunderstanding, we observe that our problem has nothing 
to do with “pathological sets.” Equation (1) above is an asymptotic 
condition, and small changes in x do not affect it appreciably.] 
The main results in this paper are (I) a generalization of Selberg’s theorem 
which combines several classical results (e.g., Selberg [6], Prachar [S], and 
similar statements about “generalized primes”-cf. [ 1 I); and (II) a coun- 
terexample which shows that our theorem is the best of its kind. This 
example suggests that the conjecture, pn+ I -p, = O(p’,), cannot be proved 
by zeta function methods; for it shows that a mass distribution 
(corresponding to the primes) can be very bad, while the associated Dirichlet 
integral behaves better than -C(s)/&). 
Note. Selberg’s and Prachar’s theorems are slightly stronger than the 
versions we obtain, since they replace our xE by a power of log x. Since what 
we regard as our most interesting result, the counterexample (II), is negative, 
there seems to be no point in making things more complicated. 
STANDING ASSUMPTIONS AND NOTATIONS 
Here E and 6 denote fixed numbers >O. 
An arbitrary number >0 will be denoted by q. 
F(x) = a real function on [0, co) which has bounded variation on each 
compact interval, and whose total variation satisfies: 
Var F[x, x + 11 = 0(x”) for all q > 0, P-1 
where the constant implied by the “0” depends on q. As a consequence of 
(2) we have: 
var F[ 1) x] = 0(x’ + “) for all r,i > 0. (3) 
In addition we assume that F(x) = i[F(x+) + F(C)] at discontinuity points, 
and that F(l-) = 0. 
We define the Dirichlet integralf(s) corresponding to F(x) by: 
Then by (2), S(s) exists for CI > 1 (where, as usual, we write s = u + it). 
GENERALIZED SELBERG THEOREM. Let F(x) and f(s) be US above. 
Suppose that for some fixed 6 > 0: 
(a) f(s) has an analytic continuation to the domain {a > f + S}, 
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(b) for each u0 > : + 6, and all r > 0, there is a constant depending 
only on u,, and q, such that u > uO, ( t I> 1 implies 
If(u + it)/ < Const ] t In. 
Then for any fixed E > 26, and for a set S of values of x having asymptotic 
density one, we have 
F(x + XC) - F(x) ~ o 
XE 
as x -+ a~ through points in S. 
As an example of how the above theorem applies, we prove: 
COROLLARY. Assume any variant of the “quasi Riemann hypothesis,” 
that all zeros of C(s) lie in the domain {u < 4 + S} for some 6 < + (here 6 may 
be zero). Then for any j?xed E > 26, and a set S of values of x having 
asymptotic density one, 
n(x + xy - n(x) ~ 1 
w/h3 x> 
as x -+ 00 through points in S. 
Proof of corolfwy (assuming the theorem). As usual, following 
Chebychev, we replace n(x) by v(x) (see, e.g., Ingham [4, Chap. 11). Thus 
the desired result is 
wfx + 4 i v(x) --* 1 
XC 
for a set S of values of x with asymptotic density one. Now set 
F(x)=y(x)-x+ 1, 
so that 
f (xl = (-C(sMs)) - (A) ’ 
We emphasize that F(x) denotes the difference between I&X) and x - 1. 
Consequently f (s) is regular at s = 1. Our objective is to show that, on the 
average, dF is “small”; more precisely that 
[F(x + x’) - F(x)]/xf --t 0 
as x + co through points of S. 
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This is just the conclusion of the preceding theorem. As for the 
hypotheses: (a) is nothing but the quasi Riemann hypothesis, and (b) is a 
well-known fact about C(s)/&) (cf. Ingham [4, p. 71 I). 
Proof of theorem. We start with Riemann’s inversion formula. Take any 
v > 0, and let c = 1 + r]/2; then 
(5) 
where 
E(x, T) = 0(x l +“/T) + O(xV), (54 
the “0” depending on q. [These formulas are proved, for the special case 
F(x) = W(X), in practically every book on prime number theory; cf. 
Davenport [2] for a precise version. The generalization to an arbitrary F(x) 
is trivial, since the only property of w(x) which is used in the proof is 
condition (2), which we have posited above.] 
Since E > 26, we can choose a number 6’ with 6 < 6’ < e/2. To keep the 
notation simple, we will from now on replace the letter 6’ by 6, so that in our 
new notation,&) is regular and inequality (b) is satisfied on the closed half 
plane {a > $ + 6). 
Now move the line of integration in (5) to the left, replacing c = 1 + q/2 
by c = $ + 6 (this is justified by hypotheses (a) and (b)). Furthermore, for 
the error fomula (5a), choose a value E’ with 26 < E’ < E, and set T equal to 
a fixed value between x1-” and 2x’-“. (A little thought shows that it 
suffices to prove our theorem for intervals of the type [x/2, x], and thus there 
is no harm in holding T fixed.) 
Then the error E(x, 2”) is 0(x”+” ) for arbitrarily small q, and this is 
negligible compared to x’. Therefore with a negligible error we may replace 
F(x) by 
We find 
G’(x) = & j’;,’ xs-‘f(s) ds, 
c IT 
G’(x)‘= & jc+ir~+i’x”x”‘~l~(s)~(s’)dsds’. 
c-iT rpiT 
(Recall that F(x) is real, so that f(5) =f(s). Hence G(x) is real, and 
G’(x)’ > 0.) 
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Now the average of G’(x)’ over [0,x], 
!  j’G+)‘&4 = $,=+‘7c+‘T it 
s+sr-2 
X0 c-iT c-iT s+s’- l 
f(s)f(s’) ds ds’. 
We will show that this is small. We have, since c =: + 6, 
Ixs+s’-2j =x2s-l; 
also, 
lf(~>f(~‘)I = 0(x? for all q > 0 by (b). 
Finally the double integral of l/Is + s’ - 1 ] over the Cartesian product of 
the two lines is O(Tlog 7). Since T g x1-“, this is O(X~-~‘+“) for any q > 0. 
The result is 
‘lxG’(x)’ dx = 0(x2”-‘) O(X~) 0(x1-“+n) 
x0 
= o(x2”-‘+2y = o(l), 
since E’ > 26 and q is arbitrarily small. By the Schwarz inequality, 
; 1; I G’(x)1 u-.x = o(l), 
i.e., the average value of ] G’(x)] is also small. 
Now return to our intervals [x,x + xE], E > E’. Since the average over 
P,xl of IG’( x is small, it follows that the average over short intervals I 
[ y, y + JJ’] is small for a majority of the values y < x. Letting x--f co, these 
“good” values of y constitute a set S of asymptotic density one. 
When the derivative ] G/(x)( is small on the average over an interval (a, b), 
this means that the ratio [G(b) - G(a)]/(b - a) is small. Thus, for x E S, 
]G(x + xE) - G(x)]/x' N 0. But G(x) differs from F(x) by an amount which 
is negligible compared to x6. This proves the theorem. 
THE MAIN COUNTEREXAMPLE 
The “Generalized Selberg Theorem” given above is the best of its kind. In 
fact, for any 6, 0 < 6 < +, there exists a signed measure dF(x) on [0, co) 
whose Dirichlet integral f(s) satisfies the stronger conditions 
f(s) is an entire function, (a*) 
lf(o + it)] is bounded on the closed domain (a > i + Sj, @*> 
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but such that the conclusion 
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F(x + x26) -F(x) - o 
xzs 
is true only for a set of values of x of asymptotic density zero. 
Proof. The “density function” of dF(x) is a step function with steps of 
variable length and values alternating between + 1 and - 1 
dF(x)/dx = (-I)“+ ’ for n’+” <x < (n + l)l+a, 
where a is a parameter whose relation to 6 remains to be determined. 
We want the measure dF(x) to behave badly on most intervals of length 
X 26 in the vicinity of any position x. Now the lengths of the intervals for 
dF(x)/dx are (n + l)(‘+a) - ,(I +n), and by the Mean Value Theorem, this 
difference is on the order of na. Since the corresponding position is x = n’ +“, 
this means that the lengths are on the order of x”‘(‘+~). Thus we set 
6 = (1/2)[cq(l + a)]. 
As forf(s), we find 
and upon doing a little integral calculus we arrive at 
f(s) = (1 + a) 
2[(1 - 2’7 l;(u)] - 1 
, 
u 
where u = (1 + a)(s - 1). 
Now f(s) is entire, since the pole of c(u) at u = 1 is cancelled by the term 
(1 - 2’-‘), and the possible pole at u = 0 disappears because c(O) = - $. 
Concerning the size of f(a + it): It follows readily from the functional 
equation of c(s), together with Stirling’s formula, that in the negative half 
plane u < 0, 
][(a + it)1 = o[ltl-0+“‘*‘] for (t]+ co, oE compact set. 
Since f(s) involves {(u)/u multiplied by bounded factors, in order to have 
f(s) bounded we require ] c(u)] = O(] u I), that is 
Re(u) > - i or equivalently Re(s) > A + A 5. 
2 2 1+a 
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Thus since 6 = ;[a/( 1 + a)],f( s IS ) ’ b ounded in the half plane {a > 4 + S}, as 
required. 
A SECOND COUNTEREXAMPLE 
Let dF(x) be an infinite sum of point masses, a mass of weight 2” being 
located at each of the points 4”, n = 0, 1,2,.... [Thus each of the points 
x = 4” is given a mass equal to xl’*.] 
Now this measure dF(x) satisfies the conclusion of Selberg’s theorem for 
all E > 0, since most intervals of length x’ do not contain any of the “bad” 
points x = 4”. However no asymptotic law (i.e., a law valid for all large x) 
holds for any exponent E < i. 
The Dirichlet “integral” 
f(s) = 2 2”/4”’ 
n=o 
= l/(1 - 4’1’2’~7. 
Thus f(s) is analytic for Re(s) > 3, and f(s) is bounded in every half plane 
{o > i + S}, S > 0. Furthermore f(s) satisfies a functional equation 
f( 1 - s) = - 4(“*)-Sf(s). 
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