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Abstract. For a polynomial fpXq “ AXd ` C P FprXs with A ‰ 0 and d ě 2, we prove that if
d | p ´ 1 and f ip0q ‰ fjp0q for 0 ď i ă j ď N , then #fN pFpq „
2p
pd´1qN
, where fN is the N-th
iteration of f .
1. Introduction
We fix a prime p ‰ 2. Let fpXq “ AXd ` C P FprXs with d ě 2 and denote its
iterates f jpXq by setting f0pXq “ X and f j`1pXq “ fpf jpXqq. In this paper, we will
study functions of the form fpXq “ AXd `C with A ‰ 0. Our goal is to give a non-trivial
upper bound for #fN pFpq. However, as mentioned in [HB], when fpXq “ X3`1 and p ” 2
pmod 3q, #fN pFpq achieves the trivial bound p. Therefore, in order to give a non-trivial
bound for #fNpFpq, it is crucial to restrict p in some certain residue class modulo d. More
precisely, we obtain the following theorem.
Theorem 1.1. Let Fp be a finite field of characteristic p ‰ 2, and let fpXq “ AXd ` C P
FprXs with A ‰ 0 and d | p´ 1. Suppose that
(1.1) f ip0q ‰ f jp0q for 0 ď i ă j ď N.
Then we have
(1.2) #fN pFpq “ µNp`Opdd6N?pq
uniformly in A and C, where µN is defined recursively by taking µ0 “ 1 and
dµn “ 1´ p1´ µn´1qd.
Moreover, we have
µn „ 2pd´ 1qn when nÑ8.
The condition that d | p´ 1 is essential for us to obtain the estimation of #fNpFpq as
in Theorem 1.1. It is simply because without it Lemma 2.2 will fail even though a similar
Pi can be defined.
Theorem 1.1 has the following immediate corollaries.
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Corollary 1.2. Let Fp be a finite field of characteristic p ‰ 2, and let fpXq “ AXd ` C P
FprXs with A ‰ 0 and d | p ´ 1. Then for p "A,C 1, we have f ip0q “ f jp0q for some i, j
with
i ă j ď DA,C p
log log log p
for some DA,C ą 0 which depends on A and C only.
Corollary 1.3. Let Fp be a finite field with of characteristic p ‰ 2, and let fpXq “ AXd`
C P FprXs be the reduction of rf “ rAXd ` rC P ZrXs, where rA, rC ą 0. Then the sum of all
the cycle lengths in Γf will be OA,Cp plog log pq, where Γf is the directed graph whose vertices
are the element of Fp and such that there is an arrow from P to fpP q for each P P Fp.
Similarly, the length of any pre-cyclic path in Γf will be OA,Cp plog log pq.
In Section 3, We will give their proofs.
This paper is essentially based on [HB]. Some lemmas would be similar to the ones in
[HB]. However, for the completeness, we include their proofs in this paper.
2. Decomposition of projective variety CN into union of absolutely
irreducible curves.
We assume that d | p ´ 1 in the whole paper and fix a primitive d-th root of unity
γ P Fp.
Notation 2.1. We put PipX,Y q “ X ´ γiY and FnpX,Zq “ ZdnfnpXZ q.
Lemma 2.2. With the condition 1.1, for any 0 ď n ď N and 1 ď i ď d´1 the polynomials
of the form PipfnpXq, fnpY qq are absolutely irreducible over Fp.
Proof. It is enough to show that there is no non-zero solution to
∇
´
WDPi
`
fnp U
W
q, fnp V
W
q˘¯ “ ~0,(2.1)
whereD “ dn. Assume that pu, v, wq is a non-zero solution to∇
´
WDPi
`
fnp U
W
q, fnp V
W
q˘¯ “
~0. Then we have
wD´1pfnq1p u
w
q “ wD´1
n´1ś
i“0
dpf˝iqd´1p u
w
q “ 0,(2.2)
wD´1γipfnq1p v
w
q “ wD´1γi
n´1ś
i“0
dpf˝iqd´1p v
w
q “ 0,(2.3)
´uwD´2pfnq1p u
w
q ´ vwD´2γipfnq1p v
w
q `DwD´1Pi
`
fnp u
w
q, fnp v
w
q˘ “ 0.(2.4)
Assume that w “ 0. By the equalities above, there are 0 ď s ď n´ 1 and 0 ď t ď n´ 1
such that F spu,wq “ F tpv,wq “ 0. Since
F spu, 0q “ a d
s´1
d´1 ud
s
and F tpv, 0q “ a d
t´1
d´1 vd
t
,
we obtain that u “ v “ w “ 0, which is excluded.
Now assume w ‰ 0. We then see that we would have f spuq “ f tpvq “ 0 for some
u, v P F¯p such that fnpuq ´ γifnpvq “ 0.
If s “ t, we have
Pipfn´sp0q, fn´sp0qq “ p1´ γkqfn´sp0q “ 0,
which implies fn´sp0q “ 0 “ f0p0q with 1 ď n´ s ď N, a contradiction to Condition (1.1).
If s ‰ t, we have Pipfn´sp0q, fn´tp0qq “ 0, which implies fn´sp0q “ fn´tp0q, again a
contradiction to Condition (1.1).
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Therefore, we conclude that the polynomial PipfnpXq, fnpY qq is irreducible over the
algebraic completion Fp for every n ď N . 
Notation 2.3. We put
ρnpmq “ #tx P Fp | fnpxq “ mu and Upn; kq :“
ÿ
mPFp
ρnpmqk.
As in [HB], for any k ě 0, the function Upn; kq to be the number of solutions of
(2.5) fnpx1q “ ¨ ¨ ¨ “ fnpxkq
in Fp.
We define projective varieties
(2.6) Cn : X
dn
0 f
npX1
X0
q “ ¨ ¨ ¨ “ Xdn0 fnp
Xk
X0
q.
Let
ΦpX,Y ; ℓ, hq “
#
Phpf ℓpXq, f ℓpY qq, ℓ ě 0 and 1 ď h ď d´ 1,
X ´ Y, ℓ “ ´1 and h “ 0.
It is easy to see that
pfnpXq ´ fnpY qq “ pX ´ Y q
n´1ź
ℓ“0
d´1ź
h“1
ΦpX,Y ; ℓ, hq.
Therefore, for any solution px1, . . . , xkq of (2.5) and any pair of distinct indices 1 ď i ‰ j ď
k, we put ℓpxi, xjq to be the smallest integer ℓ P t´1, 0, 1, . . . , n´ 1u such that
Φpxi, xj ; ℓ, hq “ 0 for some 1 ď h ď d´ 1.
We know that h is unique and denote it by hpxi, xjq.
By definitions of ℓ and h, we have
(2.7) ℓpxi, xjq “ ℓpxj , xiq and hpxj , xiq ” d´ hpxi, xjq pmod dq.
Notation 2.4. For a graph G with k vertices, we set tVa | 1 ď a ď ku to be the set of its
vertices.
Definition 2.5. A pn, kq-graph is a graph with k vertices and each of its edges VaVb is
associated two functions E1 and E2 on the ordered pairs pa, bq and pb, aq such that
‚ RangepE1q “ t´1, . . . , nu and RangepE2q “ t1, . . . , d´ 1u.
‚ E1pa, bq “ E1pb, aq and E2pb, aq ” d´ E2pa, bq pmod dq.
If there exits at least one edge VaVb in G such that E1pa, bq “ n, we call it a strict
pn, kq-graph. If there is an edge between every pair of vertices, we call it a complete pn, kq-
graph.
Definition 2.6. Let G be a complete pn, kq-graph. We call G proper if, whenever Va, Vb
and Vc are distinct vertices with E1pa, bq ď E1pb, cq, then we have the following.
(1) If E1pa, bq “ E1pb, cq “ ´1, then E1pa, cq “ ´1.
(2) If E1pa, bq ă E1pb, cq, then E1pa, cq “ E1pb, cq and E2pa, cq “ E2pb, cq.
(3) If 0 ď E1pa, bq “ E1pb, cq and E2pa, bq ` E2pb, cq ı 0 pmod dq, then E1pa, cq “
E1pa, bq and E2pa, cq “ E2pa, bq ` E2pb, cq.
(4) If 0 ď E1pa, bq “ E1pb, cq and E2pa, bq ` E2pb, cq ” 0 pmod dq, then E1pa, cq ă
E1pa, bq “ E1pb, cq.
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Notation 2.7. Let EG be the set of edges of a pn, kq-graph G. We correspond G a projective
variety:
CG : ΦpXa,Xb,X0;E1pa, bq, E2pa, bqq “ 0 for VaVb P EG,
where
ΦpX,Y,Z; ℓ, hq “
#
X ´ Y, when ℓ “ ´1;
Zd
ℓ
ΦpX
Z
, Y
Z
; ℓ, hq, when ℓ ě 0.
Lemma 2.8. Let G be a proper complete pn ´ 1, kq-graph. Then CG is a subvariety of Cn.
Proof. It follows that each pxa, xb, x0q on
CG : Φpxa, xb, x0;E1pa, bq, E2pa, bqq “ 0 for VaVb P EG
satisfies xd
n
0 f
npxaq “ xdn0 fnpxbq. 
Lemma 2.9. Any two different proper complete pn, kq-graphs G1 and G2 correspond to
different varieties.
Proof. Let E1p¨, ¨q and E2p¨, ¨q (resp. E11p¨, ¨q and E12p¨, ¨q) be the functions corresponding to
G1(resp. G2).
Suppose that G1 and G2 correspond to the same variety, and G1 ‰ G2. We discuss it
in two cases.
Case I. There exists an edge VaVb such that E1pa, bq “ ℓ1 ą ℓ2 “ E11pa, bq and
h2 “ E12pa, bq. Then we have f ℓ2pXaq “ γh2f ℓ2pXbq, which implies f ℓ1pXaq “ f ℓ1pXbq,
a contradiction to E1pa, bq “ ℓ1.
Case II. There exists an edge VaVb such that
E1pa, bq “ E11pa, bq “ ℓ, but E2pa, bq “ h1 ‰ h2 “ E12pa, bq.
Then we have f ℓpXaq “ γh1f ℓpXbq and f ℓpXaq “ γh2f ℓpXbq. It implies f ℓpXaq “ f ℓpXaq “
0, a contradiction to E1pa, bq “ ℓ. 
Lemma 2.10. Let G~x be the complete pn´1, kq-graph associated to a solution ~x “ px1, . . . , xkq
of (2.5) with E1pa, bq “ ℓpxa, xbq and E2pa, bq “ hpxa, xbq. Then G~x is proper.
Proof. One can check that G~x satisfies all the conditions in Definition 2.6. 
Lemma 2.11. We have
Upn, kq ` pp ´ 1q gcdpp´ 1, dnqk´2 “ #
´ď
G
CGpFpq
¯
,
where the sum runs over all proper complete pn´ 1, kq-graphs.
Proof. By Lemma 2.8 and 2.10 we have
#
´ď
G
CGpFpq
¯
“#CnpFpq
“#t~x P CnpFpq | x0 ‰ 0u `#t~x P CnpFpq | x0 “ 0u
“Upn, kq ` tp0, x1, . . . , xkq | xdn1 “ ¨ ¨ ¨ “ xd
n
k u
“Upn, kq ` pp´ 1q gcdpp´ 1, dnqk´2. 
Now we state our key proposition.
Proposition 2.12. Suppose that the condition (1.1) holds and G is a proper complete
pN ´ 1, kq-graph. Then the variety CG is an absolutely irreducible curve over Fp with degree
at most dpk´1qpN´1q.
We will give its proof after introducing several lemmas.
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Definition 2.13. Let G be a complete pn, kq-graph, and suppose G0 is a sub-graph of G
with the same set of vertices but fewer edges. We then say that G0 generates G if G “ Gh
for some h, where Gh`1 is obtained from Gh by the following procedure: Take three distinct
vertices Va, Vb, Vc for which the edges VaVb and VbVc belong to Gh but VaVc does not. Then
we do the following
(1) if E1pa, bq “ E1pb, cq “ ´1, we put E1pb, cq “ ´1 and E2pb, cq “ 0.
(2) If
0 ď E1pa, bq “ E1pb, cq and d ∤ E2pa, bq ` E2pb, cq,
then
E1pa, cq “ E1pa, bq “ E1pb, cq and E2pa, cq ” E2pa, bq ` E2pb, cq pmod dq.
(3) If E1pa, bq ă E1pb, cq, then
E1pa, cq “ E1pb, cq and E2pa, cq “ E2pb, cq.
Then Gh`1 is obtained from Gh by adding the edge VaVc.
Definition 2.14. A pn, kq-graph is said to be a pn, kq-tree if
(1) any two vertices Va and Vb is connected by a unique path of edges.
(2) It can generate a proper complete pn, kq-graph.
For a pn, kq-tree G0, we put PathG0pVa, Vbq to be the unique path in G0 connecting the
vertices Va and Vb.
Lemma 2.15. For any proper complete pn, kq-graph G there exists a pn, kq-tree G0 gener-
ating G.
We will give its proof right after the following lemma.
Lemma 2.16. Let G be a strict proper pn, kq-graph, with n ě 0. Then there is a unique
partition
d1š
i“1
Ai “ t1, . . . , ku into non-empty sets tAiu for some 2 ď d1 ď d such that
E1pai, ajq “ n when ai P Ai and aj P Aj for any i ‰ j, while E1pa, a1q ă n whenever a and
a1 belong to the same set Ai.
Proof. Let Va be a vertex of G. We put
B0 “ tVb | 1 ď b ď k such that E1pa, bq ă nu
and
Bi “ tVb | 1 ď b ď k such that E1pa, bq “ n and E2pa, bq “ iu
for any 1 ď i ď d´ 1.
Relabeling the non-empty sets among tBj | 0 ď j ď d´ 1u, we obtain tAi | 1 ď i ď d1u,
which gives a partition satisfying the requirements as in the lemma. 
Notation 2.17. When there is no confusion rise, we denote a partition of
d1š
i“1
Ai of t1, . . . , ku
by tAiu.
Proof of Lemma 2.15. First, when k “ 1 the result is trivial for any n ě ´1. Now assume
that it holds for any m ď k and n ě ´1. For m “ k ` 1, without loss of generality, we
assume that G is a proper strict pn, k`1q-graph. By Lemma 2.16, we obtain a partition tAiu
satisfying that E1pai, ajq “ n when ai P Ai and aj P Aj for any i ‰ j, while E1pa, a1q ă n
whenever a and a1 belong to the same Ai.
We find representation ai of Ai for each 1 ď i ď d1. Since the sub-graph of G restrict to
indices set Ai is a proper complete pn ´ 1,#pAiqq-graph for each 1 ď i ď d1, by induction,
we obtain a pn ´ 1,#pAiqq-tree G0,i for each of these graphs.
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Now we construct the pn, kq-tree G0 that generates G. We start from a k-vertex graph
without edges. We first add edges Va1Vai to G0 for each 2 ď i ď d1, and then the edges
belonging to G0,i for 1 ď i ď d1. It is easy to see that we obtain a wanted pn, kq-tree G0. 
Lemma 2.18. Any proper complete pn, kq-graph G corresponds the same projective variety
to a pn, kq-tree G0 which generates it.
Proof. It is enough to show that
ΦpXa,Xb,X0;E1pa, bq, E2pa, bqq “ 0 and ΦpXb,Xc,X0;E1pb, cq, E2pb, cqq “ 0
implies ΦpXa,Xc,X0;E1pa, cq, E2pa, cqq “ 0 whenever a and b satisfies the condition in one
of the three cases in Definition 2.13.
For the case (1) in Definition 2.13, we know that Xa “ Xb and Xb “ Xc, which implies
Xa “ Xc.
For case (2), we put E1pa, bq “ E1pb, cq “ ℓ, E2pa, bq “ h1 and E2pb, cq “ h2. Therefore,
we have
f ℓpXaq ´ γh1f ℓpXbq “ 0 and f ℓpXbq ´ γh2f ℓpXcq “ 0.
It implies
(2.8) f ℓpXaq ´ γh1`h2f ℓpXbq.
Since γ is a primitive d-th root of unity, the equality (2.8) is exactly what E1pa, cq “ ℓ and
E2pa, cq ” h1 ` h` 2 pmod dq imply.
For case (3), we put E1pa, bq “ ℓ1, E2pa, bq “ ℓ2, E2pa, bq “ h1, and E2pb, cq “ h2. Then
we have
(2.9) f ℓ1pXaq “ γh1f ℓ1pXbq
and
(2.10) f ℓ2pXbq ´ γh2f ℓ2pXcq “ 0.
Since the condition in (3) yields ℓ1 ă ℓ2, we apply f ℓ2´ℓ1 to the both sides of (2.9) and
obtain
f ℓ2pXaq “ f ℓ2pXbq.
Combining it with (2.10), we obtain
f ℓ2pXaq ´ γh1f ℓ2pXcq “ 0,
which is implied by E1pa, cq “ ℓ2 and E2pa, cq “ h2. 
Lemma 2.19. Let G0 be a pn, kq-tree with completion G. Let VaVb be an edge in G0 with
E1pa, bq “ n. Then for any vertex Vb1 of G0 such that VaVb R PathG0pVb, Vb1q, we have
E1pa, b1q “ n for the edge VaVb1 in G.
Proof. Since G0 generates a complete graph, we know that E1pa, cq “ n for any vertex Vc
in the PathG0pVb, Vb1q. 
Lemma 2.20. Suppose that the condition (1.1) holds. Then the variety CG0 associated to
a pN ´ 1, kq-tree G0 is a nonsingular complete intersection. Hence, CG0 is an absolutely
irreducible curve over Fp, with degree at most d
pk´1qpn´1q.
Proof. To prove that CG0 is a nonsingular complete intersection we need to show that
the vectors ∇Φpxa, xb, x0;E1pa, bq, E2pa, bqq are linearly independent at any point of CG0 .
Suppose to the contrary that
(2.11)
ÿ
VaVbPEG0
cab∇Φpxa, xb, x0;E1pa, bq, E2pa, bqq “ 0 for some ~0 ‰ ~c P F¯d´1p .
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Let VaVb P EG0 such that E1pa, bq “ maxtEa1,b1 | Va1Vb1 P EG0u :“ L ď N ´ 1. Let Va0 be
the vertex such that
(1) VaVb R PathG0pVa0 , Vaq.
(2) ca0b0 ‰ 0 for Va0Vb0 P PathG0pVa0 , Vaq.
(3) There is no such Va1
0
satisfying (1) and (2); and PathG0pVa0 , Vaq j PathG0pVa1
0
, Vaq.
Since Va0 satisfies condition (3) above, we know that the entry corresponding to xa0 is
just ca0b0pB{Bxa0qΦpxa0 , xb0 , x0;E1pa0, b0q, E2pa0, b0qq. Therefore, we have
pB{Bxa0qΦpxa0 , xb0 , x0;E1pa0, b0q, E2pa0, b0qq
“pAdqE1pa0,b0q
E1pa0,b0q´1ź
i“0
pF ˝ipxa0 , x0qqd´1
“0.
We therefore see that F ˝ipxa0 , x0q “ 0 for some index i in the range 0 ď i ď E1pa0, b0q ´ 1.
We put b1 to be the vertex such that
(1) VaVb R PathG0pVb, Vb1q.
(2) ca1b1 ‰ 0 for Va1Vb1 P PathG0pVb, Vb1q.
(3) There is no such Vb1
1
satisfying (1) and (2); and PathG0pVb, Vb1q j PathG0pVb, Vb11q.
Similarly, there exists 0 ď j ď E1pa1, a2q ´ 1 such that F ˝jpxb1 , x0q “ 0.
Applying Lemma 2.19 twice, we know that E1pa0, b1q “ L for the edge Va0Vb1 in the
complete graph G.
We next show that x0 cannot vanish. If, on the contrary, we had x0 “ 0, then the
relation F ipxa0 , x0q “ 0 would yield xa0 “ 0. In general, if xa0 “ x0 “ 0, then for any vertex
Va1 such that Va0Va1 P EG0 , the relation
Φpxa0 , xa1 , x0;E1pa0, a1q, E2pa0, a1qq “ 0
implies xa1 “ 0. Since G0 is connected, we have xa “ 0 for all 1 ď a ď k, which is impossible.
We may therefore assume that x0 “ 1, which takes us back to the affine situation.
Thus, we have
f ipxa0q “ 0 and f jpxb1q “ 0 with 0 ď i ă L and 0 ď j ă L.
Since E1pa0, b1q “ L, we have
fLpxa0q ´ γkfLpxb1q “ 0 for some 1 ď k ď d´ 1.
Therefore, we have
fL´ip0q ´ γkfL´jp0q “ 0.
When i “ j, we have fL´jp0q “ f0p0q, a contradiction to Condition (1.1) since L ď N ´ 1.
When i ‰ j, we have fL´i`1p0q “ fL´j`1p0q, again a contradiction to Condition (1.1).
In general, a nonsingular complete intersection is necessarily absolutely irreducible,
with degree equal to the product of the degrees of the defining forms, see [BB, Lemma 3.2]
for details. In our case, ΦpXa,Xb,X0;E1pa, bq, E2pa, bqq has degree at most dL. Since
L ď N ´ 1, the result follows. 
Proof of the Proposition 2.12. It follows directly from Lemma 2.18 and 2.20. 
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3. Counting Points and Counting Curves
By Lemma 2.11, 2.9 and inclusion-exclusion, we see thatÿ
G
#CGpFpq ´
ÿ
G1‰G2
#pCG1 X CG2qpFpq ď Upn, kq ` pp´ 1q gcdpp´ 1, dnqk´2 ď
ÿ
G
#CGpFpq,
where G runs over all different proper complete pn´ 1, kq-graphs.
Let Upn; kq be the number of different complete proper pn, kq-graphs. By Lemma 2.20,
the curve CG corresponding to a proper complete pN´1, kq-graph G is absolutely irreducible
over Fp and of degree at most d
pk´1qpN´1q. Combining it with Bezout’s Theorem, we have
#pCG1 X CG2qpFpq ď d2kN
for any two distinct proper complete pN ´ 1, kq-graphs G1 and G2.
Therefore, we have
(3.1)
ˇˇˇ
UpN ; kq ` pp´ 1q gcdpp´ 1, dN qk´2 ´
ÿ
G
#CGpFpq
ˇˇˇ
ď UpN ´ 1; kq2d2kN .
ByWeil’s “Riemann Hypothesis”, any absolutely irreducible projective variety C defined
over Fp satisfies
|#CpFpq ´ pp ` 1q| ď 2g?p,
where g is the genus of C. In general, if C is an irreducible non-degenerate curve of degree
D in Pk (with k ě 2), then according to the Castelnuovo genus bound [GC], one has
g ď pk ´ 1qmpm´ 1q{2`mǫ,
where D ´ 1 “ mpk ´ 1q ` ǫ with 0 ď ǫ ă k ´ 1. This implies that g ď pD ´ 1qpD ´ 2q{2
irrespective of the degree of the ambient space in which C lies. Hence, we have
(3.2) |#CpFpq ´ pp ` 1q| ď d2kN?p,
since C has degree at most d2kN .
Combining (3.1) and (3.2), we haveˇˇˇ
UpN ; kq ` pp´ 1q gcdpp ´ 1, dN qk´2 ´ UpN ´ 1; kqpp ` 1q
ˇˇˇ
ďUpN ´ 1; kq2d2kN ` UpN ´ 1; kqd2kN?p.
(3.3)
Notation 3.1. Let Mk,t be the set of partitions of t1, . . . , ku of t components, where tAiu
and tBiu are treated as the same partition if there is a permutation σ P St such that
Ai “ Bσpiq for all 1 ď i ď t.
Definition 3.2. Recall that any strict proper pn, kq-graph G with n ě 0 corresponds a
partition t1, . . . , ku “
d1š
i“1
Ai as in Lemma 2.16. We call G a ptAiu, nq-graph, and denote the
set by MptAi, nuq.
Lemma 3.3. For any tAiu PMk,t, we have
#MptAiu, nq “ pd´ 1q!pt´ 1q!
tź
i“1
Upn´ 1,#Aiq.
Proof. Let Vai be a representation vertex of Ai for any 0 ď i ď t. We first determine
E2pa1, a2q, which can be chosen from the set t1, . . . , d´ 1u.
Since a2 and a3 belong to different sets, we have E2pa1, a3q ‰ E2pa1, a2q, which restricts
E2pa1, a3q into a set of d ´ 2 elements. We keep this iteration until determine E2pa1, aiq
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for all 2 ď i ď t. For each set Ai, there are Upn ´ 1,#Aiq different proper complete
pn´ 1,#Aiq-graphs in total. Therefore, we obtain
#MptAiu, nq “ pd´ 1q!pt´ 1q!
tź
i“1
Upn´ 1,#Aiq. 
We define power series
EpX;nq :“
8ÿ
k“0
Upn; kq
k!
Xk
for each n ě ´1.
By Lemma 2.15, there is an onto map from the set of pn, kq-trees to the set of proper
complete pn, kq-graphs. Therefore, the number of different trees gives an upper bound for
Upn, kq.
We first determine the edges of the trees. We connect k ´ 1 pairs of vertices in a k-
vertex graph and obtain
` pk´1qk
2
k´1
˘
different graphs. It is easy to see that any pn, kq-tree can
be drawn from this way. Each of the k ´ 1 edges, say VaVb, satisfies
´1 ď E1pa, bq ď n and 1 ď E2pa, bq ď d´ 1.
Therefore, when n ě 0, we get a bound for Upn; kq as
Upn; kq ď
ˆ pk´1qk
2
k ´ 1
˙
pn` 1qk´1pd´ 1qk´1
ďppn` 1qdk
2qk´1
pk ´ 1q!
ďC0ppn ` 1qdekqk,
(3.4)
for some constant C0 ą 0. Therefore, the power series EpX;nq has radius of convergence
1
2nde2
for any n ě 0, where e is the natural number.
Combining (3.4) and (3.3), we obtain
(3.5)
ˇˇˇ
UpN ; kq ` pp´ 1q gcdpp´ 1, dN qk´2 ´ UpN ´ 1; kqpp ` 1q
ˇˇˇ
“ O
´
p2Ndekqkd2kN?p
¯
.
Notation 3.4. For a partition tAiu, we define a counting function
SptAiuq “ s1!s2! . . . sk!,
where sn represents the number of Ai in tAiu of cardinality n, i.e.
sn “ #t1 ď i ď k | #Ai “ nu.
We define an equivalence relation for partitions of t1, . . . , ku such that for tAiu, tBiu P
Mk,t, if the multisets
t#Ai | 1 ď i ď tu “ t#Bi | 1 ď i ď tu,
then tAiu „ tBiu.
Lemma 3.5. For each n ě 0, we have
(3.6) EpX;nq “ pEpX;n ´ 1qq
d ` d´ 1
d
.
Proof. For any partition tAiu PMk,t there are
k!
SptAiuq
śt
i“1#Ai!
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equivalent partitions to tAiu. By Lemma 2.16, we have
Upn; kq ´ Upn´ 1; kq “
dÿ
t“2
ÿ
tAiuPMk,t
#MptAiu, nq
“
dÿ
t“2
ÿ
tAiuPMk,t{„
#ttBiu | tBiu „ tAiuu#MptAiu, nq
“
dÿ
t“2
ÿ
tAiuPMk,t{„
k!
SptAiuq
śt
i“1#Ai!
pd´ 1q!
pd´ tq!
tź
i“1
Upn´ 1,#Aiq,
where tAiu runs over all equivalent classes of partitions of t1, . . . , ku as representations.
Now we calculate
pEpX;n ´ 1qqd “
8ÿ
k“0
dÿ
t“1
ÿ
tAiuPMk,t{„
d!
SptAiuqpd ´ tq!
tź
i“1
Upn´ 1,#Aiq
#Ai!
Xk
“d
8ÿ
k“1
´
Upn´ 1, kq
k!
` Upn; kq ´ Upn´ 1; kq
k!
¯
Xk ` 1
“dpEpX;nqq ´ d` 1,
which is followed by (3.6). 
Since Up´1; kq “ 1 for all k ě 0, we have EpX;´1q “ eX . By induction, we have
EpX;nq “
dn`1ÿ
m“0
vpn,mqemX
with non-negative real coefficients vpn;mq summing to 1. We then see that
EpX;nq “
dn`1ÿ
m“0
vpn,mq
8ÿ
k“0
pmXqk
k!
.
We clearly have absolute convergence for small X, and we rearrange to get
EpX;nq “
8ÿ
k“0
´ dn`1ÿ
m“0
vpn,mqmk
¯Xk
k!
.
Hence, we have
Upn; kq “
dn`1ÿ
m“0
vpn,mqmk.
We also see that the coefficient vpn; 0q satisfies the recurrence
(3.7) vpn; 0q “ d´ 1` vpn ´ 1; 0q
d
d
for r ě 1
with vp´1; 0q “ 0. We can then check that µn “ 1´ vpn` 1; 0q has the initial value µ0 “ 1
and satisfies the recurrence
(3.8) dµn “ 1´ p1´ µn´1qd
described in Theorem 1.1.
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Proof of Theorem 1.1. Consider that
#fNpFpq “ p´#tm P Fp | ρN pmq “ 0u.
Since the equation fN pXq “ m has at most dN solutions, we will always have 0 ď ρN pmq ď
dN , whence
1
dN
dNź
j“0
pj ´ ρN pmqq “
#
1 ρN pmq “ 0;
0 ρN pmq ‰ 0.
Setting
(3.9)
1
dN
dNź
j“0
pj ´ T q “
dNÿ
k“0
CN,kT
k,
we then have
(3.10) #tm P Fp | ρN pmq “ 0u “
dNÿ
k“0
CN,kUpN ; kq.
Our plan is to substitute the approximate value for UpN ; kq given by (3.3). We first
investigate the contribution from the main term
UpN ´ 1; kqpp ` 1q ´ pp´ 1q gcdpp´ 1, dN qk´2.
This produces
pp` 1q
dNÿ
k“0
CN,kUpN ´ 1; kq ´ pp´ 1q
dNÿ
k“0
CN,k gcdpp´ 1, dN qk´2
“pp` 1q
dNÿ
k“0
CN,k
dNÿ
m“0
vpN ´ 1,mqmk ´ p´ 1
gcdpp´ 1, dN q2
1
dN
dNź
j“0
pj ´ gcdpp´ 1, dN qq
“pp` 1q
dNÿ
m“0
vpN ´ 1,mq
dNÿ
k“0
CN,km
k.
However, the identity (3.9) shows that the inner sum vanishes for 1 ď m ď dN , and takes
the value 1 for m “ 0. Thus the main term for (3.10) is just
vpN ´ 1; 0qpp ` 1q “ p1´ µN qpp ` 1q,
producing the leading term µNp in (1.2).
Now we handle the contribution to (3.10) arising from the error term in (3.5), which
has an upper bound
dNÿ
k“0
|CN,k|p2Ndekqkd2kN?p ď
dNÿ
k“0
|CN,k|p2NdedN qkd2kN?p
ď 1
dN
dNź
j“0
pj ` p2Nd1`3N eqq?p
ďp4Nd1`3N eqdN?p
ďdd6N?p.
Writing qn “ 1µn for any n ě 0. We first show that
(3.11) qn ě pd´ 1qn
2
` 1
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for any n ě 0 inductively. When n “ 0, the equality (3.11) follows directly from q0 “ 1.
Assume that (3.11) holds for n “ r. Now we prove that (3.11) also holds for n “ r ` 1.
We first prove that for any x ě 0,
(3.12) dpx` 1qd ´ px` d´ 1
2
qppx` 1qd ´ xdq ą 0.
This is because that for any 1 ď k ď d´ 1, the coefficient of xk on the left side of (3.12) is
equal to d`12
`
d
k
˘´ ` d
k´1
˘ ą 0; and its constant term is equal to d`12 ą 0.
Since µN ď 1 for any n ě 0, we obtain qn ě 1 for any n ě 0. By (3.8), we have
qr`1 “ 1
1´ p1´ 1
qr
qd
“ q
d
r
qdr ´ pqr ´ 1qd
“qr ` d´ 1
2
` q
d
r ´ pqr ` d´12 qpqdr ´ pqr ´ 1qdq
qdr ´ pqr ´ 1qd
ěqr ` d´ 1
2
,
where the last inequality follows from (3.12) with x “ qr ´ 1.
On the other hand, since qn
nÑ8ÝÝÝÑ 8, we have
qdn ´ pqn ` d´12 qpqdn ´ pqn ´ 1qdq
qdn ´ pqn ´ 1qd
ă C1
qn
ď 2C1
npd´ 1q
for some constant C1 ą 0. Therefore, we have
qn ď1` npd´ 1q
2
`
nÿ
i“1
2C1
ipd ´ 1q
ď1` npd´ 1q
2
` 2C1pd´ 1q logpn` 1q.
Therefore, we obtain qn „ 1` pd´1qn2 , which completes the proof. 
Proof of Corollary 1.2. Putting
N “ tlog log log p{ log d6u
in (1.2), we have the error term
Opdd6N?pq “ Opplog pqlog d?pq ! p
N
.
Combining it with Theorem 1.1, we have either f ip0q “ f jp0q for some 0 ď i ă j ď N ! p
N
,
or #fNpFpq ď ppd´1qN ` pN . In the latter case that if k “ r ppd´1qN ` pN s+1, then the values
fN p0q, fN`1p0q, . . . , fN`kp0q cannot be distinct, since they all lie in fNpFpq. In either case
there must therefore be acceptable values i ă j. The claim then follows. 
Proof of Corollary 1.3. With the assumption that rA, rC ą 0, we know that the sequencerf0p0q, rf1p0q, rf2p0q, . . . is strictly monotonic, with rf jp0q ď pA ` Cqdj´1. Thus, if p ě pA `
CqdN , we cannot have p | rf jp0q ´ rf ip0q with 0 ď i ă j ď N . The condition of the theorem
will therefore hold when
(3.13) N ď log log p
log d
´ log logp
rA` rCq
log d
.
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We choose
N “ tlog log p{ log 2du.
For p "A,C 1, N satisfies (3.13). Therefore, by Theorem 1.1, we have #fN pFpq ă D1p{N,
for some constant D1 ą 0. Since all cycles lie inside fN pFpq, we prove the first assertion of
the corollary. Moreover, each pre-cycles has length less than or equal to N `#fN pFpq. By
the upper bound for #fN pFpq given in Theorem 1.1, we complete the proof. 
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