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In this paper we introduce a method to construct certain tame algebras by glueing
together smaller algebras. This provides a new interpretation of string algebras and
leads to a large number of tame algebras which we call kit algebras. © 2001 Academic
Press
1. INTRODUCTION
Let k be an algebraically closed ﬁeld. Up to Morita-equivalence, each
ﬁnite-dimensional k-algebra is of the form A = kQ/I, where Q is a quiver
and I an admissible ideal of the path algebra kQ. Many important results
in the representation theory of ﬁnite-dimensional algebras deal with classes
of algebras that are deﬁned by local conditions on Q and I. One example
is the class of string algebras: A ﬁnite-dimensional algebra A = kQ/I is
called a string algebra if at each vertex of Q start and stop at most two
arrows and each arrow is a member of a unique maximal path in A; i.e.,
for each arrow β ∈ Q there is at most one arrow α and at most one arrow
γ in Q such that the products αβ and βγ do not vanish in A.
Each string algebra A is tame; i.e., for each dimension d there are ﬁnitely
many 1-parameter families of A-modules which cover (up to isomorphism)
almost all indecomposable d-dimensional A-modules. Various classiﬁcation
problems can be solved using string algebras; some examples are given in
[8, 17, 22]. However, in many cases one needs to generalize the concept of
a string algebra. Crawley-Boevey therefore introduced in [4] the concept of
clannish algebras which allows us for instance to solve the problem posed
in [16].
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We propose another generalization of string algebras which is based on
the following concept of glueing: Let A = kQ/I be an algebra, where Q
has possibly several connecting components. Let E be an involution e → e∗
on the set of vertices of Q. We consider the algebra AE obtained from A
by glueing each pair of vertices e e∗ with e = e∗ together to one vertex
e¯; see Section 2.
Our aim is to ﬁnd sufﬁcient conditions when an algebra AE constructed
this way is tame. Suppose that the algebra A is representation-directed, i.e.,
that the Auslander–Reiten quiver A of A is (ﬁnite and) directed. Then for
each vertex a of A the hammock H
a is the full subquiver of A formed
by those A-modules X with HomA
P
aX = 0. Here P
a denotes the
projective cover of the simple A-module concentrated in the vertex a of A.
The hammock H
a is a garland if each vertex X ∈ H
a satisﬁes
(i) dimHomA
P
aX = 1, and
(ii) there is at most one vertex Y ∈ H
a st HomA
XY  = 0 =
HomA
YX.
Our principal result is
Theorem 1.1. Let A be an algebra and E an involution on the set of
vertices of A. Then the algebra AE constructed from A by glueing the vertices
along E is tame provided
(D0) The algebra A is representation-directed;
(D1) The hammock H
a of each vertex a = a∗ is a garland;
(D2) Whenever a and b are different vertices with a = a∗ and b = b∗,
the intersection H
a ∩H
b contains no arrows.
Moreover, we give in Theorem 2.4 a (more technical) condition for gen-
eral representation-ﬁnite algebras to be tame; see Subsection 2.5. We call
the tame algebras arising from these theorems kit algebras.
In the last section of this paper we give applications of the main theo-
rems. We show in particular that each string algebra is a quotient of a kit
algebra. Moreover, the clannish algebra arising in [16] is proven to be a
kit algebra. Finally, we show that the completely separating pg-critical alge-
bras as well as some of the tame Schur algebras belong to the class of kit
algebras.
In Section 2, the concept of glueing algebras is introduced and the main
theorems are stated. The next section introduces a general method to
reduce the study of modules over certain algebras to so-called bimodule
problems. This in turn allows us to prove in Section 4 the theorems by
applying the results of [6]. Note that one obtains from there (and also from
[2, 4]) a complete classiﬁcation of the indecomposable objects, which in
turn allows us to classify the modules over kit algebras. We refer to [15, 23]
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for general background on representation theory of ﬁnite-dimensional
algebras.
2. GLUEING, GARLANDS, AND THE MAIN THEOREMS
2.1. Glueing of Algebras
In this section we give a precise deﬁnition of the glueing method. Let
Q = 
Q0Q1 t h be a quiver. It is given by its set of vertices Q0, the set
of arrows Q1, and two maps t h  Q1 → Q0 which determine the tail and
head of each arrow. We do not assume Q to be connected.
Let E be an involution on the set of vertices of Q. The following pro-
cedure associates a new quiver Q
E to Q by glueing together each pair
e = e∗ to one vertex. For each x ∈ Q0, we deﬁne x¯ = x x∗. The quiver
Q
E = 
Q
E0Q
E1 t
E h
E is then deﬁned as
Q
E0 = x¯  x ∈ Q0
Q
E1 = Q1
h
E
α = h
α and t
E
α = t
α for any α ∈ Q1
Now let A = kQ/I be an algebra. From the deﬁnition of the tail and head
of an arrow α ∈ Q
E1 it follows that any path in Q is also a path in Q
E.
Hence we can regard I as a subset of kQ
E (but it will not be an ideal
in general). Let I
E be the ideal of kQ
E that is generated by I and set
AE = kQ
E/I
E.
Examples. (1) Let  be the algebra given by the quiver Q of
Fig. 1 and the relation α1β1 = α2β2. If we choose E
a = a∗ and
E
b = bE
c = c, then E is given by the following quiver with relation
α1β1 = α2β2:
Note that E is not ﬁnite-dimensional, even if  is so. The problem of clas-
sifying the representations of the algebra E was posed in [16]. Solutions
are given in [2, 4, 6].
(2) The algebra given by the quiver Q
E in Fig. 2 with relation
β1β2β3 = 0 is obtained by glueing a quiver Q with 3 components, one
of them consisting of β1, β2, and β3, in the vertices a¯ and b¯. This alge-
bra, one of the so-called pg-critical algebras (see Section 5), is not a string
algebra nor a clannish algebra.
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FIGURE 1
2.2. Hammocks
Let A be a representation-directed algebra. Theorem 1.1 provides a sufﬁ-
cient criterion for the tameness of the algebraAE in terms of the hammocks
ofA. This combinatorial structure, ﬁrst introduced in [3], is discussed in this
section. For each vertex a of A, we denote by H
a the full subquiver of A
formed by the A-modules X with HomA
P
aX = 0. The quiver H
a
is equipped with a translation τH
a (which is induced by the Auslander–
Reiten-translate τA on A) and a function hH
a which maps each vertex
X of H
a to hH
a
X = dimkHomA
P
aX.
Remark. The triple 
H
a τH
a hH
a is called a hammock. We refer
to [25] for a general deﬁnition and recall from there some basic properties:
(i) Each hammock H = 
H τ h has a unique sink and a unique
source. In the case H = H
a considered here, the source is the projective
A-module P
a, whereas the sink is the injective hull I
a of the simple
A-module concentrated in the vertex a of A.
(ii) The map h is additive on short exact sequences. In particular, if
some X ∈ H
a has a unique direct predecessor in H
a, then τX is not
contained in H
a.
(iii) Hammocks correspond bijectively to representation-ﬁnite posets;
see [25, Theorem 2 and Corollary 4]: Given a hammock H, there exists a
representation-ﬁnite poset S
H (uniquely determined up to isomorphism)
such that H is isomorphic to the Auslander–Reiten quiver of the category
of representations of S
H. Conversely, for each representation-ﬁnite poset
S, the Auslander–Reiten quiver of the category of representations of S is a
hammock and all hammocks arise (up to isomorphism) in this way.
FIGURE 2
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2.3. Garlands
Deﬁnition. Let S be a poset (i.e., a partially ordered set). We call S
a garland provided each element of S admits at most one incomparable
element in S. Garlands are also called semichains (e.g., in [2]) or rods
(see [6]).
Lemma 2.1. The poset S
H of a hammock H = 
H τ h is a garland
precisely when H satisﬁes the following two conditions:
(G1) Each vertex x of H has at most two direct successors in H and
(G2) If x has two direct successors y1 and y2 in H, then there is a
unique z in H such that x = τz. Moreover, the vertices y1 and y2 have only
one direct successor in H, namely z,
x = τz
y1
↗ ↘
↘ ↗
y2
z
Proof. Let H = 
H τ h be a hammock satisfying (G1) and (G2).
Denote by x
11 the unique source of H. Now x

1
1 has possibly a unique
direct successor x
12 , followed by a unique x

1
3 , etc., until we arrive at some
vertex x
1n1 that admits two direct successors y

1
1 and y

1
2 . Then by (G2),
there is a x
21 in H such that x

1
n1 = τx
21 and y
11 and y
12 have no other
direct successors than x
21 . The construction of H proceeds then with the
successors of x
21 until we arrive at some x

t
nt which is the unique sink of H.
Thus, H can be visualized as
x

1
1 →···→x
1n1
y

1
1
↗ ↘
↘ ↗
y

1
2
x

2
1 →···→x
2n2
y

2
1
↗ ↘
↘ ↗
y

2
2
···→x
t1 ···→x
tnt 
From the existence of a unique sink it follows that the conditions (G1) and
(G2) are equivalent to their dual versions
(G1)∗ Each vertex x of H has at most two direct predecessors in H
and
(G2)∗ If x has two direct predecessors y1 and y2 in H, then the shift
z = τx lies in H. Moreover, the vertices y1 and y2 have only one direct
predecessor in H, namely z.
To prove the lemma, we ﬁrst recall from [25, Sect. 8] that the poset
S = S
H has width at most two precisely when both conditions (G1)
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and (G1)∗ are satisﬁed. Next, for posets of width two the Auslander–
Reiten quiver is easy to compute (cf. [25, Sect. 8]) and one readily sees
that the Auslander–Reiten quiver H satisﬁes (G2) precisely when the poset
S
H is a garland.
Remarks. (1) Together with its associated poset, we call the hammock
H a garland when (G1) and (G2) are satisﬁed. Accordingly, the points y1
and y2 from the diagram in (G2) are said to be incomparable.
(2) If the hammock H is a garland, then the hammock-function h
has value 1 on all vertices of H (cf. [25, Sect. 8]).
(3) This notion of a garland coincides with the deﬁnition which we
gave in the Introduction using two conditions (i) and (ii): By [25, Sect. 8],
the condition (i) holds precisely when both (G1) and (G1)∗ are satisﬁed.
Thus, the hammocks which satisfy condition (i) are those whose poset S
H
has hammocks which satisfy condition (i) are those whose poset S
H has
width at most two, and among these, the condition (ii) is equivalent to (G2).
Example. Let  be the algebra of example (1) in Subsection 2.1. Then
H
a is a garland with one pair of incomparable points. Note that τ−P
a
has 3 direct successors in A, but among them, only I
a lies in H
a.
2.4. More on Garlands
In this section we develop some consequences of the conditions (D0),
(D1), and (D2) of Theorem 1.1. Throughout, we use the notation of the
preceding section.
Lemma 2.2. Suppose A is an algebra with an involution on the set of
vertices. If A satisﬁes the conditions (D0), (D1), and (D2) of Theorem 1.1,
then it also satisﬁes
(D3) If for some vertex a ofA with a = a∗ the hammockH
a contains
a pair of incomparable points Y1 Y2, then neither Y1 nor Y2 is contained in
H
b, for each vertex b = a with b = b∗.
Proof. Suppose a = b are vertices in A with a = a∗ and b = b∗. We
assume that H
a contains a “mesh” formed by points XY1 Y2 τ−X as
in Fig. 3 and Y1 is contained in H
b. Of course, Y1 is no isolated vertex
in H
b, so we may suppose that Y1 has a direct successor Z in H
b
kit algebras 7
FIGURE 3
(otherwise, there has to be a direct predecessor, and we apply the dual
arguments).
By condition (D2), the point Z is not contained in H
a. Therefore, it
cannot be projective, since the irreducible map from Y1 to Z leaves H
a.
Hence τZ exists, and by the additivity of the hammock function hH
a, it lies
in H
a. But on the other hand, τZ = X (otherwise, Z = τ−X ∈ H
a,
hence Y1 does not satisfy property (G2)∗ in the deﬁnition of a garland.
Remark. Under the assumption that (D0) and (D1) hold, the properties
(D2) and (D3) are in fact equivalent.
Lemma 2.3. Suppose A is an algebra with an involution on the vertices
satisfying conditions (D0) and (D2) of Theorem 1.1. Then it also satisﬁes
(D4) Let a, b, c be pairwise different vertices with a = a∗, b = b∗, and
c = c∗. Then the intersection H
a ∩H
b ∩H
c is empty.
Proof. Suppose X lies in H
a ∩ H
b ∩ H
c. Since different ham-
mocks have no common sink, there is some direct successor Z of X with,
say, Z ∈ H
a. By (D2), Z is not contained in H
b ∪H
c. Hence, Z is not
projective and τZ ∈ H
b ∩H
c. Thus, H
b ∩H
c contains a common
arrow which contradicts (D2).
Remark. The intersection of two hammocks H
a and H
b may con-
tain several points in general, even if all conditions (D0) to (D4) are satis-
ﬁed. To illustrate this, we consider the algebra given by the quiver of Fig. 4
with relations α1β1 = 0 = α2β2. In this case, H
a ∩ H
b contains two
points.
FIGURE 4
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Suppose the algebra A satisﬁes (D0) to (D4) and there are distinct ver-
tices a b with a = a∗ and b = b∗ such that H
a ∩ H
b contains two
different points X and Y . By (D3), the points X and Y are comparable
inside each hammock, hence they are connected by a path in H
a and a
path in H
b. Since A is representation-directed, these paths point in the
same direction, say from X to Y and by (D2) they share no common arrow.
It follows from [25] that these paths correspond to non-zero radical mor-
phisms from X to Y which are linearly independent: The only possibility
for them being congruent is that A contains a subquiver with source X and
sink Y which consists only of Auslander–Reiten-sequences with 2 middle
terms. But Remark (ii) in Subsection 2.2 shows that a garland containing
X and Y cannot be embedded into such a subquiver.
2.5. The General Result
Let A = kQ/I be an algebra and E  x → x∗ an involution on Q0. Our
aim is to give a criterion when the algebra AE is tame in case the algebra
A is representation-ﬁnite, but not necessarily representation-directed. We
introduce some notation beforehand. Given a vertex a of A, we deﬁne a k-
linear functor Ha  modA→ modk by X → HomA
P
aX. The lattice
of k-linear subfunctors of Ha is denoted by 
Ha. It is the lattice 
Ha
that plays the role of the hammock H
a in the general case. Of course,
we say that 
Ha is a garland if the set of subfunctors together with the
inclusion forms a garland.
We denote by radA the subfunctor of HomA which maps ﬁnite-
dimensional A-modules XY ∈ modA to the vector space radA
XY 
consisting of the radical morphisms from X to Y in modA. For
given N ∈ 
Ha and Y ∈ modA, we denote by N
Y  the sub-
space of N
Y  generated by the radical morphisms in modA; thus
N
Y  = ∑r∈ radA
ZY N
r
Z. Finally, for each XY in A we
denote by a
XY  the set of all f ∈ Homk
Ha
XHa
Y  satisfy-
ing f 
N
X ⊂ N
Y  for each k-linear subfunctor N of Ha.
Theorem 2.4. The algebra AE constructed from A by glueing the vertices
of A along E is tame provided
(K0) The algebra A is representation-ﬁnite.
(K1) The lattice 
Ha is a garland for each vertex a = a∗.
(K2) For every XY ∈ A, the following map θ
XY  is surjective:
θ
XY   radA
XY  →
∏
a=a∗∈Q0
a
XY  ρ → 
Ha
ρa
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(K3) If for some a = a∗ there are XY ∈ A such that the subfunctors
of Ha generated by X and Y are incomparable, then∑
b=b∗∈Q0
dimkHb
X = 1 =
∑
b=b∗∈Q0
dimkHb
Y 
(K4) For each X ∈ A, the following holds:∑
a=a∗∈Q0
dimkHa
X ≤ 2
We call the tame algebras AE arising in the above theorem kit algebras.
The algebras presented in the examples of Subsection 2.1 are ﬁrst instances
of kit algebras.
2.6. Proof of Theorem 1.1
We show in this section that Theorem 1.1 is a consequence of
Theorem 2.4. By our previous considerations, we know that for an
algebra satisfying the conditions (D0) to (D2) from Theorem 1.1 also (D3)
and (D4) hold. Thus it is sufﬁcient to show the following lemma.
Lemma 2.5. Let A be an algebra with involution satisfying the condi-
tions (D0) to (D4). Then it also satisﬁes the conditions (K0) to (K4) from
Theorem 2.4.
Proof. The condition (D0) clearly implies (K0). Consider some ver-
tex a = a∗ of A. Condition (D1) ensures that the hammock H
a is
a garland. As discussed in Remark 2 of Subsection 2.3, this implies
that dimHomA
P
aX ≤ 1 for all X ∈ A. Moreover, the equality
dimHa
X = 1 holds precisely for those X ∈ A with X ∈ H
a. Thus,
condition (D4) (which says that each X ∈  is contained in at most two
hammocks H
a with a = a∗) clearly implies condition (K4). Likewise,
condition (K3) follows from (D3), since the subfunctors of Ha generated
by XY ∈ A are incomparable precisely when the objects X and Y belong
to the hammock H
a and are incomparable there. This also shows that
the hammock H
a is as a poset isomorphic to the sublattice of 
Ha
which consists of all subfunctors which are generated by one X ∈ A. Now
if H
a is a garland, then the remaining objects of 
Ha are generated
by pairs of incomparable objects of A. These additional subfunctors are
comparable to all other subfunctors, so with H
a also 
Ha is a garland.
This shows that (D1) implies (K1).
We ﬁnally show that (K2) holds. Thus, given XY ∈ A we have to
consider the map
θ
XY   radA
XY  →
∏
a=a∗∈Q0
a
XY  ρ → 
Ha
ρa
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By (K4), at most two of the factors a
XY  are non-zero and each factor
is at most one-dimensional. Consider ﬁrst the case when there is only one
non-zero factor: If N denotes the subfunctor ofHa generated byX, we have
N
Y  = 0. Therefore, there is a ρ ∈ rad
XY  with Ha
ρ = 0 and (K2)
holds in this case. Now suppose there are two non-trivial factors: There
are distinct vertices a b with a = a∗, b = b∗ and XY ∈ H
a ∩H
b. But
then we know from the discussion in Subsection 2.4 that (D2) implies the
existence of two linearly independent radical morphisms from X to Y with
non-zero image under H
a resp. H
b.
3. FROM ALGEBRAS TO BIMODULES
In this section we recall the concept of matrices over bimodules. We show
that for certain algebras A, the category of ﬁnite-dimensional A-modules is
equivalent to some category of matrices over a bimodule. This reduction to
a so-called bimodule problem is the main tool when we prove Theorem 2.4.
3.1. Matrices over Bimodules
Recall that a Krull–Schmidt k-category is a k-category where each object
is isomorphic to a ﬁnite direct sum of indecomposable objects with local
endomorphism algebras. If A is a k-algebra, for example, the category
modA of ﬁnite-dimensional A-modules is a Krull–Schmidt k-category.
Deﬁnition. Let  be a Krull–Schmidt k-category. A bimodule B over
 is a k-bilinear functor B  op ×  → modk. By matB we denote the
category of B-matrices. Its objects are the pairs 
X f , where X is an object
of  and f ∈ B
XX. The morphisms from 
X f  to 
Y g are the φ ∈

XY  such that fφ = φg. We use here the notation fφ for the element
B
Xφ
f  ∈ B
XY  and analogously φg = B
φY 
g.
3.2. Reduction
Let A = kQ/I be a ﬁnitely generated algebra. We identify elements
of modA with families X = 
XiXαi∈Q0 α∈Q1 , where the Xi are ﬁnite-
dimensional k-vector spaces and the Xα  Xtα → Xhα are k-linear maps
such that Xξ = 0 for all ξ ∈ I. Here Xξ is deﬁned in the following way:
The element ξ ∈ I is a linear combination of paths w in kQ ξ = ∑ cww
with cw ∈ k. We set Xw = Xαn ◦ · · · ◦Xα1 for any path w = α1 · · ·αn and
deﬁne Xξ =
∑
cwXw. Of course, it is sufﬁcient to require Xξ = 0 for all
ξ ∈ R, where R is some set generating the ideal I.
The following reduction replaces a chosen subalgebra of A by its module
category. In this way we obtain an embedding of modA into some matB.
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Let Q′1 be a set of arrows of Q and denote by Q
′′
1 = Q1\Q′1 its comple-
ment. We write A′ for the subalgebra of A which is generated by Q′1. More
precisely, A′ = kQ′/I ′, where the quiver Q′ has the same vertices as Q and
arrows Q′1. The ideal I
′ is deﬁned as I ′ = I ∩ kQ′.
We deﬁne a bimodule B over the Krull–Schmidt category modA′ by
B
XY  = ∏
α′′∈Q′′1
Homk
Xtα′′ Yhα′′ 
The multiplication with morphisms φ = 
φi  Xi → Yii∈Q0 of modA′ is
given by the composition of maps.
Lemma 3.1. The functor F  modA → matB which maps 
Xi,
Xαi∈Q0 α∈Q1 to 

XiXα′ Xα′′ i∈Q0 α′∈Q′1 α′′∈Q′′1 is full and faithful. Moreover,
F is an equivalence if and only if I ′ generates I.
Proof. That F is full and faithful follows directly from the construction.
To show the second statement, let J denote the ideal of kQ generated
by I ′ and set  = kQ/J. Since I ′ ⊂ kQ′, a kQ-module 
XiXα lies in
mod precisely when the kQ′-module 
XiXα′  lies in modA′. Hence the
functor G  mod→ matB 
XiXα → 

XiXα′ Xα′′ i∈Q0 α′∈Q′1 α′′∈Q′′1 is
an equivalence. Since F is the composition of the canonical embedding
modA ↪→ mod with G, it is clear that F is an equivalence if and only if
this embedding is an equivalence, i.e., when J = I.
The lemma allows us to identify modA with a full subcategory of matB.
In general it is quite difﬁcult to describe this subcategory by internal data
of B. We avoid these difﬁculties when F is an equivalence. This can be
achieved by choosing a large subalgebra A′ of A. But on the other hand,
we want to keep A′ small, because modA′ is supposed to be known when
we investigate the bimodule B.
Example. One of the most frequently used examples is the one-point
extension technique, ﬁrst applied in [13]: Suppose A = kQ/I admits a
source s ∈ Q0 and deﬁne Q′′1 to be the set of all arrows starting in s (and
set Q′1 = Q1\Q′′1). Then modA′ decomposes as modA′ = modk×modA0,
where A0 is obtained from A by deleting the vertex s and all arrows α ∈ Q′′1 .
Hence, the reduction bimodule B becomes
B

VX 
WY  = ∏
α∈Q′′1
Homk
VYtα ∼= Homk
VHomA0
PY 
where the A0-module P is deﬁned as P = ⊕α∈Q′′1P
tα and P
tα denotes
the projective A0-module generated by the vertex tα.
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The A-module M = radAP
s vanishes in s, hence one can view it as a
submodule of P and deﬁne a subbimodule C of B by
C

VX 
WY  = Homk
VHomA0
MY 
It is well known (cf. [23]) that the image of modA in matB under the
reduction-functor F is equivalent to matC.
There are many generalizations of this example; for instance, the case
of a local extension: Here we ﬁx a vertex s in A = kQ/I which may have
loops, but besides these only arrows starting in s. As before, let Q′′1 be the
set of all arrows s →α t with s = t. The corresponding reduction-functor F
is examined in [19] in detail and its image is given by a certain subbimodule
of the reduction bimodule B. Unfortunately, we cannot expect such an easy
description in general. See [10] for a more complicated situation.
Remarks. As we have seen, if A = kQ is hereditary (and Q′ arbitrary),
then F is an equivalence. Conversely, if B is a bimodule over a semisimple
Krull–Schmidt category , we deﬁne a quiver Q in the following way: As
vertices we take the isoclasses of indecomposable objects of  and the num-
ber of arrows from x to y equal to dimk B
x y. Then matB is equivalent
to modkQ.
Thus, the concepts of modules over hereditary algebras and of matri-
ces over semisimple bimodules coincide. But they generalize in different
directions: For algebras we consider subcategories given by an ideal of A,
whereas for bimodules we enlarge the morphism spaces by passing to a not
semisimple Krull–Schmidt category .
One may try to unify these methods to obtain bimodules (resp. biquiv-
ers) with relations. The general framework is that of a BOCS, and in that
situation there exists also a reduction with respect to a chosen substructure
([11, 18, 26]; a survey of the various methods is given in [5]).
But since bimodules with relations (or equivalently, “non-free” BOCSes)
have been investigated only rarely so far [12, 21], we preferred to present
the reduction of Lemma 3.1 in an elementary way.
4. PROOF OF THEOREM 2.4
The proof of Theorem 2.4 proceeds in three steps: First, we embed
modAE into the module category of some algebra. A. The reason for this
embedding is that the relations of the algebra A can be separated and thus
we are able to apply the reduction described in Section 3. In that way we
obtain in the second step a bimodule B which is shown to be tame in the
last step.
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4.1. The Algebra A
As in Section 2, let Q be a quiver with involution a → a∗ on Q0, and
A = kQ/I an algebra. To obtain AE , we glued each set a a∗ with a = a∗
to one vertex. Instead, in case of A we introduce a new vertex a¯ = a a∗
together with arrows
a

a¯a←− a¯ 
a¯a
∗−→ a∗
Thus the quiver Q of A has vertices Q0 = Q0
∐a¯  a = a∗ and arrows
Q1 = Q1
∐
a¯ a  a ∈ Q0 a = a∗. As for the construction of AE , the
ideal I of A = kQ/I is generated by I.
Obviously, modAE is equivalent to the full subcategory of mod A con-
sisting of those modules 
XiXα whose maps Xα are bijective whenever α
is one of the newly introduced arrows 
a¯ a, 
a¯ a∗. To prove Theorem 2.4
it is therefore sufﬁcient to show that the algebra A is tame.
4.2. The Bimodule B
Let A′ be the subalgebra of A generated by the “old” arrows α ∈ Q1.
Hence A′ is obtained from A by adding an isolated vertex a¯ for each set
a a∗ with a = a∗. Of course, the ideal I ′ of A′ = kQ′/I ′ coincides with I
and generates I. Therefore, by Section 3, the categories mod A and matB
are equivalent, where the bimodule B over modA′ is deﬁned by
B
XY  = ∏
a∈Q0
a=a∗
Homk
Xa¯Ya
For any v ∈ Q′0 = Q0
∐a¯  a = a∗, let Hv  modA′ → modk be the func-
tor mapping X to HomA′ 
P
vX, where P
v denotes the indecompos-
able projective A′-module with simple top in v. Since Hv
X is naturally
isomorphic to Xv, we may deﬁne B also as
B
XY  = ∏
a∈Q0
a=a∗
Homk
Ha¯
XHa
Y 
4.3. A Tame Bimodule
We recall the following result from Deng [6]. Let  be a Krull–Schmidt
k-category and let B−i  B
+
i be k-linear functors from  to modk, for i =
1     n. Deﬁne a bimodule B over  by
B
XY  =
n∏
i=1
Homk
B−i 
X B+i 
Y 
The sequence of pairs (B−i  B
+
i ) is called a tangle in [6], and the category
of representations of a tangle introduced there is nothing but the category
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matB of matrices over the bimodule B. We denote by  the radical of
. Moreover, for each i ∈ 1     n x y ∈ , and 8 ∈ +− we denote
by 8i 
x y the set of all f ∈ Homk
B8i 
x B8i 
y satisfying f 
N
x ⊂
N
y for each subfunctor N of B8i .
Theorem 4.1. The bimodule B is tame provided the following conditions
are satisﬁed:
(R0)  has only ﬁnitely many indecomposable objects (up to isomor-
phism);
(R1) For each i, the lattices of subfunctors of B−i and B
+
i are garlands;
(R2) For indecomposable objects x y∈ , the canonical map
θ
x y  
x y →
n∏
i=1
−i 
x y ×+i 
x y
is surjective;
(R3) If for some indecomposable objects x y ∈  the subfunctors of B8i
generated by elements ξ ∈ B8i 
x and η ∈ B8i 
y are incomparable for some i
and some 8 ∈ −+, then
n∑
j=1

dimk B−j 
x + dimk B+j 
x = 1 =
n∑
j=1

dimk B−j 
y + dimk B+j 
y
(R4) For each indecomposable object x ∈ ,
n∑
i=1

dimk B−i 
x + dimk B+i 
x ≤ 2
Proof. This is a combination of results from [6]. At ﬁrst, Proposition 1.3
from [6] shows that a bimodule B satisfying the conditions (R0) to (R4)
from the theorem is determined by a combinatorial datum S, called
bush, whose category of representations is equivalent to matB. Next, by
Theorem 2.7 from [6] one obtains a complete classiﬁcation of the rep-
resentations of an arbitrary bush and this shows the tameness of the
bimodule B.
4.4. Checking the Conditions
We show in this section that the bimodule B of Subsection 4.2 is tame.
Note that it is already given by pairs of functors, thus it has the general
form of the bimodule considered in Subsection 4.3. More precisely, the
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base category  equals modA′, whereas the functors B−i are of the form
Ha¯ and the B
+
i are of the form Ha. Each Ha¯ appears twice, once for a and
a second time for a∗, whereas the Ha occur only once for each a ∈ Q0.
The Auslander–Reiten quiver A′ of A′ is obtained from A by adding an
isolated vertex a¯ for each set a a∗ with a = a∗ (we identify the vertex a¯
of Q with the simple module concentrated in a¯). Thus, the indecomposable
objects of the base category  are the vertices of A together with the
isolated vertices a¯.
In order to prove tameness of B, we only have to show that the conditions
(R0) to (R4) from Theorem 4.1 are satisﬁed. Of course, (R0) follows from
condition (K0) of Theorem 2.4, since A is ﬁnite by (K0) and the remaining
indecomposables of  are given by the ﬁnite set of isolated vertices a¯. It
is also clear that (R1) follows from (K1): The functors B−i = Ha¯ deﬁned
by the isolated vertices a¯ are simple, hence their lattice of subfunctors is a
garland. The lattices of the other types of functors B+i = Ha are garlands
by condition (K1). Similarly, condition (R4) is implied by (K4): We already
discussed that Ha¯ appears twice, once for a and once for a∗. Moreover,
B+i 
a¯ = 0 since the vertex a¯ is isolated; thus we obtain
n∑
i=1

dimk B−i 
a¯ + dimk B+i 
a¯ = 2
and so (R4) holds for x = a¯. On the other hand, if the indecomposable
object x of  belongs to A, then Ha¯
x = 0 and thus (R4) follows from
(K4) in this case.
On (R2). Since the functors B−i = Ha¯ are simple, the spaces −i 
XY 
are zero for each x y ∈ . Moreover, since the functors B+i = Ha vanish
when applied to some of the isolated vertices a¯, we obtain +i 
x y = 0
whenever x or y equals a¯. Thus, to show that (R2) holds, we just have to
consider the map
θ
x y  
x y −→
∏
a∈Q0
ca=a∗
R+a 
XY  ρ → 
Ha
ρa
Clearly, this map is surjective by condition (K2).
On (R3). This again follows from (K3) provided both indecomposable
objects x and y belong to A and we consider the functors B
+
i = Ha. In all
other cases, the assumptions from (R3) cannot be satisﬁed: The functors
B−i = Ha¯ are simple, hence their lattices of subfunctors cannot contain two
incomparable objects. If on the other hand x is an isolated vertex, then
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B+i 
x = 0, and so x can only generate the zero subfunctor, which is clearly
comparable to all other subfunctors.
4.5. Tameness
We ﬁnally show that the tameness of the bimodule B from Subsection 4.2
implies that the algebra A is tame and Theorem 2.4 holds.
Deﬁnition. Let M be a bimodule over a Krull–Schmidt-category .
For given X ∈  and elements e, f ∈M
XX we call the afﬁne subspace
L = e+ kf of the vector space M
XX a line of M-matrices.
The bimodule M is tame if for each X ∈  there are lines L1     Ln ⊂
M
XX of M-matrices such that almost all isoclasses of indecomposable
M-matrices 
X f  contain some M-matrix lying in one of the lines Li.
The corresponding deﬁnition for algebras is the following: Let  = kQ/I
be an algebra. For a Q0-graded vector space X0 = 
Xii∈Q0 we denote by
mod
X0 ⊂
∏
α∈Q1 Homk
XtαXhα the afﬁne variety of -modules with
underlying vector space X0.
Then the algebra  is tame if for each Q0-graded ﬁnite-dimensional vec-
tor space X0 there are lines L1     Ln ⊂ mod
X0 of -modules such
that almost all isoclasses of indecomposable -modules in mod
X0 con-
tain some -module lying in one of the lines Li.
We return to the algebra A = kQ/I of Subsection 4.1 and ﬁx a Q0-graded
ﬁnite-dimensional vector space X0 = 
Xii∈Q0 . Since A is representation-
ﬁnite, there are only ﬁnitely many isomorphism classes of A′-modules X
with underlying vector space X0. As the bimodule B over modA′ is tame,
there are lines L1     Ln ⊂ B
XX for each X ∈ modA′ such that
almost all isoclasses of indecomposable B-matrices over X contain a matrix
lying in some Li.
By the deﬁnition of B, we can regard these lines as lines in modA′ 
X0
and the equivalence mod A → matB yields that almost all isoclasses of
indecomposable A-modules over the ﬁxed vector space X0 contain anA-module lying in one of these lines.
Remarks. (1) The results from [6] (and also from [2, 4]) yield in fact
more than a family of lines, namely a complete classiﬁcation of all inde-
composable B-matrices for an arbitrary ﬁeld. Hence we obtain such a clas-
siﬁcation for each kit algebra.
(2) As discussed in [14], the lines L = e + kf ⊂ mod
X0 cor-
respond just to the traditional  − k t!-bimodules: Set Vi = Xi ⊗k k t!
and deﬁne a k t!-linear map Vα  Xtα → Xhα for any α ∈ Q1 by Vα =
eα ⊗ 1+ fα ⊗ t. Here we write e = 
eα ∈
∏
α∈Q1 Homk
XtαXhα.
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This deﬁnes a  − k t!-bimodule structure on V = 
Vi Vα such that V
is free of rank dimk X0 over k t! and the functor V ⊗k t! −modk t! →
mod maps the simple k t!-modules onto the line L.
5. APPLICATIONS
5.1. String Algebras
The aim of this section is to show that each string algebra is a quotient of
a kit algebra. As we recalled in the Introduction, a string algebra is deﬁned
as an algebra A = kQ/I satisfying the following conditions on Q and I:
(1) At each vertex of Q start at most two arrows and stop at most
two arrows.
(2) For each arrow β there is at most one arrow α and at most one
arrow γ such that αβ ∈ I and βγ ∈ I.
We recall from [1] the following deﬁnition:
Deﬁnition. A string algebra A = kQ/I is gentle if it satisﬁes the fol-
lowing conditions:
(3) The ideal I is generated by relations of length 2.
(4) For each arrow β there is at most one arrow α and at most one
arrow γ such that αβ ∈ I and βγ ∈ I.
Clearly, each string algebra is a quotient of a gentle algebra. Hence it is
sufﬁcient to show that each gentle algebra is a kit algebra. Beforehand, we
introduce some algebras which we need for our kit: For n ≥ 2 we denote
by n the algebra whose quiver is of type n with linear orientation and
with radical square zero. Likewise, for n ≥ 0 we denote by ˜n the algebra
whose quiver is of type ˜n with cyclic orientation and with radical square
zero.
The algebra 2, for example, consists of just one arrow, whereas 3 is
given by two linearly oriented arrows
α→ β→ with βα = 0. Similarly, the
algebra ˜0 is the algebra of dual numbers (one vertex endowed with an
arrow α such that α2 = 0) whereas ˜1 consists of a linearly oriented cycle
of two arrows αβ such that βα = 0 = αβ.
Lemma 5.1. For each vertex a of n or ˜n, the lattice 
Ha is a chain
(and hence a garland without incomparable elements).
Proof. From the Auslander–Reiten quiver of S = n, n ≥ 2, or S =
˜n n ≥ 1, it is easy to see that the functor Ha is one-dimensional precisely
at three vertices, the projective, the simple, and the injective S-module
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associated to the vertex a. On all other indecomposable modules, the func-
tor Ha vanishes. Moreover, the canonical maps from the projective to the
simple and from the simple to the injective module ensure that the lattice

Ha is a chain. In case S = ˜0, the lattice 
Ha has precisely the same
structure, but this time the projective and the injective  -module of the
vertex a coincide.
Proposition 5.2. Let A be a gentle string algebra. Then A is a kit algebra,
glued from (some of ) the algebras n for n ≥ 2 and ˜n for n ≥ 0.
Proof. We ﬁrst show that A is of the form SE , where S is a disjoint
union of algebras of the form n or ˜n and E is an arbitrary involution on
the set of vertices of S.
(i) Suppose A admits a cycle C = a0 →α0 a1 · · · an →αn a0 with
radical square zero, i.e., a subquiver with relations C isomorphic to ˜n for
some n ≥ 0. Then the algebra A′ = A\α0     αn is gentle again, and
we may suppose by induction on the number of arrows that A′ is of the
form S′E′ , where S
′ is a disjoint union of algebras of the form n or ˜n and
E′ is an involution on the set of vertices of S′ as in Subsection 2.1. Now
we deﬁne S = S′∐C and deﬁne the involution E on S in such a way that
the algebra SE equals A. This is possible, since the vertices a0     an were
ﬁxed points under the involution E′: Indeed, let a be one of the vertices
of C. Since A is a string algebra, at most one arrow α from A′ stops in
a and at most one arrow β from A′ starts in a. If only one of α and β
occurs, then a is an end vertex in A′ and hence it is ﬁxed under E′ by
construction. If both α and β occur, then there is a relation βα = 0 as A is
gentle. Therefore, the vertex a is an internal vertex of some n or ˜n and
is ﬁxed under E′.
(ii) Suppose A does not admit a cycle C with radical square zero as
above. Then we consider a maximum chain C of arrows with radical square
zero and proceed as in case (i).
(iii) Suppose A has no relations. Then A is of the form n or ˜n,
hence glued from copies of the algebra 2.
Finally, we have to check that the conditions of Theorem 2.4 are satisﬁed.
Of course, the algebras n and ˜n are representation-ﬁnite, hence condition
(K0) holds. Lemma 5.1 above ensures that conditions (K1) and (K3) from
Theorem 2.4 are satisﬁed, the latter since there are no incomparable ele-
ments in the hammocks. Moreover, since the indecomposable modules of
the algebras n and ˜n are at most two-dimensional, it is easy to see that
(K4) holds and that linear maps respecting the chain ﬁltration of Ha are
induced by radical morphisms, hence condition (K2) is satisﬁed.
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5.2. pg-Critical Algebras
Deﬁnition. Let  be a tame algebra. For d ∈  we denote by µ
d
the minimal number of lines of -modules such that almost all isoclasses
of indecomposable d-dimensional -modules contain a module in one of
these lines. We say  is of polynomial growth if there is a natural number
m such that µ
d ≤ dm for all d ∈ . Otherwise,  is of non-polynomial
growth.
In [20] the pg-critical (i.e., minimal non-polynomial growth) simply con-
nected algebras are classiﬁed. Our aim here is to show that all completely
separating algebras among the list of [20] are kit algebras, formed by glue-
ing algebras from Fig. 5. The algebras there are given by quivers with rela-
tions, where the relations are indicated by dotted lines. For the algebra (2),
one may choose any orientation. The vertices are distributed into two types,
small and big ones, where we allow only the big vertices to be used in the
glueing.
Remember that an algebra  = kQ/I is called completely separating
schurian if for each convex subquiver Q′ of Q and any vertex s ∈ Q′ the
following holds: The indecomposable direct summands of the radical of
the projective module P
s over the algebra ′ = kQ′/I ∩Q′ are pairwise
non-isomorphic and lie in different connected components of the quiver
obtained from Q′ by deleting all predecessors of s (see [9]). Among the 31
“frames” in the list of [20], the ﬁrst 11 give rise to completely separating
algebras.
Lemma 5.3. Let  be an algebra from Fig. 5 and let a and b be some of
the big vertices of . Then the hammocks H
a and H
b are garlands and
in case a = b the intersection H
a ∩H
b contains at most one module.
Proof. This is easily seen from the Auslander–Reiten quiver of , which
we do not reproduce here in each case. Note that the algebra numbers
(1) and (3) from Fig. 5 are nothing but the algebras 2 and 3 from
Subsection 5.1, whereas the algebra number (8) from Fig. 5 has been stud-
ied in the examples of Subsections 2.1 and 2.3 already.
Proposition 5.4. Let  be a completely separating pg-critical algebra.
Then  is a kit algebra, glued from (some of ) the algebras from Fig. 5 using
big vertices.
Proof. From the list of pg-critical algebras in [20] it is clear that the
completely separating ones are obtained by glueing algebras from Fig. 5
using big vertices only. Furthermore, since the algebras from Fig. 5 are
representation-directed, we are in position to apply Theorem 1.1 and con-
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FIG. 5. The kit for pg-critical completely separating algebras.
dition (D0) is satisﬁed. The remaining conditions (D1) and (D2) are an
immediate consequence of Lemma 5.3.
Of course, there are plenty of possibilities how to glue algebras from
Fig. 5 together, so we obtain many more algebras than just the com-
pletely separating pg-critical ones. For instance, we already explained in
Example (1) from Subsection 2.1 that the algebra number (8) from Fig. 5
gives rise to the algebra studied in [16].
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5.3. Some Schur Algebras
We ﬁnally show how one can sometimes use the kit algebra technique
to get more information on some algebras that have been studied in other
contexts. The example we pick out is a tame Schur algebra, namely the
Schur algebra S
2 d with d = 9 10, or 11 over a ﬁeld of characteristic 3.
The representation type of all Schur algebras has been determined in [7],
and in each of the tame cases the non-semisimple blocks are described there
by quivers and relations. In the case we are looking at, the non-semisimple
block B is given by the following quiver with relations:
To prove tameness, the typical procedure in [7] is to degenerate B into
a special biserial algebra. This is sufﬁcient if one is interested in the rep-
resentation type only, but one does not get precise information like the
dimension vectors of indecomposable modules or whether the algebra B
is of polynomial growth or not. Our aim is to get this additional informa-
tion on the module category by interpreting B as a kit algebra. Therefore,
consider the following quiver Q with relations generating an ideal I of kQ:
Now if E denotes the involution on A = kQ/I which exchanges the vertices
1 and 1∗ and stabilizes the other vertices, then the algebra AE is isomorphic
to B. To show that 
AE satisﬁes the assumptions from Theorem 2.4, we
work with the universal covering A˜ of A. It is easy to see that each ﬁnite
subcategory of A˜ is representation-directed. Moreover, if x (resp. x∗) is
mapped to 1 (resp. to 1∗) under the covering functor, then the hammock
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H
x (resp. H
x∗)) is a garland in A˜. If x and x′ are different preimages
of 1 in the covering, then their hammocks H
x and H
x′ are disjoint,
likewise for the preimages of 1∗. This shows that also the support H
1 ⊂
A (resp. H
1∗ ⊂ A) of the functor H1  modA→ modk (resp. H1∗) is
a garland. In fact, the subquiver H
1 of A has the form
PA
1 → X2 → X3
Y1
↗ ↘
↘ ↗
Y2
X3 → Z → X4 → IA
1
Similarly, H
1∗ has the form
PA
1∗ → X5 → Z → X6
Y3
↗ ↘
↘ ↗
Y4
X7 → X8 → IA
1∗
In particular, we see that H
1 and H
1∗ intersect in precisely one
A-module (which we called Z). From the above information it follows
that in the covering conditions (D0), (D1), and (D2) are satisﬁed, hence
by Section 2 also (K0) to (K4). From the disjointness of the preimages of
H
1 resp. H
1∗ we obtain that (K0) to (K4) also hold for the algebra A,
hence AE is a kit algebra.
Thus one can use the results from [2, 4, 6] to obtain a combinato-
rial description of the indecomposable AE-modules in terms of certain
words, here over the alphabet T = PA
1 PA
1∗X2    X8 Y1     Y4,
IA
1 IA
1∗. Of particular importance in the case considered here are
the four “cycles” ζ1 = Y1Y2Y3Y4, ζ2 = Y1Y2Z, ζ3 = Y3Y4Z, and ζ4 = ZZ.
A band is an aperiodic word of the form ζi1 · · · ζin with n ≤ 1. A string
is a word of the form T1ζi1 · · · ζinT2 with Ti ∈ T and n ≤ 0. The bands
yield lines of AE-modules; each string deﬁnes one AE-module. We do not
enter the precise combinatorial description of the modules here (which is
a bit tedious at some places). But it is clear that the algebra AE is not of
polynomial growth, since there are exponentially many possibilities to form
aperiodic bands from the given four cycles ζ1 to ζ4.
Moreover, the dimension vector of a module M
w corresponding to
a word w is easily obtained by adding up the dimension vectors of the
modules that form the word w. For instance, the dimension vectors of the
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A-modules Y1 Y2, and Z are dY1 = 
1 0 1 1, dY2 = 
1 1 1 0, and dZ =
2 1 2 1, hence the cycle ζ2 = Y1Y2Z yields a line L formed by AE-
modules with dimension vector dL = 
4 2 4 2.
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