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Abstract
A numerical veriﬁcation method to conﬁrm the existence and local uniqueness of a double turning point for a radially symmetric
solution of the perturbed Gelfand equation is presented. Using certain systems of equations corresponding to a double turning
point, we derive a sufﬁcient condition for its existence whose satisfaction can be veriﬁed computationally. We describe veriﬁcation
procedures and give a numerical example as a demonstration.
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1. Introduction
We consider a radially symmetric solution of the perturbed Gelfand equation,{−u = f (u, ) in ,
u = 0 on , (1.1)
where = {x ∈ Rn||x|< 1}(n3), f (u, ) = exp(u/(1 + u)),  ∈ R and > 0. This equation arises in the theory of
combustion and was proposed by Frank–Kamenetskii [3]. It is known that the bifurcation diagram of (1.1) possesses
turning points for a certain range of values of . Of particular interest are the values  = 0 and  = 0, at which two
simple turning points coalesce into a single non-simple turning point. This point is often called a “double turning point”
(Fig. 1).
Eq. (1.1) has been investigated by several authors [1,8,9,12,13]. In Refs. [5,9], numerical veriﬁcation methods for
the treatment of simple turning points and continua of solutions of (1.1) have been constructed and applied. Recently,
we numerically veriﬁed that a certain pair of values = 0 and =0 satisﬁes certain necessary conditions for a double
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Fig. 1. Two simple turning points and their merging to form a double turning point.
turning point in the case of radially symmetric solutions of (1.1) in Ref. [6]. This left the task of a sufﬁcient condition
for the existence of a double turning point that can be conﬁrmed numerically within a reasonable computation time.
In a related work, Tanaka et al. proposed necessary and sufﬁcient conditions for a numerical method of verifying the
existence of double turning points [14]. Their method employs the extended system proposed by Yang and Keller [16],
into which they introduce an additional condition based on the Riesz representation theorem and a certain condition
appearing in the deﬁnition of a turning point. Their method is applicable to inﬁnite-dimensional problems, but in Ref.
[14], the only numerical example given demonstrates their method for just a ﬁnite-dimensional system.
In this paper, we present a numerical method to verify the existence and local uniqueness of a double turning point
of (1.1). This method is obtained by modifying the method presented in Ref. [14] and incorporating Nakao’s method
[7,15].
In the following section, assuming a radially symmetric solution, we reduce and transform (1.1) into the form we
study. Then, we derive a sufﬁcient condition for the existence of a double turning point whose satisfaction can be
conﬁrmed numerically. In Section 3, we present the veriﬁcation conditions and numerical procedures used to conﬁrm
the conditions given in Section 2. In Section 4, we present a numerical example.
2. Formulation of the problem and a sufﬁcient condition for the existence of a double turning point
If we assume that u is a radially symmetric function, then (1.1) reduces to the following ordinary differential equation
in r = |x|:⎧⎨⎩−urr −
n − 1
r
ur − f (u, ) = 0 in J := (0, 1),
ur(0) = u(1) = 0.
(2.1)
Moreover, (2.1) can be transformed into the following integral equation:
u(r) = 
n − 2
{∫ 1
r
(1 − sn−2)sf (u(s), ) ds +
∫ r
0
(
1
rn−2
− 1
)
sn−1f (u(s), ) ds
}
=: Fˆ (u(r), , ). (2.2)
Below, we give some deﬁnitions and present the main result concerning turning points [2,16,12,14].
We consider two-parameter nonlinear problems of the form
F(u, , ) = 0, (2.3)
where ,  ∈ R, u ∈ U , U is a Banach space, and F is a C3 mapping from U × R × R to U with respect to (u, , )
and a Fredholm operator of index 0 with respect to u when  and  are ﬁxed. We denote the partial Fréchet derivatives
of F at a := (u, , ) ∈ U × R× R by Fu(a), F(a), Fu(a), Fuu(a), etc.
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For the purpose of deﬁning a double turning point, we introduce the following spaces:
N(A) := {u ∈ U |Au = 0},
R(A) := {v ∈ U |v = Au, u ∈ U},
where A is a linear operator from U to U .
Deﬁnition 1. A solution a0 := (u0, 0, 0) ∈ U × R × R of (2.3) is a double turning point of F with respect to  if
the following properties hold:
N(Fu(a0)) = {w0| ∈ R}, w0 ∈ U, w0 = 0, (2.4)
R(Fu(a0)) = {u ∈ U |〈0, u〉 = 0}, 0 ∈ U∗, 0 = 0, (2.5)
F(a0) /∈R(Fu(a0)), (2.6)
Fuu(a0)w0w0 ∈ R(Fu(a0)), (2.7)
Fuuu(a0)w0w0w0 + 3Fuu(a0)w0v0 /∈R(Fu(a0)), (2.8)
where U∗ denotes the dual space of U , 〈0, u〉 is the duality pairing of 0 ∈ U∗ and u ∈ U , and v0 is the unique
solution of the system
Fu(a0)v = −Fuu(a0)w0w0, (2.9)
〈l, v〉 = 0 (2.10)
for some linear functional l ∈ U∗.
In Ref. [16], Yang and Keller proposed the following system to compute double turning points of the nonlinear
equation (2.3):
G(u,w, v, , ) :=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
F(u, , )
Fu(u, , )w
Fuu(u, , )ww + Fu(u, , )v
〈l, w〉 − 1
〈l, v〉
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (2.11)
With the above preparation, we can obtain the following result using an argument given in Ref. [14].
Theorem 1. Suppose that (u0, w0, v0, 0, 0) is an isolated solution of the equation G=0 and that the condition (2.6)
holds with respect to a0. Then a0 is a double turning point with respect to , and dim N(Fu(a0)) = 1.
When  and  are ﬁxed, the operator F deﬁned by F(u, , ) := Fˆ (u, , ) − u is a Fredholm operator of index 0
with respect to u, because Fˆ is a compact operator from U to U . Here, Fˆ is deﬁned in (2.2).
We set U := C[0, 1] and H := L2(0, 1) and suppose that an inclusion of an isolated solution of the equation G= 0
in U × U × U × R × R is obtained using a numerical veriﬁcation method. Then, Fu(a0) is an operator from U to
U . Because we can obtain Fu(a0) in explicit form, we can regard Fu(a0) as a mapping from H to H . Denoting this
operator by F¯u(a0) and using the notation F 0u := Fu(a0) and F 0 := F 0 (a0), we can demonstrate the following.
Theorem 2. We consider the equation
Q(, ) :=
(
(F¯ 0u )
∗+ w0
(, )H − 1
)
= 0, (2.12)
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where (, ) ∈ H ×R, w0 ∈ N(F 0u )\{0}, Q : H ×R → H ×R, and (F¯ 0u )∗ is the adjoint operator of F¯ 0u . If a solution
(, ) of (2.12) satisﬁes
(, F 0 )H = 0, (2.13)
then F 0 /∈R(F 0u ) holds. Here, (·, ·)H represents the inner product of H .
Proof. Noting that N(F 0u ) ⊂ N(F¯ 0u ), it follows that w0 ∈ N(F¯ 0u )\{0}.
Because H is a Hilbert space, we obtain
w0 ∈ N(F¯ 0u )\{0} = R((F¯ 0u )∗)⊥\{0},
using the deﬁnition of the adjoint operator (F¯ 0u )∗. This implies that w0 /∈R((F¯ 0u )∗). Here L⊥ is the orthogonal
complement of the linear subspace L of H .
From the ﬁrst row of Eq. (2.12), it follows that
w0 = −(F¯ 0u )∗ ∈ R((F¯ 0u )∗)
and this implies  = 0. Then, we obtain (F¯ 0u )∗ = 0 and  ∈ N((F¯ 0u )∗) = R(F¯ 0u )⊥. Therefore F 0 ∈ R(F¯ 0u ) implies
(, F 0 )H = 0, and we obtain F 0 /∈R(F¯ 0u ) by (2.13). Finally, since R(F 0u ) ⊂ R(F¯ 0u ), it follows that F /∈R(F 0u ). 
Next, reversing the order of integration in the double integral, the adjoint operator (F¯ 0u )∗ can be deﬁned by the
following formula:
(F¯ 0u )
∗y(s) := 0
n − 2
{
(1 − sn−2)sf u(u0(s), 0)
∫ s
0
y(r) dr
+sn−1fu(u0(s), 0)
∫ 1
s
(
1
rn−2
− 1
)
y(r) dr
}
− y(s). (2.14)
To verify the existence and uniqueness of a double turning point of (2.2), we need only obtain a solution (u0, w0,
v0, 0, 0) of G=0 and the solution (, ) of (2.12) using a numerical computation with guaranteed accuracy, and then
conﬁrm (2.13).
3. Numerical veriﬁcation method
The arguments outlined in this section are very similar to those given in Refs. [5,7,15]. We include this outline to
make the present paper self-contained.
3.1. Enclosure of a solution for the extended system
Let  : 0 = r0 <r1 < · · ·<rM−1 <rM = 1 be a uniform partition of J into subintervals [rj , rj+1] of length h =
rj+1 − rj (j = 0, 1, . . . ,M − 1), and let Sh ⊂ U be a ﬁnite-dimensional space of piecewise linear functions depending
on h. Then we introduce the linear interpolation operator 	h0 : U → Sh deﬁned through the relations:

(rj ) =	h0
(rj ), j = 0, 1, . . . ,M − 1, 
 ∈ U .
Also, we deﬁne the product spaces  and h as  := U ×U ×U ×R×R and h := Sh × Sh × Sh ×R×R and the
operator 	h :  → h as
	h(u,w, v, , ) := (	h0u,	h0w,	h0v, , ) for (u,w, v, , ) ∈ .
Moreover, we deﬁne the norm ‖ · ‖ by
‖x‖ = ‖u‖U + ‖w‖U + ‖v‖U + || + ||,
where x = (u,w, v, , ) ∈ .
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Let xh = (uh,wh, vh, h, h) be an approximate solution of G(x) = 0, with x = (u,w, v, , ) and G(x) as deﬁned
by (2.11). We introduce the following “residual” ﬁxed point form corresponding to G(x) = 0:
x˜ :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
u˜
w˜
v˜
˜
˜
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Fˆ (u, , ) − uh
Fˆu(u, , )w − wh
Fˆu(u, , )v + Fˆuu(u, , )ww − vh
˜+ 〈l, w〉 − 1
˜+ 〈l, v〉
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=: G˜(x˜). (3.1)
Here, we have (u,w, v, , ) = (uh + u˜, wh + w˜, vh + v˜, h + ˜, h + ˜) ∈ . This equation can be decomposed into
ﬁnite and inﬁnite dimensional parts as{	hx˜ =	hG˜(x˜),
(I −	h)(x˜) = (I −	h)G˜(x˜),
(3.2)
where I represents the identity map on .
We now make the following assumption.
Assumption 1. We denote the Fréchet derivative of G by G′ and deﬁne G˜′(0) as the Fréchet derivative of G˜ at 0. Then,
we assume that the restriction to h of the operator 	h[I − A′h] :  → h has the inverse
[Ih − A′h]−1 : h → h,
where Ih =	hI , and A′h is a linear operator on h which is an approximation of 	hG˜′(0).
Since G˜(0)=G(xh) and the extended system (2.11) is a regular system corresponding to a double turning point [16],
this assumption is reasonable. The validity of this assumption can be checked numerically in actual computations.
We apply a Newton-like method to the ﬁrst equation in (3.2). For this purpose, we deﬁne the operator 	hN as
follows:
	hN := 	h − [Ih − A′h]−1	h(I − G˜). (3.3)
Then we obtain
x˜ = T (x˜), (3.4)
where T is the operator on  deﬁned by T := 	hN + (I −	h)G˜. It is easy to show that x˜ = T (x˜) and x˜ = G˜(x˜) are
equivalent.
We now expand the operator T at 0 and formulate the veriﬁcation condition using Banach’s ﬁxed point theorem.
Setting x = (u,w, v, , ) = (	h0u + (I −	h0)u,	h0w + (I −	h0)w,	h0v + (I −	h0)v, , ), we write
	h0u =
M−1∑
i=0
ui
i , 	h0w =
M−1∑
i=0
wi
i , 	h0v =
M−1∑
i=0
vi
i
and deﬁne
(x)i := |ui |, (x)M+i := |wi |, (x)2M+i := |vi | (i = 0, 1, 2, . . . ,M − 1)
(x)3M := ||, (x)3M+1 := ||, (x)3M+2 := ‖(I −	h0)x‖.
Then, choosing a positive vector −→X = (X˜0, X˜1, . . . , X˜3M+2)t ∈ R3M+3, we deﬁne the set X as
X := {˜x ∈  | (˜x)iX˜i, i = 0, 1, . . . , 3M + 2}. (3.5)
182 T. Minamoto, M.T. Nakao / Journal of Computational and Applied Mathematics 202 (2007) 177–185
Next, we choose the vectors
(Y˜0, . . . , Y˜3M+2)t ∈ R3M+3, Y˜i > 0(i = 0, 1, . . . , 3M + 2),
(Z˜0, . . . , Z˜3M+2)t ∈ R3M+3, Z˜i > 0(i = 0, 1, . . . , 3M + 2),
such that
(T (0))i Y˜i (i = 0, 1, . . . , 3M + 2),
(T ′(˜x1)˜x2)iZ˜i (i = 0, 1, . . . , 3M + 2) ∀x˜1, x˜2 ∈ X
and we deﬁne the set K in  as
K := {v ∈  | (v)i Y˜i + Z˜i , i = 0, 1, . . . , 3M + 2}. (3.6)
Here, to obtain an upper bound on the inﬁnite-dimensional parts, namely, (T (0))3M+2 and (T ′(˜x1)˜x2)3M+2, for a
given candidate set X, we use the following error bound for the linear interpolation.
Proposition 1 (Error bound for linear interpolation, Schultz [11]). The relation
‖(I −	h0)v‖C[0,1] h
2
8
∥∥∥∥d2vdr2
∥∥∥∥∞
holds for all v ∈ C[0, 1] ∪ C2,∞(0, 1), where C2,∞(0, 1) := {v ∈ C2(0, 1)|‖d2v/dr2‖∞ <∞} and ‖v‖∞ :=
supr∈J |v(r)| for v ∈ C(0, 1).
We do not give the details of the procedure by which we apply the above relation to the present problem, because it
is similar to that employed in Ref. [6]. We only explain how to estimate Y˜3M+2.
We note that
T (0) = [Ih − A′h]−1	hG˜(0) + (I −	h)G˜(0).
Since uh ∈ Sh ⊂ C[0, 1], and Fˆ (uh, h, h), Fˆu(uh, h, h) and Fˆuu(uh, h, h) belong to C[0, 1] ∪ C2,∞(0, 1),
we have
‖(I −	h)G˜(0)‖ h
2
8
(∥∥∥∥ d2dr2 Fˆ (uh, h, h)
∥∥∥∥∞ +
∥∥∥∥ d2dr2 Fˆu(uh, h, h)wh
∥∥∥∥∞
+
∥∥∥∥ d2dr2 Fˆu(uh, h, h)vh
∥∥∥∥∞ +
∥∥∥∥ d2dr2 Fˆuu(uh, h, h)whwh
∥∥∥∥∞
)
=: Y˜3M+2
from the above proposition.
We are now in a position to state the following theorem, in which the veriﬁcation condition is described. This theorem
is proved using Banach’s ﬁxed point theorem. Since this proof is almost the same as given in Ref. [6], we omit it.
Theorem 3. If K ⊂ X (that is, if Y˜i + Z˜iX˜i), then there exists a solution to
x˜ = T (˜x)
in K , and it is unique within the set X.
We now describe the procedure for obtaining a set X which is speciﬁed by −→X . First, we set the initial values X˜i,0 of
X˜i as
X˜i,0 = Y˜i (i = 0, 1, . . . , 3M + 2)
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and apply the following procedure. Noting that T ′(˜x1)˜x2 depends on
−→
X , we denote (T ′(˜x1)˜x2)i by Z˜i(
−→
X ) (i =
0, 1, . . . , 3M + 2) for any x˜1, x˜2 ∈ X. Then, we carry out the following steps:
(i) Check the conditions
Y˜i + Z˜i(−→X k)X˜i,k (i = 0, 1, . . . , 3M + 2),
where k is the iteration number. If these conditions are satisﬁed, the veriﬁcation is complete. In this case, terminate
the procedure.
(ii) Otherwise, compute X˜i,k+1 as
X˜i,k+1 = (1 + )(Y˜i + Z˜i(−→X k)) (i = 0, 1, . . . , 3M + 2)
for some small positive number , redeﬁne this X˜i,k+1 as X˜i,k and return to (i).
3.2. Veriﬁcation of the additional condition
We now apply the veriﬁcation method presented in the previous subsection to (2.12). First, we transform (2.12) into
the ﬁxed-point form
Q˜(˜, ˜) :=
(
(F 0u )
∗+ w0 + ˜
(, ) − 1 + ˜
)
=
( ˜
˜
)
, (3.7)
where (h, h) is an approximate solution to (2.12) , = h + ˜ and = h + ˜.
Second, using a Newton-like method on U × R, (3.7) is written as
y˜ = T̂ (y˜)
:= 	̂hy˜ − [Ih − B ′h]−1	̂h(I − Q˜)y˜ + (I − 	̂h)Q˜(y˜), (3.8)
where 	̂h : U × R → Sh × R, and y˜ = (˜, ˜), and B ′h is an approximation of 	̂hQ˜′(0).
Next, for this equation we choose a set X̂ analogous to X in the previous subsection. Then, considering vectors Ŷ and
Ẑ ∈ RM+2 such that (T̂ (0))i Ŷi (i = 0, 1, . . . ,M + 1) and (T̂ ′(̂x1)̂x2)iẐi , x̂1, x̂2 ∈ X̂, we can derive a veriﬁcation
condition similar to that given in Theorem 3. Here, the indices i = 0, 1, . . . ,M and i =M + 1 correspond to the ﬁnite
and inﬁnite parts of (3.8), respectively. Then, for example, we obtain the estimation
‖(I − 	̂h)Q˜(0)‖C[0,1]×R‖(I − 	̂h)(F 0u )∗h‖C[0,1] + ‖(I − 	̂h)hw0‖C[0,1].
Applying Proposition 1 to this inequality, we can estimate the inﬁnite part ŶM+1.
If we can verify the existence and uniqueness of a solution to (2.12) in U × R, we can conclude that the solution
belongs to H × R, because U ⊂ H .
We note that the operator Q is deﬁned using the exact solution a0 of the extended system G = 0. Therefore, when
we carry out the veriﬁcation procedure, we must substitute into (2.12) the quantity a0 that is obtained by solving the
equation G = 0 using the numerical veriﬁcation method.
Finally, to verify the additional condition (2.13), we overestimate (, F 0 )H using the veriﬁcation result obtained by
solving G = 0 and Q = 0.
4. Numerical example
We now present a numerical example for the three-dimensional case with n= 3 and M = 512. In the computations,
we used the interval library PROFIL [4] Ver.2.0, which supports the interval linear system solvers constructed by
Rump [10].
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Table 1
Numerical results for the extended system
‖uh‖C[0,1] 7.184890413333341
h 5.041101003379756
h 0.238797186001591
X 0.000116899768121
X 0.001702907143343
Xu 0.010029559110126
Kh 0.009994051676011
Xh 0.010031991966885
Y˜3M+2 + Z˜3M+2 0.000014170917223
X3M+2 0.000017681879918
Table 2
Numerical results for the additional equation
‖h‖C[0,1] 1.60151448079179
max0 iMX̂i 0.019741453290513
X̂M+1 0.000050223279262
4.1. Numerical example of an extended system
We adopt
〈l, v〉 =
∫
J
v(r) dr, v ∈ U
as the linear functional l in (2.11) which is one of the simplest forms.
The results for the veriﬁcation of the extended system (2.11) are displayed in Table 1. Here we use Xu :=
max0 iM−1X˜i , Xh := max0 i3M+1X˜i , and Kh := max0 i3M+1(Y˜i + Z˜i). The quantities X and X rep-
resent the bounds |− h| and |− h|, respectively.
4.2. Numerical example of the additional condition
Table 2 lists the numerical results for the additional equation Q = 0. Here h is an approximate solution of Q = 0,
X̂ represents the error bound for , and the indices i = 0, 1, . . . ,M and i =M + 1 correspond to the ﬁnite and inﬁnite
parts of (3.8), respectively (see Section 3.2).
Using these results, the inner product (, F 0 )H appearing in Theorem 2 is estimated as
(, F 0 )H =
M−1∑
i=0
∫ ri+1
ri
(r)F 0 (r) dr ⊂
M−1∑
i=0
h[Ci, Ci] ⊂ [0.63515, 0.64204],
where Ci and Ci are computable values satisfying Ci(r)F 0 (r)Ci in [ri, ri+1]. Then, because (, F 0 )H
does not contain 0, we conclude that the existence and local uniqueness of the double turning point are
veriﬁed.
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