In this paper, we focus on studying the split feasibility problem (SFP) in Hilbert spaces. Based on the CQ algorithm involving the self-adaptive technique, we introduce a three-step iteration process for approximating the solution of SFP. Then, the convergence results are established under mild conditions. Numerical experiments are provided to show the efficiency in signal processing. Some comparisons to various methods are also provided in this paper.
Introduction
In the present work, we aim to study the split feasibility problem (SFP), which is to find a point
where C and Q are non-empty, closed, and convex subsets of R M and R N , and A is an M × N matrix. The SFP was first investigated in 1994 by Censor-Elfving [1] . Subsequently, Xu [2, 3] also studied this problem in finite dimensional Hilbert spaces. There have also been real-world applications, such as image processing and signal recovery. Censor et al. [4] (see also [5] ) introduced the Split Inverse Problem (SIP). In this, let X and Y be two vector spaces and A : X → Y be a linear operator, such that two inverse problems are involved. Denote IP1 and IP2 by such inverse problems in X and Y, respectively. Given these data, the SIP is formulated as follows: find a point x * ∈ X that solves IP1, and such that the point y * = Ax * ∈ Y solves IP2.
It is known that the special case of the SFP can be reformulated to the following constrained minimization: min x∈C P Q (Ax) − Ax .
Due to this reformulation, it can be seen as the following linear equation:
x * ∈ C and Ax * = b.
In 2002, Byrne [6, 7] introduced a new projection algorithm for the SFP. It was defined as follows:
x n+1 = P C (x n − τ n A * (I − P Q )Ax n ) (4) where P C and P Q are projections onto C and Q, and A * denotes the adjoint operator of A. This method is often called the CQ algorithm. In this case, the convergence is guaranteed when the step-size τ n is in (0, 2 A 2 ), where A 2 is the spectral radius of the operator A * A and I stands for the identity operator. However, it should be noted that projections are not easy to be calculated, and also come with costs of computation.
In practical applications, the sets C and Q are usually defined by C = {x ∈ H 1 : c(x) ≤ 0} and Q = {y ∈ H 2 : q(y) ≤ 0},
where c : H 1 → R and q : H 2 → R are convex and sub-differential functions on H 1 and H 2 . We always assume that ∂c and ∂q are bounded operators. In 2004, Yang [8] presented the relaxed CQ algorithm, which follows from the idea of Fukushima [9] . The relaxed CQ algorithm, P C and P Q , has been replaced by P C n and P Q n , respectively, where C n and Q n are defined by
where ξ n ∈ ∂c(x n ) and
where ζ n ∈ ∂q(Ax n ). It is easily seen that C n ⊃ C and Q n ⊃ Q for all n ≥ 1. Next, we set
In this case, we get
Since these sets are half-spaces, the computation for these projections is easy. However, if the step-size depends on the norm of operators, it is not an easy task to undertake. In fact, the relaxed CQ algorithm in a finite-dimentional Hilbert space was introduced by Yang [8] as follows:
where τ n ∈ (0, 2/ A 2 ). We note that the norm of A turned out to be costly in the computation. In particular, A is a dense matrix and has a large dimension.
To overcome this difficultly, in 2012, López et al. [10] presented a new step-size τ n as follows:
where {ρ n } is a sequence in (0, 4) such that inf
It was shown that {x n }, with the step-size (11), converged weakly to a solution of SFP.
Another algorithm that can produce strong convergence is the Halpern-type algorithm. It is defined by
where u ∈ H 1 is fixed and τ n is defined by (11) . It was claimed that {x n } converges strongly to P S u when α n → 0 and
Recently, in 2005, Qu-Xiu [11] suggested the relaxed CQ algorithm by using Armijo-linesearch in Euclidean spaces, and then Gibali et al. [12] generalized the results of Qu-Xiu [11] to real Hilbert spaces as follows:
where σ > 0, ρ, µ ∈ (0, 1), τ n = σρ µ n , and µ n is the smallest non-negative integer, such that
It was shown that {x n } converges weakly to a solution of SFP. Various iterative methods have been established to solve the SFP and some related problems-see, for example, [2] [3] [4] [5] [13] [14] [15] [16] [17] .
We aim to suggest a new three-step iteration process by using the CQ algorithm with step-sizes that employ the self-adaptive terminology. We remark that our assumptions do not depend on the operator norms, which is an easy task in practice. We then establish weak and strong convergence results under suitable conditions. Finally, we apply our results to compressed sensing. Some comparisons are also given to those of Yang [8] , Gibali et al. [12] , and López et al. [10] .
Moreover, based on the three-step iterative methods, some convergence results, including its efficiency, have been established-see, for example, [18] [19] [20] [21] [22] [23] .
Basic Concepts
We next recall some useful basic concepts that will be used in our proof. Let H be a real Hilbert space. Let T : H → H be a nonlinear mapping. Then, T is called
(ii) firmly nonexpansive if, for all x, y ∈ H,
A function f : H → R is convex if
A function f : H → R is weakly lower semi-continuous (w-lsc) at x if x n x implies
The projection of a non-empty, closed, and convex set C onto H is defined by
We note that P C and I − P C are firmly non-expansive. From [7] , we know that if
then ∇ f is A 2 -Lipschitz continuous. Moreover, in real Hilbert spaces, we know that [24] (i)
Lemma 1. [25] Let H be a real Hilbert space and S be a non-empty, closed, and convex subset of H. Let {x n } be a sequence in H that satisfies the following conditions:
Then, {x n } converges weakly to a point in S.
Lemma 2.
[26] Let {s n } be a non-negative real sequence, such that
where {α n } ⊆ (0, 1), {λ n } is a non-negative, real sequence, and {µ n } and {υ n } are real sequences such that
Then, lim n→∞ s n = 0.
Next, we propose Algorithms 1 and 2 for solving the split feasibility problem in Hilbert spaces.
Weak Convergence Result
We next introduce a new CQ algorithm and derive the weak convergence of the proposed method.
Algorithm 1:
The proposed algorithm for weak convergence. Choose x 0 ∈ H 1 . Let x n+1 be iteratively generated by
where C n is given as (6),
Remark 1. We see that Algorithm 1 is defined as the iterates z n and y n by a gradient method with the step-size τ n and γ n , respectively, and the iterate x n+1 is defined by a relaxed CQ algorithm with the step-size δ n .
In this paper, we denote S by the solution set of SFP and assume that S is non-empty. Next, we prove its weak convergence theorem as follows:
Then, {x n }, defined by Algorithm 1, converges weakly to a point of S.
Proof. Letx ∈ S. Because C ⊆ C n and Q ⊆ Q n , we havex = P C (x) = P C n (x) and Ax = P Q (Ax) = P Q n (Ax). It follows that ∇ f n (x) = 0. Then we obtain
From (23) and ∇ f n (x) = 0, we see that
We can also show that
and
So, by (26) , it follows that
Moreover, by (25) , we obtain
Combining (23)- (28), we have
This implies that, since 0 < ρ n < 4,
Thus, lim n→∞ x n −x exists and {x n } is bounded. Since inf
Again, from (29), it yields
So, we obtain
≥ 0.
This shows that lim
We can check that { ∇ f n (x n ) } is bounded. 
We note that
Hence, by (34) and (35), lim n→∞ x n+1 − y n = 0. Further, by (21) and
we get lim
Hence lim
By the boundedness of {x n }, the set ω w (x n ) is non-empty. Let x * ∈ ω w (x n ). Then, there is a subsequence {x n k } of {x n } that x n k x * ∈ H 1 . Next, we show that x * is in S. Since x n k +1 ∈ C n k , by the definition of C n k , we get
where ξ n k ∈ ∂c(x n k ). It follows, by the boundedness of ∂c, that
By the w-lsc of c, x n k x * and (37), we see that
Thus, x * ∈ C. Next, we will show that Ax * ∈ Q. Since P Q n k (Ax n k ) ∈ Q n k ,
where η n k ∈ ∂q(Ax n k ). So, we obtain
The w-lsc of q and (40) give that
Thus, Ax * ∈ Q. By Lemma 1, we can deduce that {x n } converges weakly to a point in S.
Strong Convergence Result
We next discuss the strong convergence of the sequence generated by the Halpern-type iteration.
Algorithm 2:
The proposed algorithm for strong convergence. Choose x 0 ∈ H 1 . Assume x n , z n and y n have been constructed. Compute the sequence x n+1 by
where u ∈ H 1 and {α n } ⊂ (0, 1), C n is given as (6),
Theorem 2. Assume that {α n } and {ρ n } satisfy the conditions:
Then, {x n }, defined by Algorithm 2, converges strongly to P S u.
Proof. Setx = P S u. By using the same argument as in Theorem 1, we can show that
So,
Also, we obtain
Combining (44)- (47), we obtain
Next, we will show that {x n } is bounded. Again, using (44)- (46), we get
This shows that {x n } is bounded. From Lemma 2 and (48), we set
So (48) can be transformed to the inequalities
Let {n k } be a subsequence of {n}, such that
Then, we have
which implies by our assumptions that
We also get lim
As in Theorem 1, we can show that ω w (x n k ) ⊂ S. Hence, there is a subsequence {x n k i } of {x n k }, such that x n k i x * ∈ S. So, we obtain lim sup
On the other hand, we see that
We see that lim k→∞ z n k − x n k = 0 and lim
Hence, we obtain
By (54) and (56), we obtain lim sup
Hence, we get lim sup
By Lemma 2, we can deduce that {x n } converges strongly tox = P S u.
Numerical Examples
Finally, we provide numerical experiments of the compressed sensing in signal recovery. We demonstrate the performance of the relaxed CQ algorithms defined by Yang [8] , López et al. [10] , Gibali et al. [12] and our CQ algorithms. The compressed sensing can be modeled as the linear equation:
where x ∈ R N is a recovered vector with m non-zero components, y ∈ R M is the observed data with noisy ε, and A : R N → R M (M < N). It is noted that (59) can be seen as solving the LASSO problem:
where t > 0. In particular, in case C = {x ∈ R N : x 1 ≤ t} and Q = {y}, the LASSO problem can be considered as the SFP (1). From this point of view, we can apply the CQ algorithm to solve (60). In our experiment, one matrix A ∈ R M×N is generated from a normal distribution with mean zero and invariance one. The sparse vector x ∈ R N is generated from uniform distribution in the interval [−1, 1] with m nonzero elements. The observation y is generated by white Gaussian noise with signal-to-noise ratio SNR=40. Let t = m and x 1 = 0.
The stopping criterion is defined by the mean square error (MSE):
wherex is an approximated signal of x.
In what follows, let τ n = 1 A 2 in the CQ algorithm (10) by Yang [8] , τ n = ρ n Ax − y 2 2 A T (Ax − y) 2 with ρ n = 2 in (11) of López et al. [10] , τ n defined by (14) with σ = 1, ρ = µ = 0.5 in that of Gibali et al. [12] and τ n , γ n ,δ n defined by (22) with ρ n = 2. The numerical results are reported as follows.
From Table 1 and Figures 1 and 2 , we observe that the convergence behavior of Algorithm 1 outperforms those of Yang [8] , López et al. [10] , Gibali et al. [12] . Indeed, Algorithm 1 has less number of iterations than other methods. Next, we discuss the strong convergence of the relaxed CQ algorithm (12) by López et al. [10] and Algorithm 2. We set each step-sizes τ n as in the weak convergence and let α n = 1 100n + 1 . The initial vector x 1 = 0 and u is generated randomly. Then, we have the following numerical results. From Table 2 and Figures 3 and 4 , it is observed that Algorithm 2 has a smaller number of iterations than that of López et al. [10] . Table 2 . Number of iterations for Algorithm 2. We provide the numerical examples in L 2 -space, which is an infinite Hilbert space, by using Algorithm 2. Let 1] with the inner product given by
2 . We take α n = 1 10n + 1 , ρ n = 1.75. The stopping criterion is defined by
From Table 3 and Figure 5 , we see that our algorithm is better than that of López et al. [10] in terms of number of iterations and CPU time. Number of iterations 
Conclusions
In this work, we have introduced new three-step iterative methods involving the self-adaptive technique for the SFP in Hilbert spaces. Weak and strong convergence was discussed under suitable conditions. Preliminary numerical experiments showed that our proposed methods outperform those of Yang [8] , López et al. [10] , and Gibali et al. [12] . In future work, we aim to investigate the SFP in Banach spaces, and to also establish its convergence under suitable conditions. Author Contributions: S.S.; supervision and investigation, N.E.; writing original draft, N.P.; data analysis and P.C.; formal analysis and methodology.
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