Effect of probabilistic strength retention factors for steel and concrete on structural reliability of columns in fire by Qureshi, Ramla et al.
IFireSS 2019 – 3nd International Fire Safety Symposium 
Ottawa, Ontario, Canada, June 5-7, 2019 
 
EFFECT OF PROBABILISTIC STRENGTH RETENTION FACTORS  
FOR STEEL AND CONCRETE ON STRUCTURAL RELIABILITY  
OF COLUMNS IN FIRE 
 
Ramla Qureshi1, Shuna Ni2, Negar Elhami Khorasani1, Ruben Van Coile3, Danny Hopkin4, Thomas Gernay2 
 
1 University at Buffalo, Department of Civil, Structural and Env. Engineering Buffalo, NY USA. 
2 Department of Civil Engineering, Johns Hopkins University, Latrobe Hall, 3400 N Charles Street, 
Baltimore, MD USA. 
3 Ghent University, Department of Structural Engineering, Technologiepark-Zwijnaarde 60, 9052 
Zwijnaarde, Belgium. 
4 The University of Sheffield, Department of Civil and Structural Engineering, Mappin Street (via Broad 
Lane), Sheffield S1 3JD, UK. 
 
ABSTRACT 
With the advent of performance based design within the domain of structural fire safety, there is a 
need for an increased level of confidence in properties of construction materials. As test data depict 
a significant scatter in temperature dependent material strengths of steel and concrete, systematic 
quantification of this variability is important for application within performance based fire 
engineering. The objective of this research is to examine different stochastic models to quantify 
uncertainty in steel and concrete strengths at elevated temperature. Based upon a collection of 
experimental data from literature, different probabilistic models are proposed for the retention factors 
of steel yield strength and concrete compressive strength, which are then compared based on 
application to the structural fire performance of columns under fire. This research improves 
understanding of effects of model choice for material uncertainties on the structural fire response. 
1 INTRODUCTION 
When designing structures to resist high temperature loads, it is important for structural engineers to 
capture the inherent uncertainty in properties exhibited by construction materials when exposed to 
heat. Both steel and concrete have been experimentally observed to show a dispersal in the value of 
their respective structural strengths, both at room temperature (commonly taken to be at 20C),  but 
most significantly at elevated temperatures. This scatter in temperature dependent strength values can 
induce unexpected values of critical temperature, time to failure, or maximum capacities, affecting 
structural reliability under fire hazards. The structural fire engineering community is now increasingly 
adopting the concepts of risk and reliability to support performance based design approaches. These 
concepts are central to the realization of complex buildings, where reliance on precedent is 
insufficient, and an adequate level of safety must be explicitly demonstrated. However, probabilistic 
evaluation of structures in fire requires the availability of well-established sets of material models to 
capture the above-mentioned uncertainty in inputs over a range of temperatures. These models are 
currently missing from design practices. 
In this study, different probabilistic material models are presented for the yield strength of steel and 
compressive strength of concrete in a manner that: a) captures the effect of data scatter at different 
values of temperature, and b) is efficiently applicable within finite element computations. A step-
wise approach is taken where first the sources of data variability are characterized into probabilistic 
functions, and then the structural response is analyzed in a stochastic manner, including uncertainty 
in strength retention factors to calculate distributions of failure time or temperature. For this purpose, 
data collection included experimentally obtained values from numerous different elevated 
temperature material tests reported by researchers over the past few decades. This is further explained 
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in the subsequent section. These datasets cover a temperature range of 20°C to 1030°C for steel and 
17°C to 864 °C for concrete. The datasets are grouped at different temperature intervals in order to 
conduct various statistical analyses to investigate ‘goodness of fit’ for different distribution functions, 
such as the lognormal distribution, etc. Alternatively, continuous probabilistic functions using a 
Bayesian-based formulation are fit to these datasets as well. Then, using the developed probabilistic 
models, different case studies are conducted where the fire performance of columns are analyzed 
using Monte Carlo simulations. For the steel case study, failure temperature is evaluated using the 
provisions in Eurocode 3 (or EC3) for column buckling at high temperature [1]. For the concrete case 
study, structural fire performance of a reinforced concrete (RC) column is investigated through finite 
element modeling of the thermal-mechanical response. The continuity in reliability appraisals during 
transition from normal to elevated temperature design is also discussed. 
2 HIGH TEMPERATURE TEST DATA FOR STEEL AND CONCRETE 
Within civil engineering literature, the yield strength of steel is commonly reported as that defined 
by the 0.2% strain offset method, denoted as 𝐹𝑦. To facilitate modeling of material strength functions, 
the retained strength at any particular temperature, 𝑇 is normalized with respect to the value measured 
at ambient conditions and presented as a dimensionless retention factor, 𝑘𝑦,𝑇 . However, for the 
purpose of structural design under fire, the EC3 high temperature steel material model reports 
retention factors for yield strength calculated for 2% strain, represented within this paper as 𝑘𝑦,2%,𝑇. 
Test data pertaining to both these definitions has been included in this research. A total of 764 
experimental data points for 𝑘𝑦,𝑇 and 387 data points for 𝑘𝑦,2%,𝑇 were obtained from a 2011 study on 
various different types of standardized steel elements conducted by the National Institute of Standards 
and Technology (NIST) [2]. This test data is plotted in Fig. 1a and 1b, along with the EC3 steel 
material model for elevated temperatures. It is noteworthy that the retained yield strength at strain 
equal to 2% has been normalized by the room-temperature value of 0.2% offset yield strength, which 
reflects the effect of strain hardening that would prevail at lower temperatures. 
Concrete, on the other hand, is a highly versatile construction material that can be classified based on 
aggregate type and characteristic strength in compression. For the purposes of this study, variability 
in concrete compressive strength under high temperatures is assessed from test data limited to normal 
strength concrete, with siliceous aggregate. Note that here normal strength concrete is categorized as 
that having value of characteristic compressive strength less than 50 MPa. A total of 242 data points 
have been included in this study from 24 different tests [3-11]. The compressive strength retention 
factor at elevated temperature for concrete, 𝑘𝑐,𝑇 was defined as the measured compressive strength of 
concrete at elevated temperature, 𝑓𝑐,𝑇 divided by the mean value of measured strength at ambient, 
𝑓𝑐𝑚,20. High strength concrete, and concretes made with calcareous aggregate are also widely used in 
the construction industry, but variations in their temperature dependent mechanical properties are a 
subject of later research.  
2.1 Variability at room temperature vs. elevated temperatures 
Spread in test data for the 0.2% offset steel 𝐹𝑦 can be observed as fairly even around unity for 𝑘𝑦,𝑇 at 
20°C. The variability at ambient temperature for structural reliability has been previously established 
and is retained as such within this research, assuming a lognormal distribution with the mean as the 
characteristic value plus two standard deviations (𝐹𝑦𝑚,20 = 𝐹𝑦𝑘,20 + 2𝜎) and coefficient of variation 
of 0.07 [12]. For 𝑘𝑦,2%,𝑇, there is a significant scatter in the dataset even at 20C accounting for strain 
hardening at lower temperature. The variability at ambient temperature is therefore explicitly 
reflected within the dataset. It can be seen from Fig. 1 and Fig. 3 that strength retention factors for 
both 0.2% and 2% offset models, 𝑘𝑦,𝑇 and 𝑘𝑦,2%,𝑇 show similar trends at elevated temperatures, as 
the effect of strain hardening starts to disappear at temperatures above 500°C. 
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For siliceous concrete, there is a wide variation in data depicting the measured room temperature 
compressive strengths (𝑓𝑐,20 ranging from 25 MPa to 55 MPa), and also for different concrete mixes, 
curing methods, etc. The variability at ambient temperature can be defined as a lognormal distribution 
with mean as the characteristic value at ambient plus two standard deviations (𝑓𝑐𝑚,20 = 𝑓𝑐𝑘,20 + 2𝜎) 
and coefficient of variation in a range from 0.05 to 0.18, depending on the production procedure [12].   
2.2 Data Grouping 
In order to efficiently post-process raw test data into stochastic material models, it is necessary to 
capture variations at different values of temperature. Therefore, available data was discretized into 
subgroups at temperature intervals of 50°C, and data points within the range of ±10°C from specified 
temperature value were included in each group. Any particular dataset thus grouped was discarded if 
the total number of points in the dataset were less than or equal to 5. In this manner, 20 temperature 
groups for retention factors for 𝑘𝑦,𝑇 (ranging from 20°C to 1030°C), and 16 groups for 𝑘𝑦,2%,𝑇 (from 
20°C to 800°C) were respectively defined. Similarly, 10 data temperature groups were created from 
test data available for siliceous concrete between the range of 20°C to 800°C. 
3 PROBABILISTIC MODELING USING GROUPED DATA 
Thirteen probability density functions were fit to the materials test data within the above-mentioned 
temperature groups. These included continuous functions such as the Beta44 (Beta function bounded 
by 3×standard deviation), Gamma, Normal, Lognormal, Logistic, Loglogistic, Inverse Gaussian, t 
Location-scale and the Extreme Value functions. Other distributions included the Nakagami, Rician, 
Bimbaum-Saunders, and the two-parameter Weibull probability distribution function. These 
distributions were compared temperature by temperature with quantitative methods and the final 
selection was made based on best model fit and the ease of application in analyses. 
3.1 Selection of optimal distribution functions 
The corrected Akaike information criterion (AICc) was used to get an unbiased estimate of ‘goodness 
of fit’ for the considered candidate distributions. This method compares the above-mentioned thirteen 
distributions and provides an estimate of each function’s quality relative to the others. The distribution 
function with the lowest mean AICc value represented the greatest model quality [13]. For the 
datasets considered in this research, the Beta distribution for 𝑘𝑐,𝑇, Gamma for 𝑘𝑦,𝑇, and the Rician 
distribution for 𝑘𝑦,2%,𝑇 gave the lowest mean value across the different temperature groups of the 
AICc. However, a lack of closed form formulation for the cumulative distribution function of each of 
these leads to complex computational processes. Keeping in mind optimal utility and application 
during stochastic evaluation of structural response, the lognormal function was selected for both steel 
models representing 𝑘𝑦,𝑇 and 𝑘𝑦,2%,𝑇, and the Weibull function was selected to represent the concrete 
dataset, respectively. The mean AICc values for these selected distributions are within 1% of the 
lowest mean value of the AICcs. 
3.2 Statistical models 
The parameters for the lognormal distribution were estimated for each temperature group 
individually, and subsequently generalized by fitting a regression curve. The final fitted equations for 
input parameters of the lognormal distribution for 𝑘𝑦,𝑇 are: 
𝜇𝑙𝑛(𝑇) = −1.45 × 10
−9 × 𝑇3 − 1.78 × 10−6 × 𝑇2 − 2.5 × 10−5 × 𝑇 + 1.19 × 10−2                   (1)  
𝜎𝑙𝑛(𝑇) = 1.895 × 10
−7 × 𝑇2 + 1.15 × 10−4 × 𝑇 + 5.62 × 10−2                                                        (2)  
And for 𝑘𝑦,2%,𝑇, the lognormal fit gives the following equations: 
𝜇𝑙𝑛(𝑇) = −6.89 × 10
−9 × 𝑇3 + 1.84 × 10−6 × 𝑇2 − 8.39 × 10−5 × 𝑇 + 1.48 × 10−1                (3)  
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𝜎𝑙𝑛(𝑇) = 2.41 × 10
−7 × 𝑇2 + 1.07 × 10−4 × 𝑇 + 9.77 × 10−2                                                           (4)  
where  𝜇, 𝜎  are temperature dependent parameters of the lognormal distribution.  
It should be noted here that for 𝑘𝑦,𝑇 data, a mean value of 1.0 and coefficient of variation equal to 
0.07 were manually imposed on the model for 𝑇 = 20°𝐶. Fig. 1 shows the lognormal models in 
comparison with EC3 models and measured data. The EC3 model in Fig. 1a is based on 0.2% offset 
strain when constructing the full stress-strain curve using EC3 guidelines, while the EC3 model in 
Fig. 1b shows retention factors prescribed by the code for yield strength at 2% strain. 
  
(a) (b) 
Fig. 1 Strength retention factors vs. temperature, based on lognormal fit for a) 𝑘𝑦,𝑇, and b) 𝑘𝑦,2%,𝑇 
 
For siliceous concrete, in order to maintain consistency within the probabilistic model at ambient and 
elevated temperatures, a Weibull distribution is fitted to approximately match the average lognormal 
distribution with mean of 1.0 and coefficient of variation ranging from 0.05 to 0.18. This Weibull 
distribution data point is included in the regression as an evaluation at room temperature, i.e. 𝑘𝑐,20. 
Final fitted equations for the Weibull distribution parameters are as follows: 
𝜆(𝑇) = −8.434 × 10−7 × 𝑇2 − 4.089 × 10−4 × 𝑇 + 1.059                                                                  (5)  
𝑘(𝑇) =
9.735
0.923+1.978×10−3×𝑇
                                                                                                                               (6)  
where  𝜆, 𝑘 are the scale and shape parameters for the Weibull distribution. 
Fig. 2 shows the 0.5 quantile and one standard deviation envelope for 𝑘𝑐,𝑇 calculated per the Weibull 
distribution and compared to the values provided by the Eurocode 2 (EC2) [14]. 
 
Fig. 2 Strength retention factors vs. temperature for 𝑘𝑐,𝑇 based on the Weibull distribution 
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4 PROBABILISTIC MODELING USING CONTINUOUS LOGISTIC FUNCTION 
Further to the above-mentioned probabilistic approaches, continuous logistic functions are also 
considered for the stochastic models for steel and concrete retention strength. For steel data, a 
Bayesian approach with the EC3 steel model as a deterministic basis is applied to the 𝑘𝑦,2%,𝑇 data  to 
arrive at a logistic distribution, first presented in [15]. The 0.5 quantile value of 𝑘𝑦,2%,𝑇 is presented 
in Fig. 3a and is compared with the EC3 retention factors. The formulation is given in Eq. (7): 
𝑘𝑦,2%,𝑇 = 1.7 ×
exp[𝑙𝑜𝑔𝑖𝑡(?̂?𝑦,2%,𝑇
∗ )+0.412−0.81×10−3×𝑇+0.58×10−6×𝑇1.9+0.43×𝜀]
exp[𝑙𝑜𝑔𝑖𝑡(?̂?𝑦,2%,𝑇
∗ )+0.412−0.81×10−3×𝑇+0.58×10−6×𝑇1.9+0.43×𝜀]+1
                                       (7)   
where 𝑙𝑜𝑔𝑖𝑡(?̂?𝑦,2%,𝑇
∗ ) is equal to ln (
?̂?𝑦,2%,𝑇
∗
1−?̂?𝑦,2%,𝑇
∗ ), 
 ?̂?𝑦,2%,𝑇
∗   is equal to 
?̂?𝑦,2%,𝑇+10
−6
1.7
, 
?̂?𝑦,2%,𝑇  is the temperature-specific retention factor as provided by the EC3, and 
𝜀  is the standard normal distribution. 
Taking a similar approach, a continuous logistic function (with no deterministic base) was fitted to 
the siliceous concrete data set for 𝑘𝑐,𝑇. Eq. (8) presents the probabilistic model where the modeling 
error is calibrated as 0.45 × 𝜀, and 𝜀 represents the standard normal distribution. 
𝑘𝑐,𝑇 = 1.4 ×
𝑒𝑥𝑝[0.8892−0.6319×10−3×𝑇−3.295×10−6×𝑇2+0.45×𝜀]
𝑒𝑥𝑝[0.8892−0.6319×10−3×𝑇−3.295×10−6×𝑇2+0.45×𝜀]+1
                                                               (8)  
Strength retention factors calculated using the above approach for siliceous concrete are presented in 
Fig. 3b below. 
  
(a) (b) 
Fig. 3 Strength retention factors vs. temperature based on a continuous logistic fit for a) steel 𝑘𝑦,2%,𝑇, and b) 
siliceous concrete 𝑘𝑐,𝑇  
5 CASE STUDIES 
Next, the probabilistic thermo-structural response of fire-exposed columns was evaluated using the 
established stochastic models for steel and concrete retention factors. A failure limit state was pre-
defined for each of the steel and concrete columns considered. Then, Monte Carlo simulations were 
run to evaluate the reliability of these columns under elevated temperatures, and a probability of 
failure, 𝑝𝑓 was determined for 2000 simulations for the steel column and 5000 simulations for the 
reinforced concrete column. 
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5.1 Steel column from One Meridian Plaza 
For steel, the failure limit state function is considered as buckling of the column at high temperature. 
The temperature at failure is obtained as that where the value of applied thermal loads and service 
compression loads becomes equal to the column capacity i.e., the utility ratio equals to unity. An 
unprotected steel perimeter column from the One Meridian Plaza with a wide flange column cross 
section W14×311 is considered [16]. A pin connection is considered at column ends, and the total 
effective length of the column is 3.56 m. An applied load of 0.25 𝐹𝑦𝑘,20𝐴𝑠 (𝐴𝑠 is the cross-sectional 
area of steel column) is assumed. Here, the characteristic yield strength of steel, 𝐹𝑦𝑘,20 is taken as 250 
MPa, making the mean 𝐹𝑦𝑚,20 equal to 290.7 MPa. The EC3 formulation is used to calculate the 
temperature-specific column capacity. A total of 2000 Monte Carlo simulations are run for each of 
the lognormal functions for 𝑘𝑦,𝑇  and 𝑘𝑦,2%,𝑇  respectively, and also for the EC3-based continuous 
logistic function for 𝑘𝑦,2%,𝑇. Fragility curves for the steel column failure temperature are developed 
for each of the candidate models, as presented in Fig. 4.  
5.2 Reinforced concrete column from a five-story office building 
For evaluating a probability of failure for a siliceous concrete RC member, a column section with 
cross-sectional dimensions 450 mm×450 mm was considered. This column is extracted from a 5-
story office building, and has a total considered length equal to 3.87 m. The column cross-section is 
reinforced with 12 longitudinal rebars of 25.2 mm diameter (M25). The compressive load value 
applied to the column is taken equal to 50% 𝑓𝑐𝑘,20𝐴𝑐  (𝐴𝑐  is the area of the column section), and 
thermal load is provided by applying the ASTM E119 fire exposure [17] on all four sides of the 
column. The above-mentioned Weibull and logistic distributions are used to capture the uncertainty 
within the concrete strength retention factor as is required to assess column fragility. The finite 
element software SAFIR [18] is used to perform thermo-mechanical analysis of the column and 
quantify the failure time of the column when it loses its load-bearing capacity under fire. This is the 
load-bearing (mechanical) fire resistance, and is considered as the failure limit state function for the 
RC column in this study. In total, 5000 Monte Carlo simulations are run for each of the probabilistic 
models. The percentage failure obtained is depicted in Fig. 5. 
 
   
(a) (b) 
Fig. 4 Fragility curves for steel column with a) different considered models for retention factor b) logarithmic axis 
percentage failure 
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(a) (b) 
Fig. 5 Fragility curves for RC column with a) different considered models for retention factor b) logarithmic axis 
percentage failure 
6 DISCUSSION AND CONCLUSIONS 
The results of case studies in Fig. 4 and Fig. 5 show minor differences in fragilities obtained for the 
failure temperature and time of steel and RC columns when uncertainty in strength retention factors 
are captured using different modeling approaches. If the target probability of failure is considered 
within 1% to 10%, the maximum difference in failure temperature of steel is 17 °C and the maximum 
difference in the time to failure of concrete column is approximately 16 minutes. In case of steel, it 
should be noted that the failure temperature for the column under study is above 550°C, for which 
the effect of strain hardening (2% versus 0.2% offset models) is not significant.  
It can be argued that, for the case studies considered in this study, the effect of model choice on the 
results at elevated temperatures is negligible. In order to quantify uncertainty in strength retention 
factors of steel and concrete at elevated temperatures, two approaches were considered. First, 
probabilistic models based on distribution fits to groups of data at different temperature were 
investigated. This approach led to selection of lognormal and Weibull distributions for steel and 
concrete, respectively. The second approach applied a continuous fit to the data using a logistic 
function that included the model error. In both approaches, efficiency and ease of application of 
models in finite element computation process were considered. This study will be expanded in future 
to investigate the effect of model choice on a number of case studies, including models for calcareous 
concrete, to generalize the results. 
7 REFERENCES 
[1] CEN: European Committee for Standardization (2005). "Eurocode 3: Design of steel 
structures. General rules. Structural fire design. Standard EN 1993-1-2." 
[2] Luecke W. E., Banovic S. W., and McColskey J. D., "High-temperature tensile constitutive 
data and models for structural steels in fire," 2011. 
[3] Malhotra H. (1956). "The effect of temperature on the compressive strength of concrete," 
Magazine of concrete research, vol. 8, pp. 85-94. 
[4] Abrams M. S. (1971). "Compressive strength of concrete at temperatures to 1600F," Special 
Publication, vol. 25, pp. 33-58. 
8 Effect of probabilistic strength retention factors for steel and concrete on structural reliability of columns in fire 
 
 
[5] Marechal J. (1972). "Variations in the modulus of elasticity and Poisson's ratio with 
temperature," Special Publication, vol. 34, pp. 495-504. 
[6] Anderberg Y. and Thelandersson S. (1976). "Stress and deformation characteristics of 
concrete at high temperatures. 2. Experimental investigation and material behaviour model," 
Bulletin of Division of Structural Mechanics and Concrete Construction, Bulletin 54. 
[7] Furumura F., Abe T., and Shinohara Y. (1995). "Mechanical properties of high strength 
concrete at high temperatures," in Proceedings of the Fourth Weimar Workshop on High 
Performance Concrete: Material Properties and Design, 1995. 
[8] Khoury G. (1996). "Performance of Heated Concrete—Mechanical Properties," Contract 
NUC/56/3604A with Nuclear Installations Inspectorate, Imperial College, London. 
[9] Bali A., Boutemeur R., and Purkiss J. (2005). "Strength of Concrete at Elevated 
Temperatures," in Application of Codes, Design and Regulations: Proceedings of the 
International Conference held at the University of Dundee, Scotland, UK on 5–7 July 2005, 
2005, pp. 427-434. 
[10] Fu Y., Wong Y., Poon C., and Tang C. (2005). "Stress–strain behaviour of high-strength 
concrete at elevated temperatures," Magazine of Concrete Research, vol. 57, pp. 535-544. 
[11] Kakae N., Miyamoto K., Momma T., Sawada S., Kumagai H., Ohga Y., et al. (2017). 
"Physical and thermal properties of concrete subjected to high temperature," Journal of 
advanced concrete technology, vol. 15, pp. 190-212. 
[12] Holický M. and Sýkora M. (2010). "Stochastic models in analysis of structural reliability," in 
Proceedings of the international symposium on stochastic models in reliability engineering, 
life sciences and operation management, Beer Sheva, Israel, 2010. 
[13] Hurvich C. M. and Tsai C. L. (1993). "A corrected Akaike information criterion for vector 
autoregressive model selection," Journal of time series analysis, vol. 14, pp. 271-279. 
[14] European Committee for Standardization (2004). "Eurocode 2: Design of concrete 
structures—Part 1-1: General rules and rules for buildings," Brussels, Belgium. 
[15] Elhami Khorasani N., Gardoni P., and Garlock M. (2015). "Probabilistic fire analysis: material 
models and evaluation of steel structural members," Journal of Structural Engineering, vol. 
141, p. 04015050. 
[16] Routley J. G., Jennings C., and Chubb M. (1991). "Highrise Office Building Fire, One 
Meridian Plaza, Philadelphia, Pennsylvania," United States Fire Administration, Washington, 
DC, Technical Report No. USFA-TR-049. 
[17] ASTM (2012). "Standard test methods for fire tests of building construction and materials," 
2012. 
[18] Franssen J.-M. and Gernay T. (2017). "Modeling structures in fire with SAFIR®: Theoretical 
background and capabilities," Journal of Structural Fire Engineering, vol. 8, pp. 300-323. 
 
 
