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Abstract
One of the major challenges of model-free visual track-
ing problem has been the difficulty originating from the un-
predictable and drastic changes in the appearance of ob-
jects we target to track. Existing methods tackle this prob-
lem by updating the appearance model on-line in order to
adapt to the changes in the appearance. Despite the suc-
cess of these methods however, inaccurate and erroneous
updates of the appearance model result in a tracker drift. In
this paper, we introduce a novel real-time visual tracking al-
gorithm based on a template selection strategy constructed
by deep reinforcement learning methods. The tracking al-
gorithm utilizes this strategy to choose the appropriate tem-
plate for tracking a given frame. The template selection
strategy is self-learned by utilizing a simple policy gradi-
ent method on numerous training episodes randomly gen-
erated from a tracking benchmark dataset. Our proposed
reinforcement learning framework is generally applicable
to other confidence map based tracking algorithms. The
experiment shows that our tracking algorithm runs in real-
time speed of 43 fps and the proposed policy network effec-
tively decides the appropriate template for successful visual
tracking.
1. Introduction
Visual tracking is one of the most important and fun-
damental problems in the fields of computer vision and it
has been utilized in many applications, such as automated
surveillance, human computer interaction, and robotics.
Also known as model-free object tracking, visual tracking
algorithms aim to track an arbitrary object throughout a
video segment, given the object’s initial location as a bound-
ing box representation.
For several years, visual tracking problem has been re-
garded as a tracking-by-detection problem, where the visual
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Figure 1. Motivation for the proposed visual tracking algo-
rithm. Our tracking algorithm formulates the visual tracking
problem as a consecutive decision making task that can be self-
learned through a reinforcement learning scheme. Rather than
simply using the template with the maximum likelihood (ML de-
cision), our algorithm strategically chooses the best template from
the template pool in terms of localization and long-term success
(RL decision).
tracking task is formulated as an object detection task per-
formed on cons‘ecutive video frames. Tracking algorithm
is often composed of a combination of appearance and mo-
tion models of the object. Especially, the appearance model
is carefully designed to be robust to numerous appearance
variations of the target object, where common challenges
arise from changes in illumination, motion blur, deforma-
tion and occlusion from surrounding objects [24].
To solve the aforementioned challenges, two approaches
are mainly utilized to cover the appearance variations of
the target object. One approach is to update the appear-
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Figure 2. Overall architecture of the proposed system. Matching network is a Siamese network which consists of shared convolutional
layers as feature extractors and fully connected layers for matching. Matching result is passed to the policy network where it also consists
of convolutional layers for state abstraction and fully connected layers for policy generation.
ance model of the target on-line in the tracking process
[19, 22, 35, 54, 16, 14], gaining new examples on the way.
This approach considers the visual tracking problem as a
semi-supervised learning task where the initial sample is
labeled while other samples are not. However, inaccurate
and erroneous update often causes the tracker to fail and
drift to the background [27, 53]. The other approach is to
utilize a feature representation scheme that is more robust
to appearance perturbations while maintaining the discrim-
inability between the target object and background objects
[47, 46, 32, 45, 15]. This approach shares a common objec-
tive of other computer vision tasks such as object detection
and semantic segmentation.
Recently, with growing attention on deep neural net-
works, especially convolutional neural networks (CNN)
[23], there have been several approaches to utilize the pow-
erful representation capabilities of CNNs for the visual
tracking task. These methods showed successful results in
covering the target appearance variations in short video seg-
ments. However, we also focus on the other aspect of visual
tracking. Our proposed real-time visual tracking algorithm
aims to utilize the deep neural network for revising the on-
line update by making decisions concerning which template
is the most adequate for localizing the target in a new frame.
Our method formulates the visual tracking task as a consec-
utive decision making process where given past target ap-
pearance samples, the tracker has to decide which sample is
the best for localizing the target for a new frame. Figure 1
illustrates the motivation of this research.
While there are large image datasets such as ImageNet
[36] with ground truth labels available for obtaining a pow-
erful feature representation under supervised learning en-
vironment, on-line update and selection of the target ap-
pearance model for visual tracking should be adequately
tuned according to the tracking environment and the capac-
ity of the feature representation that is used. This results
in an absence of explicit labels on when and how to update
the appearance model, which makes supervised learning in-
feasible. To resolve this problem, we adopt a reinforce-
ment learning environment where given sequential states,
an agent is prompted to make actions that can maximize
the future reward. To achieve this learning task, we adopt
deep neural networks for efficient state representation. Then
we utilize policy gradient methods used in [49, 29] and ex-
perience replay memory as in [30], motivated by their re-
cent success in playing the game of Go and ATARI video
games in [37, 31]. We train our policy network using ran-
domly generated episodes from VOT-2015 tracking bench-
mark dataset [4]. We build our tracking algorithm based on
a Siamese matching network by [6] for its simplicity and
real-time tracking speed while having a powerful represen-
tation capacity. To our knowledge, our work is one of the
first to utilize a deep reinforcement learning methodology
for on-line update in visual tracking.
2. Related Work
Conventional visual tracking algorithms can be largely
categorized into two approaches. One approach constructs
a generative model from previously observed samples and
utilizes this model to find the region in the new frame where
it can be described by the model best. The other uses a
discriminative model where a classifier is learned to distin-
guish the target object region from the surrounding back-
ground region.
Generative approaches for visual tracking often utilize
sparse representation as in [55, 54, 28] or linear subspace
for incremental learning as in [22, 35]. Using these criteria,
they try to find the target region where it can be described
Algorithm 1: Visual tracking with reinforced decision
making
input : Tracking sequence of length L
Initial target location x0
output: Tracked target locations xt
// For every frame in a sequence
for t = 1 to L do
// For all N templates
for i = 1 to N do
Produce prediction maps si with each template
i;
Obtain normalized scores for each prediction
map using policy network pi(ai|si; θ);
end
Find the prediction map st with maximum score,
corresponding template is chosen for localizing
the target;
Construct scale pyramid, obtain response maps
and choose best scale with maximum value;
Localize the target xt with shifted search images,
choose mean position as target location xt;
Add a template to template pool every K frames,
discarding the oldest one;
end
by the model. The model is constructed from target ap-
pearance samples collected from previously tracked frames.
[35] uses principal component analysis on previous tem-
plates to construct a incremental subspace that can be used
to reconstruct the target appearance. The target is local-
ized by finding the location with the lowest reconstruction
error. Discriminative approaches for visual tracking often
utilize classifiers as in [2, 14, 19] or correlation filters as in
[16, 26, 18, 11]. These approaches try to build a model that
can distinguish the target appearance from the background
region by using classification or regression. The model is
trained from target and background appearance samples to-
gether. [14] uses structured SVM to find the transformation
vectors for patches obtained from the vicinity of the target,
solving the label ambiguity problem of the binary classifi-
cation assumption. Other than the generative and discrimi-
native methods, there are hybrid methods as in [56, 5] that
aim to utilize the advantages of both models. [5] adopted
two components for the appearance model; with one de-
scriptive and the other discriminative. Both components are
integrated through a single optimization task.
Recently, there have been approaches to utilize deep
representations for the visual tracking task. Convolu-
tional neural networks (CNN) [23] have shown outstand-
ing performance in a wide range of computer vision ap-
plications including image classification [21], object de-
tection [34] and much more. Their powerful representa-
tion capacity motivated visual tracking approaches such as
[47, 26, 46, 32, 45]. [47] was the first to introduce deep rep-
resentation learning to visual tracking problem. They build
a stacked denoising autoencoder and utilize its intermedi-
ate representation for visual tracking. In [26], hierarchical
correlation filters learned on the feature maps of VGG-19
network [38] are efficiently integrated. [45] also utilizes
the feature maps generated from the VGG network to ob-
tain multi-level information. [32] used the structure of low-
level kernels of VGG-M network [38] and trained on visual
tracking datasets to obtain multi-domain representation for
a robust target appearance model.
Based on deep representations, some outstanding perfor-
mances were shown by using two-flow Siamese networks
on stereo matching problem in [52] and patch-based im-
age matching problem in [13]. Accordingly, approaches
to solve the visual tracking problem as a patch matching
problem have emerged in [43, 3, 6, 15]. [43] and [15] train
the Siamese networks using videos to learn a patch simi-
larity matching function that shares an invariant represen-
tation. [3] and [6] further expand this notion and proposes
a more end-to-end approach to similarity matching where a
Siamese architecture can localize an exemplar patch inside
a search image using shared convolutional layers. In par-
ticular, [3] proposes a fully-convolutional architecture that
adopts a cross-correlation layer to obtain invariance to spa-
tial transitions inside the search image, lowering the com-
plexity of the training process significantly.
However, approaches such as [15, 6] use a naive on-line
update strategy that cannot revise erroneous updates and re-
cover from heavy occlusions. Moreover, approaches [43, 3]
do not update the initial template, solely relying on the rep-
resentation power of the pre-trained CNN. This approach
may be effective for short-term video segments with no dis-
tractors, but the tracker can be attracted towards a distrac-
tor with a similar appearance to the target. Our proposed
algorithm is aimed to solve both problems of the previous
approaches, by utilizing previously seen examples to adapt
to the recent appearance of the target and choosing the most
adequate template for localizing the target, ruling out erro-
neously updated templates.
There also have been some recent approaches that em-
ploy deep reinforcement learning methodology on visual
tracking algorithms. [51] trained a policy network to gener-
ate actions for state transition in order to localize the target
in a given frame. [40] used YouTube videos to interactively
learn a Q-value function where it makes decisions for the
tracker to reinitialize, update or to keep tracking with the
same appearance model. However, both trackers run at 3
fps and 10 fps respectively, both lacking the speed of real-
time performance. Our algorithm runs at a real-time speed
of 43 fps while maintaining a competitive performance. We
Algorithm 2: Training the policy network for a single
episode
input : Randomly generated episode of length L,
Policy network weights θ−
output: Updated policy network weights θ+
// For every frame in an episode
for t = 1 to L do
// For all N templates
for i = 1 to N do
Produce prediction maps st with each
template i;
Obtain normalized scores for each prediction
map using policy network pi(ai|st; θ−);
end
Choose some at ∈ {ai, ..., aN} stochastically,
with probabilities proportional to the normalized
scores;
Obtain update gradient∇θ log pi(at|st; θ−);
Accumulate gradients according to eq. 2, obtain
∆θ;
Localize the target position xt as in Alg. 1;
Add a template to template pool every K frames,
discarding an oldest template;
end
if episode successful then
Update weights θ+ = θ− + ∆θ;
else
Update weights θ+ = θ− −∆θ;
end
Obtain 4N samples from experience replay memory,
calculate gradients and add to θ+;
achieve this by incorporating more lightweight and opti-
mized structures for matching network and policy network.
3. Proposed Algorithm
In the following subsections, we first show a brief
overview of our proposed visual tracking algorithm. Then
we describe the details of the proposed method. We show
the theoretical background for the reinforcement learning
formulation. Next we describe the architectures for visual
tracking and its training scheme.
3.1. Tracking with Reinforced Decisions
Our tracking system can be divided into two parts where
the first part is the matching network that produces predic-
tion heatmaps as a result of localizing the target templates
inside a given search image. And the second part is the
policy network that produces the normalized scores of pre-
diction maps obtained from the matching network. Figure
2 shows the overall diagram of our tracking system.
Assuming the networks are trained and its weights are
fixed, we can perform the visual tracking task on arbitrary
sequences. For a given video frame, we crop and obtain a
search image based on the target’s previous bounding box
information. Search image is cropped with its center loca-
tion being the target’s previous center location and its scale
being double the target’s previous scale. Using the appear-
ance templates obtained from previously tracked frames,
the matching network produces prediction maps for each
appearance template. Then each of the prediction maps are
fed to the policy network where it produces the normalized
scores for each prediction map. The prediction map with
the maximum score is chosen and its corresponding tem-
plate is used to track and localize the target. The position
in the prediction map with the maximum value corresponds
to the next position of the target in the search image. To
obtain a more precise scale and position of the target, we
construct a scale pyramid of 3 images using the search im-
age to adapt to the scale change of the target. Scale with the
maximum response value is chosen. Then we additionally
use 4 shifted versions of the search image to obtain a more
fine-level position of the target. Size of the x, y-axis shift
are fixed proportionally to the target width/height respec-
tively. Maximum positions in each response map are found
and we calculate the mean position as the final location of
the target.
Appearance templates are obtained on a regular time in-
terval during the tracking process. We intentionally use this
simplistic method for updating the template pool in order
to promote robustness in the decision making process. This
encourages the policy network to be trained on various situ-
ations where the policy network is expected to avoid choos-
ing an outlier template (i.e. dark, blurry, occluded template)
which may be present in the template pool. The overall flow
of our tracking algorithm is described in algorithm 1.
3.2. Reinforcement Learning Overview and Appli-
cation to Visual Tracking
We consider a general reinforcement learning setting
where the agent interacts with an environment through se-
quential states, actions and rewards. Given an environment
E and its representative state st at time step t, an agent must
perform an action at selected from a set A of every possi-
ble actions. Action at is determined by the policy pi(at|st)
where action at can be chosen with deterministic or stochas-
tic manner. In return for the action, the agent receives a
scalar reward rt and observes the next state st+1. This re-
current process continues until the agent reaches a terminal
state. The goal of the agent is to select actions that maxi-
mizes the discounted sum of expected future rewards, where
we define the action-value function as Qpi(s, a) [41].
To achieve the goal mentioned above, there are mainly
two approaches to reinforcement learning; value-based
(a) OTB-2013 Result (b) OTB-2015 Result
Figure 3. OPE result comparison on (a) OTB-2013 and (b) OTB-
2015 benchmark dataset [50]. The numbers in the legend box in-
dicate the average area-under-curve (AUC) scores for each tracker.
methods and policy-based methods. Value-based method
assumes that there exists an optimal action-value function
Q∗(s, a) = maxpi Qpi(s, a) that gives the maximum action-
value for a state-action pair, given some implicit policy (e.g.
-greedy) [48].
On the other hand, policy-based methods [42] aim to di-
rectly model the policy function pi(a|s; θ) without the as-
sumption of intermediate action-value function, removing
the need of evaluating the values of possible actions for a
given state. Approximation of the policy function can be
achieved by maximizing the objective return function Rt
using stochastic gradient ascent algorithms. One simplest
example of the method is the REINFORCE algorithm in-
troduced in [49] where gradient ascent is used on expected
reward Rt = E[rt] as in
∆θ = α∇θ log pi(at|st; θ)rt, (1)
where α is the learning rate. First, actions are sampled
from the policy distribution pi, then the performed actions
are evaluated and rewards are given from interacting with
the environment. Using this information, we can refine the
policy through a parameter update. Samples from an up-
dated policy is expected to give us a higher reward. For
our work, we use a variant of policy-based reinforcement
learning method since it is commonly known to have better
convergence properties and capability of learning stochastic
policies [29].
To apply this reinforcement learning method to our vi-
sual tracking environment, we define state st of the tracker
as the overall combination of prediction maps which are ob-
tained from the matching network using the corresponding
appearance templates gained in the course of tracking. The
action at is defined as selecting a single template from cur-
rent template pool to locate the target in a given frame. This
can be simulated by drawing a sample from a discrete prob-
ability distribution of normalized scores where each score
is produced by the policy network using the corresponding
prediction map. At training time, we can train the policy
network to assign higher scores to prediction maps (tem-
(a) OTB-2013 Result (b) OTB-2015 Result
Figure 4. OPE result comparisons of (a) OTB-2013 and (b) OTB-
2015 benchmark dataset [50] for the internal comparisons.
RDT RDT-ml RDT-rand RDT-single
SRE 0.601 0.565 0.544 0.543
TRE 0.646 0.625 0.605 0.615
Table 1. SRE and TRE tracking performances measured in AUC
on OTB-2015 benchmark dataset for internal comparisons.
plates) that result in successful tracking using a rewarding
scheme.
Reward rt is given at the end of a tracking episode de-
pending on success or failure of a tracking episode. Pos-
itive reward will be given when the tracker successfully
tracks the target, producing a bounding box overlap score
over a predefined threshold. This will encourage the pol-
icy network to perform more actions (choosing templates)
that may result in a successful tracking episode. On the
other hand, negative reward will be given when the tracker
loses the target as a result of performing a chain of poor ac-
tions. This will help the tracker to avoid performing those
actions in the future, thus resulting in more successful track-
ing episodes hereafter. At test time, we select the predic-
tion map (and its corresponding appearance template) with
the highest normalized score to locate the target in a given
frame.
3.3. Network Architectures
Architecture of the Matching Network: We borrow
the Siamese architecture design from [6], using it as our
baseline tracker. The Siamese architecture has 2 input
branches and uses 3 shared convolutional layers for extract-
ing the common representations from the object patch and
the search patch. Then these features are concatenated and
fed to 3 fully connected layers to produce a Gaussian pre-
diction map, where the maximum point is the relative loca-
tion of the object patch inside the search patch.
Architecture of the Policy Network: Our policy net-
work sees the output prediction maps produced by the
matching network and makes the decision whether the
matching result is reliable or not. By following this deci-
sion, we can always choose the most appropriate template
for locating the target object in a given frame. The policy
network consists of 2 convolutional layers to produce an ad-
Figure 5. Success plots for 8 challenge attributes: background clutter, illumination variation, in-plane rotation, low resolution, occlusion,
out-of-plane rotation, out of view and scale variation.
input (48× 48, 120× 120 RGB image)
conv7,3-16
pool2,2, relu
conv3,1-32
conv1,1-4
pool2,2, relu
conv3,1-64
pool2,2
relu, reshape, concat
fc-2048, relu
fc-2048, relu
fc-961
sigmoid, reshape
output (31× 31, prediction map)
Table 2. Architecture of the matching network. The convolutional
layer parameters are denoted as conv(kernel size, stride)-(number
of channels) and fully conneced layer parameters are denoted as
fc-(number of units). Max pooling layer is denoted as pool-(kernel
size, stride)
equate representation of the state and 2 fully connected lay-
ers for deciding whether this state is reliable or not. Then
the outputs are fed through sigmoid function to produce
probabilities. Finally, we choose the activation with the
highest value and its corresponding template as the best can-
didate for tracking.
3.4. Training the Policy Network
To train the policy network pi(a|s; θ) introduced above,
we use a variant of REINFORCE algorithm with accumu-
lated policy gradients. We randomly generate numerous
tracking episodes with varying lengths from VOT-2015 [4]
video dataset. Then we perform tracking on each training
episodes with stochastically sampled action roll-outs pro-
duced by the policy network to ensure exploration of state
space. For each decisions in an episode, we temporarily
assume each decision was optimal and perform backpropa-
gation to obtain gradients for all weights inside the policy
Tracker AUC FPS
ECO [7] 0.691 8
RDT (Ours) 0.603 43
SRDCF [9] 0.598 5
CSR-DCF [25] 0.587 13
SiamFC [3] 0.582 58
CFNet-conv2 [44] 0.568 75
HDT [33] 0.564 10
DSST [8] 0.520 24
KCF [16] 0.477 172
GOTURN [15] 0.427 100
TLD [19] 0.406 20
Table 3. Tracking performance on OTB-2015 dataset and speed
comparison between trackers.
network. We accumulate these gradients for all decisions in
a single episode as in
∆θ = α
L∑
t=1
∇θ log pi(at|st; θ)βL−t, (2)
where L is the length of an episode, α is the learning rate
and β ∈ (0, 1] is a discounting factor inserted to give more
weight to decisions made later in the episode. If an episode
terminates, weights in the policy network are updated ac-
cording to the success or failure of that episode. If an
episode was successful, gradient is updated accordingly. If
an episode was a failure, negative gradient is applied. The
overall algorithm for training the policy network for a single
episode is described in algorithm 2.
We also keep an experience replay memory of state-
action-reward gained from previous episodes. When gra-
dients are applied to the policy network after an episode,
0.3026 0.4123 0.7329 0.81330.6495
Figure 6. Example input search image (1st row), template image
(2nd row), prediction maps (3rd row) and their corresponding out-
put scores of the policy network (4th row). Outputs are shown in
values [0,1]
experiences are randomly sampled from the experience re-
play memory and applied concurrently. Successful expe-
riences and failure experiences are kept separately in each
replay memories. At every training step, total update gradi-
ent ∆θ is a sum of 5L gradients where L gradients are ob-
tained by decisions from a single episode and 4L gradients
are sampled from the decisions in the experience memory
(2L from each success and failure memory). By using these
sampled experiences from the experience replay memory,
we can remove the correlation in incoming data sequence
and reduce the variance of the update to obtain more stable
convergence.
4. Experiments
4.1. Implementation Details
Matching network parameters: Input to the matching
network are 48 × 48 appearance template and 120 × 120
search image. Matching network consists of the three con-
volutional layers with a skip connection layer connecting
the first and the third layer. Activations are then fed to the
3 fully connected layers with dropout rate of 0.8, followed
by a sigmoid function. Output is a 31× 31 prediction map.
More detailed network parameters are shown in table 2.
Policy network parameters: Input to the policy net-
work are 31 × 31 prediction maps. The first convolutional
layer has a 5×5 sized kernel with 4 output channels and it is
applied with a stride of 3, then the activations are 2×2 max-
pooled. The second convolutional layer has a 3 × 3 sized
kernel with 8 output channels and it is applied with a stride
of 1. Then the activations are fed to fully-connected lay-
ers, each with 128 hidden activations and 1 activation. For
fully-connected layers, dropout regularization [39] is used
with keep probability of 0.7. All layers are initialized from
Gaussian normal distribution with zero mean and variance
Frames 20 40 50 80 100 150 200 300
AUC 0.615 0.605 0.603 0.595 0.599 0.596 0.587 0.586
Table 4. Tracking performance on OTB-2015 benchmark dataset
under different template update intervals (frames).
of 0.1 and each convolutional layer is followed by rectified
linear unit (ReLU) activation functions.
Training parameters: To train the matching network,
batch size of 64 is sampled from the ImageNet [36] dataset.
For optimization, Adam optimizer [20] with learning rate
of 10−4 is used. For the policy network, Adagrad optimizer
[12] with learning rate of 10−4 is used and β = 0.95 is used.
We train our policy network using 50,000 episodes ran-
domly sampled from the VOT-2015 [4] benchmark dataset.
Overlapping sequences with OTB dataset were removed be-
fore training. Length of each episode is between 30 and 300
frames and a new template is added to the template pool
every 50 frames. Success or failure of an episode is deter-
mined by the mean intersection-over-union (IoU) ratio of
last 20 bounding box predictions compared to the ground
truth bounding boxes. If the mean IoU is under 0.2, we
consider the episode as a failure. To lower the variance
of each update, we keep an experience replay memory for
5000 successful samples and 5000 failure samples. Setting
the episode length too short will result a deficiency in num-
ber of failure experiences to learn from. For each update, 40
samples are sampled from each experience replay memory
and gradient is applied concurrently.
Tracking parameters: For practical reasons, we also
average the location predictions obtained from 4 slightly
shifted (upward, downward, left and right) search images
to obtain a more accurate localization. Shift sizes are fixed
to 20% of the target’s width/height. Additionally, to cover
the scale space, we use 3 scaled versions of the search image
to find the best scale that fits the template. Scale parameters
used are 1.05, 1.00 and 1.05−1. We used a maximum of
4 templates including the initial template for tracking, and
template pool is updated every 50 frames, replacing the old-
est template. Increasing the number of maximum templates
beyond this limit did not show noticeable performance gain
since the tracker tended to utilize a small subset of templates
that were updated more recently. This tendency is coher-
ent with the results shown in [53] where number of actively
utilized snapshots was limited. All parameters were fixed
throughout the evaluation of the benchmark dataset.
Implementation environment: We implement our
tracker in Python using TensorFlow [1] library. The im-
plementation runs on an Intel Core i7-4790K 4GHz CPU
with 24GB of RAM and the neural network is computed
and trained on GeForce GTX TITAN X GPU with 12GB of
VRAM. Our implemented tracker runs at an average of 43
frames per second (FPS) on OTB-2015 [50] video dataset.
RDT (Proposed) SiamFC SRDCF HDT CNN-SVM DSST
Figure 7. Qualitative results of the proposed method on challenging sequences from OTB benchmark dataset (in vertical order, box,
carScale, ironman, jump, matrix, singer1, soccer and bolt2)
4.2. Evaluation on OTB dataset
4.2.1 Quantitative Results
Object tracking benchmark (OTB-2015) [50] is a well-
known visual tracking benchmark dataset that contains a to-
tal of 100 fully annotated sequences. OTB-2013 is a subset
of the OTB dataset which contains 50 selected sequences
from the original dataset. We compare our tracking algo-
rithm with 9 other tracking algorithms, including 5 real-
time algorithms. SiamFC [3], SRDCF [9], HDT [33], CNN-
SVM [17], MEEM [53], DSST [8], KCF [16], ECO [7] and
CCOT [10] tracking algorithms are used for comparison.
Success plots for both OTB-2013 and OTB-2015 sequences
are shown on figure 3 where the proposed algorithm is de-
noted as RDT. Success rate evaluation metric is calculated
by comparing the predicted bounding boxes with the ground
truth bounding boxes to obtain the IoU scores and mea-
suring the proportion of scores larger than a given thresh-
old value. Final score is calculated by measuring the area-
under-curve (AUC) for each tracker. The result shows that
our proposed algorithm achieves a competitive performance
alongside with other trackers, despite using a simple patch
matching framework. Our tracker also performs at a real-
time speed of 43 FPS with relatively high performance (Ta-
ble 3), compared to other deep representation based trackers
such as HDT [33] running at 10 FPS, SRDCF [9] running
at 5 FPS and ECO [7] running at 8 FPS.. The real-time
processing speed of our tracker is a favorable characteris-
tic for training the policy network using numerous training
episodes.
We further analyze the performance of our tracker for
8 different challenge attributes labeled for each sequence,
where sequences with background clutter, illumination vari-
ation, in-plane rotation, low resolution, occlusion, out-of-
plane rotation, out of view and scale variation are evaluated.
As shown in figure 5, our tracker shows competitive results
on most of the attributes compared to the other trackers.
To show the effectiveness of our reinforced template se-
lection strategy, we also perform internal comparisons be-
tween different baselines of our algorithm. Figure 4 shows
the OPE plots and Table 3.3 shows the SRE and TRE results
between four algorithms where RDT is the original algo-
rithm, RDT-rand is a variant where the template is selected
at random, RDT-ml is a variant where the template with the
maximum likelihood score is selected and RDT-single is a
variant where only the original template is used with no up-
date. We were able to obtain a OPE performance gain of
roughly 10% for both OTB-2013 and OTB-2015 sequences
by using the proposed template selection strategy, proving
that our policy network chooses the more adequate template
for tracking a given frame.
The performance gain in TRE is smaller in comparison
to OPE and SRE results. However, by the nature of TRE
evaluation where an original OTB sequence is divided into
20 uniform time-segments and tested 20 times with initial-
ization from each segment, overall performance is measured
with sequences that are much shorter than their original
sequences. Since our algorithm’s performance gain comes
from the appropriate update strategy in long-term sequences
(i.e. blurFace, basketball, panda, human6,
faceOcc1, girl2, blurCar1, doll, ...),
smaller performance gain in short-term sequences is
reasonable.
We also perform an additional experiment with differ-
ent update intervals (frames) where the results are shown in
Table 4. Performance is measured by AUC tested on OTB-
2015 dataset. Decreasing the update interval gives some
performance gain while increasing the interval results loss
in performance. We speculate that templates that are more
recent are effective in localizing the target more precisely,
while older templates are less effective and thus less uti-
lized. This is consistent with our experiment with increased
template pool where increasing the template over certain
limit did not show noticeable performance gain.
4.2.2 Qualitative Results
Figure 7 shows the snapshots of tracking results produced
by the proposed algorithm with SiamFC [3], SRDCF [9],
HDT [33], CNN-SVM [17] and DSST [8]. Trackers were
tested on some challenging OTB-2015 sequences (box,
carScale, ironman, jump, matrix, singer1, soccer and bolt2)
where selected frame numbers are denoted in yellow on the
top-left corners respectively. Our proposed tracking algo-
rithm performs robustly, without losing track of the target
under challenging conditions such as occlusion in box and
soccer, scale change in carScale, singer1 and jump, illumi-
nation variation in ironman and matrix. From the qualita-
tive results, it is shown that our tracker successfully utilizes
both the deep representation power and the template selec-
tion strategy for tracking the target.
We also show some example input/output pairs for the
policy network in figure 6 to show what the policy network
has learned from numerous tracking episodes. Interest-
ingly, the policy network has self-learned to avoid ambigu-
ous decisions with high uncertainty (left) while preferring
decisions with low ambiguity (right) by assigning a higher
score on the prediction map. Our tracker avoids utilizing
erroneously updated templates (e.g. occluded samples) by
choosing the best template in terms of uncertainty, resulting
a more successful tracking episode.
5. Conclusion
In this paper, we proposed a novel tracking algorithm
based on a template selection strategy constructed by deep
reinforcement learning methods, especially policy gradient
methods. Our goal was to construct a policy network that
can choose the appropriate template from a template pool
for tracking an arbitrary frame where the policy network is
trained from numerous training episodes randomly gener-
ated from a tracking benchmark dataset. Experimental re-
sults show that we achieved a noteworthy performance gain
in tracking under challenging scenarios, proving that our
learned policy effectively chooses the appearance template
that is more appropriate for a given tracking scenario. Our
algorithm also performs at a real-time speed of 43 fps while
maintaining a competitive performance compared to other
real-time visual tracking algorithms.
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