Abstract. We prove an index theorem for the quotient module of a monomial ideal. We obtain this result by resolving the monomial ideal by a sequence of Bergman space like essentially normal Hilbert modules.
Introduction
Let B m be the unit ball in the complex space C m , and L where σ e I is the essential spectrum space of the algebra T(Q I ) and K is the algebra of compact operators. The index problem we want to answer in this article is to provide a good description of the above K-homology class.
The main difficulty in answering the above question is that the ideal I in general fails to be radical. This makes the geometric ideas introduced in [6] and [9] impossible to apply directly. The seed of the main idea in this article is the following observation discussed in [6, Section 5.2] . For m = 2, consider the ideal I = z 
Then it is not hard to introduce a Hilbert A = C[z 1 , z 2 ]-module structure on L , we observe that one can conclude the essential normal property of the Hilbert module I and Q I from the above exact sequence. Furthermore, it is not hard to prove that the quotient Hilbert module Q I is isomorphic to the module L In this article, we extend the above example to an arbitrary ideal I of L 2 a (B m ) generated by monomials. By considering an ideal generated by two monomials, we realize that it is more natural to work with long exact sequences of Hilbert modules, instead of short ones.
The following is our main theorem. 
As a corollary of Theorem 1.1, we obtain a new proof of essentially normal property of the ideal I and its quotient Q I . Moreover, Theorem 1.1 allows us to identify the extension class associated to T(Q I ) geometrically. We compute it in the following theorem. 
As is explained in Section 2.3 and Remark 3.2, every algebra T(A i ), i = 1, · · · , k, can be identified as the algebra of Toeplitz operators on square integrable holomorphic sections of a hermitian vector bundle on a disjoint union of subsets of B m . This geometric interpretation allows us to use the ideas developed in [6] and [9] to study the "geometry" of the algebra T(Q I ).
We would like to remark that although our Theorem 1.1 is stated for the closure of a monomial ideal inside the Bergman space L 2 a (B m ), the same proof also works for the closure of any monomial ideal inside more general spaces, e.g. weighted Bergman spaces L Our result in Theorem 1.1 can be viewed as a "resolution" ( [11] ) of the ideal I by essentially normal Hilbert modules A 0 , · · · , A k . Such an idea of "resolution" goes back the first author's work in [4] , and the study in this article should not be limited to monomial ideals. In Section 4.3, we explain that a similar construction also works on a more general ideal in C[z 1 , z 2 , z 3 ]. We hope to report in the near future about a systematic study on extending ideas from Theorem 1.1 to more general ideals I.
This article is organized as follows. In Section 2, we will introduce the main building block in our construction. In Section 3, we will construct the Hilbert modules A i and morphisms Ψ i , i = 0, · · · , k in Theorem 1.1, and prove the main Theorem. Our proof is inspired by the corresponding algebraic study on monomial ideals [3] , [10] . We will end our paper by exhibiting our constructions on concrete examples in Section 4. In particular, a non-monomial ideal example is discussed in Section 4.3.
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Generalized Bergman Space and the Associated Toeplitz Operators
In this section, we introduce and study a building block in the construction of the resolution in Theorem 1.1.
2.1.
Notations. We start with fixing some notations. For a positive integer q, we use the symbol S q (m) to denote the set of q-shuffles of the set [m] = {1, · · · , m}, i.e.
Let N be the set of all nonnegative integers. For any i = (i 1 , · · · , i q ) ∈ N q , we use |i| to denote the sum i
We call B 
where dV is the normalized Lebesgue measure on B m . This Hilbert space has the following standard orthonormal basis
a (B m ) whose expansion n f n z n with respect to the orthonormal basis z
We have the following orthonormal basis for the Hilbert space H b j ,
where 0 ≤ n j 1 ≤ b 1 , · · · , 0 ≤ n j q ≤ b q , and the index n i for i / ∈ j belongs to N. In terms of this basis, an element X ∈ H b j can be written as
In the following, we define a representation of the polynomial algebra 
j , and the corresponding basis vector z n .
j , either p = j s and n p = b s for some s or p = j s and n p = b s . Without loss of generality, we assume that p = j s and n p = b s for some s.
does not belong to the box B b j . We conclude that T j,b zp (z n ) = 0, and
Summarizing the above discussion, we conclude that 
is computed as follows,
We observe that the weight 
Observe that B j is the unit ball inside the subspace
which is isomorphic to the standard complex space C m−q .
we consider the following weighted Bergman space L 2 a,q+|i| (B j ). And given any b ∈ N q , we consider the following Hilbert space
We define a map R
A straightforward computation on the orthonormal basis gives the following property, and we leave the detail proof to the reader. 
It is not hard to see that the Hilbert space H 
Resolutions of Monomial Ideals
In this section, we present the proof of the main theorem (Theorem 1.1) of this article. In the first three subsections, we generalize the discussion in Section 2 to construct an exact sequence of Hilbert A-modules associated to k boxes in N m . And in Section 3.4, we apply our construction to prove Theorem 1.1.
Construction of the Hilbert
We start with the following easy property of boxes in N m .
Lemma 3.1. Intersections of boxes in N m are again boxes.
Proof. Let us consider two boxes B
. Let j 12 be the union of j 1 and j 2 . Suppose that there are q 12 elements in j 12 . Then j 12 can be viewed as an element of S q 12 (m). We write j 12 as j 12 := (j 
It is easy to check that the intersection of B . The general case of the lemma can be proved by induction from the above proof for two boxes.
For any subset I ⊂ {1, · · · , k}, we use B b I j I to denote the following intersection,
as is introduced in Section 2. It is not hard to see that subsets of size q in {1, · · · , k} are in 1-1 correspondence with elements in S q (k).
Given B
, for 1 ≤ q ≤ k, we define a Hilbert module A q as follows.
For convenience, we use A 0 to denote the Bergman space L 2 a (B m ). We remark that every
Hilbert space A q is equipped with a Hilbert A-module structure from the corresponding A-module structure on each component
. It follows from Proposition 2.3 that each A q is an essentially normal Hilbert A-module.
3.2.
Morphisms. In this subsection, we define the boundary morphism Ψ q : A q → A q+1 for q = 0, · · · , k−1. In the following, we heavily use the expression introduced in Equation (2) . To explain our construction, we start with a few examples with a small number k of boxes B . We denote their intersection by B
are of the following form,
otherwise.
For a general k, in order to define the morphism Ψ q : A q → A q+1 , we introduce the following maps f
) is the subset of {1, · · · , k} of size q by dropping the i-th smallest element in I q+1 . Define Ψ q : A q → A q+1 by
is defined by
Remark 3.2. Similar to the explanation in Section 2.3, the Hilbert module A i , i = 1, · · · , k, can be identified with the Bergman space of L 2 -holomorphic sections of a hermitian vector bundle on a disjoint union of subsets of the unit ball B m . Under this identification, the module morphisms Ψ i , i = 0, · · · , k − 1, can be realized as restriction maps of jets of holomorphic sections to the subsets. Though we are not using this geometric picture heavily in this paper, we would like to mention it to the reader as we believe that such a geometric picture will play a crucial role in the future study about more general ideals.
3.3.
Properties of the box resolution. In this subsection, we study properties of the box resolutions.
Proposition 3.3. ∀q ≥ 0, the morphism Ψ q : A q → A q+1 is bounded.
Proof. We write X ∈ A q as a sum
Then by the above definition, Ψ q (X) = I q+1 Y I q+1 , where
is equal to
The norm of Ψ q (X) is computed as
by the Cauchy-Schwartz inequality
as every I q is contained in at most (k − q) number of I q+1
Proof. For every I ∈ S q (k), for
, and s is the α-th smallest number in I ∪{s}, and sign(I, s)=α −1, and the function Y I∪{s} has the following form,
is as follows,
From this, we observe that the operator T . Similarly,
Using the above definition of Ψ q (X I ), we can directly check that on each component
which shows that Ψ q is compatible with the A-module structure.
Proof. For every I ∈ S q−1 (k) and any X I ∈ H , and s is the α-th smallest number in I ∪{s}, and sign(I, s)=α −1, and the function Y I∪{s} has the following form, , and t is the β-th smallest number in I ∪ {s, t}, and sign(I ∪ {s}, t)=β − 1, and the function Z I∪{s,t} has the following form,
Combining the above computation, we have the following expression for Ψ q (Ψ q−1 (X I )), When s < t, it is not hard to check the following equations sign(I, s) = sign(I ∪ {t}, s), sign(I ∪ {s}, t) = sign(I, t) + 1.
And we conclude that Ψ q (Ψ q−1 (X I )) = 0, and complete the proof of this proposition.
Proposition 3.6.
Proof. We prove the proposition by induction on the number k.
For k = 1, we consider the map Ψ 0 : A 0 → A 1 . With the orthonormal basis, it is not hard to observe that A 1 can be identified with a closed subspace of A 0 = L 2 a (B m ), and the map Ψ 0 is the corresponding orthogonal projection map. Therefore, Ψ 0 is a surjective map. Suppose that the following is true
We look at the case that k = p, and separate the proof into two different cases. component of Ψ 1 (X) is X s n − X t n = 0, as X ∈ ker(Ψ 1 ). Hence, the value ξ n is independent of the choices of s. And therefore ξ is well defined. Furthermore, ||ξ|| 2 is no more than the sum
Hence, ξ ∈ A 0 and Ψ 0 (ξ) = X ∈ ker(Ψ 1 ). Case II: 2 ≤ q ≤ p − 1. We consider the following two collections of p − 1 boxes,
(1) the first p − 1 boxes {B
We follow the construction in Section 3.1-3.2 and consider the associated Amodules A 
}.
We follow the construction in Section 3.1-3.2 and consider the associated Amodules A By the induction assumption, we know that
We define a map Φ t :
where by Y I∪{p} we refer to the component corresponding to the intersection of the boxes
otherwise. Similar to Proposition 3.4, Φ t is an A-module morphism. We leave the detail to the reader to check.
With the above construction, we can easily check the following identities.
(1)
We use the above identifications to prove Im(Ψ q−1 ) ⊇ ker(Ψ q ). The proof consists of the following three cases. 
Using the property that Ψ 2 1 (X 2 ) = 0, we construct an element Y 2 ∈ H bp jp by setting
, for some i = 1, ..., p − 1, 0, otherwise.
As Ψ 2 1 (X 2 ) = 0, the above definition of Y 2 is independent of the choices of i. It is not hard to check the norm of Y 2 is bounded following the similar estimate as Equation (3).
And it is not hard to check that
Suppose (X 1 , X 2 ) ∈ A 1 q ⊕ A 2 q−1 = A q is in the kernel of the morphism Ψ q . By the above identification of Ψ q , we have
Therefore, we have found (Y 1 , Y 2 ) ∈ A q such that
We notice that A p is the same as A 
3.4.
Proof of Theorem 1.1. In this subsection, we prove the main theorem of the paper. We assume that I is an ideal of the polynomial algebra C[z 1 , · · · , z m ] generated by monomials z α i := z 
be the collection of nonempty boxes in {B bs js : s ∈ S(α 1 , · · · , α l )} associated to the ideal I. Associated to the above collection of boxes B
, we apply the constructions in Section 3.1-3.2 to construct a sequence of Hilbert A-modules A 0 , · · · , A k together with module morphisms Ψ q : A q → A q+1 , i.e.
is a bounded module morphism. Proposition 3.5-3.6 show that the above sequence is exact at A q for q = 1, · · · , k.
We are left to prove that the kernel of the morphism Ψ 0 is the completion of I in L 2 a (B m ), i.e. I = ker(Ψ 0 ).
By the above discussion, if f ∈ I, then f has no nonzero component in any of the boxes B bs js for any s ∈ S(α 1 , · · · , α l ). This shows that f ∈ ker(Ψ 0 ). Therefore, I and its closure I are contained inside ker(Ψ 0 ).
Suppose that f is in the kernel ker(Ψ 0 ). Write f in terms of the orthonormal basis,
As Ψ 0 (f ) = 0, by the definition of Ψ 0 , for any s = 1, · · · , k, and any n ∈ B bs js , f n = 0. For any positive integer M , let f M be the truncation of the above expansion of f by requiring
It is not hard to see that f M is a polynomial, and has no component in the boxes B
. By the construction of the boxes B Let T(I) (and T(Q I )) be the unital C * -algebra generated by Teoplitz operators on the module I (and the quotient module Q I ). We would like to discuss properties of the K-homology class associated to the following Toeplitz extension,
where σ e I is the essential spectrum space of the algebra T(Q I ) and K is the algebra of compact operators.
By Theorem 1.1, for i = 1, · · · , k, we introduce the following closed subspace of A i ,
is naturally an A-module. Furthermore, we have the following exact sequence of Hilbert A-modules,
where the first map is the inclusion, and the second map is Ψ i . 
and commute with A-module structures up to compact operators, i.e.
Proof. As W 2 is surjective, W 2 W * 2 is positive definite. Let W 2 = A 3 V be the polar decomposition of the morphism W 2 such that A 3 is a positive definite operator on M 3 , s.t.
, and V is a partial coisometry, i.e. V V * = I.
As W 2 is an A-module morphism, for any f ∈ A = C[z 1 , · · · , z m ], we have 
Taking the adjoint of both sides of the above equation, we reach
f . Multiplying A 3 V to the left of each term in the above equation, with the property V V * = I, we have
f A 3 V, we conclude from the above equation that modulo compact operators
f . As A 3 is positive definite, it is safe to conclude that modulo compact operators 
As 
f , and U U * = I, which shows U α 2 U * = α 1 .
As W 2 W 1 = A 3 V U * A 1 = 0, V U * = 0 follows from the invertibility of A 1 and A 3 .
Therefore, U * U and V * V are commuting two orthogonal projections on M 2 . To prove that their sum is the identity operator, it is sufficient to prove that the kernel of their sum is trivial. If ξ ∈ M 2 satisfies U * U ξ + V * V ξ = 0, then U * U ξ = V * V ξ = 0, and U ξ = V ξ = 0. Then W 2 ξ = A 3 V ξ = 0, and W * 1 ξ = A 1 U ξ = 0. As W 2 ξ = 0, ξ belongs to the kernel of W 2 , and the exactness of the morphisms shows that there is η ∈ W 1 such that W 1 η = ξ. As W * 1 ξ = 0, W * 1 W 1 η = 0, and ξ = W 1 η = 0. Hence the kernel of U * U + V * V is trivial, and U * U + V * V = I.
Let T(M i ) be the unital C * -algebra generated by Toeplitz operators on M i , and σ e i be the associated essential spectrum space. The following property is a quick corollary of Proposition 3.8. Proof. This follows the property for K-homology associated to the three representations
and U * U + V * V = I.
We are now ready to apply Proposition 3.8 and Corollary 3.9 to the exact sequence constructed in Theorem 1. 
Proof. We apply Corollary 3.9 to the following short exact sequence of essentially normal Hilbert A-modules
We have the following equation in K 1 (σ i ),
Similarly, for
Combining the above two equations on K-homology groups, we conclude that in Repeating the above arguments inductively, we conclude that in
By the short exact sequence of essentially normal Hilbert A-modules,
we conclude that there is a natural A-module isomorphism between the quotient Hilbert modules Q I = L 2 a (B m )/I and A − 1 . We conclude from [6, Proposition 4.4] that they must define the same K-homology class. Therefore, we conclude that in
Examples
In this section, we explain our construction of the boxes in examples.
4.1. Ideal I = z comprises the region {(n 1 , n 2 )|n 1 , n 2 ≥ 2}. In this example, there is only one α = (2, 2). There are two boxes associated to the ideal, B is of the form {(n 1 , n 2 )|n 1 , n 2 ≤ 1}.
We have following subsets B j 1 := {(0, z 2 )| |z 2 | < 1}, B j 2 := {(z 1 , 0)| |z 1 | < 1}. The Hilbert module A 1 is the direct sum of two submodules A is {(n 1 , n 2 )|n 1 < r}; = {(n 1 , n 2 )|n 2 < q}.
In the Figure (1 Similar to the argument in the proof of Theorem 1.1 in Section 3.4, we can prove that Ψ I is a bounded surjective A-module morphism and its kernel is exactly I . Hence we have the following short exact sequence of essentially normal A-modules, As a corollary, we can conclude that the ideal I and associated quotient module Q I are both essentially normal. And we have the following geometric description for the corresponding Teoplitz extension,
