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SUPERPOSITION PRINCIPLE AND SCHEMES FOR
MEASURE DIFFERENTIAL EQUATIONS
FABIO CAMILLI, GIULIA CAVAGNARI, RAUL DE MAIO, AND BENEDETTO PICCOLI
Abstract. Measure Differential Equations (MDE) describe the evolution of probability
measures driven by probability velocity fields, i.e. probability measures on the tangent
bundle. They are, on one side, a measure-theoretic generalization of ordinary differential
equations; on the other side, they allow to describe concentration and diffusion phenom-
ena typical of kinetic equations. In this paper, we analyze some properties of this class of
differential equations. We prove a representation result in the spirit of the Superposition
Principle by Ambrosio-Gigli-Savaré, and we provide alternative schemes converging to a
solution of the MDE, with a particular view to uniqueness/non-uniqueness phenomena.
1. Introduction
The theory of Measure Differential Equations (MDE in brief) has been recently intro-
duced in [9]. A Cauchy problem for a MDE is given by
(1.1)
{
µ˙t = V [µt],
µt=0 = µ0,
where µ0 ∈ P(Rd), the space of probability measures on Rd, and V is a probability vector
field (PVF in brief), i.e a map assigning to a probability measure µ ∈ P(Rd) a probability
measure V [µ] on the tangent bundle TRd. If V [µ] = µ ⊗ δv(x), for a given Lipschitz
continuous vector field v, then (1.1) has a unique solution and it coincides precisely with
the unique measure solution of the continuity equation ∂tµt + div(v µt) = 0. The study of
linear and nonlinear transport equations, in the framework of weak measure solutions, has
received a lot of attention in the recent time (see [1–7]). This theory is indeed relatively
flexible to describe a large variety of phenomena, as a continuum model for interacting
particle systems. The MDE approach can be seen as a further generalization of this
technique, when the uncertainty affects not only the position of the particles, but also the
law governing their evolution.
Existence of weak measure solutions to (1.1) has been proved in [9] by means of an
approximation scheme, called Lattice Approximate Solutions (LAS in brief). The scheme
is obtained by discretizing the equation in space, time and velocity and moving convex
combinations of Dirac masses through the resulting discrete dynamical system. Uniqueness
of solutions to (1.1) is, in general, not expected. However, up to restrict the study to the
class of solutions that can be obtained as limits of LASs, in [9, Section 5] the author
discusses the uniqueness of a Lipschitz semigroup associated to (1.1) by prescribing the
evolution of convex combinations of Dirac measures for a small initial time.
Aim of this paper is to provide a further analysis of (1.1) to better understand certain
properties regarding the solutions of the problem. The first result is an extension of the
Superposition Principle by Ambrosio-Gigli-Savaré in the context of MDEs. We will provide
a representation result for a solution of a MDE, similarly to what occurs for continuity
equations with a local vector field (see [1, Theorem 8.2.1]), characterizing a (possibly not
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unique) solution of (1.1) with a superposition of integral curves coming from a suitable
underlying particle system. In the same spirit, we also provide a consistent probabilistic
representation for the LAS scheme in [9].
In the second part of the paper, we consider alternative schemes converging to a solution
of the MDE. We first define a semi-discrete in time Lagrangian scheme for (1.1) and we
prove that, up to subsequences, it converges to the same limit of the LAS scheme. Moreover,
we introduce another semi-discrete in time scheme obtained by taking the barycenter of
the PVF at each time step, before moving the mass. We show with an example that this
mean velocity scheme may converge to a different solution of (1.1) with respect to the
LAS/Lagrangian schemes. This fact highlights the weak framework of the MDE theory, in
what concerns uniqueness of solutions. Indeed, unless the analysis is restricted to certain
subclasses of measures in the spirit of the Lagrangian flow problem, in general we cannot
hope to get uniqueness of the solutions of (1.1), except for the trivial case when the second
marginal of the PVF V along the solution {µt}t is atomic, i.e. V [µt] = µt ⊗ δv(x), and v is
Lipschitz continuous.
The paper is organized as follows: in Section 2 we give some preliminaries on optimal
transport and measure theory, recalling the MDE setting and the definition of the LAS
scheme introduced in [9]; in Section 3 we exploit a Superposition Principle for MDEs and a
probabilistic representation construction for the LASs; in Section 4 we provide a Lagrangian
approximation scheme; in Section 5, we present another approximating scheme converging
to a different solution of (1.1) and finally, in Section 6, we discuss some clarifying examples.
2. Preliminaries and first results
We recall some preliminary definitions and results (we address the reader to [1, 10, 11]
as relevant resources regarding optimal transport and measure theory). Given a complete
separable metric space X, we denote by P(X) the set of Borel probability measures on
X, by Pp(X) the subset of P(X) whose elements have finite p-moment and by Pc(X) the
subset of Pp(X) whose elements have compact support. We endow the set Pp(X) with the
p-Wasserstein distance WXp , and we consider the metric WX1 on Pc(X). In the case p = 1,
we recall a special duality formula, called the Kantorovich-Rubinstein duality
WX(µ, ν) = sup
{∫
X
f d(µ− ν) : f : X → R, Lip(f) ≤ 1
}
.
Proposition 2.1. Pp(X) endowed with the p-Wasserstein metric, WXp , is a complete
separable metric space. Moreover, given a sequence {µn}n∈N ⊆ Pp(X) and µ ∈ Pp(X), we
have that the following are equivalent
(1) lim
n→∞W
X
p (µn, µ) = 0,
(2) µn ⇀∗ µ and {µn}n∈N has uniformly integrable p-moments.
In the following, we recall the definition of push-forward (see [1, Section 5.2]) and a
disintegration result (see [1, Theorem 5.3.1]).
Definition 2.2 (Pushforward). Let X,Y be two separable metric spaces, µ ∈ P(X),
and r : X → Y be a Borel map. We define the pushforward measure r]µ ∈ P(Y ) by
r]µ(B) := µ(r−1(B)), for any Borel set B ⊆ Y . An equivalent definition is as follows,
〈r]µ, f〉 :=
∫
X
f(r(x)) dµ(x),
for every bounded (or r]µ-integrable) Borel function f : Y → R.
Theorem 2.3 (Disintegration). Let X, X be complete separable metric spaces, µ ∈ P(X)
and r : X → X be a Borel map. Then there exists a r]µ-a.e. uniquely determined family of
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probability measures {µx}x∈X ⊂ P(X) such that µx(X \ r−1(x)) = 0 for r]µ-a.e. x ∈ X.
Furthermore ∫
X
f(z) dµ(z) =
∫
X
∫
r−1(x)
f(z) dµx(z) d(r]µ)(x),
for any Borel map f : X → [0,+∞]. We will write µ = (r]µ)⊗ µx.
Remark 2.4. As pointed out in [1, Section 5.3], if X = X × Y and r−1(x) ⊆ {x} × Y for
all x ∈ X, then we can identify each measure µx ∈ P(X × Y ) with a measure defined on
Y . We will make a strong use of this result throughout the paper.
We recall now the definition of convolution between measures and product with a coef-
ficient a ∈ R. We denote with χA the characteristic function of A ⊆ Rd.
Definition 2.5 (Convolution). We define the convolution operator ⊕ : P(Rd)×P(Rd)→
P(Rd) by (µ⊕ ν)(B) := ∫Rd×Rd χB(x+ y) dν(y) dµ(x), for any Borel set B ⊆ Rd. Equiva-
lently we may define
〈µ⊕ ν, f〉 :=
∫
Rd×Rd
f(x+ y) dν(y) dµ(x),
for any µ⊕ ν-integrable Borel function f : Rd → R.
We define the product operator · : R× P(Rd)→ P(Rd), (a, µ) 7→ a · µ, by
(2.1) (a · µ)(B) :=
∫
Rd
χB(ax) dµ(x),
for any Borel set B ⊆ Rd.
Remark 2.6. Observe that Pc(Rd) is closed w.r.t. convolution and product operators. In
particular, as pointed out in [9, Section 6.1] we have that the operation ⊕ defines a monoid
structure over Pc(Rd).
2.1. Recalls on Measure Differential Equations. In this section we recall some basic
definitions introduced in [9] that are at the base of the investigations proposed in this
paper.
Definition 2.7. A probability vector field (PVF) is a map V : P(Rd)→ P(TRd) consistent
with the projection on the first component, i.e. pi1]V [µ] = µ.
By Theorem 2.3 and Remark 2.4, we can write V [µ] = µ ⊗ νx[µ] for a µ-a.e. uniquely
determined family of probability measures {νx[µ]}x∈Rd ⊆ P(Rd) defined on the fibers
TxRd = Rd.
Given µ0 ∈ P(Rd) and a PVF V , we consider the following Cauchy problem
(2.2)
{
µ˙t = V [µt],
µt=0 = µ0,
where the nonlocal dynamics is called Measure Differential Equation (MDE). A solution
to this problem has to be interpreted as follows.
Definition 2.8. A solution of (2.2) is a map µ : [0, T ] → P(Rd), t 7→ µt such that
µt=0 = µ0 and that satisfies for a.e. t ∈ [0, T ]
d
dt
〈µt, f〉 =
∫
TRd
(∇f(x) · v) dV [µt](x, v),
for any f ∈ C∞c (Rd) such that the right-hand side is defined for a.e. t, the map t 7→∫
TRd(∇f(x) · v) dV [µt](x, v) belongs to L1([0, T ]), and the map t 7→
∫
Rd f dµt is absolutely
continuous. Equivalently,
〈µt − µ0, f〉 =
∫ t
0
∫
TRd
(∇f(x) · v) dV [µs](x, v) ds, ∀f ∈ C∞c (Rd).
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Remark 2.9. Notice that, in the trivial case when V [µ] = µ ⊗ δv(x) for some Borel vector
field v : Rd → Rd, the MDE in (2.2) reduces to the continuity equation ∂tµt+div (vµt) = 0
(see [9, Section 6]).
We stress that V [µ] is a probability measure on TRd where the components of its ele-
ments (x, v) represent, respectively, the position and the infinitesimal displacement. We
recall another notion to measure distances between PVFs introduced in [9].
Definition 2.10. Given Vi ∈ Pc(TRd), i = 1, 2, and denoted by µi := pi1]Vi the marginal
of Vi, we define
W(V1, V2) = inf
{∫
TRd×TRd
|v − w|dT (x, v, y, w) : T ∈ Π(V1, V2), pi13]T ∈ Πopt(µ1, µ2)
}
,
where Π(V1, V2) is the set of all the transference plans from V1 to V2 and Πopt(µ1, µ2)
is the set of the optimal transference plans from µ1 to µ2, and pi13 : (TRd)2 → (Rd)2,
(x, v, y, w) 7→ (x, y).
The object W computes the minimal displacements of the fiber components assuming
that marginals µi are transported in an optimal way. It is important to notice that W is
not a metric since it can vanish for distinct elements in Pc(TRd). Moreover, it is easy to
verify that
W TR
d
(V1, V2) ≤ W(V1, V2) +WRd(µ1, µ2).
Considering the problem set in Pc(Rd), we recall here the main assumptions required
to have existence and convergence of approximation schemes for solutions of an MDE (see
[9]).
(H1) Sublinearity: there exists a constant C > 0 such that for all µ ∈ Pc(Rd),
sup
(x,v)∈suppV [µ]
|v| ≤ C(1 + sup
x∈suppµ
|x|);
(H2) Continuity of PVF: the map V : Pc(Rd)→ Pc(TRd) is continuous;
(H3) Local lipschitzianity in µ-variable: V is locally Lipschitz, in particular for
every R > 0 there exists a constant L = L(R) > 0 such that
W(V [µ], V [ν]) ≤ L ·WRd(µ, ν),
for every µ, ν ∈ Pc(Rd) such that supp(µ), supp(ν) ⊂ B(0, R), the open ball of
radius R centered in 0 ∈ Rd.
In the following, we recall the scheme provided in [9] that has been used in order to
prove existence of solutions to (2.2). Let us start introducing some notation. For N ∈ N,
set
∆N =
T
N
, ∆vN =
1
N
, ∆xN = ∆
v
N ∆N =
T
N2
be respectively the time, the velocity and the space-step sizes, noticing that, differently
from [9], we set the time step size to T/N in place of 1/N , for our convenience. Considering
the corresponding grid in [0, T ]×[−N,N ]d×[−TN, TN ]d, we denote by xi the discretization
points in space, and by vi the discretization points for the space of velocities. We now
build some objects aiming at providing a discrete approximation for µ ∈ Pc(Rd) and
V [µ] ∈ Pc(TRd) by concentrating the mass on the points of the grid. Denoting with
Q = ([0, T
N2
[)d and Q′ = ([0, 1N [)
d, we define
AxN (µ) :=
∑
i
mxi (µ) δxi , AvN (V [µ]) :=
∑
i
∑
j
mvij(V [µ]) δ(xi,vj),
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where mxi (µ) := µ(xi + Q) and m
v
ij(V [µ]) := V [µ]({(xi, v) : v ∈ vj + Q′}). Notice that
given µ ∈ Pc(Rd), for N sufficiently large we have
(2.3) WR
d
(AxN (µ), µ) ≤ ∆xN , W TR
d
(AvN (V [µ]), V [µ]) ≤ ∆vN .
Definition 2.11 (Lattice Approximate Solution (LAS)). Let V be a PVF satisfying (H1).
Given µ0 ∈ Pc(Rd), T > 0 and N ∈ N, the Lattice Approximate Solution (LAS) µN :
[0, T ]→ Pc(Rd), t 7→ µNt , is defined, by recursion, as follows
µN0 = AxN (µ0)
µNk+1 = µ
N ((k + 1)∆N ) =
∑
ij
mvij(V [µ
N (k∆N )]) δxi+∆N vj ,
notice that supp(µNk ) is contained on the space grid. By time-interpolation we can define
µN for all times as
µN (k∆N + t) =
∑
ij
mvij(V [µ
N (k∆N )]) δxi+t vj .
We address the reader to [9] for results granting the convergence of the LAS scheme to
a solution of (2.2).
Remark 2.12. In general, uniqueness of a solution for (2.2) is not expected (see [9, Example
3]). Indeed, we notice that the set of solutions to the MDE in (2.2), defined by Definition
2.8, coincides with the set of trajectories µ = {µt}t∈[0,T ] ⊆ Pc(Rd) satisfying a continuity
equation ∂tµt + div (wt µt) = 0, where w : [0, T ]× Rd → Rd is a Borel vector field s.t.
wt(y) =
∫
pi−11 (y)
v dνy[µt](v),
for µt-a.e. y. Where we denoted with νy[µt] the disintegration of V [µt] w.r.t. pi1. Thus, in
order for µ to be a solution of (2.2), it is sufficient to follow what V [µ] prescribes on the
fibers TyRd in integral average. We will come back to this fact in the next section.
We recall here a definition, used in [9] to derive the uniqueness of solutions to (2.2),
when restricting the analysis to a certain class of trajectories. This will be resumed later
on in Section 4.
Definition 2.13. A Lipschitz semigroup for (2.2) is a map S : [0, T ]× Pc(Rd) → Pc(Rd)
such that for every µ, η ∈ Pc(Rd) and t, s ∈ [0, T ] the following holds:
(i) S0µ = µ and StSsµ = St+sµ;
(ii) the map t→ Stµ is a solution of (2.2);
(iii) for every R > 0 there exists C = C(R) > 0 such that if supp (µ), supp (η) ⊂ B(0, R)
then: 
supp (Stµ) ⊂ B(0, eCt(R+ 1)),
WR
d
(Stµ, Stη) ≤ eCtWRd(µ, η),
WR
d
(Stµ, Ssµ) ≤ C|t− s|.
3. A Superposition Principle for MDEs
In this section, we show how to construct a Superposition Principle (see [1, Theorem
8.2.1] for the continuity equation dynamics) adapted to the general framework of MDEs.
The procedure is similar to the one used in [6], where the authors provide a representation
result for solutions of a continuity equation associated with Carathéodory solutions of a
differential inclusion. This result, proved in [6], is exploited in [5], where the authors study
optimal control problems in the space of probability measures with microscopic dynamics
ruled, precisely, by a differential inclusion.
We split the statement into two parts. In the first part, we see that any measure η ∈
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P(Rd × Γ[0,T ]), concentrated on curves that follow a given PVF V in integral average,
generates a solution of the MDE.
For I ⊆ R interval, we denote by ΓI the set of continuous curves from I to Rd and by et
the evaluation operator et : Rd × ΓI → Rd, (x, γ) 7→ γ(t), for t ∈ I, while AC(I;Rd) is the
space of absolutely continuous curves from I to Rd.
Theorem 3.1 (Superposition Principle for MDEs - Part I). Let T > 0, V : P(Rd) →
P(TRd) be a PVF, µ0 ∈ P(Rd). Let η ∈ P(Rd×Γ[0,T ]) be concentrated on the set of pairs
(γ(0), γ) ∈ Rd × Γ[0,T ] such that the following conditions hold
(i) γ ∈ AC([0, T ];Rd);
(ii) for a.e. t ∈ [0, T ] and for et]η-a.e. y ∈ Rd we have∫
e−1t (y)
γ˙(t) dηt,y(γ) =
∫
pi−11 (y)
v dνy[et]η](v),
where ηt,y is the disintegration of η w.r.t. et, and νy[et]η] is the disintegration of
V [et]η] w.r.t. the projection to the base pi1;
(iii)
∫ T
0
∫
Rd×Γ[0,T ]
|γ˙(s)| dη(x, γ) dt < +∞ and
∫ T
0
∫
TRd
|v| dV [et]η](x, v) dt < +∞.
Then, denoted with µt := et]η, we have that µ = {µt}t∈[0,T ] ⊆ P(Rd) is a solution of the
MDE system (2.2).
Proof. Let us consider any f ∈ C∞c (Rd). First, we check that
∫
TRd(∇f(x)·v) dV [es]η](x, v)
is defined for almost every s ∈ [0, T ]. Indeed, immediately by hypothesis (iii),∫
TRd
(∇f(x) · v) dV [es]η](x, v) ≤ ‖∇f‖∞
∫
TRd
|v| dV [es]η](x, v) < +∞
for a.e. s ∈ [0, T ]. Thus, we also have that s 7→ ∫TRd(∇f(x) · v) dV [es]η](x, v) belongs to
L1([0, T ]).
Secondly, the map t 7→ ∫Rd f dµt is absolutely continuous. Indeed, for 0 ≤ s < t ≤ T we
have ∣∣∣∣∫
Rd
f dµs −
∫
Rd
f dµt
∣∣∣∣ ≤ ∫ t
s
∫
Rd×Γ[0,T ]
|〈∇f(γ(τ)), γ˙(τ)〉| dη(x, γ) dτ
≤
∫ t
s
∫
Rd×Γ[0,T ]
|∇f(γ(τ))| · |γ˙(τ)| dη dτ
≤ ‖∇f‖∞
∫ t
s
∫
Rd×Γ[0,T ]
|γ˙(τ)| dη dτ < +∞,
thanks to hypothesis (iii).
Lastly, for a.e. t ∈ [0, T ],
d
dt
∫
Rd
f(x) dµt(x) =
∫∫
Rd×Γ[0,T ]
∇f(γ(t)) · γ˙(t) dη(x, γ)
=
∫
Rd
∇f(y)
∫
e−1t (y)
γ˙(t) dηt,y(γ) dµt(y)
=
∫
Rd
∇f(y)
∫
pi−11 (y)
v dνy[µt](v) dµt(y)
=
∫
TRd
∇f(x) · v dV [µt](x, v),
where we used hypothesis (ii). 
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Remark 3.2. We observe that the second request in item (iii) can be satisfied assuming
hypothesis (H1) for the PVF V together with the hypothesis∫ T
0
∫
Rd×Γ[0,T ]
sup
(x,γ)∈suppη
|γ(t)| dη(x, γ) dt < +∞.
Let us now pass to the other implication. In the second part of the statement that
we are going to see, we want to prove the existence of a probabilistic representation η
starting from a solution µ of the MDE system (2.2) with given PVF V . In this general
framework, this can be easily provided thanks to [1, Theorem 8.3.1] and then applying the
Superposition Principle in [1, Theorem 8.2.1], as described below.
Theorem 3.3 (Superposition Principle for MDEs - Part II). Let T > 0, V : P(Rd) →
P(TRd) be a PVF, µ0 ∈ P(Rd), p > 1. Let µ = {µt}t∈[0,T ] ⊆ Pp(Rd) be an absolutely
continuous solution of the MDE system (2.2). Then there exists a probability measure
η ∈ P(Rd × Γ[0,T ]) such that
(i) η is concentrated on pairs (x, γ) such that γ ∈ AC([0, T ];Rd) is a solution of the
ODE γ˙(t) = wt(γ(t)) for a.e. t ∈ (0, T ), γ(0) = x, where w : [0, T ] × Rd → Rd,
(t, y) 7→ wt(y) =
∫
pi−11 (y)
v dνy[µt](v) for a.e. t and µt-a.e. y;
(ii) µt = et]η for any t ∈ [0, T ].
Straightforwardly, if ηˆ ∈ P(Rd × Γ[0,T ]) realizes (i) and (ii), then for a.e. t ∈ [0, T ] and
for µt-a.e. y ∈ Rd we have∫
e−1t (y)
γ˙(t) dηˆt,y(γ) =
∫
pi−11 (y)
v dνy[µt](v),
where ηˆt,y is the disintegration of ηˆ w.r.t. et, and νy[µt] is the disintegration of V [µt] w.r.t.
the projection on the first component pi1.
Proof. Let us take any f ∈ C∞c (Rd). Let µ = {µt}t be as in the statement. Then, by
Definition 2.8
(3.1)
d
dt
∫
Rd
f(x) dµt(x) =
∫
TRd
∇f(x) · v dV [µt](x, v)
for a.e. t ∈ [0, T ].
By [1, Theorem 8.3.1], there exists w : [0, T ] × Rd → Rd, (t, y) 7→ wt(y) such that
w ∈ L1([0, T ];Lpµt(Rd)) and
(3.2)
d
dt
∫
Rd
f(y) dµt(y) =
∫
TRd
∇f(y) · wt(y) dµt(y).
Hence, by [1, Theorem 8.2.1] there exists a probabilistic representation η concentrated on
pairs (x, γ) such that γ is an integral solution of the characteristic equation γ˙(t) = wt(γ(t)),
γ(0) = x, and µt = et]η. By (3.1) and (3.2) we get∫
Rd
∇f(y)
∫
pi−11 (y)
v dνy[µt](v) dµt(y) =
∫
TRd
∇f(y) · wt(y) dµt(y),
concluding the proof of items (i− ii). Let now ηˆ be as in the statement. Last property is
strainghtforward since, by (ii) we have∫
TRd
∇f(y) · wt(y) dµt(y) =
∫
Rd
∇f(y)
∫
e−1t (y)
γ˙(t) dηˆt,y(γ) dµt(y),
where ηˆt,y the disintegration of ηˆ w.r.t. et, univocally identified for µt-a.e. y. 
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We now complete the analysis concerning the connection between Superposition Prin-
ciple and MDEs by giving an example of an explicit and consistent construction for a
probabilistic representation of the LAS scheme.
Let µ ⊆ P(Rd) be a solution of the MDE system (2.2) obtained as uniform-in-time limit
of LASs {µN}N∈N. We now construct a probabilistic representation for µ that is concen-
trated on uniform limits of the trajectories γi,j : [0, T ]→ Rd, γi,j(t) = xi + tvj , where the
LASs µN are concentrated.
Let us start by fixing some notation. Given I1, I2 ⊂ R nonempty and compact intervals,
with max I1 = min I2, we define
(1) the set of compatible trajectories
DI1,I2 :=
{
(x1, γ1, x2, γ2) ∈ Rd × ΓI1 × Rd × ΓI2 : xi = γi(min Ii), for i = 1, 2,γ1(max I1) = γ2(min I2)
}
;
(2) the concatenation γ1 ? γ2 ∈ ΓI1∪I2 of curves γ1 ∈ ΓI1 , γ2 ∈ ΓI2 , with γ1(max I1) =
γ2(min I2), is a map from I1 ∪ I2 to Rd defined as follows
γ1 ? γ2(t) =
{
γ1(t), if t ∈ I1,
γ2(t), if t ∈ I2;
(3) the merge map MI1,I2 : DI1,I2 → Rd × ΓI1∪I2 , (x1, γ1, x2, γ2) 7→ (x1, γ1 ? γ2). We
will omit the subscripts I1, I2 when clear.
Definition 3.4. Let T > 0, and µN = {µNt }t∈[0,T ] ⊆ Pc(Rd) be the LAS defined in
Definition 2.11. Denote with Iba := [a∆N , b∆N ], for a, b ∈ N, a ≤ b. We define
(1) the following measure in P(Rd × ΓI`+1` )
ηN
I`+1`
:=
∑
i,j
mvi,j(V [µ
N
`∆N
])δ(xi,γ`i,j)
=
∫
TRd
δ(x,γ`x,v) dAvN (V [µN`∆N ])(x, v),
where γ`i,j = γ
`
xi,vj are the solutions of the LAS characteristic system defined on
I`+1` , thus γ
`
i,j(t) = xi + vj(t− `∆N ), for t ∈ I`+1` ;
(2) ηN
Ih+10
:= µNh∆N⊗MIh0 ,Ih+1h ](η
N
Ih0 ,x
⊗ηN
Ih+1h ,x
) ∈ P(Rd×Γ[0,(h+1)∆N ]), defined by recur-
sion for h = 1, . . . , N−1, where ηN
Ih0 ,x
and ηN
Ih+1h ,x
are respectively the disintegrations
of ηN
Ih0
and ηN
Ih+1h
w.r.t. eh∆N ;
(3) ηN := ηN
IN0
∈ P(Rd × Γ[0,T ]).
Proposition 3.5. Let V be a PVF satisfying (H1) and (H2), µ0 ∈ Pc(Rd), and µ be a
solution of the MDE system (2.2) obtained as uniform-in-time limit of LASs {µN}N for
the Wasserstein metric. Let ηN be as in Definition 3.4. Then
(1) ηN is a probabilistic representation for the LAS µN , i.e. µNt = et]ηN for all
t ∈ [0, T ];
(2) ηN ⇀∗ η up to subsequences, and η is a probabilistic representation for µ.
Proof of (1). First we prove that µNt = et]ηNI`+1`
for all ` = 0, . . . , N − 1, and t ∈ I`+1` . By
Definition 2.11, µNt :=
∑
i,jm
v
i,j(V ([µ
N
`∆N
]) δxi+(t−`∆N )vj . Thus, for all ϕ ∈ C0b (Rd),∫
Rd
ϕ(x) dµNt =
∑
i,j
ϕ(xi + (t− `∆N )vj) ·mvi,j(V [µN`∆N ])
=
∑
i,j
ϕ(γ`i,j(t)) ·mvi,j(V [µN`∆N ]) =
∫
Rd×Γ
I`+1
`
ϕ(γ(t)) dηN
I`+1`
.
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Let us now conclude the proof by showing that et]ηNIh+10
= µNt for all h = 1, . . . , N − 1,
and t ∈ Ih+10 . Indeed, for all ϕ ∈ C0b (Rd),∫
ϕ(γ(t)) dηN
Ih+10
(x, γ) =
∫
ϕ(γ(t)) d
[
µNh∆N ⊗M](ηNIh0 ,y ⊗ η
N
Ihh−1,y
)
]
(x, γ)
=
∫
ϕ(γ(t)) d
[
M](ηN
Ih0 ,y
⊗ ηN
Ihh−1,y
)
]
(x, γ) dµNh∆N (y)
=
∫
ϕ(γ1 ? γ2(t)) d(η
N
Ih0 ,y
⊗ ηN
Ihh−1,y
)(x, γ1 ? γ2) dµ
N
h∆N
(y)
=
∫
ϕ(γ2(t)) dη
N
Ih+1h ,y
(x, γ2) dµ
N
h∆N
(y)
=
∫
ϕ(γ2(t)) dη
N
Ih+1h
(x, γ2) =
∫
ϕ(x) dµNt (x),
where in the fourth equality we assumed, without loss of generality, t ∈ Ih+1h , otherwise we
iterate the same procedure for ηN
Ih0
. In the last two passages we used what proved before,
i.e. et]ηNIh+1h
= µNt .
Proof of (2). First, let us prove that the family {ηN}N is tight, thus there exists η ∈
P(Rd × Γ[0,T ]) such that ηN ⇀∗ η, up to a non-relabeled subsequence. We proceed in the
same way as in [1, Theorem 8.2.1]. Indeed, we use [1, Lemma 5.2.2] with
r1 : (x, γ) 7→ x ∈ Rd, r2 : (x, γ) 7→ γ − x ∈ Γ[0,T ],
and we notice that r1 × r2 is proper, and by the previous item we have that the family
{r1]ηN}N is given by the first marginals {µN0 } which is tight, furthermore βN := r2]ηN ∈
Γ[0,T ] satisfy for p > 1,∫
Γ[0,T ]
∫ T
0
|γ˙(t)|p dt dβN (γ) =
∫
Rd×Γ[0,T ]
∫ T
0
| d
ds
(γ − x)(t)|p dt dηN (x, γ)
≤ T ·max
j
|vj |p < +∞.
Hence, the tightness of the family βN follows by [1, Remark 5.1.5], since for p > 1 the
functional γ 7→ ∫ T0 |γ˙|p dt (set to +∞ if γ /∈ ACp([0, T ];Rd) or if γ(0) 6= 0) has compact
sublevels in Γ[0,T ]. Thus, the family {ηN}N is tight.
By weak∗-convergence of µNt to µt for all t ∈ [0, T ] and of ηN to some η up to sub-
sequences, and since from item (1), µNt = et]ηN , then we immediately have that η is a
probabilistic representation for µ, i.e. et]η = µt. By construction (see [1, Theorem 5.1.8]),
we have that η is supported on the pairs (x, γ) ∈ Rd × Γ[0,T ], where γ(0) = x and γ are
the uniform limits of the LASs characteristics where ηN is supported. 
4. A semi-discrete Lagrangian scheme for MDE
In this section, we first define a semi-discrete in time Lagrangian scheme for (2.2) and
compare it to the LAS scheme in Definition 2.11, showing that they converge to the same
limit. Fixed T > 0, for N ∈ N we set ∆tN = T/N and we define a partition of [0, T ] by
(4.1) DN = {tNk = k∆tN , k = 0, . . . , N}.
To simplify the notation, we omit the index N in tNk and in ∆t
N if there is no ambiguity.
Given µ0 ∈ Pc(Rd) and a PVF V , we set
(4.2)
{
µ¯Nt0 := µ0;
µ¯Ntk+1 :=
∫
TRd δx+v∆tNdνx[µ¯
N
tk
](v)dµ¯Ntk(x) = µ¯
N
tk
⊕∆t · νx[µ¯Ntk ],
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by Bochner integration formula (see [8]). Applying iteratively the previous definition, we
get
µ¯Ntk+1 =
∫
Rd
(∫
R(k+1) d
δxNk+1
dνxNk
[µ¯Ntk ](v
N
k ) . . . dνx[µ¯
N
t0 ](v0)
)
dµ0(x)
= µ0 ⊕
(
k⊕
i=0
∆t · νxNi [µ¯
N
ti ]
)
,
(4.3)
where xNk+1 := x+
∑k
j=0 v
N
j ∆t
N , for x ∈ supp (µ0) and vNj ∈ supp (νxNj [µ¯
N
tj ]). We extend
µ¯N to the interval [0, T ] by setting for t ∈ (tk, tk+1]
µ¯Nt :=
∫
TRd
δx+v(t−tk)dνx[µ¯
N
tk
](v)dµ¯Ntk(x),
and we denote µ¯N = {µ¯Nt }t∈[0,T ]. Due to the assumptions on V , we have that µ¯Nt ∈ P(Rd)
for all t ∈ [0, T ]. Moreover, since for some R > 0, supp (µ0) ⊂ B(0, R), then by (H1) and
arguing as in [9, Lemma 3.3] it follows that
(4.4) supp (µ¯Nt ) ⊂ B(0, eCT (R+ 1)), ∀t ∈ [0, T ].
Theorem 4.1. Let µ0 ∈ Pc(Rd). Then, the scheme (4.2) converges, up to a subsequence,
to a solution of (2.2).
Moreover, assume that there exists a sequence {Nk}k∈N such that both the scheme (4.2) and
the LAS schemes in Definition 2.11 converge. Then, they converge to the same solution of
(2.2).
Proof. We first show that sequence (4.2) is equi-Lipschitz continuous in time. For f ∈
Lip1(Rd), by (H1) and (4.4) we have
|〈µ¯Ntk+1 − µ¯Ntk , f〉| =
∣∣∣∣∫
TRd
[f(x+ v∆t)− f(x)] dνx[µ¯Ntk ](v)dµ¯Ntk(x)
∣∣∣∣
≤ ∆t
∫
TRd
|v|dνx[µ¯Ntk ]dµ¯Ntk(x) ≤ ∆tC(1 + eCT (R+ 1)).
It follows that
WR
d
(µ¯Nt , µ¯
N
s ) ≤ K|t− s|, ∀t, s ∈ [0, T ],
forK = K(R, T ) > 0. By Ascoli-Arzelà Theorem, the sequence {µ¯N}N∈N admits at least a
subsequence, still denoted by µ¯N , which converges to a measure map µ¯ ∈ LipK([0, T ],Pc(Rd))
such that µ¯t=0 = µ0.
We now prove that µ¯ is a solution of (2.2). For simplicity we index with N the converging
subsequence. Given t ∈ (tNk , tNk+1] and f ∈ C∞(Rd) ∩ Lip1(Rd) such that ‖f‖C2(Rd) ≤ 1,
we have
〈µ¯t − µ0, f〉 −
∫ t
0
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
= 〈µ¯t − µ¯Nt , f〉+ 〈µ¯Nt − µ0, f〉 −
∫ t
0
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
= 〈µ¯t − µ¯Nt , f〉+ 〈µ¯Nt − µ¯Ntk , f〉+
+
k−1∑
i=0
[
〈µ¯Nti+1 − µ¯Nti , f〉 −
∫ ti+1
ti
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
]
+
−
∫ t
tk
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
(4.5)
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Recalling that µ¯Nti+1 =
∫
TRd δx+v∆tdνx[µ¯
N
ti ]dµ¯
N
ti (x), we have
〈µ¯Nti+1 − µ¯Nti , f〉 −
∫ ti+1
ti
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
=
∫
TRd
[f(x+ v∆t)− f(x)] dV [µ¯Nti ](x, v)−
∫ ti+1
ti
∫
TRd
∇f(x) · v dV [µ¯s](x, v)ds
=
∫ ti+1
ti
∫
TRd
d
ds
f(x+ (s− ti)v) dV [µ¯Nti ](x, v)ds−
∫ ti+1
ti
∫
TRd
∇f(x) · v dV [µ¯s](x, v)ds
=
∫ ti+1
ti
∫
TRd
∇f(x+ (s− ti)v) · v dV [µ¯Nti ](x, v)ds−
∫ ti+1
ti
∫
TRd
∇f(x) · v dV [µ¯s](x, v)ds
=
∫ ti+1
ti
∫
TRd
(∇f(x+ (s− ti)v)−∇f(x)) · v dV [µ¯Nti ](x, v)ds+
+
∫ ti+1
ti
∫
TRd
∇f(x) · v d (V [µ¯Nti ]− V [µ¯s]) (x, v)ds
= I1,i + I2,i.
We now estimate I1,i and I2,i. By (H1) and (4.4), we have
|I1,i| ≤
∫ ti+1
ti
∫
TRd
|∇f(x+ (s− ti)v)−∇f(x)| · |v| dV [µ¯Nti ](x, v)ds
≤ ‖f‖C2(Rd)
∫ ti+1
ti
∫
TRd
|s− ti||v|2dV [µ¯Nti ](x, v)ds
≤ ‖f‖C2(Rd)C2(1 + eCT (R+ 1))2∆t2.
By the Kantorovich-Rubinstein duality, (H3) and the triangular inequality, we get
I2,i ≤
∫ ti+1
ti
W TR
d
(V [µ¯Nti ], V [µ¯s])ds ≤
∫ ti+1
ti
L ·WRd(µ¯Nti , µ¯s)ds
≤
∫ ti+1
ti
L(WR
d
(µ¯Nti , µ¯
N
s ) +W
Rd(µ¯Ns , µ¯s))ds ≤
∫ ti+1
ti
L(K(s− ti) +WRd(µ¯Ns , µ¯s))ds
≤ LK
(
∆t2 +
∫ ti+1
ti
WR
d
(µ¯Ns , µ¯s)ds
)
.
Replacing the previous estimates in (4.5), we get
〈µ¯t − µ0, f〉 −
∫ t
0
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
≤ 〈µ¯t − µ¯Nt , f〉+
k−1∑
i=0
(I1,i + I2,i) + 〈µ¯Nt − µ¯Ntk , f〉 −
∫ t
tk
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds
≤ 〈µ¯t − µ¯Nt , f〉+ LK
∫ t
0
WR
d
(µ¯Ns , µ¯s)ds+ 2K
′ T ∆t,
where K ′ = max{LK,C2(1 + eCT (R + 1))2}. Passing to the limit for N → ∞ in the
previous inequality and recalling that WRd(µ¯Nt , µ¯t)→ 0, we finally get that
〈µ¯t − µ0, f〉 −
∫ t
0
∫
TRd
∇f(x) · v dV [µ¯s](x, v) ds = 0
for any f and therefore µ¯ is a solution of (2.2).
Let us now prove the second part of the theorem. Let {µN} be a convergent (sub-)
sequence generated by the LAS scheme in Definition 2.11, and {µ¯N} be a convergent one
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generated by the scheme (4.2). Let us denote by µ, µ¯ the corresponding limits. Then
WR
d
(µt, µ¯t) ≤WRd(µt, µNt ) +WR
d
(µ¯Nt , µ¯t) +W
Rd(µNt , µ¯
N
t ).
Since the first two terms on the right-hand side of the last inequality converge to 0 for
N → +∞, we have to study only the convergence of the last term. Let f ∈ Lip1(Rd),
t ∈ (tk, tk+1], then
〈µNt − µ¯Nt , f〉 =
∫
TRd
f(x+ (t− tk)v) d(V [µNtk ]− V [µ¯Ntk ])
+
∫
TRd
f(x+ (t− tk)v) d
(AvN (V [µNtk ])− V [µNtk ]) .(4.6)
Notice that this computation holds thanks to the common time-grid shared by the two
schemes. For the first term, we have∫
TRd
f(x+ (t− tk)v) d(V [µNtk ]− V [µ¯Ntk ]) =
∫
TRd
f(x+ w) d(V ∆t
N
[µNtk ]− V ∆t
N
[µ¯Ntk ]),
where we have denoted dV ∆tN [η] = d((t− tk) · νx[η])dη, referring to the notation in (2.1).
Then, we can observe that the map ψ : (x,w) → x + w belongs to Lip1(TRd,Rd). Since
f ∈ Lip1(Rd,R), we have f ◦ ψ ∈ Lip1(TRd,R). Then, from the previous inequality and
the Kantorovich-Rubinstein duality it follows that∫
TRd
f(x+ (t− tk)v) d(V [µNtk ]− V [µ¯Ntk ]) ≤W TR
d
(V ∆t
N
[µNtk ], V
∆tN [µ¯Ntk ])
≤ ∆tNW(V [µNtk ], V [µ¯Ntk ]) +WR
d
(µNtk , µ¯
N
tk
) ≤ (L∆tN + 1)WRd(µNtk , µ¯Ntk),
where the last inequality is a consequence of (H3). For the second term in (4.6), by the
same argument and (2.3), we found it is bounded by 1
N2
. Then
〈µNt − µ¯Nt , f〉 ≤
1
N2
+ (1 + L∆tN )WR
d
(µNtk , µ¯
N
tk
)
≤ (1 + L∆tN)k+1 o( 1
N
)
+
∑k
l=0
(
1 + L∆tN
)l
N2
≤ eLT (k+1)N · o
(
1
N
)
+
e
LT (k+1)
N − 1
NLT
and therefore the two schemes converge to the same limit, up to subsequences. 
Before giving a further consideration coming as a consequence of the previous theorem,
we recall the following result proved in [9, Theorem 5.2].
Theorem 4.2. Let V be a PVF satisfying (H1) and (H3). Assume that, for every µ0
obtained as convex combination of Dirac deltas, the sequence of LASs converges to a unique
limit. Then there exists a unique Lipschitz semigroup whose trajectories are limits of LASs.
Then, as a corollary of Theorem 4.1, we get the following.
Corollary 4.3. Under the assumptions of Theorem 4.2, there exists a unique Lipschitz
semigroup generated by the semi-discrete Lagrangian scheme (4.2) and it coincides with
that generated by LASs.
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5. A mean velocity scheme for MDE
In this section we provide another approximation scheme for the problem (2.2). As the
Lagrangian scheme in Section 4, also this scheme is semi-discrete in time but, due to a
different choice of the velocity field, it may converge to a different solution of the MDE
(see also Remark 2.12).
We define ∆tN and tNk as in Section 4. Given µ0 ∈ Pc(Rd) and a PVF V satisfying
(H1)− (H3), the new approximation scheme is given iteratively by
(5.1)

µˆNt=0 = µ0;
v¯tj (x) :=
∫
Rd vdνx[µˆ
N
tj ](v),
µˆNtj+1 = µˆ
N
tj ⊕∆tN · δv¯tj (x),
for j ∈ {0, . . . , N − 1}. The scheme (5.1) transports the measure distribution µˆNtj by a
velocity field obtained as the barycenter of the velocity measure νx at µˆNtj .
Theorem 5.1. Let µ0 ∈ Pc(Rd). Then, the scheme (5.1) converges, up to a subsequence,
to a solution of (2.2).
Proof. We first prove that, given R > 0 such that supp(µ0) ⊂ B(0, R), there exists K =
K(R, T ) > 0 such that for N sufficiently large
(5.2) supp(µˆNtj ) ⊂ B(0,K), ∀j ∈ {0, . . . , N}.
Indeed
sup
supp(µˆNtj+1
)
|x| = sup
supp(µˆNtj
)
|x+ ∆tv¯tj (x)| ≤ sup
supp(µˆNtj
)
|x|+ ∆t sup
supp(V [µˆNtj
])
|v|
≤ ∆tC + (1 + ∆tC) sup
supp(µˆNtj
)
|x| ≤ · · · ≤ ∆tC
j∑
k=0
(1 + ∆tC)k + (1 + ∆tC)j+1R
≤ eCj∆t − 1 +ReTC ≤ eTC(1 +R)− 1,
where we used (H1). We now prove the equicontinuity in time of the scheme: t, s ∈ [0, T ]
and N >> 1 such that t − s > ∆tN ; then there exists {tNj } = {tj} such that s < tj <
. . . tj+k < t. Let f ∈ Lip1(Rd), then
〈µˆNt − µˆNs , f〉 = 〈µˆNt − µˆNtj+k , f〉+
k∑
i=1
〈µˆNtj+i − µˆNtj+i−1 , f〉+ 〈µˆNtj − µˆNs , f〉.
By construction,
〈µˆNtj+1 − µˆNtj , f〉 =
∫
TRd
(
f(x+ ∆tN v¯j)− f(x)
)
dµˆNtj
≤ ∆tN
∫
Rd
|v¯j(x)|dµˆNtj (x) ≤ ∆tN
∫
TRd
|v|dV [µˆNtj ].
Hence by (H1) and the equi-boundedness of supports, it follows
〈µˆNtj+1 − µˆNtj , f〉 ≤ ∆tN
∫
Rd
C(1 + |x|) dµˆNtj (x) ≤ ∆tNC(1 +K).
Analogously 〈µˆNt − µˆNtj+k , f〉 ≤ |t− tj+k|C(1 +K) and 〈µˆNtj − µˆNs , f〉 ≤ |tj − s|C(1 +K).
Hence, taking the supremum for f ∈ Lip1(Rd), we have
WR
d
(µˆNt , µˆ
N
s ) ≤ |t− s|C(1 +K).
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Since the support of µˆNtj is bounded, uniformly in N , it immediately follows that the
sequence {µˆN}N∈N have bounded first and second momentum and therefore there exists
µ ∈ C([0, T ];Pc(Rd)) such that, up to a subsequence,
(5.3) sup
t∈[0,T ]
WR
d
(µˆNt , µt)→ 0, for N → +∞.
We now prove that µ is a solution of (2.2). Given f ∈ C∞c (Rd) such that ‖f‖C2(Rd) ≤ 1,
we rewrite
〈µˆNtk − µˆN0 , f〉 =
k∑
j=1
〈µˆNtj − µˆNj−1, f〉,
=
k∑
j=1
∫
Rd
(
f(x+ ∆tv¯tj−1(x))− f(x)
)
dµˆNtj−1
=
k∑
j=1
∫
Rd
∫ tj
tj−1
d
ds
f(x+ (s− tj−1)v¯tj−1(x))dsdµˆNtj−1(x)
=
k∑
j=1
∫ tj
tj−1
∫
Rd
v¯tj−1(x) · ∇f(x+ (s− tj−1)v¯tj−1(x))dµˆNtj−1(x)ds.
(5.4)
We estimate∣∣∣∣∣
∫ tj
tj−1
(∫
Rd
v¯tj−1(x) · ∇f(x+ (s− tj−1)v¯tj−1(x))dµˆNtj−1(x)−
∫
TRd
v · ∇f(x)dV [µs]
)
ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ tj
tj−1
(∫
TRd
v · ∇f(x+ (s− tj−1)v¯tj−1(x))dV [µˆNtj−1 ]−
∫
TRd
v · ∇f(x)dV [µs]
)
ds
∣∣∣∣∣
≤
∫ tj
tj−1
∣∣∣∣∫
TRd
v · ∇ (f(x+ (s− tj−1)v¯tj−1(x))− f(x)) dV [µˆNtj−1 ]∣∣∣∣ ds
+
∫ tj
tj−1
∣∣∣∣∫
TRd
v · ∇f(x)d
(
V [µˆNtj−1 ]− V [µs]
)∣∣∣∣ ds
≤
∫ tj
tj−1
(s− tj−1)
∫
Rd
‖D2f‖C2 |v¯tj−1(x)|2dµˆNtj−1(x) +
∫ tj
tj−1
W TR
d
(V [µˆNtj−1 ], V [µs])ds
≤
∫ tj
tj−1
(s− tj−1)
∫
TRd
|v|2dV [µˆNtj−1 ](x)ds+ ∆t sup
t∈[tj−1,tj ]
W TR
d
(V [µˆNtj−1 ], V [µt]).
Therefore, by (H1) and (5.2), we have∣∣∣∣∣∣
k∑
j=1
∫ tj
tj−1
∫
Rd
v¯tj−1(x)∇f(x+ (s− tj−1)v¯tj−1(x))dµˆNtj−1(x)ds−
∫ T
0
∫
TRd
v · ∇f(x)dV [µs](x, v)ds
∣∣∣∣∣∣
≤
k∑
j=1
(∫ tj
tj−1
(s− tj−1)
∫
TRd
|v|2dV [µˆNtj−1 ](x)ds+ ∆t sup
t∈[tj−1,tj ]
W TR
d
(V [µˆNtj−1 ], V [µt])
)
≤
k∑
j=1
∆t2
2
C ′ + T sup
1≤j≤k
sup
t∈[tj−1,tj ]
W TR
d
(V [µˆNtj−1 ], V [µt])
≤ ∆tTC ′ + T sup
1≤j≤k
sup
t∈[tj−1,tj ]
W TR
d
(V [µˆNtj−1 ], V [µt]).
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By (H2), V is uniformly continuous on B(0,K), hence we conclude that the right hand-
side vanishes as N → +∞, thanks to (5.2) and (5.3). If tNk → t for N →∞, since the term
on the left side in (5.4) converges to 〈µt − µ0, f〉 by construction, the previous estimate
implies that µ is a weak solution to (2.2). 
Remark 5.2. For sake of completeness, similarly to Definition 3.4, we can provide an explicit
formula to construct a probabilistic representation for the scheme introduced in Section 4
and for the mean velocity one, as follows. Let Iba := [a∆tN , b∆tN ], for a, b ∈ N, a ≤ b,
with ∆tN and tk as in Section 4. Denote respectively with µ¯N = {µ¯Nt }t∈[0,T ] and µˆN =
{µˆNt }t∈[0,T ] the schemes defined in (4.2) and (5.1). For k = 0, . . . N − 1, we define
(A) η¯N
Ik+1k
:= µ¯Ntk ⊕ (· − tk) · νx[µ¯Ntk ] ∈ P(Rd × ΓIk+1k ), i.e.,
η¯N
Ik+1k
=
∫
Rd×Rd
δ(x,x+v(·−tk)) dνx[µ¯
N
tk
](v) dµ¯Ntk(x) =
∫
TRd
δ(x,x+v(·−tk)) dV [µ¯
N
tk
](x, v);
(B) ηˆN
Ik+1k
:= µˆNtk⊕(·−tk)·δv¯tk ∈ P(Rd×ΓIk+1k ), i.e., ηˆ
N
Ik+1k
=
∫
Rd×Rd
δ(x,x+v¯tk (·−tk)) dµˆ
N
tk
(x).
Now, we can build η¯N and ηˆN by applying items (2 − 3) of Definition 3.4 and replacing
item (1) respectively with (A) and (B).
Following the same line as in Proposition 3.5, we can prove that an analoguos result
holds also for the semi-discrete in time Lagrangian scheme (or the mean velocity one) by
replacing the LAS scheme µN with the scheme µ¯N (or µˆN ) and using the representation
η¯N (or ηˆN ) just provided.
6. Examples
In this section we present some examples aimed at clarifying the work of the various
proposed schemes, in particular we show that the LAS scheme and the mean velocity one
in (5.1) may converge to different solutions. For simplicity of computations and without
loss of generality, let us set ∆N = ∆tN = 1/N as a time-step size for all the schemes.
Example 6.1 (Splitting particle). For every µ ∈Pc(R) define:
B(µ) = sup
{
x : µ(]−∞, x]) ≤ 1
2
}
.
Set η(µ) = µ(] −∞, B(µ)]) − 12 so µ({B(µ)}) = η(µ) + 12 − µ(] −∞, B(µ)[). We define
V [µ] = µ⊗ νx[µ], with
(6.1)
νx[µ] =

δ−1 if x < B(µ)
δ1 if x > B(µ)
1
µ({B(µ)})
(
ηδ1 +
(
1
2 − µ(]−∞, B(µ)[)
)
δ−1
)
if x = B(µ), µ({B(µ)}) > 0.
The solution obtained as limit of LASs, satisfies:
µt(A) = µ0((A∩]−∞, B(µ0)− t[) + t) + µ0((A∩]B(µ0) + t,+∞[)− t)
+
1
µ0({B(µ0)})
(
ηδB(µ0)+t(A) + (
1
2
− µ0(]−∞, B(µ0)[))δB(µ0)−t(A)
)
.
In particular:
i) The solution with µ0 = δx0 is given by µt =
1
2δx0+t +
1
2δx0−t, as illustrated in
Figure 1;
ii) The solution to with µ0 = χ[a,b] λ (where χ is the characteristic function and λ is
the renormalized Lebesgue measure) is given by µt = χ[a−t,a+b
2
−t]λ+ χ[a+b
2
+t,b+t]λ.
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The same behavior is valid for the scheme (4.2) (see Theorem 4.1). Moreover, it can be
verified that the stationary solution {δx0}t is the unique limit of the mean velocity scheme
(5.1) when µ0 = δx0 , while this scheme has the same behavior of the LASs one when
µ0 = χ[a,b] λ. Hence the limit solution depends, in general, on the given approximation
scheme.
Figure 1. LAS and semi-discrete Lagrangian schemes on the left for N =
1. Mean-velocity scheme on the right.
Example 6.2. Let d = 1, V : P(R) → P(TR) a PVF defined by V [µ] := µ ⊗ ω, where
ω := 12 (δ−1 + δ1), and let µ0 = δ0. Then, both the LAS and (4.2) schemes give a binomial
distribution at every time (see Figure 2) while, as in the previous example, the mean
velocity scheme remains stationary. However by the Law of Large Numbers, as N → +∞
all the three schemes univocally converge to the constant solution µ = {δ0}t∈[0,T ]. We refer
to [9, Proposition 7.1] for a formal proof.
Figure 2. LAS and semi-discrete Lagrangian schemes on the left. Mean-
velocity scheme on the right.
Example 6.3. Let d = 1, V : P(R) → P(TR) a PVF defined by V [µ] := µ ⊗ ω, where
ω := 12χ[−1,1]L = 12Lx[−1,1], with L the Lebesgue measure. Let µ0 = δ0. Considering
the LAS scheme, as illustrated in Figure 3, we notice that for N = 1, the points vj in
the discretized space of velocities such that mvij(V [µ]) 6= 0 are v0 = −1 and v1 = 0, with
equal weight. For N = 2, we get v0 = −1, v1 = −1/2, v2 = 0 and v3 = 1/2, hence we
start to give mass also to positive x ∈ R, thus obtaining µ2|t=1/2 = 14
∑3
i=0 δ(−1/2+i/4) and
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Figure 3. LAS scheme: for N = 1 (left) and N=2 (right).
µ2|t=1 =
∑4
i=−2
1
16(4− |i− 1|)δ(−1/2+i/4).
Coming to the semi-discrete Lagrangian scheme (4.2), at the first time-step we get the
uniform distribution on [−1, 1], while afterwards we obtain a normal distribution on [−t, t]
(see Figure 4). Reasoning in the same way as in the previous example, by the Law of
Large Numbers, the LAS scheme and so also the semidiscrete Lagrangian one converge to
the constant solution as N → ∞ (see [9, Proposition 7.1]). Trivially, the mean-velocity
scheme shares the same behavior.
Figure 4. Semi-discrete Lagrangian scheme on the left. Mean-velocity
scheme on the right.
Example 6.4. Let d = 1, V :P(R)→P(TR) a PVF defined by V [µ] := µ⊗ δv(x), where
v(x) := 2
√|x|, and µ|t=0 = δ−1. Recalling Definition 2.8, by the atomic nature of the
PVF V over the fibers TxR, we deduce that the set of solutions to the MDE coincides
with the set of distributional solutions of the continuity equation driven by the vector field
v(·). We can thus use the classical Superposition Principle [1, Theorem 8.2.1] to build the
trajectories µ by considering the integral solutions of the underlying ODE x˙(t) = 2
√|x(t)|,
with initial condition x(0) = −1. By classical theory we know that this system admits
infinite solutions (called Peano’s brush), such as the trivial one x∞(t) = −(t−1)2 for t ≤ 1,
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Figure 5. Peano’s brush referred to Example 4.
x∞(t) = 0 for t ≥ 1, but also the trajectories given by
(6.2) xa(t) =

−(t− 1)2, if t ≤ 1,
0, if 1 ≤ t ≤ a,
(t− a)2, if t ≥ a,
as a varies in [1,+∞[ (see Figure 5). In particular, among the infinite solutions of the
MDE, we have µ1 = {µ1t }t∈[0,T ], with µ1t = δx1(t), and µ2 = {µ2t }t∈[0,T ], with µ2t = δx∞(t).
Computing the LAS scheme for N = 1 we get:
(1) µ0 = δ−1, hence v(−1) = 2 which belongs to the velocity grid;
(2) so we get µN=1|t=1 = δ(−1+2) = δ1, hence v(1) = 2 which belongs to the velocity grid;
(3) so we get µN=1|t=2 = δ(1+2) = δ3, hence v(3) = 2
√
3 which does not belong to the
velocity grid. Since 3 < 2
√
3 < 4, then the point in the discretized space of
velocities for N = 1 such that mvij(V [µ]) 6= 0 is vj = 3;
(4) so we get µN=1|t=3 = δ3+3 = δ6, and so on.
For N = 2 and N = 3, by performing similar computations we obtain the trajectories
as represented in Figure 6. We can show that the LAS scheme converges to µ2, and
thus so does the semidiscrete Lagrangian scheme, up to subsequences. Moreover we notice
that, due to the atomic nature of V over the fibers TxR, the mean velocity scheme (5.1)
coincides with the semidiscrete Lagrangian one (4.2). Thus, all the three schemes converge,
up to subsequences to the same solution µ2. Finally we point out that the semidiscrete
Lagrangian scheme corresponds to the Euler method for the underlying ODE. We also
notice that in our case, for all N ∈ N the grid intersects the critical point (t, x) = (1, 0)
where we loose local Lipschtizianity of the vector field. If we perform a perturbation of
the grid, shifting it w.r.t. the critical point, then the schemes will converge to µ1, up to
subsequences.
The lack of uniqueness for the notion of weak solution given in Definition 2.8 and ex-
ploited in the examples is not surprising, as already observed in Remark 2.12. Indeed, if
the mean velocity field is enough regular, the theory in [1] would grant us the uniqueness of
a solution as push-forward of the initial condition. On the other side, if there exist points
x ∈ Rd where the PVF is not atomic over TxRd then it is possible to produce different
schemes which converge to different solutions.
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Figure 6. LAS scheme for N= 1, 2, 3.
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