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Abstract
We study quivers in the context of matrix models. We introduce chains of generalized Konishi
anomalies to write the quadratic and cubic equations that constrain the resolvents of general
affine Aˆn−1 and non-affine An quiver gauge theories, and give a procedure to calculate all higher-
order relations. For these theories we also evaluate, as functions of the resolvents, VEV’s of
chiral operators with two and four bifundamental insertions. As an example of the general
procedure we explicitly consider the two simplest quivers A2 and Aˆ1, obtaining in the first case
a cubic algebraic curve, and for the affine theory the same equation as that of U(N) theories
with adjoint matter, successfully reproducing the RG cascade result.
roberto.casero@mib.infn.it
enrico.trincherini@mib.infn.it
1 Introduction
Last year’s paper [1] by R. Dijkgraaf and C. Vafa raised new interest in the low-energy
dynamics of N = 1 supersymmetric (chiral) gauge theories. Starting from ideas devel-
oped in [2]-[6], it was conjectured by the two authors that the effective superpotential
and gauge coupling constants of a wide class of N = 1 supersymmetric gauge field the-
ories can be calculated via a related matrix model perturbative computation. In this
correspondence the gauge theory superpotential is translated into an ordinary potential
for the matrix model. Quite amazingly, all relevant computations on the matrix side, are
performed in the planar limit, even though no large N limit is taken on the gauge theory
side.
In the case of U(N) gauge theories with matter in the adjoint representation, this
same problem was later addressed from a complementary point of view in [7]. By gener-
alizing the Konishi anomaly [8], the authors of this paper write Ward identities involving
some complex functions, which can be regarded as “generalized” generating functionals
for the vacuum expectation values of chiral superfields. Quite remarkably, it is found
that the two approaches are actually equivalent: the generating functional of superfield
strength bilinears is identified with the resolvent in the matrix model, and the Ward
identities written in the gauge theory are translated in the loop equations of the matrix
model.
It seemed a mystery, though, what role the other generating functionals played. It
was later found [9] [10] that the only other bosonic functional is necessary to go from
an off-shell to the on-shell description of the theory. In fact the resolvent equations by
themselves are not enough to determine the whole low-energy dynamics. They allow to
write the effective superpotential as a function of the glueball superfields, but bring no
information about its extremization. The quantum vacua of the theory can be identified
by putting conditions on the residues of the second bosonic functional. Some non-trivial
questions arise out of this analysis, and more insights on interesting physics will surely
come from a deeper study of more general supersymmetric theories from this perspective.
In the last few months both approaches of [1] and [7] have been extended to a wider
class of theories, with matter in the fundamental [11], bifundamental representations,
SO(N) and Sp(N) gauge groups and non-commutative theories. This will also be the
line on which our work moves.
We mean to address the study of quiver gauge theories [12] using generalized Konishi
anomalies. The interest in this problem comes at least from two points. First of all quiver
theories are worth being studied by themselves, since they are the low-energy description
of D-branes placed at orbifold singularities [12]. Moreover, bifundamentals have been
considered only from the matrix models point of view [13] [14], but nothing had been
done before using the purely field theoretical approach of [7].
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It was showed in [15] and [16] that N = 2 non-affine quiver theories An with n nodes
are characterized by an (n+1)th degree Seiberg-Witten curve. When the supersymmetry
is broken to N = 1 by turning on superpotentials for the chiral fields in the adjoint, we
expect the curve to become a (n + 1)th degree algebraic curve, with coefficients propor-
tional to the superpotentials [17] [18]. Such a curve was obtained in [13] using matrix
models for the simplest case A2.
In this paper we will consider both affine and non-affine quivers, with a generic number
n of nodes. For these theories we write the quadratic and cubic constraints the resolvents
must obey, and sketch a general procedure to obtain all higher-degree equations. We will
show that the constraints we obtain for the A2 theory exactly reproduce the same curve as
[13], and suggest that the algebraic curves of n > 2 quivers are obtained as combinations
of the higher-order equations we study and are (n + 1)th degree polynomials.
The affine Aˆ1 quiver has been studied using the matrix approach in [14]. We consider
it from a gauge theory point of view. We explicitly write the quadratic curve, show that
it is the same as the one for a U(N1 − N2) theory with matter in the adjoint, and that
the cubic equation doesn’t put any more constraints on the resolvents. We claim this
will be the case for all higher-degree equations. This is a successful check of this method
since it reproduces what we actually expected: the theory goes through an RG cascade
toward an IR fixed point [19].
The paper is organized as follows. In the rest of the introduction we give a quick
review of quiver gauge theories, reporting all the facts and results which will be related
or relevant to our work. In section 2 we give general rules for the chiral ring of operators
in the adjoint and bifundamental representations of the gauge group. In section 3 we
give the general form of Ward identities for variations of adjoint and bifundamental fields.
In section 4 we study the simplest example of non-affine quiver theories, we write the
anomalous Konishi reparameterizations and obtain a quadratic and a cubic constraints
for the resolvents of this theory. In section 5 we derive the quadratic and cubic constraints
for An theories with generic n, and sketch a procedure on how to calculate all higher-
degree equations. We also evaluate, as a function of the resolvents, the expectation values
of chiral operators with two and four bifundamental insertions in Tr WW
z−Φ
. In section 6 and
7 we study affine theories, starting again with the simplest example Aˆ1 and generalizing
to generic n. In section 8 we give our conclusions and comment about open questions
that might be interesting to answer.
Note added
While this work was being completed [20] appeared on the net. One section of that paper
has substantial overlaps with our example in section 4. We obtain the same results for
the quadratic and cubic constraints for the resolvents of A2 non-affine quiver theories.
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1.1 Lightning review of quiver gauge theories
We are interested in gauge theories with gauge group1
U(N1)× U(N2)× U(N3)× . . .× U(Nn) (1.1)
and matter in the adjoint and bifundamental representations of these groups.
To the Lie algebra of (1.1) is associated a simply-laced Dynkin diagram. We rep-
resent the theory by putting on each node a gauge group, and on each oriented link a
bifundamental transforming in the fundamental of the gauge group the link starts from,
and in the anti-fundamental of the one on which it goes to.
One choice for the superpotential for such theories is [12]
Wtree =
∑
Tr
(
X¯k+1,kΦ(k)Xk,k+1 −Xk,k+1Φ(k+1)X¯k+1,k
)
(1.2)
where the sum runs from 1 to n− 1 if there is no bifundamental linking the first and the
nth node (An quivers) or n otherwise (affine Aˆn−1 quivers).
The theory thus obtained has N = 2 supersymmetries.
N = 2 supersymmetry can be broken down to N = 1 by perturbing Wtree (1.2) with
a polynomial term for the adjoint matter fields
Wtree =
n∑
k=1
TrW(k)(Φ(k)) +
∑
k
Tr
(
X¯k+1,kΦ(k)Xk,k+1 −Xk,k+1Φ(k+1)X¯k+1,k
)
(1.3)
where again the extrema of the second sum depend on whether we are considering An or
Aˆn−1, and
W(k)(Φ(k)) =
nk+1∑
p=1
g(k)p
p
Φp(k) (1.4)
In the affine case, the superpotential needs to satisfy the condition [17] [18]
n∑
k=1
W(k)(z) = 0 (1.5)
and indices are always considered mod n: k + n ≃ k.
One way of looking at affine quiver gauge theories in string theory, is as the low-energy
description of the dynamics of D3-branes placed at points of R4/Γ orbifolds [12].
D3-branes placed at points of these spaces can be described, at low energy, by the
truncation of N = 4 SYM to the sector invariant under the orbifold action (for simplicity
we take Γ = Zn)
g(z1, z2) = (e
2pii
n z1, e−
2pii
n z2) (1.6)
1For simplicity we will only consider quivers associated to A-type Lie algebras.
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where z1 and z2 are the σ-model scalar fields with target C2. An action for their world-
sheet fermionic partners can be written in an analogous way.
The group Γ can be associated to the simply-laced Dynkin diagram associated with
the simple Lie algebra of the gauge group, which, in the Zn case, is Aˆn−1.
To build non-affine quiver theories An−1 with this method we have to turn off one of
the nodes, i.e. putting Nn = 0.
Another way of building quiver gauge theories is by wrapping D5-branes around the
two-cycles of ALE spaces. To treat orbifold singularities in C2/Zn we can deform the
space to an ALE space.
ALE spaces are 4-dimensional manifolds asymptotic to R4/Γ, where Γ is a discrete
subgroup of SU(2). For the case Γ = Zn, the metric has been written explicitly [21] as
a function of n parameters.
C2/Zn can be embedded in C
3 as
f = x2 + y2 + zn = 0 (1.7)
The origin is a singularity of this space since f = df = 0, but the space can be
desingularized. Let us introduce n parameters ti, and consider the spaces
x2 + y2 +
r+1∏
i=1
(z + ti) = 0 (1.8)
with the constraint
r∑
i=1
ti = 0 (1.9)
In a sense, the deformation consists of blowing the singularity up into n two-cycles,
whose holomorphic volume is measured by the ti’s, while keeping the asymptotic behavior
unchanged.
The roots of the Dynkin diagram associated with An are identified with [17]
αi = ti − ti+1 (1.10)
From this point of view, An quiver theories are the description of the low-energy
dynamics of D5 branes wrapped over these two-cycles. Affine Aˆn−1 quivers are obtained
by adding D3-branes at points of the ALE space.
Quiver gauge theories have several different classical branches. Let us call A(k) ≡
X¯k,k−1Xk−1,k and B(k) ≡ −Xk,k+1X¯k+1,k. The coulomb branch is characterized by
W ′(k)(Φ(k)) = 0
A(k) = 0 B(k) = 0
(1.11)
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for k = 1, 2 . . . , n.
On the other hand, Higgs branches of An are characterized by [17] [18] (for some
(k, j, l) with k = 1 . . . , n− 2; j = 1, . . . , k; l = j + 1, . . . , n− 1)2
a(k) = tk − tj
b(k) = tl − tk+1
a(m) = tm
b(m) = −tm+1
l−1∑
m=j
W ′(m)(φ) = 0
(1.12)
where the ti’s are as defined in (1.8), φ is the eigenvalue of Φ(m), and m = j, . . . , l − 1.
For each gauge group U(Nk) we can choose the operators Φ(k), A(k) and B(k) to have
s1 eigenvalues (φ(k,1), a(k,1), b(k,1)), s2 eigenvalues (φ(k,2), a(k,2), b(k,2)) and so on, picking
from the allowed eigenvalue combinations (1.11) or (1.12). The total gauge group is then
semiclassically broken:
n−1∏
k=1
U(Nk) →
∏
i
U(Mi) (1.13)
A similar analysis can be carried out for affine theories. What is found is again that
the gauge group is broken, this time to
n∏
k=1
U(Nk) → U(N)×
∏
i
U(Mi) → U(1)
N ×
∏
i
U(Mi) (1.14)
where N is the number of imaginary positive roots of the affine A-D-E [17] [18], and the
second arrow represents the higgsing of U(N) for a generic point on the moduli space of
the U(N) theory.
Quantum effects dynamically break each of these classically surviving symmetries in
a free U(1) times a strongly coupled, confining SU(Mi).
The low energy effective degrees of freedom are given by
Nk,i = Tr U(Nk,i)1
wαk,i =
1
4pi
Tr U(Nk,i)W
(k,i)α
Sk,i = −
1
32pi2
Tr U(Nk,i)W
(k,i)
α W
(k,i)α
(1.15)
2The operators Xj , Yj and Φj commute classically because of the equations of motion, and can thus
be diagonalized simultaneously. Lower case letters stand for the eigenvalues of such operators [17] [18].
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There is a much more compact and efficient way of writing these degrees of freedom
which makes use of holomorphicity [7]. For each gauge group U(Nk) let us introduce the
complex functions
T(k)(z) ≡ Tr
1
z − Φ(k)
ρα(k)(z) ≡
1
4pi
Tr
W(k)α
z − Φ(k)
R(k)(z) ≡ −
1
32pi2
Tr
W(k)α W(k)α
z − Φ(k)
(1.16)
The operators in (1.15) can then be written as
Nk,i = −
1
2pii
∮
Ck,i
dz T(k)(z)
wαk,i = −
1
2pii
∮
Ck,i
dz ρα(k)(z)
Sk,i = −
1
2pii
∮
Ck,i
dz R(k)(z)
(1.17)
where Ck,i is any closed path that encircles the i
th critical point of Wk(z) and no other
critical point.
2 Chiral ring rules
Chiral operators3 are annihilated by the supersymmetry charges Q¯α˙ of one chirality
{Q¯α˙,O} = 0 (2.1)
An equivalence relation can be introduced in the set of chiral operators: two operators
are equivalent if they differ by a Q¯α˙–commutator {Q¯α˙, ...}. Since the vacuum is also
annihilated by the supersymmetry generators, two operators which are equivalent under
this relation, will have the same expectation value on the vacuum. Since the equivalence
class of the product of two chiral operators (which is itself a chiral operator) is equal to
the product of the equivalence classes of the single operators, we can introduce a ring
structure on the set of chiral operators, which has been conveniently called chiral ring.
3The part of this section concerning general relations in the chiral ring and relations involving adjoint
operators, follows closely [7].
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Some useful relations hold in the chiral ring. First of all the expectation value of a
product of chiral operators is independent of the position of each operator
∂
∂xµj
〈Oi1(x1) . . .Oin(xn)〉 = 0 for all j = 1, 2, . . . n (2.2)
This fact, associated to cluster decomposition, implies that the correlation functions
of chiral operators factorize
〈Oi1(x1) . . .Oin(xn)〉 = 〈Oi1〉 . . . 〈Oin〉 (2.3)
where there is no need to specify the position where operators are inserted.
Some more relations hold among chiral operators, which we need to consider not to
overcount elements of the chiral ring. Let us consider a theory with two gauge groups
U(N1) and U(N2), let Φ(1) (respectively Φ(2)) be a field in the adjoint of the first (second)
gauge group, and X12 (X¯21) be in the fundamental (antifundamental) representation of
the first gauge group and in the antifundamental (fundamental) of the second group.
Using the definition of the field strength Wα of the gauge groups as a superfield
Wα = {Q¯
α˙, Dαα˙} (2.4)
its action on an adjoint operator of one of the two groups is given by
[Wα,O} = [Q¯
α˙, D
(i)
αα˙O}=¸0 (2.5)
where =¸ indicates that the equality is only valid in the chiral ring.
The action of the field strength on the bifundamentals is a little more delicate. Again
considering Wα as a superfield we may write
WαX12 = {Q¯
α˙, D
(i)
αα˙X12}=¸0 (2.6)
We can also represent X12 as the tensor product of a fundamental element of the first
gauge group and an antifundamental element of the second group
X12 = v ⊗ u¯ (2.7)
and write the action of the field strength as
WαB =W
(1)a1
α ρ(T
a1
(1))(v ⊗ u¯) +W
(2)a2
α ρ(T
a2
(2))(v ⊗ u¯) =
=W(1)a1α (T
a1
(1)v)⊗ u¯+W
(2)a2
α v ⊗ (u¯T
a2
(2)) =
= (W(1)α v)⊗ u¯+ v ⊗ (u¯W
(2)
α ) =
=W(1)α X12 +X12W
(2)
α =¸0
(2.8)
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where last equation follows from (2.6) and ρ(T ) indicates the realization of the generator
of the algebra in the representation considered.
It is straightforward to show that these relations can be extended to the case in
which we have a theory with n gauge groups U(N1), U(N2), . . . U(Nn) with matter in
the adjoint or bifundamental representation of two adjacent groups.
If in (2.5) we take O to be the field strength of one of the groups we find
{W(i)α ,W
(i)
β }=¸0 (2.9)
where obviously the two fields are in the adjoint of the same group. Since α = 1, 2 this
relation implies that any string of W’s longer than 2 is equal to zero in the chiral ring
[7]. The operators we are interested in will contain, then, up to two W insertions.
If, instead, we substitute O = Φ(i) then
[W(i)α ,Φ(i)]=¸0 (2.10)
The chiral ring of this quiver theory is then composed of the following operators
Tr
(
Φp1(i1)Y
q1 . . .Φpk(ik)Y
qk
)
Tr
(
W(i1)α Φ
p1
(i1)
Y q1 . . .Φpk(ik)Y
qk
)
Tr
(
W(i1)α W
(i1)αΦp1(i1)Y
q1 . . .Φpk(ik)Y
qk
) (2.11)
where not to make the formulas too clumsy, we have omitted indices on the bifundamental
fields and indicated with Y both X and X¯ fields. Their index structure is fixed, in any
case, by the gauge invariance of the operators, and by the rule that X fields always go
from a lower group to a higher one, while X¯ goes the other way. Because of (2.8) and
(2.10) the position of W insertions does not really matter. On the contrary Φ’s and
bifundamentals do not commute, making their position relevant to the classification of
operators.
3 Generalized Konishi anomaly with bifundamental
matter
In the presence of matter in the bifundamental representation, the generalized Konishi
anomaly equation is similar to the equations obtained in [7] and [11] for adjoint and
fundamental matter.
Let
δΦ = fΦ(Φ,Wα, X, X¯)
δX = fX(Φ,Wα, X, X¯)
δX¯ = fX¯(Φ,Wα, X, X¯)
(3.1)
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be the variations of the matter fields, then the anomaly equations read〈
Tr fΦ(Φ,Wα, X, X¯)
∂Wtree
∂Φ
〉
= −
1
32pi2
〈∑
i,j
([
Wα,
[
Wα,
∂fΦ(Φ,Wα, X, X¯)
∂Φij
]])
ij
〉
〈
Tr fX(Φ,Wα, X, X¯)
∂Wtree
∂X
〉
= −
1
32pi2
〈∑
i,j
(
WαW
α∂fX(Φ,Wα, X, X¯)
∂Xij
)
ij
〉
〈
Tr fX¯(Φ,Wα, X, X¯)
∂Wtree
∂X¯
〉
= −
1
32pi2
〈∑
i,j
(
WαW
α∂fX¯(Φ,Wα, X, X¯)
∂X¯ij
)
ij
〉
(3.2)
where we have suppressed gauge group indices, but again they are fixed by gauge invari-
ance once we choose which field we are deforming.
An identity we will find really useful in the evaluation of the anomaly equation coming
from the variation of adjoint matter is the following4∑
i,j
[
χ1,
[
χ2,
∂
∂Φij
WαWα
z − Φ
χ3
]]
ij
=
(
Tr
χ1χ2
z − Φ
)(
Tr
χ1χ2
z − Φ
χ3
)
(3.3)
where χ21 = χ
2
2 = 0, Φ commutes with χ1 and χ2 but need not commute with χ3.
Another important property of the operators we will consider, which we will often use,
is a generalized form of the cyclical property of traces. Let us consider the combinations
Xk,k+1X¯k+1,k and X¯k+1,kXk,k+1, they are operators in the adjoint of U(Nk) and U(Nk+1)
respectively, thus when we write TrXk,k+1X¯k+1,k and Tr X¯k+1,kXk,k+1 it is meant that
we are taking the trace on two different groups. Nevertheless these operators are iden-
tical. In fact let us write them in components (I, I¯ will be indices in the fundamental
and antifundamental of U(Nk) respectively, while j, j¯ will be in the fundamental and
antifundamental of U(Nk+1))
Tr U(Nk)XX¯ = XIj¯X¯jI¯ = X¯jI¯XIj¯ = Tr U(Nk+1)X¯X (3.4)
where gauge group indices have been neglected and sums over fundamental - antifunda-
mental pairs of indices are understood. This generalized cyclical property of traces is
still valid when adjoint fields are inserted.
4 A2 quiver
We start by considering the A2 quiver gauge theory with gauge group U(N1) × U(N2).
As already said in section 1.1, the chiral matter content of this theory is made up of two
4The demonstration of this relation is quite similar to the proof of the identity in [7] which is the
same as (3.3) with χ3 = 1.
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fields Φ1 and Φ2 and a couple of bifundamental fields X and X¯.
For convenience, we rewrite here (1.3) for the A2 case
Wtree = TrW(1)(Φ(1)) + TrW(2)(Φ(2)) + Tr X¯Φ(1)X − TrXΦ(2)X¯ (4.1)
Following [7] and [11] we consider a set of independent transformations for the chiral
fields and then write down the anomaly equations for these transformations.
Combining them properly we can obtain two equations, one quadratic and one cubic,
which depend only on the resolvents R(1) and R(2). This result can be generalized to an
arbitrary quiver theory An as we discuss in section 5.
Quadratic equation
To obtain the quadratic equation, we need the three transformations
δΦ(1) =
W(1)α W(1)α
z − Φ(1)
δΦ(2) =
W(2)α W(2)α
z − Φ(2)
(4.2)
δX =
W(1)α W(1)α
z − Φ(1)
X
1
z − Φ(2)
The corresponding anomaly equations are
−
1
32pi2
Tr
(
W ′(1)(Φ(1))
W(1)α W(1)α
z − Φ(1)
+ X¯
W(1)α W(1)α
z − Φ(1)
X
)
=R2(1)(z)
−
1
32pi2
Tr
(
W ′(2)(Φ(2))
W(2)α W(2)α
z − Φ(2)
−X
W(2)α W(2)α
z − Φ(2)
X¯
)
=R2(2)(z) (4.3)
−
1
32pi2
Tr
(
X¯
W(1)α W(1)α
z − Φ(1)
X −X
W(2)α W(2)α
z − Φ(2)
X¯
)
=R(1)(z)R(2)(z).
We can rewrite the first two equations defining, as usual [7] [11], the two polynomials
(k = 1, 2)
f(k)(z) = −
1
8pi2
Tr
W ′(k)(Φk)−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)α. (4.4)
All terms containing two fields in the bifundamental cancel if we take the sum of the first
two equations in (4.3) minus the third one. As a result we obtain
W ′(1)(z)R(1)(z)+
1
4
f(1)(z)+W
′
(2)(z)R(2)(z)+
1
4
f(2)(z)+R(1)(z)R(2)(z) = R(1)(z)
2+R(2)(z)
2
(4.5)
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which is quadratic in R(k)(z).
From (4.3) we can also calculate the expectation values of double X operators
−
1
32pi2
TrX
W(2)α W
(2)
α
z − Φ(2)
X¯ = R2(1) −W
′
(1)R(1) −
1
4
f(1) − R(1)R(2)
−
1
32pi2
Tr X¯
W(2)α W
(2)
α
z − Φ(1)
X = −(R2(2) −W
′
(2)R(2) −
1
4
f(2) −R(1)R(2))
(4.6)
Cubic equation
The cubic equation can be derived in a similar way, considering a little more compli-
cated transformations
δΦ(1) =
WαW
α
z − Φ(1)
XX¯
δΦ(2) =
WαWα
z − Φ(2)
X¯X (4.7)
δX =
WαWα
z − Φ(1)
XX¯X
1
z − Φ(2)
Again we write the corresponding anomaly equations
−
1
32pi2
Tr
(
W ′(1)(Φ(1))
W(1)α W(1)α
z − Φ(1)
XX¯ +XX¯
W(1)α W(1)α
z − Φ(1)
XX¯
)
=
= −
1
32pi2
R(1)Tr X¯
W(1)α W(1)α
z − Φ(1)
X
−
1
32pi2
Tr
(
W ′(2)(Φ(2))
W(2)α W(2)α
z − Φ(2)
X¯X − X¯X
W(2)α W(2)α
z − Φ(2)
X¯X
)
=
= −
1
32pi2
R(2)(z)TrX
W(2)α W(2)α
z − Φ(2)
X¯ (4.8)
−
1
32pi2
Tr
(
XX¯
W(1)α W(1)α
z − Φ(1)
XX¯ − X¯X
W(2)α W(2)α
z − Φ(2)
X¯X
)
=
= −
1
32pi2
(
R(1)(z)TrX
W(2)α W(2)α
z − Φ(2)
X¯ +R(2)(z)Tr X¯
W(1)α W(1)α
z − Φ(1)
X
)
.
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As in (4.4), we define two polynomials
g(1)(z) = −
1
8pi2
Tr
(
W ′(1)(Φ(1))−W
′
(1)(z)
z − Φ(1)
W(1)α W
(1)αXX¯
)
g(2)(z) = −
1
8pi2
Tr
(
W ′(2)(Φ(2))−W
′
(2)(z)
z − Φ(2)
W(2)α W
(2)αX¯X
)
(4.9)
to eliminate the terms W ′k(Φk) from the first two Ward identities (4.8), and make use of
(4.6) to rewrite the operators that depend only on two bifundamentals in terms of the
resolvents R(k)(z). Finally we cancel the operators with four bifundamentals subtracting
the third equation of (4.8) from the sum of the first two. The result is the cubic equation
R(1)(z)
2R(2)(z)−R(1)(z)R(2)(z)
2 =W ′(1)(z)
(
R(1)(z)
2 −W ′(1)(z)R(1)(z)−
1
4
f(1)(z)
)
+
−W ′(2)(z)
(
R(2)(z)
2 −W ′(2)(z)R(2)(z)−
1
4
f(2)(z)
)
+
1
4
g(1)(z) +
1
4
g(2)(z). (4.10)
Spectral curve
Following [6] and [13] we may use (4.5) and (4.10) to write a cubic equation whose
roots are related to the resolvents R(1) and R(2). In the limit of turning off the tree
potential for the adjoint fields, in which we should recover N = 2 supersymmetry [4],
after going on-shell (e.g. minimizing the effective superpotential), this equation should
be related with the Seiberg-Witten curve for A2 quiver theories.
We can eliminate terms linear in R(k) from the quadratic equation (4.5) making the
following change of variables:
a(1)(z) = R(1)(z)−
2
3
W ′(1)(z)−
1
3
W ′(2)(z)
a(2)(z) = −R(2)(z) +
1
3
W ′(1)(z) +
2
3
W ′(2)(z). (4.11)
With this choice the two equations are:
a(1)(z)
2 + a(2)(z)
2 + a(1)(z)a(2)(z)− p
(2)(z) = 0
a(1)(z)
2a(2)(z) + a(1)(z)a(2)(z)
2 + p(3)(z) = 0 (4.12)
where
p(2)(z) ≡ t(1)(z)
2 − t(1)(z)t(2)(z) + t(2)(z)
2 +
1
4
f(1)(z) +
1
4
f(2)(z)
p(3)(z) ≡− t(1)(z)t(2)(z)(t(1)(z)− t(2)(z)) +
1
4
t(1)(z)f(2)(z)−
1
4
t(2)(z)f(1)(z)+ (4.13)
+
1
4
g(1)(z) +
1
4
g(2)(z)
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and
t(1)(z) ≡
2
3
W ′(1)(z) +
1
3
W ′(2)(z)
t(2)(z) ≡
1
3
W ′(1)(z) +
2
3
W ′(2)(z). (4.14)
If we define
a(3) ≡ −a(1) − a(2) (4.15)
equations (4.12) can be rewritten as
3∑
i<j
a(i)a(j) = p
(2)
3∑
i<j<k
a(i)a(j)a(k) = p
(3) (4.16)
which are the conditions satisfied by the three roots a(i) of a cubic equation of the form
y3 − p(2)y − p(3) = 0. (4.17)
This is exactly the curve suggested in [6] and calculated from the matrix model in [13].
5 Generalization to An
An interesting problem is to generalize the procedure we followed in the simple case A2
to the more involved An quiver theory, with n generic. Even though the problem seems
too complicated to make it possible to give an answer for the general case, we will write
the exact quadratic and cubic equations for the resolvents, obtain the expectation values
of operators with two insertions of field strength and two or four bifundamental fields,
and sketch a general procedure to obtain all the equations for a fixed value of n.
Quadratic equation
We consider the following transformations for the adjoint matter fields
δΦ(k) =
W(k)α W(k)α
z − Φ(k)
(5.1)
These variations are the analogue of the variations considered in [7], for the case of the
direct product of different gauge groups. From (3.2) we obtain the following equations
13
(k = 2, . . . n− 1)
W ′(k)(z)R(k)(z) +
1
4
f(k)(z)−
1
32pi2
(
Tr X¯
W(k)α W(k)α
z − Φ(k)
X − TrX
W(k)α W(k)α
z − Φ(k)
X¯
)
= (5.2)
= R(k)(z)
2
W ′(1)(z)R(1)(z) +
1
4
f(1)(z)−
1
32pi2
Tr X¯
W(1)α W(1)α
z − Φ(1)
X = R(1)(z)
2 (5.3)
W ′(n)(z)R(n)(z) +
1
4
f(n)(z) +
1
32pi2
TrX
W(n)α W(n)α
z − Φ(n)
X¯ = R(n)(z)
2 (5.4)
where, as for A2, we have defined the holomorphic polynomial functions of degree nk − 1
f(k)(z) ≡ −
1
8pi2
Tr
(
W ′(k)(Φ(k))−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)α
)
(5.5)
Taking the sum of all of the above equations (5.2)-(5.4) we find
n∑
k=1
(
W ′(k)R(k)+
1
4
f(k)
)
−
1
32pi2
n−1∑
k=1
Tr
(
X¯
W(k)α W(k)α
z − Φ(k)
X−X
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯
)
=
n∑
k=1
R2(k)
(5.6)
where the z-dependence of the holomorphic functions W ′(k)(z), R(k)(z) and f(k)(z) is
understood.
The X-X¯ and X¯-X traces may be evaluated using the anomaly generated by
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
Xk,k+1
1
z − Φ(k+1)
(5.7)
Equation (5.7) is peculiar of bifundamental fields: since we want to perturb the link
between the kth and (k+1)th nodes of the quiver, we deform the two extrema of the link
using adjoint fields5 and glue them with bifundamentals.
Using the second of (3.2) and (3.3) we find
−
1
32pi2
Tr X¯
W(k)α W(k)α
z − Φ(k)
X +
1
32pi2
TrX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯ = R(k)R(k+1) (5.8)
substituting into (5.6) we finally get
n∑
k=1
(
W ′(k)(z)R(k)(z) +
1
4
f(k)(z)
)
+
n−1∑
k=1
R(k)(z)R(k+1)(z) =
n∑
k=1
R(k)(z)
2 (5.9)
5Note that because of the chiral ring relations (2.8) and (2.10), we would have obtained the same
transformation by moving one or both field strengths on the right of Xk,k+1.
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which is the quadratic equation for the resolvents of a generic An quiver theory.
The equations we have written so far can also be used to evaluate the expectation
values of the X-X¯ and X¯-X trace operators. In fact we can use (5.3) to obtain
−
1
32pi2
Tr X¯
W(1)α W(1)α
z − Φ(1)
X = R2(1)(z)−W
′
(1)(z)R(1)(z)−
1
4
f(1)(z) (5.10)
Plugging this result into (5.8) with k = 1 we can then obtain TrX WW
z−Φ(2)
X¯ , which can
in turn be used into (5.2) for k = 2, and so on. The final result is
−
1
32pi2
Tr X¯
W(k)α W(k)α
z − Φ(k)
X =
k∑
p=1
(
R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p−1)R(p)
)
−
1
32pi2
TrX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯ =
k∑
p=1
(
R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1)
) (5.11)
Cubic equation
As for the A2 theory, to obtain an equation which is cubic in the resolvents, we need
to consider more complicated transformations for φ, X and X¯ . We thus add a X-X¯
couple to the transformations (5.1) and (5.7). There is more than one way to do so,
because Φ, X and X¯ do not commute: for the Φ variation we could put one of the two
impurities on the left of the adjoint block and one on the right, or both on either side,
while for the X variation we could use any of the combinations of two X ’s and one X¯
between the two adjoint blocks. We will first rule out some of these possibilities, and
then keep all of the remaining and calculate the anomaly equations for all of them: they
will be just enough to obtain a cubic equation and evaluate the expectation values of all
4-X operators.
First of all, we will not consider the adjoint transformations having one link6 on the
left and one on the right. This is obvious since to build such a variation the adjoint field
we insert must be different from the adjoint field we are varying (e.g. δΦk = X
WW
z−Φk+1
X¯),
thus the quantum contribution to the anomaly (the commutator part in the first of
(3.2)) vanishes, and only the classical part contributes, which is telling us nothing more
about the low energy dynamics of the theory, than the classical equations of motion do.
The choices with both X and X¯ on the left, or both of them on the right are actually
equivalent because of the cyclicity of the trace (3.4). Thus we are left with only two
possible variations for the adjoint fields, which correspond to the two orderings of the
pair (X, X¯) on the right of the adjoint block.
6By link we mean an X or an X¯ insertion either in the reparameterizations of the adjoint and
bifundamental fields, or in the trace operators.
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The variations we consider are then
δΦ(k) =
W(k)α W(k)α
z − Φ(k)
XX¯ (5.12a)
δΦ(k) =
W(k)α W(k)α
z − Φ(k)
X¯X (5.12b)
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
XX¯X
1
z − Φ(k+1)
(5.12c)
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
X¯XX
1
z − Φ(k+1)
(5.12d)
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
XXX¯
1
z − Φ(k+1)
(5.12e)
δX¯k+1,k =
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯XX¯
1
z − Φ(k)
(5.12f)
δX¯k+1,k =
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X¯X
1
z − Φ(k)
(5.12g)
δX¯k+1,k =
W(k+1)α W(k+1)α
z − Φ(k+1)
XX¯X¯
1
z − Φ(k)
(5.12h)
The Ward identities that follow from them are
(5.12a), k=1 → (W ′(1) − R(1))(R
2
(1) −W
′
(1)R(1) −
1
4
f(1)) +
1
4
f 1,1(1) =
=
1
32pi2
TrXX¯
W(1)α W(1)α
z − Φ(1)
XX¯
(5.13a)
k=2,...n−1 → (W ′(k) − R(k))
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p−1)R(p)) +
1
4
f 1,1(k) =
=
1
32pi2
Tr
(
XX¯
W(k)α W(k)α
z − Φ(k)
XX¯ − X¯X
W(k)α W(k)α
z − Φ(k)
XX¯
)
(5.13b)
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(5.12b), k=n → (W ′(n) − R(n))
n−1∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1)) +
1
4
f 1,2(n) =
= −
1
32pi2
Tr X¯X
W(n)α W(n)α
z − Φ(n)
X¯X
(5.13c)
k=2,...n−1 → (W ′(k) − R(k))
k−1∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p)R(p+1)) +
1
4
f 1,2(k) =
=
1
32pi2
Tr
(
XX¯
W(k)α W(k)α
z − Φ(k)
X¯X − X¯X
W(k)α W(k)α
z − Φ(k)
X¯X
)
(5.13d)
(5.12c) → R(k+1)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p−1)R(p))+
+R(k)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1)) =
=
1
32pi2
Tr
(
X¯X
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X −XX¯
W(k)α W(k)α
z − Φ(k)
XX¯
)
(5.13e)
(5.12d) → R(k+1)
k−1∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p)R(p+1)) =
=
1
32pi2
Tr
(
XX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X¯ −XX¯
W(k)α W(k)α
z − Φ(k)
X¯X
) (5.13f)
(5.12e) → R(k)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p−1)R(p)) =
=
1
32pi2
Tr
(
XX¯
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X − X¯X¯
W(k)α W(k)α
z − Φ(k)
XX
) (5.13g)
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(5.12f) → R(k+1)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p−1)R(p))+
+R(k)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1)) =
=
1
32pi2
Tr
(
X¯X
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X −XX¯
W(k)α W(k)α
z − Φ(k)
XX¯
)
(5.13h)
(5.12g) → R(k+1)
k−1∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1)) =
=
1
32pi2
Tr
(
XX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X¯ − X¯X
W(k)α W(k)α
z − Φ(k)
XX¯
) (5.13i)
(5.12h) → R(k)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p−1)R(p)) =
=
1
32pi2
Tr
(
X¯X
W(k+1)α W(k+1)α
z − Φ(k+1)
XX¯ − X¯X¯
W(k)α W(k)α
z − Φ(k)
XX
) (5.13j)
where
f 1,1(k) ≡ −
1
8pi2
(
W ′(k)(Φ(k))−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)αXX¯
)
f 1,2(k) ≡ −
1
8pi2
(
W ′(k)(Φ(k))−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)αX¯X
) (5.14)
Given these Ward identities, all we need to do to write the cubic equation for the re-
solvents is to arrange a chain of variations (5.12) so as to cancel all operators with four
links. We start with the identity associated with (5.12a, k = 1) which gives the operator
TrXX¯ WW
z−Φ(1)
XX¯ . If we add the identities for (5.12c, k = 1), (5.12b, k = 2), (5.12d,
k = 2), subtract the one for (5.12g, k = 2) and add the relation coming from (5.12a,
k = 2) we end up again with an operator of the same form as the first one, but with Φ(2)
instead of Φ(1). It is obvious now how we should go on: we add the same chain as before,
n− 2 more times, each time increasing all k’s by one, and end up with an expression in
the R(k)’s and W
′
(k)’s, with X and X¯ appearing only in TrXX¯
WW
z−Φ(n−1)
XX¯ . At this point
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we add the equation for (5.12c, k = n − 1) and are left with Tr X¯X WW
z−Φ(n)
X¯X , but this
is exactly the only four-link operator appearing in (5.13c), thus adding this last identity
to our previous relation we find an equation that involves only R(k)(z), W
′
(k)(z) and the
polynomials f(z)
n−1∑
k=1
(R(k)R
2
(k+1) − R
2
(k)R(k+1)) +
n−1∑
k=2
W ′(k)
{
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p))+
−
n∑
p=k
(R2(p) −W
′
(p)R(p) −
1
4
f(p))−
k∑
p=2
R(p−1)R(p) +
n∑
p=k+1
R(p−1)R(p)
}
+
+W ′(1)(R
2
(1) −W
′
(1)R(1) −
1
4
f(1))−W
′
(n)(R
2
(n) −W
′
(n)R(n) −
1
4
f(n))+
+
1
4
(
f 1,1(1) + f
1,2
(n) +
n−1∑
k=2
(f 1,1(k) + f
1,2
(k) )
)
= 0
(5.15)
where the z dependence is understood. This is the cubic equation we were looking for,
which is obtained by the chain of reparameterizations
n−1∑
k=1
(δΦa(k) + δX
c
k,k+1 + δΦ
b
k+1) +
n−1∑
k=2
(δXdk,k+1 − δX¯
g
k+1,k) (5.16)
It is to notice that while for the variations that entered this chain we had to use all
allowed k’s, some other reparameterizations never appeared at all. This might seem to
suggest that generalization to higher order equations would need a case-by-case analysis
to decide which transformations are useful in the process, and which are not. Based on
the experience gained in writing the general cubic equation, in the next subsection we
will suggest which reparameterizations are necessary, and which are redundant.
With the case of A2 in mind, we can look for a change of variables which cancels, in
the quadratic equation (5.6), the terms linear in the resolvent. The new variables are:
a1 ≡ −
n∑
p=1
(
1−
p
n+ 1
)
qp
ak ≡ −
n∑
p=k
qp +
n∑
p=1
p
n + 1
qp (5.17)
for k = 2, ..., n + 1, and where the qp are defined, in terms of the resolvents and the
Cartan matrix Cqr associated to the quiver, as
qp = W
′
p − CprRr. (5.18)
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In terms of the a(i), the n equations satisfied by the resolvents of An should become
very simple if the curve underlying the quiver has the form suggested in [6]:
(y − a(1))(y − a(2))...(y − a(n+1)) = 0. (5.19)
As a consequence, the equation of order k (k = 3, ..., n+ 1) should be
n+1∑
i1<...<ik
a(i1)...a(ik) = polynomial, of degree k, built with W(i) and f(i) (5.20)
We checked this is the form of the cubic equation (5.15) in the new variables, which is
an indication that the curve (5.19) is correct.
Vacuum expectation values of 4-link operators
The procedure we have just described also allows us to obtain expectation values for
trace operators with four links. In fact at any intermediate step of the previous chain
only one of these operators appeared at a time. As our previous observation already
pointed out, not all of four-link operators can be reached this way, nonetheless there is
a way to evaluate also their expectation values: this is where the Ward identities that
didn’t play a role in the anomaly chain, become necessary, as we will show.
For the operators in the chain, the expectation values are given by7
1
32pi2
TrXX¯
W(k)α W(k)α
z − Φ(k)
XX¯ =
=
k−1∑
p=1
(δΦa(p) + δX
c
p,p+1 + δΦ
b
(p+1)) +
k∑
p=2
(δXdp,p+1 − δX¯
g
p+1,p) + δΦ
a
(k) =
=
k∑
p=1
(R2(p)Rp−1 −R
2
pR(p+1))− R(k)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p)R(p+1))+
+
k∑
p=1
W ′(p)
(
p∑
q=1
(R2(q) −W
′
(q)R(q) −
1
4
f(q) − R(q−1)R(q)+
−
n∑
q=p
(R2(q) −W
′
(q)R(q) −
1
4
f(q) − R(q)R(q+1)
)
+
1
4
k∑
p=1
f 1,1(p) +
1
4
k∑
p=2
f 1,2(p)
(5.21a)
7Obviously the first identity in all expressions is not formally correct. It should be interpreted as
representing the Ward identities we have to sum up to calculate the expectation value of the operator.
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132pi2
Tr X¯X
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X =
=
k−1∑
p=1
(δΦa(p) + δX
c
p,p+1 + δΦ
b
(p+1)) +
k∑
p=2
(δXdp,p+1 − δX¯
g
p+1,p) + δΦ
a
(k) + δX
d
k,k+1 =
=
1
32pi2
TrXX¯
W(k)α W(k)α
z − Φ(k)
XX¯ +R(k+1)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p−1)R(p))+
+R(k)
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1))
(5.21b)
1
32pi2
TrXX¯
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X =
=
k∑
p=1
(δΦa(p) + δX
c
p,p+1 + δΦ
b
(p+1)) +
k∑
p=2
(δXdp,p+1 − δX¯
g
p+1,p) =
=
1
32pi2
Tr X¯X
W(k)α W(k)α
z − Φ(k)
X¯X + (W ′(k+1) − R
′
(k+1))
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p)+
− R(p)R(p+1)) +
1
4
f 1,2(k+1)
(5.21c)
1
32pi2
TrXX
W(k+2)α W(k+2)α
z − Φ(k+2)
X¯X¯ =
=
k∑
p=1
(δΦa(p) + δX
c
p,p+1 + δΦ
b
(p+1)) +
k∑
p=2
(δXdp,p+1 − δX¯
g
p+1,p) + δX
d
k+1,k+2 =
=
1
32pi2
TrXX¯
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X+R(k+2)
k∑
p=1
(R2(p)−W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1))
(5.21d)
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132pi2
Tr X¯X
W(k+1)α W(k+1)α
z − Φ(k+1)
XX¯ =
=
k∑
p=1
(δΦa(p) + δX
c
p,p+1 + δΦ
b
(p+1)) +
k+1∑
p=2
(δXdp,p+1 − δX¯
g
p+1,p) =
=
1
32pi2
TrXX
W(k+2)α W(k+2)α
z − Φ(k+2)
X¯X¯−R(k+2)
k∑
p=1
(R2(p)−W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1))
=
1
32pi2
TrXX¯
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X
(5.21e)
As can be seen from (5.21e), TrXX¯ WW
z−Φ(k)
X¯X and Tr X¯X WW
z−Φ(k)
XX¯ have the same
expectation values. This could already be seen by taking the difference of equations
(5.13f) and (5.13i). There is only one four-link operator whose expectation value could
not be determined through the reparameterization that appeared in the chain. This can
be determined, though, using (5.13g) or (5.13j) which by (5.21e) are equivalent. We
have thus used all variations but two: (5.12f) and one of (5.12e) or (5.12h). As we will
demonstrate in the next subsection, it is a general fact that variations like (5.12c) and
(5.12f), which we will call alternating, give the same Ward identity.
Outlook of the general procedure
Based on the experience we gained in writing the general form of the quadratic and
cubic equations for the resolvents, in this section we give some hints on how to write all
the equations up to the (n+ 1)th grade for a An quiver theory, even though we won’t be
able to evaluate them explicitly.
First of all we want to give a rule that tells us which are the relevant reparameteri-
zations we have to use.
It is a general feature of alternating perturbations, that is perturbations whose chain
is an alternating array of X ’s and X¯ ’s, to give the same Ward identities. In fact, let us
consider a generic degree p alternating chain
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
X(X¯X)p
W(k+1)α W(k+1)α
z − Φ(k+1)
δX¯k+1,k =
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯(XX¯)p
W(k)α W(k)α
z − Φ(k)
(5.22)
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then it is easy to show that both variations lead to the same Ward identity
−Tr
W(k+1)α W(k+1)α
z − Φ(k+1)
(X¯X)p+1 + Tr
W(k)α W(k)α
z − Φ(k)
(XX¯)p+1 =
= −
1
32pi2
p∑
m=0
Tr
W(k)α W(k)α
z − Φ(k)
(XX¯)m · Tr
W(k+1)α W(k+1)α
z − Φ(k+1)
(X¯X)p−m
(5.23)
One of these variations is then redundant, and must be neglected.
Let us now define a conjugation relation among δX and δX¯ transformations: we say
that a δX and a δX¯ variations are conjugated if the X-X¯ chain of either can be obtained
from the other’s by inverting it and taking the “complex conjugate” (e.g. (5.12d) and
(5.12g) are conjugated in this sense). A δXk,k+1 variation will contain as many X¯k+1,k
factors as Xk,k+1 are present in the δX¯k+1,k conjugated variation, and, moreover, they
are in specular positions. Thus the right hand side of the Ward identities (3.2) generated
by this pair will contain the same number of elements, and the number of links in each
of the two factors of each element will be equal.
There is even more to this: the right hand side of the two Ward identities will be
equal. In fact let us consider an Xk,k+1 field in the δXk,k+1 variation, on both sides of it
there will be an equal number of X and X¯ fields (even though the number of pairs on
one side will in general be different from the number on the other side), because we are
left with two fields in the adjoint one of U(Nk) and the other of U(Nk+1). Let us now
consider its image X¯k+1,k through the conjugation operation. The same will be true for
this field also, with representations exchanged. Now, because of the way we have defined
conjugation, the subarray on the left of Xk,k+1 will be equal to the subarray on the right
of X¯k+1,k and viceversa. Let us make an example: we consider a general variation δXk,k+1
and its conjugated partner and indicate with a hat the two conjugated links
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
Xk,k+1XX¯X¯Xˆk,k+1XX¯
1
z − Φ(k+1)
δX¯k+1,k =
W(k+1)α W(k+1)α
z − Φ(k+1)
XX¯ ˆ¯Xk+1,kXXX¯X¯k+1,k
1
z − Φ(k)
(5.24)
Thus taking the difference of the equations we obtain from two conjugated variations,
gives an identity for four-link operators.
Unfortunately, we are not able to give an a priori prescription which tells us which
conjugated pairs will give the same four-link identity. This will have to be checked case
by case.
Once all variations and Ward identities have been written, it is not hard to write a
(k + 2)th degree equation involving only the resolvents. Let us suppose we have written
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the (k+1)th degree equation, and have evaluated the expectation values of all operators
with k pairs of bifundamentals. Then we only have to sum all reparameterizations for the
adjoint fields and alternating transformations for X containing k couples X-X¯ , use the
(2k + 2)-link identities we have obtained from conjugated pairs, and make use of lower-
degree equations. What we obtain is the (k + 2)th-degree equation for the resolvents of
a An (n > k + 1) quiver theory.
6 Affine Aˆ1 quiver
The techniques developed in the previous sections can be applied also to affine quiver
gauge theories.
Again we start by considering the simple case of Aˆ1 with gauge group U(N1)×U(N2).
In this case the number of bifundamental fields is exactly two times the number of
bifundamentals in the A2 theory; we call them Xi, X¯i i = 1, 2.
The condition (1.5) on the superpotential implies
W2(x) = −W1(x) ≡ −W (x). (6.25)
and the superpotential (1.3) may be written as
Wtree = Tr
(
W (Φ(1))−W (Φ(2)) + X¯1Φ(1)X1 −X1Φ(2)X¯1 +X2Φ(2)X¯2 − X¯2Φ(1)X2
)
(6.26)
In [14] it is showed that the matrix model associated to the Aˆ1 quiver only depends
on the combination
S = S1 − S2, (6.27)
where Sk = gsMk for k = 1, 2 and Mk is the rank of matrices Φk, and consequently that
the planar loop equation is identical to that of the bosonic one matrix model [5]:
y2 −W ′(x)2 + f(x) = 0. (6.28)
In the following we reobtain the same result directly via a field theory computation,
using the variations of matter fields and the anomaly equations introduced in section 4.
Indeed we will prove that the difference of the resolvents R(1)(z) − R(2)(z) satisfies the
quadratic equation of the U(N) gauge theory with an adjoint Φ:
W ′(z)
(
R(1)(z)− R(2)(z)
)
+
1
4
f(z) =
(
R(1)(z)− R(2)(z)
)2
. (6.29)
The anomaly equations that come from δΦ(1) and δΦ(2) are the same as (4.3) with
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the condition (6.25):
W ′(z)R(1)(z) +
1
4
f1(z)−
1
32pi2
Tr X¯1
W(1)α W(1)α
z − Φ(1)
X1 +
1
32pi2
Tr X¯2
W(1)α W(1)α
z − Φ(1)
X2 =R
2
(1)(z)
−W ′(z)R(2)(z)−
1
4
f2(z) +
1
32pi2
TrX1
W(2)α W(2)α
z − Φ(2)
X¯1 −
1
32pi2
TrX2
W(2)α W(2)α
z − Φ(2)
X¯2=R
2
(2)(z)
(6.30)
where fk(z) is defined as usual.
The equations from δX1 and δX2 are
−
1
32pi2
Tr X¯1
W(1)α W(1)α
z − Φ(1)
X1 +
1
32pi2
TrX1
W(2)α W(2)α
z − Φ(2)
X¯1 =R(1)(z)R(2)(z) (6.31)
1
32pi2
Tr X¯2
W(1)α W(1)α
z − Φ(1)
X2 −
1
32pi2
TrX2
W(2)α W(2)α
z − Φ(2)
X¯2 =R(1)(z)R(2)(z). (6.32)
Summing the two equations (6.30) and subtracting both (6.31), we obtain, as ex-
pected, equation (6.29) with f(z) = f1(z)− f2(z).
To write the cubic equation we consider the variations
δΦ(1),i =
W(1)α W(1)α
z − Φ(1)
XiX¯i (6.33a)
δΦ(2),i =
W(2)α W(2)α
z − Φ(2)
X¯iXi (6.33b)
δX1 =
W(1)α W(1)α
z − Φ(1)
X1X¯1X1
W(2)α W(2)α
z − Φ(2)
(6.33c)
δX2 =
W(1)α W(1)α
z − Φ(1)
X2X¯2X2
W(2)α W(2)α
z − Φ(2)
(6.33d)
δX1 =
W(1)α W(1)α
z − Φ(1)
X2X¯2X1
W(2)α W(2)α
z − Φ(2)
(6.33e)
δX¯1 =
W(2)α W(2)α
z − Φ(2)
X¯1X2X¯2
W(1)α W(1)α
z − Φ(1)
(6.33f)
δX1 =
W(1)α W(1)α
z − Φ(1)
X1X¯2X2
W(2)α W(2)α
z − Φ(2)
(6.33g)
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δX¯1 =
W(2)α W(2)α
z − Φ(2)
X¯2X2X¯1
W(1)α W(1)α
z − Φ(1)
(6.33h)
We do not write explicitly the Ward identities for these variations, since they are very
similar to the equations we wrote for the non-affine A2 theory, and moreover in the next
section we write the explicit form of the cubic equation for generic n.
When we combine these Ward identities to give a cubic equation, we find that all resol-
vent dependences cancel, and we are eventually left with an equation for the polynomials
g(k,i)(z)
g(1,1)(z) + g(1,2)(z) + g(2,1)(z) + g(2,2)(z) = 0 (6.34)
where
g(1,i)(z) ≡
1
32pi2
Tr
(
W ′(1)(Φ(1))−W
′
(1)(z)
z − Φ(1)
W(1)α W
(1)αXiX¯i
)
g(2,i)(z) ≡
1
32pi2
Tr
(
W ′(2)(Φ(2))−W
′
(2)(z)
z − Φ(2)
W(2)α W
(2)αX¯iXi
) (6.35)
We believe all higher-degree equations will give no new constraints on the resolvents,
just as we have showed the cubic doesn’t. We interpret this as saying that the low energy
dynamics of the affine quiver Aˆ1 depends only on one resolvent (the difference of the
two original ones) satisfying equation (6.29), which is the generalized Konishi anomaly
equation for a U(N1 − N2) gauge theory with tree superpotential W (Φ). This is in
accordance with [19], where this same theory has been studied from a much different
point of view. There it was shown that under an RG flow the theory goes through a
Seiberg-duality cascade, going all the way down to a U(N1 − N2 + p) × U(p) (where p
can also be 0). The same conclusion can be reached also from the study of this theory
via matrix models, as has been done in [14].
7 Affine quivers Aˆn−1
Quadratic equation
Extending our previous analysis of generalized Konishi anomalies and resolvent equa-
tions to general affine quivers requires only little modifications. Let us start from the
quadratic equation. We consider the same reparameterizations of the adjoint and bifun-
damental fields as in (5.1) and (5.7), where this time k = 1, . . . n. The Ward identities
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we obtain are
W ′(k)(z)R(k)(z) +
1
4
f(k)(z)−
1
32pi2
Tr X¯
W(k)α W(k)α
z − Φ(k)
X +
1
32pi2
TrX
W(k)α W(k)α
z − Φ(k)
X¯ = R(k)(z)
2
(7.1)
−
1
32pi2
Tr X¯
W(k)α W(k)α
z − Φ(k)
X +
1
32pi2
TrX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯ = R(k)(z)R(k+1)(z) (7.2)
where again f(k)(z) is an (nk − 1)
th degree polynomial defined as in (5.5)
f(k)(z) ≡ −
1
8pi2
Tr
(
W ′(k)(Φ(k))−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)α
)
(7.3)
We want to take a linear combination of these equations in order to eliminate all
X- and X¯-dependent operators. We find there is actually such a combination: we sum
(7.1) over k = 1, . . . n and subtract (7.2) summed over the same indices. The quadratic
equation we obtain is
n∑
k=1
(R2(k)(z)−W
′
(k)(z)R(k)(z)−
1
4
f(k)(z)−R(k)(z)R(k+1)(z)) = 0 (7.4)
Differently from the case of non-affine quivers, we can’t write the expectation value
of X-X¯ operators as functions of the resolvents at this stage: the equations we have
determined so far will prove not to be enough. In fact we can take the sum of (7.1) and
(7.2) and find
−
1
32pi2
Tr
(
X
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯ −X
W(k)α W(k)α
z − Φ(k)
X¯
)
= R2(k)−W
′
(k)R(k)−
1
4
f(k)−R(k)R(k+1)
(7.5)
Since we have no means to determine the value of any of the X-X¯ operators, this equation
needs a free-parameter to be introduced in order to give a solution. Let us call
A ≡ −
1
32pi2
TrX
W(1)α W(1)α
z − Φ(1)
X¯ (7.6)
then
−
1
32pi2
TrX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯ = A+
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) − R(p)R(p+1)) (7.7)
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We can check that these identities are consistent with the quadratic equation (7.4):
−
1
32pi2
TrX
W(1)α W(1)α
z − Φ(1)
X¯ = −
1
32pi2
TrX
WW
z − Φ(n+1)
X¯ = A (7.8)
From (7.2) we also determine
−
1
32pi2
Tr X¯
W(k)α W(k)α
z − Φ(k)
X = A+
k∑
p=1
(R2(p) −W
′
(p)R(p) −
1
4
f(p) −R(p)R(p+1)) +R(k)R(k+1)
(7.9)
Cubic equation
To obtain the cubic equation we proceed in a similar manner. Let us consider the
same transformations which we used to build the anomaly chain for the cubic equation
of An theories (k = 1, . . . n this time)
δΦ(k) =
W(k)α W(k)α
z − Φ(k)
XX¯ (7.10a)
δΦ(k) =
W(k)α W(k)α
z − Φ(k)
X¯X (7.10b)
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
XX¯X
1
z − Φ(k+1)
(7.10c)
δXk,k+1 =
W(k)α W(k)α
z − Φ(k)
X¯XX
1
z − Φ(k+1)
(7.10d)
δX¯k+1,k =
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X¯X
1
z − Φ(k)
(7.10e)
from which we obtain
(W ′(k) − R(k))Tr X¯
W(k)α W(k)α
z − Φ(k)
X +
1
4
g(1,k) =
= −TrXX¯
W(k)α W(k)α
z − Φ(k)
XX¯ + Tr X¯X
W(k)α W(k)α
z − Φ(k)
XX¯
(7.11a)
(W ′(k) − R(k))TrX
W(k)α W(k)α
z − Φ(k)
X¯ +
1
4
g(2,k) =
= −TrXX¯
W(k)α W(k)α
z − Φ(k)
X¯X + Tr X¯X
W(k)α W(k)α
z − Φ(k)
X¯X
(7.11b)
28
R(k+1)Tr X¯
W(k)α W(k)α
z − Φ(k)
X +R(k)TrX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯ =
= TrXX¯
W(k)α W(k)α
z − Φ(k)
XX¯ − Tr X¯X
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X
(7.11c)
R(k+1)TrX
W(k)α W(k)α
z − Φ(k)
X¯ = −TrXX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X¯ + TrXX¯
W(k)α W(k)α
z − Φ(k)
X¯X
(7.11d)
R(k+1)TrX
W(k)α W(k)α
z − Φ(k)
X¯ = −TrXX
W(k+1)α W(k+1)α
z − Φ(k+1)
X¯X¯ + Tr X¯X
W(k)α W(k)α
z − Φ(k)
XX¯
(7.11e)
where
1
4
g(1,k)(z) = Tr
(
W ′(k)(Φ(k))−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)αXX¯
)
1
4
g(2,k)(z) = Tr
(
W ′(k)(Φ(k))−W
′
(k)(z)
z − Φ(k)
W(k)α W
(k)αX¯X
) (7.12)
To build the cubic equation, we consider the chain
n−1∑
p=0
(δΦak+p + δX
c
k+p,k+1+p + δΦ
a
k+1+p + δX
d
k+1+p,k+2+p − δX¯
e
k+2+p,k+1+p) (7.13)
where k is any of the points on the quiver diagram. This chain allows us to take all 4-link
operators out of the final Ward identity. The equation we obtain still contains 2-link
traces, which we get rid of by using (7.7) and (7.9). Finally, also A does not appear
because of (1.5). Fixing k = 1 for simplicity, we obtain
n∑
p=1
W ′(p+1)(z)
(
p∑
q=1
(R2(q)(z)−W
′
(q)(z)R(q)(z)−
1
4
f(q)(z)−R(q)(z)R(q+1)(z))+
−
n∑
q=p+1
(R2(q)(z)−W
′
(q)(z)R(q)(z)−
1
4
f(q)(z)−R(q)(z)R(q+1)(z))
)
+
+
n∑
p=1
W ′(p)(z)(R
2
(p)(z)−W
′
(p)(z)R(p)(z)−
1
4
f(p)(z))−
n∑
p=1
R2(p)(z)R(p+1)(z)+
+
n∑
p=1
R(p−1)(z)R
2
(p)(z) +
n∑
p+1
(
1
4
g(1,p)(z) +
1
4
g(2,p)(z)
)
= 0
(7.14)
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8 Conclusions
We have found the quadratic and cubic constraints on the resolvents of affine and non-
affine quiver gauge theories. This allowed us to study in detail the two simplest examples
A2 and Aˆ1.
We have also given a procedure that allows to write all higher-order equations. We
believe that the highest-degree equation for non-affine An theories is of order n+1. This
would mean that the resolvents are roots of an (n+1)th degree algebraic curve. Since we
never worried of minimizing the effective superpotential, our analysis and the algebraic
curve obtained from the anomaly equations are valid off-shell. The curve should be
strongly related to the Seiberg-Witten curve of the theory [15] [16] that is obtained going
on-shell and turning off the tree superpotential to recover N = 2 supersymmetry. It still
remains an open problem to make an on-shell analysis of these theories similar to what
has been done for U(N) theories in [10].
In the affine case, it is not even clear what the algebraic curve should look like.
There are some suggestions that it might be much more complicated than a finite order
polynomial. Some more questions still wait for an answer in this case. First of all, it
would be really interesting to understand how our picture changes when the two gauge
factors of Aˆ1 are identical. Analysis undergone with different methods say that the theory
becomes conformal in this case, and we believe this can be implemented in the formalism
of this work only after having gone on-shell. Another non-trivial question to be addressed
is to study the analog of RG cascades for n > 2 affine quivers. There are examples of
theories which are analogous to these models, for which such cascades exist [22] [18].
We will study these open problems in a subsequent paper.
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