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おける事態性名詞のデータ数は述語のデータ数の約 3 分の 1 であることから，特
に事態性名詞の項構造解析においてマルチタスク学習が効果的であることが期待で
きる．この提案モデルでは end-to-end な多層双方向 Recurrent Neural Network

































An event-noun is a noun that has an argument structure similar to a predicate.
Recent works, including those considered state-of-the-art, ignore event-nouns
or build a single model for solving both Japanese predicate argument structure
analysis (PASA) and event-noun argument structure analysis (ENASA). How-
ever, because there are interactions between predicates and event-nouns, it is
not sufficient to target only predicates. To address this problem, we present
a multi-task learning method for PASA and ENASA. Our multi-task models
improved the performance of both tasks compared to a single-task model by
sharing knowledge from each task. Moreover, in PASA, our models achieved
state-of-the-art results in overall F1 scores on the NAIST Text Corpus. In
addition, this is the first work to employ neural networks in ENASA.
∗Master’s Thesis, Department of Information and Communication Systems, Graduate School
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デルは先行研究で用いられた end-to-endな多層双方向 Recurrent Neural Network























プローチをとる．Tairaら [3]は決定リストと Support Vector Machinesを用いて
格毎に異なる素性の重みを学習するモデルを提案した．Imamura ら [4] は最大エ
ントロピー法を大規模な新聞データから訓練された言語モデルに適用する手法を提


















高い解析精度を示している．Shibataら [8]は Ouchiら [7]のモデルの一部に Feed
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さらに end-to-end なモデルもいくつか提案されている．Ouchi ら [10] は Zhou

















[11]は 8層の双方向 Long Short–Term Memory (LSTM)に Conditional Random
Field を組み合わせたモデルを提案した．He ら [13] は Highway LSTM を用いた





























単語単位に分かち書きされた文 w = w1, w2, · · · , wT と述語（事態性名詞）の位
置 p = p1, p2, · · · , pq が入力として与えられる．Iida ら [24] や Imamura ら [4] や
Sasanoら [25]は Inter-Zeroの解析を行っているが，これは他のカテゴリと違い文
書全体を探索しなければならないため，解析がより困難である．本研究では既存研
究 [7, 10, 9, 12]に従い，項と述語（事態性名詞）が同一文内にある事例のみを解析
対象とする．また Ouchiら [10]やMatsubayashiと Inui [12]にならい，Bunsetsu
カテゴリに該当する項は述語項構造解析の評価対象から除外する．
3.2 シングルタスクモデル






単語 wt ∈ [w1, · · · , wT ] は入力層で素性ベクトル xt ∈ [x1, · · · , xT ] に変換され
る．素性ベクトル xt は以下のように定義される．






t ⊕ xtaskp (3.21)
⊕はベクトルの結合を表す．
■述語（事態性名詞）と項 述語（事態性名詞）wp と項候補の単語 wt は単語埋め




文節単位 pbunsetsut の 2種類があり，単語位置埋め込み行列，文節位置埋め込み行列
によって単語位置ベクトル pwordt ∈ Rdp，文節位置ベクトル pbunsetsut ∈ Rdp にそ
れぞれ変換される．この 2 つのベクトルを結合し，位置ベクトル xposit ∈ R2dp を
得る．

















値素性ベクトルである．この素性は Matsubayashi と Inui [12] に影響されたもの
である．この素性の目的は述語が項になるのを防ぎ，一部の事態性名詞が項になる
のを助けることである．項候補タイプベクトル xtypet ∈ R2 は項候補が述語であれ
ば [0,1]，項候補が事態性名詞であれば [1,0]，そうでなければ [0,0]を示す．
■タスクラベル タスクが述語項構造解析であれば 1，事態性の項構造解析であれ
ば 0を示す 2値素性ベクトル xtaskp ∈ R1 である．
3.2.2 RNN層
RNNに Gated Recurrent Unit (GRU) [26]を用い，RNN層は L層の Stacked
Bi-directional Gated Recurrent Unit (Stacked Bi-GRU) で構成する．さらに先
行研究 [10, 12]に従って，residual connections [27]を行った．各タイムステップ




gl(hl−1t , hlt−1) (l = odd)
gl(hl−1t , hlt+1) (l = even)
(3.22)





ot = softmax(WohLt + bo) (3.23)





























xt ⊕ xpt (PASA)
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opt = Wpoht + bpo (4.31)
ont = Wnoht + bno (4.32)
gt = σ(Wght + bg) (4.33)
Wpo , Wno , Wg ∈ R4×dh はパラメータ行列，bpo , bno , bg ∈ R4 はバイアス項である．
ht は RNN の最終層の各隠れ層のベクトルである．タスク特有の出力ベクトル
opt , ont はゲート gt によってタスク共有の出力ベクトル ot と結合する．
ct =
{
gt ⊙ ot + (1 − gt) ⊙ opt (PASA)
gt ⊙ ot + (1 − gt) ⊙ ont (ENASA)
(4.34)
ot = softmax(ct) (4.35)






実験データには NAISTテキストコーパス 1.5 [1]を用いた．Tairaら [3]と同様
に，NAISTテキストコーパスの 1月 1日から 11日の記事と 1月から 8月の社説
を学習データに，NAISTテキストコーパスの 1月 12日から 13日の記事と 9月の
社説を開発データに，NAISTテキストコーパスの 1月 14日から 17日の記事と 10










続名詞” を述語単語として扱うように前処理を行った．例えば述語 “報告する” と

















タスク特有 GRUの隠れ層の次元数 d′h 300











表 5.2の 1行目に先行研究のモデルの結果をまとめた．Ouchi+ 17は Ouchiら
[10]のMulti-Seqモデルである．M&I 17はMatsubayashiと Inui [9]のモデルで
ある．M&I 18 は Matsubayashi と Inui [12] の MP-POOL-SELFATT モデルで
ある．
2 行目に提案手法のモデルの結果をまとめた．これらのモデルでは述語と項
の係り受け関係を示す素性は用いていない．Single と Multi-input, Multi-RNN,
Multi-output, Multi-ALLをそれぞれ比較すると，どのモデルでも全体の F値が向
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表 5.2: 評価データにおける述語項構造解析の F1スコア
Dep Zero
Method ALL SD ALL ガ格 ヲ格 ニ格 ALL ガ格 ヲ格 ニ格
Ouchi+ 17 81.42 88.17 88.75 93.68 64.38 47.12 50.65 32.35 7.52
M&I 17 83.50 ±0.17 89.89 91.19 95.18 61.90 51.79 54.69 41.8 17
M&I 18 83.94 ±0.12 90.26 90.88 94.99 67.57 55.55 57.99 48.9 23
Single 83.62 ±0.17 90.09 90.45 94.84 69.77 51.87 54.73 43.48 11.40
Multi-input 83.88 ±0.11 90.27 90.65 95.12 69.86 53.01 55.82 44.68 10.77
Multi-RNN 83.91 ±0.23 90.17 90.58 95.07 67.94 53.31 55.85 45.71 9.97
Multi-output 83.77 ±0.20 90.13 90.68 94.89 68.16 53.93 56.73 43.79 9.45
Multi-ALL 83.82 ±0.10 90.15 90.68 95.06 67.56 53.50 56.37 45.36 8.70
Multi-RNN+DEP 84.55 ±0.11 90.69 91.28 95.25 70.07 51.56 54.29 42.67 1.85
Multi-output+DEP 84.73 ±0.11 90.82 91.46 95.29 70.69 52.29 55.14 42.15 1.81
Multi-ALL+DEP 84.75 ±0.16 90.88 91.40 95.37 71.02 52.35 55.10 42.54 2.32
M&I 17 (ens. of 5) 84.07 90.24 91.59 95.29 62.61 53.66 56.47 44.7 16
M&I 18 (ens. of 10) 85.34 91.26 91.84 95.57 70.8 58.07 60.21 52.5 26
Multi-RNN+DEP (ens. of 5) 85.85 91.61 92.11 95.87 72.63 53.41 55.96 46.10 0
Multi-output+DEP (ens. of 5) 85.83 91.52 92.12 95.69 72.72 54.35 57.02 45.95 0
Multi-ALL+DEP (ens. of 5) 86.01 91.63 92.15 95.80 72.95 54.99 57.84 45.20 0
表 5.3: 評価データにおける事態性名詞の項構造解析の F1スコア
Dep Zero Bunsetsu
Method ALL SD ALL ガ格 ヲ格 ニ格 ALL ガ格 ヲ格 ニ格 ALL ガ格 ヲ格 ニ格
Taira+ 08 on NTC 1.4 68.01 62.46 56.05 36.19 20.46 6.62 78.93 77.96 58.13
Single 66.21 ±0.15 74.64 76.06 74.54 51.28 46.05 49.67 33.36 13.63 78.24 76.67 81.75 48.55
Multi-input 67.89 ±0.42 75.62 76.63 75.78 57.17 49.07 52.81 36.95 19.39 79.35 77.31 83.31 51.03
Multi-RNN 67.96 ±0.44 75.86 76.90 76.33 54.46 48.67 52.18 38.47 18.89 79.08 77.24 82.89 50.93
Multi-output 67.96 ±0.17 76.25 77.18 76.90 54.97 48.74 52.48 36.09 19.64 79.02 77.00 83.04 50.60
Multi-ALL 68.00 ±0.41 75.90 77.16 76.05 53.00 49.66 53.37 37.64 14.46 79.05 77.32 82.61 51.83
Multi-ALL+DEP 67.68 ±0.39 75.95 77.18 76.11 55.26 47.57 51.21 35.14 15.65 79.06 77.44 82.66 51.10
Multi-ALL (ens. of 5) 71.14 78.63 79.66 78.83 58.29 52.49 56.41 39.02 16.42 81.90 80.25 85.21 56.29
Multi-ALL+DEP (ens. of 5) 69.90 77.86 78.89 78.16 58.46 49.36 53.10 36.36 17.23 81.16 79.74 84.57 52.99
上することを示した．その中でも Multi-RNN が Single と比較して全体の F 値で
0.29ポイントの精度向上を示した．Ouchiら [10]やMatsubayashiと Inui [12]は

















表 5.3 の 1 列目に先行研究のモデルの結果をまとめた．Taira+ 08 は Taira ら
[3]のモデルである．このスコアは NAISTテキストコーパス 1.4での実験結果であ
るため，提案手法との厳密な比較はできない．SingleとMulti-input, Multi-RNN,







(a) 社会党 の 山花 貞夫 ・ 新 民主 連合 会長 は 十 七 日 午前 、 新た に 結成 する
新 会派 に 参加 する 同 党 所属 国会 議員 二 十 四 人 の 「 日本 社会党 ・










(c) 私 は 、 紙幣 を 改めて 見る と 、 なるほど 千 円 札 の 左下 に 直径 五 ミリ





(d) ロージズ 博士 は 、 アポ E が 発病 に 果たす 役割 の 解明 に 取り組ん で












表 6.2: 評価データにおける連体修飾に対する述語項構造解析の F1スコア
ALL ガ格 ヲ格 ニ格
Multi-ALL 80.31 83.37 72.16 19.48
Multi-ALL+DEP 81.83 84.67 74.41 28.31
数は文内述語項構造解析の事例数の約 3分の 1ほどであるにも関わらず，事態性名
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