In [10] Rio gave a concise bound for the central limit theorem in the Vaserstein distances, which is a ratio between some higher moments and some powers of the variance. As a corollary, it gives an estimate for the normal approximation of the small jumps of the Lévy processes, and in [5] Fournier applied that to the Euler approximation of Lévy-driven stochastic differential equations. However both results are restricted to one-dimensional case. It will be shown in this article that following Davie's idea in [4] , one can generalise Rio's result to multidimensional case, and the number of moments required is independent of the dimension. Also two different approaches are developed to simulate multidimensional Lévy SDEs: one as a corollary to the central limit bound, the other directly derived from the Lévy-Khinchine formula.
Introduction
Let d, q, q 1 ∈ Z + , a ∈ R q , B ∈ R q×q 1 and Z t be a q-dimensional Lévy process on a bounded interval [0, T ]:
zÑ (dz, ds), (0.1)
where {W t } is a q 1 -dimensional Wiener process, N (dz, ds) is a Poisson random measure independent of {W t }, with intensity ν(dz)ds and compensated measureÑ (dz, ds). Assume the second moment of the Lévy measure R q \{0} |z| 2 ν(dz) < ∞. For a bounded Lipschitz function σ : R d → R d×q , consider the d-dimensional Lévy SDE:
It is known that the standard Euler approximation, with step size h ∈ (0, 1), t k = kh, k ∈ N,
converges with rate 1/2 to the solution of (0.2) in mean-square -see e.g. [8] , [7] and [6] . Although the increments ∆ k := Z t k − Z t k−1 are hard to generate, one may simply ignore the small jumps for some ǫ ∈ (0, 1), and show that the mean-square convergence rate is preserved. However, that is not a very economical way of simulation, as pointed out by Fournier [5] . Indeed, when the small jumps are completely ignored, the expected computational cost
can be considerable large. This happens, for example, when the Lévy measure ν behaves like α-stable near 0, i.e. the following condition holds:
Assumption 0. ∃δ > 0 s.t. ∀0 < |z| δ, the following equivalence holds for some α ∈ (0, 2):
In this case ν({|z| > ǫ}) ≃ ǫ −α , and one has to choose ǫ = h 1/(2−α) to ensure the order 1/2 of mean-square convergence. As a result E ν (h) = O h −1 + h α/(α−2) explodes when α ≈ 2.
As a remedy, one may consider approximating the small jumps (0.4) with a normal random variable. This idea was first brought up by Asmussen and Rosiński [1] . They estimated the difference between the c.d.f of the small jumps Z ǫ 1 and that of the normal distribution, and gave conditions for weak convergence in the Skorohod space. However, their method only works for q = 1. Aiming at the Euler approximation of (0.2), Fournier [5] proved that by adding this normal random variable to the Euler scheme the expected computational cost can be controlled (no explosion of E α (h) near α = 2), while the 1/2 convergence rate is still preserved. However, as pointed out himself, the method is also restricted to the case q = 1.
Such a restriction of dimension only emerged at a key step in [5] (Corollary 4.2), borrowed from a result by Rio [10] (Corollary 4.2) on the central limit theorem. The latter ensures that, for a sequence of i.i.d., mean 0 random variables 1 X i ∈ R and Y m := m −1/2 m i=1 X i for any m ∈ Z + , there is an absolute constant C s.t. where P m denotes the distribution of Y m and W p (·, ·) is the p-Vaserstein (or "Wasserstein") distance. Rio [10] (Theorem 4.1) in fact only assumed the independence of {X i }, but regarding central limit approximations and the simulation of Lévy processes one only considers the i.i.d. case. Apart from the restriction of dimension, Rio's effective W p bounds only apply to p 4. The constant C = C p in (0.5) varies in p and is later optimised in [11] .
The dimensional restriction of Rio's results comes from the fact that in the one-dimensional case the Vaserstein distances between two probability distributions P, Q on R are explicitly given (see Theorem 2.18 and Remark 2.19 in [12] ):
where p 1, F, G are the c.d.f's of P, Q, and F −1 , G −1 are their generalised inverses respectively. For p = 1 there is a further equality W 1 (P, Q) = R |F (x) − G(x)|dx and this relates to the result in [1] . Nevertheless there is no explicit formula for q 2 in general.
This article presents an attempt to handle normal approximation of multi-dimensional small jumps (0.4), giving a positive answer to Fournier's question.
Davie [4] sketched an asymptotic approach via Edgeworth expansion of the density of Y m , and proved (as a corollary to Proposition 2 therein) the rate O(m −1/2 ) under the assumption that all moments of X are bounded. Moreover, he in fact showed a coupling between Y m and the normal distribution perturbed by polynomials. In this article, Section 1 basically follows Davie's approach, but exposit detailed calculations and specify precisely how many moments of X are needed -which turns out to be independent of the dimension q. It also turns out that the result W p bound holds for all even integers p 2.
In Section 2, the central limit bound for W 2 is applied to the normal approximation of the small jumps (0.4). This is done by viewing Z ǫ t as a compound Poisson process. On the other hand, if one only cares about the case where ν satisfies Assumption 0, a direct approach is developed based on the Lévy-Khinchine formula. Both approaches give the desired result.
Finally, it is worth mentioning that, when generating numerical approximations for an SDE, the convergence in W p is equivalent to the strong convergence in the usual sense. The reader is referred to the last section of [3] for a discussion on the contexts where such a substitution holds or fails. Unlike some of the results therein, however, the method to be introduced here is applicable to the simulation of stochastic flows defined by a Lévy SDE, since it only aims at a coupling for the increments
Throughout this article the generic positive constants C · and c · may change their values, with subscripts indicating their dependence of parameters. The notations and indicate inequalities that hold with a factor C q , and ≃ is used when both inequalities hold. The notation ξ Σ always stands for an R q -random variable following N (0, Σ).
Perturbed Normal Approximations
This section follows Davie's asymptotic approach via Edgeworth expansion briefly sketched in [4] , and elaborates each step rigorously. The use of Edgeworth series can be traced in [1] , wherein the authors used the residual of the series for the ad hoc purpose of estimating the difference of the c.d.f's. But aiming at giving a W p bound, one needs to estimate the difference between the densities instead of just c.d.f's. And for that one may first approximate the Fourier transform.
Asymptotic Estimate of the Characteristic Function
Let q ∈ Z + and {X i } be a sequence of i.i.d. R q -random variables with mean 0, covariance Σ and characteristic function χ, and define
Denote by ψ m , f m and P m the characteristic function, density and distribution of Y m , respectively. Then one has asymptotic expansion:
where µ α is the joint cumulant of X α (see Chapter 2 in [2] ). This gives a formal expansion for log
where P k (z) is a polynomial of which each monomial has highest degree 3k and lowest degree k + 2, with the moduli of coefficients at most O(E|X| 3k ). The inverse Fourier transform of (1.1) gives the Edgeworth expansion of the density f m . Detailed derivation can be found in [9] (Chapter VI).
In this section the shorthand notations ε := m −1/2 and P N ε := 1+ N k=1 ε k P k , ∀N ∈ Z + , P ε := P ∞ ε are used, and sub/superscripts ε and m may be frequently interchanged. Also
Lemma 1.1. Suppose the covariance matrix Σ is non-singular, with eigenvalues 0 < λ 1 · · · λ q , and E|X| n+1 < ∞ for a fixed integer n 3. Let β ∈ (0, 1/3) and δ := min{1, λ 1 /κ 3 }. Then for |z| m 1/2 δ, |ψ m (z)| exp − 
where Γ n,β = exp ε 2(n−2)/3 κ n+1 κ n+1 + κ n−1 n exp (n − 2)ε 1−3β κ n .
Proof. For 0 < |s| < δ 1 := (λ q + κ 3 /3) −1/2 ∧ 1 and some s ′ ,
Then for fixed n 3 and some s ′′ , 0 < |s ′′ | < |s| < δ 1 ,
where p α is a polynomial of which each monomial is a product of κ β j j for j, β j ∈ {0, 1 · · · , |α|} and |α| j=1 jβ j = |α|. From this one also sees |µ α | = |∂ α log χ(0)| C |α|,q E|X| |α| .
On the other hand, one claims that ∃δ > 0 s.t. ∀|s| δ, log |χ(s)| − 1 4 s · Σs, given E|X| 3 < ∞. For this, one finds, for |s| < δ < √ 2/ λ q and some s ′ ,
where the inequality log u u − 1, ∀u > 0 is used. By further choosing δ 3λ 1 /(2κ 3 ),
Moreover, one applies the Taylor expansion to the following exponential:
whereP (z) = 0 for n = 3 and otherwise a polynomial of degree n(n − 2), and
for some 0 < |z ′ | < |z|. For |z| m 1/6 = ε −1/3 , one has the following bound:
This can be checked by counting the powers of z inP (z): when n > 3, the monomialp * (z) of the highest degree can be estimated by
Also for 0 < |z| ε −β < ε −1/3 , β ∈ (0, 1/3), one has the following estimate:
Combining with (1.5) we have, for |z| ε −β ,
z·Σz , where in (1.6) the inequality |1 − e u | e |u| |u|, ∀u ∈ C is used. Now with δ ∧ δ 1 fixed, still denoted by δ, for m large one has m β/2 < m 1/2 δ. One may choose, e.g., the δ stated in this lemma. From (1.4) we see |ψ m (z)| exp − 1 4 z · Σz for |z| m 1/2 δ, and therefore the result follows from the assumption that Σ is positive definite.
In order to give a good bound for the integral of (1.2) over all of R q , one may impose on χ the Cramer's condition: lim |s|→∞ |χ(s)| < 1.
As explained in [2] (page 207), if χ satisfies Cramer's condition, then |χ(s)| < 1, ∀s = 0. Also by definition, Cramer's condition can be interpreted as:
Lemma 1.2. Suppose χ satisfies Cramer's condition and R, γ as in (1.7) are explicitly known and set δ = min{1,
Proof. Let N ∈ N + and write χ(N s) = |χ(N s)|e iθ 1 , χ(s) = |χ(s)|e iθ 0 , where θ 1 , θ 0 depend on s. Then, with F being the distribution of X, one gets R q sin(s · x − θ 0 )F (dx) = 0 and
where we have used the inequality | sin(N φ)| N | sin φ|, ∀N ∈ N, φ ∈ R. Meanwhile,
From now on we will frequently use the following bounds: ∀M, c > 0,
where the inverse and the square root of Σ are well-defined since it is positive definite.
Letf m andψ m be the density and characteristic function of the mollified measure P m * θ m , where θ m is a measure with smooth density, still denoted by θ m or θ ε :
for some function 0 h ∈ C ∞ 0 (R q ) supported on the open unit ball and R q h(x)dx = 1. Thus θ ε is a probability density supported on {|x| < ε n+1 } Proposition 1.3. Under the assumptions in Lemma 1.1 and Lemma 1.2, for N ∋ n 3 and m sufficiently large, one has
Proof. Note thatψ m = ψ mθε , and for |z| m 1/2 δ,
z·Σz , and hence by Lemma 1.1 and triangle inequality,
z·Σz , for |z| m β/2 . Also we have for all z ∈ R q ,
Given all the estimates regardingψ m (z) obtained on different domains, write the integral in (1.9) as follows: z·Σz dz
z·Σz |z| 3(n−1) dz
for m sufficiently large. More precisely, for m > δ 2/(1−β) as set in Lemma 1.1 and satisfying max |Σ| 
Coupling between Y m and Perturbed Normal Distributions
Now given the estimate (1.9) one can approximate the densityf m by the inverse Fourier transform
and correspondingly
In fact, assuming Σ is diagonal simply by changing the basis, one can explicitly show that
for some real constants b α , c j , and {H r } are Hermite polynomials of degree r. One may consult [9] (Chapter VI) for the values of c j and b α .
Let P Σ be the set of polynomials S : R q → R s.t. R q S(x)φ Σ (x)dx = 0 and P G be the set of polynomials U : R q → R q s.t. U (x) = ∇u for some polynomial u : R q → R. Lemma 1.4. The real polynomials {Q k } ∞ k=1 uniquely determine a sequence of polynomials
Proof. For any k 1, observe that
Thus Q k ∈ P Σ , ∀k. According to Davie [4] (Lemma 2), the map S : P G → P Σ is a bijection and hence {p k } := S −1 ({Q k }) gives the sequence sought after. The same result also indicates that p 1 , · · · , p N are determined by Q 1 , · · · , Q N only, ∀N ∈ Z + . The claimed property of the density of p N ǫ (ξ Σ ) follows from Proposition 1 in [4] .
Lemma 2 in [4] also gives a general inductive method to find the polynomials p k , which involves solving several first order ODEs. For q = 1 those ODEs are explicitly given in the special-case discussion following that.
Given Lemma 1.4, the polynomials {p k } are good candidates to perturb N (0, Σ) as described in [4] . The following main result ensures that the perturbed normal distribution is close to P m up to a desirable accuracy, and determines the number of moments needed.
Theorem 1.5. Suppose Σ is non-singular and χ satisfies Cramer's condition (1.7). Fix 3 n ∈ Z + and p 2 an even integer. If E|X| p(n−2)+3 < ∞, then for m sufficiently large,
12)
where p k = S −1 (Q k ) by Lemma 1.4 and the coefficient Θ p,n,β,η is defined by (1.18) for any β ∈ (0, 1/3) and η ∈ (0, 1).
Proof. One applies inverse Fourier transform to get, for all x ∈ R q and m sufficiently large,
by Proposition 1.3. Meanwhile ∀p 2,
This can be checked by direct calculation since the X i 's are independent with mean 0 -see [9] (page 60). Also, from the construction of θ ε (1.8), by a change of variables one has
Thus, for any fixed p 2, η ∈ (0, 1), one finds, by virtue of (1.13),
For the integral on the complement {|x| > ε −η/(p+q) }, first note that
while one also observes that
Consider an even integer p 2 for I 4 : if p > n, one may raise the number of terms in the expansion φ Σ Q ε to match the moments of f m , and by virtue of (1.14) and (1.15),
If p n then all moments up to p of f m and φ Σ Q p−2 ε match, and the above bound simply reduces to C p,q E|X| p−1 ε n+1 . Therefore, altogether one arrives at
(n−1) 1
Finally by removing the (n − 2)-th term in Q n−2
one arrives at the following estimate for the Edgeworth approximation, for all n 3,:
Since the smooth measure θ ε is also supported on {x : |x| < ε n−2 }, (1.17) implies that the Edgeworth polynomials {Q k } ⊂ P Σ form an A Σ -sequence for the family of probability measures {P m } m 1 -see Definition 1 in [4] . Then one can use a similar argument as in the proof of Theorem 4 in [4] to get (1.12).
With the polynomials (p k ) = S −1 (Q k ) and p · ε , R · ε defined in Lemma 1.4, the following estimate directly follows from (1.17) by changing the value of n:
Since only the terms up to n − 3 are considered, one can control the excess terms simply by some moments of the normal distribution:
Thus the claimed result follows from the triangle inequality. Remark 1.6. As can be seen from the definition of the coefficient Θ p,n,β,η (1.18), the number of moments of X needed for Theorem 1.5 is independent of the dimension q. 
Application to the Euler Approximation of Lévy SDEs
Consider the d-dimensional SDE (0.2) driven by a q-dimensional Lévy process (0.1). Assume that the Lévy measure ν has finite second moment, and the function σ : R d → R d×q is bounded and Lipschitz. The general case where R q \{0} 1 ∧ |z| 2 ν(dz) < ∞ can be dealt with by a localisation argument as described in [5] (Section 7). It will be shown in this section that the small jumps (0.4) can also be approximated by a normal random variable with order 1, causing no problem to the computational cost at least for ν satisfying Assumption 0.
Normal Approximation of Small Jumps via Central Limit Bound
One can decompose the range of the jumps {0 < |z| ǫ} into countably many annuli and represent the small jumps as a sum:
where Ω r = {2 −r−1 < |z| 2 −r } and r 0 = − log 2 ǫ > 0. Denote ν r := ν(Ω r ). By Lévy-Itō decomposition one knows that
where {X r j } are i.i.d. random variables with covariance matrix Σ X r , and N r t ∼ Poi(tν r ).
Instead of directly working with V r t , one may first consider a general compound Poisson process V t of the form (2.2) with N t ∼ Poi(tµ) on the interval [0, 1]. Expecting µ to be large, one can write
and approximate it by Edgeworth-type polynomials using the same recipe just as before.
With ψ and χ being the characteristic functions of Y and X, one has the following simple relation between the two:
Given this convenient expression, instead of taking the logarithm one may directly apply Taylor expansion to χ and have, instead of (1.1), a formal expansion
whose n − 2-th truncation leads to the same bound as in Lemma 1.1 with µ in place of m and ε = µ −1/2 for |z| µ β/2 , β ∈ (0, 1/3). Note that the P k here are slightly different (in fact simpler): since logarithm is not taken, the cumulants µ α are replaced with just EX α . Also for |z| µ 1/2 δ = µ 1/2 λ 1 /(1 ∨ E|X| 3 ), one still has
Moreover, by imposing Cramer's condition (1.7) on the distribution of X, one can still achieve a similar bound for ψ:
for |z| > µ 1/2 δ. Thus one arrives at virtually the same estimate as in Proposition 1.3, and therefore Theorem 1.5 still holds true for ε = µ −1/2 sufficiently small, and Corollary 1.7 applies with µ in place of m. By a scaling argument one can deduce from (1.19):
where X := Σ −1/2 X X and I is the identity matrix.
Regarding the jump process (2.2), one may apply (2.3) to the scaled jumps X = 2 r X r with the parameter µ = tν r . The X r 's are i.i.d. and have distribution
This implies that Σ X = ν −1 r 2 2r Ωr xx ⊤ ν(dx) and λ j,X = ν −1 r 2 2r λ j,r where λ 1,r , · · · λ q,r are the eigenvalues of Σ r := Ωr xx ⊤ ν(dx). Also notice that
1,X . Thus, if Σ r is non-singular for each r, by (2.3),
1,X exp (tν r )
From this bound one can find a coupling between Z ǫ t and N (0, tΣ ǫ ), Σ ǫ := 0<|x| ǫ xx ⊤ ν(dx), provided that the Lévy measure ν is singular enough near 0.
Theorem 2.1. Suppose 2 r X r satisfies Cramer's condition (1.7) uniformly for all r r 0 . If ∀r r 0 , λ 1,r /λ q,r ≃ 1 and ǫν r is sufficiently large, then ∀t ǫ,
Proof. Note that on Ω r one always has λ q,r trΣ r 2 −2r ν r . Then λ 1,r ≃ 2 −2r ν r and λ 1,X = ν −1 r 2 2r λ 1,r ≃ 1, ∀r r 0 . Since one only applies Corollary 1.7 to 2 r X r , estimate (1.19) holds true for δ = 1/2,γ =γ(R, γ) and for m = ǫν r satisfying (1.11):
(ǫνr) 1/9
1.
Then estimate (2.4) immediately reduces to W 2 V r t , √ tξ Σr C q 2 −r and therefore
When ν behaves like α-stable near the origin, one can show that the conditions in Theorem 2.1 are satisfied. For this one first makes the following observation:
Lemma 2.2. If ν satisfies Assumption 0 and ǫ < δ, then there is a constant γ ′ = γ ′ (q) ∈ (0, 1/2) s.t. ∀|s| π2 r , θ ∈ [−π, π] and ∀r r 0 ,
Proof. Consider the following sets on each of which sin 2 (s · x/2 + θ/2) 1/2:
Each D k is a "stripe" across the annulus Ω r with width π/|s| and equally distanced from each other by π/|s|. This can be seen by rotating so that s lies on one axis. Thus for |s| π2 r there is at least one non-empty D k . With Λ being the Lebesgue measure on R q , the ratio Λ ( k D k ) /Λ(Ω r ) approaches 1/2 by symmetry as |s| → ∞, regardless of the translation θ. Thus the ratio is bounded from below by some γ ′ = γ ′ (q) ∈ (0, 1/2) for all |s| π2 r , and
and the result follows from that I Ωr (s, Proof. One just needs to check that the assumptions in Theorem 2.1 are satisfied. First of all, for α ∈ (1, 2) and ∀r r 0 ,
Then tν r ǫν r ǫ 1−α is sufficiently large when t ǫ and ǫ is sufficiently small. Also one has Σ r+1 ≃ 2 α−2 Σ r , implying that λ 1,r ≃ 2 (r−r 0 )(α−2) λ 1,r 0 . Regarding λ 1,r 0 on the largest annulus Ω r 0 , take any v ∈ R q , |v| = 1 and consider
giving the following lower bound:
Applying this to a corresponding eigenvector gives a lower bound λ 1,r 0 2 −r 0 (2−α) , and hence λ 1,r 2 r(α−2) ≃ 2 −2r ν r and λ 1,r /λ q,r ≃ 1.
Finally, the characteristic function of X = 2 r X r is given by χ(s) = χ r (2 r s). Write χ(s) = |χ(s)| exp(iθ) for some θ ∈ [−π, π] depending on s and r. Then by Lemma 2.2, ∃γ ′ ∈ (0, 1/2) s.t. ∀|s| > π and r r 0 , 1 − |χ(s)| = 1 − |χ r (2 r s)| = ν −1 r I Ωr (s, −θ r s ) 2 −q−α γ ′ , and Cramer's condition for X follows uniformly in r.
A Direct Approach via the Lévy-Khinchine Formula
If ν is assumed to satisfy Assumption 0, then, instead of viewing Z ǫ t as a compound Poisson process and applying central limit theorem, one may directly use the Lévy-Khinchine formula to derive normal approximation.
Denote by ψ ǫ and f ǫ the characteristic function and density function of Z ǫ t , and byψ ǫ andf ǫ those of the scaled processZ
When ν satisfies Assumption 0, one asserts that λ 1,ǫ , λ q,ǫ ≃ ǫ 2−α according to the proof of Corollary 2.4. Thus, directly from the Lévy-Khintchine formula, one can formally expand the characteristic function of the scaled jump process by Edgeworth-type polynomials:
where each P k (z) is a polynomial of which each monomial has highest degree 3k and lowest degree k + 2, with coefficients independent of t and ǫ. This agrees with µ ≃ tǫ −α as shown in the first approach. Note that P 1 contains all the cubic terms in the expansion.
In order to find a coupling between Z ǫ t and N (0, tΣ ǫ ) the following fact is useful: Lemma 2.5. If ν satisfies Assumption 0 with δ > ǫ, then for |z| > πǫ −1 the following bound holds for some c q,α > 0:
Proof. Similar to the proof of Lemma 2.2 consider a slightly different family of sets:
D k := {x : 2kπ + π/2 z · x 2kπ + 3π/2} ∩ {|x| ǫ}, k ∈ Z, on each of which sin 2 (z · x/2) 1/2. They are parallel "stripes" across the ball {|x| ǫ} with width π/|z|, equidistantly away from each other by π/|z|. Since the density of ν is singular at the origin, it suffices to find a subset of k D k where the majority of mass of ν is given. For example, one may only look at the cube inside D 0 closest to the origin with edge width π/|z|. Then one deduces The lower bound above provides convenience for investigating the global behaviour ofψ ǫ since it controls the exponent in (2.6) for z large, as is shown in the proof of the following claim (which agrees with Theorem 2.1):
Theorem 2.6. Suppose the Lévy measure ν satisfies Assumption 0 with α ∈ (1, 2). Then for all even integer p 2 and t ǫ, the following holds for ǫ sufficiently small:
and hence W p (Z ǫ ǫ , N (0, ǫΣ ǫ )) C q ǫ.
Proof. Using the same idea as of the proof of Theorem 1.5, one starts from estimating the difference betweenψ ǫ (z) and the characteristic function of N (0, I) perturbed by the cubic terms P 1 . For |z| t 1/2 ǫ −α/2 with α ∈ (1, 2) and somez ′ ,z ′′ , by Lévy-Khinchine formula, where again the inequality |e u − 1| e |u| |u|, ∀u ∈ C, is used in the second step and the choice t ǫ is considered. For |z| > ǫ (1−α)/2 , we first observe that the following holds for arbitrary large K > 0 provided that ǫ is sufficiently small: 
