We study two communication-efficient algorithms for distributed statistical optimization on large-scale data. The first algorithm is an averaging method that distributes the N data samples evenly to m machines, performs separate minimization on each subset, and then averages the estimates. We provide a sharp analysis of this average mixture algorithm, showing that under a reasonable set of conditions, the combined parameter achieves mean-squared error that decays as O(N −1 + (N/m) −2 ). Whenever m ≤ √ N , this guarantee matches the best possible rate achievable by a centralized algorithm with access to all N samples. The second algorithm is a novel method, based on an appropriate form of bootstrap. Requiring only a single round of communication, it has meansquared error that decays as O(N −1 + (N/m) −3 ), and so is more robust to the amount of parallelization.
I. CONTRIBUTIONS
Many problems in statistical estimation and engineering are based on a form of empirical risk minimization, that is, choosing parameters w for a system by solving
where the function w → f (w; X i ) is a convex function based on data X i . A central challenge in statistical estimation is to design efficient algorithms for solving large-scale problem instances. While recent years have witnessed a flurry of research on distributed approaches to solving large-scale statistical optimization problems [5] , [6] , [2] , [1] , there remains limited understanding of distributed inference algorithms that require less communication while still enjoying the statistical power guaranteed by a large dataset. Perhaps the simplest algorithm for distributed statistical inference is what we term the average mixture (AVGM) algorithm [4] , which is appealingly simple: given m different machines and a dataset of size N = nm, each machine i uses a (distinct) dataset of size n = N/m, computes the empirical minimizer w i on its fraction of the data, then all the parameters w i are averaged across the network. Given a minimization algorithm that works on one machine, the procedure is straightforward to implement and is extremely communication efficient (requiring only one round of communication). It is also relatively robust to failure and slow machines, since there is no repeated synchronization.
More formally, we are given a dataset of N = mn samples i.i.d. according to the initial distribution P , which we divide 
The AVGM procedure operates as follows: for j ∈ {1, . . . , m}, machine j uses its local dataset S 1,j to compute a vector w 1,j ∈ arg min w∈Θ F 1 (w; S 1,j ). These m estimates are then combined by computing the usual average
We also develop a novel extension of simple averaging based on bootstrap resampling [3] , which we refer to as the bootstrap average mixture (BAVGM) approach. In the BAVGM procedure, for a parameter r ∈ [0, 1), each machine j draws a subset S 2,j of size ⌈rn⌉ by sampling uniformly at random from its local data set S 1,j . In addition to computing the empirical minimizer w 1,j based on S 1,j , it also computes the empirical minimizer w 2,j of the function F 2 (w; S 2,j ) = 
We provide a sharp analysis of the AVGM algorithm, showing under appropriate assumptions that E[ w 1 − w * 2 2 ] = O((nm) −1 + n −2 ) = O(N −1 + m 2 /N 2 ), which is the best possible rate. We also prove that the BAVGM algorithm has mean-squared error decaying as E[ w BAVGM − w * 2 2 ] = O((1 + r)m −1 n −1 + n −3 /r) = O((1 + r)N −1 + m 3 /rN 3 ). These rates are minimax optimal and unimprovable, even for centralized procedures.
