Abstract: The quality of dental arch impression has a substantial role in the precision of the intervention. It is traditionally acquired with resins that solidify when in contact with the air. Compared to that method, digital impression gives great advantages and, together with three-dimensional (3D) digitization devices, allows a simplification of the digital impression process. The growing adoption of such systems by a large number of dental clinics determines the need for an in-depth evaluation of the accuracy and the precision of the different systems. The aim of this work is to define a methodology for the evaluation of the accuracy and precision of 3D intraoral and desktop scanning systems, by using volumetric and linear methods. The replica of a tooth was realized with zirconium; afterward, high-accuracy point clouds of the master model were acquired by a coordinate measurement machine (CMM). In this way, the dimensions of the replica were accurately known. An intraoral scanner (I) and three desktops (D1, D2, D3) were then used to scan the replica. The geometry resulting from the CMM was compared with the ones derived from the scanners, using two different commercial programs (Geomagic and 3-Matic) and a custom-developed algorithm (MATLAB). Geomagic showed the mean values to be in a range from 0.0286 mm (D1) to 0.1654 mm (I), while 3-Matic showed mean values from −0.0396 mm (D1) to 0.1303 mm (I). MATLAB results ranged from 0.00014 mm (D1) to 0.00049 mm (D2). The probability distributions of the volumetric error of the measurements obtained with the different scanners allow a direct comparison of their performances. For the results given by our study, the volumetric approach that we adopted appears to be an excellent system of analysis.
Introduction
In the last few years, prosthetic technology was characterized by very important changes in techniques and materials with the introduction of zirconium and lithium disilicate, and intraoral impression techniques [1] [2] [3] [4] . In particular, in the last ten years, the introduction of Computer Aided Design (CAD) and Computer Aided Manufacturing (CAM) systems in dentistry led to several advantages for both clinicians and patients. An important step in prosthetic rehabilitation is represented by a good imprint of the dental arch/dental area, able to accurately replicate the morphology of the oral cavity. In this way, it is possible to obtain a good cast model used by technicians to realize the final rehabilitation and to clearly explain to patients the clinical procedure [4] . The traditional Another way would be to compare the surface resulting from stereolithography (STL) datasets, whose function would be the input for CAD reconstruction. The 3D discrepancies between two surface datasets can be analyzed by superimposition using appropriate inspection software [10] . Any approach for the comparison of acquired geometries passes through the acquisition algorithms, which may be either direct (Procrustes analysis) or, more often, iterative (ICP, iterative closest point). In the bibliography, it is common to use commercial software to compare geometries, whether they come from measuring or mathematical approaches. The purpose of the present work is to evaluate the metrological performances of different 3D scanning systems, both desktop and intraoral, both with classical linear distance methodology and a volumetric error approach proposed by the authors. It has to be noted that the comparison of different intraoral scanning systems is very important for the clinician, among other, more obvious reasons, for choosing the most suitable materials for prosthetic reconstruction (ceramic, metal, zirconia, etc.). The null hypothesis is that there are no significant differences between the digital scanning systems using commercial software or the custom ICP technique.
Materials and Methods

Master Model Molding
The study did not involve human participants, specimens, or samples of vertebrate or vertebrate animals, embryos, or tissues. For this reason, the authors stated that the study did not involve human participants. For this reason, no ethics committee was requested. The authors declare that the full arch imprint obtained as a zirconia master model was acquired by a cast model of an author, granted for the scientific work. Starting from a cast model, an alginate imprint was obtained, and a reference zirconium model was produced. One of the authors with a complete dentition was recruited for a full arch imprinting using silicon material (Elite HD, Zhermack, Badia Polesine, Italy). The impressions were disinfected for 10 min (Impresept, 3M ESPE, Maplewood, NJ, USA) and poured in type IV dental stone (Moldastone CN, Heraeus Kulzer, Wasserburg am Bodensee, Germany).
A first inferior molar with normal anatomical features was obtained from the cast model and identified as the reference model. The choice of a molar was due to its complex morphological characteristics like different cusps, marginal ridges, pits, and fissures. The sixth molar selected was divided and scanned using an optical scanner D7000 (3Shape, Copenaghen, Denmark), obtaining an STL file. The file was processed by a CAM software connected to a milling machine (Zenotec T1, Zenotec limited, Tuam, Ireland). The model made of zirconium (Zenotec ZR Bridge) to ensure high hardness and stability over time was sectioned and milled. These features are fundamental for obtaining reliable measurements using contact measuring systems.
Reference Digitalization
To obtain a reference measurement of the master model, a coordinate measurement machine (CMM) was used to acquire high-accuracy point clouds of the master surface. The machine output is a point cloud describing the surface of the measured object; a feeler pin touching the surface of the object was used to acquire the points. The uncertainty of the CMM was 0.1 µm (Table 1) . At the end of the process, the geometry of the object can be reconstructed using a triangle-based rendering. After several measurements, it was possible to obtain the superficial geometry of the object with triangle-shaped modeling, obtaining an STL (standard triangulated language) file. Due to its high accuracy and high reliability, CMMs are often used in industrial applications for dimensional inspection. The CMM used in this study was manufactured by Brown&Sharpe DEA with a Renishaw touching probe. The metrological features are shown in Table 1 .
Impression Scanning
To evaluate the effectiveness of the proposed methodology, four STL files were created by scanning the model with three desktop scanners: 3Shape D700 (3shape), 5Series (Dental Wing), and Sinergia Scan (Nobil-Metal), and one intraoral scanner: Trios (3Shape). Table 2 shows the different scanners and the abbreviations used in this work. Uncertainty (K = 2), up to 0.1 (µm) MPE P 3.5 ± 1.75 (µm) Gauge error 2.8 (µm) At the end of the process, the geometry of the object can be reconstructed using a triangle-based rendering. After several measurements, it was possible to obtain the superficial geometry of the object with triangle-shaped modeling, obtaining an STL (standard triangulated language) file. Due to its high accuracy and high reliability, CMMs are often used in industrial applications for dimensional inspection. The CMM used in this study was manufactured by Brown&Sharpe DEA with a Renishaw touching probe. The metrological features are shown in Table 1 .
To evaluate the effectiveness of the proposed methodology, four STL files were created by scanning the model with three desktop scanners: 3Shape D700 (3shape), 5Series (Dental Wing), and Sinergia Scan (Nobil-Metal), and one intraoral scanner: Trios (3Shape). Table 2 shows the different scanners and the abbreviations used in this work. All scanners were not capable of providing any information on geometrical features close to the roughness scale; thus, any analysis close to the micrometric scale was not considered in this work [46] [47] [48] [49] [50] .
Data Analysis with Commercial Software
The measurement performed with CMMs was taken as a reference for all the other comparisons. The comparisons were made using commercial software (Geomagic and 3-Matic, Carolina del Nord, NC, USA) and with custom algorithms developed in the MATLAB environment. Each STL file obtained from scans (STL format) was transformed into a point cloud for a comparison with the output of the CMM. The point clouds obtained were compared and analyzed with the ones acquired by two frequently used commercial software: Geomagic (Geomagic Control 2014, 3D Systems, Carolina del Nord, NC, USA) and 3-Matic (3-Matic Analyze-Mimics Innovation Suite, Materialise, Leuven, Belgium).
Geomagic is a set of products for CAD design, 3D scan management, and analytical and statistical inspection. Geomagic Control, part of the Geomagic Suite, is a metrology software platform Uncertainty (K = 2), up to 0.1 (µm) MPE P 3.5 ± 1.75 (µm) Gauge error 2.8 (µm) At the end of the process, the geometry of the object can be reconstructed using a triangle-based rendering. After several measurements, it was possible to obtain the superficial geometry of the object with triangle-shaped modeling, obtaining an STL (standard triangulated language) file. Due to its high accuracy and high reliability, CMMs are often used in industrial applications for dimensional inspection. The CMM used in this study was manufactured by Brown&Sharpe DEA with a Renishaw touching probe. The metrological features are shown in Table 1 .
Impression Scanning
Data Analysis with Commercial Software
The measurement performed with CMMs was taken as a reference for all the other comparisons. The comparisons were made using commercial software (Geomagic and 3-Matic, Carolina del Nord, NC, USA) and with custom algorithms developed in the MATLAB environment. Each STL file obtained from scans (STL format) was transformed into a point cloud for a comparison with the
D3
Sinergia Scan Nobil-Metal 12 µm Uncertainty (K = 2), up to 0.1 (µm) MPE P 3.5 ± 1.75 (µm) Gauge error 2.8 (µm) At the end of the process, the geometry of the object can be reconstructed using a triangle-based rendering. After several measurements, it was possible to obtain the superficial geometry of the object with triangle-shaped modeling, obtaining an STL (standard triangulated language) file. Due to its high accuracy and high reliability, CMMs are often used in industrial applications for dimensional inspection. The CMM used in this study was manufactured by Brown&Sharpe DEA with a Renishaw touching probe. The metrological features are shown in Table 1 .
Impression Scanning
Data Analysis with Commercial Software
The measurement performed with CMMs was taken as a reference for all the other comparisons. The comparisons were made using commercial software (Geomagic and 3-Matic, Carolina del Nord, NC, USA) and with custom algorithms developed in the MATLAB environment. Each STL file obtained from scans (STL format) was transformed into a point cloud for a comparison with the Uncertainty (K = 2), up to 0.1 (µm) MPE P 3.5 ± 1.75 (µm) Gauge error 2.8 (µm) At the end of the process, the geometry of the object can be reconstructed using a triangle-based rendering. After several measurements, it was possible to obtain the superficial geometry of the object with triangle-shaped modeling, obtaining an STL (standard triangulated language) file. Due to its high accuracy and high reliability, CMMs are often used in industrial applications for dimensional inspection. The CMM used in this study was manufactured by Brown&Sharpe DEA with a Renishaw touching probe. The metrological features are shown in Table 1 .
Impression Scanning
Data Analysis with Commercial Software
The measurement performed with CMMs was taken as a reference for all the other comparisons. The comparisons were made using commercial software (Geomagic and 3-Matic, Carolina del Nord, NC, USA) and with custom algorithms developed in the MATLAB environment. Each STL file obtained from scans (STL format) was transformed into a point cloud for a comparison with the All scanners were not capable of providing any information on geometrical features close to the roughness scale; thus, any analysis close to the micrometric scale was not considered in this work [46] [47] [48] [49] [50] .
Geomagic is a set of products for CAD design, 3D scan management, and analytical and statistical inspection. Geomagic Control, part of the Geomagic Suite, is a metrology software platform that enables, among other things, to compare two or more elements providing statistical analysis of the comparison. Mimics Innovation Suite is a suite of biomedical engineering software, for segmentation processes and CAD design. Lastly, 3-Matic is a CAD suite that, apart from designing, allows the analysis and comparison of a couple of items, providing statistical analysis of such a comparison.
Data Analysis with Proposed Algorithm: MATLAB Environment
MATLAB is a programming language that allows the implementation of scripts for a variety of needs. The software also has a huge and constantly updated toolbox library; MATLAB is widely used in the academic world for processing data of any kind.
Each commercial software uses its own tuning set of algorithms for the registration, which leads to different results between them. The tuning of this control is in some cases difficult; to overcome this problem, a MATLAB code, developed by authors in a previous study, was applied to obtain complete control of the algorithms [51] . Specifically [52] [53] [54] [55] [56] , the MATLAB code was based on registration algorithms using an iterative approach (ICP) similar to commercial software. Figure 1 describes the architecture of the developed registration algorithm. The algorithm improves the classic point-to-point ICP registration, introducing point-to-surface distance optimization; thus, the objective function is to minimize the volumetric error. In this case, a volumetric error is considered as the evaluator of the method, instead of the point-to-point distance calculated in commercial software. This volumetric approach is a native three-dimensional description and can be used on point cloud datasets, like the traditional approach widely used in commercial programs.
Statistical Analysis
After the alignment of the two point clouds, the software that we used provided statistical information such as maximum, minimum, and mean of the distances and the related standard This volumetric approach is a native three-dimensional description and can be used on point cloud datasets, like the traditional approach widely used in commercial programs.
After the alignment of the two point clouds, the software that we used provided statistical information such as maximum, minimum, and mean of the distances and the related standard deviation. To verify the repeatability of the full process, a set of 30 measurements were performed for each scanner under analysis. In every measurement, the position of the measured item was changed.
According to the one-way ANOVA, the mean precision values are statistically different among the groups. The results of each acquisition, at p < 0.01, are detailed in Table 3 . The level of significance was α = 0.05. In Tables A1-A4 the results of the statistical analysis over the entire population are reported (Appendix A). 
Results
Comparison of Geometries with Commercial Software
Figures 2 and 3 show the results obtained with Geomagic and 3-Matic. Table 3 shows the results in terms of mean, maximum, and minimum values and standard deviation of distances between points laying on the compared geometries. Columns 1 and 2 report, respectively, the minimum and maximum values; column 3 shows the mean value of medians (when such medians are producible from the software). Columns 4 and 5 show, respectively, the means of the mean values deriving from every single measurement, and the mean values of their standard deviations. The 3-Matic software also gives also median values, but they cannot be compared with Geomagic's values since this software does not provide these results. The mean values and standard deviations calculated with the Geomagic software were 0.0286 mm and 0.0551 mm for the D1 scanner, 0.0388 mm and 0.0428 mm for the D2 scanner, 0.0545 and 0.0863 for the D3 scanner, and 0.1654 mm and 0.1391 mm for the I scanner.
every single measurement, and the mean values of their standard deviations. The 3-Matic software also gives also median values, but they cannot be compared with Geomagic's values since this software does not provide these results. The mean values and standard deviations calculated with the Geomagic software were 0.0286 mm and 0.0551 mm for the D1 scanner, 0.0388 mm and 0.0428 mm for the D2 scanner, 0.0545 and 0.0863 for the D3 scanner, and 0.1654 mm and 0.1391 mm for the I scanner. The mean values and standard deviations calculated with 3-Matic were −0.0396 and 0.094 for the D1 scanner, 0.025 and 0.0441 for the D2 scanner, −0.0269 and 0.0863 for the D3 scanner, and 0.1387 and 0.1303 for the I scanner (all values are expressed in millimeters).
Comparison of Geometries with MATLAB Custom Algorithm Results
As with the commercial software approach, the model was superimposed on the individual scans using the developer tools. Figure 4 shows the overlapping points of clouds for all the scanners. Figure 5 represents the volumetric error calculated with the algorithm proposed, while, in Figure 6 , the volumetric error distribution histograms are reported. Table 4 shows the mean, median, and variance, and the minimum and maximum values of the volumetric errors. Table 4 shows the mean, median, and variance, and the minimum and maximum values of the volumetric errors. The mean volumes and standard deviations calculated with MATLAB were 0.00014156 and 0.00052291 for the D1 scanner, 0.00049597 and 0.00091085 for the D2 scanner, 0.00031453 and 0.0005245 for the D3 scanner, and 0.00020287 and 0.00056518 for the I scanner (all values are defined in mm 3 ). In Figure 7 , the trends of the probabilistic volumetric errors for each used scanner are shown, while Figure 8 shows the box plots of the volumetric errors. 3 ). In Figure 7 , the trends of the probabilistic volumetric errors for each used scanner are shown, while Figure 8 shows the box plots of the volumetric errors. 
Discussion
The growing diffusion of CAD/CAM technologies in dentistry determined the need to obtain simple and reproducible methods to compare digital and conventional impression techniques. This research should start from natural tooth anatomy and from the scanner's capability to capture its geometry, especially in prosthetic rehabilitation. In the last few years, this aspect was analyzed by using linear distance measurements, even if the results showed some variability mainly related to the operator's ability [2, 4, 5, 9, 15, 29, [57] [58] [59] [60] .
In this work, a comparison between the metrological performance of different dental scanners was made, involving the linear distance measurements and volumetric error analysis. Several previous studies used commercial programs to determine the trueness of intraoral scanners. In this, however, an attempt was made to apply a volumetric error analysis to the dental field.
It is interesting to note that the maximum and minimum values of each measurement remain very close to the general mean, showing the absence of major errors in point coordinate measurements due to good characteristics of the measurement devices and to automatic corrections performed by the software while recreating the point clouds. Further investigations about this aspect have to be performed.
The mean values of the point-to-point distance remained of the same order for all three desktop scanners (D1, D2, D3), while we registered a significant worsening for the intraoral scanner (I).
The mean error measured with the I scanner was greater than the D scanners' values with both techniques. The I scanner's standard deviation was higher than the D scanners' values, with a greater measurement dispersion. According to these results, the Metrologic I scanner's performance was lower than the D ones. The results reject the null hypothesis of the study.
Generally, a three-dimensional scanner produces a non-uniform mapping of points in space. This means that each point acquired contributes within the same way for the length, but the volume error depends on the local density of the cloud, where a lower density corresponds to a higher error. The different programs provide users with different sizes and a direct comparison can be made only based on variables common to both programs. From the available data, it is not possible to define which program will outperform the other. For example, it can be noted that, while the spread between maximum and minimum values varies significantly, this leads in some cases to a substantial modification in the statistical distribution of the distances (D1 scanner), while, in other cases, there are no significant changes. Figure 4a shows the good alignment of the point clouds in the occlusal area, while Figures 4b-d show areas where the overlap is not optimal. This is clear in Figure 8 , where there are many measuring points outside the limit. This is mostly due to the presence (in the different 
Generally, a three-dimensional scanner produces a non-uniform mapping of points in space. This means that each point acquired contributes within the same way for the length, but the volume error depends on the local density of the cloud, where a lower density corresponds to a higher error. The different programs provide users with different sizes and a direct comparison can be made only based on variables common to both programs. From the available data, it is not possible to define which program will outperform the other. For example, it can be noted that, while the spread between maximum and minimum values varies significantly, this leads in some cases to a substantial modification in the statistical distribution of the distances (D1 scanner), while, in other cases, there are no significant changes. Figure 4a shows the good alignment of the point clouds in the occlusal area, while Figure 4b -d show areas where the overlap is not optimal. This is clear in Figure 8 , where there are many measuring points outside the limit. This is mostly due to the presence (in the different scans) of elements that have no direct correspondence on the point cloud generated by the CMM. This phenomenon is particularly evident in Figure 4b ,c, where the measured points (in green) do not have a direct correspondence in the CMM scanning.
The software written in MATLAB looks for global optimization, i.e., it tries to find the best possible location even for the points that do not have a correspondence between the two scans, via the minimization of an objective function of the global type. The obtained effect is to introduce an error distributed over the entire volume of measurement. In place of the calculation of the point-to-point distances typically used in commercial software, the approach used by MATLAB aims to minimize point-to-surface distance, which implies the minimization of the volume between the registered areas. This was possible by introducing the metric for the calculation of volumes and using the minimization of volumes as to the objective function for the process of optimization of the registration phase. In the proposed approach, the volumes have to be considered, rather than the distances. Figure 5 shows, in a false color scale, the recording of volumetric errors. As expected, the major errors occur in the lower area of the model where the point clouds deriving from the CMM and the scanner may differ significantly. It is, however, to be noted that the greatest similarity of clouds relative to the scanners 1-4 leads to a lower overall volumetric error, clearly evident in Figure 5a , while Figure 5b ,c show how the diversity of the clouds in the lower area constitutes a mistake of registration also in the coronal area. From Figure 5a , the values were 0.00014156 mm 3 (SD 0.00052291) for the D1 scanner, 0,00049597 mm 3 (SD 0.00091085) for the D2 scanner, 0.00031453 mm 3 (SD 0.00052450) for the D3 scanner, and 0.00020287 mm 3 (SD 0.0005618) for the I scanner. Figure 6 shows the histogram of the local volumetric error distribution. It is evident that the errors are concentrated in the low area abscissa, showing the substantial absence of a bias error. Figure 7 compares the volumetric error probability distributions for measurements performed with the different scanners. For this distribution, it can be observed that D1 and I scanners have a low probability of errors with respect to D2 and D3 scanners.
Using comparative analysis based on linear analysis and volumetric error analysis allows us to obtain an evaluation of the performances of the scanners [61] . In particular, the evaluation based on linear distances deriving from the commercial software shows a lower metrological performance compared to desktop ones. The additional comparison performed with MATLAB demonstrated the same behavior as well, but a direct comparison between the two approaches cannot be easily applied and deserves further analysis.
The limitation of this study is that some investigations must be done regarding the full arch in terms of volumetric analysis.
Conclusions
The following conclusions were drawn: all of the digital impression systems were able to measure the specific tooth structure; each tested system showed different levels of trueness and precision values; commercial programs are reliable methods to analyze accuracy and precision; a different approach based on volumetric error calculation was proposed in addition to classical linear error calculation; the results seem to demonstrate the good reliability of the procedure.
Further studies to validate the volumetric error approach are necessary, as well as its extension to full arch data acquisition. 
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