In this work we present a fast and accurate numerical approach for the higher-order boundary value problems via Bernoulli collocation method. Properties of Bernoulli polynomial along with their operational matrices are presented which is used to reduce the problems to systems of either linear or nonlinear algebraic equations. Error analysis is included. Numerical examples illustrate the pertinent characteristic of the method and its applications to a wide variety of model problems. The results are compared to other methods.
Introduction
A lot of real world applications including hydrodynamics, fluid dynamics, astronomy, astrophysics, beam and long wave theory are modeled by boundary value problems of high order. Due to their importance, these models have been investigated extensively for studying their behavior during the last decade. For example, when heating an infinite horizontal layer of fluid from below with the action of rotation, chandrasekhar [13] proves that instability occurs. When this happens, as overstability, it can be modeled by an eighth order problem. Also, these type of equations which occurs in torsional vibration of uniform beams have been investigated by Bishop et al. [10] . They are often used in the simulation of a lot of physical phenomena such as astrophysics or heat transfer problems which are known to be simulated by a sixth-order boundary value problem [11, 33, 48] . Also, in the modeling of viscoelastic or inelastic flows and deformation of beams, a fourth-order boundary value problem is used to model the effect of these flows or these deformations [15] . Further discussions of fourth, sixth and eighth-order problems are introduced in [7, 31] .
The uniqueness and existence theorems of solutions of such problems are thoroughly discussed in [3] but no numerical methods are contained therein. However, there have been few numerical techniques which treats this types of problems. These methods include collocation methods [5] , finite difference method [12, 14] , sinc Galerkin [20] , non-polynomial spline functions [46] , octic spline functions [47] , quintic spline [33] , Adomian decomposition method [55, 56] , reproducing kernel space method [4] , differential quadrature method [35] , variational iteration method [1, 45] , differential transformation method [22] , Homotopy perturbation method [25, 40, 43] , and the Galerkin residual technique with Bernstein and Legendre polynomials [30] . Recently, El-Gamel and Abdrabou [16] proposed a new approach for solving eight-order boundary value problems via sinc-Galerkin. Each of these methods has it's own advantages and drawbacks.
The aim of this work is to develop a solution of general form of higher-order boundary value problems
subjected to the boundary conditions
where ψ(x, u) and u(x) are both continuous functions.
Over the past few years, Bernoulli polynomials gains an increasing importance in numerical analysis due to many reasons. The efficiency of these polynomials has been formally investigated in [8, 9, 21, 28, 38, 39, [51] [52] [53] and can be used to treat other problems as in [6, 36, 37] . For more details about see [17, 24, 42, 51] and references therein.
To our first knowledge the results that are presented in this work are the first to be introduced for solving high-order boundary value problems using Bernoulli collocation method.
The outline of the paper is organized as follows. In Section 2, we present the basic concepts of these polynomials. In Section 3, Bernoulli collocation method is developed for both linear and nonlinear higherorder boundary value problems. Error analysis of the method is described in Section 4. In Section 5, a residual error correction is made. Some numerical examples are presented in Section 6. Finally, Section 7 is devoted for the conclusion of this study.
Fundamental relations
More detailed discussions about Bernoulli operational matrix can be found in [49, 50, 53] .
Bernoulli operational matrix of differentiation
We will use Bernoulli approximation technique to approximate the solution of Eqs. (1.1)-(1.2) expressed in the following form
where {c n } N n=0 are the unknown Bernoulli coefficients. We choose N which is any chosen positive integer such that N 2r and B n (x), n = 0, 1, . . . , N are the Bernoulli polynomial of the first kind. Then, the Bernoulli coefficient vector c and the Bernoulli vector B(x) are given by
Then we have 
Description of Bernoulli matrix collocation method
We will illustrate our method based on Eq. (1.1) on two cases 3.1. Linear high-order BVP Consider a linear, higher-order BVP of the form
The approximate solution for u(x) is represented by the formula
where the Bernoulli coefficient vector c and the Bernoulli vector B(x) are given
then the k th derivative of u N (x) can be expressed in the matrix from by
The nonhomogeneous term f(x) of Eq. (3.1) can be expressed in terms of Bernoulli polynomials
where F = [f 0 , f 1 , . . . , f N ] t and f n can be calculated from ( [50] )
We need the following theorem. 
Proof. We replace each term in (3.1) with it's approximation defined in (2.1), (3.2) and use the collocation points x = x k defined by
where
The boundary conditions from Eq. (1.2) can be written in matrix form
These conditions can be simplified by writing (3.5) as in the form
We acquire the new augmented matrix by replacing the 2r rows of the matrix (3.4) with (3.6) and obtain the new augmented matrix
Now, we obtain a linear system of N + 1 equations of the N + 1 unknown coefficients. We can calculate those coefficients by solving this linear system. The system (3.7) may be easily solved by a different types of methods including the Q-R method that will be used in this paper.
Nonlinear high-order BVP
In this case we assign the source term ψ(
Then, by substituting x = x k collocation points mentioned in the previous section and the term [u(x)] ν needed to be approximated first. For this, we need the following theorem.
Theorem 3.2 ([18]
). The approximation of the function u ν (x k ), k = 0, 1, 2, . . ., can be represented according to
By substituting the above theorem into Eq. (3.8), we reach the following theorem.
Theorem 3.3.
If the assumed approximate solution of the problem (3.8) is (2.1), then the discrete Bernoulli system is
Proof. If we replace each term of (3.8) with its corresponding approximation given by (2.1) and (2.2) and substituting x = x k collocation points, the matrix form for the above system is
and
Then, by replacing the 2r rows of the augmented matrix [Θ : F] with the matrix representation by the boundary conditions from Eq. (3.5), we have a new augmented matrix in the form
which is a nonlinear system of N + 1 equations in N + 1 unknown coefficients c. We can obtain these coefficients by solving the above nonlinear system using the algorithm mentioned in [18] .
Error analysis
Theorem 4.1 ([49] ). Assume that f ∈ L 2 [0, 1] is enough smooth function and can be approximated by means of Bernoulli series N n=0 f n B n (x), then the coefficients f n for n = 0, 1, . . . N associated with these approximations can be in the form
Proof. See [49] .
Theorem 4.2 ([50]
). Assume that one approximates the function f(x) which is smooth enough on x ∈ [0, 1] by means of Bernoulli polynomials as presented in Theorem 4.1. Then the coefficients f n decays as follows
Proof. See [50] . 
whereF denotes a bound for all the derivatives of the function f(x) (i.e., f (i) (x) ∞ F and for i = 0, 1, 2, . . .) and C is a positive constant.
Proof. See [52] .
Theorem 4.5. Suppose that u(x) be an enough smooth function and u N (x) be the truncated Bernoulli series of u(x). Then,
where G is a positive constant.
Proof. An operator form can be written as
where the differential operator L is given by
The inverse operator L −1 is therefore considered a 2r-fold integral operator defined by
Operating with L −1 on (4.1) yields
By approximating the functions u(x) and F(x) by the Bernoulli polynomials, therefore,
thus, by subtracting the last two equations we find
where L G is the Lipschitz constant for G(x, u(x)), then
Using Theorem 4.4, yields
. This theorem provides that the error of u(x) which will give the desired solution when using enough values of N will depend directly on the approximation of the function f(x).
Residual correction and error estimation
In this section, we will give an error estimation for the Bernoulli collocation method and the residual correction of the Bernoulli approximate solution. For the purpose, we will define the residual function of the Bernoulli method as
where u N (x) which is the Bernoulli polynomial solution defined by the Eq. (2.1) is the approximate solution of the problem in Eq. (3.1) along with it's boundary conditions defined in Eq. (1.2). Hence u N (x) satisfies the problem
Also, we will defineê
, where u(x) is the exact solution of Eq. (3.1) then we define the differential equation for the error as
with the homogenous boundary conditionŝ
Then, the problem will be converted into the following error differential equation aŝ e (2r)
we note that from Eq. (5.2), the inhomogeneous boundary conditions from Eq. (5.1) have been deduced into homogenous boundary conditions. Solving the problem described by Eq. (5.3) as in Section 3.1, we get the approximationê
Here,ĉ n , n = 0, 1, . . . , N are the determinate coefficients from the error problem andê N (x) is the error function based on the residual function N (x). Consequently, we obtain the corrected Bernoulli error function and the estimated error functionê N (x).
Numerical examples
In this section, we will apply our method to four test problems of both linear and nonlinear type which were reported in the literature [19, 23, 26, 27, 29, 34, 41, 44, 54] to demonstrate the efficiency of our technique. Our main interest is to compare our results with other methods on the same problems in order to illustrate the performance of the proposed method. All computations were carried out using Matlab 2015 a on a personal computer. The maximum absolute error can be calculated according to the following equations
Example 6.1 ([34] ). Consider the linear special fourth-order boundary value problem with the constant c in the form
whose exact solution is
We seek the approximate solution u N (x) by Bernoulli series for N = 6 and c = 10 is
Here we have 
Thus, the approximate solution according to Eq. (2.1) is given by
which is close to the exact solution of the problem . Table 1 exhibits the maximum absolute error for different values of c and N. Table 2 shows the comparison of maximum absolute error for different values of c produced by Haar-wavelet in [26] , Differential transformation in [41] , Reproductive Kernel method in [23] , and Bernoulli method.
Also, Figure 1 demonstrates the approximate and exact solution at N = 14 and Figure 2 gives the error history at the same value of N. From theses figures and tables one can conclude that our method obtained highly accurate solutions even when changing the value of the constant c. 
Example 6.2 ([44]
). Now, consider the special form of linear sixth-order boundary value problem with the variable c according to Eq. (1.1) with r = 3 in the form
with the boundary conditions
whose exact solution is u(x) = sinh(x) + x 3 6 + 1. Table 3 gives the maximum absolute error for different values of c and N. 
The absolute error for different values of N is presented in Table 5 . Table 6 exhibits the comparison of maximum absolute error of Adomian method in [29] and Bernoulli method. Bernoulli method, N=16 Adomian Decomposition [29] 8.88178E-16 2.540E-05 The absolute error for different values of N is presented in Table 7 and Table 8 exhibits the comparison of maximum absolute error along with Galerkin method in [54] and Bernoulli method. Also, Figure 3 shows the approximate solution along with the exact solution at N = 14. Bernoulli method, N=16 Galerkin method [54] 6.66134E-16 3.6418E-05 
Conclusion
This paper discusses how Bernoulli matrix collocation method can be applied for obtaining solutions of linear and nonlinear higher-order boundary value problems. Our method is tested on examples along with a comparison with other methods including Matlab command Dsolve [57] . It is shown that Bernoulli collocation method yields good results.
Bernoulli collocation is a simple, straightforward and accurate method that can be used for solving such wide class of similar linear and nonlinear boundary value problems.
