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ABSTRACT
ANOMALY PUZZLE, CURVED-SPACETIME SPINOR
HAMILTONIAN, AND STRING PHENOMENOLOGY
By
Xing Huang
The University of Wisconsin–Milwaukee, 2018
Under the Supervision of Professors Leonard Parker and Luis Anchordoqui
The advent of the Large Hadron Collider (LHC) and the continuing influx of cosmological
data could inject new energy to the relatively quiet field of string theory. Predictions from string
models based on large extra dimensions could be tested in the energy range within the reach of
the LHC or other upcoming experiments. In the first part of this dissertation, we study three
different aspects of string phenomenology.
First, we consider extensions of the Standard Model based on open strings ending on D-
branes, in which gauge bosons exist as strings attached to stacks of D-branes, and chiral matter
as strings stretching between intersecting D-branes. Under the assumptions that the fundamental
string scale is in the TeV range and the theory is weakly coupled, we study the complementary
signals of low mass superstrings at the proposed electron-positron facility (CLIC), in e+e− and
γγ collisions. We examine all relevant four-particle amplitudes evaluated at the center of mass
energies near the mass of lightest Regge excitations and extract the corresponding pole terms.
We show that, in the minimal extension of the Standard Model, γγ → e+e− scattering proceeds
only through a spin-2 Regge state. We estimate that for this particular channel, string scales
as high as 4 TeV can be discovered at the 11σ level with the first fb−1 of data collected at a
center-of-mass energy ≈ 5 TeV. iii
Next, we consider string realizations of the Randall-Sundrum effective theory and explore
the search for the lowest massive Regge excitation of the gluon and of the extra (color singlet)
gauge boson inherent of D-brane constructions. In these curved backgrounds, the higher-spin
Regge recurrences of Standard Model fields localized near the IR brane are warped down to
close to the TeV range and hence can be produced at collider experiments. We make use of four
gauge boson amplitudes evaluated near the first Regge pole to determine the discovery potential
of LHC. We find that with an integrated luminosity of 100 fb−1, the 5σ discovery reach for
pp → dijet can be as high as 4.7 TeV. We also study the ratio of dijet mass spectra at small and
large scattering angles. We show that with the first fb−1 such a ratio can probe lowest-lying
Regge states for masses ∼ 3 TeV.
Finally, we propose that the 3.2σ excess at about 140 GeV in the dijet mass spectrum of W
+ jets reproted by the CDF Collaboration originates in the decay of a leptophobic Z ′ that can be
related to the U(1) symmetries inherent of D-brane models.
In the second part, we discuss several points that may help to clarify some questions that
remain about the anomaly puzzle in N = 1 supersymmetric Yang-Mills theory. The anomaly
puzzle concerns the question of whether there is a consistent way in the quantized theory to
put the R-current and the stress tensor in a single supermultiplet called the supercurrent. It was
proposed that the classically conserved supercurrent bifurcates into two supercurrents having
different anomalies in the quantum regime. The most interesting result we obtain is an explicit
expression for the lowest component of one of the two supercurrents, namely the supercurrent
that has the energy-momentum tensor as one of its components. This lowest component is
an energy-dependent linear combination of two chiral currents, one of those being the lowest
component of the other supercurrent, namely, the R-current. Therefore, we conclude that there
is no consistent way to construct a single supercurrent multiplet that contains the R-current and
the stress tensor in the straightforward way originally proposed. We also discuss and try to
clarify some technical points in the derivations of the two supercurrents in the literature. These
latter points concern the significance of the infrared contributions to the NSVZ β-function and
the role of the equations of motion in deriving the two supercurrents.
iv
In the third part, we investigate the issue that the Dirac Hamiltonian of a spin-12 particle in
a curved background appears to be non-hermitian (with respect to the conserved scalar product)
when the metric is time-dependent. Here, we show that this non-hermiticity results from a time
dependence of the position eigenstates that enter into the Schro¨dinger wave function.
In the fourth and last part of the dissertation, we proposed a new massive gravity theory that
is free of the vDVZ discontinuity. The key to the absence of the discontinuity is to introduce an
extra scalar field with negative kinetic sign.
Co-Major Professor Date
Co-Major Professor Date
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1Chapter 1
Introduction
1.1 D-Brane TeV-Scale String Compactifications
At the time of its formulation and for years thereafter, Superstring Theory was regarded as a uni-
fying framework for Planck-scale quantum gravity and TeV-scale Standard Model (SM) physics.
Important advances were fueled by the realization of the vital role played by D-branes [1] in
connecting string theory to phenomenology [2]. This has permitted the formulation of string
theories with compositeness setting in at TeV scales and large extra dimensions [3] .
Conventional compactification scenarios are now widely familiar. We imagine that in ad-
dition to the four spacetime dimensions we see, with coordinates xµ, there are D − 4 unseen
dimensions with coordinates yµ. The D-dimensional metric takes the form
ds2 = dxµdxµ + gmn(y)dy
mdyn . (1.1.1)
For an illustration, consider type II string theory compactified on a six-dimensional torus T 6,
which includes a Dp-brane wrapped around p− 3 dimensions of T 6 with the remaining dimen-
sions along our familiar (uncompactified) three spatial dimensions. We denote the radii of the
internal longitudinal directions (of the Dp-brane) by R‖i , i = 1, . . . p − 3 and the radii of the
transverse directions by R⊥j , j = 1, . . . 9− p, see Fig. 1. After dimensional reduction the effec-
tive 4-dimensional Planck scale, MPl, is related to the fundamental string scale, Ms, according
to
M2Pl = 8 e
−2φ10 M8s
V6
(2π)6
, (1.1.2)
where
V6 = (2π)
6
p−3∏
i=1
R
‖
i
9−p∏
j=1
R⊥j (1.1.3)
is the volume of T 6 and φ10 = gs is the dilaton controlling the strength of coupling. It follows
that the string scale can be chosen hierarchically smaller than the Planck mass at the expense
of introducing n extra large transverse dimensions felt only by gravity, while keeping the string
coupling small. Note that the coupling of the gauge fields are not enhanced as long as R‖i remain
small,
g−2Dp = (2π)
−1 Msp−3 e−φ10
p−3∏
i=1
R
‖
i . (1.1.4)
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Figure 1 : D-brane set-up with d‖ parallel and d⊥ transverse internal directions. From Ref. [4].
The weakness of the effective 4 dimensional gravity compared to gauge interactions is then
attributed to the largeness of the transverse space R⊥ compared to the string length M−1s .
A distinct property of these D-brane models is that gravity becomes effectively D-dimensional
with a strength comparable to those of gauge interactions at the string scale. Equation (1.1.2)
can be understood as a consequence of the D-dimensional Gauss law for gravity, with
MD =
[
(2π)n
8π g2s
]1/(n+2)
Ms (1.1.5)
the fundamental scale of gravity in D dimensions. Taking Ms ∼ 1 TeV, one finds a size for the
extra dimensions R⊥ ≈ 1030/n−19 m. This relation immediately suggests that n = 1 is ruled
out, because R⊥ ∼ 1011 m and the gravitational interaction would thus be modified at the scale
of our solar system. However, already for n = 2 one obtains R⊥ ∼ 1 mm. This is just the scale
where our present day experimental knowledge about gravity ends, see Fig. 2. All in all, in these
D-brane models gravity appears to us very weak at macroscopic scales because its intensity is
spread in the Universe’s unseen dimensions.
There are two paramount phenomenological consequences for TeV scale D-brane string
physics: the emergence of Regge recurrences at parton collision energies
√
sˆ ∼ Ms, most
distinctly manifest in the γ+jet [9, 10] and dijet [11, 12] spectra resulting from their decay; and
the presence of one or more additional U(1) gauge symmetries, beyond the U(1)Y of the SM.
The latter follows from the property that the gauge group for open strings terminating on a stack
of N identical D-branes is U(N) rather than SU(N) for N > 2. (For N = 2 the gauge group
can be Sp(1) rather than U(2).) In the first part of this Thesis we exploit both these properties
in order to obtain “new physics” signals at collider experiments.
3Figure 2 : Bounds on the fundamental Planck scale MD from: (1) tests of Newton’s law on sub-millimeter scales [5];
(2) bounds on supernova cooling (SN) and neutron star heating (NS) [6]; (3) Tevatron searches for dielectron and
diphoton production via virtual graviton exchange [7]. The uncertainty in the Tevatron bounds corresponds to the
range of brane softening parameter; for details see Ref. [8].
After operating for only few months, with merely 2.9 inverse picobarns of integrated lumi-
nosity, the LHC CMS experiment has recently ruled out Ms < 2.5 TeV by searching for narrow
resonances in the dijet mass spectrum [13]. In fact, LHC has the capacity of discovering strongly
interacting resonances in practically all range up to
√
sLHC [14]. The proper identification of
Regge recurrences, however, may not be straightforward at the LHC and require complementary
data. We will argue that the proposed e+e− and γγ colliders offer an excellent opportunity for
probing string physics.
In Chapter 2, we explore prospects for direct searches of string physics at the Compact LIn-
ear Collider (CLIC). To develop our program in the simplest way, we work within the construct
of a minimal model. In the bosonic sector, the open strings terminating on the (color) U(3)
stack of D-branes contain, in addition to the SU(3) octet of gluons gaµ, an extra U(1) boson
(Cµ, in the notation of [15]), most simply the manifestation of a gauged baryon number sym-
metry. The U(1)Y boson Yµ, which gauges the usual electroweak hypercharge symmetry, is a
linear combination ofCµ, the U(1) boson Bµ terminating on a separate U(1) brane, and perhaps
a third additional U(1) field Xµ sharing a U(2) stack which is also a terminus for the SU(2)L
electroweak gauge bosons Aaµ [16].
Before proceeding, we pause to present our notation. The first Regge excitations of the
gluon (g) and quarks (q) will be denoted by g∗, q∗, respectively. Similarly, the first excitation
of the U(1) gauge bosons will be denoted by C∗, B∗, and X∗. Note that the Cµ (Xµ) has an
anomalous mass which may be less than the string scale. If that is the case, and if the mass of
the C∗ (X∗) is composed (approximately) of the anomalous mass of the Cµ (Xµ) and Ms added
4in quadrature, we would expect only a minor error in our results by taking the C∗ (X∗) to be
degenerate with the other resonances.
Only one assumption is necessary to build up a solid framework: the string coupling must
be small for the validity of perturbation theory in the computations of scattering amplitudes.
In this case, black hole production and other strong gravity effects occur at energies above the
string scale, therefore at least the few lowest Regge recurrences are available for examination,
free from interference with some complex quantum gravitational phenomena.
We examine all relevant four-particle amplitudes evaluated at the center of mass energies
near the mass of lightest Regge excitations and extract the corresponding pole terms. The Regge
poles of all four-point amplitudes, in particular the spin content of the resonances, are com-
pletely model independent, universal properties of the entire landscape of string compactifica-
tions. We show that, in the minimal extension of the SM, γγ → e+e− scattering proceeds only
through a spin-2 Regge state. We estimate that for this particular channel, string scales as high
as 4 TeV can be discovered at the 11σ level with the first fb−1 of data collected at a center-of-
mass energy ≈ 5 TeV. We also show that for e+e− annihilation into fermion-antifermion pairs,
string theory predicts the precise value, equal 1/3, of the relative weight of spin 2 and spin 1
contributions. This yields a dimuon angular distribution with a pronounced forward-backward
asymmetry, which will help distinguishing between low mass strings and other beyond SM sce-
narios.
An interesting generalization of (1.1.1) that respects the (approximate) 4-dimensional Poincare´
invariance we observe in nature arises when the scale of the four-dimensional metric vary de-
pending on the location in the extra dimension,
ds2 = e2A(y)dxµdxµ + gmn(y)dy
mdyn , (1.1.6)
for some function A(y). Such a metric is referred to as warped metric, and the factor exp{2A},
which can be thought of as giving a position-dependent redshift, is known as a warp factor. In
Chapter 3, we explore the search for the lowest massive Regge excitation in warped compacti-
fications. We complement model independent searches of top-production via q∗ excitation [17]
by analyzing tree-level four-point amplitudes relevant to inclusive γ + jet and dijet mass spectra.
We make use of four gauge boson amplitudes evaluated near the first resonant pole to determine
the discovery potential of LHC for g∗ and C∗ excitations. We study the inclusive dijet mass
spectrum in the central rapidity region |yjet| < 1.0 for dijet masses M ≥ 2.5 TeV. We find that
with an integrated luminosity of 100 fb−1, the 5σ discovery reach can be as high as 4.7 TeV.
Observations of resonant structures in pp → direct γ + jet can provide interesting corrobora-
tion for string physics up to 3.0 TeV. We also study the ratio of dijet mass spectra at small and
large (center-of-mass) scattering angles. We show that with the first fb−1 such a ratio can probe
lowest-lying Regge states for masses ∼ 3 TeV.
New gauge bosons with SM like couplings to leptons are constrained by collider searches
to be heavier than about 1 TeV. A Z ′ boson with supressed couplings to leptons, however, can
be much lighter and possess substantial couplings to SM quarks. In Chapter 4, we undertake
a phenomenological study of the previously mentioned U(1) symmetries inherent to D-brane
5
constructions and we show that one of the associated Z ′ gauge bosons can explain the recent
excess in the W + 2 jets final states reported by the CDF Collaboration [18].
1.2 Anomaly Puzzle in N = 1 Supersymmetric Gauge Theories
The anomaly puzzle in N = 1 supersymmetric gauge theories is well known. Classically, a
real superfield, Jµ, called the supercurrent can be constructed [19] and is classically conserved.
The lowest component of this superfield is the R-current. The other components of Jµ are
related to the supersymmetry current Jαµ (where α is a two-component spinor index that labels
the generators of the supersymmetry) and the stress tensor ϑµν through linear transformations.
This construction is related to the fact that these symmetries are elements of the superconformal
algebra.
The anomaly puzzle arises as follows. In an N = 1 SYM (supersymmetric Yang-Mills)
theory, the R-symmetry, which is just a chiral U(1) symmetry (denoted later as U(1)R) has
an anomaly. This chiral anomaly is proportional to the topological invariant, Fµν F˜µν , and can
be expressed in an operator equation. One can try to generalize the operator equation of this
anomaly of the R-symmetry to a supersymmetric form involving Jµ [20, 21, 22, 23, 24, 25].
However, this attempt led to an apparent contradiction. On the one hand, the anomaly of R-
symmetry is known to be exactly of one-loop order because of the Adler–Bardeen theorem
[26, 27]. On the other hand, the trace of the stress tensor, which is another component of
DαJαα˙ should be proportional to the β-function (because the trace is a measure of the breaking
of scale invariance). These two components of DαJαα˙ should be proportional to the same
factor, which would seem to imply that the β-function is exactly of one loop order. However,
explicit perturbative calculations show that there are higher order corrections to the β-function
[28]. Note that there are some subtleties about this formulation of the anomaly puzzle, which
we shall discuss in more detail later. But the problem remains as to whether it is possible to
construct a supercurrent and describe all the anomalies in a single operator equation (valid at all
orders).
There have been various attempted solutions to the anomaly puzzle [29, 30, 31, 32]. In
Grisaru et al, [29, 30], a solution to the anomaly puzzle is given by showing that there are
actually two different supercurrents Jµ. Let us call those two different supercurrents in 4-
dimensional spacetime, J (1)µ and J (2)µ. They are the same classically (meaning at tree level).
One of them, J (1)µ, has the R-current as its lowest component, but the higher components are
no longer the supersymmetry current and stress tensor 1. The anomalous non-conservation of
1After the completion of the current work, we learned that there is new progress in this subject. It is proposed
that [33] there is a supercurrent multiplet (S-multiplet) whose higher components contain the supersymmetry current
and the stress tensor, although not in the simple way as in the original construction of the supercurrent multiplet [19].
Following this line, it has been shown that [34] the multiplet J (1)µ in our notation can be identified (at least for
the case of SQED) as the S-multiplet, and the FZ-multiplet i.e., J (2)µ in our notation, can be obtained from J (1)µ
by adding a superfield. In light of the new work, when we say that the “higher components of J (1)µ are not the
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this supercurrent is proportional to the one-loop β-function. The other supercurrent, J (2)µ, has
the supersymmetry current and stress tensor as its components and has an anomaly proportional
the exact β-function (the so-called NSVZ β-function [35]). In Ensign et al [31], they consider
N = 1 supersymmetric gauge theories including matter fields and extend the construction done
in [29, 30] of the two supercurrents to the case that includes matter.
Although we believe that this “two-supercurrent” scenario is the correct approach to re-
solve the puzzle, there remains some work to be done. This approach appears to depend on
a particular regularization method (the so-called superspace regularization by dimensional re-
duction, henceforth SRDR). The physical properties of the operators in the two supercurrents
are not always easy to see. By studying the SYM with matter, we show, using conventional
dimensional regularization the different physical properties of the lowest components of the two
supercurrents and provide clear evidence for the existence of two supercurrents without relying
on the technique of SRDR. We find that J (2)µ has as its lowest component a current which is a
coupling-dependent linear combination of the R-current and the Konishi current [36, 37]. This
linear combination, which we refer to as R′µ, does not have to satisfy the Adler–Bardeen theo-
rem because of the coupling-dependent mixing coefficient. To avoid any ambiguity, we mention
that we are using the term R-current (and R-symmetry) to describe the U(1) current (denoted
by Rµ) that transforms the gaugino λ, the matter scalar A and the matter spinor ψ according
to the charge ratios of 1 : 23 : −13 . The explicit expression for the lowest component of this
supercurrent J (2)µ had not been written earlier to our knowledge.
The anomaly equation for SYM with matter fields, as given in [32], has a term γD¯2(Φ¯eV Φ)
(where Φ is a chiral superfield) that is responsible for the anomalous dimensions of the matter
fields. This term is not obtained in [31] because they assume that external fields are on-shell.
As we shall see, it is the existence of this term that implies that the lowest component of R′µ is
not the R-current but a mixing (with coupling constant dependent coefficients) of the R-current
and the Konishi current. We perform an explicit calculation (not using SRDR), which is not in
the literature, to obtain the mixing. We also do the calculation using the supersymmetric back-
ground field method and SRDR. The results we obtain from either method agree and give the
γD¯2(Φ¯eV Φ) term. In a word, to take into account the anomalous dimensions, the supercurrent
J (2)µ has to have R′µ instead of Rµ as its lowest component. Obviously, this requirement is
independent of regularization.
As we shall see, the difference between R′µ and Rµ is manifest in a very clear way at the
infrared fixed point, where R′µ becomes an exact chiral symmetry current that is a linear com-
bination of Rµ and the Konishi current. Note that the R′µ charges of various fields also follow
from the unitarity bound. In some sense, only J (2)µ should be called the supercurrent as all
its components are the conserved currents of the superconformal group at the fixed point (while
those of J (1)µ are not). But we will continue to use the term “two supercurrents,” as it is widely
used.
supersymmetry current and the stress tensor,” the reader should interpret this as meaning that the higher components
of J (1)µ are not related to the supersymmetry current and the stress tensor in the straightforward way that the higher
components of J (2)µ are related to them.
7Moreover, there are some technical issues in their construction that we discuss and attempt to
clarify. In [30], the equations of motion (EoM) are applied with the assumption that they vanish
(up to contact terms). However, if one uses the expectation values of the various operators, as
given in [30], then the EoM would seem to have nonvanishing expectation values. We show that
this apparent inconsistency is resolved when one takes into account the non-local contributions.
After that, the expectation values of the bare operators are consistent with the application of the
EoM. In particular, the expectation value, 〈∇αJαα˙〉, of the unrenormalized operator ∇αJαα˙
vanishes as required to by the EoM. More explicitly, the non-local contribution to 〈∇αJαα˙〉 is
opposite in sign to the local contribution, which is proportional to an ǫ dimensional operator 2,
and the two contributions add up to zero in the limit that ǫ→ 0, i.e., in 4 dimensions. As a result,
〈∇αJαα˙〉 does vanish. Then, when we use the renormalization procedure of [29, 30, 31], in
which the contribution proportional to an ǫ dimensional operator is removed by renormalization,
the non-local contribution indeed gives the correct one-loop anomaly. This correct one-loop
anomaly was obtained in [29, 30, 31]. They did not explicitly discuss the role played by the
non-local contributions in their derivation, so the discussion of those terms here may help clarify
the consistency of the construction of the two supercurrents.
Finally, there is another version of the anomaly puzzle, which we believe is relevant but
not equivalent to the one we have just discussed. The nonrenormalization [39] theorem implies
that β-function of the gauge coupling g will only be of one-loop, which agrees with what was
found in the Wilsonian approach to the renormalization group [32]. In the Wilsonian approach,
effective Lagrangians (at different cutoffs) are obtained by integrating over high momenta. The
renormalization group flow then implies that the β-function of the coupling constant is of one-
loop order. But this is again in contradiction with the explicit calculation of [28].
The solution to this second version (in the context of Wilson effective action) of the anomaly
puzzle certainly has nontrivial consequence on the operator form of the anomaly equation. In
Chapter 6, we will review the Wilson effective action approach to the anomaly puzzle and com-
ment on the question of whether the higher-order terms in the β-function are the result of con-
tributions coming from infrared modes of the fields. In [32], they show that the higher-order
terms in the β-function come from the infrared modes. A different way of obtaining the same
β-function is given in [38]. In the latter method, the coupling constant receives its higher-order
corrections from the Jacobian appearing when one rescales the measure [40, 41], and as they
mention in [38], the method does not appear to depend on the infrared modes. By changing
the UV cutoff in the Wilson effective action, we show that the momentum modes above any
arbitrary finite non-zero scale do not give a significant contribution to the Jacobian from which
the multi-loop corrections to the β-function are obtained. This shows that the method used by
[38] does indeed depend on the infrared modes.
In Sec 5.1, we review some basic ideas about the supercurrent and the anomaly puzzle. The
supercurrent is discussed in more detail in the appendix. In Sec 5.2, possible solutions to the
anomaly puzzle in the literature are reviewed and remaining problems are discussed. In Sec 5.3,
we perform an explicit calculation to show that the operator R′µ in the same supermultiplet
2The calculation is performed using dimensional reduction and the dimension is 4− ǫ with ǫ > 0.
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as the supersymmetry current has exactly the properties of what the anomaly equation in [32]
predicts but it generates a U(1) transformation different from the R-symmetry. As a result, this
superfield should be identified as J (2)µ and not as J (1)µ (in the notation defined above). First
we do the calculation using component fields. Then in subsection 5.3.1, we obtain the same
result using the supersymmetric background field method. In subsection 5.3.2, we analyze the
properties of the current R′µ at the non-trivial infrared fixed point of supersymmetric QCD. We
show that R′µ does have the charge ratios to be a non-anomalous current and thus corresponds
to a true symmetry at the fixed point, as it should. In Sec 5.4, we discuss the role of non-local
terms in obtaining the expectation value of the equation of motion and show how such terms
enter into the construction of the two supercurrents.
In Chapter 6, we will study the anomaly puzzle from the view point of Wilson effective
action. We will investigate the significance of infrared contributions to the NSVZ β-function.
In Sec 6.1, the approach by Shifman and Vainshtein, which is based on Wilson effective action,
is reviewed. In Sec 6.2, we also briefly review the calculation by Arkani-Hamed and Murayama
of the β-function using the rescaling Jacobian. In Sec 6.3, we show that the calculations of the
β-function done by Shifman and Vainshtein [32] and by Arkani-Hamed and Murayama [38]
both depend on the infrared modes.
1.3 Hermiticity of Curved-Space Spinor Hamiltonian
In [42] and [43], a one-electron atom was investigated as a probe of the curvature of a general
spacetime. If the curvature near the atom is sufficiently strong, then the spectrum of the atom
can reveal properties of the Riemann tensor at the position of the atom. To calculate the shifts in
the energy eigenvalues of the atom by means of perturbation theory, a conserved scalar product
suitable to the Dirac equation in a general curved spacetime was defined in [42]. This scalar
product was based on a generally covariant current introduced by Bargmann [44] in developing
the theory of the curved-spacetime Dirac equation obtained by Schro¨dinger [45]. The Hamil-
tonian for the one-electron atom was found in [42] directly from the curved-spacetime Dirac
equation. Assuming that the rate of change of the spacetime curvature in the vicinity of the
atom was negligible relative to the transition rates associated with the atom, that Hamiltonian
was found to be hermitian with respect to the conserved scalar product, and the shifts in the
energy eigenvalues were obtained in terms of the Riemann tensor at the position of the atom.
In [42], it was also found that if the time dependence of the metric can not be neglected,
then the expression for the Hamiltonian coming directly from the curved-spacetime Dirac equa-
tion will violate hermiticity in a specific way. This raises the questions: Why does this non-
hermiticity arise, and is there an hermitian Hamiltonian for a general curved spacetime having
non-neglible time dependence?
Here, we show how to generalize the Hamiltonian of [42] so that it becomes exactly hermi-
tian without neglecting the time-dependence of the metric. The key is to consider the Hilbert
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space structure of the quantum mechanics of the Dirac electron. We find that the problem with
hermiticity that arises when the metric is varying with time results from a subtle time depen-
dence of the basis states |x〉 (i.e., the eigenstates of position). Once this subtlety is taken into
account, we are able to obtain an expression for the Hamiltonian of the Dirac fermion that is
exactly Hermitian in a general curved spacetime having an arbitrary space- and time-dependent
metric.
The results found in [42] for the perturbed spectrum of the atom are not affected, but now it
is possible to explore by means of perturbation theory in curved spacetime quantum mechanical
effects on bound systems, such as molecules and atoms, that may result from significant time-
dependence of the Riemann tensor. It would be interesting to determine if such effects could be
observed.
1.4 Massive Gravity
It has been known for more than 30 years that the linearized theory [46] of a massive graviton,
no matter how small the graviton mass, would predict values for the perihelion precession of
planets, and the bending of light by the sun, that differ [47, 48, 49] by an observable value
from the confirmed predictions of general relativity. This is the well-known Van Dam-Veltman-
Zakharov (vDVZ) discontinuity. It has been suggested [50] that the full nonlinear theory of
massive gravity may overcome this difficulty. It can be shown [51, 52, 53] and [54] that in
Anti-de Sitter space and in de Sitter space one can formulate a massive graviton theory that
approaches general relativity in the massless limit.
A massive linearized graviton of spin-2 has 5 degrees of freedom. One (the scalar one) of
the extra degrees of freedom affects the coupling of the graviton to matter in a way that does not
vanish in the limit of vanishing graviton mass [55].
In [56], Arkani-Hamed et al. constructed a covariant massive gravity theory. We will refer
to their theory as AGS theory. It is shown that the vDVZ discontinuity remains in the linearized
form of this theory.
Note that all the theories of massive graviton mentioned above have what is called a Fierz-
Pauli mass term [46], which is the only possible form that is free of any ghost or tachyon. If this
constraint is released, the vDVZ discontinuity disappears. In a theory [57] [58] with GR coupled
to a ghost, gravity effectively becomes massive via the coupling with the ghost. This theory has
been suggested as being in agreement with observation and possibly giving the acceleration of
the universe. Intuitively, the ghost cancels the extra degree of freedom from massive graviton
that survives the massless limit.
Motivated by this fact, we try to construct a massive gravity that is free of vDVZ disconti-
nuity by introducing a ghost. Here, we take a different approach. We assume that the linearized
massive graviton must be part of a larger theory involving additional fields that bring the theory
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into agreement with observation in the limit of vanishing graviton mass. Because the observa-
tional tests occur in the low energy limit, we can look only at the low-energy effective theory of
the additional sector of the theory. We show that the simplest way to achieve our goal of agree-
ment with observation is to introduce an effective scalar field that at low energies behaves like
a single classical scalar field. This low-energy classical field is able to give agreement with the
classical tests of general relativity if it couples to matter in a specified way, and if its low-energy
effective Lagrangian has a negative kinetic energy term. Such a field has already been consid-
ered in the classical context, unrelated to a massive graviton, by Caldwell and others [59], as a
means of explaining the acceleration of the expansion of the universe. Its non-standard negative
kinetic energy was shown to give an effective equation of state with w = p/ρ < −1 and to lead
to an acceleration of the expansion of the universe. Here we connect the mass of the graviton to
the value of w.
Our approach employs an effective Lagrangian, but purposely leaves open the question of
what the fundamental theory looks like. There is no agreement on what the complete theory
actually is, so we take an agnostic approach. Therefore, we do not specify a particular magnitude
of the cut-off scale for the effective field theory. As we show later, one can certainly use the
results for either the phantom field sector [60] or the massive graviton sector [56] to put an
upper bound on the cutoff (in energy scale). Note that the former is based on phenomenological
consideration.
In Sec 8.1, we review the vDVZ discontinuity in a non-covariant massive gravity theory with
Fierz-Pauli mass term. This Fierz-Pauli theory is formulated on a flat background spacetime,
which is invariant under Lorentz transformations, but not under general coordinate transforma-
tions. In Sec 8.2, we review the covariant massive gravity introduced in [56]. In subsection 8.2.2,
we compute explicitly the gauge-fixed massive graviton propagator that is not given in the origi-
nal paper [56]. With the use of this propagator, one can see that the vDVZ discontinuity persists
in this theory. In Sec 8.3, we attempt to construct a massive gravity theory with ghost. Such a
theory is free of the vDVZ discontinuity but its vacuum is unstable just like any other theories
with ghost. We also summarize some of the results in the literature about the instability of ghost
theories and determine an upper bound on the magnitude of the cut-off scale required for the
effective theory to be in agreement with observation.
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Part I:
String Phenomenology
12
Chapter 2
Searching for String Resonances at the
Compact LInear Collider
If the fundamental mass scale of superstring theory is as low as few TeV, the massive modes
of vibrating strings, Regge excitations, will be copiously produced at the LHC. We discuss
the complementary signals of low mass superstrings at the proposed electron-positron facility
(CLIC), in e+e− and γγ collisions. We examine all relevant four-particle amplitudes evalu-
ated at the center of mass energies near the mass of lightest Regge excitations and extract the
corresponding pole terms. The Regge poles of all four-point amplitudes, in particular the spin
content of the resonances, are completely model independent, universal properties of the en-
tire landscape of string compactifications. We show that, in the minimal extension of the SM,
γγ → e+e− scattering proceeds only through a spin-2 Regge state. We estimate that for this
particular channel, string scales as high as 4 TeV can be discovered at the 11σ level with the
first fb−1 of data collected at a center-of-mass energy ≈ 5 TeV. We also show that for e+e− an-
nihilation into fermion-antifermion pairs, string theory predicts the precise value, equal 1/3, of
the relative weight of spin 2 and spin 1 contributions. This yields a dimuon angular distribution
with a pronounced forward-backward asymmetry, which will help distinguishing between low
mass strings and other beyond the standard model scenarios. The ideas discussed in this Chapter
have been published in [61].
2.1 Standard Model from intersecting D-branes
The SM is a spontaneously broken Yang-Mills theory with gauge group
SU(3)C × SU(2)L × U(1)Y . (2.1.1)
Matter in the form of quarks and leptons (i.e. SU(3)C triplets and singlets, respectively) is
arranged in three families (i = 1, 2, 3) of left-handed fermion doublets (of SU(2)L) and right-
handed fermion singlets. Each family i contains chiral gauge representations of left-handed
quarks Qi = (3, 2)1/6 and leptons Li = (1, 2)−1/2 as well as right-handed up and down quarks,
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Ui = (3, 1)2/3 and Di = (3, 1)−1/3, respectively, and the right-handed lepton Ei = (1, 1)−1.1
The neutrino is part of the left-handed lepton representation Li and does not have a right-handed
counterpart.
The electroweak subgroup SUL(2)×UY (1) is spontaneously broken to the electromagnetic
U(1)em by the Higgs doublet H = (1, 2)1/2 which receives a vacuum expectation value v 6= 0
in a suitable potential. In the process of spontaneous symmetry breaking quarks and leptons
receive masses due to their Yukawa coupling to the Higgs. Three of the four components of the
complex Higgs are ‘eaten’ by the W± and Z0 bosons, which are superpositions of the gauge
bosons Aaµ of SU(2)L and Bµ of U(1)Y ,
W±µ =
1√
2
A1µ ∓
i√
2
A2µ and Z
0
µ = cos θW A
3
µ − sin θW Bµ , (2.1.2)
with masses respectively M2W = παv2/ sin2 θW , M2Z = M2W/ cos2 θW , and α ≃ 1/128 at
Q2 = M2W . The fourth vector field, Aµ = sin θW A3µ + cos θW Bµ, persists massless and
the remaining Higgs component is left as a U(1)em neutral real scalar. (For further details see,
e.g. [62].)
The study of electron positron scattering at the Large Electron Positron (LEP) collider, to-
gether with additional measurements from other experiments, in particular those at Stanford
Linear Collider (SLC) and at the Tevatron, have allowed for tests of the SM with unprecedented
accuracy, including some observables beyond even one part in a million [63]. The measured
values MW ≃ 80.4 GeV and MZ ≃ 91.2 GeV fix the weak mixing angle at sin2 θW ≃ 0.23
and the Higgs vacuum expectation value at 〈H〉 = v ≃ 172 GeV.
One of the most challenging problems in high energy physics today is to find out what is
the underlying theory that completes the SM. Despite its remarkable success, the SM is incom-
plete with many unsolved puzzles – the most striking one being the huge disparity between the
strength of gravity and of the SM forces. This hierarchy problem suggests that new physics
could be at play at the TeV-scale, and is arguably the driving force behind high energy physics
for several decades. The non-zero vacuum expectation value of the scalar Higgs doublet con-
densate sets the scale of electroweak interactions. However, due to the quadratic sensitivity
of the Higgs mass to quantum corrections from an arbitrarily high mass scale, with no new
physics between the energy scale of electroweak unification and the vicinity of the Planck mass
(MPl ≈ 1019 GeV) the Higgs mass must be fine-tuned to an accuracy of O(1032). The tra-
ditional view is to adopt MPl as the fundamental scale and attempt to derive v through some
dynamical mechanism (e.g. renormalization group evolution). In recent years, however, a new
framework with a diametrically opposite viewpoint has been proposed, in which v is instead the
fundamental scale of nature [64]. D-brane string compactifications with low string scale and
large extra dimensions allow a definite representation of this innovative premise [3].
TeV-scale superstring theory provides a brane-world description of the SM, which is local-
ized on D-branes extending in p + 3 spatial dimensions [65, 66]. Gauge interactions emerge as
excitations of open strings with endpoints attached on the D-branes, whereas gravitational inter-
actions are described by closed strings that can propagate in all nine spatial dimensions of string
1The hypercharge Y is shown as a subscript of the SU(3)C × SU(2)L gauge representation (A,B).
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theory (these comprise parallel dimensions extended along the (p + 3)-branes and transverse
dimensions). The apparent weakness of gravity at energies below a few TeV can then be un-
derstood as a consequence of the gravitational force “leaking” into the transverse large compact
dimensions of spacetime. This is possible only if the intrinsic scale of string excitations is also
of order a few TeV. Should nature be so cooperative, a whole tower of infinite string excitations
will open up at this low mass threshold, and new particles of spin J follow the well known
Regge trajectories of vibrating strings: J = J0 + α′M2s , where α′ is the Regge slope parameter
that determines the fundamental string mass scale
Ms =
1√
α′
. (2.1.3)
The basic unit of gauge invariance for D-brane constructions is a U(1) field, and so one
can stack up N identical D-branes to generate a U(N) theory with the associated U(N) gauge
group. Gauge bosons are due to strings attached to stacks of D-branes and chiral matter due to
strings stretching between intersecting D-branes [2]. Each of the two strings endpoints carries
a fundamental charge with respect to the stack of branes on which it terminates. Mater fields
carry quantum numbers associated with bifundamental representations.
While the existence of Regge excitations is a completely universal feature of string theory,
there are many ways of realizing SM in such a framework. Individual models utilize various
D-brane configurations and compactification spaces. They may lead to very different SM exten-
sions, but as far as the collider signatures of Regge excitations are concerned, their differences
boil down to a few parameters. The most relevant characteristics is how the U(1)Y hypercharge
is embedded in the U(1)s associated to D-branes. One U(1) (baryon number) comes from the
“QCD” stack of three branes, as a subgroup of the U(3) group that contains SU(3) color but
obviously, one needs at least one extra U(1). In D-brane compactifications, hypercharge always
appears as a linear, non-anomalous combination of the baryon number with one, two or more
U(1)s. The precise form of this combination bears down on the photon couplings, however the
differences between individual models amount to numerical values of a few parameters. In order
to develop our program in the simplest way, we work within the construct of a minimal model
in which the color stack a of three D-branes are intersected by the (weak doublet) stack b and
by one (weak singlet) D-brane c [16]. For the two-brane stack b, there is a freedom of choosing
physical state projections leading either to U(2)b or to the symplectic Sp(1) representation of
Weinberg-Salam SU(2)L [15].
In the bosonic sector, the open strings terminating on QCD stack a contain the standard
SU(3) octet of gluons gaµ and an additional U(1)a gauge boson Cµ, most simply the mani-
festation of a gauged baryon number symmetry: U(3)a ∼ SU(3) × U(1)a. On the U(2)b
stack the open strings correspond to the electroweak gauge bosons Aaµ, and again an additional
U(1)b gauge field Xµ. So the associated gauge groups for these stacks are SU(3) × U(1)a,
SU(2)L × U(1)b, and U(1)c, respectively. We can further simplify the model by eliminat-
ing Xµ; to this end instead we can choose the projections leading to Sp(1) instead of U(2)b
[15]. The U(1)Y boson Yµ, which gauges the usual electroweak hypercharge symmetry, is a
linear combination of Cµ, the U(1)c boson Bµ, and perhaps a third additional U(1) gauge field,
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Table 1 : Chiral fermion spectrum of the U(3)a × Sp(1)L × U(1)c D-brane model.
Name Representation QU(3) QU(1) QY QY
Ui (3¯, 1) −1 1 −23 −4
Di (3¯, 1) −1 −1 13 2
Li (1, 2) 0 1 −12 −3
Ei (1, 1) 0 −2 1 6
Qi (3, 2) 1 0
1
6 1
Xµ. The fermionic matter consists of open strings located at the intersection points of the three
stacks. Concretely, the left-handed quarks are sitting at the intersection of the a and the b stacks,
whereas the right-handed u quarks comes from the intersection of the a and c stacks and the
right-handed d quarks are situated at the intersection of the a stack with the c′ (orientifold mir-
ror) stack. All the scattering amplitudes between these SM particles, which we will need in the
following, essentially only depend on the local intersection properties of these D-brane stacks.
(For further details see, e.g. [67].)
The chiral fermion spectrum of the U(3)a × Sp(1) × U(1)c D-brane model is given in
Table 1. In such a minimal D-brane construction, if the coupling strength of Cµ is down by root
six when compared to the SU(3)C coupling ga, the hypercharge QY ≡ 16QU(3)− 12QU(1) is free
of anomalies. Namely, the mixed anomaly (gauge and gravitation, with external gauge current
Jλ, and stress energy-momentum tensors Tµν , Tηρ) is given by
Tr
[
QY
]
= 3(−4) + 3(2) + 2(−3) + 6 + 6
= −12 + 6− 6 + 6 + 6 (2.1.4)
= 0,
whereas the chiral anomaly (with three external gauge currents, Jµ, Jν , Jρ) reads
Tr
[
(QY )
3
]
= 3(−4)3 + 3(23) + 2(−3)3 + 63 + 6
= −192 + 24− 54 + 216 + 6 (2.1.5)
= 0 .
However, the QU(3) (gauged baryon number) is anomalous. This anomaly is canceled by the
f-D version [68] of the Green-Schwarz mechanism [69]. The vector boson Y ′µ, orthogonal to the
hypercharge, must grow a mass in order to avoid long range forces between baryons other than
gravity and Coulomb forces. The anomalous mass growth allows the survival of global baryon
number conservation, preventing fast proton decay [70].
In the U(3)a ×Sp(1)L ×U(1)c D-brane model, the U(1)a assignments are fixed (they give
the baryon number) and the hypercharge assignments are fixed by SM. Therefore, the mixing
angle θP between the hypercharge and the U(1)a is obtained in a similar manner to the way the
Weinberg angle is fixed by the SU(2)L and the U(1)Y couplings (gb and gY , respectively) in
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the SM. The Lagrangian containing the U(1)a and U(1)c gauge fields is given by
L = gc Bˆµ JµB +
ga√
6
Cˆµ J
µ
C (2.1.6)
where
Bˆµ = cos θP Yµ + sin θP Y
′
µ and Cˆµ = − sin θP Yµ + cos θP Y ′µ (2.1.7)
are canonically normalized, and gc is the coupling strength of the U(1)c gauge field. Substitution
of these expressions into (2.1.6) leads to
L = Yµ
(
gc cos θPJ
µ
B −
ga√
6
sin θPJ
µ
C
)
+ Y ′µ
(
gc sin θPJ
µ
B +
ga√
6
cos θPJ
µ
C
)
, (2.1.8)
with gc cos θP JµB − 1√6 ga sin θP J
µ
C = gY J
µ
Y . We have seen that the hypercharge is anomaly
free if JY = 16 J
µ
C − 12 JµB , yielding
gc cos θP =
1
2
gY and
ga√
6
sin θP =
1
6
gY . (2.1.9)
From (2.1.9) we obtain the following relations
tan θP =
√
2
3
gc
ga
,
(
gY
2gc
)2
+
(
1√
6
gY
ga
)2
= 1, and
1
4g2c
+
1
6g2a
=
1
g2Y
. (2.1.10)
We use the evolution of gauge couplings from the weak scale MZ as determined by the one-loop
beta-functions of the SM with three families of quarks and leptons and one Higgs doublet,
1
αi(M)
=
1
αi(MZ)
− bi
2π
ln
M
MZ
; i = a, b, Y, (2.1.11)
where αi = g2i /4π and ba = −7, bb = −19/6, bY = 41/6. We also use the measured values of
the couplings at the Z pole αa(MZ) = 0.118± 0.003, αb(MZ) = 0.0338, αY (MZ) = 0.01014
(with the errors in αb,Y less than 1%) [63]. Running couplings up to 3 TeV, which is where the
phenomenology will be, we get κ ≡ sin θP ∼ 0.14. When the theory undergoes electroweak
symmetry breaking, because Y ′ couples to the Higgs, one gets additional mixing. Hence Y ′ is
not exactly a mass eigenstate. The explicit form of the low energy eigenstates Aµ, Zµ, and Z ′µ
is given in [71].
In the U(3)a × U(2)b × U(1)c D-brane model, the hypercharge is given by
QY = caQU(3) + cbQU(2) + ccQU(1). (2.1.12)
Note that we have, in the covariant derivative Dµ,
Dµ = ∂µ − igcBµQU(1) − i
gb
2
XµQU(2) − i
ga√
6
CµQU(3). (2.1.13)
We can define Yµ and two other fields Y ′µ, Y ′′µ that are related to Cµ,Xµ, Bµ by a orthogonal
transformation O defined as 
Y
Y ′
Y ′′
 = O

C
X
B
 .
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Table 2 : Chiral fermion spectrum of the U(3)a × U(2)b × U(1)c D-brane model (case I).
Name Representation QU(3) QU(2) QU(1) QY
Ui (3¯, 1) −1 0 0 −23
Di (3¯, 1) −1 0 1 13
Li (1, 2) 0 1 −1 −12
Ei (1, 1) 0 0 1 1
Qi (3, 2) 1 1 0
1
6
In order for Yµ to have the hypercharge QY as in Eq. (2.1.12), we need,
Cµ =
√
6cagY
ga
Yµ + . . . , Xµ =
2cbgY
gb
Yµ + . . . , Bµ =
ccgY
gc
Yµ + . . . . (2.1.14)
where gY is given by
1
g2Y
=
6c2a
g2a
+
4c2b
g2b
+
c2c
g2c
. (2.1.15)
The field Yµ then appears in the covariant derivative with the desired QY ,
Dµ = ∂µ − igY YµQY + . . . . (2.1.16)
The ratio of the coefficients in Eq. (2.1.14) is determined by the form of Eq. (2.1.12) and
Eq. (2.1.13). More explicitly, only with such ratio, we can have QY in Eq. (2.1.16). The value of
gY is determined so that the coefficients in Eq. (2.1.14) are components of a normalized vector
so that they can be a row vector of O. The rest of the transformation (the ellipsis part) involving
Y ′, Y ′′ is not necessary for our calculation. The point is that we now know the first row of the
matrix O and hence we can get the first column of OT , which gives the expression of Yµ in
terms of Cµ,Xµ, Bµ,
Yµ =
√
6cagY
ga
Cµ +
2cbgY
gb
Xµ +
ccgY
gc
Bµ. (2.1.17)
This is all we need when we calculate the interaction involving Yµ; the rest of O, which tells
us the expression of Y ′, Y ′′ in terms of C,X,B is not necessary for the moment. For later
convenience, we define κ, η, ξ as
Yµ = κCµ + ηXµ + ξBµ ; (2.1.18)
therefore
κ =
√
6cagY
ga
, η =
2cbgY
gb
, ξ =
ccgY
gc
. (2.1.19)
We pause to summarize the degree of model dependency stemming from the multiple U(1)
content of the minimal model containing 3 stacks of D-branes. First, there is an initial choice to
be made for the gauge group living on the b stack. This can be either Sp(1) or U(2). In the case
of Sp(1), the requirement that the hypercharge remains anomaly-free was sufficient to fix its
U(1)a and U(1)c content, as explicitly presented in Eqs. (2.1.9) and (2.1.10). Consequently, the
fermion couplings, as well as the mixing angle θP between hypercharge and the baryon number
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gauge field are wholly determined by the usual SM couplings. The alternative selection – that of
U(2) as the gauge group tied to the b stack – branches into some further choices. This is because
the QU(3)a , QU(2)b , QU(1)c content of the hypercharge operator is not uniquely determined by
the anomaly cancelation requirement. In fact, as seen in [16], there are 5 possibilities. This
final choice does not depend on further symmetry considerations; in Ref. [16] it was fixed (ca =
2/3, cb = 1/2, cc = 1) by requiring partial unification (ga = gb) and acceptable value of
sin2 θW at string scales of 6 to 8 TeV. The chiral fermion spectrum of the U(3)a×U(2)b×U(1)c
for such a choice of parameters is summarized in Table 2. In Chapter 4 a different choice
will be made (ca = −2/3, cb = 1, cc = 0 ) to explain the CDF anomaly [18]. Clearly the
mixing possibilities within the U(1)a × U(1)b × U(1)c serve to introduce a discrete number
of phenomenological ambiguities. This contrasts strongly with the case where all the scattering
evolves on one brane (e.g., the a stack on the color brane, which serves as the locale for stringy
dijet processes at LHC. [11]).
In principle, in addition to the orthogonal field mixing induced by identifying anomalous
and non-anomalous U(1) sectors, there may be kinetic mixing between these sectors. In our
case, however, since there is only one U(1) per stack of D-branes, the relevant kinetic mixing is
betweenU(1)’s on different stacks, and hence involves loops with fermions at brane intersection.
Such loop terms are typically down by g2i /16π2 ∼ 0.01 [72]. Generally, the major effect of the
kinetic mixing is in communicating SUSY breaking from a hidden U(1) sector to the visible
sector, generally in modification of soft scalar masses. Stability of the weak scale in various
models of SUSY breaking requires the mixing to be orders of magnitude below these values [72].
For a comprehensive review of experimental limits on the mixing, see [73]. Moreover, the
model discussed in the present work does not have a hidden sector– all our U(1)’s (including
the anomalous ones) couple to the visible sector.2 In summary, kinetic mixing between the
non-anomalous and the anomalous U(1)’s in our basic three stack model will be small because
the fermions in the loop are all in the visible sector. In the absence of electroweak symmetry
breaking, the mixing vanishes.
The scattering amplitudes involving four gauge bosons as well as those with two gauge
bosons plus two leptons do not depend on the compactification details of the transverse space [75].
The only remnant of the compactification is the relation between the Yang-Mills coupling and
the string coupling. We take this relation to reduce to field theoretical results in the case where
they exist, e.g., gg → gg. Then, because of the require correspondence with field theory, the
phenomenological results are independent of the compactification of the transverse space. How-
ever, as we discuss in Chapter 3, a different phenomenology would result as a consequence of
warping one or more parallel dimensions. Four gauge boson amplitudes will be particularly
useful for testing low mass strings in γγ collisions.
On the other hand, the amplitudes involving four fermions, including e+e− → e+e−,
e+e− → µ+µ− and e+e− → qq¯ (in general, e+e− → FF¯ , where FF¯ is a fermion-antifermion
pair), which are of particular interest for the e+e− collider, depend on the properties of ex-
tra dimensions and may include resonant contributions due to Kaluza-Klein (KK) excitations,
2We also work in the weak coupling regime. For an alternate approach, see [74].
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string excitations of the Higgs scalar etc. However, it follows from Ref. [76] that the three-point
couplings of Regge excitations to fermion-antifermion pairs are model-independent. Further-
more, the relative weights of resonances with different spins J = 0, 1, 2 are unambigously
predicted by the theory. Thus the resonant contributions to these amplitudes, with Regge excita-
tions propagating in the s-channel, are model-independent. e+e− colliders can be used not only
for discovering such resonances, but most importantly, for detailed studies of their spin con-
tent, therefore for distinguishing low mass string theory from other beyond the SM extensions
predicting the existence of similar particles.
2.2 Regge resonances in photon-photon and electron-positron channels
2.2.1 Universal amplitudes for photon-photon fusion
A: γγ → γγ, γγ → Z0Z0, γγ →W+W−, γγ → gg
The most direct way to compute the amplitude for the scattering of four gauge bosons is
to consider the case of polarized particles because all non-vanishing contributions can be then
generated from a single, maximally helicity violating (MHV), amplitude – the so-called partial
MHV amplitude [77].3 Assume that two vector bosons, with the momenta k1 and k2, in the
U(N) gauge group states corresponding to the generators T a1 and T a2 (here in the fundamen-
tal representation), carry negative helicities while the other two, with the momenta k3 and k4
and gauge group states T a3 and T a4 , respectively, carry positive helicities. (All momenta are
incoming.) Then the partial amplitude for such an MHV configuration is given by [78]
A(A−1 , A−2 , A+3 , A+4 ) = 4 g2 Tr (T a1T a2T a3T a4)
〈12〉4
〈12〉〈23〉〈34〉〈41〉V (k1, k2, k3, k4) ,
(2.2.1)
where g is the U(N) coupling constant, 〈ij〉 are the standard spinor products written in the
notation of Ref. [79, 80], and the Veneziano formfactor,
V (k1, k2, k3, k4) = V (s, t, u) =
s u
tM2s
B(−s/M2s ,−u/M2s ) =
Γ(1− s/M2s ) Γ(1− u/M2s )
Γ(1 + t/M2s ) (2.2.2)
is the function of Mandelstam variables, s = 2k1k2, t = 2k1k3, u = 2k1k4; s+ t+ u = 0. (For
simplicity we drop carets for the parton subprocess.) The physical content of the form factor
becomes clear after using the well-known expansion in terms of s-channel resonances [81]
B(−s/M2s ,−u/M2s ) = −
∞∑
n=0
M2−2ns
n!
1
s− nM2s
[
n∏
J=1
(u+M2s J)
]
, (2.2.3)
which exhibits s-channel poles associated to the propagation of virtual Regge excitations with
masses
√
nMs. Thus near the nth level pole (s→ nM2s ):
V (s, t, u) ≈ 1
s− nM2s
× M
2−2n
s
(n− 1)!
n−1∏
J=0
(u+M2s J) . (2.2.4)
3We do a brief review of this calculation in Appendix B.2.
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In specific amplitudes, the residues combine with the remaining kinematic factors, reflecting the
spin content of particles exchanged in the s-channel, ranging from J = 0 to J = n + 1.4 The
low-energy expansion reads
V (s, t, u) ≈ 1− π
2
6
s u− ζ(3) s t u+ . . . . (2.2.5)
Interestingly, because of the proximity of the 8 gluons and the photons on the D-brane,
the gluon fusion into γ + jet couples at tree level [9]. This implies that there is an order g2
contribution in string theory, whereas this process is not occuring until order g4 (loop level) in
field theory. One can write down this process projecting the gamma ray onto the hypercharge,
(note that the hypercharge is a color composite state which in turn has the photon) which itself
has a κ. We discuss this next.
Consider the amplitude involving three SU(N) gluons g1, g2, g3 and one U(1) gauge boson
γ4 associated to the same U(N) quiver:
T a1 = T a , T a2 = T b , T a3 = T c , T a4 = QI , (2.2.6)
where I is the N×N identity matrix andQ is the U(1) charge of the fundamental representation.
The U(N) generators are normalized according to
Tr(T aT b) =
1
2
δab. (2.2.7)
Then the color factor
Tr(T a1T a2T a3T a4) = Q(dabc +
i
4
fabc) , (2.2.8)
where the totally symmetric symbol dabc is the symmetrized trace while fabc is the totally anti-
symmetric structure constant.
The full MHV amplitude can be obtained [78] by summing the partial amplitudes (2.2.1)
with the indices permuted in the following way:
M(g−1 , g−2 , g+3 , γ+4 ) = 4 g2〈12〉4
∑
σ
Tr (T a1σT a2σT a3σT a4) V (k1σ , k2σ , k3σ , k4)
〈1σ2σ〉〈2σ3σ〉〈3σ4〉〈41σ〉 , (2.2.9)
where the sum runs over all 6 permutations σ of {1, 2, 3} and iσ ≡ σ(i). Note that in the
effective field theory of gauge bosons there are no Yang-Mills interactions that could generate
this scattering process at the tree level. Indeed, V = 1 at the leading order of Eq.(2.2.5) and the
amplitude vanishes due to the following identity:
1
〈12〉〈23〉〈34〉〈41〉 +
1
〈23〉〈31〉〈14〉〈42〉 +
1
〈31〉〈12〉〈24〉〈43〉 = 0 . (2.2.10)
Similarly, the antisymmetric part of the color factor (2.2.8) cancels out in the full amplitude
(2.2.9). As a result, one obtains:
M(g−1 , g−2 , g+3 , γ+4 ) = 8Qdabcg2〈12〉4
(
µ(s, t, u)
〈12〉〈23〉〈34〉〈41〉 +
µ(s, u, t)
〈12〉〈24〉〈13〉〈34〉
)
, (2.2.11)
4There are resonances in all the channels, i.e., there are single particle poles in the t and u channels which would
show up as bumps if t or u are positive. However, for physical scattering t and u are negative, so we don’t see the
bumps.
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where
µ(s, t, u) = Γ(1− u)
(
Γ(1− s)
Γ(1 + t)
− Γ(1− t)
Γ(1 + s)
)
. (2.2.12)
All non-vanishing amplitudes can be obtained in a similar way. In particular,
M(g−1 , g+2 , g−3 , γ+4 ) = 8Qdabcg2〈13〉4
(
µ(t, s, u)
〈13〉〈24〉〈14〉〈23〉 +
µ(t, u, s)
〈13〉〈24〉〈12〉〈34〉
)
, (2.2.13)
and the remaining ones can be obtained either by appropriate permutations or by complex con-
jugation [9].
It is now straightforward to obtain a general expression for all string disk amplitudes with
four external gauge bosons [75]
M(A−1 , A−2 , A+3 , A+4 ) = 4 g2〈12〉4
[
Vt
〈12〉〈23〉〈34〉〈41〉 Tr(T
a1T a2T a3T a4 + T a2T a1T a4T a3)
+
Vu
〈13〉〈34〉〈42〉〈21〉Tr(T
a2T a1T a3T a4 + T a1T a2T a4T a3)
+
Vs
〈14〉〈42〉〈23〉〈31〉Tr(T
a1T a3T a2T a4 + T a3T a1T a4T a2)
]
, (2.2.14)
where
Vt = V (s, t, u) , Vu = V (t, u, s) , Vs = V (u, s, t) . (2.2.15)
In order to factorize amplitudes on the poles due to the lowest massive string states, it is sufficient
to consider s =M2s . In this limit, Vs is regular while
Vt → u
s−M2s
, Vu → t
s−M2s
. (2.2.16)
Thus the s-channel pole term of the amplitude (2.2.14), relevant to (−−) decays of interme-
diate states, is
M(A−1 , A−2 , A+3 , A+4 )→ 2 g2 C1234
〈12〉4
〈12〉〈23〉〈34〉〈41〉
u
s−M2s
, (2.2.17)
where
C1234 = 2Tr({T a1 , T a2}{T a3 , T a4}) = 16
N2−1∑
a=0
da1a2ada3a4a . (2.2.18)
The amplitude with the s-channel pole relevant to (+−) decays is
M(A−1 , A+2 , A+3 , A−4 )→ 2 g2 C1234
〈14〉4
〈12〉〈23〉〈34〉〈41〉
u
s−M2s
. (2.2.19)
In Table 3, we list the group factors and couplings [replacing g2 in Eqs.(2.2.17) and (2.2.19)]
for the single-stack processes contributing to γγ fusion into gauge bosons, evaluated according
to Eq.(2.2.18). 5
We now proceed to higher level resonances, starting from n = 2. Three-particle amplitudes
involving one level n Regge excitation (gauge index a) and two massless U(N) gauge bosons
5As can be seen in Eq. (2.1.13) the Xµ and Cµ normalization carries a factor 1/
√
2N , which is absent in the Bµ
field. Hence, we should recover the
√
2N factor (to be Bµ(
√
2gc)/
√
2QU(1)) and use
√
2gc in any calculation that
follows from a general N .
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Table 3 : Group factors and couplings for the pole terms (2.2.17) and (2.2.19).
Process Coupling C1234
CC → gg g2a 23δa3a4
CC → CC g2a 23
XX → XX g2b 1
A3A3 → XX g2b 1
A3A3 → A3A3 g2b 1
A3X → A3X g2b 1
BB → BB 2g2c 2
(gauge indices a1 and a2) are even under the world-sheet parity (reversing the order of Chan-
Paton factors) for odd n, and odd for even n [76]. As a result, the respective group factors are
the symmetric traces da1a2a for odd n and non-abelian structure constants fa1a2a for even n, re-
spectively. For all configuration of initial particles in the processes listed in Table 3, fa1a2a = 0,
therefore the corresponding amplitudes have no s-channel poles associated to Regge resonances
with even n.6 For USp(N) groups, the parity assignment is reversed, however the relevant sym-
metric trace d33a = 0 for Sp(1), therefore the same conclusion holds for all SM embeddings
under consideration. Thus in order to observe higher level resonances, γγ collisions would
have to reach
√
s >
√
3Ms, which due to the recently established Ms > 2.5 TeV bound [13]
translates into
√
s > 4.3 TeV. It is unlikely that such high energies will be reached in the next
generation of γγ colliders, therefore from now on our discussion will be limited to the lowest
level resonances.
The γγ amplitudes are linear combinations of the amplitudes for processes listen in Table 3,
with the weights determined by the constants κ, η, ξ, c.f. Eq.(2.1.19), and the Weinberg angle
θW with:
CW = cos θW , SW = sin θW . (2.2.20)
For the U(3)a × U(2)b × U(1)c minimal model, they are given by:
M(γγ → gg) = κ2CW 2M(CC → gg), (2.2.21)
M(γγ → γγ) = κ4CW 4M(CC → CC) + 4η2SW 2CW 2M(XA3 → XA3)
+ η4CW
4M(XX → XX) + SW 4M(A3A3 → A3A3)
+ η2SW
2CW
2M(A3A3 → XX) + η2SW 2CW 2M(XX → A3A3)
+ ξ4CW
4M(BB → BB)
= κ4CW
4M(CC → CC) + 4η2SW 2CW 2M(XA3 → XA3)
+ (SW
4 + η4CW
4 + 2η2SW
2CW
2)M(XX → XX)
+ ξ4CW
4M(BB → BB) , (2.2.22)
6For n = 2, this has already been checked by explicit computation in Ref.[82].
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M(γγ → Z0Z0) = κ4CW 2SW 2M(CC → CC) + 4η2SW 2CW 2M(XA3 → XA3)
+(SW
2CW
2 + η4CW
2SW
2 + η2SW
4 + η2CW
4)M(XX → XX)
+ ξ4SW
2CW
2M(BB → BB) , (2.2.23)
M(γγ →W+W−) = η2CW 2M(XX →W+W−) + SW 2M(A3A3 →W+W−)
= (η2CW
2 + SW
2)M(XX → XX). (2.2.24)
For the U(3)a × Sp(1)L × U(1)c D-brane model, η = 0, ξ2 = 1 − κ2, and all amplitudes
involving X or A3 vanish. We obtain
M(γγ → gg) = κ2C2W M(CC → gg) , (2.2.25)
M(γγ → γγ) = κ4C4WM(CC → CC) + (1− κ2)2C4WM(BB → BB), (2.2.26)
M(γγ → Z0Z0) = C2WS2W [κ4M(CC → CC) + (1− κ2)2M(BB → BB)],(2.2.27)
M(γγ →W+W−) = 0 . (2.2.28)
B: γγ → FF¯
Since the vertex operators creating chiral mater fermions contain boundary changing opera-
tors connecting two different stacks of intersecting D-branes, say a and b, the disk boundary in
the amplitudes involving two fermions and two gauge bosons is always attached to two stacks of
D-branes. The gauge bosons can couple either to the same stack or to two different stacks. In the
latter case, the amplitude with two gauge bosons in the initial state is proportional to Vs, which
has no poles in the s-channel [75]. The only amplitudes exhibiting s-channel poles involve the
two initial gauge bosons associated to the same stack, but carrying opposite helicities [75]:
M(A−1 , A+2 , F−3 , F¯+4 ) = 2 g2
〈13〉2
〈32〉〈42〉
[
t
s
Vt(T
a1T a2)α3α4 +
u
s
Vu(T
a2T a1)α3α4
]
. (2.2.29)
The above equation describes the case of stack a, hence the (fermion) spectator indices associ-
ated to stack b have been suppressed. The lowest Regge excitations give rise to the pole term
M(A−1 , A+2 , F−3 , F¯+4 )→ 2 g2 D1234
〈13〉2
〈32〉〈42〉
tu
M2s (s−M2s )
, (2.2.30)
where the group factor
D1234 ≡ {T a1 , T a2}α3,α4 . (2.2.31)
The group factors and couplings for the processes relevant to γγ → FF¯ are listed in Table 4.
As in the case of γγ fusion into gauge boson pairs, the higher level resonances contributing
to γγ → FF¯ come from odd n levels only, so here again, we limit our discussion to n = 1. In
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Table 4 : Group factors and couplings for the pole terms (2.2.30).
Process Coupling D1234
CC → qq¯ g2a 13δα3α4
XX → qLq¯R g2b 12
A3A3 → qLq¯R g2b 12
A3X → uLu¯R g2b 12
A3X → dLd¯R g2b −12
BB → qRq¯L 2g2c 1
XX → e+Re−L g2b 12
A3X → e+Re−L g2b −12
A3A3 → e+Re−L g2b 12
XX → ν¯RνL g2b 12
A3X → ν¯RνL g2b 12
A3A3 → ν¯RνL g2b 12
BB → e+Re−L 2g2c 1
BB → e+Le−R 2g2c 2
BB → ν¯RνL 2g2c 1
BB → ν¯LνR 2g2c 2
the U(3)a × U(2)b × U(1)c case, the relevant amplitudes are
M(γγ → qLq¯R) = η2CW 2M(XX → qLq¯R) + SW 2M(A3A3 → qLq¯R)
+κ2CW
2M(CC → qLq¯R) + 2ηCWSW M(XA3 → qLq¯R)
= (η2CW
2 + SW
2)M(XX → qLq¯R) + κ2CW 2M(CC → qLq¯R)
+ 2ηCWSW M(XA3 → qLq¯R) , (2.2.32)
M(γγ → qRq¯L) = ξ2CW 2M(BB → qRq¯L) + κ2CW 2M(CC → qRq¯L) , (2.2.33)
M(γγ → e+Re−L ) = η2CW 2M(XX → e+Re−L ) + SW 2M(A3A3 → e+Re−L )
+ξ2CW
2M(BB → e+Re−L ) + 2ηCWSW M(XA3 → e+Re−L )
= (η2CW
2 + SW
2)M(XX → e+Re−L ) + ξ2CW 2M(BB → e+Re−L )
+ 2ηCWSW M(XA3 → e+Re−L ) , (2.2.34)
M(γγ → e+Le−R) = ξ2CW 2M(BB → e+Le−R). (2.2.35)
The amplitudes describing neutrino-antineutrino pair production can be obtained from Eqs.(2.2.34)
and (2.2.35) by the replacement e−L → νL, e+R → ν¯R. For the U(3)a×Sp(1)L×U(1)c D-brane
25
model, we obtain:
M(γγ → qLq¯R) = κ2CW 2M(CC → qLq¯R) , (2.2.36)
M(γγ → qRq¯L) = (1− κ2)CW 2M(BB → qRq¯L) + κ2CW 2M(CC → qRq¯L) ,(2.2.37)
M(γγ → e±e∓) = (1− κ2)CW 2M(BB → e±e∓) , (2.2.38)
M(γγ → νν¯) = (1− κ2)CW 2M(BB → νν¯) . (2.2.39)
2.2.2 Various amplitudes for electron-positron annihilation
A: e+e− → γγ, e+e− → Z0Z0, e+e− → Z0γ, e+e− →W+W−
Leptons are decoupled from gluons at the disk level because they originate from strings end-
ing on different D-branes. Thus e+e− pairs can annihilate into photons and electroweak bosons
only.7 The corresponding resonance pole terms are obtained by crossing from Eq.(2.2.17):
M([e±]−1 , [e∓]+2 , A−3 , A+4 , )→ 2 g2 D1234
〈13〉2
〈14〉〈24〉
tu
M2s (s−M2s )
, (2.2.40)
with the same group factors as in Table 4, but running in the time-reversed channels. In the
U(3)a ×U(2)b ×U(1)c case, the physical amplitudes for the processes under consideration are
M(e+Re−L → γγ) = η2CW 2M(e+Re−L → XX) + SW 2M(e+Re−L → A3A3)
+ ξ2CW
2M(e+Re−L → BB) + 2ηCWSW M(e+Re−L → XA3)
= (η2CW
2 + SW
2)M(e+Re−L → XX) + ξ2CW 2M(e+Re−L → BB)
+ 2ηCWSW M(e+Re−L → XA3) , (2.2.41)
M(e+Le−R → γγ) = ξ2CW 2M(e+Le−R → BB) , (2.2.42)
M(e+Re−L → Z0Z0) = (η2SW 2 + CW 2)M(e+Re−L → XX) + ξ2SW 2M(e+Re−L → BB)
+ 2ηCWSW M(e+Re−L → XA3) , (2.2.43)
M(e+Le−R → Z0Z0) = ξ2SW 2M(e+Le−R → BB) , (2.2.44)
M(e+Re−L → Z0γ) = SWCW (η2 + 1)M(e+Re−L → XX) + ξ2SWCW M(e+Re−L → BB)
+ η(CW
2 + SW
2)M(e+Re−L → XA3) , (2.2.45)
M(e+Le−R → Z0γ) = ξ2SWCWM(e+Le−R → BB) , (2.2.46)
M(e+Re−L →W+W−) =M(e+Re−L → A3A3) , (2.2.47)
M(e+Le−R →W+W−) = 0 . (2.2.48)
7e+e− → γγ in a toy, one-stack, stringy model has been discussed in [83].
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For the U(3)a × Sp(1)L × U(1)c D-brane model, we have
M(e+Re−L → γγ) = ξ2CW 2M(e+Re−L → BB) , (2.2.49)
M(e+Le−R → γγ) = ξ2CW 2M(e+Le−R → BB) , (2.2.50)
M(e+Re−L → Z0Z0) = ξ2SW 2M(e+Re−L → BB) , (2.2.51)
M(e+Le−R → Z0Z0) = ξ2SW 2M(e+Le−R → BB) , (2.2.52)
M(e+Re−L → Z0γ) = ξ2SWCW M(e+Re−L → BB) , (2.2.53)
M(e+Le−R → Z0γ) = ξ2SWCWM(e+Le−R → BB) , (2.2.54)
M(e+Re−L → W+W−) =M(e+Re−L → A3A3) , (2.2.55)
M(e+Le−R → W+W−) = 0 . (2.2.56)
B: e+e− → e+e−, e+e− → µ+µ−, e+e− → νν¯, e+e− → qq¯
Four-fermion amplitudes [75] are not universal – they depend on the internal radii and other
details of extra dimensions already at the disk level. In particular, they contain resonance poles
due to Kaluza-Klein excitations. More serious problems though are due to the presence of
resonance poles associated to both massless and massive particles that are either unacceptable
from the phenomenological point of view, or are expected to receive large mass corrections due
to quantum (anomaly) effects, see Ref.[12] for more details. For example, the same Green-
Schwarz mechanism that generates non-zero masses for anomalous gauge bosons does also
affect the masses of their Regge excitations. For the above reasons, phenomenological analysis
of e+e− annihilation into lepton-antilepton pairs will be quite complicated, as described in more
detail in the following Sec. 2.3.2.
Here, we focus on the lowest Regge excitations of the photon and Z0, remaining in the
spectrum of any realistic model. Since we are considering energies far above the electroweak
scale, we can replace γ and Z0 by the neutral gauge bosons of unbroken SU(2) × U(1)Y .
At the lowest, n = 1 level, each gauge boson comes with several Regge excitations with
spins ranging from 0 to 2, but only two particles couple to quark-antiquark and lepton-antilepton
pairs: one spin 2 boson and one spin 1 vector particle [84]. All three-particle couplings involv-
ing one Regge excitation, one fermion and one antifermion have been determined in Ref.[84]
by using the factorization methods. These S-matrix elements are completely sufficient for re-
constructing the resonance part of four-fermion amplitudes [84] by using the Wigner matrix
techniques. In the center of mass frame, the relevant amplitudes can be written as
M(e−Le+R → FLF¯R) →
M2s
s−M2s
e2
4
( YF
C2W
+
I3F
S2W
)[
d21,1(θ) +
1
3
d11,1(θ)
]
, (2.2.57)
M(e−Le+R → FRF¯L) →
M2s
s−M2s
e2
4
YF
C2W
[
d21,−1(θ) +
1
3
d11,−1(θ)
]
, (2.2.58)
M(e−Re+L → FLF¯R) →
M2s
s−M2s
e2
2
YF
C2W
[
d21,−1(θ) +
1
3
d11,−1(θ)
]
, (2.2.59)
M(e−Re+L → FRF¯L) →
M2s
s−M2s
e2
2
YF
C2W
[
d21,1(θ) +
1
3
d11,1(θ)
]
, (2.2.60)
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where YF is the fermion hypercharge, I3F is the fermion weak isospin, and
d21,±1(θ) =
1± cos θ
2
(2 cos θ ∓ 1) , d11,±1(θ) =
1± cos θ
2
, (2.2.61)
are the spin 2 and spin 1 Wigner matrix elements [85, 86], respectively. A very interesting aspect
of the above result is that string theory predicts the precise value, equal 1/3, of the relative weight
of spin 2 and spin 1 contributions.
Here again, we would like to stress that although the full four-fermion scattering amplitudes
are model-dependent, their resonance parts are universal because the three-particle couplings
involving one Regge excitation and two massless particles do not depend on the compactification
space [76].
2.3 CLIC phenomenology for string hunters
e+e− linear colliders are considered as the most desirable facility to complement measurements
at the LHC. Two alternative linear projects are presently under consideration: the International
Linear Collider (ILC) and CLIC. The first one is based on superconducting technology in the
TeV range, whereas the second one is based on the novel approach of two beam acceleration
to extend linear colliders into the multi-TeV range. The choice will be based on the respective
maturity of each technology and on the physics requests derived from the LHC physics results
when available.
CLIC aims at multi-TeV collisions with high-luminosity, Le+e− ∼ 8× 1034 cm−2 s−1 [87].
The facility would be built in phases. The initial center-of-mass energy has been arbitrarily
chosen to be
√
s = 500 GeV to allow direct comparison with ILC. The collider design has
been optimized for
√
s = 3 TeV, with a possible upgrade path to
√
s = 5 TeV at constant
luminosity [88]. To keep the length (and thereby the cost) of the machine at a reasonable level,
the CLIC study foresees a two beam accelerating scheme featuring an accelerating gradient in
the presence of a beam (loaded) in the order of 80 MV/m and 100 MV/m, for the 500 GeV
and 3 TeV options; the projected total site lengths are 13.0 km and 48.3 km, respectively [89].
The CLIC technology is less mature than that of the ILC. In particular, the target accelerating
gradient is considerable higher than the ILC and requires very aggressive performance from
accelerating structures.
In addition, photon collisions that will considerably enrich the CLIC physics program can
be obtained for a relatively small incremental cost. Recently, an exploratory study has been
carried out to determine how this facility could be turned into a collider with a high geometric
luminosity, which could be used as the basis for a γγ collider [90]. The hard photon beam of
the γγ collider can be obtained by using the laser back-scattering technique, i.e., the Compton
scattering of laser light on the high energy electrons [91]. The scattered photons have energies
close to the energy of the initial electron beams, and the expected γγ and γe luminosities can be
comparable to that in e+e− collisions, e.g., Lγγ ∼ 2× 1034 cm−2 s−1. In this section we study
the distinct phenomenology of Regge recurrences arising in the γγ and e+e− beam settings.
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2.3.1 photon-photon collisions
As an illustration of the CLIC potential to uncover string signals, we focus attention on dominant
γγ → e+e− scattering, within the context of the U(3)a × Sp(1)L × U(1)c D-brane model. Let
us first isolate the contribution to the partonic cross section from the first resonant state, B∗.
The s-channel pole term of the average square amplitude can be obtained from the formula
(2.2.38) by taking into account all possible initial polarization configurations. However, for
phenomenological purposes, the pole needs to be softened to a Breit-Wigner form by obtaining
and utilizing the correct total widths of the resonance. After this is done we obtain
|M(γγ → e+e−)|2 = (1 + 4) (1 − κ2)2 C4W
4g4c
M4s
[
ut(u2 + t2)
(s −M2s )2 + (ΓJ=2B∗ Ms)2
]
, (2.3.1)
where the factor of (1 + 4) in the numerator accounts for the fact that the U(1)c charge of eR is
twice that of eL. The decay width of B∗ is given by
ΓJ=2B∗ = Γ
J=2
B∗→ll¯ + Γ
J=2
B∗→qRq¯L + Γ
J=2
B∗→BB
=
g2c
π
Ms
[
1
40
(
5
2
Ne +
1
2
Nν +
1
2
Nq
)
+
1
5N
]
=
13
20
g2c
4π
Ms, (2.3.2)
whereNe = 3, Nν = 3, Nq = 18. The first term comprises the contribution from the left-handed
(Ne/2) and right-handed (2Ne) electrons, the second term (Nν/2) comes from the left-handed
neutrinos, and the third term (Nq/2) subsume the right-handed quarks.
The total cross section at an e+e− linear collider can be obtained by folding σˆ(sˆ) with the
photon distribution function [92]
σtot(e
+e− ⇒ γγ → e+e−) =
∫ xmax
M/
√
s
dz
dLγγ
dz
σˆ(sˆ = z2s) , (2.3.3)
where sˆ and s indicate respectively the center-of-mass energies of the γγ and the parent e+e−
systems and
dLγγ
dz
= 2z
∫ xmax
z2/xmax
dx
x
fγ/e(x)fγ/e(z
2/x) (2.3.4)
is the distribution function of photon luminosity. The energy spectrum of the back scattered
photon in unpolarized incoming eγ scattering is given by
fγ/e(x) =
1
D(ξ)
[
1− x+ 1
1− x −
4x
ξ(1− x) +
4x2
ξ2(1− x)2
]
, (x < xmax) , (2.3.5)
where x = 2ω/
√
s is the fraction of the energy of the incident electron carried by the back-
scattered photon and xmax = 2ωmax/
√
s = ξ/(1 + ξ). For x > xmax, fγ/e = 0. The function
D(ξ) is defined as
D(ξ) =
(
1− 4
ξ
− 8
ξ2
)
ln(1 + ξ) +
1
2
+
8
ξ
− 1
2(1 + ξ)2
. (2.3.6)
where ξ = 2ω0
√
s/me
2
, me and ω0 are respectively the electron mass and laser-photon energy,
and (of course) the incoming electron energy is √s/2. In our evaluation, we choose ω0 such
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Figure 3 : dσ/dMe+e− (units of fb/GeV) vs. Me+e− (TeV) is plotted for the case of SM background (dot-dashed
line) and (first resonance) string signal + background (solid line), for Ms = 4 TeV and√s = 5 TeV. (We have taken
κ = 0.14.)
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that it maximizes the backscattered photon energy without spoiling the luminosity through e+e−
pair creation, yielding ξ = 2(1 +
√
2), xmax ≃ 0.83 and D(ξ) ≈ 1.84 [93].
We study the signal-to-noise of Regge excitations in data binned according to the invariant
mass Me+e− of the e+e− pair, after setting cuts on the different electron-positron rapidities,
|y1|, |y2| ≤ 2.4 and transverse momenta p1,2T > 50 GeV. With the definitions Y ≡ 12(y1 + y2)
and y ≡ 12(y1 − y2), the cross section per interval of Me+e− for γγ → e+e− is given by
dσ
dMe+e−
=
√
sz3
[∫ 0
−Ymax
dY fγ/e(xa) fγ/e(xb)
∫ ymax+Y
−(ymax+Y )
dy
dσˆ
dtˆ
∣∣∣∣
γγ→e+e−
1
cosh2 y
+
∫ Ymax
0
dY fγ/e(xa) fγ/e(xb)
∫ ymax−Y
−(ymax−Y )
dy
dσˆ
dtˆ
∣∣∣∣
γγ→e+e−
1
cosh2 y
]
(2.3.7)
where z2 =M2e=e−/s, xa = ze
Y
, xb = ze
−Y , and
|M(γγ → e+e−)|2 = 16πsˆ2 dσ
dtˆ
∣∣∣∣
γγ→e+e−
. (2.3.8)
The string signal is calculated using (2.3.7) with the corresponding γγ → e+e− scattering
amplitude given in Eq. (2.3.1). The SM background is calculated using
dσˆ
dtˆ
=
2πα2
sˆ2
(
uˆ
tˆ
+
tˆ
uˆ
)
. (2.3.9)
The kinematics of the scattering also provides the relation Me+e− = 2pT cosh y, which when
combined with the standard cut pT & pT,min, imposes a lower bound on y to be implemented in
the limits of integration. The Y integration range in Eq. (2.3.7), Ymax = min{ln(xmax/z), ymax},
comes from requiring xa, xb < xmax together with the rapidity cuts 0 < |y1|, |y2| < 2.4.
Finally, the Mandelstam invariants occurring in the cross section are given by sˆ = M2e+e− ,
tˆ = −12M2e+e− e−y/ cosh y, and uˆ = −12M2e+e− e+y/ cosh y. In Fig. 3 we show a representa-
tive plot of the invariant mass spectrum, for Ms = 4 TeV and
√
s = 5 TeV.
We now estimate (at the parton level) the signal-to-noise ratio at CLIC. Standard bump-
hunting methods, such as obtaining cumulative cross sections, σ(M0) =
∫∞
M0
dσ
dMe+e−
dMe+e− ,
from the data and searching for regions with significant deviations from the SM background,
may reveal an interval of Me+e− suspected of containing a bump. With the establishment of
such a region, one may calculate the detection significance
Sdet =
NS√
NB +NS
, (2.3.10)
with the signal rate NS estimated in the invariant mass window [Ms − 2Γ, Ms + 2Γ], and the
number of background eventsNB defined in the same e+e− mass interval for the same integrated
luminosity [94]. For √s = 5 TeV and Ms = 4 TeV we expect Sdet ≃ 139/12 = 11σ, after the
first fb−1 of data collection. The spin-2 nature of γγ → e+e− Regge recurrences would make
them smoking guns for low mass scale D-brane string compactifications.
2.3.2 electron-positron collisions
We assume that the e+e− center-of-mass energy will be tuned to contain the interesting range
highlighted by LHC data and that the resolution of the machine will be sufficient to probe narrow
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Figure 4 : Normalized angular distributions of Regge recurrences with spin 1, 2, and total in the e+e− → µ+µ−
channel.
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resonances. We are interested in the e+e− annihilation into lepton-antilepton pairs, in particular
in e−e+ → µ−µ+. Phenomenological analysis of such processes will be quite complicated,
due the presence of model-dependent backgrounds of KK excitations, anomalous gauge gauge
bosons and their Regge excitations. Weakly-interacting KK excitations are expected to have
masses lower than the string scale [12], and can appear as resonances in the e+e− annihilation
channel. Their signals will be similar to a generic Z ′, with a unique angular momenta, com-
monly J = 1 and will not provide direct evidence for the superstring substructure. The signals
of gauge bosons associated to anomalous U(1) gauge bosons, with masses always lower than
the string scale, varying from a loop factor to a large suppression by the volume of the bulk
[95], will have a similar character. We assume that no accidental degeneracy occurs between
these particles and Regge excitations, so that the string signal discussed Sec. 2.2.2 can be safely
isolated from the background. Even in this case, however, there is a certain amount of ambiguity
due to the presence of Regge excitations of anomalous U(1)’s with masses shifted by radiative
corrections [96]. If this shift is large, there will be a separate resonance peak, but if it is small, it
will affect the normalization of the signal.
Should a string resonance be found, a strong discriminator between models will be the ob-
served angular distribution. It is an interesting and exciting peculiarity of Regge recurrences
that the angular momenta content of the energy state is more complicated. As we have shown in
Sec. 2.2.2, for the lightest Regge excitation there is a specific combination of J = 1 and J = 2,
which are access by the e+e− beam setting. Specializing at this point to e−e+ → µ−µ+, so that
I3FL = YFL =
1
2YFR = −1/2, we obtain the normalized angular distribution
dσ/d cos θ
σ
= N
{[
4 +
(
1
2 S2W
)2]
D+(θ)
2 + 2D−(θ)2
}
, (2.3.11)
where
D±(θ) ≡ d21,±1(θ) +
1
3
d11,±1(θ) (2.3.12)
and
N−1 = (64/135)
[
6 +
(
1
2 S2W
)2]
. (2.3.13)
For the J = 2 piece alone, the normalization constant is
N−12 = (2/5)
[
6 +
(
1
2 S2W
)2]
(2.3.14)
whereas for the J = 1 piece alone, the normalization constant is
N−11 = (2/27)
[
6 +
(
1
2 S2W
)2]
. (2.3.15)
In Fig. 4 we show the resulting angular distributions. The predicted dimuon angular distribution
has a pronounced forward-backward asymmetry. This is a realistic target for CLIC searches of
low-mass scale string theory signals. (Note that the e+e− → e+e− Coulomb scattering back-
ground, which peaks in the forward direction, tends to wash out the predicted string signal.) In
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Figure 5 : Binned angular distributions of Regge recurrences with spin 1, 2, and total in the e+e− → µ+µ− channel.
Fig. 5 we show the binned angular distributions. It is clearly seen that it would be easy to distin-
guish the string excitation from single J = 2 resonance in the dimuon angular distribution. To
completely isolate the Regge excitation from a J = 1 resonance, one can use string predictions
in alternative channels, e.g. γγ → e+e−.
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Chapter 3
Phenomenology of Regge Recurrences
in the Randall-Sundrum Orbifold
In this chapter, we consider string realizations of the Randall-Sundrum effective theory for elec-
troweak symmetry breaking and explore the search for the lowest massive Regge excitation of
the gluon and of the extra (color singlet) gauge boson inherent of D-brane constructions. In
these curved backgrounds, the higher-spin Regge recurrences of SM fields localized near the
IR brane are warped down to close to the TeV range and hence can be produced at collider
experiments. Assuming that the theory is weakly coupled, we make use of four gauge boson
amplitudes evaluated near the first Regge pole to determine the discovery potential of LHC. We
study the inclusive dijet mass spectrum in the central rapidity region |yjet| < 1.0 for dijet masses
M ≥ 2.5 TeV. We find that with an integrated luminosity of 100 fb−1, the 5σ discovery reach
can be as high as 4.7 TeV. Observations of resonant structures in pp → direct γ + jet can pro-
vide interesting corroboration for string physics up to 3.0 TeV. We also study the ratio of dijet
mass spectra at small and large scattering angles. We show that with the first fb−1 such a ratio
can probe lowest-lying Regge states for masses ∼ 3 TeV. The ideas discussed in this Chapter
have been published in [97].
3.1 Randall-Sundrum large mass hierarchy from a small extra dimension
In the canonical D-brane constructions discussed in Chapter 2 the large hierarchy between the
weak scale and the fundamental scale of gravity is eliminated through the large volume of the
transverse dimensions. An alternative explanation to solve the gauge hierarchy problem was
suggested by Randall and Sundrum (herein RS) [98]. The RS set-up has the shape of a grav-
itational condenser: two branes, which rigidly reside at S1/Z2 orbifold fixed point boundaries
y = 0 and y = πrc (the UV and IR branes, respectively), gravitationally repel each other and
are stabilized by a slab of anti-de Sitter (AdS) space. The metric satisfying this Ansatz (in
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horospherical coordinates) is given by
ds2 = e−2k|y| ηµν dxµdxν + dy2 , (3.1.1)
where k is theAdS curvature scale, which is somewhat smaller than the fundamental 5-dimensional
Planck mass M⋆Pl ∼MPl.1 In this set up the distance scales get exponentially redshifted as one
moves from the UV brane towards the IR brane. Such exponential suppression can then nat-
urally explain why the observed physical scales are so much smaller than the Planck scale.
For example, if the 5-dimensional Higgs condensate v5 ∼ k is IR-localized, the observed 4-
dimensional value will be obtained from e−kπrc〈H5〉, and the observed hierarchy between the
gravitational and electroweak mass scales is reproduced if krc ≈ 12. The most distinct sig-
nal of this set-up is the appearance of a tower of spin-2 resonances, corresponding to the KK
states of the 5-dimensional graviton, which have masses and couplings driven by the TeV-scale.
These KK gravitons couple to all SM fields universally, yielding striking predictions for collider
experiments [99].
As originally noted in [100], to address the hierarchy problem it is sufficient to keep the
Higgs near the IR brane. Interestingly, if the remaining gauge bosons and fermions are allowed
to propagate into the warped dimension, one can also formulate an attractive mechanism to
explain the flavor mass hierarchy [101, 102]. The idea here is that the light fermions are localized
near the UV brane. This raises the effective cutoff scale for operators composed of these fields
far above the TeV-regime, providing an efficient mechanism to suppress unwanted operators,
such as those mediating flavor changing neutral currents (FCNC) processes, related to tightly
constrained light flavors. Moreover, this results in small 4-dimensional Yukawa couplings to
the Higgs, even if there are no small 5-dimensional Yukawa couplings. The top quark is IR-
localized to obtain a large 4-dimensional top Yukawa coupling. Because the fermion profiles
depend exponentially on the bulk masses, this provides an understanding of the hierarchy of
fermion masses (and mixing) without hierarchies in the fundamental 5-dimensional parameters,
solving the SM flavor puzzle. A schematic representation of this set-up is provided in Fig. 6.
The RS set-up has also been used to construct warped Higgsless models, where the elec-
troweak symmetry is broken by boundary conditions on the 5-dimensional gauge fields [104].
Gauge fields are allowed to propagate within all 5 dimensions. The electroweak gauge structure
of the minimal viable model is SU(2)L × SU(2)R × U(1)B−L, where U(1)B−L corresponds
to gauging baryon minus lepton number. Boundary conditions on the bulk gauge fields are
chosen so that the SU(2)L × SU(2)R symmetry is broken on the IR brane to the diagonal sub-
group SU(2)D , and the SU(2)R × U(1)B−L symmetry is broken down to the usual U(1)Y
hypercharge in the UV brane to ensure that the low-energy gauge group without electroweak
symmetry breaking is SU(2)L × U(1)Y . The SU(3)C QCD group is unbroken everywhere,
i.e., in the warped dimension and on the branes. The spectrum of electroweak vector bosons
consists of a single massless photon along with KK towers of charged Wn and neutral Zn states.
1Greek subscripts extend over ordinary 4-dimensional spacetime and are raised and lowered with the flat
Minkowskian metric ηµν , whereas Latin subscripts span the full 5-dimensional space and are raised and lowered
with the full metric gMN .
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Figure 6 : Schematic representation of the RS warped model of hierarchy and flavor. From Ref. [103].
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The SM massive W and Z vectors, which get masses from the SU(2)L × U(1)Y -violating
boundary condition on the IR brane, are identified with the lowest KK modes of the Wn and Zn
towers. SM fermions extend into all dimensions, and they have explicit mass terms that are al-
lowed by the non-chiral structure of the theory in the bulk and on the IR brane. The most serious
challenge to construct viable models of Higgsless electroweak symmetry breaking is satisfying
the constraints from precision electroweak measurements [105]. Mixing of the W and Z with
higher KK modes changes their couplings to fermions relative to the SM. Heavier KK modes
(mKK & 1 TeV) are preferred to reduce these deviations to an acceptable level, but the KK
modes cannot be too heavy (mKK . 1 TeV) if they are to unitarize vector boson scattering.
Both requirements can be satisfied simultaneously if there are localized kinetic terms on each
of the branes [106], and if the SM fermions (with the exception of the right-handed top quark)
have approximately flat profiles in the extra dimension [107]. In this case, the first vector boson
KK modes above the Z and W typically have masses ≈ 0.5− 1.5 TeV [107]. Additional model
structure is needed to generate a sufficiently large top quark mass while not overly disrupting the
measured ZbLb¯L coupling. Some examples include new top-like custodial bulk fermions [108],
or a second warped bulk space on the other side of the UV brane with its own IR brane [109].
In the spirit of [17, 110, 111], we assume that the RS orbifold arises as part of the compactifi-
cation manifold in a weakly-coupled string theory. We further assume that the compactification
radii of the other five dimensions are O(M⋆s −1) and therefore can be safely integrated out.2
With this in mind, the basic relation between the curvature of the warped internal space, the
string scale (the mass of the Regge states), and the 5-dimensional Planck mass is
k ≪M⋆s =
1√
α′⋆
≪M⋆Pl , (3.1.2)
where α′⋆ is the slope of the associated Regge trajectory. The first inequality permits the warping
to leave intact the basic string properties (such as the dual resonant structure) of the perturba-
tive scattering amplitudes. The infinite tower of open string Regge excitations have the same
quantum numbers under the SM gauge group as the gluons and the quarks, but in general higher
spins, and their masses are just square-root-of-integer multiples of the string mass M⋆s . In string
realizations of extended RS models of hierarchy and flavor, we do expect the higher-spin Regge
recurrences of the SM fields localized near the IR brane to be redshifted close to the TeV scale
and therefore be directly produced at the LHC [17, 110].
3.2 Four-Point Amplitudes of Gauge Bosons
Unfortunately, the Veneziano amplitudes discussed in Chapter 2 only apply to strings propa-
gating on flat Minkowski backgrounds, and their generalization to warped spaces is presently
unknown. In the absence of concrete string theory constructions, we describe the lowest-lying
Regge excitations of SM gauge bosons following the bottom-up approach advocated in [110].
2The dearth of string constructions for a transition to the RS compactification [112] makes a full comparison
between the string scale and internal dimension radii difficult. A recent study [111] of a range of models seems to
indicate that M⋆s rc ∼ 1 is viable.
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In the limit where k is taken to zero, this innovative approach reproduces the string effects
encapsulated in (2.2.2).
Consider a free (non-interacting) massive spin-2 field BMN in curved 5-dimensional space-
time,
L = 1
4
HLMNHLMN − 1
2
HLMMHLN
N +
1
2
m2
[(
BM
M
)2 −BMNBMN] , (3.2.1)
where HLMN = ∇LBMN−∇MBLN is the field strength tensor andm ≡M⋆s is the mass of the
lightest Regge excitation. This field can be further decomposed according to its spins (J = 0,
J = 1, and J = 2) in 4-dimensions. The tensor, vector, and scalar components are Bµν , Bµ5,
and B55, respectively. The Lagrangian (3.2.1) contains terms which mix these components.
Such mixed terms need to be canceled for a consistent KK decomposition. As shown in [110],
the action can be factorized as
S = SJ=2 ⊕ SJ=1,J=0 , (3.2.2)
where the 5-dimensional Lagrangian for J = 2 is given by
SJ=2 =
∫
d5x
{
e2k|y|
[
1
4
HλµνHλµν − 1
2
(
1− 2
ξ
)
HλµµHλν
ν
]
+
1
2
Bµ
µ(−∂2y + 4k2 +m2)Bνν −
1
2
Bµν(−∂2y + 4k2 +m2)Bµν
+ 2k [δ(y)− δ(y − πrc)]
[
BµνBµν − (Bµµ)2
]}
, (3.2.3)
and ξ is a parameter in the gauge fixing term. The field Bµν can be decomposed according to its
wave function in the warped dimension,
Bµν =
1√
πrc
∞∑
n=1
B(n)µν f
(n)(y). (3.2.4)
The equation of motion is,
e2k|y|DµναβBαβ + {−∂2y + 4k2 +m2 − 4k[δ(y) − δ(y − πrc)]}Bµν = 0, (3.2.5)
whereDµναβ is an operator from the first line of (3.2.3). A massless spin-2 field has the equation
of motion of DµναβBαβ = 0. So the masses are given by the eigenvalues of the operator,
e−2k|y|{−∂2y + 4k2 +m2 − 4k[δ(y) − δ(y − πrc)]}, (3.2.6)
with mode functions f (n) satisfying the following equation,
− f (n)′′ + (4k2 +m2)f (n) − 4k [δ(y)− δ(y − πrc)] f (n) = (µ(n))2 e2k|y| f (n), (3.2.7)
and associated inner product,
1
πrc
∫ πrc
0
dy e2k|y|f (n) f (m) = δnm, (3.2.8)
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from the orthonormal condition. For this choice of f (n), we have (from the second and the third
line of (3.2.3)),∫
d5x . . . = −1
2
∫
d4x dy Bµν{−∂2y + 4k2 +m2 − 4k[δ(y) − δ(y − πrc)]}Bµν
= −1
2
∫
d4x dy B(m)µν(x)B(n)µν (x)
1
πrc
∞∑
n=1
∞∑
m=1
(µ(n))2 e2k|y| f (m)(y) f (n)(y)
= −1
2
∫
d4x
∞∑
n=1
(µ(n))2B(n)µν(x)B(n)µν (x), (3.2.9)
where in the last line, we use (3.2.8). The integration of HλµνHλµν is trivial because there is no
y-derivative. Hence, after the extra dimension is integrated out, Eq.(3.2.3) can be reduced to a
4-dimensional Lagrangian of free spin-2 fields (with different masses µ(n)),
SJ=2 =
∫
d4x
∞∑
n=1
{
1
4
H(n)λµνH
(n)
λµν −
1
2
(
1− 2
ξ
)
H(n)λµµH
(n)
λν
ν
+
1
2
(µ(n))2[B(n)µ
µB(n)ν
ν −B(n)µνB(n)µν ]
}
, (3.2.10)
where ξ → ∞ when computing the scattering amplitude. The general solution of (3.2.7) is a
Bessel function [110]
f (n)(y) =
1
N
[
Jν
(
µ(n)
ΛIR
w
)
+ cJ−ν
(
µ(n)
ΛIR
w
)]
, (3.2.11)
where N is the normalization constant, c is an integration constant (each of these constants
implicitly depends upon the level n), ΛIR = ke−πkrc , and w = ek(|y|−πrc), ∈ [e−kπrc , 1]. The
order of the Bessel function is ν ≡ √4 +m2, where m = m/k is the string scale in units of the
RS curvature. With appropriate boundary conditions, the masses µ(n) and the explicit form of
f (n) can be obtained.
We now turn to the discussion of J = 0. In the effective 4-dimensional theory there is one
real scalar ℜe(φ), which comes from the 5-dimensional scalar and couples to the gluon strength
F 2. In addition, there is one pseudoscalar axion A5⋆, which in 4 dimensions couples as A5⋆F
∗
F ,
with ∗F = 12ǫ
µνρσFρσ . This pseudoscalar axion comes from the fifth component of a massive
vector A⋆, with coupling ǫµνρσ5FµνF ρσA5⋆. Then, ℜe(φ) and ℑm(φ) ≡ A5⋆ combine to one
complex scalar φ which couples as φ(F + i ∗F )(F + i ∗F ) + cc; this ensures that φ and its
complex conjugate φ∗ couple only to the ++ (−−) helicity combinations, respectively. 3 Both
the scalar and the pseudoscalar will be affected in the same way by warping, because they sit in
one SUSY multiplet. Thus, to determine the J = 0 contribution, we study the effect of warping
on a dilaton-like scalar a with the coupling ℜe(φ)F 2.
The Klein-Gordon equation for a scalar φ in the RS spacetime is
1√
g
∂M
√
g∂Mφ+m2φ = 0 ; (3.2.12)
3We may trace the origin of the J = 0 contribution to components of BMN and other fields of the 10-dimensional
theory. We discuss this decomposition in more details in Appendix C.1. Instead, we proceed by simply using the
correspondence with the tree level string theory and identify the vertex function through comparison with the tree
level J = 0 pole. As described in the text this has the correct helicity structure. This approach is justified in
Appendix C.2 using supersymmetry.
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more explicitly, it is,
e2k|y|∂µ∂µφ+
[−∂2y + 4ksgn(y)∂y +m2]φ = 0 . (3.2.13)
The field φ can be decomposed according to its wave function in the warped dimension,
φ(x, y) =
1√
πrc
∞∑
n=1
φ(n)(x)h(n)(y). (3.2.14)
One can choose the mode functions h(n) satisfying the following equation,
− h(n)′′ + 4k sgn(y)h(n)′ +m2h(n) = (µ(n))2e2k|y|h(n). (3.2.15)
With a change of variable x = 1ke
k|y|
, we have
d
dy
= kx
d
dx
,
d2
dy2
= k2x2
d2
dy2
+ k2x
d
dx
, (3.2.16)
so (3.2.15) can be written as
x2h(n)′′ + 3xh(n)′ + [(µ(n))2x2 −m2](µ(n)) = 0. (3.2.17)
The solution to this equation is
h(n)(x) =
1
N
(
µ(n)x
)2 {
Jν
(
µ(n)x
)
+CJ−ν
(
µ(n)x
)}
≡ x2f˜ (n)(x), (3.2.18)
where N is a normalization constant and C an integration constant. For later convenience, we
also define a new function f˜ (n). The boundary conditions are
h(n)′(0+)− h(n)′(0−) = 0 (3.2.19)
and
h(n)′(−πrc+)− h(n)′(πrc−) = 0, (3.2.20)
where the prime is the derivative with respect to y. As in the case of Bµν , the mass µ(n) is
determined from the second boundary condition,
x2f˜ (n)′(−πrc+)− 2xkxf˜ (n)(−πrc+)− x2f˜ (n)′(πrc−)− 2xkxf˜ (n)(πrc−) = 0, (3.2.21)
or
f˜ (n)′(−πrc+)− f˜ (n)′(πrc−) = 4kf˜ (n)(πrc), (3.2.22)
which is essentially the boundary condition for Bµν [110]. As a result, the mass of φ is exactly
the same as that of Bµν . Note that h(n)(x) can be expressed as
h(n) = e2k|y|f (n), (3.2.23)
where f (n) are the mode functions for Bµν . So h(n)(x) are normalized as
1
πrc
∫ πrc
0
dy e−2k|y|h(n) h(m) = δnm, (3.2.24)
This gives a canonical kinetic term for φ(n) (because of the different powers of e2k|y|).
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Here we will restrict our calculations to incoming QCD gluons. We then obtain the decom-
position of the QCD gauge field. Gauge freedom can be used to set A5 = 0 [113]. This is
consistent with the gauge invariant equation
∮
dx5A5 = 0, which results from the assumption
that A5 is a Z2-odd function of the extra dimension. In this gauge, the 4-dimensional vector
zero-mode has a constant profile in the bulk,
Aµ(x, y) =
1√
πrc
A(0)µ (x) + . . . , (3.2.25)
and the gluon field strength takes the familiar form F aµν = ∂µAaν − ∂νAaµ + gafabcAbµAcν , with
a = 1, . . . , 8.
The coupling of the 5-dimensional field BMN to the gluon is given by 4
Sggg∗(C∗) =
∫
d5x
√−g g5√
2M⋆s
Cabc
(
F aACF bBC −
1
4
F aCDF bCDg
AB
)
BcAB (3.2.26)
where Cabc = 2[Tr(T aT bT c) + Tr(T aT bT c)] is the color factor, T a are the generators of the
fundamental representation of U(3) (normalized here according to Tr(T aT b) = 12δab), and
F aAB = ∂AA
a
B − ∂BAaA + g5fabcAbAAcB . Note that the color indices on the field strength
F run from 1 to 8; on the tensor field B, U(3) indices (c = 0, . . . , 8) are permitted (with
c = 0 corresponding to the tensor excitation C∗).5 Hence, g5 is related to the Yang-Mills QCD
coupling ga according to g5 = ga
√
πrc. The factor g5/
√
2M⋆s is determined by matching the
gg → g∗(C∗) amplitude to the s-channel pole term in the string (tree-level) amplitude.6 Thus,
the 4-dimensional coupling term is found to be
Lgg→g∗(C∗) =
g(0)√
2M˜s
Cabc
[(
FαγFγ
β − 1
4
F aγδF bγδη
αβ
)
B
c (0)
αβ +
1
2
(
φc (0)F aµνF bµν
+
1
2
φ¯c (0)F aµνF bρσǫµνρσ
)]
, (3.2.27)
where M˜s = e−kπrcM⋆s ∼ 1 TeV is the redshifted string scale, g(0) follows from the integration
of the zero mode f (0)(y) of B(0)µν , and φ¯c (0) is the zero mode for the imaginary part of the
complex scalar. Since each field in (3.2.26) contribute to the integration with a factor (πrc)−1/2
we obtain,
g(0) =
gae
−πkrc
πrc
∫ πrc
0
dy e2ky f (0)(y). (3.2.28)
The coupling (3.2.27) gives three vertices:
i
√
2 g(0)
M˜s
Cabc
(
Σαβ − 1
4
ηαβΣγ
γ
)
bαβ , i
g(0)√
2 M˜s
CabcΣµ
µ, i
g(0)√
2M˜s
Cabc 4 ǫµνρσ k
µ
1 ǫ
ν
1 k
ρ
2 ǫ
σ
2 ,
(3.2.29)
where bαβ is a polarization of Bc (0)αβ , k
µ
i and ǫνi (with i = 1, 2) are respectively the momentum
and polarization of the incoming gluons, Σαβ = (kα1 ǫ
γ
1−kγ1 ǫα1 )(k2γǫβ2 −kβ2 ǫ2γ)+(α↔ β), and
its trace Σγγ = 4(k1 · ǫ2)(k2 · ǫ1)− 4(ǫ1 · ǫ2)(k1 · k2) [83]. As in the J = 2 case, the coupling
is determined by matching to the J = 0 pole term in the tree-level string amplitude.
4For derivation, see e.g. Appendix C.1.1.
5As can be verified from the 4-point function [9] there is no coupling gg → C, however the composite nature of
C∗ and g∗ permits respectively gg → C∗ and gC → g∗ couplings, with color globally preserve.
6See Ref.[110] for some caveats pertaining to this approach.
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Finally, we note that the J = 1 resonant level exists, but is not accessible in purely gluonic
scattering [84].
The s-channel pole terms of the average square amplitudes contributing to γ+ jet and dijet
production at the LHC can be obtained from the general formulae given in Ref. [75]. The 4-
gluon average square amplitude is given by
|M(gg → gg)|2 = 2
(
g(0)
M˜s
)4 (
N2 − 4 + (12/N2)
N2 − 1
)
s4 + t4 + u4
(s− µ2)2 , (3.2.30)
where to simplify notation we have dropped the superscript indicating the lowest massive Regge
excitation, i.e., µ ≡ µ(0). For phenomenological purposes, the poles need to be softened to a
Breit-Wigner form by obtaining and utilizing the correct total widths of the resonances [84].
After this is done, the contributions of gg → gg is as follows:
|M(gg → gg)|2 = 19
12
(
g(0)
M˜s
)4{
W gg→ggg∗
[
s4
(s− µ2)2 + (ΓJ=0g∗ µ)2
+
t4 + u4
(s− µ2)2 + (ΓJ=2g∗ µ)2
]
+ W gg→ggC∗
[
s4
(s− µ2)2 + (ΓJ=0C∗ µ)2
+
t4 + u4
(s− µ2)2 + (ΓJ=2C∗ µ)2
]}
, (3.2.31)
where
ΓJ=0g∗ = 75
(
g(0)µ
gaM˜s
) ( µ
TeV
)
GeV, ΓJ=0C∗ = 150
(
g(0)µ
gaM˜s
)( µ
TeV
)
GeV,
ΓJ=2g∗ = 45
(
g(0) µ
gaM˜s
)( µ
TeV
)
GeV, ΓJ=2C∗ = 75
(
g(0)µ
gaM˜s
)( µ
TeV
)
GeV
are the total decay widths for intermediate states g∗, C∗ (with angular momentum J) [84, 110].
The associated weights of these intermediate states are given in terms of the probabilities for the
various entrance and exit channels
N2 − 4 + 12/N2
N2 − 1 =
16
(N2 − 1)2
[(
N2 − 1) (N2 − 4
4N
)2
+
(
N2 − 1
2N
)2]
∝ 16
(N2 − 1)2
[
(N2 − 1)(Γg∗→gg)2 + (ΓC∗→gg)2
]
, (3.2.32)
yielding
W gg→ggg∗ =
8(Γg∗→gg)2
8(Γg∗→gg)2 + (ΓC∗→gg)2
= 0.44, W gg→ggC∗ =
(ΓC∗→gg)2
8(Γg∗→gg)2 + (ΓC∗→gg)2
= 0.56 ,
where superscripts J = 2 are understood to be inserted on all the Γ’s.
As we pointed out in Chapter 2, the hypercharge is a color composite state containing the
photon. The s-channel pole term of the average square amplitude contributing to gg → γ + jet
is given by [9]
|M(gg → gγ)|2 = 5
3
Q2
(
g(0)
M˜s
)4 [
s4
(s− µ2)2 + (ΓJ=0g∗ µ)2
+
t4 + u4
(s − µ2)2 + (ΓJ=2g∗ µ)2
]
(3.2.33)
where Q =
√
1/6 κ cos θW is the product of the U(1) charge of the fundamental representation
(√1/6) followed by successive projections onto the hypercharge (κ) and then onto the photon
(cos θW ). For the phenomenological analysis that follows we set κ2 = 0.02.
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3.3 LHC Discovery Reach
The most important parameter to determine the LHC discovery reach for string recurrences is the
mass of the lowest-lying Regge excitation, which depends on ΛIR and m. For fixed m the mass
of g∗ and C∗ excitations is to a very good approximation a linear function of ΛIR [110]. As we
already remarked in Sec. 3.1, in Higgsless models ΛIR is subject to significant constraints from
electroweak data. The KK excitations of the vector gauge bosons must be near 1 TeV to simul-
taneously satisfy unitarity and electroweak constraints. This leads to ΛIR ≈ 0.5 TeV. Similarly,
to avoid precision electroweak constraints in scenarios where the Higgs is IR-localized the light-
est KK excitation mass (of the massless gauge boson) is & 3 TeV [114], yielding ΛIR & 1 TeV
[113]. From (3.1.2) we obtain the condition m ≫ 1 for string propagation on a smooth geo-
metric background. Nevertheless, as in many examples in various arenas of physics, m ∼ a few
may in fact be sufficient, depending on the behavior of the leading corrections to the geomet-
ric limit. In our phenomenological study we will follow [110] and set m & 3, which leads to
µ(0) ≈ 5ΛIR, g(0)/ga ≃ 0.1, and µ(0) = 5m−1 M˜s ≃ 1.7M˜s.
Given the particular nature of the process we are considering, the production of a TeV Regge
state and its subsequent 2-body decay, one would hope that the resonance would be visible in
data binned according to the invariant mass M of the dijet, after setting cuts on the different
jet rapidities, |y1|, |y2| ≤ 1 [115] and transverse momenta p1,2T > 50 GeV. With the definitions
Y ≡ 12(y1+ y2) and y ≡ 12 (y1− y2), the cross section per interval of M for pp→ dijet is given
by
dσ
dM
= Mτ
∑
ijkl
[∫ 0
−Ymax
dY fi(xa, M) fj(xb, M)
∫ ymax+Y
−(ymax+Y )
dy
dσ
dtˆ
∣∣∣∣
ij→kl
1
cosh2 y
+
∫ Ymax
0
dY fi(xa, M) fj(xb,M)
∫ ymax−Y
−(ymax−Y )
dy
dσ
dtˆ
∣∣∣∣
ij→kl
1
cosh2 y
]
(3.3.1)
where τ =M2/s, xa =
√
τeY , xb =
√
τe−Y , and
|M(ij → kl)|2 = 16πsˆ2 dσ
dtˆ
∣∣∣∣
ij→kl
. (3.3.2)
In this section we reinstate the caret notation (sˆ, tˆ, uˆ) to specify partonic subprocesses. The
Y integration range in Eq. (3.3.1), Ymax = min{ln(1/
√
τ), ymax}, comes from requiring
xa, xb < 1 together with the rapidity cuts ymin < |y1|, |y2| < ymax. The kinematics of
the scattering also provides the relation M = 2pT cosh y, which when combined with pT =
M/2 sin θ∗ = M/2
√
1− cos2 θ∗, yields cosh y = (1 − cos2 θ∗)−1/2, where θ∗ is the center-
of-mass scattering angle. Finally, the Mandelstam invariants occurring in the cross section are
given by sˆ =M2, tˆ = −12M2 e−y/ cosh y, and uˆ = −12M2 e+y/ cosh y.
To study the feasibility of detecting the resonance we adopt the standard bump-hunting
method introduced in Chapter 2. As usual, the signal rate is estimated in the invariant mass
window [µ(0) − 2Γ, µ(0) + 2Γ]. Here the noise is defined as the square root of the number of
background events in the same dijet mass interval for the same integrated luminosity. The QCD
background has been calculated at the partonic level considering all SM contributions to dijet
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Figure 7 : pp→ dijet and pp→ γ + jet signal-to-noise ratio for 100 fb−1 integrated luminosity.
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final states [11]. Our calculation, making use of the CTEQ6 parton distribution functions [116]
agrees with that presented in [115].
The top curve in Fig. 7 shows the behavior of the signal-to-noise (S/N) ratio as a function of
the lowest massive Regge excitation, for 100 fb−1 of integrated luminosity and
√
s = 14 TeV.
Regge excitations with masses µ(0) . 4.7 TeV are open to discovery at the ≥ 5σ level. This
implies that in the Higgsless model discovery would be possible in a wide range of the presently
unconstrained parameter space, whereas in the model with a Higss localized on the IR-brane the
LHC discovery potential would be only marginal. The bottom curve in Fig. 7 shows the S/N
ratio in the pp → direct γ + jet channel. To accommodate the minimal acceptance cuts on final
state photons from the CMS and ATLAS proposals [117], we set |ymax| < 2.4. The approximate
equality of the background due to misidentified π0’s and the QCD background [118], across a
range of large pγT as implemented in Ref. [9], is maintained as an approximate equality over
a range of γ-jet invariant masses with the rapidity cuts imposed. Observations of resonant
structures in pp → direct γ + jet can provide interesting corroboration for string physics up
to 3.0 TeV. Before proceeding, we stress that the results shown in Fig. 7 are conservative, in the
sense that we have not included in the signal the stringy contributions of processes containing
fermions. These will be somewhat more model dependent since they require details of the SM
pattern of masses and mixings, but we expect that these contributions can potentially increase
the reach of LHC for discovery of Regge recurrences.
QCD parton-parton cross sections are dominated by t-channel exchanges that produce dijet
angular distributions which peak at small center of mass scattering angles. In contrast, non–
standard contact interactions or excitations of resonances result in a more isotropic distribution.
In terms of rapidity variable for standard transverse momentum cuts, dijets resulting from QCD
processes will preferentially populate the large rapidity region, while the new processes generate
events more uniformly distributed in the entire rapidity region. To analyze the details of the
rapidity space the DØ Collaboration introduced a new parameter [119],
R =
dσ/dM |(|y1 |,|y2|<0.5)
dσ/dM |(0.5<|y1|,|y2|<1.0)
, (3.3.3)
the ratio of the number of events, in a given dijet mass bin, for both rapidities |y1|, |y2| < 0.5
and both rapidities 0.5 < |y1|, |y2| < 1.0. The ratio R is a genuine measure of the most sensitive
part of the angular distribution, providing a single number that can be measure as a function of
the dijet invariant mass.7
In Fig. 8 we compare the results from a full CMS detector simulation of the ratioR, with pre-
dictions from LO QCD and contributions to the g∗ and C∗ excitations. The synthetic population
was generated with Pythia, passed through the full CMS detector simulation and reconstructed
with the ORCA reconstruction package [121]. It is clear that with the first fb−1 of data col-
lected at the LHC, the R-parameter will be able to probe lowest-lying Regge excitations for
µ(0) ∼ 3 TeV.8
7An illustration of the use of this parameter in a heuristic model where standard model amplitudes are modified
by a Veneziano formfactor has been presented in [120].
8It should be noted that the R parameter serves only as the crudest discriminator between QCD and stringy
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Figure 8 : For a luminosity of 1 fb−1, the expected statistical error (shaded region) of the dijet ratio of QCD in the
CMS detector [121] is compared with LO QCD (dot-dashed line) and LO QCD plus lowest massive Regge excitation
(solid line), for µ(0) = 3 TeV.
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In addition to the Regge recurrences there are of course KK modes of SM particles and
gravitons propagating in the s-channel that we have not yet considered. Their importance can
be gauged by their masses relative to µ(0). The ratio of string to KK masses is model dependent,
but in general there could be several cases where the µ(0)/mKK ratio is around a few [111].
This relation can be illustrated by comparing with the masses of the KK states of the graviton:
m
(n)
G = xnΛIR, where the xn are the nth roots of the Bessel function J1 [99]. We find that
µ(0)/m
(1)
G ∼ 1.25. This implies that the KK contribution is not significantly enhanced over the
Regge contribution [17], and so here we have limitted our discussion to the Regge case.
The large amount of data required for discovery may be traced to a strong difference at
the phenomenological level between the RS scenario and the flat space result: the effective 4D
coupling constant g(0) ≃ 0.1 ga. For a given resonance mass, we also have M˜s ≃ 0.6µ. The net
result, following from Eq.(3.2.31) is that for a given resonance mass, the RS cross section is a
factor of (0.1/0.6)4 ≈ 10−3 times that of the flat case scenario. (There is also some effect from
the narrowing of the total widths.) The drastic reduction of the effective coupling is a direct
result of permitting the gluon field to propagate in the warped bulk.
behavior of the cross section. More detailed analyses of the rapidity dependence of the final state jets are in order. In
a recent paper [96] the behavior of the stringy amplitudes (for flat geometries) with respect to the rapidity difference
y has been discussed. Results were presented for the separate contributions of the 1/2 and 3/2 resonances for the
dominant qg → qg process, as well as for the combined cross sections. It remains to compare these to QCD.
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Chapter 4
Stringy Origin of the CDF Anomaly
The invariant mass distribution of dijets produced in association with W bosons, recently ob-
served by the CDF Collaboration at Tevatron, reveals an excess in the dijet mass range 120 −
160 GeV/c2, 3σ beyond SM expectations. In this Chapter we show that such an excess is a
generic feature of low mass string theory, due to the production and decay of a leptophobic Z ′,
a singlet partner of SU(3) gluons coupled primarily to the U(1) baryon number. In this frame-
work, U(1) and SU(3) appear as subgroups of U(3) associated with open strings ending on a
stack of 3 D-branes. In addition, a minimal model contains two other stacks to accommodate
the electro-weak SU(2) ⊂ U(2) and the hypercharge U(1). Of the three U(1) gauge bosons,
the two heavy Z ′ and Z ′′ receive masses through the Green-Schwarz mechanism. We show that
for a given Z ′ mass the model is quite constrained. Its free parameters are just sufficient to
simultaneously ensure: a small Z − Z ′ mixing in accord with the stringent LEP data on the Z
mass; very small (less than 1%) branching ratio into leptons; and a large hierarchy between Z ′′
and Z ′ masses. We estimate the LHC sensitivity for searches of Z ′′ in the dijet invariant mass
spectrum. The ideas discussed in this Chapter have been published in [122].
4.1 Light Z ′ boson at the Tevatron
It appears that in the last year of the Tevatron’s endeavors, it has pierced the SM’s resistant ar-
mor [18, 123]. The latest foray is an excess at Mjj ≃ 140 GeV in the dijet system invariant
mass distribution of the associated production of a W boson with 2 jets (hereafter Wjj produc-
tion) [18]. The CDF Collaboration fitted the excess to a Gaussian and estimated its production
rate to be ∼ 4 pb. This is roughly 300 times the SM Higgs rate σ(pp¯→WH)×BR(H → b¯b).
For a search window of 120− 200 GeV, the excess significance above SM background (includ-
ing systematic uncertainties) is 3.2σ [18].
The CDF Wjj anomaly has been related to the technipion of a low mass technicolor [124],
to resonant super-partner production in a supersymmetric model with R-parity violation [125],
and to a leptophobic Z ′ gauge boson [126, 127, 128, 129]. The suppressed coupling to lep-
tons in the latter is required to evade the strong constraints of the Tevatron Z ′ searches in the
dilepton mode [130]. All existing dijet-mass searches at the Tevatron are limited to Mjj >
200 GeV [131] and therefore cannot constrain the existence of a Z ′ with MZ′ ≃ 140 GeV. The
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strongest constraint on a light leptophobic Z ′ comes from the dijet search by the UA2 Collabora-
tion, which has placed a 90% CL upper bound on σ×BR(Z ′ → jj) in this energy range [132].
In this section we show that a Z ′ that can explain the Wjj excess and is in full agreement with
exisitng limits on Z ′ coupling to quarks and leptons can materialize in the context of D-brane
TeV-scale string compactifications.
In Chapter 2 we have seen that in the minimal U(3)a×Sp(1)L×U(1)c D-brane model, the
hypercharge is anomaly free. However, the QU(3) (gauged baryon number) is not anomaly free
and we expect this anomaly to be canceled via a Green-Schwarz mechanism. There is an explicit
mass term in the Lagrangian for the new gauge field −12M ′2Y ′µY ′µ whose scale comes from the
compactification scheme. The scalar that gets eaten up to give the longitudinal polarization of
the Y ′ is a closed string field and there is no extra Higgs particle [70]. Following [15] we take
M ′ as a free parameter of the model and use precision electroweak data to determine its value.
As usual, the U(1) gauge interactions arise through the covariant derivative
Dµ = ∂µ − igcBµQU(1) − i
ga√
6
CµQU(3) . (4.1.1)
Substituting (2.1.7) into (4.1.1) we obtain
gY ′QY ′ =
ga√
6
CPQU(3) + gcSPQU(1) . (4.1.2)
We note that a value for gY ′ will emerge once a normalization for QY ′ is adopted. (The second
relation in Eq. (2.1.10) depends on the choice of normalization for the hypercharge).
For a Higgs (QU(3) = 0, QU(1) = −1, QY = −1/2) with vacuum expectation value
〈H〉 =
(
v
0
)
, (4.1.3)
the kinetic term (DµH)∗(DµH) gives gives a mass term
(v, 0)
 −12
√
g2b + g
2
Y Z − gcSPY ′ 0
0
g2b−g2Y
2
√
g2b+g
2
Y
Z − gcSPY ′
2( v
0
)
= (MZZ+gcSP vY
′)2,
(4.1.4)
where
Dµ = ∂µ − i 1√
g2b + g
2
Y
Zµ(g
2
bT
3 − g2Y Y )− igY ′Yµ′QY ′ , (4.1.5)
with T 3 = σ3/2 and gY ′QY ′ given in Eq. (4.1.2). Equation (4.1.4) together with the mass term
1
2M
′2Y ′2 lead to a mass matrix
1
2
(Z, Y ′)
(
M
2
Z MZgaSP v
MZgaSP v g
2
aS
2
P v
2 +M ′2
)(
Z
Y ′
)
=
1
2
(MZZ + gavSPY
′)2 +
1
2
M ′2Y ′2 ,
(4.1.6)
where 2M 2Z = g2bv2 + g2Y v2 is the usual tree level formula for the mass of the Z particle in
the electroweak theory, before mixing [15]. When the theory undergoes electroweak symmetry
breaking, because Y ′ couples to the Higgs, one gets additional mixing. However, to avoid
conflict with precision measurements at LEP we will assume negligible Z − Z ′ mixing and
50
Table 5 : Chiral fermion spectrum of the U(3)a × U(2)b × U(1)c D-brane model (case II).
Name Representation QU(3) QU(2) QU(1) QY gY ′QY ′ gY ′′QY ′′
Ui (3¯, 1) 2 0 0 −43 0.265 0.867
Di (3¯, 1) −1 0 1 23 −0.098 −0.444
Li (1, 2) 0 −1 1 −1 −0.004 −0.138
Ei (1, 1) 0 2 0 2 0.078 0.255
Qi (3, 2) 1 1 0
1
3 0.172 0.561
consider M ′ ≃MZ′ [133]. A comprehensive study of the M ′ parameter space has been carried
out in [71], concluding that gauge bosons with MZ′ < 700 GeV are excluded by the Z-pole
data from LEP.
On the other hand, we have seen in Chapter 2 that in the U(3)a × U(2)b × U(1)c D-brane
model the Qa, Qb, Qc content of the hypercharge operator, is not uniquely determined by the
anomaly cancellation requirement. Hereafter we set ca = −2/3, cb = 1, and cc = 0 [75]. This
choice of parameters in Eq. (2.1.12) leads to the chiral fermion spectrum given in Table 5.
The covariant derivative is given by [61]
Dµ = ∂µ − i ga√
6
CµQU(3) − i
gb
2
XµQU(2) − igcBµQU(1) . (4.1.7)
The fields Cµ,Xµ, Bµ are related to Yµ, Yµ′ and Yµ′′ by a rotation matrix,
R =

CθCψ −CφSψ + SφSθCψ SφSψ + CφSθCψ
CθSψ CφCψ + SφSθSψ −SφCψ +CφSθSψ
−Sθ SφCθ CφCθ
 , (4.1.8)
with Euler angles θ, ψ, and φ; R = O−1. Equation (4.1.7) can be rewritten in terms of Yµ, Y ′µ,
and Y ′′µ as follows
Dµ = ∂µ − iYµ
(
−SθgcQU(1) +
1
2
CθSψgbQU(2) +
1√
6
CθCψgaQU(3)
)
(4.1.9)
− iY ′µ
[
CθSφgcQU(1) +
1
2
(CφCψ + SθSφSψ) gbQU(2) +
1√
6
(CψSθSφ − CφSψ)gaQU(3)
]
− iY ′′µ
[
CθCφgcQU(1) +
1
2
(−CψSφ + CφSθSψ) gbQU(2) +
1√
6
(CφCψSθ + SφSψ) gaQU(3)
]
.
Now, by demanding that Yµ has the hypercharge QY given in Eq. (2.1.12) we fix the first column
of the rotation matrix R 
Cµ
Xµ
Bµ
 =

Yµ
√
6cagY /ga . . .
Yµ 2cbgY /gb . . .
Yµ ccgY /gc . . .
 , (4.1.10)
and we determine the value of the two associated Euler angles
θ = arcsin[ccgY /gc] = 0 (4.1.11)
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and
ψ = arcsin[2cbgY /(gb Cθ)] = 1.99 , (4.1.12)
where we have taken MZ = 91.1876, gb = 0.6596, ga = 1.215. The third Euler angle φ
and the coupling gc are determined by requiring sufficient suppression (. 1%) to leptons and
compatibility with the 90%CL upper limit reported by the UA2 Collaboration on σ(pp¯→ Z ′)×
BR(Z ′ → jj) at √s = 630 GeV. The decay width of Z ′ → f f¯ is given by [134]
Γ(Z ′ → f f¯) = GFM
2
Z
6π
√
2
NcC(M
2
Z′)MZ′
√
1− 4x [v2f (1 + 2x) + a2f (1− 4x)] , (4.1.13)
whereGF is the Fermi coupling constant, C(M2Z′) = 1+αs/π+1.409(αs/π)2−12.77(αs/π)3,
αs = αs(MZ′) is the strong coupling constant at the scale MZ′ , x = m2f/M2Z′ , vf and af are
the vector and axial couplings, and Nc = 3 or 1 if f is a quark or a lepton, respectively. The
parton-parton cross section in the narrow Z ′ width approximation is given by
σˆ(qq¯ → Z ′) = K 2π
3
GF M
2
Z√
2
[
v2q (φ, g1) + a
2
q(φ, g1)
]
δ
(
sˆ−m2Z′
)
, (4.1.14)
where the K-factor represents the enhancement from higher order QCD processes estimated to
be K ≃ 1.3 [135]. After folding σˆ with the CTEQ6 parton distribution functions [116], taking
MZ′ = 140 GeV, the branching ratio of electrons to quarks is minimized within the φ − gc
parameter space, subject to saturation of the 90%CL upper limit [132],
σ(pp¯→ Z ′)× BR(Z ′ → jj) ≈ 250 pb , (4.1.15)
see Fig. 9. This occurs for for φ = 1.87 and gc = 0.036, corresponding to a suppression
ΓZ′→e+e−/ΓZ′→qq¯ ∼ 0.5%. (This also corresponds to v2u + a2u = 0.355, and v2d + a2d =
0.139.) The UA2 data has a dijet mass resolution ∆Mjj/Mjj ∼ 10% [132]. Therefore, at
140 GeV the dijet mass resolution is about 15 GeV. This is much larger than the resonance
width, which is calculated to be Γ(Z ′ → f f¯) ≃ 2 GeV. All the couplings of the Y ′ boson are
now detemined and contained in Eq. (4.1.10). Numerical values are given in Table 5 under the
heading of gY ′QY ′ . The corresponding Wjj production rate at the Tevatron (
√
s = 1.96 TeV)
mediated through t and u channel quark exchange is found to be ≈ 4 pb, in agreement with
observation [18] and with the recent estimate of [129]. The rate for the associated production
channels ZZ ′, γZ ′, andZ ′Z ′ is down by factors of approximately 3, 5, and 9, respectively [129].
The second strong constraint on the model derives from the mixing of the Z and the Y ′
through their coupling to the two Higgs doublets H and H ′, with QU(3) = −3, QU(1) = −1,
QU(2) = 0, QY = 1 and QU(3) = 0, QU(1) = 1, QU(2) = 1, QY = 1, respectively. Here,
〈H〉 = (vu0 ), 〈H ′〉 = (vd0 ), v =
√
v2u + v
2
d = 172 GeV, and tan β ≡ vu/vd [136]. To account
for Y ′′ we introduced a second term in (2.1.16), Dµ = ∂µ... − igY ′Yµ′QY ′ − igY ′′)Yµ′′QY ′′ ,
which is convenient to write as
− ixH
vu
MZYµ
′ − iyH
vu
MZYµ
′′ +H → H ′ , (4.1.16)
where for the two Higgs doublets
xH = −0.252Cφ + 1.886 gc Sφ, xH′ = 2.817Cφ (4.1.17)
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Figure 9 : In the left panel we show a comparisom of the total cross section for the production of pp¯→ Z′ → jj at√
s = 630 GeV in our model and the UA2 90% CL upper limit on the production of a gauge boson decaying into 2
jets [132]. In the right panel we show the dijet invariant mass distribution in pp¯ collisions, as measured by the CDF
Collaboration, at
√
s = 1.8 TeV [131]. The measurement is compared to a LO QCD calculation and the predicted
Z′ resonant scattering.
and
yH = 1.886 gc Cφ + 0.252Sφ, yH′ = −2.817Sφ . (4.1.18)
The Higgs field kinetic term together with the Green-Schwarz mass terms (−12M ′2Y ′µY ′µ −
1
2M
′′2Y ′′µ Y ′′µ) yield the following mass square matrix
M
2
Z M
2
Z(xHC
2
β + xH′S
2
β) M
2
Z(yHC
2
β + yH′S
2
β)
M
2
Z(xHC
2
β + xH′S
2
β) M
2
Z(C
2
βx
2
H + S
2
βx
2
H′) +M
′2 M2Z(C2βxHyH + S
2
βxH′yH′)
M
2
Z(yHC
2
β + yH′S
2
β) M
2
Z(C
2
βxHyH + S
2
βxH′yH′) M
2
Z(y
2
HC
2
β + y
2
H′S
2
β) +M
′′2
 ,
where xH = 0.139, xH′ = −0.824, yH = 0.221, and yH′ = −2.694. The free parameters are
tan β, MZ′ , and MZ′′ which will be fixed by requiring the shift of the Z mass to lie within 1
standard deviation of the experimental value and MZ′ = 140± 2 GeV. We are also minimizing
MZ′′ to ascertain whether it can be detected at existing colliders. This leads to tan β = 0.4,
MZ′ ≃M ′ ≃ 140 GeV, and MZ′′ ≃M ′′ ≥ 3 TeV.
4.2 LHC sensitivity to Z ′′
We now explore (at the parton level) prospects for searches of Z ′′ signals at the LHC. All the
couplings of the Y ′′ boson are given in Table 5 under the heading of gY ′′QY ′′ . Using these
figures we determine ΓZ′′→e+e−/ΓZ′′→qq¯ ∼ 0.7%. We therefore consider the standard bump-
hunting procedure for dijet searches.
The cross section (for incoming quark q and outgoing quark q′) is given by,
|M(qq¯ Z′′→ q′q¯′)|2 = 1
4
[
g2Y ′′Q
2
Y ′′(qL) + g
2
Y ′′Q
2
Y ′′(qR)
] [
g2Y ′′Q
2
Y ′′(qL
′) + g2Y ′′Q
2
Y ′′(qR
′)
]
×
[
2(u2 + t2)
(s−M2Z′′)2 + (ΓZ′′ MZ′′)2
]
, (4.2.1)
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Figure 10 : pp→ dijet signal-to-noise ratio for 100 fb−1 integrated luminosity.
where gY ′′QY ′′(qL) and gY ′′QY ′′(qR) are the couplings of Z ′′ to quarks. Note that we have not
summed over the flavors, but we did average and sum the colors. We calculate a signal-to-noise
ratio, with the signal rate estimated in the invariant mass window [MZ′′ − 2Γ, MZ′′ +2Γ]; ; we
set the rapidity cut to be |ymax| < 1.0. The noise is defined as the square root of the number of
QCD background events in the same dijet mass interval for the same integrated luminosity.
The curve in Fig. (10) shows the behavior of the signal-to-noise ratio as a function of the
mass of Z ′′, for 100 fb−1 of integrated luminosity and
√
s = 14 TeV. As an illustration, we
take MZ′′ = 3 TeV, for which Γ(Z ′′ → f f¯) = 493 GeV. For 10 fb−1 of data collected at√
s = 14 TeV, we obtain a signal-to-noise ratio of 15σ.
An obvious question is whether the existing data allow determination of the string mass
scale. The anomalous mass contributions to MZ′ and MZ′′ are proportional (with computable
coefficients [95]) to gY ′Ms and gY ′′Ms, respectively. However, existing data can only deter-
mine the products gY ′QY ′ and gY ′′QY ′′ , see Table 5. Therefore, a separate measurement of
the different quark flavor charges (e.g., by tagging on b’s and t’s in Z ′′ decays) is necessary to
determine the absolute normalization of the couplings and predict the string mass scale.
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In closing, we note that there are some aspects of the model which can lead to observable
consequences even in the absence of a light resonant signal. (1) The chiral nature of the cou-
plings in Table 5 implies substantial parity violation. Hence, for MZ′ & 400 GeV, the parity
violating couplings of the Z ′ to fermions can generate a tt¯ forward-backward asymmetry in pp¯
collisions. (2) It was noted in [127] that both theWjj anomaly and the forward-backward asym-
metry observed at the Tevatron can be simultaneously explained by a Z ′ of MZ′ ≃ 140 GeV
with flavor-violating coupling gutZ′ ∼ 0.45. In principle these two conditions can be accom-
modated in D-brane constructions by introducing two quark families originating from strings
stretching between two stacks of D-branes, and one family looping with both ends of a string
attached to the color stack [65, 75]. This can give different charges to u and t quarks.
Note added: Related models, including theories involving Z ′ gauge bosons, have been recently
proposed to explain the Wjj anomaly [137].
55
Part II:
Anomaly Puzzle in N = 1
Supersymmetric Yang-Mills Theory
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Chapter 5
Two-Supercurrent Scenario as the
Solution of the Anomaly Puzzle
We discuss several points that may help to clarify some questions that remain about the anomaly
puzzle in supersymmetric theories. In particular, we consider a general N = 1 supersymmetric
Yang-Mills theory. The anomaly puzzle concerns the question of whether there is a consistent
way in the quantized theory to put the R-current and the stress tensor in a single supermultiplet
called the supercurrent, even though in the classical theory they are in the same supermultiplet.
It was proposed that the classically conserved supercurrent bifurcates into two supercurrents
having different anomalies in the quantum regime. The most interesting result we obtain is an
explicit expression for the lowest component of one of the two supercurrents in 4-dimensional
spacetime, namely the supercurrent that has the energy-momentum tensor as one of its compo-
nents. This expression for the lowest component is an energy-dependent linear combination of
two chiral currents, which itself does not correspond to a classically conserved chiral current.
The lowest component of the other supercurrent, namely, the R-current, satisfies the Adler–
Bardeen theorem. The lowest component of the first supercurrent has an anomaly that we show
is consistent with the anomaly of the trace of the energy-momentum tensor. Therefore, we con-
clude that there is no consistent way to construct a single supercurrent multiplet that contains
the R-current and the stress tensor in the straightforward way originally proposed. We also dis-
cuss and try to clarify some technical points in the derivations of the two supercurrents in the
literature. These latter points concern the role of the equations of motion in deriving the two
supercurrents.
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5.1 Review of Anomaly Puzzle
First of all, let us review the basics of the supercurrent and the anomaly puzzle. N = 1 gauge
theory is described by a Lagrangian,
L = 1
8g2T (R)
∫
d2θTrW 2 + h.c.
=
1
4g2
∫
d2θTrW 2 + h.c.. (5.1.1)
T (R) denotes one half of the Dynkin index for the representation R, Tr(T aT b) = T (R)δab.
The superfield Wα ≡W aαT a in components is 1
Wα = −1
8
D¯2e−VDαeV = −i(λα + iθαD + θβfαβ + iθθDαα˙λ¯α˙),
where fαβ is the field strength in the spinor coordinate, fαβ = −12(σµσ¯ν)αβFµν = −σµνFµν .
The vector superfield V in the Wess-Zumino gauge is, V = −2θαθ¯α˙vαα˙ + 2iθθθ¯λ¯− 2iθ¯θ¯θλ+
θθθ¯θ¯(D + i∂µvµ). The integration over Grassmann numbers is defined by
∫
θ2d2θ = 2. Recall
that the anomaly puzzle can be stated in terms of the absence of a supersymmetric anomaly
equation. Such a possible equation is described by a supercurrent Jµ, which is a superfield and
can be defined as [32]
Jαα˙ ≡ − 4
g2
Tr[eVWαe
−V W¯α˙] = − 2
g2T (R)
Tr[eVWαe
−V W¯α˙]. (5.1.2)
Generally, the components of the supercurrent superfield are related to the R-current Rµ, the
supercurrent Jαµ and the stress tensor ϑµν respectively,
Jαα˙ = Cαα˙ + {θβχβαα˙ + h.c.} + 2θβ θ¯β˙ταα˙ββ˙
−1
2
{θαθ¯β˙i∂γβ˙Cγα˙ + h.c.} + {
1
2
θ2Mαα˙ +H.c}
+{1
2
θ2θ¯β˙λ¯β˙αα˙ +H.c}+
1
4
θ2θ¯2Dαα˙. (5.1.3)
Cµ, χµ and τµν are related to Rµ, Jµ and ϑµν as we shall see in the appendix.
For the supercurrent defined by (5.1.2), we have,
Caa˙ = Raa˙ = − 4
g2
Tr(λαλ¯α˙), (5.1.4)
The θθ¯ component of Jαα˙, (5.1.3) corresponds to the stress tensor and the exterior derivative
of Rµ. Note that τµν is not really the stress tensor as we shall see in the appendix. However, the
trace τµµ is proportional to that of the stress tensor ϑµµ. So the operator τµµ also gives the trace
anomaly.
As usual, this R-symmetry is broken at the quantum level because it is a chiral U(1) sym-
metry. The anomaly equation is,
∂µRµ = −T (G)
16π2
F aµν F˜
aµν , (5.1.5)
1We mostly use the conventions in Wess and Bagger [138] including the choice of σµ matrices and superderiva-
tives. Our conventions differ only with regard to the normalization of the vector superfield and the integration of
Grassmann variables.
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as follows from the Adler–Bardeen theorem [26]. T (G) is the T (R) of the adjoint representa-
tion.
One can lift (5.1.5) to the supersymmetric form,
∂µJ µ = i
2
C Tr[D2W 2 − D¯2W¯ 2], (5.1.6)
where C is some coefficient to be determined. The lowest component of (5.1.6) is the chiral
anomaly equation, (5.1.5). Equivalently, we have,
D¯α˙Jαα˙ = CDαTrW 2. (5.1.7)
The real part of the θ component D¯α˙Jαα˙ in (5.1.7) corresponds to τµµ while the imagi-
nary part corresponds to −∂µRµ. This matches the θ component of DαTrW 2, whose real and
imaginary parts are −ǫαβTr(FF ) and −ǫαβTr(FF˜ ) respectively.
To be consistent with the prediction of the Adler–Bardeen theorem, both sides should be
bare operator and C should be of one-loop just like (5.1.5). However, to get the correct trace
anomaly, β-function, which has higher-loop contributions should appear on the right hand side
(henceforth rhs, and similarly lhs for left hand side) . So C has to be proportional to β. Now we
get the anomaly puzzle. At least, this is how this puzzle was originally stated. There are quite a
few subtleties as we shall see.
The situation becomes more complicated when matter is introduced. The Lagrangian be-
comes,
L = 1
4g2
∫
d2θTrW 2 + h.c. + 1
4
∫
d4θ
∑
f
Φ¯feV Φf . (5.1.8)
where Φf are chiral superfields describing matter. The supercurrent is defined as
Jαα˙ = − 4
g2
Tr[eVWαe
−V W¯α˙] +
1
3
∑
f
Φ¯f
(←−¯∇ α˙eV∇α
−eV D¯α˙∇α +
←−¯∇ α˙←−DαeV
)
Φf , (5.1.9)
where covariant derivative is introduced ∇αΦf = e−VDαeV Φf . The R-current has the form,
Rµ =
2
g2
Tr(λσµλ¯)− 1
3
∑
f
(
ψfσµψ¯f − 2iAf←→D µA∗f
)
, (5.1.10)
where Af is the scalar component of the chiral superfield Φf and ψf is the spinor component.
With the introduction of matter, there is another U(1) symmetry Φf → eiαΦf . The corre-
sponding current is the so-called Konishi current (denoted by Rfµ). This symmetry is certainly
chiral and its anomaly, the Konishi anomaly is given by,
D¯2J f = D¯2(Φ¯feV Φf ) = T (Rf )
2π2
TrW 2. (5.1.11)
Equivalently, we can define a superfield Qαα˙ as in (5.2.8), which has Rfµ as its lowest com-
ponent.
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5.2 Possible Solutions to the Puzzle
As mentioned before, we can use Wilson effective action to describe the anomaly puzzle [32]
2
. In this scenario, the theory has a large but finite cutoff. The Wilson effective action at
scale Λ is denoted by SW (Λ). Higher momentum modes can be integrated out to provide the
running of the coupling constant. It can be shown that the new SW (Λ − δΛ) obtained by this
renormalization group flow will only have a one-loop correction to the coefficient of TrW 2
in the Lagrangian (5.1.8). This agrees with the conclusion based on the non-renormalization
theorem [39]. However, this result appears to be in contradiction to the multi-loop β function.
Note that the coefficient of the Wilson effective action (at scale Λ) can be related to the 1PI
amplitude with an infrared cutoff Λ (see e.g. [139]). As noted by Shifman and Vainshtein, the
absence of the infrared modes is the reason for the absence of multi-loop corrections in the β-
function. Shifman and Vainshtein distinguish between the physical coupling constant and the
corresponding coefficient in the Wilson effective action SW . The latter is renormalized only at
one-loop level as predicted by the nonrenormalization theorem. On the other hand, the physical
coupling can be obtained by evaluating the matrix elements (or the effective action). To do that,
all the infrared modes have to be included and the higher-order corrections emerge.
Shifman and Vainshtein then proceed to propose that a single supercurrent can contain both
the stress tensor and the R-current. The anomaly equation for this bare supercurrent Jαα˙ is of
the form of (5.1.7) with a one-loop coefficient C (see e.g. Eq.(19) in [32]),
D¯α˙Jαα˙ = 2
3
Dα
[β(1)g (g0)
g30
TrW 2 − 1
8
∑
f
γf D¯
2(Φ¯feV Φf )
]
=
2
3
Dα
[
− 3T (G)−
∑
f T (Rf )
16π2
TrW 2
−1
8
∑
f
γf D¯
2(Φ¯feV Φf )
]
(5.2.1)
The β(1)g (g0) is the one-loop β-function and β(1)g (g0)/g30 is a g0-independent number. Note that
the operators in the equation are bare operators. To obtain the physical coupling constant one
needs to take the matrix elements of the operators on the rhs. The matrix of element of W 2 is
shown to have finite multi-loop contribution that exactly reproduce the correct NSVZ β-function
(5.2.3). More explicitly, when the operators on the right are expressed in terms of renormalized
operators, (5.2.1) becomes the anomaly equation that has the correct multi-loop β-function,
D¯α˙Jαα˙ = 2
3
Dα
{βg(g)
g3
[TrW 2]− 1
8
∑
f
γfD¯
2[(Φ¯feV Φf )]
}
, (5.2.2)
where [ ] indicates renormalized operators, and
βg(g) = − g
3
16π2
3T (G)−∑f T (Rf )(1− γf )
1− T (G)α/2π . (5.2.3)
The term proportional to γf comes from the second term in (5.2.1) because of the Konishi
anomaly (5.1.11). More explicitly, the contribution (proportional to γf ) from the second term in
(5.2.1) to the β-function follows when the operators on the rhs are diagonalized.
2This approach will be further discussed in Sec 6.1.
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Note that the trace of the stress tensor, ϑµµ should be equal to
∑
βa(M)Oa(M), in which
Oa(M) are renormalized operators (at scale M ). Moreover, [140] the coefficients of these
operators Oa(M) can be considered as β-functions (with ga(M) as variables) only when the
operators Oa(M) are “orthonormal” at scale M . More explicitly, the operators Oa(M) are
chosen so that the corresponding matrix element 3 of every coupling constant ga only receives
contribution from a single operator (on the rhs of the trace anomaly) and the matrix element
should be exactly unity (up to some power ofM ’s). Only in this case we can take the coefficients
of the operators on the rhs of the trace anomaly to be the β-functions.
However, there are some subtleties about (5.2.1) that imply a contradiction with the Adler–
Bardeen theorem. Let us look at it more carefully. For the example of pure SYM, the θ2
component of an operator W 2 in fact has an imaginary part equal to (where α0 ≡ g20/4π),
−1
2
FF˜ − ∂µ(λσµλ¯) = −1
2
FF˜ − 4πα0∂µRµ,
where we used the fact that the second term on the lhs is proportional to ∂µRµ (see (5.1.4)).
After this term is moved to the left side in (5.2.1), it is clear that (5.2.1) does not reproduce the
Adler–Bardeen theorem; namely that the anomaly of the R-current Rµ is no longer proportional
(with a coupling-constant-independent proportionality factor) to the topological term FF˜ as in
the non-supersymmetry gauge theory. In other words, (5.1.5) no longer holds as an operator
equation of bare operators. Moreover, unlike it was previously claimed in the literature [141],
(5.2.2) does not agree with the Adler–Bardeen theorem. Even if (5.2.2) is not obtained from
the one-loop equation (5.2.1) but is taken as the starting point, what appears on the right are just
renormalized operators and can not be moved to the left side, which only contains bare operators.
On the other hand, it has been shown [142] that if the lowest component of the supercurrent on
the left of (5.2.1) is taken as a renormalized operator, which is different from the bare R-current
by a multiplicative renormalization factor, correct anomaly equations (for both trace anomaly
and chiral anomaly) can be obtained.
There is another way to show the inconsistency between (5.2.1) and the Adler–Bardeen
theorem. Together with the proposed expectation value of W 2 ((46) in [32]),
〈W 2〉 =
(
1 +
T (G)α
2π
+ . . .
)
W 2ext,
equation (5.2.1) predicts a nonvanishing expectation value for the bare chiral current 〈∂µRµ〉 at
two-loop level. More explicitly, the two-loop value is T (G)α/(2π) times the one-loop value.
This conclusion however, is in contradiction with the combination of the Adler–Bardeen theo-
rem and the proposed expectation value of FF˜ ((57) in [32]),
〈FF˜ 〉 = (FF˜ )ext
(
1 +
T (G)α
π
)
,
which implies a two-loop expectation value being T (G)α/(2π) times the one-loop value. Note
that the Adler–Bardeen theorem states that (5.1.5) is an operator equation of bare operators
3Without the insertion, this matrix element corresponds to a certain amplitude that defines the coupling constant
at scale M .
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and the expectation values of both sides should have the same quantum corrections 4. Such an
agreement is confirmed up to two-loop in [27].
So eventually we have no choice but to construct two supercurrents. One of them, J (1)µ has
the R-current as its lowest component, but does not have the stress tensor among its components,
while the other J (2)µ has the stress tensor but not the R-current. As a result, there is no reason
to have a single operator equation to describe both chiral anomaly and trace anomaly. The
construction of two supercurrents using the background field method and dimensional reduction
is first proposed by Grisaru et al [29] [30] for the pure SYM and is further developed by Ensign
and Mahanthappa [31] for the coupled SYM. As we shall see later, there is an inconsistency in
their calculation. However, we show by careful calculation that their results for the two currents
are indeed correct.
Let us briefly review their results. In this approach, two different renormalized currents
(both superfields) are defined. Each satisfies an anomaly equation with the anomaly expressed
in terms of renormalized operators. One of the anomaly equations is similar to (5.2.2) with
the renormalized coupling constant and operators on the rhs. The other has an one-loop coef-
ficient for the W 2 term, which agrees with the Adler–Bardeen theorem 5. The explicit form is
(Eq.(4.29) in [31] after a change in convention),
∇αα˙[Jαα˙] = − i
3
β
(1)
g
g3
(
[∇αW β∇αWβ]− [∇¯α˙W¯ β˙∇¯α˙W¯β˙]
)
. (5.2.4)
Both currents are renormalized operators whose expectation values are finite.
We shall see how these two supercurrents are constructed. For later convenience, we will
give the operators that are involved,
Wαα˙ =
4
g20
Tr[e−VW α˙eVWα] (5.2.5)
Kαα˙ =
ˆˆ
Wαα˙ − 1
g2
Tr
(
i
ˆˆ
Γβα˙∇αW β − iˆˆΓαβ˙∇¯α˙W
β˙
)
(5.2.6)
Pαα˙ = i(Φ¯e
V∇αα˙Φ− Φ¯←−∇αα˙eV Φ) (5.2.7)
Qαα˙ = −1
2
[∇α, ∇¯α˙](Φ¯eV Φ). (5.2.8)
To be consistent with the expressions given above in Sec 5.1, we use the covariant derivatives in
the gauge chiral representation. Note that ˆˆΓαα˙ introduced in [30] is the ǫ-dimensional projection
of the gauge connection and is gauge covariant under the K gauge transformation (and invariant
under the Λ gauge transformation). Now in the gauge chiral representation, it is covariant under
the Λ gauge transformation. The expectation values of various operators are given by (3.3) (3.4)
(3.5) in [31]. They are obtained by the background field method and dimensional reduction. The
dimension is d = 4 − 2ǫ. Some of the expectation values given below are different from from
those in [31]. This is due to different conventions. For example, one of the equation given by
(3.4) in [31] is,
〈Qrαα˙〉(2) = 0×Keαα˙ + . . . , (5.2.9)
4Higher order quantum corrections to FF˜ in QED are discussed in [143].
5In [30] and [31], only the divergent contribution to the expectation value is considered and therefore the Adler–
Bardeen theorem implies the absence of any two-loop contribution to the coefficient C.
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The superscript e denotes (renormalized) external fields. The superscript r denotes renormalized
fields (Φ = Z1/2Φ Φr) with the field strength ZΦ given by,
ZΦ = 1 + 2
g2
ǫ
C(R) + g4
(
1
ǫ2
− 1
ǫ
)
(−3T (G)C(R)
+C(R)T (R) + 2C(R)2), (5.2.10)
and ZV given by
ZV = 1 +
g2
ǫ
[3T (G) − T (R)] + g
4
ǫ
[3T (G)2 − T (G)T (R)
−2C(R)T (R)]. (5.2.11)
However, 〈Qrαα˙〉(2) are not the two-loop expectation values of the Qrαα˙. Instead, it is the two-
loop expectation value of the operator renormalized to one-loop order. In this dissertation, we
use the symbol 〈O〉(n) for the expectation value of an operator O without subtracting any sub-
divergence due to renormalization of this operator. In this convention, (5.2.9) is expressed as
〈Qrαα˙ +
g2
ǫ
(2C(R)Qrαα˙ + T (R)K
r
αα˙)〉(2) = 0×Keαα˙ + . . . , (5.2.12)
where C(R) is the quadratic Casimir operator of representation R. Note that only the two-
loop contribution proportional to Kαα˙ is evaluated and the rest is unknown. With field strength
renormalization ZΦ (Qαα˙ ≡ ZΦQrαα˙) given by (5.2.10) and 〈Krαα˙〉(1) = 0, (5.2.12) can be
rewritten as,
〈Qαα˙〉(2) = 0×Keαα˙ + . . . .
Let us work with SQED, in which the corrections to the expectation value of FF˜ start at two-
loop and the corrections to the rhs of the Adler–Bardeen theorem start at three-loop. Naively,
one can speculate that the U(1) current in Qαα˙ satisfies the Adler–Bardeen theorem in the sense
that there is no anomaly at two-loop level. Note that 〈Qαα˙〉(1) is nonvanishing and leads to a
nonvanishing expectation value of ∂µCQµ (CQµ being the lowest component of Qµ).
However, Qαα˙ is not the correct superfield containing the anomalous U(1) current. In the
approach used by [31], Qµ has to be renormalized and the anomaly is described by a renormal-
ized operator [Qµ]. However, in the usual anomaly calculation of non-supersymmetric gauge
theories (with matter), the expectation value of a bare chiral current ∂µj5µ is proportional to FF˜ .
Anyway, if we ignore this difference and just apply the equations of motion on those bare fields
from which [Qµ] is constructed, the correct anomaly equation follows.
Following Eq.(3.8) in [31], we can find out the relationship between the bare operators and
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the renormalized operators as,
Wαα˙ = [Wαα˙]− g
2
ǫ
(T (R)[Wαα˙]− T (G)[K] − 3C(R)[Pαα˙]
−C(R)[Qαα˙])−
[g4
4ǫ
(3T (G)T (R) + C(R)T (R))
+
g4
ǫ2
(
1
2
T (G)T (R) +
1
2
C(R)T (R))
]
[Kαα˙] (5.2.13)
Pαα˙ = [Pαα˙]− g
2
ǫ
(3C(R)[Pαα˙] + C(R)[Qαα˙]− T (R)[Wαα˙])
+
[g4
4ǫ
(3T (G)T (R) + C(R)T (R))− g
4
2ǫ2
(T (G)T (R)
−C(R)T (R))
]
[Kαα˙] (5.2.14)
Qαα˙ = [Qαα˙]− g
2
ǫ
T (R)[Kαα˙] (5.2.15)
Renormalized operators like [Wαα˙] are defined to have the expectation values of the background
fields. With (5.2.13), (5.2.14) and (5.2.15), we get to the conclusion that a current
J˜αα˙ ≡Wαα˙ + Pαα˙ + 1
3
Qαα˙,
has no anomaly at two-loop level because of the lack of g4[Kαα˙] in 〈J˜αα˙〉. However, this bare
operator J˜αα˙ contains neither Rµ nor θµµ. Instead, two different renormalized operators need to
be constructed to describe the two anomalies (trace and chiral). One of them is the supercurrent
(J (2)µ in our notation),
Jˆαα˙ ≡ Wˆαα˙ − 1
3
Kˆαα˙ + Pˆαα˙ +
1
3
Qˆαα˙ +O(ǫ), (5.2.16)
where the O(ǫ) terms do not affect the β-function. The other is the Adler–Bardeen current
(J (1)µ in our notation),
[Jαα˙] ≡ [Wαα˙] + [Pαα˙] + 1
3
[Qαα˙].
As shown in [31], with the use of the equations of motion, the desired anomaly equations (5.2.2)
and (5.2.4) can be obtained.
A major problem this approach has is about the use of equation of motion. For example,
the trace anomaly is described by (5.3.11). The lhs is a renormalized operator in the sense that
expectation value of the operator [Jˆαα˙] is given by the background fields. There is no way
this expectation value can give what appears on the rhs under a derivative ∇¯α˙. In fact, the rhs
is obtained by taking the expectation value of another operator W 2 which is obtained by the
equation of motion of Kˆαα˙. Kˆαα˙ is in the definition of the renormalized operator [Jˆαα˙] (see
(5.2.16)). The rest of Jˆαα˙, the operator Wˆαα˙ + Pˆαα˙ + 13Qˆαα˙ gives no anomalous contribution
because of the EoM. This is very confusing. As shown in [31], the two sides of an equation
of motion generally do not have the same expectation values. For example, ∇¯α˙Wαα˙ = 0 (for
pure SYM) follows from the equations of motion but apparently ∇¯α˙〈Wαα˙〉 6= 0 following from
(5.2.13) (see also Eq.(3.3) in [31]). This problem will be further discussed in Sec 5.4 and a
possible solution will be proposed.
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5.3 Superpartner of the Trace Anomaly
Before we move on to talk about the solution to the problem about the equation of motion in
the construction of the two supercurrents, let us give a supporting argument for this approach.
As explained in Sec 5.2, the one-loop anomaly equation (5.2.1) implies that the operator R′µ,
defined as the lowest component of Jˆµ, does not satisfy the Adler–Bardeen theorem. So it is
unlikely that R′µ is the the R-current Rµ 6. Here we try to use some explicit calculation to show
that for a general coupling g, this operator R′µ is a mixing of the current Rµ and the Konishi
current Rfµ (Rfµ being the U(1) current in Qαα˙). This result clearly supports the approach of two
supercurrents. It also gives a clear physical interpretation of the lowest component of Jˆαα˙ (the
one having ϑµν), which is not given before. This validity of this interpretation is particularly
clear at the infrared fixed point where the superconformal symmetry is restored. At this point,
the charges of those fields λ, A and ψ under the R-symmetry are different from their classical
values. This new U(1) symmetry is also a classical symmetry whose current R′µ is a linear
combination of Rµ and the Konishi current Rfµ. The latter assigns charge +1 to both A and
ψ. Moreover, as we shall explain, this property of R′µ agrees with the last term in the anomaly
equation (5.2.1), which is actually not obtained in [31]. So the Jαα˙ in the Shifman-Vainshtein
scenario should be identified as the supercurrent with ϑµν .
To study R′µ, we compute the Green’s functions of this operator (or rather ∂µR′µ) and var-
ious other fields. More explicitly, we compute the Green’s functions with an insertion of the
operator obtained via supersymmetry transformation of the gamma trace (see below) of the su-
persymmetry current. This operator has a term ∂µR′µ according to the superconformal algebra,
{Sα, Qβ} = 4Mαβ − 2iDǫαβ − 3R′ǫαβ . (5.3.1)
where Mαβ are the Lorentz generators and Sα is the generator corresponding to the gamma
trace of J¯µ. We will now show that the contact terms of the Green’s function, which are the
changes of the other fields under the transformation generated by R′µ, can be described by the
transformation of a combination of the original R-symmetry and the Konishi U(1) symmetry.
Let us start with the computation of σµJ¯µ. The gamma trace of the supersymmetry current
J¯µ in the Wess-Zumino model is,
σµJ¯µ = −iσµ(χ¯µ + σ¯µσν χ¯ν) = 3iσµχ¯µ = −2
√
2σµ∂µψ¯A
→ −2
√
2σµDµψ¯A (5.3.2)
In the last step, we include the effect of the gauge field by covariantizing the derivative. (5.3.2)
corresponds to the contribution from the matter multiplet to the gamma trace of the full super-
symmetry current.
However, (5.3.2) does not vanish on-shell because of the interaction with the gauge field.
Let us consider SQED for simplicity. The equation of motion of ψ¯ is,
iDµσµψ¯ = −
√
2ieA∗λ.
6Note that we define R-current as the U(1) current associated with the (anomalous) symmetry that transforms
the gaugino λ, the matter scalar A and the matter spinor ψ according to the charge ratios of 1 : 2
3
: − 1
3
, which is
determined by the classical supercurrent.
65
So the gamma trace in 4d is
σµJ¯µ = −2
√
2σµDµψ¯A− 4eAA∗λ,
or equivalently, we should add − i3eσ¯µλAA∗ to the definition of χ¯µ in (5.3.2). Of course, this
term can also be obtained from explicit calculation (from a λσµD term in the supercurrent of
the gauge multiplet). In 4 + ǫ dimension, the gamma trace becomes,
σµJ¯µ = σ
µ
√
2
[
DνAσ¯νσµψ¯ + 4
3
σ¯µν∂
ν(Aψ¯)
]
−iσµ[− i
3
eσ¯µλAA
∗ + σ¯µσν(− i
3
eσ¯µλAA
∗)]
=
√
2
{
(2 + ǫ)DµAσµψ¯ + 1
3
[
− (4 + ǫ)
2
−(2 + ǫ)
]
∂µ(Aσ
µψ¯)
}
− (4 + ǫ)(1 + ǫ
3
)eAA∗λ
=
√
2
3
ǫDµAσµψ¯ − 2
√
2
3
ǫAσµDµψ¯ − (ǫ+ 4ǫ
3
)eAA∗λ
=
√
2
3
ǫDµAσµψ¯ − ǫ eAA∗λ. (5.3.3)
The supersymmetry transformation (parametrized by ξα) of the gamma trace is (note that
the indices in σ¯νξ are (σ¯ν)β˙βξβ),
δξ(σ
µJ¯µ) = ǫ
[
− 1
3
(Dµψσµψ¯ − 2
√
2eAψ¯λ¯
+2iDµA∗DµA) + 1
2
√
2
eA∗ψλ
]
ǫαβξ
β
=
[
ǫ
√
2eAψ¯λ¯+ ǫ
√
2e
2
A∗ψλ+ . . .
]
ǫαβξ
β
⇒ Re[δξ(σµJ¯µ)] =
[
ǫ
3
√
2e
4
A∗ψλ+ h.c.
]
ǫαβξ
β (5.3.4)
We use the equation of motion in the middle step. This is justified because
(Dµψσµ +
√
2eAλ¯)ψ¯,
is the the counting operator [144], which has a finite expectation value. In the last step, we
just keep the real part that is needed (and drop the imaginary term DµA∗DµA). Note that this
is because the imaginary part should be proportional to the trace anomaly ϑµµ following the
superconformal algebra.
The Green’s functions with an insertion of δξ(σµJ¯µ) can be evaluated. Alternately, the same
results can be obtained by calculating the expectation value of δξ(σµJ¯µ) in a certain background.
The result bilinear in the external gaugino field λ is
〈−ǫ
√
2eA∗ψλ〉λλ¯ = i · (−i) ·
(−2e2) ǫ ∫ d4p
(2π)4
λe/pλ¯e
p2(p+ k)2
= − 2ie
2
(4π)2
λe/kλ¯e. (5.3.5)
where λe is understood as Fourier transformation (with momentum suppressed) of the external
field λe(x). We have momentum k flow into the vertex −ǫ√2eA∗ψλ and for simplicity, we
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set the momentum exchange through the external field λe to be 0 and that through λ¯e to be k.
Similarly we have scalar contribution,
〈−ǫ
√
2eA∗ψλ〉AA∗ =
(
2e2
)
ǫ
∫
d4p
(2π)4
Tr[(/p + /k)/p]
p2(p + k)2
Ae(Ae)∗
= − 4i
(4π)2
e2k2Ae(Ae)∗. (5.3.6)
Again, the momentum exchange through (Ae)∗ is set to be 0 for simplicity. Note that the
expectation value proportional to ψeψ¯e is the same as (5.3.5) with the replacement of λe → ψe.
Combine these results, the total expectation value is
〈−ǫ
√
2eA∗ψλ〉 = 2ie
2
(4π)2
λe/kλ¯e +
2ie2
(4π)2
ψe/kψ¯e
+
4i
(4π)2
e2k2Ae(Ae)∗
= − 2ie
2
(4π)2
[
(λe/kλ¯e − 1
3
ψe/kψ¯e +
2
3
k2Ae(Ae)∗)
+
4
3
(ψe/kψ¯e + k2Ae(Ae)∗)
]
(5.3.7)
In the convention we are using, an operator with a momentum inflow k is given by∫
d4x
(2π)4
e−ik·xO(x).
A current with the same charge +1 assigned to ψ and A (i.e., Konishi current) is
iA
←→
∂ A∗ + ψσµψ¯ → −ik2AA∗ − iψ/kψ¯.
So it is clear that (5.3.7) is a linear combination of Rµ and the Konishi current Rfµ.
(5.3.7) is also consistent with (5.2.1), at least loosely. So the overall contribution toRe[〈δξ(σµJ¯µ)〉]
is
〈ǫ 3e
4
√
2
A∗ψλ〉 → − 2e
2
(4π)2
∂µ(ψσ
µψ¯). (5.3.8)
On the other hand, (5.2.1) predicts a correction to the U(1) current R′µ,
β
(1)
g (g0)
g30
TrW 2 − 1
8
∑
f
γfD¯
2(Φ¯eV Φ)
→ θθ
[
− β
(1)
g (g)
g3
1
2
F 2 +
i
4
γ∂µ(ψ¯σ¯µψ) + . . .
]
. (5.3.9)
The first term is part of the trace anomaly ϑµµ. Compare this with the superconformal algebra
(5.3.1), we know that the correction to R′µ is
−γ
2
∂µ(ψ¯σ¯µψ) = − 2e
2
(4π)2
∂µ(ψσµψ¯).
which agrees with (5.3.8). So in some sense, we correctly calculate the−18
∑
f γf D¯
2(Φ¯feV Φf )
term, though only in a way that is not manifestly supersymmetric.
However, our calculation is not without flaw. We use −iσµ(χ¯µ + σ¯µσνχ¯ν) with χ¯µ from
Wαα˙, the gauge field part of the supercurrent to get contribution to the supersymmetry current
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J¯µ from the gauge sector while the contribution from the matter sector is obtained from a direct
generalization of (A.5.8) to 4 + ǫ dimension. Without this double standard, the coefficient in
front of ∂µ(ψσµψ¯) in (5.3.8) will be different and does not match that predicted by (5.2.1). The
physical implication remains the same; namely that R′µ receives correction proportional to the
Konishi current and is no longer the R-current that satisfies the Adler–Bardeen theorem.
It is not clear whether the operator defined by (5.1.10) generates a new R-symmetry at the
fixed point. The terminology we use may be a little confusing. By saying “new R-symmetry”,
we refer to the U(1) symmetry that forms the superconformal algebra together with supersym-
metry and the scaling, instead of the one that transforms the gaugino and matter fields according
to the charge ratios of 1 : 23 : −13 . The latter is referred to as R-symmetry. Anyway, it is
not out of question that the operator of (5.1.10) can be the right current to generate the new
R-symmetry. Note that at the fixed point, the trace θµµ scales various fields according to their
“quantum dimensions” instead of their canonical dimensions though the operator form of this
dilatation current is defined according to the canonical dimensions.
In any explicit calculation, it is hard to see how the charges associated with the operator de-
fined by (5.1.10) can receive quantum corrections. So this operator, after some renormalization,
is likely to be the Rµ that generates the anomalous chiral U(1) symmetry as it is the case in
QED. Anyway, in our opinion, the point is that there should be an anomalous current that trans-
forms the fields according to the charge 1 : 23 : −13 and it satisfies the Adler–Bardeen theorem.
Moreover, the latter is definitely not in the same multiplet as the stress tensor. The former may
or may not be generated by the bare operator defined by (5.1.10) but this could depend on the
calculation scheme and is hardly physically relevant.
5.3.1 A Manifestly Supersymmetric Derivation
The calculation above can be done using the dimensional reduction and the background field
method. In [31], the anomalous dimension term is argued to be zero because of the assumption
of on-shell external fields. The assumption of on-shell external fields is in general not justified
and in this particular case, leads to the missing of a term that has physical meaning. In this
subsection we recover the anomalous term so that the super-anomaly equation of the current
Jˆαα˙ is exactly of the form of (5.2.2).
In this subsection, we are going to use the convention in [31]. For simplicity, we only
consider a single matter (chiral) superfield and drop the indices of f . So we need to determine
the corresponding form (in this new convention) of (5.2.2). According to (5.4.6), and Eq.(C39)
in [31],
∇¯2[ˆˆΓ · ˆˆΓ] = −ǫWαWα.
we have the Konishi anomaly,
∇¯2〈Φ¯Φ〉 = −T (R)[W 2], (5.3.10)
Let [Jˆαα˙] be the supercurrent, renormalized so that its expectation value is finite and is
exactly equal to what one would get by putting into Jˆαα˙ the external fields alone 7. Note that
7Here, certain non-local contributions are ignored in the previous literature.
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[Jˆαα˙] is the supercurrent whose θθ¯ component is the energy-momentum tensor. Then the trace
anomaly is the θ component of its super-trace, which is given by Eq.(3.15) in [31],
∇¯α˙[Jˆαα˙] = 1
3
βg
g3
∇α[W 2]. (5.3.11)
The matter contribution to the β-function, up to two-loop, is (from (5.2.3))
βg
g3
= −3T (G) + T (R)(1 − γ) + . . . ,
where γ is the anomalous dimension (defined from the anomalous scaling of the renormalized
operators) The scaling dimension of the renormalized field Φ is 1 + γ/2. In order for the
missing (missing on the rhs of the anomaly equation (5.3.11)) term, ∇¯2[Φ¯Φ] to give the correct
contribution to the β function following (5.3.10) (see [32]), we require (5.3.11) to be modified
as,
∇¯α˙[Jˆαα˙] = 1
3
(
βg
g3
∇α[W 2] + γ∇α∇¯2[Φ¯Φ]
)
. (5.3.12)
Note that the numerical factors in this form are slightly different from those in (5.2.2). Now
both terms on the rhs follow from the vev of
− ǫ
g2
∇αW 2.
As explained in Sec 5.2, the anomaly is determined by ∇¯α˙Kαα˙ and from
∇¯α˙Kαα˙ = ǫ
g2
∇αW 2 + 3ǫ
2
∇¯2∇αΦ¯eV Φ+ 4iǫΦ¯eVWαΦ,
we get −ǫ∇αW 2/g2. Let us now show the expectation value of the latter can indeed give the
correct super-anomaly equation (5.3.12). The contribution proportional to ∇¯2Φ¯eΦe in the vev
of W 2 can be obtained in a similar way as that of Wαα˙. Now instead of
Wαα˙ → (∇2∇¯α˙V )(∇¯2∇αV ) + . . . ,
we have the expansion,
W 2 → 1
2
(∇¯2∇αV )(∇¯2∇αV ) + . . . ,
as the vertex, where V is the quantum fluctuation of the gauge field. The relevant diagrams are
1(d) (from two vertices of Φ¯V Φ) and 1(e) (one vertex of 12 Φ¯V 2Φ) in [31]. It is not hard to see
only the latter gives nonvanishing contribution. We have, following the Feynman rule,
〈V V 〉 = 2g2✷ˆ−1,
that the vev of W 2 is
〈W 2〉Φ¯Φ = 1(e) = 2g2Φ¯e✷−1
←−∇α
←−¯
∇2∇¯2∇α✷−1Φe
= 4g2∇¯2Φ¯e✷−1∇¯2∇2✷−1Φe
=
4
ǫ
C(R)g2∇¯2Φ¯eΦe (5.3.13)
In other words, the last term on the rhs of (5.3.12) is supposed to be
〈− ǫ
g2
∇αW 2〉Φ¯Φ = −4C(R)g2∇α∇¯2Φ¯eΦe. (5.3.14)
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The anomalous dimension γ is given in [32] as,
γ = −C(R)α
π
→ −4C(R)g2,
where we recall that α = g2/(4π). In the last step, we use the convention (4π)2 = 1 in [31].
One can see that (5.3.14) exactly agrees with (5.3.12).
5.3.2 Charges at the Infrared Fixed Point
Previously, we have shown that the current R′µ is a linear combination of the R-current Rµ and
Rfµ. In this subsection, we apply our result to study the current R′µ at the infrared fixed point
of an SU(N) SYM that has Nf matter fields Qf in the fundamental representation and Nf
matter fields Q˜f in the anti-fundamental representation 8. The current R′µ is shown to be the
anomaly-free current, whose charge ratios for λ,A, ψ is,
1 :
Nf −N
Nf
: − N
Nf
. (5.3.15)
We then argue for the advantage of our method compared to the argument [145] based on the
approach in [32].
At the infrared fixed point, we have the current R′µ as,
R′µ = Rµ +
1
3
∑
f
γfR
f
µ.
This follows from the coefficient 3T (G)−∑f (1− γf )T (Rf ) in (5.2.2) (and (5.2.3)). For later
convenience, let us rewrite (5.2.2) in the form,
∂αα˙Jαα˙ = − i
3
D2
(
− 1
16π2
[
3T (G) −∑f (1− γf )T (Rf )
1− T (G)α/2π
]
×[TrW 2]− 1
8
∑
f
γf D¯
2[(Φ¯feV Φf )]
)
. (5.3.16)
From the lhs of (5.3.16), we have an operator 2∂µR′µ 9. Taking its expectation value, the lowest
order term is 2∂µReµ (i.e., (5.1.10) with all fields replaced by their external counterparts). In the
context of Slavnov-Taylor identity in the background field method [20], this term corresponds
to the contact term and tells us the R-charges. Moreover, although the Adler–Bardeen theorem
does not hold for this current R′µ, the lowest component of (5.3.16) still gives the chiral anomaly
equation up to one-loop. So a connection between the factor in front of ∂µReµ and the coefficient
of [TrW 2] can still be established. From (5.1.5) and the ratios of 3T (G)/γfT (Rf ) in (5.3.16),
we can infer that there is another renormalized operator 23
∑
f γf [∂
µRfµ] coming out of the term
−18
∑
f γfD¯
2[(Φ¯feV Φf )]. The reason is that Rµ assigns charge +1 to λ while Rfµ assigns
charge +1 to ψf and a combination of Rµ + 13
∑
f γfR
f
µ gives the correct coefficient in the
chiral anomaly equation (coefficient of [TrW 2]). Note that according to (5.1.11) the vev of the
8For a review on supersymmetric QCD and especially the properties at the infrared non-trivial fixed points, see
e.g. [146].
9In fact, we don’t really need to know the factor in front of ∂µR′µ.
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operator D¯2(Φ¯feV Φf ) is going to give a term proportional to Tr[W 2] and a term proportional
to D¯2[(Φ¯feV Φf )]. The θθ component of these two superfields have f2 and ∂µRfµ respectively
with the appropriate coefficient determined by (5.1.5).
Anyway, at the fixed point, there is no other contribution (from the anomaly) of the form of
∂αα˙(λαλ¯α˙)
10 and we only have ∂µReµ+ 13
∑
f γf∂
µ(Rfµ)e (up to a factor) in the vev of D¯α˙Jαα˙.
As a result, the R′-charge at the fixed point for Φf is 23 (1 +
1
2γf ). At a different scales, the R
′
-
charge is different. Naively this operator R′µ behaves as a current that has different charges when
it acts on states of different energy scales.
With anomalous dimension at the fixed point being 11,
γf = γ = 1− 3N
Nf
,
which is necessary for the NSVZ β-function to vanish, the charge of Φ is,
2
3
(1 +
1
2
γ) =
Nf −N
Nf
.
This result agrees with (5.3.15).
The R′-charges at the fixed point can be obtained in a very different way [145]. In this case,
a conserved current is defined for every different γf (see Eq.(2.114) in [145]),
J˜αα˙ ≡ Jαα˙ −
3T (G) −∑f (1− γf )T (Rf )
3
∑
f T (Rf )
Qαα˙,
At the infrared fixed point, the second term vanishes and this current is just the supercurrent
Jαα˙. However, the R′-charges are obtained from the form of J˜αα˙ at the UV fixed point, where
γf = 0. It is not clear why this works because J˜αα˙ with different γf are different operators. In
other words, R′-symmetries for different J˜αα˙ are different. Why the charges of one symmetry is
determined by that of the other needs to be explained. In our approach, the values of the charges
for R′µ come out naturally.
5.4 Problems and Solutions in the Two-Supercurrent Approach
In this section, we justify the use of the equation of motion in [30] and [31]. An equation of
motion, when inserted into the n-point functions serves like a functional derivative. For example,
the expectation value of the equation of motion of a field φ, denoted as S, φ satisfies
〈S, φ(x)X〉 = i δ
δφ(x)
〈X〉,
where X denotes other operators. In the background field method, the expectation value of the
equation of motion of φ gives something like
i
δΓ[φ, . . . ]
δφ(x)
, (5.4.1)
10As explained above, the anomaly term [TrW 2] has a contribution to the gaugino U(1) current.
11Physically, we have Nf flavors and they are all in the fundamental represetation.
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where Γ is the effective action. In the standard non-supersymmetric calculation of the chiral
anomaly using dimensional regularization, the chiral current is no longer conserved. In other
word, ∂µj5µ 6= 0 by the equation of motion. Instead, we have (ψ being a Dirac spinor),
∂µj5µ = −ψ¯γ5 /Dψ + h.c. +
1
4
ψ¯{←→/D , γ5}ψ
The first term on the rhs and its Hermitian conjugate are proportional to the equation of mo-
tion and both vanish on-shell. The insertion of these terms in a Green’s function only gives
contact terms (or in the context of expectation value, only trivial terms like (5.4.1)) but not any
anomalous contributions.
However, in [30] and [31] expectation values of the equations of motion apparently do have
contributions from the anomaly terms. This can be seen as follows. From (5.2.13), we have
〈∇¯α˙Wαα˙〉 ∼ T (G)W 2ext 6= 0. (5.4.2)
The rhs is the anomalous contribution (given by the external fields). Note that assuming no
matter fields, the equation of motion of the gauge field implies,
∇¯α˙Wαα˙ = 0. (5.4.3)
In [30] and [31], the lowest order contribution to the expectation value vanishes because of the
on-shell assumption and a trivial expectation value (no anomaly) means a vanishing expectation
value. Therefore, one expects
〈∇¯α˙Wαα˙〉 = 0, (5.4.4)
which is in contradiction with (5.4.2). Moreover, when the equation of motion is used assuming
that the expectation value of the equation of motion is trivial, which is necessary in the calcula-
tion of anomaly, the nontrivial expectation value leads to an inconsistency. For example, (5.4.3)
is used on an operator
∇¯α˙Jαα˙ = ∇¯α˙
(
Wαα˙ − 1
3
Kαα˙
)
,
to get − ǫ3∇αW 2 (coming from the second term −13∇¯α˙Kαα˙), which is then taken to be the
expectation value of ∇¯α˙Jαα˙. In other words, (5.4.4) is assumed, which is apparently inconsistent
with (5.4.2).
In fact, in the scheme of dimensional reduction, the U(1)R current is actually conserved
(by the equation of motion) and one may expect trivial expectation values for ∂µRµ and the
supertrace of the supercurrent that has Rµ as its lowest component. This is possible only when
we consider the non-local contributions to the expectation values.
In [147], non-local contributions to the expectation values are considered but do not give any
divergent contributions. The point is that it is necessary to include the non-local contributions in
this calculation scheme (background field method and dimensional reduction). For simplicity,
the chiral anomaly in (non-supersymmetric) QED is considered, as it was the same example that
was discussed in [30]. The non-local contribution to the expectation value of the chiral current
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ψ¯α˙ψα can be evaluated (in this calculation the superscript e for the external field is dropped),
〈ψ¯α˙ψα〉 = i∇βα˙(✷− if)−1βγǫγα
= i∇βα˙✷−10 (iǫβγAµ∂µ + fβγ)✷−10 (−iAµ∂µδγα
+ifγα)✷
−1
0
= −ipβα˙
∫∫∫
1
p2
fβγ(q)
1
(p − q)2 f
γ
α(k − q)
× 1
(p− k)2 e
−ikxd4qd4pd4k
=
∫ 1
0
2dy
∫ 1−y
0
dz
∫∫
d4qd4k (−iyq − izk)βα˙
× fβγ(q)fγα(k − q)
∫
d4l
1
(l2 −∆)3 e
−ikx
= − i
2
∫ 1
0
2dy
∫ 1−y
0
dz
∫∫
d4qd4k
× (−izk)
β
α˙fβγ(q)f
γ
α(k − q)
z2k2 − zk2 e
−ikx
= − i
2
∫∫
d4qd4k
ikαα˙fγρ(q)f
γρ(k − q)
k2
e−ikx (5.4.5)
where ∆ = y2q2− yq2+ z2k2− zk2+2yzq · k. In the sixth line, we remove the q dependence.
Anyway, in the position space, the non-local contribution reads,
〈∂αα˙(ψ¯α˙ψα)〉 = − i
2
(f2 − f¯2).
Note that the A∂ term, which we did not consider, has contribution too. But it appears that this
contribution is proportional to kαα˙F 2, so after a procedure to make 〈ψ¯α˙ψα〉 real, this contribu-
tion drops.
The non-local contribution is opposite to the contribution from the ǫ-dimension operators,
which is given in [30]. So an operator equation like,
〈∂µj5µ〉 = 0,
is valid. A renormalized operator [j5µ] defined in [30] has a nonvanishing expectation value that
gives the correct chiral anomaly.
This result can be generalized to supersymmetric theories. In principle, one can compute
the non-local contributions to the supercurrent Jµ and show that its supertrace vanishes. Such
contributions to some of the operators have actually been worked out in the literature. For
example, the expectation value of the operator Φ¯eV Φ has a (one-loop) non-local contribution
(see e.g. Eq.(6.7.10) in [148]). The contribution from the ǫ-dimension operator can be found in
Eq.(A28) in [31],
〈Φ¯rΦr〉(1) = −2C(R)1
ǫ
Φ¯eΦe − 1
2
T (R)
1
ǫ
ˆˆ
Γe · ˆˆΓe, (5.4.6)
These two contributions are opposite to each other. So we have
D¯2〈Φ¯eV Φ〉 = 0.
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On the other hand, a renormalized operator [Φ¯eV Φ],
[Φ¯eV Φ] ≡ Φ¯eV Φ− 1
ǫ
T (R)
ˆˆ
Γ · ˆˆΓ.
can be defined to provide the correct Konishi anomaly (5.1.11). Here we use a bare field Φ and
therefore the first term on the right of (5.4.6) in [31] is removed.
The calculations of the non-local contribution that have be given in the literature were not
without flaw. The non-local contribution to 〈Φ¯eV Φ〉 is given by the same graphs that contributes
to the effective action (Eq.(8) in [147], more explicitly I1, I2, I3). In [148], it appears that only
part of the contribution (I3) is considered. Moreover, I2 is infrared divergent. It is not clear
whether one can just drop this term.
However, non-local contributions to the expectation values of operators are infrared finite
because the 4-momentum injected into the operators becomes an infrared cutoff. As shown by
explicit calculation, the expectation value of operator Φ¯eV Φ has terms containing ∇αWα (Wα
being the background field). These terms are finite and remain non-local after a differentiation
by D¯2. We would like to see whether they have an impact on the anomaly. In [30], they are
discarded with the assumption of on-shell external fields.
Let us take a look at the θθ¯ component of∇αWα∇βWβ . Note that all the fields are functions
of yµ = xµ+iθσµθ¯. The expansion around x gives the θ2θ¯2 component. These two components
(θθ¯, θ2θ¯2) are all that are relevant in the chiral anomaly equation. First of all, let us take a
look at the bosonic contribution, which is of the form of ∂f2, from ∇αWα∇βWβ . To get
a nonvanishing θθ¯ component, we need one θ and one θ¯. The lowest component of ∇αWα
vanishes identically. Therefore both θ and θ¯ can not come from one of the ∇αWα. The θ
(or θ¯) component of any scalar superfield like ∇αWα is certainly fermionic. So there is no
bosonic contribution to the θθ¯ component (and the θ2θ¯2 component) of∇αWα∇βWβ . A similar
argument can be made for (∇α∇βWβ)Wα.
In summary, we found that the terms containing ∇αWα do not give contributions to the
chiral anomaly. Nor do they give any contributions proportional to F 2, which would appear
in the trace anomaly. Note that the derivative expansion does not apply to those ∇αWα terms
because of the infrared divergence in the expansion coefficients. As a result those ∇αWα terms
don’t give local contributions even after being acted on by D¯2. These terms have contributions
quadratic in the spinor fields. It is not clear what their physical meanings are. Naively there
can be such contributions to the one-loop expectation value of the chiral current because of
the Yukawa coupling. Even though these contributions are just contact terms, the equation of
motion is still spoiled. So in order to use the dimensional reduction, it appears that we have to
assume that the external fields are on-shell, satisfying the classical equations of motion.
Note that other relevant contributions to the expectation value of Φ¯eV Φ are proportional to
∇(αW β)∇(αWβ). Let us also consider the θθ¯ component of ∇(αW β)∇(αWβ), which is
∇(αW β)∇(αWβ) → fαβiθ¯α˙∂αα˙(θγfγβ) ∝ iθαθ¯α˙∂αα˙f2.
So we have
∇(αW β)∇(αWβ) + h.c → θαθ¯α˙∂αα˙(if2 − if¯2).
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With the assumption of DαWα = 0, ∇(αW β)∇(αWβ) can be expressed as D2W 2 and we can
get to the usual form of the Konishi anomaly (5.1.11).
Despite these technical difficulties, it is quite tempting to expect similar non-local contribu-
tions to the expectation values of Wαα˙, Pαα˙ and Qαα˙. These non-local contributions cancel the
contributions proportional to Kαα˙ and make the use of the equations of motion justified.
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Chapter 6
Anomaly Puzzle in the Context of
Wilson Effective Action
Shifman and Vainshtein [32] considered the anomaly puzzle in the context of Wilson effective
action and found a solution. They distinguish between the coefficient in the Wilson effective
action and the physical coupling constant. The former is the coefficient appearing in front of
the W 2 term in the Wilsonian effective action. Its running, obtained by integrating out higher
momentum modes, is only of one-loop order as predicted by the nonrenormalization theorem.
However, the physical coupling, defined from the physical amplitudes, includes all the higher-
order contributions. So the problem of violation of the nonrenormalization theorem is success-
fully resolved. In a word, all the higher-order effects simply come from the infrared modes.
However, the calculation [38] of the β-function using Jacobian appears to be independent
of the infrared behavior. We study this problem and find by changing the UV cutoff that the
momentum modes above an arbitrary scale do not appear to give a significant contribution to the
Jacobian from which the multi-loop corrections to the β-function are obtained.
6.1 Multi-loop beta-Function from Matrix Elements
In this section, the work [32] by Shifman and Vainshtein is reviewed. We also comment on
some technical details that are skipped in the original paper. Shifman and Vainshtein distinguish
between the physical coupling constant and the corresponding coefficient in the Wilson effective
action SW . The latter is renormalized only at one-loop level as predicted by the nonrenormaliza-
tion theorem. An anomaly equation (5.2.1) (see also e.g. Eq.(19) in [32]) is proposed to describe
both one-loop anomalies (trace, chiral). The operators in the equation are bare operators. On
the other hand, to obtain the physical coupling constant one needs to take the matrix elements
of the operators on the rhs. Equivalently, we need to evaluate the effective action Γ to obtain
the physical coupling constant. This can be done from the expectation value of eiSW . Note that
〈eiSW 〉 is understood as path integral with some external sources.
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However, there is a subtlety. For a theory whose Lagrangian is taken to be of the classi-
cal form but with a cutoff Λ0, there are non-renormalizable terms appearing on the rhs of the
anomaly equation (5.2.1). This is obvious for the trace anomaly ϑµµ since we know that the
renormalization group flow produces non-renormalizable terms. The case for chiral anomaly
needs some explanation. The method (change of measure) to derive chiral anomaly [40] [41]
certainly allows some extra non-renormalizable terms on the rhs of (5.2.2) if we keep those
terms proportional to the negative powers of the cutoff Λ0. Of course, when the cutoff is sent
to infinity, we are back to (5.2.2). After the cutoff is lowered, the Wilson effective action cer-
tainly has non-renormalizable terms. The non-renormalizable terms, which violate both the
R-symmetry and the scaling symmetry, lead to extra terms on the rhs, which are understood as
classical contributions.
The role played by these non-renormalizable terms in the physical β-function will be dis-
cussed later. Let us first review the basic idea of the Shifman-Vainshtein approach. When
“shells” of the higher momentum modes (between Λ < p < Λ0) are integrated, new Wilson
effective actions SW are obtained. As we shall see, in each step, the trace anomaly equation
holds and there is no contribution to the gauge coupling g other than that of one-loop,
2π
α(Λ)
=
2π
α0
+ 2 ln
Λ0
Λ
. (6.1.1)
To get the physical β-function, which contains the multi-loop corrections, we need to eval-
uate the effective action. Note that the calculation of the effective action in the background
field method is not much different from the calculation of the Wilsonian renormalization group.
So we will discuss both together. In the latter calculation, we take the modes with k < Λ as
external background field and only integrate the modes between Λ < p < Λ0. They do not
have contribution to the coupling constant (coefficient of W 2) other than at one-loop level. This
result can be shown from the perturbative calculation (using Feynman diagrams). The Feynman
diagram contains vertex with integration of d4θ. To go from d4θ to d2θ, which is necessary to
have an F -term like the superpotential or the kinetic term W 2, a D¯2 will also appear through
the identity, ∫
d4θ = −
∫
d2θD¯2. (6.1.2)
As a result, the multi-loop F -terms we get from renormalization group flow do not include terms
like the superpotential in the Wess-Zumino model or W 2 in the present SQED theory. This is the
basic idea in the perturbative proof of the non-renormalization theorem for the superpotential.
However, there is an exception that the argument above does not apply: a D-term of the form of∫
d4θW D
2
∂2 W , ∫
d4kd4θf(k2)W (−k)D2W (k),
where f(k2) is a loop integration (over some momentum p) depending on the momentum ex-
change k with the external W field, can produce the F-term W 2. If the integration of f(k2) is
proportional to some negative power of k2, then it is possible to cancel the k2 from D¯2D2 = ✷.
However, with the range of integration restricted to Λ < p < Λ0, there is no way to get this
term. This is essentially why we only get the multi-loop contribution in the β-function of the
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physical coupling (but not in the Wilsonian renormalization group flow). In a word, we need to
take into account all the momentum modes.
Before we move on to the explicit calculation of the physical β-function, let us go back to
the issue of the non-renormalizable terms. In the calculation of the exact β-function, all of them
are actually ignored because none of the non-renormalizable terms give any contributions. To
get a nonvanishing contribution to the term W 2, we need a loop integration dominated by the
infrared contribution. However, non-renormalizable terms introduce couplings proportional to
negative powers of Λ (cutoff), so from dimensional analysis, the Feynman diagrams will not
have loop integrations proportional to negative powers of momentum. Therefore we don’t have
any cancellation of the D¯2 and hence no contribution to the W 2. So, for any Lagrangian at the
cutoff scale Λ, we can just ignore all the non-renormalizable terms. This is essentially what is
done in [32] and [38].
Let us now take a look at the explicit calculation (using the background field method) of
the effective action of SQED. After we integrate the momentum modes between Λ and Λ0, the
Wilson effective action at the new lower cutoff scale Λ is
SW =
1
8e2(Λ)
∫
d4xd2θW 2 +
1
4
Z(Λ)
∫
d4xd4θ(T¯ eV T + U¯e−V U), (6.1.3)
where T and U are differently charged chiral superfields describing matter. We can rewrite
(6.1.3) so that it contains the perturbative term
1
4
[Z(Λ)− 1]
∫
d4xd4θ(T¯ eV T + U¯e−V U), (6.1.4)
The effective action Γ can be obtained from (6.1.3). We classify all the graphs (proportional
to the external field W 2) into two categories: type (a) with or type (b) without the vertex of
(6.1.4). The sum, Γb, of graphs of type (b) just gives us the effective action of the original theory
(having bare coupling e(Λ0) ≡ e0 and cutoff Λ0), but with a different bare coupling e(Λ) and a
different cutoff Λ. The e2(Λ)’s in the multi-loop contribution to Γb are accompanied by powers
of log Λµ (µ being the momentum exchange with the external field Wα) 1. For the effective
action Γ corresponding to the action in (6.1.3), there are also other multi-loop corrections in the
form of logZ(Λ) (from the graphs with the vertices of (6.1.4), explained below), which have a
cutoff dependence of log Λ0Λ . Since Λ is an arbitrary intermediate scale between the momentum
exchange µ and the cutoff Λ0, the scale Λ should not appear in the result. So all the graphs of
type (b) should combine with those of type (a) to give a log Λ0µ factor. In other words, we never
need to consider the graphs of type (b). All they do is to help changing the logZ(Λ) obtained
later and also the lowest order contribution (in 8π2e2(Λ) ) 2 log Λ0Λ to logZ(µ) and 2 log Λ0µ .
The multi-loop (geometrically) graphs of type (a) are a little harder to analyze. However, as
we shall see the one-loop graphs of type (a) correctly reproduce the logZ(Λ). So multi-loop
graphs of type (a) essentially serve as bridge to combine the log(Λ0Λ ) and the log(Λµ ) together.
In other words, we can also ignore the multi-loop graphs of type (a).
1We introduce a different scale µ < Λ to avoid the technical difficulty in evaluating momentum integral with the
external momenta being at the cutoff scale.
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The connected one-loop graph with a single vertex of (6.1.4) has been shown to give a term
∼ (Z − 1)
∫
d4xd2θW 2. (6.1.5)
The disconnected graphs with multiple such vertices just promote (6.1.5) to the exponent. We
consider the connected one-loop graphs with multiple such vertices. Each vertex provides one
more internal lines (with D2D¯2) to the one-loop graph. So the graph is proportional to (n being
the number of vertices), ∫
k2n
p2n+2
dp2
Note that this provides an 1n factor from the integration. So we will get a logZ term after we
sum all the connected graphs, which is exactly what we want. The result, as given in [32], is
8π2
e2(µ)
=
8π2
e20
+ 2 log
Λ0
µZ(µ)
.
6.2 Rescaling Jacobian
As discussed in Sec 6.1, the coefficient of the Wilson effective Lagrangian, gW (Λ) should be
distinguished from the physical coupling at Λ, gP (Λ). The former is protected by nonrenor-
malization theorem and has corrections only up to one-loop. The latter can have multi-loop
corrections. These two coupling constants can be related via an exact formula. As a result, the
β-function defined by the running of gP (Λ) with respect to Λ can be related to that of gW (Λ)
to all orders in perturbation theory. This exact β-function of gP (Λ), which is usually called the
NSVZ β-function, can also be computed via instanton method [35].
Arkani-Hamed and Murayama present a different way to compute this NSVZ β-function. In
this calculation, they don’t use the effective action to define the coupling constant. Instead, they
define the coupling constant gc(Λ) as the one in the canonically renormalized Lagrangian,
Lc = 1
4
(
1
g2c
+ i
θ
8π2
)∫
d2θTr
[
Wα(gcVc)Wα(gcVc)
]
+ H.c.
+
1
4
∫
d4θ
∑
f
Φ¯fc e
V Φcf . (6.2.1)
To discuss the renormalization group flow, it is convenient to restore the θ angle in the La-
grangian (5.1.8),
L = 1
4
(
1
g2W
+ i
θ
8π2
)∫
d2θTr
[
Wα(V )Wα(V )
]
+ H.c.
+
1
4
Z
∫
d4θ
∑
f
Φ¯feV Φf . (6.2.2)
We also restore the Z which appears under the renormalization group flow. To get to the canon-
ically renormalized Lagrangian from (6.2.2), one need to rescale the fields. The measure is not
invariant under this scaling (DgcVc 6= DVc) and the Jacobian provide multi-loop corrections
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to the coefficient of the W 2 term. Before we discuss this part in more details, let us digress
slightly to review the nonrenormalization theorem, which constrain the β-function of gW to be
of one-loop.
6.2.1 Nonrenormalization Theorem
Supersymmetry like any other symmetries, imposes constraint on the possible quantum correc-
tions. More supersymmetries (larger N ), more constraints. For N = 1, there is no correction
to the superpotential. For N = 2, the correction (and β function) is only to one-loop order. For
N = 4, we have no quantum correction.
The basic principle is holomorphicity and symmetry. Symmetry is not hard to understood.
Note that the R-symmetry plays an important role. Holomorphicity means that the F terms
(like superpotential) are local holomorphic functions of the coupling constants and the chiral
superfields.
The key is that the coupling constants are treated as fields and they have R-sym charge
too. For example the λ in superpotential λΦ3 has charge −1 under U(1) while Φ has charge
+1, (which is different from the commonly assigned R-charge of +2/3). Coupling constants
are defined at a particular scale. So we need to use a Wilsonian renormalization group picture
and the exact statement is like this: The F terms in the effective Lagrangian at scale Λ depend
holomorphically on the chiral superfields and the coupling constants at the scale Λ0.
The idea of coupling constants being fields is not easy to understand. The simplest argument
for this is that the coupling constants are just vacuum expectation values of some scalars, which
we assume to be the lowest components of some superfields. So the superpotential is just a
holomorphic function of all these superfields (with some numerical constants).
For the Φ3 superpotential, it is obvious that with the assignment of R-charges, the superpo-
tential cannot have any higher powers of λ multiplied by Φ3. In other words, the superpotential
λΦ3 does not receive any corrections. To study the nonrenormalization, we can take the factor
in front of TrW 2 as the coupling constant τ ,
1
g2W
+ i
θ
8π2
.
The kinetic term should be a holomorphic function of τ . Classically it is just 14τTrW 2. We use
the shift symmetry τ → τ + iϕ to restrict the possible corrections. This shift symmetry follows
from the R-symmetry. Note that with an R charge +1 for W field, the classical R-charge of τ
is 0 and R-symmetry does not give any constraint classically. However, R-symmetry is not a
quantum symmetry. Its anomaly implies that a combination of chiral transformation and a shift
to the θ angle is a true symmetry. So we have correction only up to one loop (the constant in
τ + constant),
1
4
(τ + constant)TrW 2.
This essentially gives the one-loop β-function (6.1.1).
80
6.2.2 Beta-Function from Rescaling Anomaly
We haven seen that the β function for gW is exhausted at one-loop. What about gc? The β-
function for gc is defined in a conventional way. After the cutoff is lower from Λ0 to Λ, we try
to find a gc(Λ) that gives the same partition function. More explicitly,∫
DVceiSc[Vc,gc(Λ),Λ] =
∫
DVceiSc[Vc,gc(Λ0),Λ0] =
∫
DV eiS[V,gW (Λ),Λ].
By comparing (6.2.1) and (6.2.2), we can see that classically Sc[Vc, gc(Λ),Λ] = S[gcVc, gW (Λ),Λ].
This implies gc = gW . However, what we actually have from the invariance of partition function
is ∫
DV eiS[V,gW (Λ),Λ] =
∫
D(gcV )eiS[gcV,gW (Λ),Λ].
The measure is not invariant D(gcVc) 6= DVc. For example, for pure SYM, they are related by
D(gcVc) = DVc exp
{
− i
4
∫
d4x
∫
d2θ
2T (G)
8π2
log gcTr
[
Wα(gcVc)Wα(gcVc)
]
+ H.c.
}
.
As a result, gc(Λ) 6= gW (Λ) and they are related in a nontrivial way.
1
g2c
=
1
g2W
− 2T (G)
8π2
log gc.
Since the β function of gW is known, the β-function defined by the running of gc(Λ) can be
evaluated easily,[ 1
g2c (Λ)
+
2T (G)
8π2
log gc(Λ)
]
−
[ 1
g2c (Λ0)
+
2T (G)
8π2
log gc(Λ0)
]
=
1
g2W (Λ)
− 1
g2W (Λ0)
= −3T (G)
8π2
log
Λ0
Λ
It turns out that
βc(gc) ≡ dgc(Λ)
d log Λ
agrees with the NSVZ β-function (5.2.3) (with all T (Rf ) = 0).
This implies, at least loosely, that gc(Λ) of the effective Lagrangian with canonical normal-
ization is the physical coupling gP (Λ) at Λ.
6.3 Rescaling Anomaly as an Infrared Effect
The β-function obtained by the method introduced in [32], which is reviewed in Sec 6.1, agrees
with the one obtained by a different method in [38]. Moreover, the role played by the field
strength renormalization is almost the same. Take SQED as an example. As pointed out in [38]
the rescaling of the field strength will change the coupling constant and the new theory (at cutoff
Λ) is canonically normalized, i.e., has Z = 1. For such a theory with Z = 1 both calculations
predict that there is no quantum correction for process at the scale Λ. The effective Lagrangian
after the rescaling is exactly the effective action for the external fields at the scale Λ
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The calculation (of the Jacobian) in [38] involves UV regularization and infrared effects
seem to be irrelevant. However, it can be shown that if the momentum modes below an arbitrary
scale Λ are ignored, there will be no contribution except for some non-renormalizable terms.
The idea is to separate the contribution to the Jacobian from modes above Λ. To do this, one
can consider two Jacobians under the rescaling of field strengths at cutoffs Λ and Λ′ (assuming
Λ < Λ′) respectively. The Jacobian for the scaling of a chiral superfield Φf (in a representation
of Rf ) can be computed (Eq.(A.20) in [38]),
log J(Λ, eα(Λ)) = − 1
16
∫
d2θ
2T (Rf )
8π2
log(eα(Λ))W 2 +O(
1
Λ4
). (6.3.1)
Note that J(Λ, eα(Λ)) can be understood as the Jacobian from the rescaling (by a factor of eα(Λ))
of the momentum modes k ≤ Λ. We can set the scaling factor to be the same, then J(Λ, eα(Λ′))
is the contribution to J(Λ′, eα(Λ′)) by modes k ≤ Λ. The difference log J(Λ′, eα(Λ′)) −
log J(Λ, eα(Λ
′)) starts from the 1Λ4 − 1Λ′4 , which is the difference of the coefficients of a certain
non-renormalizable term. This is consistent with conclusion (in Sec 6.1) about the contributions
from the modes between Λ and Λ′ in the analysis of the Wilsonian renormalization group flow
in the sense that the effective theory with a cutoff Λ generally has non-renormalizable terms
proportional to the negative power of Λ.
The point is that the multi-loop contributions proportional to log Λ0Λ′ do not come from the
rescaling of modes between Λ and Λ′. The choice of Λ is arbitrary. In other words, the multi-
loop contributions to the β-function do not come from any modes k > Λ. Therefore, the result
in [38] must also come from the infrared modes as in [32].
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Hermiticity of the Dirac
Hamiltonian in Curved Spacetime
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Chapter 7
Restoration of Hermiticity
In previous work on the quantum mechanics of an atom freely falling in a general curved back-
ground spacetime, the metric was taken to be sufficiently slowly varying on time scales relevant
to atomic transitions that time derivatives of the metric in the vicinity of the atom could be ne-
glected. However, when the time-dependence of the metric cannot be neglected, it was shown
that the Hamiltonian used there was not Hermitian with respect to the conserved scalar product.
This Hamiltonian was obtained directly from the Dirac equation in curved spacetime. This raises
the paradox of how it is possible for this Hamiltonian to be non-hermitian. Here, we show that
this non-hermiticity results from a time dependence of the position eigenstates that enter into the
Schro¨dinger wave function, and we write the expression for the Hamiltonian that is Hermitian
for a general metric when the time-dependence of the metric is not neglected.
7.1 Hamiltonian of a Spin-1/2 Particle in a Curved Background
The Dirac equation in curved spacetime is
(γµ(x)∇µ +m)ψ(x) = 0, (7.1.1)
where the γµ(x) matrices satisfy
γµγν + γνγµ = 2gµν . (7.1.2)
The covariant derivative of the spinor ψ(x) is
∇µψ(x) ≡ (∂µ − Γµ)ψ(x), (7.1.3)
where Γµ is the spinor affine connection. The spinor covariant derivative of γν(x) is
∇µγν = ∂µγν − Γλµνγλ − Γµγν + γνΓµ = 0, (7.1.4)
which must vanish so that the covariant derivative of the metric will be 0.
A convenient representation of the matrices γµ(x) is
γµ(x) ≡ baµ(x)γa, (7.1.5)
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where baµ is the vierbein (often denoted by eaµ) defined by gµν = baµbbνηab, and the γa are
the flat spacetime gamma-matrices, satisfying γaγb+γbγa = 2ηab. We use the conventions that
the metric in Minkowski space is ηab = diag(−1, 1, 1, 1) and therefore γ†0 = −γ0 and γ†i = γi.
The corresponding representation of the spinor affine connection Γµ is
Γµ = −1
4
γaγbb
a
νg
νλbbλ;µ + iqAµ. (7.1.6)
The “;” here acts on the vierbein as a curved-spacetime vector
bbλ;µ ≡ ∂µbbλ − Γρµλbbρ. (7.1.7)
Here, Aµ is the electromagnetic vector potential. For the atom Aµ is important, but in consider-
ing the Hermiticity of the Hamiltonian we can set Aµ = 0 because it does not contribute to the
non-Hermiticity. Therefore, in the following discussion, we will set Aµ = 0.
It is possible to interpret ψ(x) as the wave function of a spin-1/2 particle moving in curved
spacetime. In Dirac notation 1, it is 〈x|ψ〉. We will take a closer look at that later. The scalar
product for the wave function is defined to be [42],
(φ,ψ) = −
∫
d3x
√−gφ†(x)γ0γ0(x)ψ(x). (7.1.8)
It is straightforward to rewrite the Dirac equation (7.1.1) in the form of a Schro¨dinger equa-
tion,
i
∂
∂t
ψ(x) = Hˆψ(x), (7.1.9)
where Hˆ is given by
Hˆ ≡ −ig00−1γ0γi∇i + iΓ0 − ig00−1γ0m. (7.1.10)
However, as mentioned in [42], the Hamiltonian defined in this way is not hermitian when the
metric explicitly depends on the time t. One finds that
1We will suppress the spinor index.
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(φ, Hˆψ)− (Hˆφ, ψ) = −
∫
d3x
√−gφ†γ0γ0(−i(g00)−1γ0γi∇i + iΓ0
−i(g00)−1γ0m)ψ +
∫
d3x
√−g
[
(∇iφ)†i(g00)−1γi†γ0†)
−φ†iΓ†0 + φ†i(g00)
−1
mγ0†
]
γ0γ0ψ
=
∫
d3x
√−g
[
(∇iφ)†(iγ0γi)ψ − iφ†Γ†0γ0γ0ψ + iφ†γ0γi∇iψ
−iφ†γ0γ0Γ0ψ
]
=
∫
d3x
√−g
[
− iφ† 1√−g∂i(
√−gγ0γi)ψ − iφ†Γ†iγ0γiψ
−iφ†Γ†0γ0γ0ψ − iφ†γ0γiΓiψ − iφ†γ0γ0Γ0ψ
]
=
∫
d3x
√−g
[
− iφ†(∂µ + Γννµ)(γ0γµ)ψ + iφ†
1√−g∂0(
√−gγ0γ0)ψ
+iφ†γ0Γiγiψ + iφ†γ0Γ0γ0ψ − iφ†γ0γiΓiψ − iφ†γ0γ0Γ0ψ
]
=
∫
d3x
[
+ iφ†
1√−g∂0(
√−gγ0γ0)ψ − iφ†γ0∇µ(γµ)ψ
]
= i
∫
d3xφ†γ0
∂
∂t
(√−gγ0)ψ. (7.1.11)
In obtaining the 3rd equality we used (7.1.3), and to obtain the 4th and 5th equalities we used
(7.1.4). In summary,
(φ, Hˆψ)− (Hˆφ, ψ) = i
∫
d3xφ†γ0
∂
∂t
(√−gγ0)ψ. (7.1.12)
The rhs of (7.1.12) is generally nonzero.
7.2 Definition of the Wave Function
This apparent paradox concerning the non-hermiticity of Hˆ in fact comes from the definition of
ψ(x). It is defined as 〈~x|ψ〉 (where ~x denotes the spatial coordinates). We must require that
〈φ|ψ〉 = (φ,ψ), (7.2.1)
where (φ,ψ) is the conserved scalar product defined in Eq. (7.1.8). It follows that the complete
basis {|~x〉} actually satisfies ∫
d3x|~x〉√−gγ0γ0(x)〈~x| = 1. (7.2.2)
Therefore, when
√−g depends on time, so does |~x〉 ≡ |~x, t〉. As a result,
i
∂
∂t
〈~x, t|ψ〉 6= i〈~x, t|
(
∂
∂t
|ψ〉
)
= 〈~x, t|H|ψ〉, (7.2.3)
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where H is the hermitian Hamiltonian in the Schro¨dinger dynamical picture in the abstract
Hilbert space. It is the operator that satisfies
i
∂
∂t
|ψ〉 = H|ψ〉. (7.2.4)
Note that the lhs of (7.2.3) is what appears on the left of (7.1.9). In other word, the Hˆ (defined
in (7.1.10)), which is on the rhs of (7.1.9), is not quite the Hamiltonian in the Schro¨dinger or
configuration-space representation when the metric depends on t.
Let us find the matrix elements 〈~x, t|H|~x′, t〉. One can show from (7.2.2) that
∂
∂t
|~x, t〉 = −1
2
|~x, t〉 ∂
∂t
(√−gγ0γ0(x)) (√−gγ0γ0(x))−1. (7.2.5)
Taking the conjugate, we have
∂
∂t
〈~x, t| = −1
2
(
√−gγ0γ0(x))†−1 ∂
∂t
(√−gγ0γ0(x))†〈~x, t|
= −1
2
(
√−gγ0γ0(x))−1 ∂
∂t
(√−gγ0γ0(x)) 〈~x, t|. (7.2.6)
Here we used the fact that γ0γ0(x) is Hermitian. It is then easy to see that the completeness
relation of (7.2.2) is independent of time. We also have
(γ0γ0(x))
−1
=
γ0(x)γ0
−g00 . (7.2.7)
So the Hamiltonian H satisfying the condition (ψ,Hφ) = (Hψ,φ) is
H ≡ −i1
2
γ0(x)γ0
g00
√−g
∂
∂t
(√−gγ0γ0(x)) − ig00−1γ0γi∇i + iΓ0 − ig00−1γ0m
= −i1
2
γ0(x)γ0
g00
√−g
∂
∂t
(√−gγ0γ0(x)) + Hˆ. (7.2.8)
It thus follows that H is Hermitian (with the use of (7.1.12)) for a general metric. The matrix
elements ofH satisfy the relation
〈~x, t|H|~x′, t〉 = Hδ(~x − ~x′)(√−g)−1, (7.2.9)
with H being the operator given in Eq. (7.2.8).
If we are dealing with a one-electron atom, the spinor affine connections will contain the
vector potential of the electromagnetic field, but the derivation is unchanged. Let us consider
the effect of the time dependence of the Riemann tensor on the spectrum of the atom. The
Hamiltonian H of Eq. (7.2.8) reduces to Hˆ if the time dependence of the metric can be neglected,
as was the case in [42]. For rapidly changing gravitational fields the additional term is needed
to enforce Hermiticity.
In the Fermi normal coordinates along the geodesic of a bound system such as an atom,
the difference, H − Hˆ , given by (7.2.8) must vanish on the geodesic because it involves only
the first time-derivative of the metric. Furthermore, for small distances from the geodesic, this
difference, H − Hˆ , is not vanishing, but it is of higher order in a0r (where a0 is the atomic size
and r is a characteristic length or time scale of the background spacetime) compared to the other
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terms in H . This can be seen by dimensional analysis from the Hamiltonian Hˆ that is given in
Fermi normal coordinates in [42]. Therefore, when a0r ≪ 1 the difference between H and Hˆ
can be neglected. Similarly, when a0r ≪ 1, it is also possible to use Hˆ with time-dependent
perturbation theory to calculate transition rates induced by the Riemann tensor along the path of
the atom.
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Massive Gravitons
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Chapter 8
Extended Theory of Massive Gravitons
In this chapter, we study the massive gravity theory proposed by Arkani-Hamed, Georgi and
Schwartz. In this theory, the graviton becomes massive when general covariance is sponta-
neously broken through the introduction of a field that links two metrics, one of the which will
eventually decouple. The excitation of this “link” field acts like a Goldstone boson in giving
mass to the graviton. By means of gauge fixing terms similar to the renormalizability gauges
used in gauge theories, we gives a two-parameter class of graviton and Goldstone boson prop-
agators. We show that for all of those gauges, except for the unitary gauge, the massive gravi-
ton propagator approaches that of general relativity in the massless limit. With these massive
propagators, we calculate the lowest order tree-level interaction between two external energy
momentum tensors. The result is independent of gauge parameters, but is different from the
prediction of massless gravity theory, i.e., general relativity in the limit of vanishing graviton
mass. This difference is just the van Dam-Veltman-Zakharov (vDVZ) discontinuity. In the end,
we also proposed a new massive gravity theory that is free of the vDVZ discontinuity. The key
to the absence of the discontinuity is to introduce an extra scalar field with negative kinetic sign.
This type of ghost field has been proposed before to explain the acceleration of our universe.
8.1 vDVZ Discontinuity
It is well known that there is a discontinuity between massive and massless graviton theory [47].
Here we will briefly review the properties of the massive graviton propagator and explain why it
does not give the same physical predictions as in general relativity when the graviton mass goes
to zero. The linearized action of a general massive gravity theory is given by [47],
S = −M2P l
∫
d4x
[1
4
(hµν
,λhµν ,λ − h,λh,λ − 2hµλ,λhµρ,ρ + 2h,µhµλ,λ)
+
1
4
M2(hµνh
µν − ζh2)
]
, (8.1.1)
The choice of ζ = 1 gives the so-called Fierz-Pauli mass term. As we shall see, this is the only
choice that can avoid any possible ghosts or tachyons. With this choice, the massive graviton
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propagator can be obtained (explained below in subsection 8.1.1),
Gµν(p)αβ =
∑5
i=1 e
iµνeiαβ
p2 −M2 (8.1.2)
where,
5∑
i=1
ei
µν
eiαβ =
1
2
(δµαδ
ν
β + δ
ν
αδ
µ
β − ηµνηαβ)
−1
2
(
δµαp
νpβ
M2
+
δναp
µpβ
M2
+
δµβp
νpα
M2
+
δνβp
µpα
M2
)
+
2
3
(
1
2
ηµν +
pµpν
M2
)(
1
2
ηαβ +
pαpβ
M2
) (8.1.3)
Here we use the metric with (+ − −−) signature which is different from the convention in
ref.[56]. Its massless limit will be
Gµν(p)αβ =
1
2 (δ
µ
αδ
ν
β + δ
ν
αδ
µ
β − 23ηµνηαβ)
p2
. (8.1.4)
On the other hand, the massless propagator is given by,
Gµν(p)αβ =
1
2(δ
µ
αδ
ν
β + δ
ν
αδ
µ
β − ηµνηαβ)
p2
. (8.1.5)
To investigate the vDVZ discontinuity, we introduce external matter sources characterized by
two energy momentum tensors Tµν = T aµν + T bµν to the Lagrangian. The massive Lagrangian
(with source) at the linearized level is given by
S = −M2P l
∫
d4x
[1
4
(hµν
,λhµν ,λ − h,λh,λ − 2hµλ,λhµρ,ρ + 2h,µhµλ,λ)
+
1
4
M2(hµνh
µν − h2)
]
+
∫
d4x(hµνT aµν + h
µνT bµν), (8.1.6)
where the Planck mass is defined as M2P l = 1/8πG. Here, T aµν and T bµν are localized at two
different points in the position space. From the Hamiltonian (obtained from (8.1.6)), the inter-
action term with these source terms is given by hµν(T aµν + T bµν). The value of hµν is obtained
from the equation of motion with source and is of the form of
hµν(x) =
∫
d4x′Gµναβ(x, x′)(T aαβ(x
′) + T bαβ(x
′)).
So the two-body interacting energy between the sources is given by the product of∫
d4xd4x′T aµν(x)Gµναβ(x, x′)T bαβ(x
′)
or in momentum space, ∫
d4pT aµν(p)Gµν
αβ(p)T bαβ(−p).
For a non-relativistic system with only T a00, T b00 6= 0, the interaction terms are (following
from (8.1.4) and (8.1.5))
2
3
G
T a00T
b
00
p2 + iǫ
, massless limit, (8.1.7)
1
2
G
T a00T
b
00
p2 + iǫ
, massless. (8.1.8)
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respectively. To give the same result, we need to choose Gmassive = 34Gmassless. Note that they
are not equal a priori. Now we can consider the interaction between a non-relativistic source
and an electromagnetic source. The latter has a vanishing trace. As a result, the difference
between the two propagators, i.e., the difference between last terms in (8.1.4) and (8.1.5) does
not contribute to the interaction term. However, with the choice of Gmassive = 34Gmassless, the
interaction strengths are different. In a word, we can fit either the perihelion procession, which
is the interaction between two non-relativistic sources or the bending of light, which is the
interaction between a non-relativistic source and a relativistic source, but not both. Obviously,
this implies that massive gravity (with the Fierz-Pauli mass term) cannot be the physical theory
that describes our world no matter how small the mass is.
8.1.1 Propagator of a Massive Graviton
Before we move on, let us make a comment on the massive graviton propagator (8.1.2). The
massive graviton propagator people often use is in fact not really the Green’s function of the
equation of motion. However when acting on the conserved source, namely the conserved en-
ergy momentum tensor, they will be equivalent.
Usually, the kinetic term and interaction term in the Lagrangian with a general field φ (with
some general indices) will be something like
1
2
φKφ+ φJ (8.1.9)
and a propagator will satisfy KG = 1 (in momentum space). We suppress indices for simplicity.
In fact the graviton propagator, as we shall see, is not the inverse of the kinetic metric since it
can not produce the identity operator. However it is necessary to have an “effective” propagator
G′ which only satisfies KG′J = J for some conserved source J .
For a massive graviton, the propagator (8.1.2) will be equivalent to
G′ =
1
2(δ
µ
αδ
ν
β + δ
ν
αδ
µ
β)− 13ηµνηαβ + 13 p
µpν
M2
ηαβ
p2 −M2 (8.1.10)
when acting on a source that satisfies pµTµν = 0. It is just (8.1.2) after dropping those terms
with pα or pβ .
Now we show that it is equivalent to the propagator. Following from (8.1.6), one has K as,
K = p2I − 1
2
(δµαp
νpβ + δ
ν
αp
µpβ + δ
µ
βp
νpα + δ
ν
βp
µpα) + η
µνpαpβ
+pµpνηαβ − p2ηµνηαβ −M2(I − ηµνηαβ) (8.1.11)
where I = 12(δ
µ
αδ
ν
β + δ
ν
αδ
µ
β). Now the product of (p2 − µ2)K and the propagator is,
(p2 − µ2)KG′ = p2(I − 1
3
ηµνηαβ +
1
3
pµpν
M2
ηαβ) + 2(
1
3
pµpνηαβ − 1
3
pµpν
M2
p2ηαβ)
+ηµν(−1
3
p2ηαβ) +
1
3
p4ηµν
M2
ηαβ + (p
µpν − p2ηµν)(ηαβ − 4/3ηαβ + p
2ηαβ
3M2
)
−M2(I − 1
3
ηµνηαβ − ηµν(ηαβ − 4/3ηαβ)) +M2(−p
µpν
3M2
ηαβ +
p2ηµν
3M2
ηαβ)(8.1.12)
= (p2 −M2)I
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8.2 The AGS Theory of Massive Gravity
However one might wonder whether such discontinuity might disappear in a theory where gravi-
ton gains mass through some spontaneous symmetry breaking mechanism. After all, the massive
gauge vector boson propagator in unitary gauge also appears not to have a continuous limit to
its massless counter part since the part proportional to kµkν
M2
will blow up.
Such a covariant massive gravity theory is proposed by Arkani-Hamed et al. [56] (hence-
forth referred as AGS theory). In this scenario, the general covariance group (diffeomorphism)
is now double to GC ×GC0. The theory is formulated in a pair of coordinates xµ and xa0. Two
independent coordinate transformation xµ → yµ, xa0 → ya0 can be applied to them respectively.
Another metric g0 is also introduced to keep the sector with coordinate xa0 to be covariant. To
relate this two sectors, one need to introduce a link field Y a(xµ), which relates points xµ to xa0
as,
xa0 = Y
a(xµ).
This field transforms under both GC and GC0 and converts fields that only transform in GC0 to
those that only transform in GC . For example, one can define
Gµν =
∂Y a
∂xµ
(xµ)
∂Y b
∂xν
(xµ)g0ab(Y
a(xµ)),
which only transforms under GC (but not GC0). Geometrically, this is nothing special other
than a pull back.
The covariant massive gravity theory can be formulated by adding a mass term
L = √g
[
a gµν(gµν −Gµν)gρσ(gρσ −Gρσ) + b gµρ(gµν −Gµν)gνσ(gρσ −Gρσ)
]
(8.2.1)
The vacuum expectation value of the link field Y a (like Y a = δaµxµ) breaks the group GC ×
GC0 down to a certain subgroup. For Y a = δaµxµ the remaining subgroup is the diagonal
of GC × GC0. After M0, the Planck mass of the g0-sector, is taken to be infinite, the metric
g0ab decouples and remains in the ground state ηab. In this case (with the unitary gauge of Y a),
(8.2.1) becomes our familiar form,
L = √g
[
ah2 + b hµνhµν)
]
, (8.2.2)
where hµν = gµν − ηµν , h = gµνhµν . Of course, one can restore the link field and maintain
the general covariance. In this sense, this formalism is not much different from the effective
field theories of Goldstone bosons in gauge theories. In both cases, Goldstone bosons are also
realized as the transformation of the broken gauge group.
8.2.1 Tree-level Interaction in the AGS Theory
In this and the next subsections, we review the tree-level interaction in the AGS theory. We have
worked out explicitly the graviton propagator derivation that is not given in the original paper
[56]. The final results agree with those given by the non-covariant theory reviewed in Sec 8.1.
In other words, the vDVZ discontinuity remains.
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In the AGS theory, one has the action [56],
Sgrav+mass =
∫
d4x
√−g(−MP l2R[g]) +
∫
d4x
√−g(aHH + bHµνHµν) (8.2.3)
where the second term gives a mass to graviton. We have already taken the limit in which the
other metric in the bi-metric theory decouples. At linearized level, we have,
Hµν = hµν + πµ,ν + πν,µ, (8.2.4)
where the πµ is the Goldstone field from the linearized link field introduced above,
Y a = δaµ(x
µ + πµ).
At quadratic level of hµν , the first term of the Lagrangian is
√−gR = −1
4
(hµν
,λhµν ,λ − h,λh,λ − 2hµλ,λhµρ,ρ + 2h,µhµλ,λ) (8.2.5)
Under an infinitesimal coordinate transformation (gauge transformation), hµν and the Goldstone
field πµ transform as
hµν → hµν + ξµ,ν + ξν,µ, πµ → πµ − ξµ. (8.2.6)
One can see thatHµν is invariant under such a gauge transformation. One can obtain the graviton
propagator and study its form in the limit when the mass parameters a,b go to zero. One of the
obstacles finding the propagator is the mixing term between hµν and πµ. Of course the same
kind of mixing occurs in gauge theory, where the mixing is removed by a proper gauge fixing.
We will do the same thing soon. But first, it is convenient to write πµ as
πµ = Aµ + ∂µφ, (8.2.7)
which introduces a new artificial gauge symmetry,
Aα → Aα + ∂αΛ, φ→ φ− Λ. (8.2.8)
The mass term (second term in the Lagrangian (8.2.3)) will give terms of the form,∫
d4x4aφ,µ,νφ
,µ,ν + 4b✷φ✷φ =
∫
d4x(a+ b)✷φ✷φ. (8.2.9)
One needs to have a+ b = 0 to avoid the pathological kinetic term with four derivatives which
would lead to a tachyon or a ghost. This requirement will lead to the Fierz-Pauli mass term[46].
1
4
f4(hµνh
µν − h2) (8.2.10)
where f4 is a dimensionful constant that defines the graviton mass,
−mg2 = f
4
MP l
2 . (8.2.11)
But the second term of (8.2.5) also gives, in addition to the Fierz-Pauli mass term (8.2.10), other
terms including mixing terms involving hµν , φ and Aµ which we will consider next. The Aµ
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field has an appropriate kinetic term. Moreover because a+ b = 0, there is no mixing between
Aµ and φ, ∫
d4x4aAµ,νφ
,µ,ν + 4bAµ,µ✷φ =
∫
d4x(a+ b)Aµ,µ✷φ = 0 (8.2.12)
But there is a mixing term between Aµ and hµν :
f4(Aµ,νh
µν − hAµ,µ), (8.2.13)
and a mixing term between φ and hµν :
f4(φ,µ,νh
µν − h✷φ) (8.2.14)
As in [56], we make the following redefinition
hµν = h˜µν −mg2φηµν , (8.2.15)
to remove the mixing term (8.2.14). As we shall see in the next subsection, however this is
not enough to remove all the mixing terms between φ and hµν . We will present the remaining
necessary terms to complete this gauge fixing procedure since they are not explicitly given in
[56].
8.2.2 Graviton Propagator in the AGS Theory
The redefinition (8.2.15) will remove the mixing term (8.2.14), but it will also introduce other
mixing terms. For whatever reason, this problem was ignored in [56]. Though no new result
will come out, we still feel that it is worthwhile to fill up the necessary gap. In this subsection,
we carry out the missing calculation to show that the gauge fixing to remove all the mixing term
can indeed be done, and that the result is exactly the same as in [56].
Under the transformation (8.2.15), the kinetic part (8.2.5) of the graviton Lagrangian will
give kinetic terms,
f4(φ,µ,ν h˜
µν − h˜✷φ) + 3
2
f4mg
2φ,µφ
,µ. (8.2.16)
(The sign is correct since there is a minus sign in the first term of the definition of Lagrangian
(8.2.3).) The mass term f4(HµνHµν −H2) under (8.2.15) gives
3
2
mg
2f4φH ′ − 3mg4f4φ2 − f4(φ,µ,ν h˜µν − h˜✷φ)− 3f4mg2φ,µφ,µ, (8.2.17)
whereH ′µν ≡ h˜µν+Aµ,ν+Aν,µ andH ′ = H ′µνηµν . So we still have some mixing. Combining
these two terms one will have the kinetic term for φ
− 3
2
f4mg
2φ,µφ
,µ. (8.2.18)
All together, (8.2.15) leads to the following terms in the Lagrangian (8.2.3),
3
2
mg
2f4φH ′ − 3mg4f4φ2 − 3
2
f4mg
2φ,µφ
,µ. (8.2.19)
The Lagrangian is invariant under the transformation of (8.2.8),
φ→ φ+ 2ω
mg2
, (8.2.20)
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Aµ → Aµ − 2 ω,µ
mg2
, (8.2.21)
h˜µν → h˜µν + 2ωηµν . (8.2.22)
To get the propagators we can deal with the gauge freedom by introducing a gauge-fixing term,
which, for convenience, we choose to remove the mixing of H ′ and φ in the Lagrangian. We
choose the following gauge fixing term:
3
2
f4(βH ′ − mg
2φ
2β
)
2
. (8.2.23)
When added to (8.2.19), it will remove the mixing term of φ and H ′ regardless of the choice of
β and will give two terms,
3
2
f4β2H ′2 +
3
8
f4mg
4φ
2
β2
. (8.2.24)
In order to get the canonical form of the kinetic term of φ, let
φ =
1
MP lmg2
φC . (8.2.25)
So the part of the gauge fixed action involving φ is going to be
3
2
(φC,µφC
,µ + 2mg
2φC
2 − mg
2
4β2
φC
2) (8.2.26)
Since h˜µν and Aµ are combined to form H ′µν , the Lagrangian is still gauge invariant under
the infinitesimal coordinate transformation (8.2.6). We use this symmetry to remove the mixing
between Aµ and h˜µν ,
1/2(ζMP l(h˜
,ν
µν − (1− 6β2)h˜,µ) +
MP lmg
2
ζ
Aµ)
2, (8.2.27)
where ζ is a second gauge fixing parameter we introduce. (For more information on gauge fixing
and measure in standard gravitational theory, see e.g. [149].) This gauge fixing term will give
the following terms that only contain the graviton field h˜µν ,
1/2ζ2MP l
2(h˜µν,ν − (1− 6β2)h˜,µ)2. (8.2.28)
Putting together the linearized terms of graviton and scalar field contributions to the Lagrangian
and adding the gauge fixing term, we have the Lagrangian of relevant terms (omitting the gauge
vector Aµ),
L = 1
4
M2P l(h˜
,λ
µν h˜
µν
,λ − h˜,λh˜,λ − 2h˜µλ,λ h˜,λµλ + 2h˜,µh˜,λµλ)
−1
2
ζ2M2P l(h˜
µν
,ν − (1− 6β2)h˜, µ)2 −mg2M2P l(h˜µν h˜µν − (1− 6β2)h˜2)
+
3
2
(φC,µφC
,µ + 2mg
2φC
2 − mg
2
4β2
φC
2). (8.2.29)
Finally, let us give the propagator of the graviton and scalar fields and check that this theory
indeed gives a gauge-independent result, namely that β will drop out from our final result. With
some effort one can show that the graviton propagator from the Lagrangian (8.2.29) is,
1
2δ
µ
αδ
ν
β +
1
2δ
ν
αδ
µ
β
k2 −mg2 +
(mg
2 − 6(k2 +mg2)β2)ηµνηαβ
3(k2 −mg2)[4k2β2 +mg2(−1 + 8β2)] . (8.2.30)
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This returns to the massless graviton propagator (in the form of Eq.(28) in [47]) when mg → 0.
The scalar φC has a β dependent propagator
1
3
1
k2 −mg2(−2 + 14β2 )
. (8.2.31)
When β → 0 and mg is finite, (8.2.30) will go to the Fierz-Pauli massive graviton propagator
while (8.2.31) vanishes, which is the usual Fierz-Pauli theory. The redefinition (8.2.15) intro-
duces coupling between the scalar field and the energy momentum tensor. So effectively, the
scalar field gives a propagator of 12η
µνηαβ times (8.2.31) when we consider the interaction be-
tween two energy momentum tensors. The sum of these two terms (8.2.30) and (8.2.31) is
1
2δ
µ
αδ
ν
β +
1
2δ
ν
αδ
µ
β
k2 −mg2 −
1
3
ηµνηαβ
k2 −mg2 , (8.2.32)
Therefore the interaction between two conserved external sources is independent of the gauge
parameter β and as noted, exhibits the vDVZ discontinuity.
8.2.3 Strong Coupling Behavior of Massive Gravity
As discussed in subsections 8.2.1 and 8.2.2, even in a covariant Massive gravity theory like the
AGS theory, at least at tree level, the vDVZ discontinuity persists. When we try to go beyond
tree-level, a big problem, the so-called strong coupling behavior arises. It spells the end of the
effective theory because the perturbative calculation discussed previously becomes unreliable
above a certain energy scale. In this subsection, we will review this strong coupling behavior,
mainly following [56].
To see the strong coupling behavior, let us consider the coupling constants of terms of higher
powers in ∂2φC . Note that the non-canonical field φ arises in the form of the massless quantity
∂2φ from the terms with derivatives of the Goldstone field, ∂π. Powers of ∂2φ appear in the
graviton mass term. Since it is massless, we can have any power of ∂2φ. The first few terms
with the lowest powers of φ are (indices suppressed) [56],
f4[(∂2φ)2 + (∂2φ)4 + ∂2φ∂A∂A].
After the canonical normalization (8.2.25), the terms above become,
1
m4gMP l
(∂2φ)2 +
1
m6gM
2
P l
(∂2φ)4 +
1
m2gMP l
∂2φ∂A∂A. (8.2.33)
The coupling constants of negative dimensions in mass imply nonrenormalizability. In the con-
text of effective field theory, the appearance of such coupling constants signals the breakdown of
the effective field theory at some cutoff. This cutoff is determined by the scale of the coupling
constants of the nonrenormalizable terms. In the example here, (8.2.33) gives three different
scales, the lowest of which is
Λ5 ∼ (m4gMP l)1/5.
So the theory will no longer be valid above this scale. As a comparison, the massless gravity
theory has a cutoff scale of MP l, which is much higher than Λ5.
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This Λ5 (or rather Λ5−1) is called the Vainshtein radius [50]. Below this length scale, the
field theory description we use is no longer valid. The problem is that this scale is generally very
large. For a graviton mass of mg ∼ 1028cm−1, Λ5−1 ∼ 1013cm. So the field theory can not
be used even to describe the solar system. In other words, we can not tell whether there is any
difference between the massive gravity theory and GR. However, this is not necessarily good
news because essentially we cannot tell anything at all about the massive gravity at this scale
unless the fundamental theory is known. Moreover, when the mass mg goes to 0, so does the
energy scale Λ5, and the effective field theory will break down at all scales.
This strong coupling behavior seems to exist in other massive gravity theories like the DGP
model [150] 1. There are attempts to restore continuity [50] [151], but they are based mainly
on the classical non-linear equation of motion. It remains unclear whether we can get around
the strong coupling behavior to make any reliable prediction. In general, it is unlikely that the
underlying fundamental theory gives the same predictions as GR.
8.3 Ghost and the Absence of vDVZ Discontinuity
Now we turn to the simplest form of a theory of a massive graviton consistent with observation.
We work with the covariant massive gravity theory proposed by Arkani-Hamed et al. [56]. See
subsections 8.2.1 and 8.2.2 for a review of this theory and the results we are going to use later.
As before, we introduce external matter sources characterized by two energy momentum tensors
Tµν = T
a
µν + T
b
µν to the Lagrangian (8.2.29),
L = 1
4
M2P l(h˜
,λ
µν h˜
µν
,λ − h˜,λh˜,λ − 2h˜µλ,λ h˜,λµλ + 2h˜,µh˜,λµλ)−
1
2
ζ2M2P l(h˜
µν
,ν − (1− 6β2)h˜, µ)2
−mg2M2P l(h˜µν h˜µν − (1− 6β2)h˜2) +
3
2
(φC,µφC
,µ + 2mg
2φC
2 − mg
2
4β2
φC
2)
+hµνT aµν + h
µνT bµν . (8.3.1)
The redefinition (8.2.15) will also produce an interaction term between φ and the energy mo-
mentum tensor T µν given by
T µνh
ν
µ = T
µ
ν(h˜
ν
µ −mg2φδνµ) = T µν h˜νµ −
1
MP l
φCT, (8.3.2)
where T = T µνδνµ.
Again, one can read off the interaction between these two sources by looking at those terms
that contain a product of T aµν and T bµν . The Goldstone scalar φ will provide an extra contribution
to the interaction between two sources and this contribution will not go away as the mass of the
graviton mg goes to zero. The extra contribution from this scalar mode in the massless limit
mg → 0 is
T aT b
6k2.
(8.3.3)
1DGP model was introduced in [152].
98
Thus, although the graviton propagator coming from (8.2.29) goes to the same massless form
as in GR in this limit, the contribution (8.3.3) of the scalar mode leads to exactly the vDVZ
discontinuity. The combined contribution of the scalar mode and graviton, when the mass is
nonzero is given by
1
2δ
µ
αδ
ν
β +
1
2δ
ν
αδ
µ
β
k2 −mg2 −
1
3
ηµνηαβ
k2 −mg2 , (8.3.4)
where mg is the mass of the graviton. For comparison, we give the massless propagator here
1
2δ
µ
αδ
ν
β +
1
2δ
ν
αδ
µ
β
k2
− 1
2
ηµνηαβ
k2
. (8.3.5)
We can introduce an extra scalar field Φ with the same coupling as (8.3.2) but with a kinetic
term of negative sign (ghost) and make the vDVZ discontinuity to disappear. More explicitly,
this new scalar field has to couple to the matter in the same way as the Goldstone scalar,
− 1
MP l
ΦT. (8.3.6)
Moreover its kinetic term has to opposite to (8.2.26),
− 3
2
(Φ,µΦ
,µ +m2ΦΦ
2) (8.3.7)
so that its contribution to the interaction between two energy momentum tensors, normaly
−T aT b
6(k2 −m2Φ)
, (8.3.8)
which is of opposite sign to (8.3.3). This field has ghost-like feature. This conclusion is consis-
tent with the fact that a massive gravity theory with a non Fierz-Pauli mass term contains ghosts
or tachyons.
Intuitively this ghost field cancels the contribution of the Goldstone scalar so that we can
regain the continuous limit. Note that we assume we have an underlying theory whose effective
Lagrangian is the combination of a massive gravity sector (8.2.29) and a ghost with the kinetic
term (8.3.7) and the coupling (8.3.6).
In fact, similar type of field is introduced in [59] for completely different reasons and the
stability problem of this so-called “phantom” field is discussed in [153] and [60]. We found
that the phantom field can also be used to cancel the Goldstone scalar to make the massive
gravity theory free of vDVZ discontinuity. With the assumption that the phantom sector and the
massive graviton sectors come from the same underlying theory, we expect mg to be related to
mΦ, the mass of the phantom field, which is roughly 10−30MP l [153] in order to account for
the cosmological acceleration. However, there is no strong observational constraints on the ratio
of their masses. As long as both of them are small (for example, 10−30MP l ∼ 10−3 eV, as
mentioned above), we are going to have agreement with any observation at macroscopic scale.
The lowest order correction to GR should be proportional to m2g/k2 or mΦ/k2 as we can see by
expanding (8.3.4) around mg = 0 (or expanding (8.3.8) around mΦ = 0).
Of course, the natural guess is that they are of the same order since they are supposed to
come from one single underlying theory. This leads to a cutoff scale of the massive gravity
theory [56],
Λ ∼ (mg2MP l)1/3 (8.3.9)
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of roughly 100 MeV. This is surprisingly in agreement with the cutoff scale of the phantom
theory obtained in [153]. This cutoff is obtained by requiring the decay rate of a ghost (at rest)
to ghosts and gravitons (more exactly, Φ → 2h3Φ) to be small compared to the age of the
universe H0−1. However, as pointed out in [60], this cutoff for the phantom field theory of
100 MeV is not correct. Depending on whether one take a Lorentz invariant cutoff or not, the
cutoff is about 3 MeV (Lorentz invariance violating cutoff) or 10−3 eV (for Lorentz invariant
cutoff). Basically their idea is to consider the process of vacuum decay to two photons and two
phantoms. The amplitude is given by the vertex of gravitational couplings of
hµν∂µΦ∂νΦ,
and
hµνηρσFµρFνσ .
The phase space of this vacuum decay amplitude is infinite due to the negative energy of the
phantom, and thus one must impose a constraint on the cutoff of the integration in order to get
a finite result. By comparing the flux of the photons created via this vacuum decay process and
the observed value, Cline et al. [60] obtained the cutoffs mentioned above.
Of course, if we are only interested in the large scale phenomena, then there is no contradic-
tion either. The perturbative theory is valid at the scale of solar system or above and the massive
gravity theory with this extra phantom field behaves pretty much the same as our ordinary GR.
However, the Lorentz invariant cutoff scale (length scale) is above the length scale at which we
have probed gravity and thus leads to a contradiction that is hard to get around. In other words,
a simple combination of massive graviton and phantom field is ruled out by experiment.
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Chapter 9
Summary and Conclusions
9.1 LHC Phenomenology
In Chapter 2, we have explored the discovery potential of the proposed e+e− and γγ colliders to
unmask string resonances. We have studied the direct production of Regge excitations, focusing
on the first excited level of open strings localized on the worldvolume of D-branes. In such a
D-brane construction the resonant parts of the relevant string theory amplitudes are universal to
leading order in the gauge coupling. Therefore, it is feasible to extract genuine string effects that
are independent of the compactification scheme. Among the various processes, we found that,
in the minimal extension of the SM, the γγ → e+e− scattering proceeds only through a spin-2
Regge state. Our detailed phenomenological studies suggest that for this specific channel, string
scales as high as 4 TeV can be unmasked at the 11σ level with the first fb−1 of data collected
at
√
s ≈ 5 TeV. We have also investigated intermediate Regge states of e+e− → FF¯ and we
have shown that string theory predicts the precise value, equal 1/3, of the relative weight of
spin 2 and spin 1 contributions. The potential benefit of this striking result becomes evident
when analyzing the dimuon angular distribution, which has a pronounced forward-backward
asymmetry, providing a very distinct signal of the underlying string physics.
In Chapter 3, we have extended the work in Refs. [17] and [110] on an approximate cal-
culation of string amplitudes in the RS geometry to include the J = 0 contribution to bosonic
4-point functions. We have carried out a phenomenological analysis of the resonant contribu-
tions to dijet production at the LHC, and found that for an integrated luminosity of 100 fb−1,
discovery of the resonant signal at signal-to-noise of 5σ is possible for resonant masses of up to
nearly 5 TeV. However, it should be noted that this is possible only for the Higgsless model: For
the model with the Higgs on or near the IR brane, the requirement ΛIR ≥ 1 TeV combined with
the relation µ ≃ 5ΛIR implies µ > 5 TeV, greatly narrowing the possible region of discovery.
In Chapter 4, we have considered a low-mass string compactification in which the SM gauge
multiplets originate in open strings ending on 3 D-branes. For the non-abelian SU(3) and SU(2)
groups the D-brane construct requires the existence of two additional U(1) bosons coupled to
baryon number and to the trace of the SU(2) multiplets, respectively. One linear combination
of the three U(1) gauge bosons is identified as the the hypercharge Y field, coupled to the
anomaly free hypercharge current. The two remaining linear combinations (Y ′, Y ′′) of the three
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U(1)’s are coupled to anomalous currents, and grow masses in accord with the Green-Schwarz
mechanism. After electroweak breaking, mixing with the third component of isospin results in
the three observable gauge bosons, where with small mixing Z ′ ≃ Y ′, Z ′′ ≃ Y ′′.
For a fixed MZ′ , the model contain several free parameters – a single mixing angle and a
gauge coupling constant unconstrained by the data – which are chosen to supress the branch-
ing of Z ′ decay into leptons and to accommodate the UA2 90%CL data on pp¯ → jjX. The
remaining two parameters – tan β and MZ′′ – serve to limit the mass shift (due to mixing) of
the electroweak Z to conform with LEP observations. The heavier neutral gauge boson Z ′′ is
within the reach of LHC.
9.2 Anomaly Puzzle in N = 1
In Part II, we have tried to elucidate and settle three problems that are related to the anomaly
puzzle in N = 1 SYM. First, we study the properties of the current operator R′µ that is in the
same super-multiplet as the stress tensor. We show explicitly that R′µ is not the same as the
(anomalous) current Rµ which transforms the fields according to the charge ratios 1 : 23 : −13 .
Only the anomaly of the latter current is of one loop order and satisfies the Adler–Bardeen
theorem, while the anomaly of R′µ is proportional to the β function. By explicit calculation,
we show that R′µ is a mixing of the R-current, Rµ, and the Konishi current. Moreover, we
show that the term −18
∑
f γfD¯
2(Φ¯eV Φ) that appears in the anomaly equation in [32] gives the
same mixed current R′µ and therefore supports the existence of two different “supercurrents,”
even though only one supercurrent was proposed in [32]. We then use supersymmetric QCD
at the infrared fixed point, as an example, to show how the difference between R′µ and Rµ can
naturally be explained in terms of two-supercurrents.
Secondly, we show that non-local terms must be included for consistency when using the
equations of motion in [29] and [31]. This is necessary because the equations of motion are
used there with the assumption that their expectation values trivially vanish, while they actually
vanish only when the non-local contributions to the expectation values are included.
Finally, we compared the two different calculations of the NSVZ β function in [32] and [38].
The second method, which is based on the Jacobian arising from field strength rescaling, seems
independent of the infrared behavior of the theory, while the first method seems to depend only
on the infrared behavior. We resolve this apparent contradiction by showing that the infrared
modes are also crucial in getting the multi-loop corrections to the β function in the second
method. The reason, as we show, is that the contributions from modes above any arbitrary
nonzero scale, Λ, to the rescaling Jacobian are proportional to non-renormalizable terms and
therefore do not contribute to the β function.
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9.3 Hermiticity of the Dirac Hamiltonian in Curved Spacetime
In part III, we have revisited the quantum mechanics of a one-electron atom in an arbitrary
curved background. We addressed the following problem. The operator Hˆ , which appears on
the rhs of (7.1.9), i∂tψ(x) = Hˆψ(x), is not hermitian with respect to the curved-spacetime
scalar product. But (7.1.9) was obtained directly from the Dirac equation in curved spacetime,
so why is Hˆ not Hermitian? We resolved this apparent paradox in the following way. We started
from the fundamental Schro¨dinger equation i∂t|ψ〉 = H|ψ〉 of (7.2.4), where the operator H is
Hermitian. From the completeness relation, (7.2.2), we showed that the eigenstates of position
that span the Hilbert space must depend on time as well as spatial position: |~x, t〉. The wave
function ψ(x) is defined as 〈~x, t|ψ〉. By applying 〈~x, t| from the left to Eq. (7.2.4), we found
that the position-space representation of H is given by (7.2.9). The differential operator H that
appears in this representation is Hermitian with respect to the curved-spacetime scalar product.
However, the time derivative of 〈~x, t| in the wave function gives an additional terms in H that
does not appear in Hˆ . Thus, we see why (7.1.9) is correct, but does not involve the Hermitian
operator H . We have also discussed the circumstances in which Hˆ is effectively hermitian and
can be used to do perturbation theory to find shifts in energy levels and transition rates.
9.4 Massive Gravitons
In part IV, we showed that the introduction of the ghost field Φ can effectively remove the
vDVZ discontinuity and thus recover GR from a massive gravity theory. Moreover, this ghost
field can be regarded as the phantom field previously proposed as an alternate explanation of the
cosmological acceleration. We conjecture that there is a single underlying theory that gives this
effective theory of massive gravity and ghost. Under this assumption, the mass of the graviton
and the ghost are supposed to be at the same order. However, the cutoff of the phantom field
is too low to agree with experiments. So this simple model does not really work and further
modification is needed.
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Appendix A
Basics of Supersymmetry
A.1 Conventions
We use Weyl spinors θα, θ¯α˙, α = 1, 2; α˙ = 1, 2, which transform as (12 , 0) and (0,
1
2 ) represen-
tations of the Lorentz group. The indices are raised and lowered by the antisymmetric tensor
ǫαβ = ǫα˙β˙ and its inverse ǫαβ (ǫ12 = 1). The choice of metric signature in Appendix A is
(−1 + 1 + 1 + 1) and σµ is chosen to be
σµ = (σ0, σi), σ0 = −1, (A.1.1)
where σi are the usual Pauli matrices.
A.2 Supersymmetry Algebra and Superconformal Algebra
Supersymmetry is a generalization of the Poincare algebra. Coleman and Mandula prove a theo-
rem [154] that forbids any extra spacetime symmetries, i.e., generators that do not commute with
Poincare group other than those already in the Poincare group 1. However, this theorem does
not apply to transformations with Grassmann parameters. So one can add fermionic generators
and construct the supersymmetry algebra. The N = 1 supersymmetry algebra is given by,
{Qα, Q¯α˙} = 2σµαα˙Pµ, {Qα, Qβ} = {Q¯α˙, Q¯β˙} = 0. (A.2.1)
[Lµν , Qα] = −1
2
(σµν)α
βQβ, (A.2.2)
[Lµν , Q¯α˙] =
1
2
(σ¯µν)α˙
β˙Q¯β˙ , (A.2.3)
Q¯α˙ = (Qα)
†. (A.2.4)
[Qα, Pµ] = 0, [Q¯α˙, Pµ] = 0. (A.2.5)
This is called N = 1 because it has the minimum number (four) of generators in 4 dimension.
1For massless theories, the symmetry group can be expanded to the conformal group.
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For massless theories, the scaling symmetry D can be added to the Poincare group. It does
not commute with the translation. So another generator Kµ needs to be added. Together, they
form the conformal algebra with the following new nonvanishing commutators (compared to the
Poincare algebra),
[D,Pµ] = iPµ, [D,Kµ] = −iKµ, [D,Lµν ] = 0, (A.2.6)
[Lµν ,Kγ ] = i(ηνγKµ − ηµγKν), (A.2.7)
[Pµ,Kν ] = −2i(ηµνD + Lµν), [Kµ,Kν ] = 0. (A.2.8)
The elements Kµ and D do not commutes with Qα and therefore we need to introduce
another super-generator Sα to close out the algebra. What we get is then the superconformal
algebra, which (in addition to (A.2.6)-(A.2.8)) also contains the following extra algebraic rela-
tions,
[Sα, S¯α˙] = 2σ
µ
αα˙Kµ, (A.2.9)
[Qα, Sβ] = −(σµν)αβLµν + 2iǫαβD − 3ǫαβR (A.2.10)
[Qα,Kµ] = −(σµ)αα˙S¯α˙, [Q¯α˙,Kµ] = (σµ)αα˙Sα, (A.2.11)
[Sα, Pµ] = −(σµ)αα˙Q¯α˙, [S¯α˙,Kµ] = (σµ)αα˙Qα. (A.2.12)
[D,Q] =
i
2
Q, [D, Q¯] =
i
2
Q¯, [D,S] = − i
2
S, [D, S¯] = − i
2
S¯ (A.2.13)
[R,Q] = −1
2
Q, [R, Q¯] =
1
2
Q¯, [R,S] =
1
2
S, [R, S¯] = −1
2
S¯ (A.2.14)
A.3 Superspace and Superfield
Minkowski space can be understood as a coset space G/H . More explicitly, one can define an
equivalence class
g1 ∼ g2 : g1 = g1h, h ∈ H. (A.3.1)
The coset G/H is just this equivalence class. For Minkowski space, G = {Lµν , Pµ} is the
Poincare group and H is the Lorentz group,
{Lµν , Pµ}
{Lµν} = R
4. (A.3.2)
The coset space can be parameterized by the translation parameters xµ.
Superspace is a generalization of the construction above (see e.g. [155]). Let us first talk
about the real superspace. In this case, G is the supergroup {Lµν , Pµ, Qα, Q¯α˙} and H remains
the Lorentz group. So the coset is
R4|4 =
{Lµν , Pµ, Qα, Q¯α˙}
{Lµν} = (x
µ, θα, θ¯α˙) ≡ (XA). (A.3.3)
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So the supersymmetry transformation parameters become the coordinate of the superspace (just
like xµ for Minkowski space). An equivalence class can be described by one of its element. In
this case, one can choose,
Ω(x, θ, θ¯) ≡ e−ixµPµ+iθαQα+iθ¯α˙Q¯α˙ . (A.3.4)
Now the action of the group G can be realized as a diffeomorphism on the superspace,
gΩ(x, θ, θ¯) = Ω(x′, θ′, θ¯′)h(g,XA). (A.3.5)
From the algebra (A.2.2) and (A.2.3), it is clear that under the Lorentz group, θ, θ¯ transform as
Weyl spinors. Under the susy transformation,
Q = ei(ξ
αQα+ξ¯α˙Q¯
α˙), (A.3.6)
the parameters change like,
δθα = ξα, δθ¯α˙ = ξ¯α˙, δxµ = i(ξσµθ¯ − θσµξ¯). (A.3.7)
The susy generators are diffeomorphisms and so they can be expressed as tangent vector fields,
Qα =
∂
∂θα
− i∂αα˙θ¯α˙, (A.3.8)
and
Q¯α˙ =
∂
∂θα˙
− iθα∂αβ˙ǫβ˙α˙, Q¯α˙ = −
∂
∂θα˙
+ iθα∂αα˙. (A.3.9)
In the second line, we use
∂
∂θα
= −ǫαβ ∂
∂θβ
. (A.3.10)
Note that we express the vector in terms of spinor coordinate using (A.4.1). The appearance
of ǫβ˙α˙ becomes convenient when we consider the susy transformation ξQ + ξ¯Q¯. These vector
fields satisfy the following Lie algebra,
{Qα, Q¯α˙} = 2i∂αα˙, {Q,Q} = {Q¯, Q¯} = 0. (A.3.11)
From (A.3.7), it is natural to understand susy transformations as translations in the super-
space. But these “translations” are non-Abelian and the parameter of the product of two trans-
formations is not the sum of their parameters.
As in an ordinary QFT, one can define superfields on the superspace as fields that transform
under g as a certain representation of H . Note that in both cases (Minkowski and R4|4), H is
the Lorentz group,
g : Φ→ Φ′, (A.3.12)
Φ′a(x′, θ′, θ¯′) = [h(g,XA)]abΦb(x, θ, θ¯), (A.3.13)
where we use some abstract indices a, b to describe the representations of the Lorentz group.
From the analysis above, it is obvious that only those elements in the Lorentz subgroup corre-
spond to nontrivial but XA-independent matrices h = g. For an element g in the form of Q, the
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group action is a diffeomorphism of scalar functions. This can be realized by the vectors (A.3.8)
and (A.3.9). In operator language, the susy transformation is expressed by
Q(x, θ, θ¯)Φ ≡ Qˆ−1(x, θ, θ¯)ΦQˆ(x, θ, θ¯), (A.3.14)
where Qˆ is an operator that can act on states. A superfield can be expanded in powers of θ and
θ¯. This only has a finite number of terms because of the Grassmann nature. Of course, one
can study the transformations of components by expanding (see e.g. (A.5.3)) the change of the
superfield,
δξΦ(x, θ, θ¯) = Φ
′(x, θ, θ¯)− Φ(x, θ, θ¯). (A.3.15)
The superderivatives D, D¯ are defined as the covariant derivatives in the superspace and they
map one superfield to another. They are explicitly given by,
Dα =
∂
∂θα
+ i∂αα˙θ¯
α˙, D¯α˙ = − ∂
∂θα˙
− iθα∂αα˙. (A.3.16)
They are different from Q, Q¯ by a sign flip of the second term. The commutation relationship is
given by,
{Dα, D¯α˙} = −2i∂αα˙. (A.3.17)
Moreover, both superderivatives anti-commute with each of Q, Q¯:
{Q(or Q¯),D(or D¯)} = 0. (A.3.18)
A.3.1 Chiral Superfield
The definition of chiral superfield is given by the constraint,
D¯α˙Φ = 0 (A.3.19)
It can be defined in a fancier way as a function on the chiral superspace, which we will not dis-
cuss here. The super-derivative of a chiral superfield vanishes. In some sense, a chiral superfield
Φ can be expressed as a function of only xµL, θ (not θ¯), where xµL is defined by
xµL = x
µ + iθσµθ¯ (A.3.20)
Pay attention that D¯α˙xµL = 0. So (A.3.19) is manifest. In the coordinates xµL, θ, θ¯, the explicit
forms of D and D¯ are given by,
Dα =
∂
∂θα
+ 2i∂αα˙θ¯
α˙, D¯α˙ = − ∂
∂θ¯α˙
. (A.3.21)
The superderivative D can also be used to obtain the components of a chiral superfield
Φ = A+
√
2θψ + θ2F, (A.3.22)
ψα =
1√
2
DαΦ
∣∣∣
θ=θ¯=0
. (A.3.23)
The generators Q and Q˜ in terms of xL and θ, θ¯ are given by,
Qα =
∂
∂θα
, Qα˙ = − ∂
∂θ¯α˙
+ i2θασµαα˙
∂
∂yµ
. (A.3.24)
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The effect of the ξQ on a chiral field is a transformation of the higher components to the lower
components (see e.g. (A.5.3)) while the ξ¯Q¯ transforms the derivative of the lower components
to higher components (see e.g. (A.5.4)).
Note that DΦ is no longer a chiral superfield. The reason is that D does not commute with
D¯. Neither is ∂Φ. On the other hand, D¯D¯U for any superfield U is a chiral superfield, which
simply follows from D¯3 = 0.
One reason the chiral superfield is called chiral is that the CPT counterpart of the states in
the supermultiplet (corresponding to components of the chiral superfield) do not appear in the
same superfield as those states. For example, a chiral superfield Φ describes a multiplet with a
scalar and a spinor (helicity 1/2) but not their CPT conjugate.
A.4 Useful Results in Spinor Algebra
We use the spinor notation to express the vectors. This is defined as,
Aαα˙ = σ
µ
αα˙Aµ, A
µ = −1
2
Aαβ˙(σ¯
µ)β˙α, (A.4.1)
where σ¯µ is defined by,
σ¯µβ˙α = σ
µ
αβ˙, (A.4.2)
So they are related by a transpose. Of course, more often than not, we are dealing with σ¯µβ˙α,
which is σ¯µβ˙α with indices raised by the ǫ. Moreover, we have (indices suppressed),
σµσ¯
µ = −2δδ. (A.4.3)
Equivalently, we have
(σ¯i)AB = −(σi)AB , (σ¯0)AB = (σ0)AB . (A.4.4)
where we change the indices to avoid the confusion by the dotted and undotted indices. This is
also true even when σ0 = i as in the case of Euclidean theory. By the way, we also have
(σ¯µ)AB = −(σµ†)AB . (A.4.5)
In Euclidean theory, we have
Tr(σν σ¯
µ) = 2δµν . (A.4.6)
The volume element in the superspace is defined by,
d2θ ≡ −1
2
ǫαβdθ
αdθβ. (A.4.7)
As a result, we have ∫
θθd2θ = 2. (A.4.8)
This is actually easy to prove by writing out the component explicitly. Both θθ and ǫαβdθαdθβ
provide two terms and each combination gives the same contribution. So we have a factor of 4.
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Another useful result is,
−D2(θθ) = ǫαβ ∂
∂θα
∂
∂θβ
θθ = 4, (A.4.9)
This agrees with the fact that the integration of a Grassmann number is like a derivative.
Here are some other useful results:
ψχ ≡ ψαχα = χαψα = χψ = −ψαχα. (A.4.10)
(ψχ)† = χ¯ψ¯ = χ¯ψ¯ ≡ χ¯α˙ψ¯α˙. (A.4.11)
ψαψβ =
1
2
ǫαβψ
2. (A.4.12)
ψαψβ = −1
2
ǫαβψ2. (A.4.13)
A.5 Supercurrent
In this section, we will review some properties of the supercurrent. We mostly use the convention
in [138] including the choice of σµ matrices and superderivatives. The only two different choices
are the form of vector superfield and the integration of Grassmann variables (see Sec 5.1). First
of all, let us put down the transformation rules for components of a chiral field Φ that appears in
the Wess-Zumino model with the Lagrangian,
L = 1
4
∫
d2θd2θ¯ΦΦ¯ +
1
2
∫
d2θgΦ3. (A.5.1)
The chiral superfield can be written in the component form,
Φ = A+
√
2θψ + θ2F, (A.5.2)
where the factor of
√
2 is to make ψ canonically normalized. The supersymmetry transformation
(parameterized by ξ, ξ¯) of the components is given by (g = 0 for simplicity),
δA =
√
2ξψ, δA∗ =
√
2ξ¯ψ¯, (A.5.3)
δψ = i
√
2σµξ¯∂µA+
√
2ξF, δψ¯ = −i
√
2ξσµ∂µA
∗ +
√
2ξ¯F ∗ (A.5.4)
δF = i
√
2ξ¯σ¯µ∂µψ, δF
∗ = i
√
2ξσµ∂µψ¯ (A.5.5)
With this transformation, we can work out the current from Lagrangian,
L = i∂nψ¯σ¯nψ +A∗✷A+ F ∗F
=
i
2
∂µψ¯σ¯
µψ − i
2
ψ¯σ¯µ∂µψ − ∂µA∗∂µA+ F ∗F, (A.5.6)
which is just (A.5.1) in component fields.
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For simplicity, we set F = F ∗ = 0. Considering only the transformation generated by ξ,
we have
δξL =
√
2
[
− ∂µA∗∂µ(ξψ) + i
2
∂µ(−iξσν∂νA∗)σ¯µψ − i
2
(−iξσν∂νA∗)σ¯µ∂µψ
]
=
√
2
[
− ∂µA∗∂µ(ξψ) + 1
2
(∂µξ)σ
ν∂νA
∗σ¯µψ + ξσν∂µ∂νA∗σ¯µψ − 1
2
ξ∂µ(σ
ν∂νA
∗σ¯µψ)
]
=
√
2
[
− (∂µξ)∂µA∗ψ − ξ∂µ(∂µA∗ψ) + 1
2
(∂µξ)σ
ν∂νA
∗σ¯µψ − 1
2
ξ∂µ(σ
ν∂νA
∗σ¯µψ)
]
.
The current is then given by,
Jµ =
√
2∂νA
∗σν σ¯µψ. (A.5.7)
For a general theory, we need to keep the auxiliary fields when we do the variation. For a free
theory, we can see that (A.5.6) implies no F in J . The variation of the kinetic term ψ¯σµ∂µψ
contains something proportional to ∂µ(ξF ). The part with (∂µF )ξ is combined with another
term to form a total derivative ∂µKµ but this Kµ does not appear in the conserved current since
it has to be the same as the part (from the variation of ψ¯σµ∂µψ) proportional to (∂µξ)F .
Despite that, we can use equation of motion in the interacting theory to get F in Jµ, the
current following Noether method does not contain F . None of the interacting terms containing
F have derivatives, and they therefore cancel identically. The extra terms (proportional to the
coupling constant) in Jµ involves variation of F though.
Note that the charge generated by this current Q ≡ ∫ J0 does generate the correct super-
symmetry transformation on component fields. This is obvious for ψ and A. One subtlety is the
transformation on A˙. It gives
δ(A˙) = −i
√
2ξ[∂iA
∗σiσ¯0ψ, A˙] =
√
2ξσ0σ¯
i∂iψ = −
√
2ξσ0σ¯
0∂tψ =
√
2ξψ˙,
where we have used the equation of motion.
However, we actually use the current Jµ given by,
Jµ =
√
2
[
∂νA
∗σν σ¯µψ +
4
3
σµν∂
ν(A∗ψ)
]
. (A.5.8)
This is the “improved” supersymmetry current of [19], which gives the same charge and is also
conserved. Note that the second term does not have any contribution to the supersymmetry
charge Q because we have σ00 = 0. Although σ0i 6= 0, the spatial derivatives do not contribute
to the charge since they only give boundary terms when integrated over a spatial slice (volume).
The supercurrent is given by,
Jµ ≡ 2
3
[
iΦ
↔
∂µ Φ¯− 1
4
DαΦ(σµ)αα˙D¯
α˙Φ¯
]
=
2i
3
Φ
↔
∂αα˙ Φ¯ +
1
3
DαΦD¯α˙Φ¯. (A.5.9)
The operator Jµ (A.5.9) can be expressed in the form of (5.1.3). Explicitly, we have
Cαα˙ =
2i
3
A
←→
∂ αα˙A
∗ +
2
3
ψαψ¯α˙. (A.5.10)
This indicates a correct 2 : −1 charge ratio for bosonic and fermionic fields. The lowest com-
ponent Cµ is related to the R-current,
Rµ = Cµ.
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Note that with the introduction of both a mass term mΦ2 and a cubic term gΦ3, the U(1)
transformation is no longer a symmetry. A charge given by Rµ above does not give another
supercharge Q when we take their commutator [R,Q].
The θ component χµ of this current Jµ is not the supersymmetry current Jµ. Instead, they
are related by,
Jµ = i(χµ + σµσ¯
νχν). (A.5.11)
Now let us show this. Both second terms in (A.5.8) and (A.5.11) give currents that are in the
same equivalence class (second term on the rhs) as (A.5.7).
χµ =
2
3
[
i
√
2ψ
↔
∂µ A
∗ − i√
2
∂νA
∗σν σ¯µψ +
√
2ǫαβFψ¯α˙
]
=
2
3
[
i
√
2ψ
↔
∂µ A
∗ − i√
2
∂νA
∗σν σ¯µψ −
√
2
2
σµψ¯F
]
=
2
√
2
3
[
− i∂µψA∗ − i(1
2
∂νA
∗σµσ¯νψ + ∂νA∗σν σ¯µψ)
]
. (A.5.12)
Note that we use D = ∂θ, D¯ = −∂θ¯ − i2θ∂. Now we have
Jµ = i(χµ + σµσ¯
νχν)
=
2
√
2
3
i
[
− (i∂µψA∗ + iσµσ¯ν∂νψA∗)− i(1
2
∂νA
∗σµσ¯νψ + ∂νA∗σν σ¯µψ)
−i(1
2
∂νA
∗σµσ¯λσλσ¯νψ + ∂νA∗σµσ¯λσν σ¯λψ)
]
=
√
2
[
∂νA
∗σν σ¯µψ +
4
3
σµν∂
ν(ψA∗)
]
, (A.5.13)
which is exactly (A.5.8). In the third line, we use σµσ¯µ = −4 and σ¯νσµσ¯ν = 2σµ.
The commutators of Q with the component fields of Φ give the supersymmetry transforma-
tion of the fields when the equation of motion holds.
The Mαα˙ for this supercurrent (see e.g. (5.1.3)) in fact vanishes. The θ2 component of Φ
vanishes (F = 0) and therefore the first term in Jµ does not give any contribution. On the other
hand, DΦ has neither θ2 nor θ¯2 component. So to get a term involving θ2, we need a θ from
each factor (DΦ and D¯Φ¯); DΦ only has a nonvanishing θ¯ component. The θ component is just
F and therefore vanishes. Similarly, the θ¯ component of D¯Φ vanishes and we have a vanishing
M¯µ.
The bosonic part of the θθ¯ component of the supercurrent can be worked out following from
(A.5.9),
2
3
[
2∂αβ˙A θ¯
β˙θβ∂βα˙A
∗ − θβ θ¯β˙(∂ββ˙A
↔
∂αα˙ A
∗ −A
↔
∂αα˙ ∂ββ˙A
∗)
]
(A.5.14)
We use vµν to denote the θθ¯ component and tµν ≡ 12v(µν) as one half of the symmetric part
of the θθ¯ component. With a tµν defined as
tµν =
2
3
[
− 2∂(µA∂ν)A∗ +
1
2
ηµν∂ρA∂
ρA∗ +
1
2
∂µ∂νAA
∗ +
1
2
A∂µ∂νA
∗
]
, (A.5.15)
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we can obtain the θθ¯ component explicitly,
2tαα˙ββ˙ +
i
2
ǫαβǫβ˙γ˙(∂
γγ˙Rγα˙)− i
2
ǫβγǫα˙β˙∂
γγ˙Rαγ˙
=
2
3
[
− ∂αα˙A ∂ββ˙A∗ − ∂ββ˙A ∂αα˙A∗ − 2∂αβ˙A∂βα˙A∗
+∂αα˙∂ββ˙AA
∗ +A∂αα˙∂ββ˙A
∗
]
. (A.5.16)
Note that this agrees with (A.5.14).
Consider now the relationship between tµν and the stress tensor. The stress tensor can be
written in the form,
Tµν = −∂µA∂νA∗ − ∂νA∂µA∗ + ηµν∂aA∂aA∗ − i
4
(ψ¯σ¯µ∂νψ + ψ¯σ¯ν∂µψ)
− i
4
(ψσµ∂νψ¯ + ψσν∂µψ¯) + ηµν(
i
2
ψ¯σ¯ρ∂ρψ +
i
2
ψσρ∂ρψ¯). (A.5.17)
Of course, we usually use ϑµν , which is defined as the improved stress tensor of Tµν ,
ϑµν = Tµν +
1
3
(∂µ∂ν − ηµν✷)AA∗
= −2
3
∂µA∂νA
∗ − 2
3
∂νA∂µA
∗ +
1
3
ηµν∂ρA∂ρA
∗
+
1
3
∂µ∂νAA
∗ +
1
3
A∂µ∂νA
∗ − 1
3
ηµν(A✷A
∗ +✷AA∗). (A.5.18)
The extra term added to Tµν gives no contribution to the charges Pµ and certainly does not affect
the conservation. Note that we have tρρ = 13(A✷A
∗ +✷AA∗), and therefore
tµν − ηµνtρρ = −4
3
∂(µA∂ν)A
∗ +
1
3
ηµν∂ρA∂
ρA∗ +
1
3
∂µ∂νAA
∗ +
1
3
A∂µ∂νA
∗
−1
3
ηµν(A✷A
∗ +✷AA∗)
= ϑµν . (A.5.19)
Of course, following (A.5.19), we have ϑµµ proportional to A✷A∗+✷AA∗. A similar conclu-
sion should hold for improved supersymmetry current Jµ.
Note that this difference between tµν and ϑµν follows from the difference between χµ and
Jµ (A.5.11). This statement is actually only true when tµν is symmetric. With (A.5.19) the
variation of Jµ (under a supersymmetry transformation generated by ξ¯) is proportional to ϑµν
while that of χµ is proportional to tµν .
Let us now include the fermionic fields in our considerations. The θθ¯ component, vµν(θσν θ¯),
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of the supercurrent is (following from (A.5.9)),
vµν(θσ
ν θ¯) =
2i
3
Φ
↔
∂αα˙ Φ¯− 1
6
σ¯α˙αµ DαΦD¯α˙Φ¯
=
4i
3
(θψ)
↔
∂µ (θ¯ψ¯)− 1
3
ψ(y)σµψ¯(y
+)
−1
3
[
− i2(θ¯σ¯ν)α∂ν(θψ)(σµψ¯)α + i2(ψσµ)α˙(σ¯νθ)α˙∂ν(θ¯ψ¯)
]
= (θσν θ¯)
2
3
[
− iψσν
↔
∂µ ψ¯ − i
2
∂νψσµψ¯ +
i
2
ψσµ∂νψ¯ − i
2
∂ρψσν σ¯
ρσµψ¯
− i
2
∂ρψ¯σ¯νσ
ρσ¯µψ
]
= (θσν θ¯)
2
3
{
− iψσν
↔
∂µ ψ¯ − i
2
∂νψσµψ¯ +
i
2
ψσµ∂ν ψ¯
+
[1
2
ǫνρµa∂
ρψσaψ¯ − i
2
∂ρψ(ηνµσ¯
ρ − δρµσ¯ν − δρν σ¯µ)ψ¯ + H.c.
]}
(A.5.20)
We would like to show that the antisymmetric part of vµν satisfies the following expression
on-shell,
v[µν] =
1
2
ǫµνab∂
aRb. (A.5.21)
It is not hard to rewrite 12ǫµνab∂
aRb in the form given by,
1
2
ǫµνab∂
aRb =
i
2
ǫαβ∂
γ
(β˙Rγα˙) + H.c. (A.5.22)
Using the relation,
σ
[µ
αα˙σ
ν]
ββ˙
= (σµνǫ)αβǫα˙β˙ + (ǫσ¯
µν)α˙β˙ǫαβ.
we have
− 1
2
σµαα˙σ
ν
ββ˙
ǫµνab∂
aRb = −1
2
[(σµνǫ)αβǫα˙β˙ + (ǫσ¯
µν)α˙β˙ǫαβ]ǫµνab∂
aRb
= [i(σabǫ)αβǫα˙β˙ − i(ǫσ¯ab)α˙β˙ǫαβ ]∂aRb
=
1
2
[i∂(αγ˙R
γγ˙ǫγβ)ǫα˙β˙ − i∂γ (α˙Rγβ˙)ǫαβ]. (A.5.23)
Now we have
1
2
ǫαβvµνσ
µ
γ(α˙σ
ν
δβ˙)
ǫδγ = iǫαβψδ∂γ(α˙ψ¯β˙)ǫ
δγ − i∂γ (α˙Rγβ˙)ǫαβ
= iǫαβ∂
γ
(α˙(ψγψ¯β˙))− i∂γ (α˙Rγβ˙)ǫαβ
=
1
2
iǫαβ∂
γ
(α˙Rγβ˙). (A.5.24)
This is the part antisymmetric in α, β and symmetric in α˙, β˙ and corresponds to the self-
imaginary dual component of the τ[µν]. The Hermitian conjugate gives another term,
−1
2
iǫα˙β˙∂(α
γ˙Rβ)γ˙
With the use of (A.5.24) and (A.5.22), we get (A.5.21).
Note that in the derivation above, we did use the equation of motion. In fact, (A.5.21) is true
on-shell. It follows from
DαJαα˙ = 0, (A.5.25)
122
which can be derived using the explicit form (A.5.9) and the equation of motion (and its conju-
gate)
D2Φ = 0,
and the commutator,
[D¯α˙,D
2] = 4iDασµαα˙∂µ.
The θ¯ component of eq.(A.5.25) implies
i(σν θ¯)α∂νRαα˙ + (σ
ν θ¯)αvαα˙ν = i∂νRµθ¯ǫσ¯
νσµ + vµν θ¯ǫσ¯
νσµ
= ∂aRbǫ
abµν θ¯(ǫσ¯µν) + 2v[µν]θ¯(ǫσ¯
νµ) = 0. (A.5.26)
This is equivalent to
v[µν] =
1
2
ǫµνab∂aRb,
which is exactly (A.5.21).
Let us now consider SQED, whose supercurrent is given by
Jαα˙ ≡ − 2
e2
WαW¯α˙.
We have Rαα˙ = − 2e2λαλ¯α˙. The θθ¯ component is decomposed in the same way as (5.1.3) (with
only fermionic fields considered),
2θβ θ¯β˙
1
e2
(iλα∂ββ˙ λ¯α˙ − i∂ββ˙λαλ¯α˙) = 2θβ θ¯β˙
1
e2
(iλ(α∂β)β˙ λ¯α˙ − i∂β(β˙λαλ¯α˙))
+2θβ θ¯β˙
1
e2
(
i
2
ǫαβλ
γ∂γβ˙ λ¯α˙ −
i
2
ǫα˙β˙∂βγ˙λαλ¯
γ˙)
≡ 2θβ θ¯β˙ταα˙ββ˙ +
1
2
θαθ¯β˙(i∂
γβ˙Rγα˙ + H.c), (A.5.27)
where τµν is given by,
τµν =
1
4
σ¯α˙αµ σ¯
β˙β
ν
1
e2
[1
2
(iλα∂ββ˙λ¯α˙ + iλβ∂αβ˙λ¯α˙ − i∂ββ˙λαλ¯α˙ − i∂βα˙λαλ¯β˙)
−( i
2
ǫαβ∂γβ˙λ
γλ¯α˙ + H.c)
]
= − 1
4e2
(iλ∂νσµλ¯− i
2
λσν σ¯
ρσµ∂ρλ¯+ H.c)− 1
e2
(
i
8
∂ρλσ
ρσ¯νσµλ¯+ H.c)
= − 1
e2
(
i
4
λ∂νσµλ¯− i
8
λσν σ¯
ρσµ∂ρλ¯)− 1
e2
(
i
8
λσµσ¯
ρσν∂ρλ¯+
i
4
λσµ∂ν λ¯) + H.c
= − 1
e2
(
i
2
λ∂νσµλ¯+ H.c)− 1
4
ǫµνba∂
b(
1
e2
λσaλ¯). (A.5.28)
Because τµν includes the term−14ǫµνab∂aRb, it is not symmetric. Following a similar derivation
as in the Wess-Zumino model, we can show that τ[µν] = 0 and certainly, the symmetric part
produces the stress tensor. This symmetric part tµν ≡ τ(µν) is in fact related to the stress tensor
in the same way as (A.5.19),
ϑµν = tµν − ηµνtλλ. (A.5.29)
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A.5.1 Conservation of Stress Tensor and SUSY Current
When the rhs of the anomaly equation (of D¯α˙Jαα˙) is either the derivative of a chiral superfield,
D¯α˙Jαα˙ = DαS, D¯α˙S = 0, (A.5.30)
or a linear superfield,
D¯α˙Jαα˙ = D¯2DαT, T = T¯ , (A.5.31)
the conservation of stress tensor and the susy current is guaranteed. The two situations are in
fact different. For the second case, we have
2i∂αα˙Jαα˙ = {Dα, D¯α˙}Jαα˙
= DαD¯2DαT + D¯
α˙D2D¯α˙T
= ([Dα, D¯2]Dα + D¯
α˙[D2, D¯α˙])T
= −4iǫαβ∂βα˙D¯α˙DαT − 4i∂αα˙D¯α˙DαT = 0. (A.5.32)
Note that we use the Hermitian conjugate of (A.5.31)
DαJαα˙ = D2D¯α˙T,
in which the key step is [D¯(D¯T )]† = −D(D¯T )† (index suppressed for simplicity). [D2, D¯α˙] =
−4iDα∂αα˙ can be obtained from a conjugate of [Dα, D¯2] 2. Anyway, the point is now Jµ gives
conserved currents. The trace may still be non-zero and therefore trace anomaly and conformal
anomaly are still there.
The case with derivative of the chiral superfield DαS (A.5.30) has a different character. In
this case, it can be shown that the supersymmetric current (θ and θ¯ components of Jαα˙) satisfy,
∂µJαµ = 4∂αα˙ψ¯
α˙, (A.5.33)
where ψ¯ is the usual θ¯ component of S¯,
S¯ = A¯+ θ¯ψ¯ + θ¯θ¯F¯ .
This follows from
DDS = (∂θ + i2θ¯
α˙∂αα˙)
2S = 4i∂αα˙ψ
αθ¯α˙ ⇒ −iD¯D¯S¯ = −4θα∂αα˙ψ¯α˙.
Using ǫαβJαβα˙ = 4ψ¯α˙, which follows from the other components of (A.5.30), we can define
a conserved current,
Qαββ˙ ≡ Jαββ˙ + 2ǫαβǫγδJγδβ˙ . (A.5.34)
It is easy to see
∂ββ˙Qαββ˙ = 0,
where we use (A.4.6) to rewrite (A.5.33) in the spinor indices.
However, one has to remember that this Qαµ is not really the classical supersymmetry cur-
rent with quantum correction. The difference is not proportional to the coupling constant. It is
not clear what physical meaning the Qαµ has.
2Note that the conjugation does not change the order of the derivatives.
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A.6 A Note on Equations Involving Epsilon Dimensional Operators
Here we prove a few equations involving the ǫ dimension. The point is to show how to work in
4 − 2ǫ dimensions, especially when spinor indices are used. Basically, we have the following
two equations ˆˆδαβ˙
ββ˙ = ǫδα
β
, and ˆˆ∂ = 0 to work with. Note that we use the conventions in
[148], [30] and [31].
As a warm-up exercise, let us first show (see [30]),
∂βα˙
ˆˆ
Aαα˙ = −ǫfβα − ˆˆδαα˙ββ˙ f¯ α˙β˙. (A.6.1)
The proof is straightforward,
∂βα˙
ˆˆ
Aαα˙ =
ˆˆ
δαα˙
γγ˙∂βα˙Aγγ˙ =
ˆˆ
δαα˙
γγ˙(∂βα˙Aγγ˙ − ∂γγ˙Aβα˙)
= −ˆˆδαα˙γγ˙(δβγ f¯ α˙γ˙ + δα˙γ˙ fβγ)
= −ǫfβα − ˆˆδαα˙ββ˙ f¯ α˙β˙. (A.6.2)
In the first line, we replace ∂µAν by Fµν , using ˆˆ∂ = 0. In the second line, the following relation,
Fab = Cαβ f¯α˙β˙ + Cα˙β˙fαβ,
is used.
Now let us move on and prove the following equation (see [31]),
g∇¯α˙Φ¯ˆˆΓαα˙Φ = −ǫ∇¯2∇α(Φ¯Φ), (A.6.3)
where the covariant derivative is defined by
∇αα˙ = ∂αα˙ − igΓαα˙ = i{∇α, ∇¯α˙}.
We can rewrite the connection in the ǫ-dimension using the ǫ-dimensional component of the
covariant derivative (because ˆˆ∂ = 0). With this replacement, the lhs side of (A.6.3) can be
rewritten as,
g∇¯α˙(Φ¯ˆˆΓαα˙Φ) = 1
2
∇¯α˙ ˆˆPαα˙ = 1
2
ˆˆ
δαα˙
ββ˙∇¯α˙(iΦ¯←→∇ ββ˙Φ)
=
ˆˆ
δαα˙
ββ˙∇¯α˙(iΦ¯∇ββ˙Φ)−
1
2
ˆˆ
δαα˙
ββ˙∇¯α˙∇ββ˙(iΦ¯Φ)
=
ˆˆ
δαα˙
ββ˙
(
− ∇¯α˙Φ¯∇¯β˙∇βΦ− igδα˙β˙ Φ¯WβΦ
)
= ǫ(−igΦ¯WαΦ) + ˆˆδαα˙ββ˙∇¯β˙(∇¯α˙Φ¯∇βΦ)
= ǫ(−igΦ¯WαΦ)− ˆˆδαα˙ββ˙∇¯β˙∇β(∇¯α˙Φ¯Φ)−
ˆˆ
δαα˙
ββ˙∇¯β˙(−i∇βα˙Φ¯Φ)
This implies
− ˆˆδαα˙ββ˙∇¯(α˙(iΦ¯←−∇ββ˙)Φ) =
1
2
ǫ(−ig¯ΦWαΦ)− 1
2
ˆˆ
δαα˙
ββ˙∇¯β˙∇β(∇¯α˙Φ¯Φ) (A.6.4)
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and therefore,
g∇¯α˙(Φ¯ˆˆΓαα˙Φ) = 1
2
ˆˆ
δαα˙
ββ˙∇¯α˙(iΦ¯←→∇ ββ˙Φ) = −
ˆˆ
δαα˙
ββ˙∇¯(α˙(iΦ¯←−∇ββ˙)Φ)−
ǫ
2
δβα∇¯α˙(iΦ¯
←−∇βα˙Φ)
=
ǫ
2
(−igΦ¯WαΦ)− 1
2
ˆˆ
δαα˙
ββ˙∇¯β˙∇β(∇¯α˙Φ¯Φ)−
ǫ
2
∇¯α˙(iΦ¯←−∇αα˙Φ)
=
ǫ
2
(−igΦ¯WαΦ)− 1
2
ǫ∇¯2∇α(Φ¯Φ) + i
2
ǫ∇αα˙∇¯α˙(Φ¯Φ)− ǫ
2
∇¯α˙(iΦ¯←−∇αα˙Φ)
=
ǫ
2
(−igΦ¯WαΦ)− 1
2
ǫ∇¯2∇α(Φ¯Φ)− ǫ
2
(∇¯α˙Φ¯)∇¯α˙∇αΦ− i
2
ǫ([∇¯α˙,∇αα˙]Φ¯)Φ
= −ǫ∇¯2∇α(Φ¯Φ) (A.6.5)
In the third line, we use
ˆˆ
δαα˙
ββ˙∇¯β˙∇β(∇¯α˙Φ¯Φ) = −
ˆˆ
δαα˙
ββ˙∇β∇¯β˙∇¯α˙(Φ¯Φ) =
ˆˆ
δαα˙
ββ˙δβ˙
α˙∇β∇¯2(Φ¯Φ)
= ǫ∇¯2∇α(Φ¯Φ)− iǫ∇αα˙∇¯α˙(Φ¯Φ) (A.6.6)
In the last line, we use (A.6.15) and (A.6.7), which we are going to prove now,
∇¯2∇α(Φ¯Φ) = (∇¯β˙Φ¯)∇¯β˙∇αΦ+ Φ¯[∇¯2,∇α]Φ = (∇¯β˙Φ¯)∇¯β˙∇αΦ− igΦ¯WαΦ. (A.6.7)
In the last equality of (A.6.7), we use (A.6.15) and also the equation of motion,
(∇ ·W )a = −(∇¯ · W¯ )a = −2igΦ¯T aΦ,
∇2Φ = ∇¯2Φ¯ = 0. (A.6.8)
Now let us move on to show (see [31]),
∇¯α˙ ˆˆWαα˙ = 1
2
∇¯2∇α(ˆˆΓ · ˆˆΓ)− 2ǫ∇¯2∇α(Φ¯Φ). (A.6.9)
The lhs gives,
ˆˆ
δαα˙
ββ˙∇¯α˙W¯β˙Wβ =
ˆˆ
δαα˙
ββ˙δα˙
β˙
∇¯γ˙W¯ γ˙Wβ + ˆˆδαα˙ββ˙∇¯β˙W¯ α˙Wβ
= ǫδβα(2igΦ¯WβΦ) +
ˆˆ
δαα˙
ββ˙∇¯β˙W¯ α˙Wβ. (A.6.10)
In the second line, we use (A.6.8). The first term on the rhs can be rewritten as,
1
2
∇¯2∇α(ˆˆΓ · ˆˆΓ) = 1
2
Cγα∇¯2(−2iˆˆδββ˙γγ˙W¯γ˙ ˆˆΓββ˙)
= Cγα
[ i
2
ˆˆ
δββ˙
γγ˙(∇¯δ˙∇¯δ˙W¯γ˙)Γββ˙ − i
ˆˆ
δββ˙
γγ˙∇¯δ˙W¯γ˙(∇¯δ˙ ˆˆΓββ˙)
]
=
i
2
Cγα
ˆˆ
δββ˙
γγ˙(2∇¯γ˙∇¯ · W¯ + ∇¯δ˙∇¯γ˙W¯ δ˙)Γββ˙ + iδγα
ˆˆ
δγγ˙
ββ˙∇¯δ˙W¯ γ˙∇¯δ˙ ˆˆΓββ˙
= 2iCγα
ˆˆ
δββ˙
γγ˙(∇¯γ˙∇¯ · W¯ )Γββ˙ + δγα ˆˆδγγ˙ββ˙∇¯β˙W¯ γ˙Wβ
= −2gCβα(∇¯β˙Φ¯)ˆˆΓββ˙Φ+ ˆˆδαγ˙ββ˙∇¯β˙W¯ γ˙Wβ
= ǫ(2igΦ¯WαΦ) + 2ǫ∇¯2∇αΦ¯Φ + ˆˆδαα˙ββ˙∇¯β˙W¯ α˙Wβ. (A.6.11)
In the first line, the following equation is used:
∇¯β˙ ˆˆΓαα˙ = −iˆˆδαα˙ββ˙Wβ, ∇β ˆˆΓαα˙ = −iˆˆδαα˙ββ˙W¯β˙. (A.6.12)
126
In the 5th line, we use,
∇¯α˙Wαα˙ = 2igΦ¯WαΦ,
which simply follows from (A.6.8). In the last line, we use,
− 2g(∇¯β˙Φ¯)ˆˆΓββ˙Φ = −2g∇¯β˙(Φ¯ˆˆΓββ˙Φ) + 2gΦ¯∇¯β˙ ˆˆΓββ˙Φ
= 2iǫgΦ¯W βΦ+ 2ǫ∇¯2∇βΦ¯Φ. (A.6.13)
Now we get to (A.6.9).
Here are some useful results:
ˆˆ
δαα˙
ββ˙∇¯α˙[∇β, ∇¯β˙ ](gauge singlet) = −2ǫ∇¯2∇α(gauge singlet) (A.6.14)
[∇β,∇αα˙] = g CβαW¯α˙, [∇¯β˙,∇αα˙] = g Cβ˙α˙Wα (A.6.15)
[∇α, ∇¯2] = −i∇αα˙∇¯α˙ + igWα = −i∇¯α˙∇αα˙ − igWα. (A.6.16)
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Appendix B
Calculations Relevant to String
Phenomenology
B.1 Some Techniques in the Calculation Scattering Amplitudes
To calculate the scattering amplitude in QCD effectively, some special techniques prove to be
useful since these calculations turn out to be more complicated than expected. We use these
techniques in the main text. So let us review them in this section. Most of the material in this
section is gleaned from [80]. We will only focus on the n-gluon amplitudes (mainly those at
tree-level).
Color Management
In general, these amplitudes can be factorized into a color part and a kinematic (including he-
licity) part. More explicitly, any tree diagram for n-gluon scattering can be reduced to a sum of
single trace terms (♣ for tree-level) 1,
M♣n ({ki, λi, ai}) =
∑
σ=Sn/Zn
Tr(T aσ(1) . . . T aσ(n))A♣n (σ(1
λ1), . . . σ(nλn)). (B.1.1)
A♣n (σ(1λ1), . . . σ(nλn)) denotes a partial amplitude, which contains all the kinematic informa-
tion. The number 1 is used to described momentum k1. A state with k1, λ1 is expressed as 1λ1 .
σ is a map of the permutation 2. Sn is the set of all permutations of n objects, while Zn is the
subset of cyclic permutations, which preserves the trace. Note that A♣n (σ(1λ1), . . . σ(nλn)) im-
plicitly contain a sum over the cyclic permutations of Zn and therefore are invariant under Zn.
Let me make a comment on this factorization. As we know, the contribution (to the amplitude)
from every single diagram can be factorized. The point is that we are talking about the total
amplitude M, which is the sum of a few diagrams. So it is non-trivial to have factorization. We
1Since we mostly work with gluon amplitudes in this section, to save some space, we use A♣4 (1−, 2+, 3+, 4+)
instead of A♣4 (g
−
1 , g
+
2 , g
+
3 , g
+
4 ).
2This map is defined as in the following example. For example, under σ, 12345 is mapped to 23154, then we can
establish a map of 1 → 2, 2 → 3 etc. Objects in the same position are mapped to each other. In other words, we
have σ(1) = 2, σ(2) = 3.
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will see the proof later. Roughly speaking, we just group all the diagrams (, the sum of which
includes all the permutations and is invariant under permutation) according to the color factor.
Each partial amplitude is the sum of diagrams that have the same color factor.
Because of this factorization, the singularities of the partial amplitudes, poles and (in the
loop case) cuts, can only occur in a limited set of momentum channels, those made out of sums
of cyclically adjacent momenta. For example, A♣n (1λ1 , 2λ2 , 3λ3 , 4λ4) can only have poles in s12,
s23 but not s13, where sij ≡ (ki + kj)2. The idea is that to get a pole, a single propagator has
to be cut to separate diagram into two parts. As we shall see later the color part geometrically
corresponds to a circle. Such a cut also leads to a cut in the “color circle”. In the color circle,
for this order 1234, gluon 2 is sandwiched between 1 and 3 by two lines and so does 4 by two
different lines. Therefore it is not possible to cut 1 and 3 away from 2, 4 by cutting just one
propagator 3, whether it is a gluon propagator or a quark propagator. For example, cutting the
former is equivalent to cutting two lines while we need to cut four lines. On the other hand 1,
2 together are connected to the rest by only two lines, which can be cut (if these two lines are
from a single gluon propagator).
Proof. Now let us give a quick derivation of (B.1.1). The procedure is easy to illustrate using
diagrams as we shall see. First of all, there are two types of objects with gauge indices (T a)ij¯
and fabc. We can eliminate the structure constants fabc in favor of the T a’s. This corresponds
to a diagrammatic change of the first graph of Figure 1 in [80]. Secondly, the gluon propagator
provides a sum over the adjoint indices a. With the use of,
T ajiT
al
k = δ
l
iδ
j
k −
1
N
δji δ
l
k. (B.1.2)
the sum over adjoint indices of two T a can always be written as Kronecker delta with fundamen-
tal indices. Note that this corresponds to a diagrammatic change of the second graph of Figure
1 in [80]. Quark propagators do a sum over the fundamental indices i, j¯ and provide lines in the
graphs. Finally, the gauge indices from the external gluons are not summed and therefore we
are left with n T a’s. Diagrammatically, we have loops (trace) with curly lines going out (see
e.g. Figure 2 in [80]). For tree diagrams, it is not hard to see we will only have a single “gauge
loop” or rather a single trace (see again, Figure 2 in [80]). A single trace with n T a’s exactly
corresponds to the form in (B.1.1).
Similar decomposition of color part and kinematic part can be carried out for loop ampli-
tudes.
Not all partial amplitudes are independent. For example, using parity (flipping all helicities)
and cyclic (Z5) symmetry, the five-gluon amplitude has only four independent tree-level partial
amplitudes
A♣5 (1
+, 2+, 3+, 4+, 5+) A♣5 (1
−, 2+, 3+, 4+, 5+)
A♣5 (1
−, 2−, 3+, 4+, 5+) A♣5 (1
−, 2+, 3−, 4+, 5+) (B.1.3)
3Lines in the color circle correspond to propagators in the Feynman graph.
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Using 4-point partial amplitude as an example, we have,
A♣4 (1
−, 2+, 3+, 4+) 6= A♣4 (1+, 2−, 3+, 4+) = A♣4 (2−, 3+, 4+, 1+). (B.1.4)
Although they are different, A♣4 (2−, 3+, 4+, 1+) (and also A♣4 (3−, 2+, 4+, 1+)) can be obtained
from A♣4 (1−, 2+, 3+, 4+) (a function of 4 momenta) by doing a momentum permutation. So
eventually, (B.1.3) gives all the possible inequivalent choices of helicities that give different
functions (of the momenta). In fact, we will see that the first two tree partial amplitudes van-
ish, and there is a group theory relation (B.1.5) between the last two. So there is only one
independent nonvanishing object to calculate.
Let us prove this group theory relation. Any amplitude containing the extra U(1) photon
must vanish. Hence if we substitute the U(1) generator – the identity matrix – into the right-
hand-side of (B.1.1) 4, and collect the terms with the same remaining color structure 5, that
linear combination of partial amplitudes must vanish. We get,
0 = A♣n (1, 2, 3, . . . , n) +A
♣
n (2, 1, 3, . . . , n) +A
♣
n (2, 3, 1, . . . , n)
+ · · ·+A♣n (2, 3, . . . , 1, n), (B.1.5)
In the five-point case, we can use (B.1.5) to get,
A♣5 (1
−, 2+, 3−, 4+, 5+) = −A♣5 (1−, 3−, 2+, 4+, 5+)
−A♣5 (1−, 3−, 4+, 2+, 5+)
−A♣5 (1−, 3−, 4+, 5+, 2+), (B.1.6)
which relates the partial amplitude where the two negative helicities are not adjacent to the
partial amplitude where they are adjacent. Note that the decoupling of U(1) boson follows from
a string calculation in the sense that the necessary process has massive states as the messenger
6
. Therefore in SM, where only massless states are present, the amplitude with photon vanishes.
Now what remains to be done is the computation of various independent (color-ordered 7)
partial amplitudes, which are different functions of external momenta. One can follows this
procedure,
1. Draw all color-ordered graphs, i.e., all planar graphs where the cyclic ordering of the
external legs matches the ordering of the T a matrices in the corresponding color structure.
Note that we may have contributions from a few different graphs. Moreover, the Feynman
graph to be considered are those on the lhs of Figure 2 in [80] instead of those on the rhs.
2. Evaluate each graph using the color-ordered vertices of Figure 5 in [80].
4Note that the partial amplitude is independent of whether the gauge boson is from SU(N) or from U(1).
5By the way, the sum of all terms (regardless of the color structure is 0. Therefore, each partial sum with different
color structure should vanish too.
6Note that we do have gg→ gγ.
7i.e., with a single trace
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B.1.1 Helicity Technique
We use the notation,
|i±〉 = |k±i 〉 = u±(ki) = v∓(ki). 〈i±| = h.c.,
to describe spinors with various helicities. Note that for negative energy solutions, the helicity
is the negative of the chirality or γ5 eigenvalue. We define the basic spinor products by,
〈i j〉 ≡ 〈i−|j+〉, [i j] ≡ 〈i+|j−〉.
With the explicit form of |i±〉, we can get to the explicit form of 〈i j〉 and [i j],
〈i j〉 =
√
k−i k
+
j e
iϕki −
√
k+i k
−
j e
iϕkj =
√
|sij |eiφij ,
[i j] = −
√
k−i k
+
j e
−iϕki +
√
k+i k
−
j e
−iϕkj =
√
|sij|e−i(φij+π), (B.1.7)
where sij = (ki + kj)2 = 2ki · kj , and
e±iϕk ≡ k
1 ± ik2√
(k1)2 + (k2)2
=
k1 ± ik2√
k+k−
, k± = k0 ± k3. (B.1.8)
cosφij =
k1i k
+
j − k1jk+i√
|sij|k+i k+j
, sinφij =
k2i k
+
j − k2jk+i√
|sij |k+i k+j
. (B.1.9)
It is easy to see
(〈i j〉)† = [j i] =
√
|sij|e−iφij =
√
|sij|e−i(φji+π),
Note that these equations are consistent with the definition (B.1.7). The point is that we have
φij 6= φji. Instead, the correct relationship between φij and φji is given by its definition (B.1.9),
cosφij = − cosφji. There are various useful identities,
〈ij〉[ji] = 〈i−|j+〉〈j+|i−〉 = Tr(12(1− γ5)/ki/kj) = 2ki · kj = sij. (B.1.10)
〈i±|γµ|i±〉 = 2kµi , |i±〉〈i±| = 12 (1± γ5)/ki (B.1.11)
〈i+|γµ|j+〉〈k+|γµ|l+〉 = 2 [ik]〈lj〉 (B.1.12)
〈i+|γµ|j+〉 = 〈j−|γµ|i−〉 (B.1.13)
〈ij〉〈kl〉 = 〈ik〉〈jl〉 + 〈il〉〈kj〉. (B.1.14)
n∑
i=1
i6=j,k
[ji]〈ik〉 = 0. (B.1.15)
Eq.(B.1.10) follows from (B.1.11). The first equation in (B.1.11) simply from symmetry argu-
ment (the only vector being kµi ). The second equation follows from the completeness of spinor.
The spinor 〈i±| projects out the a certain helicity (since 〈i+|i−〉 = [ii] = 0 from (B.1.7)) and
therefore is equivalent to the projection operator 1 ± γ5. Eq.(B.1.12) is straightforward from
definition. Eq.(B.1.15) follows from momentum conservation and (B.1.11).
The next step is to introduce a spinor representation for the polarization vector of a massless
gauge boson with definite helicity ±,
ε±µ = ±
〈q∓|γµ|k∓〉√
2〈q∓|k±〉 . (B.1.16)
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A polarization vector defined in this way satisfies the desired properties. We have,
k · ε±(k, q) = 0 (B.1.17)
following from /k|k±〉 = 0, which in turns follows from the EoM. Moreover, under a rotation
around kµ, ε±(k, q) rotates by an appropriate phase; i.e., it is rotated by a phase twice of that
appropriate for a spinor (e.g. helicity ±12 ). Note that only |k±〉 changes (by a phase of 12 under
this change of coordinate while |q±〉 as a reference state remains fixed. There is a subtlety
here. We can transform ε±µ as if they are vectors. This leads to a transformation on both |k±〉 8
and |q±〉. As we shall see later any change of the later corresponds to a gauge transformation.
Finally, changing the reference momentum q does amount to an on-shell gauge transformation,
since εµ shifts by an amount proportional to kµ. Moreover, ε± also satisfy ε+ · ε+ = 0, ε+ ·
ε− = −1.
For ε±i (q) ≡ ε(ki, qi = q) 9 (vector indices suppressed), we have the following useful
identities,
ε±i (q) · q = 0, (B.1.18)
ε+i (q) · ε+j (q) = ε−i (q) · ε−j (q) = 0, (B.1.19)
ε+i (kj) · ε−j (q) = ε−i (kj) · ε+j (q) = 0, (B.1.20)
/ǫ+i (kj)|j+〉 = /ǫ−i (kj)|j−〉 = 0, (B.1.21)
〈j+|/ǫ−i (kj) = 〈j−|/ǫ+i (kj) = 0. (B.1.22)
Using [i i] = 〈i i〉 = 0, (B.1.12) and (B.1.13), (B.1.19) and (B.1.20) are not hard to prove. In
particular, it is useful to choose the reference momenta of like-helicity gluons to be identical,
and to equal the external momentum of one of the opposite helicity set of gluons. For example,
consider the 4-point amplitude A♣4 (1−, 2−, 3+, 4+). With choice q1, q2 = k4 and q3, q4 = k1,
we can use (B.1.20) and (B.1.21) to show that only ε−2 · ε+3 is nonzero among the contractions
of ε’s. This fact is used in Sec B.2. When all helicities are the same, we can choose a single
reference momentum for all of them. Note that the reference momentum can not be the same as
the momentum of the state, which leads to vanishing denominator (∝ k · q) in (B.1.16).
With a proper choice of reference momentum and the use of the relationship (B.1.18)-
(B.1.22), the (partial) amplitudes can be simplified. Let us consider the n-gluon amplitude
with all helicities being the same or one being opposite. They all vanish,
A♣n (1
±, 2+, 3+, . . . n+) = 0 (B.1.23)
Similarly, for amplitudes with two quarks, we have 10,
A♣n (q¯
±
1 , q
+
2 , g
+
3 , . . . g
+
n ) = 0 (B.1.24)
This is the reason why we study MHV as the simplest case. Anyway, let us sketch a proof.
Each non-Abelian vertex can contribute at most one momentum vector ki to the numerator of
the graph, and there are at most n − 2 vertices (I − V + 1 = L, 3V = 2I + N 11, I being
8The transformation is again a change of phase.
9This means qi = q while ki is arbitrary. Don’t be confused.
10Note that we switch back to our normal convention.
11We only consider 3-point vertex since 4-point vertex leads to fewer number of vertices.
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internal lines and N being external). Thus there are at most most n − 2 momentum vectors
available to contract with the n polarization vectors and therefore there is at least one εi · εj .
With the choice of reference momentum mentioned above, εi · εj = 0 when there is at most one
different helicity. For the case with two quarks (and n− 2 gluons), the same graphical argument
holds and we have at most n− 2 vertices. Now we need at least one for the quarks, which offers
no momentum to contract with ε. There is at least one remaining ε that has to be contracted
with the spinors. Note that the reference momentum (for all the + gluons) can be chosen to be
k1. So from (B.1.22), we know the contraction of ε with |1−〉 vanishes and therefore we get to
(B.1.24). Let us also consider the case of A♣4 (q±, q¯±, g, g). In this case, the two quarks are at
different vertices and there is no momentum to contract with. The contraction of ε with |1−〉
vanishes once the reference momenta are all chosen to be k1. So the amplitude vanishes. From
the viewpoint of string theory, this conclusion of A♣4 (q±, q¯±, g, g) = 0 is obvious from explicit
calculation (B.2.21) (with the two spinors u3, u4 having different helicities).
B.2 Four-point Tree-Level String Amplitudes
Now let us review the calculation of four-point tree-Level string amplitudes. For more details,
one can refer to [75] and any textbook of string theory. A scattering amplitude of strings (all in
some particular states) can be calculated from the conformal field theory on the string world-
sheet. The amplitude is equal to an n-point correlation function. Here we restrict ourselves
to the case of 4-point amplitude on a disk, which is given by the following 4-point correlation
function of vertex operators,
M(Φ1,Φ2,Φ3,Φ4) = V −1CKG
∫ ( 4∏
k=1
dzk
)
〈VΦ1(z1) VΦ2(z2) VΦ3(z3) VΦ4(z4)〉 . (B.2.1)
VΦi(zi) are vertex operators located on the boundary of the disk. Basically they represent the
strings that participate the scattering. VCKG is the volume of the conformal Killing group (gen-
erated by the conformal Killing vectors), which in this case is the Mo¨bius group PSL(2, R).
Note that this CKG can take three vertex operators to arbitrary positions, except that it does not
change the cyclic ordering of the three. So we have two choices if we choose to fix z1, z3 and
z4:
z1 = 0 , z3 = 1 , z4 =∞ , (B.2.2)
and
z1 = 1 , z3 = 0 , z4 =∞ . (B.2.3)
Depending on the value of z2, we can have six partial amplitudes, each of which corresponds
to an inequivalent ordering of the four vertex operators 12. Of course, as we shall see, partial
amplitudes of some ordering vanish because of the color factors.
12Of course, z1, z3 and z4 are fixed in either choice of (B.2.2) or (B.2.3).
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Let us now write down the vertex operators. In our model gauge bosons are described by
open strings with both ends on the same brane while matter fermions are described by open
strings with both ends on different branes. The vertex operator for the gauge boson in the ghost
−1 picture is,
V
(−1)
Aa (z, ξ, k) = gA[T
a]α1α2 e
−φ(z) ξµ ψµ(z) eikρX
ρ(z) , (B.2.4)
while in the zero–ghost picture it is:
V
(0)
Aa (z, ξ, k) =
gA
(2α′)1/2
[T a]α1α2 ξµ [ i∂X
µ(z) + 2α′ (kψ) ψµ(z) ] eikρX
ρ(z) . (B.2.5)
The open string coupling gA is related to the gauge coupling gDpa (of the low energy gauge
theory) by
gA = (2α
′)1/2 gDpa
Moreover, ξµ is the (4-dimensional) polarization vector. Xµ and ψµ are the bosonic and fermionic
fields on worldsheet. [T a]α1α2 is the Chan-Paton factor. The fundamental indices α1, α2 denote
the branes on which the open string ends. Note that they are branes in the same stack. The
adjoint index a denotes the element in Lie algebra this gauge field corresponds to. We won’t get
into too much details about the different pictures of vertex operators. The ghost number can be
identified as the power of eφ and the total ghost number is restricted to −2.
The vertex operators for the quarks and leptons are given by
V
(−1/2)
ψαβ
(z, u, k) = gψ[T
α
β ]
β1
α1e
−φ(z)/2 uλSλ(z) Ξa∩b(z) eikρX
ρ(z) , (B.2.6)
V
(−1/2)
ψ¯βα
(z, u¯, k) = gψ[T
β
α ]
α1
β1
e−φ(z)/2 u¯λ˙S
λ˙(z) Ξ
a∩b
(z) eikρX
ρ(z) . (B.2.7)
Sλ is the spin field (vertex operator for the Ramond ground state). Note that the vertex operator
for the ground state is always the product of a few twisted fields, each of which is determined
by the boundary condition of a pair of dimensions. This operator Sλ is constructed as if there
is only four dimensions. In other words, the only fermionic fields (or rather their bosonization)
involved are ψµ (µ = 0, . . . , 3). The remaining worldsheet fermionic fields ψm are used to
construct the fermionic twisted fields s. This field s, together with the bosonic twisted fields σ,
forms the boundary changing operator Ξa∩b,
Ξa∩b =
3∏
j=1
σ
θjba
s
θjba
, Ξ
a∩b
=
3∏
j=1
σ−θjba
s−θjba
. (B.2.8)
The twisted field s is again the vertex operator for the Ramond ground state. But now the open
string is extended between two intersecting branes a, b characterized by three angles θjba. Each
angle determines the boundary conditions of two pairs of fields ψm and Xm (m = 4, . . . 9). The
twisted fields s can be bosonized as usual,
sθj = e
i(θj− 1
2
)Hj , s−θj = e
−i(θj− 1
2
)Hj , (B.2.9)
and their correlation functions are not hard to figure out. Anyway, the explicit forms of the
correlators of the fermionic twist and bosonic twists can be found in [156].
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Now we are ready to evaluate the n-point correlation functions of vertex operators. In gen-
eral we can compute the correlation functions of various fields that compose the vertex operators.
One can refer to standard textbook of string theory for more details. Here we will go through
some of the steps of the calculation of 4-gluon amplitude just to give the reader a general taste.
B.2.1 Helicity Form Factor
We shall see that the stringy 4-point partial amplitude for a maximally helicity violation (MHV)
configuration indeed has the following form factor,
A(1−, 2−, 3+, 4+) ∼ 〈12〉
4
〈12〉〈23〉〈34〉〈41〉 . (B.2.10)
The stringy 4-gluon amplitude is given by the string vertex operators (B.2.4) and (B.2.5) 13,
〈c(z1)e−φ(z1)ψµ(z1)c(z2)[∂Xν(z2)+ik2·ψψν(z2)]c(z3)[∂Xρ(z3)+ik3·ψψρ(z3)]e−φ(z4)ψσ(z4)〉
Now we use the following correlation functions of the various fields
〈c(z1)c(z2)c(z3)〉 = z12z13z23,
and
〈e−φ(z1)e−φ(z4)〉 = 1
z14
.
Both simply follow from their conformal dimensions.
There are quite a few terms to evaluate. With the choice of q1 = q2 = k4 and q3 = q4 = k1
and the help of (B.1.18)-(B.1.22), we can simplify the amplitude by a lot. When we have both
∂X, we have ηµσ from the contraction of the two ψ’s and this implies,
〈ψµ(z1)∂Xν(z2)∂Xρ(z3)ψσ(z4)〉 ∝ ηµσ ∼ ε−1 · ε+4 = 0.
So this term does not give an contribution to the MHV amplitude. When there is only one ∂X,
we have
〈ψµ(z1)[k2 · ψψν(z2)]∂Xρ(z3)ψσ(z4)〉 ∝ kµ2 ηνσ ∼ ε−2 · ε+4 = 0.
Note that only k2 · ψ is contracted with ψµ in the above expression. Otherwise we will have a
ηµν , which gives to 0 since ε−1 · ε−2 = 0. The contribution from the term
〈ψµ(z1)∂Xν(z2)[k3 · ψψρ(z3)]ψσ(z4)〉
also vanishes. The only nonvanishing term is,
ψµ(z1)[k2 · ψψν(z2)][k3 · ψψρ(z3)]ψσ(z4) ∝ kµ2 ηνρkσ3 ∼ k2 · ε−1 (ε−2 · ε+3 )(k3 · ε+4 ).
13We use the convention 2α′ = 1.
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The formalism we introduced in (B.1.1) implies,
ǫ−2 · ǫ+3 =
(
−〈4
+|γµ|2+〉√
2〈4+|2−〉
)( 〈1−|γµ|3−〉√
2〈1−|3+〉
)
= − [43]〈12〉
[42]〈13〉 , (B.2.11)
which follows from (B.1.12) and (B.1.13), and
ǫ−1 · k2 =
(
−〈4
+|γµ|1+〉√
2〈4+|1−〉
)(〈2−|γµ|2−〉
2
)
= − [42]〈21〉√
2[41]
, (B.2.12)
which follows from (B.1.11) and (B.1.12). Then the form factor can be expressed as,
(
ε−2 · ε+3
) (
ε−1 · k2
) (
ε+4 · k3
)
=
(
−2
2
[43]〈12〉
[42]〈13〉
)(
− [42]〈21〉√
2[41]
)(
+
〈13〉[34]√
2〈14〉
)
=
s12
2
〈12〉[34]2
[12]〈14〉[14] . (B.2.13)
(B.2.13) can be further simplified to be (B.2.10).
B.2.2 Explicit Forms of Four-point Tree-Level String Amplitudes
String amplitude can be expressed as a sum of partial amplitudes [78] just as in field theory.
Each partial amplitude can be understood as a particular order of the vertices on the boundary
of the disk. As in the case of field theory, it is easier to calculate the string amplitude with a
particular choice of helicities. For 4-gluon amplitude, if there is at most one different helicity,
the amplitude vanishes. This follows from the result of field theory (Sec B.1) since string partial
amplitude is proportional to that of the field theory [78]. For amplitudes with two quarks and
all gluons of the same helicity, the field theory amplitude vanishes. It is not clear whether the
same proportionality (between string and field theory amplitudes) holds. But we can get to this
conclusion from the kinetic factor (B.2.21). So we are left with MHV amplitudes.
Let us start with 4-gluon amplitude. The MHV partial amplitude is given by 14,
A(g−1 , g
−
2 , g
+
3 , g
+
4 ) = 4 g
2 Tr (T a1T a2T a3T a4)
〈12〉4
〈12〉〈23〉〈34〉〈41〉 Vˆ (k1, k2, k3, k4) ,
(B.2.14)
where the Veneziano formfactor is defined by (2.2.2). It follows from the integration of the
unfixed coordinate z2. The total amplitude is the sum of the partial amplitudes,
M(g−1 , g−2 , g+3 , g+4 ) = 4 g2〈12〉4
∑
σ∈S4/Z4
Tr (T a1σT a2σT a3σT a4σ ) Vˆ (k1σ , k2σ , k3σ , k4σ )
〈1σ2σ〉〈2σ3σ〉〈3σ4σ〉〈4σ1σ〉 .
(B.2.15)
14For the derivation of the helicity form factor, see Appendix B.2.1.
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The explicit expression is,
M(g−1 , g−2 , g+3 , g+4 ) = 8 g2〈12〉4×{
Vˆt
〈12〉〈23〉〈34〉〈41〉
[
da1a2a3a4 +
1
12
(fa1a4nfa2a3n − fa1a2nfa3a4n)
]
+
Vˆs
〈14〉〈42〉〈23〉〈31〉
[
da1a2a3a4 +
1
12
(fa2a4nfa3a1n − fa2a3nfa1a4n)
]
+
Vˆu
〈13〉〈34〉〈42〉〈21〉
[
da1a2a3a4 +
1
12
(fa3a4nfa1a2n − fa3a1nfa2a4n)
] }
, (B.2.16)
where the totally symmetric symbols da1a2a3 and da1a2a3a4 are defined by
da1a2a3 = STr(T a1T a2T a3) ≡ 1
2
[Tr(T a1T a2T a3) + Tr(T a1T a3T a2)] , (B.2.17)
da1a2a3a4 = STr(T a1T a2T a3T a4)
≡ 1
6
[Tr(T a1T a2T a3T a4) + permutation of a2, a3, a4] . (B.2.18)
Note that dabc is related to Cabc in Chapter 3 by dabc = 14C
abc
.
15 We simplify the Veneziano
form factor (2.2.2) by (2.2.15). The traces of matrices T a are simplified using
Tr(T a1T a2T a3T a4) = da1a2a3a4 + i2(d
a1a4nfa2a3n − da2a3nfa1a4n)
+ 112(f
a1a4nfa2a3n − fa1a2nfa3a4n). (B.2.19)
Note that dabc follows from the anti-com of two T a while fabc is the usual structure constant.
The amplitude M, which is the sum of all partial amplitudes (with group factors), is invariant
under any permutation. The other amplitudes can be obtained by permutation and complex con-
jugate (corresponding to the amplitude with all helicities reversed). For example, the amplitude
M(g−1 , g+2 , g−3 , g+4 ) = M(g−1 , g−3 , g+2 , g+4 ) follows from (B.2.16) with 2 ↔ 3 . Note that on
the other hand, the partial amplitude is only invariant under the cyclic permutation. So there are
two independent 4-point partial amplitudes: A(g+1 , g
−
2 , g
−
3 , g
+
4 ) and A(g
+
1 , g
−
2 , g
+
3 , g
−
4 ).
The amplitude with two gluons and two fermions can be evaluated following the same pro-
cedure. We can consider the 4-point function 16
〈V (0)Ax (z1, ξ1, k1) V (−1)Ay (z2, ξ2, k2) V (−1/2)ψα3β3
(z3, u3, k3) V
(−1/2)
ψ¯
β4
α4
(z4, u¯4, k4)〉 .
Let us only consider the case in which both gauge bosons are associated with one stack ((x, y) =
(a1, a2). In this case, the only possible (inequivalent) choice of z1, z3, z4 is (B.2.2). There are
15dabc is defined as the totally symmetric trace and it goes with the 1/n! just like the usual bracket of “[]” and
{}. So effectively, da...b only has one term (because of the averaging). On the other hand, Cabc, although being
totally symmetric, have effectively, 4 terms (a factor 2 in the definition included). This difference leads to a factor of
4 mentioned above.
By the way, Cabcd in (2.2.18) is not really totally symmetric.
16Let us digress a little bit to discuss the Chan-Paton like [Tαβ ]β1α1 (in V (−1/2)ψα
β
) when there are two or more stacks
of branes. For example, if we have Na branes in stack a and Nb in stack b. The Chan-Paton factor should be a
Na + Nb dimensional matrix. This is in fact obvious when the two stacks overlap. The U(Na) gauge field has a
Chan-Paton factor of a rank-(Na +Nb) matrix with only a rank-Na submatrix nonzero. An immediate conclusion
is that a disk amplitude with X (U(1) of stack b) and C (U(1) of stack c) insertion is 0.
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two allowed ranges for z2: z2 < 0 or 0 < z2 < 1.
M[Aa1(ξ1, k1)Aa2(ξ2, k2)ψα3β3 (k3, u3)ψ¯
β4
α4(k4, u¯4)] = −2 α′ g2Dpa K
×
[
Tr(T a1T a2Tα3β3 T
β4
α4 ) B(s, u) + Tr(T
a2T a1Tα3β3 T
β4
α4 )
t
u B(s, t)
]
, (B.2.20)
where the kinematic factor:
K =
{[
k1ρ (ξ1ξ2)− ξ1ρ (ξ2k1) + ξ2ρ (ξ1k2)− s
t
ξ2ρ (ξ1k3)
]
(u3σ
ρu4)
−1
2
s
t
k1λ ξ1µ ξ2ρ (u3σ
λσµσρu4)
}
. (B.2.21)
We have shown in Sec B.1 that the two gluons have to be opposite in helicities. The helicities of
the two fermions have to be opposite too. This follows from the conservation of twist charges.
We can also understand this from the view point of field theory, in which the contraction of
the two spinors has to be proportional to u¯+(3)γµv+(4) = 0 (for q+3 , q¯+4 outgoing). The only
non-vanishing amplitude is M(g−1 , g+2 , q−3 , q¯+4 ). After some extra work, we can figure out its
explicit form,
M(g−1 , g+2 , q−3 , q¯+4 ) = 2 g2 δβ4β3
〈13〉2
〈23〉〈24〉
[
(T a1T a2)α3α4
t
s
Vˆt + (T
a2T a1)α3α4
u
s
Vˆu
]
, (B.2.22)
B.2.3 Resonance Scattering Amplitudes
The helicity form factor like (B.2.24) appears to be annoying. Usually we want something that
can be expressed in terms of the Mandelstam variables. In fact, it is claimed that the partial
amplitudes can be expressed in u, t, s ,
A(g+1 , g
−
2 , g
−
3 , g
+
4 ) = −4
t
s
, A(g+1 , g
−
2 , g
+
3 , g
−
4 ) = −4
u2
st
. (B.2.23)
So let us take one more step prove that is also the case for the total amplitude (B.2.16). The
point is that all three terms in (B.2.16) have the same phase. The phase is more of a gauge
choice and can not be determined from the momentum invariants. The first line in (B.2.16) can
be simplified as
〈12〉4
〈12〉〈23〉〈34〉〈41〉 =
−s12〈12〉2
[12]〈23〉〈34〉〈41〉 = −
s12〈12〉2
s14〈34〉2 =
s〈12〉2
u〈34〉2
We multiply numerator and denominator by [12] and use [12]〈23〉 = −[14]〈43〉. The second
line can be written as,
〈12〉4
〈14〉〈42〉〈23〉〈31〉 =
s212〈12〉2
〈14〉〈43〉[31][41]〈43〉〈31〉 = −
s2〈12〉2
ut〈34〉2
The last line can be evaluated similarly. One can see all of them are proportional to the phase
〈12〉2/〈34〉2, which as an overall phase has no physical effect.
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The resonance amplitudes M for 4-gluon scattering are given by ,
M(g−1 , g−2 , g+3 , g+4 )→ 4 g2 Tr({T a1 , T a2}{T a3 , T a4})
〈12〉4
〈12〉〈23〉〈34〉〈41〉
u
s−M2 , (B.2.24)
and
M(g−1 , g+2 , g+3 , g−4 )→ 4 g2 Tr({T a1 , T a2}{T a3 , T a4})
〈14〉4
〈12〉〈23〉〈34〉〈41〉
u
s−M2 . (B.2.25)
The resonance amplitude for 2-gluon, 2-quark scattering is given by
M(q−1 , q¯+2 , g−3 , g+4 )→ 2 g2{T a3 , T a4}α1α2
〈13〉2
〈14〉〈24〉
tu
M2(s−M2) . (B.2.26)
In (2.2.19), we can see that the gauge factor Tr({T a1 , T a2}{T a3 , T a4}) and the last fac-
tor u/(s − M2) do not follow from the permutation 2 ↔ 4 of (B.2.24). In fact, only total
amplitudes like (B.2.16) are related by the permutation. The resonance amplitude (B.2.24) of
M(g−1 , g−2 , g+3 , g+4 ) comes from the first and third line of (B.2.16) and the gauge factor is
Tr(T a1T a2T a3T a4 + T a2T a1T a4T a3 + T a2T a1T a3T a4 + T a1T a2T a4T a3)
= Tr({T a1 , T a2}{T a3 , T a4}). (B.2.27)
On the other hand, M(g−1 , g−4 , g+3 , g+2 ) = M(g−1 , g+2 , g+3 , g−4 ) (whose resonance amplitude is
(2.2.19)) can be obtained from the permutation. The total amplitude is obtained by the permu-
tation (under s↔ u, 2↔ 4) of (B.2.16) ,
M(g−1 , g−4 , g+3 , g+2 ) = 4g2
[u
s
VtTr(T
a1T a4T a3T a2 + T a4T a1T a2T a3) +
u
t
VsTr(T
a4T a1T a3T a2
+ T a1T a4T a2T a3) +
u2
ts
VuTr(T
a1T a3T a4T a2 + T a3T a1T a2T a4)
]
(B.2.28)
Near the pole, the contribution is from the first and third line. The gauge factor becomes,
Tr(T a1T a4T a3T a2 + T a4T a1T a2T a3 + T a1T a3T a4T a2 + T a3T a1T a2T a4)
= Tr({T a1 , T a2}{T a3 , T a4}). (B.2.29)
The rest of the resonance amplitude (like the factor of u/(s −M2)) can also be worked out
without too much difficulty. Note that near the pole, we have
Vt → u
s−M2 , Vu →
t
s−M2 . (B.2.30)
As explained above, the resonance scattering amplitudes can be further simplified as ,
M(g−1 , g−2 , g+3 , g+4 ) = −2g2
s
s−M2s
C1234 (B.2.31)
M(g−1 , g+2 , g−3 , g+4 ) = −2g2
u2
s
1
s−M2s
C1234 (B.2.32)
There is another independent amplitudeM(g−1 , g+2 , g−3 , g+4 ), which is related toM(g−1 , g+2 , g+3 , g−4 )
by a permutation of u and t. This can be easily seen from the t4 + u4 factor in total square am-
plitude (3.2.30).
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Note that even for higher resonances, the pattern remains the same. We have contributions
from two of the three terms in M and the momentum factors (depending on u, t, s) are the
same for these two terms. The gauge factor can be combined into a form similar to (B.2.27)
17
. It appears that for even levels (e.g. n = 2) we have commutator instead of the anti-
commutator in (B.2.27). Moreover, resonance amplitudes from M(g−1 , g−4 , g+3 , g+2 ) and those
from M(g−1 , g+2 , g−3 , g+4 ) are related by t↔ u 18.
B.2.4 Cross Sections
To obtain the cross section, we need to square the amplitude (and sum over the colors). For later
convenience, we present the color sum here. We now derive the cross section,
|M(g−1 , g−2 , g+3 , g+4 )|2 = g4(N2 − 1) s4
×
[
2N2
(
V 2t
s2u2
+
V 2s
t2u2
+
V 2u
s2t2
)
+
4(−N2 + 3)
N2
(
Vt
s u
+
Vs
tu
+
Vu
s t
)2 ]
(B.2.33)
from (B.2.16) using the following useful results for the color factors,
∑
a1,a2,a3
da1a2a3da1a2a3 =
(N2 − 1)(N2 − 4)
16N
, (B.2.34)
∑
a1,a2,a3,a4
da1a2a3a4da1a2a3a4 =
(N2 − 1)(N4 − 6N2 + 18)
96N2
, (B.2.35)
∑
a1,a2
f i1a1a2f i2a1a2 = N δi1i2 , (B.2.36)
∑
a1,a2,a3
f i1a1a2f i2a2a3f i3a3a1 =
N
2
f i1i2i3 , (B.2.37)
Obviously the contraction between dabcd and fabc vanishes. The contraction between f ’s in the
first line and those in the second line (, which is the coefficient of VˆtVˆs ) is
− 1
122
(fa1a4nfa2a3n − fa1a2nfa3a4n) fa2a3mfa1a4m ≡ − 1
122
(A+B),
where
A = fa1a4nfa2a3nfa2a3mfa1a4m = N2(N2 − 1),
where we use the equation (B.2.36). Similarly, we have
B = −fa1a2nfa3a4nfa2a3mfa1a4m = fa1a2nfa4na3fma3a2fa1a4m = N
2
fa1a4mfa1a4m =
N2(N2 − 1)
2
.
The contraction between the f ’s in the first line and itself (corresponding to coefficient of Vˆ 2t ) is
2
122
(fa1a4nfa2a3nfa1a4mfa2a3m + fa1a4nfa2a3nfa1a2mfa3a4m) =
2
122
(A+B).
17Gauge factors for different amplitudes do not follow from permutation.
18As we can see, the gauge factor is invariant under 3↔ 4.
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The coefficient of the second term in (B.2.33) (following from the coefficient of the cross product
VˆtVˆs) is ,
64
(
dabcddabcd +
1
122
(A+B)
)
= 64
(
(N2 − 1)(N2 − 6N2 + 18)
96N2
+
3N2(N2 − 1)
2 · 144
)
= −4(3 +N
4 − 4N2)
N2
, (B.2.38)
which is exactly what is in (B.2.33). Note that we are left with terms Vˆ 2t /(s2u2) + . . . with the
coefficient
64
(
3
122
(A+B)
)
= 2N2(N2 − 1),
which is the coefficient of the first term in (B.2.33).
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Appendix C
Calculations Relevant to String
Amplitudes in Randall-Sundrum
Background
C.1 Four Dimensional Spin-0 Sector from Five Dimensional Spin-2 Field
We have a 5d scalar and a 5d spin-2 i.e., (1, 1) rep of SO(4) ∼= SU(2)× SU(2) in the 5d LEEA
of string theory. Now the vertex of the lowest massive excitation in the −1 picture is given by
[157],
V −1(1) = (ǫµνρψ
µψνψρ +Σµν∂X
µψν)eik·X , (C.1.1)
where kνΣµν = 0 and Σµµ = 0, and kµǫµνρ + 12(Σνρ − Σρν) = 0. Both the 5d scalar and
5d spin-2 tensor can be described by the string excitation SMN∂XMψN 1, where SMN is the
symmetric polarization tensor. The spin-2 sector gives a 4d scalar under dimensional reduction.
The corresponding SMN (a 10× 10 tensor) for this state (4d scalar) is given by
g∗2,0 : S
J=2
MN =
√
3
2

0 0 0 0 0
0 13 0 0 0
0 0 13 0 0
0 0 0 13 0
0 0 0 0 −1
0

Note that it is traceless. On the other hand, the SMN corresponding to the 5d scalar is the
diagonal matrix
g∗0,0 : S
J=0
MN =

0 0 0
0
√
5
6 I4 0
0 0 − 2
3
√
5
I5
 .
Let us now consider the amplitude of gg → g∗0,0 and gg → g∗2,0. We restrict the gluons
to have only 4-momentum and the polarization vector is also 4d (ǫ4 = 0). Note that from the
1i, j range from 1 to 4.
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calculation in Sec B.2, it is clear that S44 does not give any contribution. So the amplitude is
determined by the 3d part (i, j = 1, 2, 3). Both Sij are diagonal in that part. The ratio is
√
5
3 . In
other words, we should have
|M(gg → g∗0,0)|2 =
5
3
|M(gg → g∗2,0)|2.
Moreover, a 4d scalar generated by a SMN = diag(0,
√
2
3 I3,− 13√2I6) with the only nonvanish-
ing components in the range of i, j = 1, 2, 3 is supposed to be responsible for the total J = 0
contribution to gg → gg. Note that following the same analysis, we can reach the conclusion
that
|M(4d scalar)|2 = 8
3
|M(g∗2,0)|2 = |M(g∗2,0)|2 + |M(g∗0,0)|2.
The contribution to the gg → gg amplitude by g∗2,0 can be read off from the propagator (see
Appendix C.1.2) of the 5d field BMN and the interaction term (3.2.26). The 4d components of
the 5d propagator includes both the 4d graviton propagator Gµν,αβ and the contribution from
g∗2,0. However, the contribution by g∗2,0 is proportional to ηµνηαβ . Since Tµµ = 0, we can
ignore the 4d contribution from g∗2,0 and focus on its contribution to G44,44. Note that the only
contribution to G44,44 is from g∗2,0. More explicitly, we have
G44,44 ∼ S44S44 = 3
4
.
This leads to a 364F
2F ′2 term in the gg → gg amplitude. In the 4d point of view, this contribu-
tion (from g∗2,0) is from a scalar. Note that we still have the mismatch of a factor of two. In order
to get the M8 term in (3.2.30), we will need a total contribution of 14F 2F ′2 (or equivalently
1
4Σα
aΣ′αa) while we are getting 18F 2F ′2. The other half may come from the contribution of the
pseudoscalar. Note that the scalar and pseudo scalar couple to the gluon as 2,
AF 2 +BFF˜
or equivalently,
φ(F + iF˜ )2 + h.c.,
where φ ≡ A+ iB. So in principle, the scalar and pseudo scalar contributes in the same way to
the overall amplitude.
C.1.1 Coupling of Gluon and Its n = 1 Regge Excitation
Let us derive the coupling of gluon g and its n = 1Regge excitation g∗. Following the procedure
as in Sec B.2, we have the g − g − g∗ 3-point correlation function as
〈
[
(k2 · ǫ1)ǫν2∂Xµ − (ǫ1 · ǫ2)kν2∂Xµ + ǫµ1 ǫρ2∂Xρ(z2)∂Xν(z3)
]
Sµν〉z13z23
z12
Now we can choose z1 = 0, z3 = 1, z2 = ∞. Note that the ∂Xν∂Xµ term will bring down a
z2 and therefore make the amplitude vanishing. Similarly, we only consider the
kµ1
z13
term from
∂Xµ. This gives us,
((k2 · ǫ1)ǫν2kµ1 − (ǫ1 · ǫ2)kν2kµ1 )Sµν
2A is a the scalar and B is the pseudoscalar.
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For a polarization Sij and 4d momenta in the lab frame, we have
ǫν2k
µ
1Sµν = ǫ
i
2k
j
1
√
2
3
δij = 0, k
ν
2k
µ
1Sµν = k
i
2k
j
1
√
2
3
δij =
M2
6
√
2
.
It appears that setting z1 =∞ works just fine. In that case, the result is
(k2 · ǫ1)eν2Sµνkν2 − (ǫ2 · ǫ1)kν2Sµνkµ2 + (k1 · ǫ2)kµ1Sµνǫν1 ,
which is (3.2.26) in the momentum space.
C.1.2 Propagator of a Massive Spin-2 Field in Five Dimensions
Let us evaluate the propagator of a massive spin-2 field in 5d. Note that polarization tensor eµν
is traceless and divergenceless kνeµν = 0. The propagator, as in 4d can be expressed in the
form of (similar to (8.1.1)),
Gµν(p)αβ =
∑9
i=1 e
iµνeiαβ
p2 −M2 (C.1.2)
where,
9∑
i=1
ei
µν
eiαβ =
1
2
(δµαδ
ν
β + δ
ν
αδ
µ
β)−Aηµνηαβ
−1
2
(
δµαp
νpβ
M2
+
δναp
µpβ
M2
+
δµβp
νpα
M2
+
δνβp
µpα
M2
)
+C(Bηµν +
pµpν
M2
)(Bηαβ +
pαpβ
M2
) (C.1.3)
Contract with pµ and focus on the pνδαβ term, we have
−A+ C(B + 1)B = 0
Note that we use p2 = −M2. Similarly, the pνpαpβ tells us that
1− C(B + 1) = 0.
These implies A = B.
Now we impose the traceless constraint. From δαβ term, we have
C(dB + 1)B = (1− dB),
where d is the dimension. From pαpβ term, we have
2− C(dB + 1) = 0.
These two equations 3 can be solved to give
B =
1
d− 2
3We can replace one of them by 1− C(B + 1) = 0 above too.
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and
C =
d− 2
d− 1 .
When acting on a conserved source,
9∑
i=1
ei
µν
eiαβ =
1
2
(δµαδ
ν
β + δ
ν
αδ
µ
β)−Aηµνηαβ +CB2ηµνηαβ
=
1
2
(δµαδ
ν
β + δ
ν
αδ
µ
β)− 1
d− 1η
µνηαβ (C.1.4)
Obviously, when d = 4, this agrees with (8.1.4). In the rest frame of the particle, the polarization
tensors (see e.g. eq.(22) in [47]) are equivalently rank-(d−1) matrix and form a rep of SO(d−1).
Note that they satisfy,
5∑
i=1
ei
µν
eiαβ =
{
1
2(δ
µ
αδ
ν
β + δ
ν
αδ
µ
β)− 13ηµνηαβ if α, β, µ, ν 6= 0
0 otherwise
which is very similar to (8.1.5). However, they are still different when α, β = 0. The interesting
part is that e1µν and e2µν (in the 4d example) under dimensional reduction (and the corresponding
SO(3) → SO(2)) form an irrep of the SO(2) group. Acting on the spatial 2d subspace, it
behaves like a massive spin-2 propagator,
e1µνe
1
αβ + e
2
µνe
2
αβ =
{
1
2(δ
µ
αδ
ν
β + δ
ν
αδ
µ
β − ηµνηαβ) if α, β, µ, ν = 1, 2
0 otherwise
Note that (C.1.5) is (C.1.4) with d = 3 4. In other words, under dimensional reduction, a
propagator can be decomposed as a sum of the contributions from each irrep. In this case, we
decompose the propagator as a sum of (C.1.5), which is from the 3d spin-2 and e5µνe5αβ , which
follows from a 3d scalar. There are other contributions from the 3d vector part.
There is some subtlety. This decomposition is for the sum of polarization tensor in the rest
frame, which is not covariant. We can see the difference between (C.1.5) and the covariant
propagator (8.1.4). But after the decomposition, we can covariantize each term.
C.2 Supermultiplet in Randall-Sundrum Background
A 5d massive vector field has the following action,
S =
∫
d5x
√
g
[
−1
4
FMNFMN +
1
2
m2(AM + ∂Mα)(A
M + ∂Mα)
]
,
where we follows the approach in [110] (see e.g. eq.(32) there) to introduce an extra field α.
This α introduces an artificial gauge symmetry. The Lagrangian is (after splitting fields in 4d
4The dimension is a little misleading, note that the α, β = 0 components vanish for this polarization tensors but
that is not the case for the covariant propagator.
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and in the warp direction),
√
gL = −1
4
FµνFµν − 1
2
Aµ∂y(e
−2k|y|∂yAµ) +
1
2
e−2k|y|m2AµAµ
+
1
2
e−2k|y|∂µA5∂µA5 + e−2k|y|(∂y∂µAµ)A5 − 1
2
e−4k|y|m2A25 (C.2.1)
+e−4k|y|m2AM∂Mα+ e−2k|y|m2
[
1
2
∂µα∂
µα− 1
2
e−2k|y|(∂yα)2
]
It turns out that the following gauge fixing term is useful:
−1
2
(∂µA
µ −m2e−2k|y|α− ∂ye−2k|y|A5)2.
After adding this gauge fixing term, we get a new Lagrangian,
√
gLgf = −1
4
FµνFµν − 1
2
Aµ∂y(e
−2k|y|∂yAµ) +
1
2
e−2k|y|m2AµAµ − 1
2
(∂µA
µ)2
+
1
2
e−2k|y|∂µA5∂µA5 − 1
2
e−4k|y|m2A25 −
1
2
(∂ye
−2k|y|A5)2
−2e−4k|y|m2k sgn(y)A5α− 1
2
m4e−4k|y|α2
+e−2k|y|m2
[
1
2
∂µα∂
µα− 1
2
e−2k|y|(∂yα)2
]
(C.2.2)
The mixing terms that have one Aµ and either one of A5, α are removed. But we do need to
separate A5 from α. First of all, let us consider A5. We have the equation of motion,
∂µ∂
µA5 − ∂2ye−2k|y|A5 + 2e−2k|y|m2k sgn(y)α+m2e−2k|y|A5 = 0,
Now let us consider the EoM of α. Note that the derivative ∂4α couples to the gluon in the
same way as A5. The equation of motion of α is
∂µ∂µα+ 2e
−2k|y|k sgn(y)A− e2k|y|∂ye−4k|y|∂yα+m2e−2k|y|α = 0.
These two equations can be combined to give (with A ≡ mα),[
✷− ∂2y + 4k sgn(y)∂y +
(
−4k2 +m2 2km sgn(y)
2km sgn(y) m2
)](
A5
A
)
= 0 (C.2.3)
One can perform the following orthogonal transformation,(
A5
A
)
=
 sgn(y)∆+√1+∆2+ sgn(y)∆−√1+∆2−
− 1√
1+∆2+
1√
1+∆2−
( A+
A−
)
,
where ∆± = km(
√
1 +m2 ± 1). This transformation diagonalize the mass term,[
✷− ∂2y + 4k sgn(y)∂y +
(
m2 − 2km∆+ 0
0 m2 + 2km∆−
)](
A+
A−
)
= 0. (C.2.4)
The field A± can be decomposed in the usual way,
A±(x, y) =
sgn(y)√
πrc
∞∑
n=0
A
(n)
± (x)ξ
(n)
± (y),
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We then have the equations for the mode functions,
− ∂2yξ(n)± + 4k sgn(y)∂yξ(n)± + (m2 ∓ 2km∆±)ξ(n)± = e2k|y|(µ(n)± )2ξ(n)± . (C.2.5)
This can be rewritten in the variable u = 1ke
k|y| as,
u2ξ
(n)
±
′′ − 3uξ(n)± ′ + [(µ(n)± )2u2 − (m2 ∓ 2m∆±)]ξ(n)± = 0.
The solution is
ξ
(n)
± (u) =
1
Nξ±
[
e2k|y|Jν±(µ
(n)
± u) +Ce
2k|y|J−ν±(µ
(n)
± u)
]
,
where ν± =
√
m
2 ∓ 2m∆± + 4 =
√
m
2 + 1∓ 1. The masses µ(n)± can be obtained in a similar
way (as in the case of Bµν) by imposing proper boundary conditions. Let us cheat a little bit
and assume µ(n)+ = µ
(n)
− ≡ µ(n)5 . Now we only have one mass parameter and therefore only
need one boundary condition. So we require the gauge invariant combination A˜5 ≡ A5 + ∂yα
to have Neumann boundary condition. Now we have,
A˜5 =
sgn(y)∆+A+√
1 + ∆2+
− ∂yA+
m
√
1 + ∆2+
+
sgn(y)∆−A−√
1 + ∆2−
+
∂yA−
m
√
1 + ∆2−
=
1√
πrc
∞∑
n=0
A(n)+ (x)e2k|y|Nξ+
(∆+ − 2km )Jν+(µ(n)5 u)− kmµ(n)5 uJν+ ′(µ(n)5 u)√
1 + ∆2+

+A
(n)
− (x)
e2k|y|
Nξ−
(∆− + 2km )Jν−(µ(n)5 u) + kmµ(n)5 uJν− ′(µ(n)5 u)√
1 + ∆2−

=
1√
πrc
∞∑
n=0
 A(n)+ (x)
Nξ+
√
1 + ∆2+
+
A
(n)
− (x)
Nξ−
√
1 + ∆2−
 e3k|y|µ(n)5
m
J√
m
2+1(µ
(n)
5 u). (C.2.6)
(∆+ − 2k
m
)Jν+ −
k
m
µ
(n)
5 uJν+
′ =
k
m
[ν+Jν+ − µ(n)5 uJν+ ′]
=
k
m
µ
(n)
5 uJν++1 =
k
m
µ
(n)
5 uJ
√
m
2+1. (C.2.7)
So one can see the mode functions of A˜5 are described by the same Bessel function as in the
previous version (massivevectorKK3), which is also the same as the Bessel function for Aµ. So
if the boundary condition for Aµ and A˜5 are the same, they are going to have the same mass.
Of course, there could be boundary mass-like terms for both Aµ and A˜5, which change the
boundary condition. The boundary terms in principle can be obtained from the susy invariance
of 5d Lagrangian [102].
First let us give the particle contents and bulk masses for a multiplet containing the massive
spin-2 particle. States in AdS5 can be characterized by three numbers (E0, s+, s−), where
the pair (s+, s−) describes the representation of SU(2) × SU(2) ∼= SO(4). It is essentially
the spin in 5d. We have 8 susy and the total number of states in the 5d graviton multiplet is
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24 × 4 = 64 (assuming the ground state is a 5d vector (12 , 12)). Half of these states are bosonic.
More explicitly, the 32 bosonic states have the following quantum number (E0, s+, s−).
∆+ 2 (
1
2
,
1
2
)
∆ + 1 (
1
2
,
1
2
), (1, 1), (1, 0), (0, 1), (0, 0), (
1
2
,
1
2
)
∆ (
1
2
,
1
2
) (C.2.8)
The state at the lowest level (with E0 = ∆) is the “ground state” vector (12 , 12). Let us denote it
by A1M . Those at the second level, with the weight ∆ + 1 are given by applying a pair of susy
generators on the ground state. Note that the susy generators have the eigenvalue of E0 = 12 .
BMN is at this level too. So is the 5d scalar φ (corresponding to (0, 0)). Similarly, the one at
the top (with E0 = ∆+2) is obtained by stacking 4 susy generators on the ground state. Let us
denote it by A2M .
As we can see, there are 4 different 5d vectors. Let us see which one gives the axion in the
same multiplet as Byy. Under a dimensional reduction to 4d, we have two N = 2 multiplets.
one of them has 5 scalars and 1 vector. The other has a spin-2 (5) 5, 6 vectors (18) and 1 real
scalar. In terms of the unbroken N = 1 susy, the first N = 2 multiplet gives a vector multiplet
and two chiral multiplets. The second N = 2 multiplet gives a graviton multiplet (graviton,
vector), two gravitino multiplets (each with 2 vectors, one of them being either A1µ or A2µ), and
a vector multiplet (1 vector, 1 real scalar). Anyway, the second N = 2 multiplet eventually
only has one real scalar and can not have the axion. Out of the five scalars in the first N = 2
multiplet, one has E0 = ∆+2 and the other has E0 = ∆. The remaining all have E0 = ∆+1.
The real and imaginary part of the complex scalar in the chiral multiplet is related to each other
by two susy generators. So their eigenvalues of E0 are different by 1. We have already known
that φ and Byy have E0 = ∆+ 1. So A5 can either be A25 (with E0 = ∆+ 2) or A15 (E0 = ∆).
The other two 5d vectors (denoted by B1,2M ) at the same level E0 = ∆ + 1 in fact comes from
A1M with a combination of two susy generators which transform as (0, 0). In other words, A15
is going to be transformed into B1,25 . So at least we know the real scalar in the N = 2 graviton
multiplet (the second N = 2 multiplet) is coming from the linear combination of Byy and φ.
The natural guess is that the linear combination of φ and Byy (or maybe either one of them 6)
is in the same multiplet as A15 or A25 while the other combination (orthogonal to the first one)
is in the same multiplet as Bµν . Only one of them couples to the gluons. Another piece of
information we know is that Bµν is in the sameN = 1 multiplet as some vector of the same E0
since they are both created from some gravitino by applying one susy generator.
Now let us consider the mass of A1,25 and φ (or Byy). The point is that the fields for these
states don’t have the same mass [158] [102]. The mass of a vector or a scalar is defined by the
eigenvalue of the Casimir (of the AdS group SO(4, 2)), which is related to (E0, J) by
C2 = E0(E0 − 4) + 2s+(s+ + 1) + 2s−(s− + 1).
5The number of degrees of freedom is included so that one can see this multiplet has 24 bosonic states.
6The best case scenario is a linear combination, which implies φ and Byy have the same mass.
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For A1µ and A15, we have
(C2)vector = ∆(∆− 4) + 3 = m2.
This implies ∆ = 2 +
√
1 +m2 and the mass of φ (with E0 = ∆+ 1 = 3 +
√
1 +m2) is
m2S ≡ (C2)scalar = −2 +m2 + 2
√
m2 + 1.
Now ν =
√
4 +m2S =
√
m2 + 1 + 1. So the mode function for A1µ, A15 is J√m2+1(µu) while
those for φ (and Byy) is J√m2+1+1(µu). As shown in [102] (see eq.(20) and eq.(25) there), for
even fields (even under the parity y → −y), the boundary condition is expressed in the form 7
of,
(
s
2
− r)Jν(µ) + µJν ′(µ) = 0, (C.2.9)
where s depends on the spin of the fields and r depends on the boundary mass term (measured
in k2). On the other hand, for odd field the boundary condition is
Jν(µ) = 0. (C.2.10)
From the property of Bessel function, we know,
νJν(µ)± µJν ′(µ) = µJν∓1(µ).
For φ, s = 4, in order for φ and A15 to have the same mass, we need φ and A15 to behave
differently under the parity. Let us do φ even and A15 odd. This implies r = 1 −
√
m2 + 1.
One can make a similar argument for A25, in this case, r = 3 +
√
m2 + 1. The point is that now
the real and imaginary part of the complex scalar, since they are related by susy transformation,
are going to have different weights E0 and therefore different 5d bulk masses. As a result, the
ν in the Bessel function are different by 1. In order for the KK modes to have the same mass,
different boundary conditions have to be imposed on the two fields A5, and φ. Only when one
of them is odd while the other is even, there is a possibility that the KK masses are the same.
Moreover, boundary mass terms need to be added to make sure the boundary conditions (C.2.9)
(C.2.10) have the same solution.
Similar analysis can be made for Bµν . Since it has the same E0 as the vector in the same
multiplet. Their Bessel function is the the same 8. To get the same mass, one need to impose the
same parity and the same boundary mass term. Btw, if the real partner of the axion is a linear
combination of Byy , then it has the same mass as some vector at this level because they are in
the same vector rep. Although not all vectors have the same boundary mass term (although they
do have the same bulk mass and Bessel function), it is possible that all vectors have the same
mass and therefore Bµν and the axion have the same mass.
Let us try to figure out the boundary mass term for φ, which is a scalar at the level E0 =
∆ + 1. In fact, the boundary mass term can be obtained by generalizing eq.(37) in [102].
7We are a little sloppy here to use a single J to describe both kinds of Bessel functions J and Y . Practically, one
only need to solve the equation below though.
8If the mass parameter for Bµν is the same as that of a scalar at the same level and the Lagrangian Bµν is the
same (i.e., having the same bulk mass) as given in [110].
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(henceforth, all equation numbers without section numbers refer to equations in [102]). Note
that the vector multiplet discussed in eq.(35) is part of the N = 2 multiplet we discussed above.
There is a vector with E0 = ∆, a symplectic Majorana spinor λi (i = 1, 2) 9 with E0 = ∆+ 12 ,
and a scalar with E0 = ∆ + 1. The vector can be identified with A1M and then the scalar is φ.
To be consistent with the notation in [102], let us take ∆ = 32 + c. So the spinor mass of λi
(∆+ 12 ) and the scalar mass are
(m2φ)bulk = c
2 + c− 15
4
, (C.2.11)
m2λi = (C2)spinor +
5
2
= c2. (C.2.12)
The mass term for the spinor is actually (see eq.(35)) mλ1,2 = ±cσ′, where σ′ is defined in (9).
This agrees with eq.(45) and also eq.(37) (the latter only when c = −12 ). According to (45), the
mass term for φ should be
m2φ = c
2 + c− 15
4
+
(
3
2
− c
)
σ′′. (C.2.13)
For later, convenience, let us give the ν that appears in the Bessel function for φ. It is given by
νφ =
√
c2 + c− 15
4
+ 4 = c+
1
2
.
Of course, (45) is for the hyper-multiplet and it is not obvious that it applies for the vector
multiplet. So we still need to derive (C.2.13). To derive the boundary mass term (proportional
to σ′′), one can first replace the last term in eq.(36) by −i(32 − c)σ′φ(σ3)ijηj and mΣ by mφ
(and also Σ by φ). The variation 10 of the kinetic term the spinors in (43), i.e.,
iλ¯iγMDMλ
i + imλλ¯
i(σ3)
ijλj,
gives 11,
K[δλi] = −(3
2
− c)iσ′φ(σ3)ik
[
iλ¯iγM
(
−σ
′
2
γM (σ3)
ijηk
)
+ imλλ¯
i(σ3)
ijηk
]
= −(3
2
− c)iσ′φ(σ3)ik
(
−5
2
− c
)(
iλ¯iσ′(σ3)ijηk
)
= (m2φ)bulk φλ¯
iηi (C.2.14)
This will be canceled by the variation of the mass term of φ, i.e., m2φφ2 (with m2φ given by
(C.2.11)) under δφ = η¯iλi. The modification of the last term in (36) is to compensate the
difference of the mass term from (37).
So far, we haven’t mentioned anything about the boundary mass term. The point is that the
modified term −i(32 − c)σ′φ(σ3)ijηj in δλi, after hit by the derivative ∂y 12, gives a boundary
term (which we ignore previously) that should be canceled by the boundary term of φ. The total
9I believe this is equivalent to a Dirac spinor in 5d.
10We use the modified variation δλi with the replacement mentioned above.
11We will focus on the non-derivative terms.
12This happens when the derivative ∂y in the kinetic terms of λi hits the σ′.
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mass term can be shown to be exactly (C.2.13). One can see from (C.2.9), (8) (definition of b),
that we have
−r + s
2
= c+
1
2
= νφ.
This implies that the boundary condition (C.2.9) for even field (with E0 = ∆+1) exactly agrees
with that (C.2.10) for odd field (with E0 = ∆). In other words, φ (even) and A15 (odd) have the
same KK masses.
However, there is a different problem about the orthonormality of the mode functions. The
inner product of the two mode functions should be
1
πrc
∫ πrc
0
dy e−2k|y|ξ(n)± (µ
(n)
5 u) ξ
(m)
± (µ
(m)
5 u). (C.2.15)
This agrees with the e−2k|y| in the kinetic term of A5 and α (and therefore the kinectic term of
A±) in the Lagrangian (C.2.1). However, the µ(n)5 is obtained by solving equation of the Bessel
function Jν±±1 instead of Jν± . So in general, the modes ξ
(n)
± (µ
(n)
5 u) are not orthogonal to each
other. This appear to be some sort of inconsistency. There is a possible solution. In fact, if one
imposes Z2 odd boundary condition on A˜5, i.e., A˜5(−y) = −A˜5(y), J√m2+1(µ(n)5 u) have to be
vanishing at the boundary. In this case, the modes ξ(n)± (µ
(n)
5 u) are orthogonal and everything is
fine. However, it appears that in order to couple to the gluon, A˜5 has to be even under the Z2
parity. The coupling to the gluon is like
Aµǫ
µνρσγF gνρF
g
σγ ,
where F gνρ is the field strength of the gluon, which is Z2 even. The only way to gain a non-
vanishing coupling (after the integration over y) is to require ǫµνρσγ to be odd. It is not clear
whether one can do that. The parity condition that people generally impose on the metric (see
e.g. [159]) leads to an even ǫµνρσγ .
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