Augmented Reality devices (AR), virtual reality devices (VR), are changing our lives and it is critical to provide intelligent interaction and improve the user's intelligent interactive experience. When artificial intelligence is introduced into Intelligent interaction emotion classification or semantic segmentation and other tasks, it requires professional knowledge to manually label images sample. To address the problem of scarcity of labeled data in emotion classification, an improved classification method based on semisupervised generative adversarial networks (GAN) is proposed in this paper. Firstly, the output layer of the traditional unsupervised GAN is replaced with Softmax layer to obtain the semi-supervised GAN. Secondly, additional labels are defined for generated samples to guiding the training process. Finally, we employ a semi-supervised training strategy to optimize the parameters of GAN and use the trained network to process videos. Experiments on existing public datasets show that our method has a certain improvement in compared with the classic methods based on deep learning, and has a higher recognition efficiency, which is more suitable for dimension emotion recognition of large-scale data.
I. INTRODUCTION
Smart glasses such as Google Glass, HoloLens, and some head-mounted smart devices such as Augmented Reality devices (AR), virtual reality devices (VR), are changing our lives [1] - [3] . VR devices are giving users an immersive experience in a nonphysical world, while smart glasses and AR devices allow users to interact with fictional objects in the real world. We envision that this type of smart device will become the central hub of personal devices and will be used widely by users in the future [4] .
On these devices, it is critical to provide intelligent interaction and improve the user's intelligent interactive experience [5] . A key factor affecting the intelligence level of these wearable devices is the ability to recognize emotions. The
The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Cheng . smart devices can sense the emotional changes of the owner and perform appropriate operations at appropriate time. For example, for smart glasses, AR, and the like which can interact with the real world, by perceiving the user's emotions and the scenes that the user sees at this time, the advertisement design and delivery can be guided. For VR and other immersive devices, user's emotions can also guide the design of game scenes, game plots, and so on.
However, on these smart devices, currently there are no effective emotion recognition methods. The traditional recognition technology relies on the expression of the entire face. However, after wearing such a device, it is difficult to capture a complete facial expression due to the occlusion of the device itself. Some methods try to introduce special hardware to sense the user's emotions, however these methods require additional hardware, also add extra costs, and even such devices cause inconvenience to the user [6] . Therefore, without affecting the user's experience, how to quickly identify the user's emotions and ensure a good accuracy on the existing equipment becomes a problem.
The main ideas and viewpoints of interactive design for traditional intelligent robot include two kinds. One is represented by engineers and technical experts, emphasizing the loading speed and functions and technologies of robot. The other is to promotes artistic beauty, emphasizing artistic effects with visual impact. With the increasing concern for customer needs and experience, and the advent of user experience, the design of the robot interaction has also shifted from focusing on designers to paying more attention to user experience, that is, the user's emotional experience. In the era of experience economy, "user-centered" has become a product design and development trend, so that in the process of product development to focus on and enhance the user experience and enhance customer satisfaction, and emotional computing can help achieve this goal [7] .
Emotion computing is a new field of human-computer interaction. Nowadays, it is generally believed that the future of artificial intelligence will be topics such as entertainment, emotion, aesthetic interest, attention and participation [8] .
It is very important to study the relationship between natural language and emotional information and optimize the calculation process. Preliminary user research shows that computer's emotional ability plays a crucial role in humancomputer interaction. This ability depends not only on emotional expression, but also on detecting the user's emotional state [9] . Emotional interactions have begun to increase in demand in many industries. intelligent robot may be areas in which emotional computing can play a major role. However, How to achieve the high precision emotional perception is one of the main directions of interactive design of intelligent robot [10] .
Speech is an important medium for people to communicate with each other. It is also the most effective, natural and direct way for people to communicate ideas, thoughts and emotions. Emotional information can be transmitted not only through voice signals, but also through human facial expressions and physiological responses [11] . The acoustic expression of language is speech, which contains abundant emotional information. For emotional computing, the emotional information contained in speech is an important information resource in emotional computing. Therefore, collecting the speaker's voice files and analyzing the emotional features contained in the voice signal can enable the robot to accurately judge the speaker's emotional state, which has become an important research direction in the field of speech emotion recognition. Speech emotion recognition is a technology that pretreats the speech signal, extracts the characteristic parameters with emotional tendency, and then analyses and recognizes the characteristic parameters by establishing a good emotional model, so as to determine the speaker's emotional state.
In recent years, Cowie et al. extracted the pitch contour parameters in the speech signal for identification, using three different classification algorithms, namely K-nearest neighbor method, kernel regression method and maximum likelihood Bayesian classification method, and performing speech emotions on four emotions [1] . The model have obtained a recognition rate of up to 68%; literature [12] analyzes 700 short sentences consisting of five emotions (happy, sadness, angry, scared, and natural), extracting four emotional characteristic parameters (speech speed, formant, Base-frequency, and energy), using different algorithms for classification and recognition, and obtaining about 70% recognition rate; Chen et al. divided the speech emotion into positive and negative categories, using linear discriminant classification and kernel regression methods [13] . However, the existing traditional research on the user experience of intelligent robot rarely recognize the enormous effect of emotional computing. Therefore, in order to address these issues based on the existing research status, this paper attempts to use the research results of emotional computing from the perspective of user emotional experience to the intelligent robot. The research of emotional interactions design is conducted to study the basic concepts of emotions and how these concepts are related to various situations in user experience and human-computer interaction research. Finally, the application of emotional computing and the emotional environment in intelligent robot are evaluates the significance of the sentiment calculation as an example design. Emotional classification is to select the appropriate classification algorithm to classify the extracted features. The commonly used classification algorithms mainly include clustering algorithm, K-nearest neighbor, support vector machine and so on [14] - [16] . Traditional feature extraction methods have rigorous theoretical proof, but the implementation is more complex. After feature extraction is completed, complex feature screening is needed. With the development of deep learning, various kinds of deep learning networks are emerging, which brings new ideas for feature extraction and classification. Mumenthaler et al. proposed that convolutional neural networks can deeply learn the intrinsic features for input speech, but their classification performance is not always optimal [17] . As the best classifier in machine learning, support vector machines are good at finding decision hyperplanes with high performance. They proposed a method for emotion recognition which combines convolution neural network with support vector machine. They regarded convolution neural network as an adaptive feature extractor and took the output of the last convolution layer as the input of support vector machine. At that time, they obtained better classification results.
Adversarial training is implemented as an interplay between feature extractor and domain classifier. Literature [18] optimize domain classifier to distinguish the features of speech and images, Besides, it also optimizes feature extractor to generate domain invariant features so as to confuse the domain classifier. With adversarial training literature [13] can promote the feature fusion of emotion state and images, and make network learn a more effective common subspace. It further imposes similarity constraints on the feature extractor, in order to minimize the feature gap of emotion state and images with semantic labels, while maxmizing the distances among different semantic labels. Through the similarity constraints, the underlying semantic structure of data is better preserved when this data is projected into the common subspace [19] , [20] .
Generative adversarial network (GAN) is a prevalent generative model [8] , [12] , [21] . Deep convolutional generative adversarial network based on traditional generative adversarial networks, introduces convolutional neural networks (CNN) into the training for unsupervised learning to improve the effect of generative networks. Conditional generative adversarial network (CGAN) is a conditional model which adds condition extension into GAN [22] . The generative model of conditional-DCGAN is a combination of Deep convolutional generative adversarial network and CLAN, which integrates the feature extraction of convolutional networks and condition auxiliary generative sample for image recognition. Therefore, a novel method for image recognition using deep convolutional generative adversarial networks is proposed in literature [23] . Firstly, the plant image samples were generated by using the generative adversarial networks, and then the image features were extracted by using the convolution neural network in the discriminating network, and the samples produced by the generating network were distinguished. In order to improve the model's understanding of image data distribution, the goal of testing the quality of production samples by constructing convolution neural network was achieved. The experimental results showed that the image generated by this method could effectively improve the recognition accuracy of convolutional neural networks. To address the problem of scarcity of labeled data in emotion classification, an improved classification method based on semi-supervised generative adversarial networks (GAN) is proposed in this paper. Firstly, the output layer of the traditional unsupervised GAN is replaced with Softmax layer to obtain the semi-supervised GAN. Secondly, additional labels are defined for generated samples to guiding the training process. Finally, we employ a semi-supervised training strategy to optimize the parameters of GAN and use the trained network to process videos. Experiments on existing public datasets show that our method has a certain improvement in CCC compared with the classic methods based on deep learning, and has a higher recognition efficiency, which is more suitable for dimension emotion recognition of largescale data.
II. RELATED WORKS A. GENERATIVE ADVERSARIAL NETWORKS
Generative Adversarial Networks (GAN) is an unsupervised generative model based on game theory. The flow chart is shown in FIGURE 1. The model consists of two parts: generator G and discriminator D. Generator G maps random noise z that conforms to a specific distribution (such as Gauss distribution, uniform distribution, etc.) into the object domain to learn the probability distribution P data in real data x and generate samples G(z) that conform to the real data distribution P data (x) as much as possible. Discriminator D judges whether the input sample comes from the real data x or the generated data G(z), and outputs a probability value D(•) belonging to the real data. The training process of GANs is essentially to train discriminator D to maximize the accuracy rate of discrimination between real samples and generated samples, while generator G is trained to minimize. Therefore, the training of generator G and discriminator D is a binary mini-max game problem. The objective functions are written as follows:
On the basis of generative adversarial networks, this paper proposes an expression image classification model based on semi-supervised generative adversarial networks (SSGAN) [24] . On the basis of GANs, this model adds the generated image samples from GAN generator G to the database. It is assumed that for a K-class classification problem, the new generated class y=K+1 is used to label the generated image samples, and the dimension of the output Softmax classifier is extended from K to K+1 accordingly. A semi-supervised training method combining supervised loss function and unsupervised GAN loss function is adopted, which makes a large number of unlabeled sample data assist a small number of labeled sample data to learn, and improves the accuracy of semi-supervised classification. The structure of SSGAN is shown in FIGURE 2.
Firstly, generator G inputs noise vector Z which conforms to a specific distribution (such as Gauss distribution, uniform distribution, etc.) and sends it to generator network G to generate image sample G(z) that fit the real data distribution as much as possible. Then, the generated image sample G(z) and database samples are input to discriminator D together. The database sample includes a small amount of labeled sample data and a large number of unlabeled sample data. The discriminator D consists of multiple convolution layers and full connection layers.
Finally, a normalized relative probability representing different categories is output by Softmax. The convergence of generator G and discriminator D is not good at the initial stage of training. With continuous iterative training, generator G gradually fits the distribution of image samples in the database and generates realistic image samples. At the same time, the classification and discrimination performance of input samples also improved by discriminator D.
III. DI-FCM ALGORITHM
In order to extract deeper features and enhance the stability of model training process, this paper uses the improved Deep Convolutional Generative Adversarial Network structure to constrain and adjust the network structure in generator G and discriminator D so as to enhance the stability of model training process. Specific adjustments are as follows: 1) the discriminator network uses convolution layer instead of the pooling layer, and the generation model uses deconvolution instead of the pooling layer; 2) Batch Norm is used in the discriminant network and the generation network; 3) activation function Tanh is used in the output layer of the generation network, and activation function ReLU is used in the other layers; 4) as for the discriminant model, activation function Leaky ReLU is used in each layer, and function Softmax is used in the last output layer.
Generator G uses a five-layer deconvolution network to up-sample the random noise and generates simulation images of specified size. The network structure are shown in FIGURE 3. Firstly, the 100-dimensional random noise Z which conforms to a specific distribution (such as Gauss distribution, uniform distribution, etc.) is input into the fully connected network and reshaped to a threedimensional tensor; and then the tensor reshaped by the dimension is input into the 5-level deconvolution layer with the size of the convolution kernel being 5 × 5 and the step being 2. After each deconvolution, Batch Norm is performed. In addition to the activation function Tanh used in the final output layer, activation function ReLu is used in other layers. Finally, the tensor (128, 128, 1) of the output layer is output, which is used as generated image samples.
Discriminator D consists of seventeen convolution layers and three fully connected layers in series. In the convolution layer with convolution kernel of 3 × 3, the input image samples are processed by Batch Norm after each convolution, and adopted activation function is function LeakReLu [25] . Unlike the traditional activation function ReLU, LeakReLu retains a small slope in the negative -half axis (it is set as 0.2 in the experiment), which avoids the disappearance of gradient in the training process. Finally, the logic vectors are output through the full connection layer, and the normalized class probability is output through Softmax.
IV. SEMI-SUPERVISED EMOTION CLASSIFICATION BASED ON GAN
Based on the above network structure model, a semisupervised emotion classification algorithm based on GAN model is proposed to solve the problem of scarcity of labeled samples in emotional interaction image classification [26] . The model adjusts the network parameters by the training method combining supervised loss and unsupervised loss. It can improve the learning ability of GAN by feature matching, and improve the accuracy of discriminant image classification in the process of confrontation. When the model converges, the network can classify the signal with emotion. There are three main steps in our proposed emotion interaction recognition.
A. DATA AND PREPROCESSING
This paper uses the facial expression data set, which contains 112,120 facial expression images of 308 individuals. In this experiment, 308 facial expression images are selected as experimental data, including six common facial expressions. Considering the actual situation in automatic classification and recognition, normal facial expressions and other types of facial expressions excepting the six expressions are added. Secondly, in order to ensure the consistency of image input size, the pixels of the images are scaled to 128 × 128, and histogram equalization is used to deal with the fog phenomenon and noise in those images. Finally, the selected data are divided into training set, verification set and test set according to 7:1:2. The training data are divided into labeled sample data and unlabeled sample data, and the amount of labeled sample data is much smaller than that of unlabeled sample data.
B. THE MODEL TRAINING OF SEMI-SUPERVISED GENERATIVE ADVERSARIAL NETWORKS
In semi-supervised generative adversarial networks, for the data problem of class K, the generated image sample of generator G is added to the database image. When the newly generated class y=K+1 is labeled and the discriminator accepts the sample x as input, a K+1 dimensional logical vector is output, and then the class probability is normalized by function Softmax:
where the former K-dimension corresponds to the original K-class, and the last one corresponds to the class ''pseudosample'', i.e. the class of generated image sample. The maximum position of P model corresponds to the predicted category label.
The training process of network is essentially an optimization process of loss function. In discriminator D, each type of input data (labeled data, unlabeled data, generated data), corresponds to each type of loss L label , L unlabel , L gen , and the loss function is defined as follows:
Labeled sample loss: cross entropy loss of real class label distribution and predictive class label:
Unlabeled sample loss: the unlabeled sample is judged as the loss of real sample, i.e. y =K+1:
Generated sample loss: the generated sample is judged as false sample loss, i.e. y=K+1:
where x denotes the sample image sampled from the image database; y denotes the label corresponding to a small number of labeled sample data; x, y ∼ P data denotes the input image x with label y, and is taken from the real data distribution;
x ∼ P data denotes that x is an unlabeled sample and is taken from the real data distribution; x ∼G denotes that x is taken from the generated sample and P model (·|·) is the probability of the prediction class.
In the network loss of discriminator D, for labeled sample loss L label , the training process is equivalent to a supervised learning process of standard K class classification. The network parameters are trained and optimized by minimizing the cross entropy loss between labeled sample data label and model predictive distribution P mod el (y x). For unlabeled sample loss L unlabel , where 1 − P mod el (y = K + 1|x) is the probability of predicted real samples, and the training process maximizes the probability of unlabeled samples being the real samples as far as possible; for the generated sample loss L gen , where P mod el (y = K + 1 x), which means that x is the probability of generated data, and the training process maximizes the probability of being identified as generating samples as much as possible
The training process of discriminator D network is essentially an optimization process for the total loss function. The labeled sample data processes supervised learning, while the unlabeled sample data and generated samples process unsupervised learning similar to GAN. Therefore, the total loss function can be decomposed into standard supervised loss function L supervised and unsupervised loss function L unsupervised . L D = L label +L unlabel +L gen = L sup ervised +L un sup ervised (7) where:
On the one hand, while minimizing the discriminator loss function to obtain better performance discriminator, generator G is needed to be trained to approximate the distribution of real data. Instead of maximizing the probability D (G (z)) of generated samples from real data in the original GAN, the feature matching method [24] which requires the generated data matching with the statistical distribution of real data is defined as follows:
where f (.) is the eigenvalue of the middle layer of the discriminator. In the training process, the result of feature matching is taken as the loss function of generator G. And the generated samples and real samples are matched by minimizing the loss function to realize generator G maximize the distribution of real data. Our proposed model is a combination of supervised loss and unsupervised loss to adjust the parameters of discriminator network, which can further improve the learning ability of the model. Specifically, in semi-supervised training, discriminator D and generator G are alternately iterated to fix one side of G and D and update the weight parameters of the other side. When train discriminant networks, labeled real samples update the network model parameters by minimizing the cross-entropy loss between labeled sample data labels and model predictive probability distribution, while unlabeled real samples and generated samples adjust the network model parameters by using GAN countermeasure training principle. When train the generated network, feature matching is used to make the generated samples fit the real data distribution as much as possible. Our proposed network with semi-supervised classification function is implemented by the above joint training method.
The specific training steps of our proposed model in this paper are described as follows:
Step 1: The random vector Z is generated by random sampling in Gauss distribution, and the random vector is input into generator network G to get the simulated image G(z);
Step 2: The labeled and unlabeled real image X and the simulated image G(z) are input into the discriminator network D in batches, and the normalized probability values D(x) and D(G(z)) are output through Softmax;
Step 3: Fixing the parameters of generator network G if real image x is labeled, then L unlabel is taken as loss function; if real image x is unlabeled, L label is taken as loss function; if input is simulated image, L gen is taken as loss function Gradient descent method Adam is used to adjust the parameters of discriminator network D.
Step 4: Fix the parameters of the discriminator network D, selecting the output of the full connection layer as the middle layer feature, matching the real image X and the simulation image G (z), and adjusting the parameters of the generator network G by using the feature matching;
Step 5: Repeat 1-4 steps until the number of iterations is reached;
Step 6: Input the test sample image into discriminator D and output the image category.
V. EXPERIMENTAL RESULTS AND ANALYSIS A. DATABASE
In order to verify the recognition effect of the model, this paper selected the database provided by the AVEC2016 (International Audio/Visual Emotion Challenge and Workshop) to compare and anlalyze in experiments [27] . The AVEC2016 database is a subset of the Remote Collaboration and Affective Interaction (RECOLA) database. The database provides natural data that is recorded by people who participate in the video conference. The database provides a total of 27 videos with a length of 5 minutes in the training set, verification set and test set. It is marked by 6 French researchers on the two emotional dimensions of arousal and valence, and is marked every 40 milliseconds, ranging from − 1 to 1. Each video is up to 7500 frames, and each frame is labeled with an average of 6 labeling results. The database authorities emphasized the workload of database construction and encouraged researchers using the database to extract features with more reasonable methods.
B. EXPERIMENTAL SETTINGS
In the video feature learning stage, we use the R-square coefficient as the evaluation index of feature learning, which represents the fitting degree of the predicted value and the label value in the regression task by calculating the change of the data [28] . The larger the R-square coefficient is, the higher the degree of representation fitting is, and the better the effect of feature extraction is. The R-square coefficient function is as follows:
where Y actual is the actual emotion of sequence, Y predict is the predicted emotion of sequence, Y mean is the average of the actual emotion in sequences. In the training and testing phase of the our proposed deep adversarial emotion recognition model, we also use the CCC correlation coefficient (Concordance Correlation Coefficient) provided by the database as the evaluation index of emotion recognition. The CCC calculation formula is shown as follows:
where u x and u y are the average of the sentiment predictive value and the real sentiment value in sequences, respectively, and σ x and σ y are the standard deviation of predictive value and the real sentiment value in sequence, respectively. P is the Pearson correlation coefficient between the two sequences, and the formula is as follows:
Since the comparison deep CNN model basically requires 224 × 224 or 299 × 299 for image size, the number of batch training is set to 150. In the generation model, a neural network structure with three-layer convolution and three-layer pooling convolution is used as the context feature learning model. The size of each frame is 24 × 120, and the input is 5 frames information. Therefore, the size of the input spectrum is 120 × 120. The size of the first layer convolution kernel is 2 × 2 and the number of convolution kernel is 8. The size of convolution kernel in the second layer is 3 × 3 and the number of convolution kernel is 16. The size of the third layer convolution kernel is 3 × 3, and the number of convolution kernel is 32. In order to ensure that the output size of the whole emotion learning and the local expression learning feature mapping is the same, zero filling is used in the convolution process to keep the sizes consistent. The maximum pooling size is set to 2 × 2 and the step size is 1.
In the experiment, Adam algorithm is used to optimize the loss function. The learning rate is set to 0.0003, the momentum is set to 0.5, and 64 samples are collected in each batch. The number of iterations and the change of loss function are shown in FIGURE 4 and FIGURE 5 . In Fig.4 , the phenomenon of fluctuation of loss function of discriminator network is more obvious in the early stage of training, and the decline is more smooth in the later stage, but overall, it shows a downward trend. In Figure 5 , the loss function of generator network first decreases rapidly and then rises slowly. The above phenomena show that discriminator network outperforms generator network in the process of two network confrontation.
C. QUANTITATIVE COMPARISON ANALYSIS
In order to verify the performance of semi-supervised generative adversarial network model and image emotion classification task when annotated data is sparse, this paper trains semi-supervised generative adversarial network on a relatively small image data set, and compares our proposed algorithm with VGG19 [17] , ResNet34 [12] , ResNet50 [29] , Inception V3 [30] . This paper defines six kinds of labeled data sets with different sizes, each of which is 25, 50, 100, 250, 500, 1000, 1500, 2000. TABEL 1 shows the average classification accuracy of the four algorithms under different number of labeled samples. FIGURE 6 is a trend curve of the average classification accuracy of different number of labeled samples.
From the above data results, it can be seen that the semi-supervised deep confrontation networks can achieve the same classification performance as CNN only with less labeled data. For example, our proposed model needs only 50 labeled samples per class to achieve an average accuracy of 62.4747%, while VGG19 needs 10025 labeled samples to achieve a comparable classification accuracy. In the case of fewer labeled data, our proposed model improves the classification performance obviously, but with the increase of labeled samples, the improvement of classification performance gradually decreases, but it is better than VGG19 in general.
In the feature learning stage, four kinds of deep convolution neural networks are used to conduct comparative experiments on arousal and valence dimensions respectively. On the aspect of arousal dimension, the R-square coefficients of Inception V3 and ResNet50 are very close to 0.73 with sufficient training. There is almost no difference between them. However, compared with ResNet50, Inception V3 has 24,734,048 network parameters, single epoch training time is 54 seconds, while the epoch training time of ResNet50 is 37 seconds, so ResNet50 is used to learn emotion features on arousal dimension. In valence dimension, the R-square coefficient of ResNet34 is 0.62, and the loss is very close to the lowest VGG19. Moreover, the network structure is simpler than other networks. The single epoch training time is 31s. Therefore, ResNet34 is used to learn emotion features in valence dimension.
As shown in TABLE 2, compared with other methods in current dimension emotion recognition, confrontation model is inferior to the optimal deep result in loss, but correlation coefficient can better reflect the fitting degree of emotion predicted value and real labeled value. It can be seen that the use of deep confrontation model on CCC has exceeded most of the results. The confrontation network constructed on this basis achieves the best performance in CCC. Finally, we optimize the loss and further optimize the performance of CCC. CCC achieves 0.732 and 0.679 in two dimensions, respectively. This shows that the optimized GAN model can extract more effective emotion features from audio and video for fusion.
VI. CONCLUSION
Augmented Reality devices (AR), virtual reality devices (VR), are changing our lives and it is critical to provide intelligent interaction and improve the user's intelligent interactive experience. When artificial intelligence is introduced into Intelligent interaction emotion classification or semantic segmentation and other tasks, it requires professional knowledge to manually label images sample. To address the problem of scarcity of labeled data in emotion classification, an improved classification method based on semi-supervised generative adversarial networks (GAN) is proposed in this paper. Firstly, the output layer of the traditional unsupervised GAN is replaced with Softmax layer to obtain the semisupervised GAN. Secondly, additional labels are defined for generated samples to guiding the training process. Finally, we employ a semi-supervised training strategy to optimize the parameters of GAN and use the trained network to process videos. Experiments on existing public datasets show that our method has a certain improvement in CCC compared with the classic methods based on deep learning, and has a higher recognition efficiency, which is more suitable for dimension emotion recognition of large-scale data. One of the main goals for the future is to build a real-time multimodal emotion recognition system using deep architectures. In a real-time scenario, data from one or more modalities may be absent. We hope to develop models that will continue to perform and successfully recognize emotions even when one or more modalities are absent.
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