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Optimality criteria.
Model and main assumptions. Let U be a random vector which we are interested in and let its components be measured with some random error: where In what follows the same characters are used for random variables and their realizations. The latter ones are usually marked with some subscripts. The low case characters are reserved for the vector components. For instance, U = (q, . . . , ~1 , )~. The matrix C is diagonal and 1 is called a design (of an experiment). Some of its components can be equal zero. 
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Estimation and criteria of optimality. Let Fj(()
for any linear function LTU among all linear estimators o(() such that
The indices u and E indicate variables with respect to which the expectation must be taken. From (1) and (3) it follows that
In (3) and ( 6 ) it was assumed that all pi > 0. If some of weights pi are zeros, Le., some of components of U are not measured, then (3) and (6) are to be replaced by
and To derive (9) from (6) The next step, which is expedient to consider, is to find
The choice of the function Q is discussed in any book on experimental design (c.f. Fedorov (1972) , Pazman (1986) , Pukelsheim (1993)). In this paper we confine ourselves to D-optimality and linear optimality:
where A is a given nonnegative definite matrix.
2 Continuous optimal weights.
Optimization problem (10) can be considered as a particular case of convex design theory. Two specific features of (10) deserve to be mentioned. First, the matrix D(<) in many applications can be relatively large. Unlike most cases in the traditional experimental design, the value of the optimal weights ps depends upon the total number of available observations. If A = I , then the average variance of the prediction is minimized. Selecting we minimize the average variance of prediction of q out of s components.
Numerical construction of c*.
As it has been already mentioned the dimension s of the vector U can be very significant, and, therefore, any numerical procedure for construction of J* must process (and, in particular, to invert) matrices of large sizes. Therefore, it is important to develop algorithms which are based on simple recursions. The following algorithm closely resemble the exchange type algorithms developed in the traditional design theory (c.f. Fedorov (1996), Mitchell (1974)). We describe here only the simplest version of the algorithm for D-criteria.
Let t o have weights poi = biao, where bi are integer and C:==lpoi = 1.
Step (a). Given & find a = arg min Dii (&).
2
Increase the weight pa by at to construct <$.
Step
where Jt is the current set of component with nonzero weights. Subtract at from p d . Call the modified design &+I.
Step (c). If
where y is a small positive constant, then let at+l = 4 2 and process steps (a) and (b) with &+I. Otherwise, use at+1 = at in processing steps (a) and
Theorem 3 The sequence {lD(&)l} converges and
(b) with &+l.
The above result may be proved using the technique developed in convex design theory (c.f. Cook and Fedorov (1995) ). The partitioning rule at step (c) may be replaced by another one:
where 6 is a small positive constant.
To avoid the inversion of large size matrices at every step of the above iterative procedure the following recursions may be used for the forward steps:
where (t = Nat/a2 and C$ = D,iD,j, For the backward steps the sign of (t must be changed.
Example. Let
We computed D-optimal designs for a2W1 = 0.01,O.l and 1. The results (after 100 iterations and 6 = O.OOl), are exhibited exhibited at Fig. 1 and  2 .
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The weights were not rounded up or symmetrized with respect to i = 25, and that is an obvious step in more practical situations.
In this example we used the iterative procedure without any modification. Actually we found that some minor amendments improve the rate of convergence significantly. For instance, instead of proceeding with one step forward -one step backward, one can repeat a few steps forward and then exactly the same number 6f steps backward (to keep Ct=i=lpi = 1). Instead of using the constant y or 6, some slowly diminishing sequences {yt} or {&} do a better job, etc.
Areas of application.
Population sampling. Let components of the vector Uj correspond to some economic or social quantitative characteristic for s different population groups. The subscript j can indicate, for instance, that Uj is a realization of the random vector U corresponding either to the j-th moment of time or to the j-th region. From historical data we can evaluate CovU. Given a total number N of observations we have to define rz = p f N to make the results of survey study most accurate (c.f. Wynn (1982)).
Measurement of traffic intensities. Let the traffic system be described by a graph with s edges. These edges are roads in the conventional traffic problem or Iinks in the communication network problem. What are the optimal fractions rz = p f N of the total number of available observation which must be done (if any) at each i-th edge for the better prediction of traffic intensities Uij on a particular j-th day (hour, minute, ...) ? One can measure traffic intensities, delay times, lengths of queues, etc. (c.f. F'rost and Melamed (1994)).
Sensors allocation. Assume that some pollution or meteorological parameters must be predicted at s various parts of some region. How many sensors out of a total N must be allocated at each subregion or how many repeated observations with one sensor must be done (c.f. Cressie (1991))? If the covariance structure of U is known then we can apply the proposed approach.
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