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HAUSDORFF DIMENSION OF UNIFORMLY NON FLAT
SETS WITH TOPOLOGY
Guy David
Abstract
Let d be an integer, and let E be a nonempty closed subset of Rn.
Assume that E is locally uniformly non flat, in the sense that for
x ∈ E and r > 0 small, E∩B(x, r) never stays ε0r-close to an affine
d-plane. Also suppose that E satisfies locally uniformly some
appropriate d-dimensional topological nondegeneracy condition,
like Semmes’ Condition B. Then the Hausdorff dimension of E is
strictly larger than d. We see this as an application of uniform
rectifiability results on Almgren quasiminimal (restricted) sets.
1. Introduction
Let E be a closed subset in Euclidean space Rn, and let an integer
dimension d < n be given. Suppose that at all scales and locations, E is
both uniformly non flat (relative to that dimension) and satisfies some
d-dimensional topological nondegeneracy condition. We want to show
that the Hausdorff dimension of E is (strictly) larger than d.
A simple instance of this is when d = 1, E is connected, and its
P. Jones numbers are such that βE(x, r) ≥ ε for x ∈ E and 0 < r ≤ 1.
Then C. J. Bishop and P. W. Jones [BJ2] showed that E has Hausdorff
dimension at least d∗, where d∗ > 1 depends only on n and ε.
Here we shall keep the same condition to measure the uniform non-
flatness of E. Call P the set of affine planes of dimension d and set
(1.1) βE(x, r) = inf
P∈P
{
sup
{
r−1 dist(y, P ); y ∈ E ∩ B(x, r)}}
for x ∈ Rn and r > 0. We require the existence of ε0 > 0 and r0 > 0
such that
(1.2) βE(x, r) ≥ ε0 for all x ∈ E and 0 < r ≤ r0.
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Note that using Lp variants of βE(x, r) would only make (1.2) harder
to check, and would thus lead to weaker theorems below. We could
also prove the results below with a bilateral version of βE(x, r). That
is, we could replace (1.2) with the weaker requirement that for every
choice of x ∈ E and 0 < r ≤ r0, we cannot find a plane P such that
dist(y, P ) ≤ ε0r for every y ∈ E ∩ B(x, r) and dist(z, E) ≤ ε0r for
every z ∈ P ∩ B(x, r). The proof would be the same (just replace the
weak geometric lemma by its bilateral version near (6.10)). But this
remark is essentially useless, because with our topological nondegeneracy
condition, the weaker analogue of (1.2) implies (1.2) (with a smaller ε0).
For the topological nondegeneracy condition, there seems to be no
obvious best choice, so we shall present two main ones and a few con-
sequences, and hope that they will turn out to be the right ones. The
general idea, as in [Se2], [DS2], and Section 12 of [DS3], is to re-
quire some property of topological nature (i.e., for instance, invariant
under deformations) that would automatically imply that E is at least
d-dimensional. Connectedness (in dimension d = 1), as in the result of
Bishop and Jones, would be an example. We want to require something
like this at all scales and locations, too.
For our first topological condition, we shall consider deformations of E
in balls B(x, r). These deformations will be given by one-parameter
families of Lipschitz mappings {ϕt}, 0 ≤ t ≤ 1, defined on Rn, with the
following properties:
ϕt(B(x, r)) ⊂ B(x, r) for each t ∈ [0, 1];(1.3)
for each y ∈ Rn, ϕt(y) is a continuous function of t ∈ [0, 1];(1.4)
ϕt(y) = y for t = 0 and for y ∈ Rn \B(x, r);(1.5)
dist(ϕt(y), E) ≤ α0r for t ∈ [0, 1] and y ∈ E ∩ B(x, r),(1.6)
where the constant α0 ∈ (0, 1) is given in advance. Thus we only allow
ourselves to move E∩B(x, r) in a thin tube around E. This is important,
because it may force ϕ1(E) to keep some of the topological properties
of E.
Minor modifications of this are possible. For instance, we may require
that t→ ϕt be a continuous function of t, valued in Lipschitz functions.
We could also have decided to define ϕt only on [E ∩B(x, r)]∪∂B(x, r),
but it would then have been easy to extend it to Rn. Note that in (1.3) we
do not require any bound on the Lipschitz constant of ϕt, and probably
we could even replace the Lipschitz requirement with simple continuity.
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For our first topological condition, we shall require the existence of
two small positive constants η0 and δ0 such that
(1.7) Hd[B(x, (1− η0)r) ∩ ϕ1(E)] ≥ δ0rd
when (1.3)–(1.6) hold. Let us already give the corresponding statement.
Theorem 1.8. For each choice of positive constants ε0, r0, α0, η0,
and δ0, we can find d
∗ > d such that H dim(E) ≥ d∗ whenever E is a
nonempty closed set in Rn such that (1.2) holds and
(1.9) (1.7) holds for all choices of x ∈ E, 0 < r ≤ r0, and of Lipschitz
deformations {ϕt} with the properties (1.3), (1.4), (1.5), and (1.6).
Here H dim(E) denotes the Hausdorff dimension of E. Thus our con-
clusion is that the Hausdorff measureHm(E) is infinite for everym < d∗.
See for instance [Fa] for details about H dim and Hd.
We shall give in Section 2 a few additional comments about our topo-
logical condition (1.7), and in particular check that it is implied by
S. Semmes’ Condition B (a uniform separation property in codimen-
sion 1). However it is a little unpleasant that in (1.7) we require a lower
bound on Hd[B(x, (1 − η0)r) ∩ ϕ1(E)], rather than the more natural
Hd(ϕ1(E ∩ B(x, r))). Since we fear that the difference may cause trou-
ble in potential applications, we shall give a slightly more general, but
also somewhat more technical, version of Theorem 1.8, where we use
approximations of E by small d-dimensional skeletons. See Theorem 3.8
below.
Both theorems are easy to localize. That is, if E satisfies the hypothe-
ses of these theorems for all balls B(x, r) contained in an open set Ω,
then E∩B(y, ρ) also has Hausdorff dimension at least d∗ when y ∈ E∩Ω
and ρ > 0. This will be clear from the proof.
Our proof will be a little indirect; the general idea is the following. We
shall proceed by contradiction, assume that E is not too large, and con-
struct a functional and a minimizer F for this functional. By definition
of the functional and the topological condition, F will have a big inter-
section with a small modification Eρ of E. We shall also check that F is a
quasiminimal set (in the terminology of F. J. Almgren [Al], a restricted
set), then use the local uniform rectifiability estimates from [DS3] to
show that F is very flat in most balls; a contradiction with (1.2) will en-
sue. All this will be in the spirit of Section 12 of [DS3]. See the beginning
of Section 4 for a slightly more precise description of the argument.
Even though the author likes the indirect argument below, he is aware
that there could be much simpler, direct proofs of Theorems 1.8 and 3.8.
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Potential applications for the results of this paper could be lower
bounds on the dimension of limit sets of some groups, as was the case
with the original paper of Bishop and Jones. But the author knows very
little about the subject.
The author wishes to thank Leonid Potyagailo, who asked the question
and told him about the potential applications to limit sets, A. Ancona
for help with the topology in Section 2, and P. W. Jones for interesting
discussions.
2. Condition B and other topological nondegeneracy
conditions
The following condition was introduced by S. Semmes [Se1], in con-
nection with L2-boundedness of singular integral operators on subsets
of Rn. This is a topological condition of codimension 1.
Definition 2.1. Let E be a closed set in Rn. We say that E satisfies
Condition B locally if there are constants α1 > 0 and r0 > 0 such that,
for all choices of x ∈ E and 0 < r ≤ r0, we can find two balls B1 and B2
contained in B(x, r) \ E, of radius α1r, and such that B1 and B2 lie in
different connected components of B(x, r) \E.
We added “locally” because in [Se1] and related works, the property
is assumed to hold for all r < diam(E). Also, we weakened the property a
little, because normally one requires the balls B1 and B2 to be contained
in different connected components of Rn \E.
Lemma 2.2. If the nonempty closed set E satisfies Condition B locally,
then it satisfies the hypothesis (1.9) in Theorem 1.8, with d = n − 1.
Hence, if E also satisfies (1.2) with d = n − 1, then H dim(E) ≥ d∗ >
n− 1, for some d∗ that depends only on n, d, α1, and ε0.
So let E satisfy Condition B locally, and let us prove (1.9); the rest
of the lemma will follow from Theorem 1.8. We shall keep the same r0
and take
(2.3) α0 = η0 = α1/2 and δ0 = 2
−n+1cn−1α
n−1
1 ,
where cn−1 denotes the Lebesgue measure of the unit ball in R
n−1.
Let x ∈ E and 0 < r ≤ r0 be given, and let us apply Condition B. We
get two balls B1 = B(x1, α1r) and B2 = B(x2, α1r), with the properties
stated in Definition 2.1. Set B′j = B(xj , α1r/2) for j = 1, 2.
Next let {ϕt} be a family of Lipschitz functions, with the proper-
ties (1.3)–(1.6). Note that for y ∈ E and 0 ≤ t ≤ 1, (ϕt(y), E) ≤ α0r =
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α1r/2, by (1.6) or (1.5). Thus
(2.4) ϕt(E) never meets B
′
1 ∪ B′2.
Note that ϕt(∂B(x, r)) = ∂B(x, r) does not meet B
′
1 ∪ B′2 either, by
(1.5) and because Bj ⊂ B(x, r). We claim that
(2.5) B′1 and B
′
2 lie in different connected components of
R
n \ ϕ1(E ∪ ∂B(x, r)).
This comes directly from 4.3 on Chapter XVII of [Du, p. 360], (for
instance). The point is that if y1 ∈ B′1 and y2 ∈ B′2, then y1 and y2 lie in
different components of Rn \ [E ∪ ∂B(x, r)] by definition of B1 and B2,
and this stays the same with ϕt(E) for all t, because ϕt(E) never passes
through y1 or y2. The proof uses Borsuk’s theorem on extensions of
maps into spheres, and Brouwer’s theorem that says that the identity
map on the sphere is not nullhomotopic.
Call L the line through the centers x1 and x2, and pi the orthogonal
projection onto the hyperplane P through x1 and perpendicular to L.
Let us check that
(2.6) pi[ϕ1(E) ∩ B(x, r − η0r)] contains P ∩ B′1.
Let ξ ∈ P ∩ B′1 be given, and call Lξ the line through ξ parallel to L.
Then Lξ meets B
′
1 and B
′
2, because pi(B
′
1) = pi(B
′
2) = P ∩B′1. Since B′1
and B′2 lie in different components of R
n \ϕ1(E ∪ ∂B(x, r)), we can find
a point zξ in ϕ1(E∪∂B(x, r))∩Lξ , somewhere between the intersections
of Lξ with B
′
1 and B
′
2. Note that zξ lies in the convex hull of B
′
1 ∪ B′2,
which itself is contained in B(x, r − α1r/2) = B(x, r − η0r). So zξ ∈
ϕ1(E) ∩ B(x, r − η0r), and since pi(zξ) = ξ, we see that ξ ∈ pi[ϕ1(E) ∩
B(x, r − η0r)], as needed for (2.6).
Since pi is Lipschitz with constant 1, (2.6) says that
Hd(ϕ1(E) ∩ B(x, r − η0r)) ≥ Hd(pi[ϕ1(E) ∩ B(x, r − η0r)])
≥ Hd(P ∩ B(x1, α1r/2))
= 2−n+1cn−1α
n−1
1 r
d,
(2.7)
which is exactly (1.7) with δ0 = 2
−n+1cn−1α
n−1
1 .
This completes our proof of (1.9), and Lemma 2.2 follows.
It is reasonably easy to come up with generalizations of Condition B
in higher codimensions, but it is a little harder to guess which one is the
most natural. We shall give such a condition here, more as an example
of what can be done than a final answer to a natural problem. The
following definition is a local version of Definition 3 on [Da, p. 106].
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Definition 2.8. Let E be a closed set in Rn. We say that E ∈ SS(d, n)
locally if there are constants α1 > 0 and r0 > 0 such that, for all choices
of x ∈ E and 0 < r ≤ r0, we can find an affine subspace W of di-
mension n − d and an Euclidean sphere Σ ⊂ W ∩ B(x, r/2) of dimen-
sion n− d− 1, such that
(2.9) dist(Σ, E) ≥ 2α1r
and Σ is linked with E in B(x, r), in the sense that there is no one-
parameter family {ft} of continuous functions on Rn such that
ft(B(x, r)) ⊂ B(x, r) for each t ∈ [0, 1],(2.10)
for each y ∈ Rn, ft(y) is a continuous function of t ∈ [0, 1],(2.11)
ft(y) = y for t = 0 and for y ∈ Rn \B(x, r),(2.12)
dist(ft(y),Σ) ≥ α1r for t ∈ [0, 1] and y ∈ E ∩ B(x, r),(2.13)
and
f1(E ∩ B(x, r)) ⊂ ∂B(x, r).(2.14)
In other words, there is no way to deform E∩B(x, r) inside of B(x, r)
so that it lands on ∂B(x, r), without crossing a small neighborhood of Σ.
When d = n − 1, Σ is composed of two points, and our condition
looks a lot like Condition B, except that instead of saying that the two
centers of the Bj in Condition B lie in different components of R
n \ E,
we say that we cannot deform E past the two points without crossing
them. But here the conditions are equivalent, by Borsuk’s and Brouwer’s
theorems.
In higher codimensions, one could come up with other ways to say
that E is linked with Σ, and it is not clear that they are all equivalent.
The linking condition in Definition 2.8 is probably not the most natural
one (as the case of codimension 1 suggests), but at least we can use it
easily. Also, there are probably a few algebraic ways to make sure that E
and Σ are linked and E ∈ SS(d, n) locally, but this is a slightly different
subject. See Remark 2.24 for a little more about this.
Lemma 2.15. If E is a closed set and E ∈ SS(d, n) locally, then we
can find α0, δ0, and η0 such that (1.7) holds for all choices of x ∈ E,
0 < r ≤ r0, and all families {ϕt} of Lipschitz deformations such that
(1.3), (1.4), (1.5), and (1.6) hold.
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In other words, (1.9) holds. The constants α0, δ0, and η0 depend only
on the constants in SS(d, n); in fact, we can keep the same r0 and take
(2.16) α0 = α1, η0 = 1/2, and δ0 = 2
−dcdα
d
1.
Now Theorem 2.9 says that if E is closed, nonempty, and E ∈ SS(d, n)
and (1.2) holds, then the Hausdorff dimension of E is at least d∗, where
d∗ > d depends only on n, d, α1, and ε0.
Let us prove the lemma. Choose constants as in (2.16). As before, we
start with x ∈ E and 0 < r ≤ r0, Definition 2.8 gives a sphere Σ, and we
want to use it to prove (1.7) for all families {ϕt} of Lipschitz functions
that satisfy (1.3)–(1.6).
So we give ourselves such a family, assume that (1.7) fails, and try
to reach a contradiction. The idea will be to use {ϕt} to find deforma-
tions {ft} that satisfy (2.10)–(2.14).
Note that {ϕt} automatically satisfies (2.10)–(2.12), by (1.3)–(1.5).
Also,
(2.17) dist(ϕt(E),Σ) ≥ dist(E,Σ)− α0r ≥ α0r
by (1.6), (2.9), and because α0 = α1. In particular, (2.13) holds for {ϕt}.
But ϕ1 does not necessarily satisfy (2.14); we only know that (1.7) fails,
i.e., that
(2.18) Hd[ϕ1(E) ∩ B(x, r/2)] < δ0rd = 2−dcdαd1rd,
by (2.16). We have to deform ϕ1(E) some more, to send it to ∂B(x, r).
Call x0 the center of Σ, W
⊥ the affine d-plane through x0 perpendic-
ular to W , and pi the orthogonal projection onto W⊥. Then (2.18) says
that
(2.19) Hd[ϕ1(E) ∩ B(x, r/2)] < Hd(W⊥ ∩ B(x0, α1r/2)).
Hence pi(ϕ1(E) ∩B(x, r/2)) does not contain W⊥ ∩ B(x0, α1r/2).
Let z ∈ W⊥∩B(x0, α1r/2) be such that D = pi−1(z)∩B(x, r/2) does
not meet ϕ1(E). Set U =
{
y ∈ B(x, r); dist(y,Σ) < α1r
}
, and call V
the convex hull of U . Thus V is an α1r-neighborhood of the ball of W
enclosed in Σ.
Also set Dε =
{
y ∈ V ; dist(y,D) < ε}. Since ϕ1(E) is closed and
does not meet D, we can choose ε < α1r/2 so small that Dε does not
meet ϕ1(E).
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Now we can find a continuous deformation {ψt}, 0 ≤ t ≤ 1, such that
ψ0(y) = y everywhere, ψt(y) = y when y ∈ Rn \ V ,
(2.20) ψt(V \ [U ∪Dε]) ⊂ V \ [U ∪Dε] for all t,
and
(2.21) ψ1(V \ [U ∪Dε]) ⊂ ∂V.
Let us just give an idea of the construction. We first define ψ1, and then
we shall take ψt(y) = ty + (1 − t)ψ1(y). We keep ψ1(y) = y on D. For
y ∈ V \Dε, we call y∗ the point of D such that y∗− y is parallel to W⊥,
and then let ψ1(y) be the point of the half line from y
∗ through y that
lies in ∂V . In other words, we move y straight away from D and parallel
to W⊥ until we hit ∂V . For the rest of V , i.e., on V ∩Dε, we interpolate
nicely between the two definitions. The properties (2.20) and (2.21) are
easy to check; the main point for (2.20) is that if y ∈ V \ [U ∪Dε] then
all the points of the half-line from y∗ through y that lie after y also lie
out of U ∪Dε.
We complete our deformation {ψt} by another continuous family {ht},
0 ≤ t ≤ 1, such that ht(y) = y for t = 0 and for y ∈ Rn \ B(x, r),
ht(B(x, r)) ⊂ B(x, r) for all t,
(2.22) ht(B(x, r) \ V ) ⊂ B(x, r) \ V for all t,
and h1(B(x, r) \ V ) ⊂ ∂B(x, r).
This one is very easy to construct, since V is essentially a smaller ball
inside B(x, r); we just need to push the points out to ∂B(x, r).
Our family {ft} is obtained by composing the three families above.
That is, we set ft(y) = ϕ3t(y) for 0 ≤ t ≤ 1/3, then ft(y) = ψ3t−1(ϕ1(y))
for 1/3 < t ≤ 2/3, and finally ft(y) = h3t−2(ψ1(ϕ1(y))) for t > 2/3. The
properties (2.10)–(2.12) are straightforward. Let us check (2.13).
When t ≤ 1/3, (2.13) follows from (2.17). We also get that ϕ1(E) ⊂
R
n \ [U ∪Dε], by definition of U and Dε. Then (2.20) says that ft(E) ⊂
R
n \ [U ∪Dε] for 1/3 < t ≤ 2/3, which proves (2.13) in that case. Also
note that
(2.23) f2/3(E) = ψ1(ϕ1(E)) ⊂ Rn \ V,
by (2.21). Finally, for t > 2/3, ft(E) = h3t−2(ψ1(ϕ1(E))) stays out of V
by (2.22), and hence (2.13) holds.
Our last condition (2.14) holds because f1(E∩B(x, r))=h1(ψ1(ϕ1(E∩
B(x, r))) ⊂ h1(B(x, r) \ V ) ⊂ ∂B(x, r), by (2.23) and (2.22).
By Definition 2.8, such a family {ft} cannot exist; this gives the
desired contradiction and proves Lemma 2.15.
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Remark 2.24. It would be easy to prove the analogue of Lemma 2.15
with a somewhat weaker definition of SS(d, n). First, the Euclidean
sphere Σ could be replaced with a bilipschitz image of such a sphere,
for instance. In [Da] this was hard to do because one wanted to know
that E has “big projection”, and for this one really wanted to show that
the straight projection pi(E ∩ B(x, r/2)) contains W⊥ ∩ B(x0, α1r/2).
The argument was the same as above (for ϕt(y) ≡ y); see below (2.19).
Here we just want to prove (1.7) (or contradict (2.18)), and for this a
bilipschitz image of a sphere is enough. Since the point is merely to
get (1.7), one could probably replace spheres by other objects too.
In fact, we could get (1.7) from various other linking conditions, like
the existence of a homotopically nontrivial mapping from E ∩ B(x, r)
to a sphere Sd. We do not want to try to give a list here, because we
would surely miss the most relevant example. But at least we should say
that (1.7) has a stability property that should makes it pleasant to check.
That is, if we choose δ0 small enough, depending on n, d, and α0, then
either (1.7) holds (for all deformations {ϕt} in B(x, t)), or else we can
even find {ϕt} such that B(x, (1−η0)r)∩ϕ1(E) has Hausdorff dimension
at most d− 1. We can get this by a projection on skeletons, a little bit
like when we will construct f and pi in Section 5. The reader in kindly
invited to consult Subsection 12.2 of [DS3] (called Stability of Sets) for
this; more ideas on topological conditions that may lead to (1.7) can be
found in Subsection 12.3 of [DS3] (Topological Interpretations).
3. Our main technical topological condition
For our main technical topological nondegeneracy condition, we need
to introduce dyadic cubes and skeletons. Let ρ > 0 be a small number;
the reader may think of ρ as a small power of 2, but since we often work
at one scale at a time, this does not really matter. Our set of dyadic
cubes of size ρ is
(3.1) Q(ρ) = {Q = ρ[0, 1]n + ρ `; ` ∈ Zn}.
For each Q ∈ Q(ρ) and each integer m ∈ [0, n], we denote by Sm(Q) the
m-dimensional skeleton of Q. Thus S0(Q) is the set of all vertices of Q,
Sn(Q) is the cube Q itself, and in general Sm(Q) is the union of all the
m-dimensional faces of Q. It will be convenient to replace the closed
set E with
(3.2) Eρ =
⋃
Q∈Q(ρ); Q∩E 6=∅
Sd(Q),
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where d is the same fixed integer as in the introduction. One of the
points is that Eρ has locally finite H
d-measure, while we expect E to be
much larger. And the difference is not so large, because we can deform E
onto a subset of Eρ, at least if H dim(E) < d+ 1. [See Lemma 3.14.]
Our second topological nondegeneracy condition TND is the follow-
ing. We assume that for each choice of a big constant C1 > 0, there are
(small) positive constants r0, α < 1, η, and δ1 such for every choice of
(3.3) x1 ∈ E, 0 < r1 ≤ r0, and 0 < ρ ≤ α r1
2
√
n
(the reader should not pay too much attention to the constant 2
√
n here,
the point is merely to make sure that points of Eρ lie within
α r
2
of E)
such that
(3.4) Hd(Eρ ∩ B(x1, r1)) ≤ C1rd1 ,
there is a ball B(x, r) centered on E and contained in B(x1, r1) such that,
for each one-parameter family {ϕt}0≤t≤1 of Lipschitz functions on Rn
that satisfy (1.3), (1.4), (1.5), and for which
(3.5) dist(ϕt(y), E) ≤ αr1 for t ∈ [0, 1] and y ∈ Eρ ∩ B(x, r),
we have that
(3.6) Hd(ϕ1(Eρ ∩ B(x, r))) ≥ δ1rd1 +Hd(Eρ ∩ Aηr1(x, r)),
where we set
(3.7) Aηr1(x, r) = B(x, r) \B(x, r − ηr1).
When this condition is satisfied, we shall also say that E ∈ TND .
We still have an unpleasant boundary term in (3.6) (namely, Hd(Eρ∩
Aηr1(x, r))), but hopefully it will be easier to control in applications than
the one in Theorem 1.8, in particular because we get some limited control
from the extra condition (3.4).
Also, we get some extra flexibility by allowing our nondegeneracy
condition (3.6) to hold only on some balls B(x, r).
Note that we did not specify officially that r ≥ C−1r1, but since we
can apply (3.6) with ϕt(y) ≡ y, we get that Eρ ∩ B(x, r) 6⊂ Aηr1(x, r),
hence r ≥ ηr1. This is also why we put δ1rd1 (and not δ1rd) in the
right-hand side.
Incidentally, the statement below would still be true if we replaced
the ball B(x, r) with a cube, or some other object that is bilipschitz-
equivalent to a ball (and modified the annulus Aηr1(x, r) accordingly),
but hopefully we shall not need to know this.
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Theorem 3.8. If the nonempty closed set E ⊂ Rn satisfies (1.2) (for
some choice of r0 > 0 and ε0 > 0) and TND, then H dim(E) ≥ d∗ for
some d∗ > d.
As we shall see at the beginning of Section 7, we shall only need to
apply TND with one value of C1, which depends only on n and d, and
then d∗ will depend only on n, d, ε0, and the values of α, η, and δ1 that
we get by applying TND for this choice of C1.
In the rest of this section, we want to show that Theorem 1.8 follows
from Theorem 3.8. Hopefully, this will also convince the reader that
TND is not too difficult to prove. The later sections will be devoted to
the proof of Theorem 3.8.
So let E satisfy the hypotheses of Theorem 1.8, and suppose in addi-
tion that
(3.9) H dim(E) < d+ 1
(otherwise, there is nothing to prove). We want to show that E ∈ TND ,
so we give ourselves a large constant C1, and we try to find positive
constants so that the condition in TND holds. For future reference, let
us announce already that we shall keep the same value for r0 and choose
(3.10) α =
1
2
Min(η0, α0), η = 2
−d−110−1C−11 δ0, and δ1 = 2
−d−1δ0.
Let x1, r1, and ρ be as in (3.3), and assume that H
d(Eρ∩B(x1, r1)) ≤
C1r
d
1 , as in (3.4). We take x = x1 and choose r such that
(3.11) r1/2 ≤ r ≤ 2r1/3
and the mass of Eρ in the thin annulus Aηr1(x, r) = B(x, r)\B(x, r−ηr1)
is very small. More precisely, note that we can find more than (10η)−1
choices or r such that (3.11) holds and the Aηr1(x, r) are disjoint, so we
can pick r such that
Hd(Eρ ∩ Aηr1(x, r)) ≤ 10ηHd(Eρ ∩ B(x1, r1))
≤ 10η C1rd1 ≤ 2−d−1δ0 rd1 ≤ δ1 rd1 ,
(3.12)
by (3.4) and by our choice of η and δ1 in (3.10).
So we picked x ∈ E and r such that B(x, r) ⊂ B(x1, r1). What we
need to do now is take a family {ϕt} of Lipschitz functions on Rn that
satisfies (1.3), (1.4), (1.5), and (3.5), and show that it satisfies (3.6).
By (3.12), it will be enough to check that
(3.13) Hd(ϕ1(Eρ ∩ B(x, r))) ≥ 2δ1rd1 .
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To do so, we want to use {ϕt} to construct a deformation {ft} of E,
and then apply the hypotheses of Theorem 1.8 to {ft}. So it is a good
idea to first deform E into a subset of Eρ.
Call Q1(ρ) the set of cubes Q ∈ Q(ρ) such that Q meets B(x, r),
Q2(ρ) the set of cubes Q ∈ Q(ρ) that meet a cube of Q1(ρ), and set
Dj =
⋃
Q∈Qj(ρ)
Q for j = 1, 2.
Lemma 3.14. There is a Lipschitz function ψ : Rn → Rn such that
ψ(x) = x for x ∈ Rn \D2,(3.15)
ψ(Q) ⊂ Q for Q ∈ Q(ρ),(3.16)
and
ψ(E) ∩Q ⊂ Sd(Q) for Q ∈ Q1(ρ).(3.17)
The construction of ψ is a standard Federer-Flemming argument. We
shall obtain ψ as a composition of various projection mappings onto
skeletons of smaller and smaller dimensions. Let us give a rapid proof
here; the reader may also look at Proposition 3.1 in [DS3], where a
variant of the lemma is proved with more details.
We start with a “projection” pi1 that will send E ∩ D2 into faces of
dimension n− 1. Let us first define pi1 on Q when Q is a cube of Q2(ρ).
Choose a point cQ ∈ int(Q) \ E (which is possible by (3.9)), and decide
already that the restriction of pi1 to [Q ∩ E] ∪ ∂Q will be the radial
projection on ∂Q centered at cQ. That is, pi1(y) is the intersection of ∂Q
with the half line through y that emanates from cQ. Then extend pi1
to Q, so that pi1(Q) ⊂ Q and pi1 is Lipschitz on Q. The Lipschitz
constant may be enormous, if cQ is very close to E, but this does not
matter. Notice that we get a coherent definition of pi1 onD2. Indeed, if Q
and Q′ ∈ Q2(ρ) meet, then both definitions yield pi1(y) = y on Q ∩ Q′,
because Q ∩ Q′ is contained in ∂Q and in ∂Q′. We take pi1(y) = y out
of D2. This is still coherent with our definition of pi1 on D2.
So we constructed a first Lipschitz function pi1 on R
n such that pi1(Q)⊂
Q for Q ∈ Q(ρ) and for which pi1(E) is contained in the union of E∩(Rn\
D2) and of the (n−1)-dimensional faces of the cubes Q, Q ∈ Q2(ρ). Note
also that H dim(pi1(E)) < d+ 1, by (3.9) and because pi1 is Lipschitz.
If d = n − 1, we can take ψ = pi1. Otherwise, we have to continue
the construction. We want to send points of the (n − 1)-dimensional
faces of the cubes Q, Q ∈ Q1(ρ), to the boundary of these faces. Notice
that when we talk about the boundary ∂F and the interior int(F ) of an
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m-dimensional face F , we shall really see F as a m-dimensional object.
Thus ∂F is an union of faces of dimension m− 1.
For each (n − 1)-dimensional face F contained in D1, we choose a
point cF ∈ int(F ) \ pi1(E). Such a point exists because H dim(pi1(E)) <
d+ 1 ≤ n− 1.
We define pi2 first on ∂F ∪ (pi1(E)∩ F ), where we demand that pi2(y)
coincides with the radial projection on ∂F with center cF . Then we ex-
tend this to a Lipschitz function defined on F , and such that pi2(F ) ⊂ F .
We do this on each (n− 1)-face F contained in D1, and this gives a def-
inition of pi2 on
⋃
Q1(ρ)
Sn−1(Q). This definition is coherent, because pi2
is the identity on the intersections of (n− 1)-faces of cubes Q ∈ Q1(ρ).
Then we define pi2 on the (n − 1)-faces F ′ of cubes Q ∈ Q2(ρ) such
that F ′ 6⊂ D1. We set pi2(y) = y on F ′; notice that this is coherent with
our definition on the faces F ⊂ D1, because F ∩ F ′ ⊂ ∂F for such a
combination of faces. This gives a definition of pi2 on all the faces of
dimension n − 1 in D2. We extend this to the whole D2, making sure
that pi2(Q) ⊂ Q for Q ∈ Q2(ρ) and pi2(y) = y on ∂D2. Then we set
pi2(y) = y out of D2, and we get a Lipschitz map pi2 on R
n.
Now pi2 ◦pi1(E) is contained in Rn \D2, plus the interior of the hyper-
faces F of cubesQ ∈ Q2(ρ) such that F 6⊂ D1 (i.e., that are not contained
in a cube of Q1(ρ)), plus the faces of dimension n−2 of cubes Q ∈ Q1(ρ).
This comes from our earlier description of pi1(E), and the fact the we
moved all the points of pi1(E) that lied on a (n − 1)-face F ⊂ D1 to
a boundary ∂F . Also, H dim(pi2 ◦ pi1(E)) ≤ H dim(pi1(E)) < d + 1,
because pi2 is Lipschiz.
If d = n − 2, we can take ψ = pi2 ◦ pi1; see the short justification
below. Otherwise, we still need to project. We look first at faces of
dimension n − 2 of cubes Q ∈ Q1(ρ). For each such face F , we pick a
point cF ∈ int(F ) \ pi2 ◦ pi1(E). Such a point exists, because H dim(pi2 ◦
pi1(E)) < d+1 ≤ n−2. We decide that on ∂F ∪ [pi2 ◦pi1(E)], pi3 coincides
with the radial projection on ∂F with center cF . On the other faces of
dimension n− 2, we set pi3(y) = y (which is coherent).
Then we extend pi3 to the faces of dimension n− 1. When we do this,
we make sure that pi3(F ) ⊂ F for each such face, that pi3(y) = y on
the faces that do not touch D1, and also that the interior of F is sent
to the interior of F . Then we extend pi3 to D2, still making sure that
pi3(Q) ⊂ Q for Q ∈ Q(ρ). Finally we set pi3(y) = y out of D2.
Now pi3 ◦ pi2 ◦ pi1(E) is contained in Rn \D2, plus the interior of the
hyperfaces F of cubes Q ∈ Q2(ρ) such that F 6⊂ D1, plus the faces of
dimension n−3 of cubes Q ∈ Q1(ρ). Indeed, if z ∈ pi2◦pi1(E), then either
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z ∈ Rn\D2 and pi3(z) = z, or z lies in the interior of some hyperface F of
a cube Q ∈ Q2(ρ), with F 6⊂ D1, and then pi3(z) also lies in the interior
of F , or else z lies in a face of dimension n− 2 of a cube Q ∈ Q1(ρ), and
then pi3(z) lies on the boundary of that face.
We continue this procedure until we get to d-dimensional faces. Each
time, we first construct pik on the faces F of dimension n − d + 1 of
cubes Q ∈ Q1(ρ). There we chose a center cF ∈ int(F )\pik−1◦· · ·◦pi1(E),
and decide that for y ∈ ∂F ∪ [pik−1 ◦ · · · ◦ pi1(E)∩ F ], pik(y) is the radial
projection on ∂F of y (with center cF ). We set pik(y) = y on the other
faces of dimension n − d + 1. Then we extend pik to faces F ′ of larger
and larger dimensions, making sure that pik(F
′) ⊂ F ′ for all F ′, and that
pi3(y) = y on the faces that do not touch D1. When we get to hyperfaces,
we also make sure that pik(int(F
′)) ⊂ int(F ′) for the hyperfaces F ′ that
are contained in D2, but not in D1.
Eventually we get to k = n− d, and then pik ◦ · · · ◦pi1(E) is contained
in the union of the d-dimensional faces of cubes Q ∈ Q1(ρ), plus the
interior of some n−1-dimensional faces that are not contained in a cube
of Q1(ρ), plus Rn \ D2. Thus (3.17) holds (for ψ = pik ◦ · · · ◦ pi1), and
the other properties (3.15) and (3.16) are true by construction.
Variants of Lemma 3.14 are often used, where we also require that for
Q ∈ Q(ρ), Hd(ψ(E ∩Q)) ≤ CHd(E ∩Q). Such a control is obtained by
selecting more carefully the points cF in the various faces, with a nice
Fubini argument. But for the moment we do not need such refinements.
Now we use Lemma 3.14 to construct a deformation {ψt} of E ontoEρ.
Set ψt(y) = ty + (1 − t)ψ(y) for 0 ≤ t ≤ 1; this gives a one-parameter
family of Lipschitz functions ψt, which all satisfy (3.15) and (3.16). In
particular,
(3.18) |ψt(y)− y| ≤
√
n ρ for y ∈ Rn and 0 ≤ t ≤ 1.
We may now return to our be a one-parameter family of deforma-
tions {ϕt}0≤t≤1, as in the definition of TND . Define new Lipschitz
mappings ft, 0 ≤ t ≤ 1, on Rn by
(3.19)
{
ft(y) = ψ2t(y) for 0 ≤ t ≤ 1/2,
ft(y) = ϕ2t−1(ψ(y)) for 1/2 ≤ t ≤ 1.
We want to check that {ft} satisfies the conditions (1.3)–(1.6), rela-
tive to the slightly larger ball B = B(x, (1+η0)r). First, each ft is clearly
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Lipschitz. Next, let us check that ft(B) ⊂ B, as in (1.3). Observe that
(3.20) B(x, r) ⊂ D1 ⊂ D2 ⊂ B(x, r + 2
√
n ρ) ⊂ B(x, r + αr1) ⊂ B
by definition of D1 and D2, (3.3), (3.11), and because α ≤ η02 by (3.10).
If y ∈ D2, then ψt(y) ∈ D2 for all t, by (3.16), and so (3.20) says that
fs(y) ∈ B for s ≤ 1/2. If in addition ψ(y) ∈ B(x, r), then ϕt(ψ(y)) ∈
B(x, r), by (1.3) for ϕt, and fs(y) = ϕ2s−1(ψ(y)) ∈ B(x, r) ⊂ B for
s ≥ 1/2, by (3.20). If instead ψ(y) /∈ B(x, r), then (1.5) says that
ϕt(ψ(y)) = ψ(y), so fs(y) = ψ(y) for s ≥ 1/2. Thus fs(y) ∈ D2 ⊂ B, as
for s = 1/2 above. So ft(D2) ⊂ B, and we are left with B \D2. But
(3.21) ψt(y) = y and ft(y) = y for all t when y ∈ Rn \D2,
by (3.15) (for ψt), and then (1.5) (because ψt(y) = y lies out of B(x, r),
by (3.20)). Thus ft(B \D2) ⊂ B too, and ft satisfies (1.3).
Note that (1.4) (the continuity of ft(y) in t) holds because ψ1 = ψ
and ϕ0(y) = y. Also, f0(y) = y because ψ0(y) = y, and ft(y) = y for
y /∈ B, by (3.20) and (3.21). Which takes care of (1.5).
We still need to check (1.6). So let y ∈ E ∩B and 0 ≤ s ≤ 1 be given;
we want to show that
(3.22) dist(fs(y), E) ≤ α0(1 + η0)r.
First,
(3.23) dist(ψt(y), E) ≤ |ψ(y)− y| ≤
√
nρ ≤ 1
2
α r1 ≤ αr ≤ 1
2
α0r
by (3.18), (3.3), (3.11), and (3.10). So (3.22) already holds for 0 ≤ s ≤
1/2.
For s > 1/2 we shall distinguish between cases again. Observe that
(3.24) ψ(y) /∈ B(x, r) when y ∈ Rn \D1,
because y lies in a cube Q ∈ Q(ρ) \ Q1(ρ), and then (3.16) says that
ψ(y) lies in Q, which does not meet B(x, r) because B(x, r) ⊂ int(D1)
(by (3.20) and because B(x, r) is open).
If y ∈ E \ D1 and s ≥ 1/2, (3.24) says that ψ(y) /∈ B(x, r), then
fs(y) = ϕ2s−1(ψ(y)) = ψ(y), by (1.5) for {ϕt}. Then (3.22) follows
from (3.23).
We are left with the case when y ∈ D1 (and s ≥ 1/2). Let us first
check that
(3.25) ψ(y) ∈ Eρ when y ∈ E ∩D1.
Let Q be a cube of Q1(ρ) that contains x. Then ψ(y) ∈ Sd(Q) by (3.17).
Since Q touches E (because x ∈ E), Sd(Q) ⊂ Eρ and (3.25) follows.
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If in addition ψ(y) ∈ B(x, r), we can apply (3.5) for {ϕt} and get
that fs(y) = ϕ2s−1(ψ(y)) lies within αr1 of E. So (3.22) holds in that
case, again because αr1 ≤ α0r. If ψ(y) /∈ B(x, r), then fs(y) = ψ(y)
and (3.22) holds because of (3.23), just like when s ≤ 1/2.
So {ft} satisfies (1.3)–(1.6). Since E satisfies the hypotheses of The-
orem 1.8, the analogue of (1.7) for B(x, (1 + η0)r) holds (because (1 +
η0)r ≤ r0 by (3.3) and (3.11)). That is,
(3.26) Hd[B(x, r) ∩ f1(E)] ≥ Hd[B(x, (1− η0)(1 + η0)r) ∩ f1(E)]
≥ δ0((1 + η0)r)d.
On the other hand, we have already seen that f1(y) lies out of B(x, r)
when y ∈ Rn \D1 (by (3.24) and (1.5) for {ϕt}). So
(3.27) B(x, r) ∩ f1(E) ⊂ f1(E ∩D1) = (ϕ1 ◦ ψ)(E ∩D1) ⊂ ϕ1(Eρ),
where the last inclusion comes from (3.25). Hence
(3.28) Hd(B(x, r) ∩ ϕ1(Eρ)) ≥ δ0rd ≥ 2−drd1δ0 ≥ 2δ1rd1 ,
by (3.26), (3.11), and (3.10). And Hd(ϕ1(B(x, r) ∩ Eρ)) is even larger,
since ϕ1(y) lies out of B(x, r) when y /∈ B(x, r).
This completes our proof of (3.13); as was said before (3.13), we get
that E satisfies TND (as soon as it satisfies (3.9) and the topological con-
dition in Theorem 1.8). Thus Theorem 1.8 follows from Theorem 3.8.
4. A functional on unions of faces
Let E be a closed set that satisfies the hypotheses of Theorem 3.8.
We want to prove that its Hausdorff dimension is at least d∗ > d, and
the main point will be to establish the following lemma.
Lemma 4.1. For every large C1 > 0, we can find α2 > 0 and r0 > 0
such that
(4.2) Hd(Eρ ∩ B(x1, r1)) > C1rd1
for all choices of x1 ∈ E, r1 ∈ (0, r0), and ρ > 0 such that ρ ≤ α2r1.
We shall see in Section 7 that Theorem 3.8 is relatively easy and
straightforward once we prove the lemma. And in fact it would be enough
to prove the lemma for some (large) C1 that can be computed from the
dimension.
Our strategy for proving the lemma (which will keep us busy in Sec-
tions 4–6) will be to assume that (4.2) fails (so that (3.4) holds) and pro-
duce a contradiction. For this we shall use (3.4) and TND to construct
an Ahlfors-regular, uniformly rectifiable set F ∗ with a big intersection
Hausdorff Dimension of Non Flat Sets 203
with Eρ. The contradiction will then come from the fact that F
∗ is
fairly flat at most scales and locations (by uniform rectifiability), while
our assumption (1.2) says that E (and hence Eρ, at least at scales larger
than ρ) is never flat.
To find F ∗, we shall minimize a functional like J(F ) = Hd(F ∩Eρ)+
MHd(F \Eρ), where M is a large constant, and among sets F that are
a finite union F ∗ of d-dimensional faces of cubes, plus a set of lower
dimension F \ F ∗, and that can be obtained from Eρ by deformations
like the {ϕt} in the definition of TND . The point of taking finite unions
of faces is that the existence of a minimizer F will be essentially trivial.
Our hypothesis TND will be used to find a ball B(x, r) ⊂ B(x1, r1)
where to define the functional, and then prove that Hd(F ) is never too
small (by (3.6)). Then, if M is large enough (compared to δ−11 ), we will
get that Hd(F ∗ ∩ Eρ) = Hd(F ∩ Eρ) is not too small either (because
Hd(F \Eρ) is very small).
To show that F ∗ is Ahlfors-regular and uniformly rectifiable, we shall
prove that F is a quasiminimal set (with the terminology of Almgren, a
restricted set) in some open set, and then use the main result in [DS3].
The quasiminimality constant, and then the Ahlfors-regularity and uni-
form rectifiability constants will depend on M , hence essentially all the
constants at hand (except α2), but we shall still be able to get a contra-
diction at some scale larger than ρ, if ρ/r1 (or equivalently α2) is small
enough.
A good part of the argument below is quite similar to parts of [DS3,
Section 12], but with small differences that seem to make it hard to
import the results of [DS3] directly. So we shall repeat some of the
arguments here, mainly for the convenience of the reader.
We start with the preparation of an appropriate domain and the def-
inition of a functional. Since we are given C1 > 0, we get other con-
stants r0, α, η and δ1 from TND . Let
(4.3) x1 ∈ E, 0 < r1 < r0, and 0 < ρ ≤ α2 r1
be given, as in the statement of Lemma 4.1, and where α2 will be chosen
near the end of the argument. We suppose that (4.2) fails (or equivalently
that (3.4) holds) and we want a contradiction.
By TND , we can find x ∈ E and r > 0 such that B(x, r) ⊂ B(x1, r1)
and (3.6) holds for all the appropriate deformations {ϕt}.
We want to define a domain V ⊂ B(x, r) where things will really
happen. Since we shall work with lots of slightly different security balls
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slightly smaller than B(x, r), it will be convenient to set
(4.4) Bj = B
(
x, r − ηr1 + jηr1
10
)
for 0 ≤ j ≤ 10.
Recall that ηr1 ≤ r (because (3.6) holds for the identity mapping, see
the comment a little below (3.7)). So there is no difficulty with the
definitions in (4.4). Also observe that B0 ⊂ · · · ⊂ B10, and that the
annulus from (3.7) is
(4.5) Aηr1(x, r) = B(x, r) \B0 = B10 \B0.
Things will be easier if the domain V is composed of (multiples) of
dyadic cubes. First choose a number L such that
(4.6)
1
200
Min(η, α)r1 ≤
√
nL ≤ 1
100
Min(η, α)r1,
and such that ρ−1L is a power of 2. Call Q(L) the set of “dyadic cubes”
of sidelength L, as in (3.1). Set
QD =
{
Q ∈ Q(L); Q ∩ B6 6= ∅
}
,(4.7)
QV =
{
Q ∈ QD ; dist(Q,E) ≤ αr1
2
}
,(4.8)
D =
⋃
Q∈QD
Q, and V =
⋃
Q∈QV
Q.(4.9)
Notice that diam(Q) =
√
nL ≤ 100−1 Min(η, α)r1 for Q ∈ Q(L),
by (4.6), so
(4.10) B6 ⊂ D ⊂ B7 ⊂ B(x, r),
and also
(4.11) dist(y, E) ≤ αr1
2
+
√
nL < αr1 for y ∈ V.
Let us already decide that we shall take α2 < (200
√
n)−1 Min(η, α),
to make sure that in the following construction,
(4.12) ρ ≤ L
by (4.6). Note that each cube of Q(ρ) is neatly contained in a cube
of Q(L), because ρ−1L is a power of 2. We shall work for a long time
with a given ρ, but it will be important to make sure that our various
constants do not depend on ρ (or α2), because our final contradiction
will require ρ to be small enough compared to r1.
Consider the class F0 of closed subsets of D that are a (finite) union of
d-dimensional faces of cubes Q ∈ Q(ρ), plus perhaps a set of Hausdorff
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dimension ≤ d− 1. For F ∈ F0, denote by F ∗ the union of the faces of
dimension d (of cubes in Q(ρ)) that are contained in F . Thus
(4.13) F ∗ ⊂ F and H dim(F \ F ∗) ≤ d− 1.
We are mostly interested in the subclass F of the sets F ∈ F0 that
can be written
(4.14) F = ϕ1(Eρ ∩D),
where {ϕt}, 0 ≤ t ≤ 1, is a family of Lipschitz mapping on Rn such that
ϕt(D) ⊂ D for all t,(4.15)
ϕt(y) is a continuous function of t for every y ∈ Rn,(4.16)
ϕt(y) = y for t = 0 and for y ∈ Rn \D,(4.17)
dist(ϕt(y), E) < αr1 for y ∈ Eρ ∩D and 0 ≤ t ≤ 1,(4.18)
and even
ϕ1(y) ∈ V for y ∈ Eρ ∩D.(4.19)
Note that even though the set F ∗\F has a lower Hausdorff dimension,
it may play an important role in the description above. That is, (4.14)
gives a representation of F as a deformation of Eρ ∩ D, but we do not
necessarily have a similar representation of F ∗, because for instance we
cannot always deform F onto F ∗.
Let us check that F is not empty, and that
(4.20) Eρ ∩D ∈ F .
The point is that we can take the trivial deformation ϕt(y) = y in (4.15)–
(4.19). Of course only (4.18) and (4.19) need to be checked. But
(4.21) dist(y, E) ≤ √nρ ≤ √nL ≤ 100−1αr1 for y ∈ Eρ,
by definition of Eρ, (4.12) and (4.6). Hence
(4.22) Eρ ∩D = Eρ ∩ V,
by (4.8). So(4.18) and (4.19) hold, ϕt(y) = y satisfies the required
conditions, and Eρ ∩D ∈ F (because it is a union of d-dimensional faces
of cubes from Q(ρ)).
Let us use TND . Each family {ϕt} as in (4.15)–(4.19) satisfies (1.3),
(1.4), and (1.5), because D ⊂ B(x, r) (by (4.10)). Let us check that it
also satisfies (3.5), i.e., that dist(ϕt(y), E) ≤ αr1 for y ∈ Eρ ∩ B(x, r)
and t ∈ [0, 1]. If y lies out of D, then ϕt(y) = y, hence ϕt(y) ∈ Eρ and
the result follows from (4.21). Otherwise, we can simply apply (4.18).
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So (3.5) holds, we can apply TND , and (3.6) says that
(4.23) Hd(ϕ1(Eρ ∩ B(x, r))) ≥ δ1rd1 +Hd(Eρ ∩ Aηr1(x, r)).
Set H = Eρ ∩ [B(x, r) \ D] for a few lines. Then ϕ1(Eρ ∩ B(x, r)) =
ϕ1(Eρ ∩ D) ∪ ϕ1(H) (because D ⊂ B(x, r), see (4.10)), and this union
is disjoint because ϕ1(D) ⊂ D and ϕ1(y) = y /∈ D when y lies out of D.
Moreover, ϕ1(H) = H (because ϕ1(y) = y on H), so the left-hand side
of (4.23) is Hd(ϕ1(Eρ ∩D)) +Hd(H). Also,
(4.24) H = Eρ ∩ [B(x, r) \D] ⊂ Eρ ∩ [B(x, r) \B6] ⊂ Eρ ∩ Aηr1(x, r)
by (4.10) and (4.5) (or the definition (3.7)). So we can subtract Hd(H)
from both sides of (4.23), and we get that
(4.25) Hd(ϕ1(Eρ ∩D)) ≥ δ1rd1 +Hd(Eρ ∩ Aηr1(x, r) ∩D).
This holds for every family {ϕt} such that (4.15)–(4.19) hold. When we
restrict to families where F = ϕ1(Eρ ∩D) ∈ F0 as in (4.14), we get that
(4.26) Hd(F ) = Hd(ϕ1(Eρ ∩D))
≥ δ1rd1 +Hd(Eρ ∩ Aηr1(x, r) ∩D) for F ∈ F .
Set M =
2C1
δ1
, with C1 as in (4.2) and (3.4), and define a functional
on F by
(4.27) J(F ) = Hd(F ∩ Eρ) +MHd(F \Eρ) for F ∈ F .
Note that J(F ) = Hd(F ∗ ∩ Eρ) + MHd(F ∗ \ Eρ), where F ∗ still
denotes the finite union of d-faces that satisfies (4.13). Since F 6= ∅
(by (4.20)) and there is only a finite number of possible sets F ∗, we can
find a minimizer F , i.e., a set F ∈ F such that
(4.28) J(F ) = inf
{
J(F ′); F ′ ∈ F}.
Recall from (4.20) that F ′ = Eρ ∩D ∈ F . Hence
(4.29) J(F ) ≤ J(Eρ ∩D) = Hd(Eρ ∩D) ≤ Hd(Eρ ∩ B(x, r)) ≤ C1rd1 ,
by (4.10) and because we assumed that (4.2) does not hold (to get a
contradiction). Then
(4.30) Hd(F \Eρ) ≤M−1J(F ) ≤ δ1
2C1
C1r
d
1 =
δ1 r
d
1
2
by (4.27), (4.29), and our definition of M . Now (4.26) yields
(4.31) Hd(F ∩ Eρ) ≥ Hd(F )−Hd(F \Eρ)
≥ δ1rd1/2 +Hd(Eρ ∩ Aηr1(x, r) ∩D).
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Thus F has a fairly big intersection with Eρ. It will be useful to have
a lower bound on the size of the part of F ∩ Eρ that lies in B0 =
B(x, r − ηr1) (recall the notation (4.4)), because it will be easier to
show that F ∗ is regular there. Note that F ∩Eρ is the disjoint union of
F ∩Eρ ∩B0 and F ∩Eρ \B0. Recall that F ⊂ D ⊂ B(x, r) by definition
of F0 and (4.10), so F ∩Eρ \B0 ⊂ Eρ ∩Aηr1(x, r) ∩D, by (4.5). So we
may subtract Hd(F ∩Eρ \B0) from both sides of (4.31) and we get that
(4.32) Hd(F ∩ Eρ ∩ B0) ≥ δ1rd1/2.
Our next goal is to show that F ∗ is locally uniformly rectifiable in B0
because F is a minimizer for some nice functional. This will be used
to produce lots of balls where F (and hence Eρ) are very flat, and a
contradiction with (1.2) will ensue.
5. Almgren quasiminimality of F
Let F be the minimizer for J introduced in the last section, and set
(5.1) B2 = B
(
x, r − 8η r1
10
)
(as in (4.4)). The goal of this section is to show that
(5.2) S = F ∩B2 is a (B2, k, δ)-quasiminimizer for Hd,
where k is a constant that depends on C1 and δ1 (in fact, k = CM =
2CC1δ
−1
1 for some geometric constant C),
(5.3) δ = 4−n−1L,
and the notion of quasiminimizer forHd is the same as in [DS3] and [Al],
and will be explained soon. See [DS3, pp. 7–8], for the official definition
that we shall use.
What does (5.2) mean? First, S should be closed in B2 and non empty
(Condition (1.1) in [DS3]). This comes from (4.14) and (4.32) respec-
tively. Next, Hd(S) should be locally finite (Condition (1.2) in [DS3]),
which is obvious because Hd(F ) ≤ J(F ) < +∞. And then S should
satisfy (1.8) in [DS3].
For this, we give ourselves a Lipschitz function ψ : Rn → Rn and
that satisfies the conditions (1.5)–(1.7) in [DS3]. In particular, (1.5)
and (1.6) says that if we set
(5.4) W =
{
z ∈ Rn; ψ(z) 6= z},
then
(5.5) diam(W ∪ ψ(W )) < δ
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and
(5.6) W ∪ ψ(W ) b B2,
i.e., dist(W ∪ ψ(W ),Rn \ B2) > 0. The condition (1.7) in [DS3] says
that there is a homotopy from the identity to f , with conditions like (5.5)
and (5.6), but we shall not need it. We need to show that under these
conditions,
(5.7) Hd(S ∩W ) ≤ kHd(ψ(S ∩W )).
Our strategy for proving this is to use ψ to construct a competi-
tor F1 ∈ F , and then deduce (5.7) from the minimality of J(F ). Of
course we cannot take F1 = ψ(F ) directly, because it probably does not
lie in F , so we shall have to modify it in two ways.
First, it could be that ψ(F ) gets out of V , which would be bad because
of our constraint (4.19) on deformations. To fix this problem, we shall
construct a Lipschitz retraction onto V , and use it to push back ψ(F )
inside V .
But also, ψ(F ) is not necessarily a finite union of d-faces, plus a set
of lower dimension, so we shall need to project it onto d-dimensional
skeletons (a little like in Lemma 3.14).
We start with the Lipschitz retraction.
Lemma 5.8. If V is a finite union of (closed) dyadic cubes of side-
length L, there is 4n-Lipschitz function h defined on
(5.9) V+ =
{
y ∈ Rn; dist(y, V ) ≤ L
4
}
,
and such that
h(V+) ⊂ V,(5.10)
h(y) = y for y ∈ V,(5.11)
and
|h(y)− y| ≤ √nL for y ∈ V+.(5.12)
The statement is not exactly the same as in Lemma 12.2 in [DS3],
but the proof will be the same. We shall get h as a composition of a few
mappings gj .
Set g1(y) = y on V . Call Q+ the collection of cubes Q ∈ Q(L) that
touch V but are not contained in it. Thus
(5.13) V+ \ V ⊂
⋃
Q∈Q+
Q ∩ V+.
Hausdorff Dimension of Non Flat Sets 209
Call cQ the center of Q ∈ Q+. Then dist(cQ, V+) ≥ dist(cQ, V )−L/4 ≥
L/4. We define g1 on Q ∩ V+ to be the radial projection on ∂Q with
center cQ (as defined in the proof of Lemma 3.14). Note that g1(y) = y
on ∂Q, so our different definitions coincide (on intersections of cubes).
Observe also that g1 is 4-Lipschitz on V+, because each cQ if far from V+.
Finally, we claim that
(5.14) dist(g1(y), V ) ≤ dist(y, V ) ≤ 4−1L for y ∈ V+.
This is trivial when y ∈ V . Then let y ∈ V+ \ V be given, let Q ∈ Q+
contain y, and let z be a point of V such that |z − y| = dist(y, V ).
Also call Qz a cube of V that contains z. Then Qz touches Q (because
otherwise it would be too far), and even z ∈ Q ∩ Qz (by inspection).
Note that cQ lies further from T = Q∩Qz than y. Then dist(g1(y), Q) ≤
dist(g1(y), T ) ≤ dist(y, T ) ≤ |z − y| = dist(y, V ), as needed for (5.14).
Now (5.14) yields
(5.15) g1(V+) ⊂ V ∪
⋃
Q∈Q+
[Sn−1(Q) ∩ V+].
We set g2(y) = y on V . For each (d − 1)-face T of a cube Q ∈ Q+
such that T is not already contained in V , we decide that for y ∈ T ∩V+,
g2(y) is the radial projection of y on ∂T (centered at the center of T ).
This definition is coherent, because T only meets different faces or V
along ∂T , where g2 is the identity. Note that we do not need to extend g2,
because it is already defined on g1(V+), by (5.15). Also, g2 is 4-Lipschitz,
again because y ∈ V+ is never close to the center of T .
As before, dist(g2(y), V ) ≤ dist(y, V ) ≤ 4−1L for y ∈ T ∩ V+, and
hence g2(y) ∈ Sn−2(T ) ∩ V+. Thus
(5.16) g2 ◦ g1(V+) ⊂ V ∪
⋃
Q∈Q+
[Sn−2(Q) ∩ V+].
We can define g3 on V and on the sets T ∩ V+, where T is a (n− 2)-
dimensional face of some cube Q ∈ Q+ and is not contained in V , as we
did before.
After a few iterations, we get a 4n-Lipschitz mapping h = g1 ◦ · · · ◦ gn
that sends V+ to V , plus the intersection of V+ with a set of vertices.
But only the vertices of V can lie in V +, so h(V+) ⊂ V , as in (5.10). We
have that h(y) = y for y ∈ V because all the gj fix points of V , and our
last condition (5.12) holds because gj(Q) ⊂ Q for each Q ∈ Q(L) and
each j, so that if we start from y in some cube Q ∈ Q(L), h(y) lies in
the same Q.
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We may now return to the Lipschitz mapping ψ of the beginning of
this section. Recall from (4.14) and (4.19) that
(5.17) F = ϕ1(Eρ ∩D) ⊂ V,
for some family {ϕt} that satisfies (4.15)–(4.19). Notice that if ψ(y) 6= y,
then y ∈ W (by (5.4)), and then |ψ(y) − y| ≤ diam(W ∪ ψ(W )) < δ
by (5.5). Hence
(5.18) |ψ(y)− y| ≤ δ = 4−n−1L for y ∈ Rn,
by (5.3). By (5.17) and (5.18), ψ(y) ∈ V+ (and hence h(ψ(y)) is defined)
for y ∈ F . Set
(5.19) F1 = ψ(F ) and F2 = h(F1).
Thus F2 ⊂ V . We still need to project it back on d-dimensional
skeletons. For this part of the construction, we shall work on cubes of
sidelength ρ. Some additional notation will be useful. Call Sd ⊂ Rn
the union of all the d-dimensional faces of cubes Q ∈ Q(ρ). With the
notations of the beginning of Section 3,
(5.20) Sd =
⋃
Q∈Q(ρ)
Sd(Q).
For A ⊂ Rn, call N (A) the union of all the cubes Q ∈ Q(ρ) which meet
a cube of Q(ρ) which meets A.
Let W be as in (5.4), and set
(5.21) X = h(ψ(F ∩W )).
This is the part that we may need to project back onto Sd. Indeed
(5.22) h(ψ(y)) = ψ(y) = y for y ∈ F \W,
by (5.4), (5.17), and (5.11), so h(ψ(F \W )) = F \W . Except for a set
of lower dimension, this set is contained in F ∗, which itself is contained
in Sd by definition of F0.
We may now apply Lemma 11.14 on [DS3, p. 90] to X . The notations
are almost the same, except that ρ is called 2−j there, and what we call
N (A) here is denoted byNj(A) there. We get the existence of a Lipschitz
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function f on Rn such that
f(z) = z out of N (X),(5.23)
f(z) = z for z ∈ Sd,(5.24)
f(X) ⊂ Sd,(5.25)
f(Q) ⊂ Q for Q ∈ Q(ρ),(5.26)
and
Hd(f(X ∩Q \ Sd)) ≤ CHd(X ∩Q \ Sd) for every Q ∈ Q(ρ).(5.27)
The proof of Lemma 11.14 in [DS3] is similar to the proof of Lem-
ma 3.14 above, except that we also need (5.27) now. As was alluded to
above, this can be obtained by choosing the centers cF in the various
faces more carefully, so that their average distance to the points of the
current image of X is not too small.
Set F3 = f(F2) = f(h(ψ(F ))), and let us already check that
(5.28) H dim(F3 \ Sd) ≤ d− 1.
We already know from (5.22) that h(ψ(F ∗ \W )) = F ∗ \W ⊂ Sd, be-
cause F ∗ ⊂ Sd by definition of F0. Then f(h(ψ(F ∗ \W ))) ⊂ Sd too,
by (5.24). Since f(h(ψ(F ∗∩W ))) ⊂ f(X) ⊂ Sd by definition (5.21) of X
and by (5.25), we are left with f(h(ψ(F \ F ∗))), which has Hausdorff
dimension at most d− 1 by (4.13) and because f ◦ h ◦ ψ is Lipschitz.
Now (5.28) does not exactly say that F3 ∈ F0, because F3 ∩ Sd is
not necessarily an exact union of full d-faces. To fix this, we need to
compose with yet another function pi.
Call A the set of d-dimensional faces of cubes in Q(ρ) that meet F3
on a set of dimension > d − 1 but are not contained in F3. For T ∈ A,
choose an origin cT ∈ int(T ) \F3. Such a point exists by definition of A,
and dist(cT , F3) > 0 because F3 is closed. For z ∈ F3 ∩ T , we let pi(z)
be the radial projection on ∂T with center cT . Then we extend this
definition to T , so that pi is Lipschitz on T , pi(T ) ⊂ T , and pi(z) = z
on ∂T . We do this for each T ∈ A, then set pi(z) = z on the rest of Sd,
and then extend pi to Rn so that it stays Lipschitz,
(5.29) pi(Q) ⊂ Q for every Q ∈ Q(ρ),
and that
(5.30) pi(z) = z on the cubes that do not touch a face T ∈ A.
The details are the same as in the previous similar constructions.
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Our next middle-term goal is to show that
(5.31) F4 = pi(F3) = pi ◦ f ◦ h ◦ ψ(F )
lies in the set F of competitors for J .
By definition of pi, pi(F3) is now an exact union of d-faces (precisely,
the faces of Sd that were contained in F3), plus perhaps a set of dimen-
sion ≤ d − 1 coming from the almost-empty faces, and the boundaries
of faces T ∈ A where we used pi to project. And the remaining piece
pi(F3 \ Sd) is still at most (d− 1)-dimensional, by (5.28). So we shall get
that F4 ∈ F0 as soon as we check that F4 ⊂ D.
Recall that F2 = h(F1) ⊂ V , by (5.19) and (5.10). Since the map-
pings f and pi preserve cubes of Q(ρ) (by (5.26) and (5.29)), F4 =
pi(f(F2)) ⊂ V ⊂ D (by (4.8) and (4.9)), and
(5.32) F4 ∈ F0.
The verification that F4 ∈ F will take some time, because we need
to construct a family of Lipschitz functions as in (4.14)–(4.19). The
following function g, which we first define on V , will be useful. Set
(5.33) g(z) = pi ◦ f ◦ h ◦ ψ(z) for z ∈ V.
The definition makes sense, because if z ∈ V , then dist(ψ(z), V ) <
4−nL by (5.18), and then h(ψ(z)) is defined and lies in V , by (5.9)
and (5.10). Then g(z) is well defined, because f and pi are defined
everywhere. Note that in addition
(5.34) g(z) ∈ V ⊂ D for z ∈ V,
because f and pi preserve cubes of Q(ρ), and V ⊂ D by definition
(see (4.8) and (4.9)).
We want to see how much g moves points. First observe that
(5.35) h(ψ(z)) = ψ(z) = z for z ∈ V \B2,
by (5.4), (5.6), and (5.11). Even when z ∈ B2 we can still say something,
since
(5.36) |h(ψ(z))− z| ≤ |h(ψ(z))− ψ(z)|+ |ψ(z)− z|
≤ √nL+ 4−n−1L ≤ 2√nL for z ∈ V,
by (5.12) and (5.18).
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Next we look at f and the set N (X) where it may move points. Recall
from (5.21) that X = h(ψ(F ∩W )), which is defined because F ⊂ V
(by (5.17)). Also recall from (5.4) that ψ(W ) ⊂ B2, so
(5.37) dist(h(ψ(z)), B2) ≤ |h(ψ(z))− ψ(z)| ≤
√
nL for z ∈ F ∩W,
by (5.12) again. In other words, dist(y,B2) ≤ √nL for y ∈ X .
By definition, every point of N (X) lies within 2√n ρ of X , hence
within 3
√
nL of B2 (by (4.12)). Since 3
√
nL < ηr1/30 by (4.6), we get
that
(5.38) N (X) ⊂ B3.
Recall from (5.23) that f(z) = z out of N (X). Then
(5.39) f(h(ψ(z))) = h(ψ(z)) = ψ(z) = z for z ∈ V \B3,
by (5.35), and (5.38).
Now we consider pi. Recall from (5.30) that pi(z) = z unless z ∈ Q for
a cube Q ∈ Q(ρ) that touches a face T ∈ A. Let us check that
(5.40) dist(T,B3) ≤ ηr1
30
for T ∈ A.
Let T ∈ A be given, and first assume that T ⊂ F . Since T is not
contained in F3 = f(h(ψ(F ))), it must contain some point z ∈ F such
that f(h(ψ(z))) 6= z. Since z ∈ F ⊂ V , (5.39) says that z ∈ B3. In this
case (5.40) holds trivially.
If A is not contained in F , H dim(A ∩ F ) ≤ d− 1 (because F ∈ F0),
hence there are some points of F3 ∩ T that do not lie in F . Such points
are of the form y = f(h(ψ(z))), with z ∈ F . Since y /∈ F , f(h(ψ(z))) 6= z
and (5.39) says that z ∈ B3. Also,
(5.41)
|f(h(ψ(z)))−z|≤|f(h(ψ(z)))−h(ψ(z))|+|h(ψ(z))−z|
≤√nρ+ 2√nL ≤ 3√nL ≤ ηr1
30
for z ∈ V,
by (5.26), (5.36), (4.12), and (4.6). When we apply this with z ∈ F and
y = f(h(ψ(z))) ∈ F3 ∩ T as above, we get that dist(T,B3) ≤ |z − y| =
|z − f(h(ψ(z)))| ≤ ηr1/30, and (5.40) holds.
If z ∈ Rn is such that pi(z) 6= z, (5.30) says that z ∈ Q for a cube Q ∈
Q(ρ) that touches a face T ∈ A; then dist(z,B3) ≤ ηr1/30 + 2√nρ <
ηr1/10 by (5.40), (4.12), and (4.6). Thus
(5.42) pi(z) = z for z ∈ Rn \B4,
and hence (5.39) and (5.33) yield
(5.43) g(z) = f(h(ψ(z))) = h(ψ(z)) = ψ(z) = z for z ∈ V \B4.
214 G. David
We are now ready to complete our definition of g.
Lemma 5.44. We can find a Lipschitz function g : Rn → Rn such that
(5.33) holds,
g(z) = z for z ∈ Rn \B5,(5.45)
and
g(z) ∈ B5 ⊂ D for z ∈ B5.(5.46)
Set H = [V ∩B5]∪ [∂B5]. If we keep (5.33) on V ∩B5 and set g(z) = z
on ∂B5, we have a coherent definition of g on H , by (5.43). Moreover, g
is Lipschitz on H . Indeed, since g is clearly Lipschitz on V (by (5.33))
and on B5 \B4 (because it is the identity there), it is enough to estimate
g(y)− g(z) when y ∈ V ∩B4 and z ∈ ∂B5. But then |g(y)− g(z)| ≤ 2r1
because g(y) ∈ V ⊂ B(x, r) (by (5.34) and (4.4)), while |y− z| ≥ ηr1/10
(by (4.4) again). So g is Lipschitz on H .
Let us also check that g(H) ⊂ B5. When z ∈ [V \B4]∪∂B5, g(z) = z
(by (5.43)), and so g(z) ∈ B5. Otherwise, notice that for z ∈ V ,
|g(z)− z| ≤ |g(z)− f(h(ψ(z)))|+ |f(h(ψ(z)))− z|
≤ |pi(f(h(ψ(z)))) − f(h(ψ(z)))|+ 3√nL
≤ √n ρ+ 3√nL < 4√nL ≤ ηr1
20
(5.47)
by (5.33), (5.41), (5.29), (4.12), and (4.6). In the remaining case when
z ∈ V ∩B4, we still get that g(z) ∈ B5.
It is now easy to extend g from H to B5, so that it stays Lipschitz
and with values in B5. [Otherwise, compose with a Lipschitz retraction
on B5.] Finally extend g to the rest of R
n, by setting g(z) = z out
of B5. We still get a Lipschitz function, and the properties (5.33), (5.45),
and (5.46) hold by construction. Lemma 5.44 follows.
Recall that we want to use g to construct a family of Lipschitz func-
tions as in (4.14)–(4.19) and show that F4 ∈ F . Denote by {ϕt} the
family associated to F ∈ F and set
(5.48) ϕ˜t(y) = ϕ2t(y) for 0 ≤ t ≤ 1/2
(and all y ∈ Rn) and
(5.49) ϕ˜t(y) = (2− 2t)ϕ1(y) + (2t− 1)g(ϕ1(y)) for 1/2 < t ≤ 1.
Each ϕ˜t is Lipschitz, because g and the ϕt are. Next we need to
check that ϕ˜t(D) ⊂ D, as in (4.15). When t ≤ 1/2, this comes directly
from (4.15) (for the ϕt). So we may restrict to t > 1/2.
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Let y ∈ D be given. If ϕ1(y) ∈ Rn \ B5, (5.45) says that g(ϕ1(y)) =
ϕ1(y) and hence ϕ˜t(y) = ϕ1(y) ∈ D (by (5.49) and (4.15) for ϕ1).
Otherwise ϕ1(y) ∈ B5, (5.46) says that g(ϕ1(y)) ∈ B5, and ϕ˜t(y) ∈
B5 ⊂ D by (5.49), because B5 is convex, and by (4.10). So ϕ˜t(D) ⊂ D
in all cases.
The continuity in t of ϕ˜t(y) (as in (4.16)) is clear. For the analogue
of (4.17), we need to check that ϕ˜t(y) = y when t = 0 and when y ∈
R
d\D. When t = 0, this follows directly from (4.17). When t ≤ 1/2 and
y ∈ Rd \D, this is just (4.17) again. When t > 1/2 and y ∈ Rd \D, we
observe that ϕ1(y) = y by (4.17), then g(ϕ1(y)) = y by (5.45) and (4.10),
so ϕ˜t(y) = y by (5.49).
For (4.18), we need to check that dist(ϕ˜t(y), E) < αr1 when y ∈
Eρ ∩D and 0 ≤ t ≤ 1. When t ≤ 1/2, this comes from (4.18) for the ϕt.
For t > 1/2, first observe that
(5.50) ϕ1(y) ∈ V
by (4.19), so dist(ϕ1(t), E) ≤ αr12 +
√
nL, by (4.11). Also, (5.47) says
that |g(ϕ1(y)) − ϕ1(y)| ≤ 4√nL. Since by (5.49) ϕ˜t(y) is a convex
combination of ϕ1(y) and g(ϕ1(y)), we get that dist(ϕ˜t(t), E) ≤ αr12 +
5
√
nL < αr1, by (4.6) and as needed for the analogue of (4.18).
We also need to check (4.19), i.e., that ϕ˜1(y) ∈ V when y ∈ Eρ ∩
D. This follows from (5.50) and (5.34). So our family {ϕ˜t} satisfies
(4.14)–(4.19). In addition, F4 = g(F ) = g(ϕ1(Eρ ∩ D)) = ϕ˜1(Eρ ∩ D)
by (5.31), (5.33), (4.14), and (5.49). Since we already know from (5.32)
that F4 ∈ F0, we get that F4 ∈ F (at last!).
Recall that F is a minimizer for J . Then J(F ) ≤ J(F4). Also recall
that F4 = pi(F3), where pi was designed to leave untouched all the d-di-
mensional faces of Sd, except the faces T ∈ A where F3 ∩ T was sent
to ∂T . So F4 is contained in F3, except perhaps for the image by pi of the
(d− 1)-dimensional part of F3 that did not live on Sd (see (5.28)), and a
few (d− 1)-dimensional faces ∂T . Thus J(F4) ≤ J(F3), and altogether
(5.51) J(F ) ≤ J(F3).
We want to analyze this carefully, so we cut F into the disjoint
pieces F ∩W and F \W , where W is as in (5.4). Then
(5.52) J(F ) = J(F ∩W ) + J(F \W ),
where for convenience we still set
(5.53) J(A) = Hd(A ∩ Eρ) +MHd(A \Eρ)
as in (4.27), even when A /∈ F .
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For the next few lines, it will be convenient to set
(5.54) Φ = f ◦ h ◦ ψ.
Recall that F3 = Φ(F ), so F3 = Φ(F ∩W ) ∪ Φ(F \W ). For y ∈ F \W ,
h(ψ(y)) = y by (5.22). If in addition y ∈ F ∗ (the finite union of faces that
almost cover F , see (4.13)), then y ∈ Sd, and (5.24) says that f(y) = y.
Thus Φ(y) = y for y ∈ F ∗\W , and Φ(F ∗\W ) = F ∗\W . Since the small
set Φ(F \ F ∗) does not contribute, J(F3) ≤ J(Φ(F ∩W )) + J(F \W ).
So (5.51) and (5.52) yield
(5.55) J(F ∩W ) ≤ J(Φ(F ∩W ))
and then
(5.56) Hd(F ∩W ) ≤MHd(Φ(F ∩W )),
because of the formula (5.53) for J .
In view of (5.7), we would prefer to have ψ(F ∩W ) instead of Φ(F ∩
W ), so we want to show that h and f do not increase the measure
of ψ(F ∩W ) too much. First, h is 4n-Lipschitz (see Lemma 5.8), so
(5.57) Hd(h ◦ ψ(F ∩W )) ≤ 4ndHd(ψ(F ∩W )).
Recall from (5.21) that X = h ◦ ψ(F ∩ W ), so the left-hand side
of (5.57) is Hd(X). We cut X into X1 = X ∩ Sd and X2 = X \ Sd.
By (5.24), f(z) = z on X1, so H
d(f(X1)) = H
d(X1).
Hd(f(X2)) ≤
∑
Q∈Q(ρ)
Hd(f(X2 ∩Q))
≤ C
∑
Q∈Q(ρ)
Hd(f(X ∩Q \ Sd))
≤ C
∑
Q∈Q(ρ)
Hd(X ∩Q \ Sd)
≤ C ′Hd(X \ Sd),
(5.58)
by (5.27) and because the cubes Q have bounded overlap. Altogether,
Hd(Φ(F ∩W )) = Hd(f(X))
≤ Hd(f(X1)) +Hd(f(X2))
≤ Hd(X1) + C ′Hd(X \ Sd)
(5.59)
by (5.54), (5.21), and (5.58). Next we check that
(5.60) H dim(X \ [X ∪ Sd]) ≤ d− 1.
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Indeed let z ∈ X\X be given. Recall from (5.21) that every point of X is
of the form h(ψ(y)) for some y ∈ F ∩W . Since W b B2 and the domain
of definition V+ of h is closed, we can also write z = h(ψ(y)), but with
y ∈ F ∩W . In addition, y /∈ W , because z /∈ X . So ψ(y) = y. But
y ∈ F ⊂ V by (5.17), so h(y) = y by (5.11). Altogether z = h(ψ(y)) =
y ∈ F . If z ∈ F ∗, then it lies on Sd. So X \ [X ∪Sd] ⊂ F \F ∗, and (5.60)
follows from (4.13).
Because of (5.60), the right-hand side of (5.59) is at most Hd(X1) +
C ′Hd(X \ Sd) = Hd(X1) + C ′Hd(X2) ≤ C ′Hd(X). Altogether,
Hd(F ∩W ) ≤MHd(Φ(F ∩W ))
≤ C ′MHd(X)
= C ′MHd(h ◦ ψ(F ∩W ))
≤ 4ndC ′MHd(ψ(F ∩W ))
(5.61)
by (5.56), (5.59), (5.21), and (5.57).
Recall from (5.2) that S = F ∩ B2 and from (5.6) that W ⊂ B2. So
S ∩W = F ∩W , and (5.61) is just the same as (5.7).
This completes our proof of quasiminimality for F . Thus (5.2) holds
(with k = 4ndC ′M), and we shall be able to apply the results of [DS3].
6. Local uniform rectifiability and flatness
In this section we use the local uniform rectifiability of F ∗ that comes
from (5.2) to show that F ∗ is often flat, derive a contradiction with our
assumption (1.2), and thus complete the proof of Lemma 4.1.
Let us first apply the main result of [DS3], which is stated on pp. 10
and 11. Call S∗ the closed support in B2 of the restriction of H
d to S,
as in (1.12) on [DS3, p. 9]. That is,
(6.1) S∗ =
{
x ∈ B2; Hd(S ∩ B(x, r)) > 0 for all r > 0
}
.
Recall from (5.2) that S = F ∩B2. Since F is a finite union F ∗ of d-faces,
plus a set of Hausdorff dimension at most d− 1 (see the definition of F0
below (4.12)), we get that
(6.2) S∗ = F ∗ ∩ B2.
Theorem 2.11 in [DS3] says that S∗ is locally Ahlfors-regular and
uniformly rectifiable in B2. More precisely, for each y ∈ S∗∩B1, there is
a closed, Ahlfors-regular and uniformly rectifiable set Zy of dimension d
such that
(6.3) S∗ ∩B(y, δ/2) ⊂ Zy ⊂ S∗ ∩ B(y, δ).
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Recall from (4.4) that B1 is a ball a little bit smaller than B2, and
from (5.3) and (4.6) that δ = 4−n−1L ≤ ηr1/100. In the statement
of [DS3] one allows all balls B(y,R) centered on S∗, with radius R < δ,
and such that B(y, 3R) ⊂ B2, but we shall only need the ones above.
We should also put stress on the fact that the Ahlfors-regularity and
uniform rectifiability constants for the Zy depend on our various con-
stants, but not on ρ or α2. The convention in this section will be that C
denotes a constant that depends on n, d, α, η, δ1, and even C1, but in
particular not on ρ or α2.
Let us not define uniform rectifiability here, and refer to [DS1] for all
relevant information, but recall that Ahlfors-regular means that there is
a constant C such that
(6.4) C−1td≤Hd(Zy∩B(z, t))≤Ctd for z ∈ Zy and 0 < t ≤ diam(Zy).
In the present case, we also have that
(6.5) δ/4 ≤ diam(Zy) ≤ 2δ.
This is Remark 2.15 in [DS3]; grosso modo, the point is that if diam(S∗∩
B(y,R)) < δ/4 we could contract S∗ ∩ B(y,R) into a point, and this
would contradict the quasiminimality of S.
Cover S ∩ B1 with less than C balls B(y, δ/2) centered on S∗ ∩ B1,
and call Z the corresponding union of sets Zy. Then Z is a uniformly
rectifiable Ahlfors-regular set, of diameter comparable to δ and r1, and
(6.6) S∗ ∩ B1 ⊂ Z.
[For the reader that would be worried about taking (finite) unions of uni-
formly rectifiable sets, let us say that this is just a matter of convenience,
and we could have worked with the various Zy too.]
We shall not work with uniform rectifiability directly, but with one of
its consequences, the “weak geometric lemma”. Set
(6.7) βZ(y, t) = inf
P∈P
{
sup
{
t−1 dist(z, P ); z ∈ Z ∩ B(y, t)}}
for y ∈ Z and t > 0, where P still denotes the set of affine d-planes.
This is the same thing as βE in (1.2), but relative to Z. Set
(6.8) ε =
ε0
10
,
where ε0 is still the constant in (1.2), and consider the bad set
(6.9) B(ε) = {(y, t); y ∈ Z, 0 < t < δ, and βZ(y, t) > ε}.
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The weak geometric lemma says that there is a constant C(ε) > 1,
that depends only on ε and the Ahlfors-regularity and uniform rectifia-
bility constants for Z, such that
(6.10)
∫
y∈Z∩B(y0,R)
∫
0<t<R
1B(ε)
dHd(y) dt
t
≤ C(ε)Rd
for y0 ∈ Z and 0 < R < diam(Z). The simplest reference for this is
probably the following. Theorem 2.4 on [DS1, p. 32] says that uniform
rectifiability implies the bilateral weak geometric lemma (BWGL). The
BWGL is defined on [DS1, p. 32], and the reader may easily check that
it is stronger than the weak geometric lemma (or (6.10)). Let us also
say that since [DS1] prefers to talk about unbounded Ahlfors-regular
sets Z, we may need to apply their Theorem 2.4 to Z ′ = Z ∪P , where P
is some d-plane in Rn such that dist(P,B1) ≤ r1. It is very easy to check
that Z ′ is uniformly rectifiable (once you are given the definition), and
the weak geometric lemma for Z ′ clearly implies (6.10).
So we have (6.10). It will be convenient to set
(6.11) dµ =
dHd(y) dt
t
.
Note that because of
dt
t
, µ is locally infinite (and essentially scale in-
variant).
Actually, we shall only use (6.10) at one scale. That is, we shall only
need to know that
(6.12) µ(B(ε)) =
∫∫
(y,t)∈B(ε)
dHd(y) dt
t
≤ C(ε)rd1 ,
which is an easy consequence of (6.10). [If you are worried about
the measure of the part of B(ε) where diam(Z) < t < δ, note that∫
y∈Z
∫
10−2δ≤t≤δ
dµ ≤ 10Hd(Z) ≤ Crd1 .]
Since µ is infinite, (6.12) really says that B(ε) is small, or equivalently
that βZ(y, t) ≤ ε most of the time. The general idea now to use this and
the fact that
Hd(Z ∩ Eρ ∩ B0) ≥ Hd(S∗ ∩ Eρ ∩ B0)
= Hd(F ∗ ∩Eρ ∩B0)
= Hd(F ∩ Eρ ∩B0) ≥ δ1rd1/2,
(6.13)
by (6.6), (6.2), (4.13), and (4.32), to find some place where Eρ is very
flat and get a contradiction. Since apparently we cannot use density
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results to find directly large balls where Eρ and S
∗ essentially coincide,
we shall have to have resort to a slightly more complicated accounting
argument.
Let C2 be a large constant, to be chosen soon; C2 will depend on
many things, including ε0, but this is still all right. Set
(6.14) G0 =
{
(y, t); y ∈ Z ∩ Eρ ∩ B0 and C2ρ ≤ t < δ
}
,
and then
(6.15) G = {(y, t) ∈ G0; βZ(y, t) ≤ ε}.
To check that G is reasonably large, first note that
(6.16) µ(G0) = Hd(Z ∩ Eρ ∩ B0)
∫ δ
C2ρ
dt
t
≥ δ1r
d
1
2
Log
(
δ
C2ρ
)
,
by (6.13). Later on, we shall take α2 so small (in (4.3)) that this will
be as big as we want. But for the moment, let us just record that
G = G0 \ B(ε), so
(6.17) µ(G) ≥ µ(G0)− µ(B(ε)) ≥ δ1r
d
1
2
Log
(
δ
C2ρ
)
− C(ε)rd1 ,
by (6.12). Next we want to give an upper bound for µ(G) that will
contradict (6.17).
Our plan is to associate a reasonably large piece of Eρ to each
pair (y, t) ∈ G, with reasonable overlap, and then deduce our upper
bound from (3.4).
So let (y, t) ∈ G be given. Since βZ(y, t) ≤ ε, we can find a d-plane P
such that
(6.18) dist(z, P ) ≤ εt for z ∈ Z ∩ B(y, t).
Besides, y ∈ Eρ by definition of G0. Thus we can find ξ ∈ E such that
(6.19) |ξ − y| ≤ √nρ ≤ C2ρ/10 ≤ t/10,
by (3.2), if C2 is large enough, and because (y, t) ∈ G0. By (1.2),
βE(ξ, t/2) ≥ ε0, and so we can find ζ ∈ E ∩ B(ξ, t/2) such that
(6.20) dist(ζ, P ) ≥ ε0t
3
=
10εt
3
.
Set
(6.21) D(y, t) = Eρ ∩ B(ζ, εt).
Note that |ζ − y| ≤ |ξ − y|+ t/2 ≤ t/10 + t/2 = 6t/10 (by (6.19)), so
(6.22) D(y, t) ⊂ Eρ ∩ B(y, t).
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Also, dist(ζ, Z ∩ B(y, t)) ≥ dist(ζ, P ) − εt ≥ 10εt3 − ε ≥ 2εt by (6.18)
and (6.20), and dist(ζ, Z \ B(y, t)) ≥ 4t/10 because |ζ − y| ≤ 6t/10.
Altogether, dist(ζ, Z) ≥ 2εt and
(6.23) dist(D(y, t), Z) ≥ εt.
These estimates will help with the bounded overlap. But first we want
to show that D(y, t) is not too small. We claim that
(6.24) Hd(D(y, t)) = Hd(Eρ ∩ B(ζ, εt)) ≥ δ1(εt)d.
The first part comes from (6.21). For the second part, let us try
to apply TND to the ball B(ζ, εt). First we check (3.3) with x1 = ζ
and r1 = εt. Clearly ζ ∈ E, εt ≤ δ ≤ r0, and ρ ≤ C−12 t ≤ (2
√
n)−1αεt
because (y, t) ∈ G0 and if C2 is large enough. If the analogue of (3.4) does
not hold, i.e., ifHd(Eρ∩B(ζ, εt)) > C1(εt)d, we are happy because (6.24)
is satisfied (with a much better constant). Otherwise, we get a smaller
ball B ⊂ B(ζ, εt) where (3.6) holds for all appropriate families {ϕt}
of deformations. We take ϕt(y) = y everywhere, which satisfies the
required conditions trivially, and now (3.6) says that Hd(Eρ∩B(ζ, εt)) ≥
Hd(Eρ ∩B) ≥ δ1(εt)d. So (6.24) holds in all cases.
We are now ready for the accounting. In the following computations,
we assume that all functions are measurable. One could avoid this diffi-
culty by taking exterior measures, or by discretizing the computations,
but we prefer to ignore the issue. First write that
(6.25) µ(G) =
∫∫
(y,t)∈G
dHd(y) dt
t
≤ C
∫∫∫
(y,t)∈G;w∈D(y,t)
dHd(w) dHd(y) dt
td+1
by (6.11) and (6.24), and where we do not write the dependence on ε
either. Next we want to exchange the order of integration. First observe
that w ∈ Eρ∩B(y, t) ⊂ Eρ∩B(x, r) by (6.22), because y ∈ B0 by (6.14),
and because t ≤ δ < ηr1/100 by (6.14), (5.3), and (4.6). Thus
(6.26) µ(G) ≤ C
∫
w∈Eρ∩B(x,r)
I(w) dHd(w)
where the inside integral is
(6.27) I(w) =
∫ ∫
(y,t)∈G;w∈D(y,t)
dHd(y) dt
td+1
.
Now fix w ∈ Eρ ∩ B(x, r) and t ≤ δ, and integrate in y first. Note that
y ∈ Z ∩ B(w, t), by (6.14) and (6.22). By local Ahlfors-regularity of Z
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(see (6.4)), Hd(Z ∩B(w, t)) ≤ Ctd, and when we integrate again in t we
get that
(6.28) I(w) ≤
∫
t∈T (w)
Hd(Z ∩ B(w, t)) dt
td+1
≤ C
∫
t∈T (w)
dt
t
,
where now we integrate over the set T (w) of radii t for which we can
find y such that w ∈ D(y, t). Note that if w ∈ D(y, t), then dist(w,Z) ≥
dist(D(y, t), Z) ≥ εt by (6.23), and on the other hand dist(w,Z) ≤
|w−y| ≤ t. So T (w) ⊂ [dist(w,Z), ε−1 dist(w,Z)], I(w) ≤ C, and (6.26)
yields
(6.29) µ(G) ≤ CHd(Eρ ∩ B(x, r)) ≤ CC1rd1 ,
because B(x, r) ⊂ B(x1, r1) and we assumed that (4.2) fails.
When we compare this with (6.17), we get that
(6.30)
δ1r
d
1
2
Log
(
δ
C2ρ
)
− C(ε)rd1 ≤ CC1rd1 .
Maybe we should recall here that our constants δ1, δ (defined by (5.3)
and (4.6)), and C2 (see near (6.14)) are now chosen, and that we still have
the right to take α2 (in the statement of Lemma 4.1) as small as we wish.
See the comments before (4.3). Also recall from (4.3) that ρ ≤ α2r1; if
we choose α2 small enough, ρ is as small as we want compared to δ/C2,
and (6.30) fails.
We finally reached the contradiction that proves Lemma 4.1.
7. A lower bound on Hausdorff dimension
In this section we deduce Theorem 3.8 from Lemma 4.1. So we con-
tinue with the same closed set E as in the statement of Theorem 3.8.
First we want to choose a constant C1, so that we can apply the lemma.
We give the definition now so that the reader will be convinced that
there is no vicious circle, but it will look a little weird.
For each ρ > 0 and each y ∈ Rn, call Rρ(y) the union of the skele-
tons Sd(Q), where Q ∈ Q(ρ) meets B(y, 10ρ). Clearly Hd(Rρ(y)) ≤ Aρd
for some geometric constant A = A(n, d); we choose C1 = 10A.
Now we can apply Lemma 4.1. This gives constants r0 and α2 such
that
(7.1) Hd(Eρ ∩ B(x, r)) > C1rd
for all choices of x ∈ E, r ∈ (0, r0), and ρ ∈ (0, α2r]. Choose an integerN
such that 12α2 ≤ N < α2; this will make our computations look nicer.
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For x ∈ E and r ∈ (0, r0), set ρ = N−1r and pick a maximal collec-
tion H(x, r) of points of E ∩ B(x, 2r), subject to the constraint that
(7.2) |y − z| ≥ 10ρ for y, z ∈ H(x, r), y 6= z.
We want to show that
(7.3) ]H(x, r) ≥ 10Nd.
Let us check first that
(7.4) the sets Rρ(y), y ∈ H(x, r), cover E ∩ B(x, r).
Let z ∈ E ∩ B(x, r) be given. Then z ∈ Sd(Q) for some Q ∈ Q(ρ) that
meets E. Call y1 a point of E ∩ Q. By maximality of H(x, r), we can
find y ∈ E such that |y − y1| ≤ 10ρ. Then Q is one of the cubes that
meet B(y, 10ρ), and Sd(Q) ⊂ Rρ(y). This proves (7.4).
Now
Hd(E∩B(x, r))≤
∑
H(x,r)
Hd(Rρ(y))≤Aρd(]H(x, r))=AN−drd(]H(x, r)),
and so
]H(x, r) ≥ A−1Ndr−dHd(E ∩ B(x, r)) ≥ A−1NdC1 = 10Nd,
by (7.1).
The simplest way to estimate the dimension of E will be to use (7.4)
to embed a Cantor set T N
∗
in E, where T = {1, 2, . . . , 10Nd} is a set
with 10Nd elements. Set
(7.5) ρk = N
−kr0/2 for k ≥ 0.
We want to define a point xj ∈ E for every choice of j ∈ T k and k ≥ 0.
We start with any point x ∈ E, which we call x∅ to start the induction.
Then assume that we already constructed the points xj , j ∈ T k, and let
us do this for j ∈ T k+1.
Let j ∈ T k be given, and apply (7.3) to the point xj and the radius ρk.
We get a set H(xj , ρk) of points of E ∩ B(xj , 2ρk), that lie at mutual
distances at least 10ρk+1 from each other. Pick 10N
d points in this
set, and call them xj,1, xj,2, . . . , xj,10Nd . Here we use the convenient
notation (j, `) for points of T k+1 that start with j.
This completes our definition of xj , j ∈ T k, by induction on k. Note
that in the construction above, |xj,`−xj | ≤ 2ρk. An easy induction gives
that
(7.6) |xj′ −xj |≤3ρk when j∈T k, j′∈T k′ , k′≥k, and j′ starts with j.
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Similarly, recall that the points xj,` lie at distances at least 10ρk+1 from
each other. Since the further generations will not modify this by more
than 6ρk+2 < ρk+1, by (7.6), we get that
(7.7) |xj′ − xj | ≥ 9ρk when the k-th components of j and j ′ differ.
Now we put a distance on K = T N
∗
. If j and j′ are two distinct
sequences in K, call k(j, j ′) the smallest integer k such that jk 6= j′k, and
then set
(7.8) dist(j, j′) = ρk(j,j′) = N
−k(j,j′)r0/2.
This defines a distance on K, for which K is closed.
By (7.6), we can define h : K → E by h(j) = lim
k→+∞
xj1,j2,...,jk , where
we write j = (j1, j2, . . . , jk, . . . ). Moreover, if we apply (7.6) with k =
k(j, j′)− 1, we get that |h(j)− h(j ′)| ≤ 3ρk(j,j′)−1 = 3N dist(j, j′).
Similarly, (7.7) and a small limiting argument say that |h(j)−h(j ′)| ≥
9ρk(j,j′) = 9 dist(j, j
′). Altogether, h is biLipschitz, and
(7.9) H dim(E) ≥ H dim(K).
Set d∗ = H dim(K). We claim that
(7.10) d∗ = d+
Log 10
LogN
> 1.
Indeed it is known that d∗ is given by the equation
(7.11) (10Nd)−k = N−kd
∗
,
where the left-hand side gives the measure (for the obvious uniform mea-
sure on K) of a box of the k-th generation, while the right-hand side is
an equivalent of the d∗-th power of the diameter of the box. See [Fa] for
a proof of (7.11) and similar computations on self-similar sets.
When we take the Logarithm of both sides of (7.11) and divide by −k,
we get Log 10+dLogN = d∗ LogN , which is equivalent to (7.10). Thus
H dim(E) ≥ d∗, by (7.9).
The constant N , and hence also d∗, depends only on the various
constants in the construction, as promised after the statement of the
theorem. This completes our proof.
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