Objective: In the cognitive and clinical neurosciences, the past decade has been marked by dramatic growth in a literature examining brain "connectivity" using noninvasive methods. We offer a critical review of the blood oxygen level dependent functional MRI (BOLD fMRI) literature examining neural connectivity changes in neurological disorders with focus on brain injury and dementia. The goal is to demonstrate that there are identifiable shifts in local and large-scale network connectivity that can be predicted by the degree of pathology. We anticipate that the most common network response to neurological insult is hyperconnectivity but that this response depends upon demand and resource availability. Method: To examine this hypothesis, we initially reviewed the results from 1,426 studies examining functional brain connectivity in individuals diagnosed with multiple sclerosis, traumatic brain injury, mild cognitive impairment, and Alzheimer's disease. Based upon inclusionary criteria, 126 studies were included for detailed analysis. Results: Results from 126 studies examining local and whole brain connectivity demonstrated increased connectivity in traumatic brain injury and multiple sclerosis. This finding is juxtaposed with findings in mild cognitive impairment and Alzheimer's disease where there is a shift to diminished connectivity as degeneration progresses. Conclusion: This summary of the functional imaging literature using fMRI methods reveals that hyperconnectivity is a common response to neurological disruption and that it may be differentially observable across brain regions. We discuss the factors contributing to both hyper-and hypoconnectivity results after neurological disruption and the implications these findings have for network plasticity.
In the past decade there has been an important shift in human functional neuroimaging with greater emphasis on examining the relationship between brain regions in place of local mean signal change (i.e., amplitude or "activation") . With the recent focus on the human connectome (Biswal et al., 2010) and adaptations of mathematical modeling to functional neuroimaging work, a nascent literature now examines neural network connectivity, or the synchronous behavior between brain regions, across distinct situational demands (e.g., task, rest; see Fox et al., 2005; Raichle et al., 2001; Raichle & Snyder, 2007) . In this article we aggregate the results of functional imaging studies in distinct neurological disorders with the goal of testing the hypothesis that a common response to neurological disruption is "hyperconnectivity," or increased covariance between network nodes compared to healthy subjects, and that this effect is observable until neural resource depletion renders this response unsustainable. We provide a theoretical framework for conceptualizing connectivity and then examine the primary results of 126 studies in the clinical literature to examine this framework.
Introduction: Disconnecting the Brain
Geschwind's tour de force 1965 publication Disconnexion Syndromes in Animal and Man reintroduced functional disconnection syndromes to the neurosciences spurring decades of research aimed at understanding the interplay between primary and association centers of brain function (Geschwind, 1965a (Geschwind, , 1965b . This work bridged classical and "neo" associationism and, although several of the primary tenets were significantly refined over time, (see Damasio & Galaburda, 1985; Mesulam, 1985) , disconnection syndromes have been a central area of research in the clinical neurosciences since that time. For example, Gazzaniga and colleagues focused great attention on the functional consequences associated with complete dissection of the cerebral hemispheres via neurosurgical intervention (Gazzaniga & Smylie, 1984; Gazzaniga etal., 1979; Luck etal., 1989) . These studies led to nuanced observations about hemispheric specialization, including possible competing roles between the hemispheres. What is interesting is that even given the specific goal to "disconnect" the hemispheres via neurosurgical intervention, demonstrating hemisphere-specific It should be made clear that there is little doubt that many neurological disorders result in structural disconnection of the brain's network constituents. Hallmark features of a number of neurological disorders include axonal damage and degeneration with loss of brain volume in both gray and white matter compartments. For example in traumatic axonal injury (or "diffuse axonal injury"), it is established that inertial/tensile forces place incredible strain on axons in cortical and subcortical white matter resulting in a secondary metabolic cascade and degradation of axonal fibers over the course of the first few weeks following injury (Greer, McGinn, & Povlishock, 2011) . Similar effects are observed in multiple sclerosis where the disease processes result in axonal destruction characterized by Wallerian degeneration, which is well documented in animal models and post mordem studies (see Casanova et al., 2003) . The global neural atrophy apparent in Alzheimer's is also well established as is the early targeted loss of tissue in mesial temporal and parietal regions leave little doubt that the disease results in loss of brain volume (see Alves et al., 2013 for recent review). Because a universal feature in neuropathology is tissue loss, "disconnection" is standard parlance to describe the consequences of brain injury and disease in the clinical neurosciences.
However, in the absence of a one-to-one relationship between structure and function in the brain, the consequences of structural brain changes for functional connectivity are much less clear. Functional connectivity can exist in the absence of direct structural connectivity (Sporns, 201 la) . Borrowing from the cognitive aging literature, age-related tissue loss may disrupt one or more network connections, potentially even the most influential link(s) without complete disconnection from a broader network . This conceptualization is consistent with the most common cognitive consequences in aging and neurological disorders; the result is often not an inability to process stimuli, but rather slowed and inefficient information processing of stimuli (see Demaree et al., 1999; Salthouse et al, 1991; Rypma et al, 2006; Salthouse et al., 1993) . We propose here that the term "disconnection" as a heuristic for describing network changes after neurological disorders may misrepresent the influence of brain lesions on complex neural systems both acutely and after recovery. In the current article "disruption" is used to describe the physical changes in the brain resulting from neurological compromise and we use this term here in place of "disconnection" in order to (a) dissociate the functional response from the structural damage and (b) avoid any assumptions about the connectivity response to neurological insult.
A Model for Hyperconnectivity
In the first decade using fMRI to examine the consequences of brain injury and disease, one common finding was that brain injury and disease resulted in increased neural resource use (for review see Hillary, 2008; Hillary et al., 2006) . Similarly, the aging literature demonstrated reduced laterality in hemisphere-specific findings indicating more equally distributed representation of memory with age (see Doleos et al., 2002 for review). These findings were based upon task-elicited signal change and generally did not focus on synchrony in the signal generated between regions of interest (ROI). We anticipate that task-based studies of signal amplitude hold implications for current work focused on network responses and that a common response to disruption/challenge is an increase in either number or strength of network connections.
For the purposes of this review, we conceptualize the hyperconnectivity observed in neurological disruption as a nonlinear process representing an interaction between (a) situational/transient demands, (b) the degree of challenge posed by neurological disruption, and (c) resource availability. With respect to situational demand, note that external stimulation need not be present-the natural variation in neural oscillatory behavior over time is an important determinant of connectivity readiness irrespective of overt stimulation (see Arieli, Sterkin, Grinvald, & Aertsen, 1996; Buzsaki, 2004) . Jointly, Figures la and lb represent the hypothesized neural network response to competing demands (i.e., variable resource demand vs. resource loss). When neural resource loss reaches some upper threshold, increased connectivity is no longer a viable response to situational demand (see Sheline & Raichle, 2013; Tijms et al., 2013 for reviews) . This relationship may not be a simple one, however, because although there is ample evidence that resource availability plays a critical role in network response where there is significant brain atrophy (e.g., in Alzheimer's disease [AD]), not all network damage is catastrophic with disruption of highly critical nodes (or "hubs") being more deleterious to function in complex networks (Albert et al., 2000; Jeong, Tombor, Albert, Oltvai, & Barabasi, 2000; Stam et al., 2009) . Although connection strengths change during recovery, there is a ceiling for the maximum number of connections a neural system can take advantage of-connections cannot be limitless. To represent these factors schematically, the asymptote for maximal connectivity in Figure lb will be determined by some combination of individual differences in cognitive reserve (or buffer against the onset of neurological insult, see Steffener et al., 2012; Stern, 2012) and the location of network disruption. We assume that connectivity is transient and dependent upon momentary brain states including the network readiness in the absence of stimulation as well as during periods of perturbation (i.e., task). For example, the transient incorporation of available resources in a functional neural network has been demonstrated to be variable even within a scanning session (Bassett et al., 2011; Hillary et al., 2011a; Leonardi et al., 2013) . We anticipate that these competing factors (transient demand vs. resource availability) have important implications for what we observe after neurological disruption as the population moves from adequate to inadequate resources over the life span (moving from left to right along the curve in Figure lb) .
To examine the schematic representation in Figures la and lb we conducted a literature review of brain connectivity in neurological disorders. In doing so, the following hypotheses were tested:
Hypothesis 1: A common consequence to neurological disruption is hyperconnectivity. This effect should be evident in cases of brain injury and disease where adequate neural resources are available for recruitment of connections.
Hypothesis 2: Consistent with a well-established literature (see Sheline & Raichle, 2013) , we anticipate that studies of AD will demonstrate connectivity loss in posterior regions including posterior cingulate cortex (PCC) and hippocampus.
Hypotheses 3: Given that MCI is a precursor to AD, we anticipate that brain networks in MCI will be in a transition stage, demonstrating both residual hyperconnectivity occurring at the outset of neural resource disruption and hypoconnectivity consistent with suprathreshold resource loss in regions targeted by the pathophysiology of AD.
Brain Connectivity in Neurological Disorders:
Literature Review
In order to examine the hypotheses and the connectivity relationships proposed in Figures la, and lb, we conducted a review within BOLD fMRI literature to capture effects along both the "situational demand" ( Figure la ) and "structural damage" (Figure lb) functions. We reviewed articles using the PubMed search engine focusing on connectivity modeling in four clinical samples: moderate and severe traumatic brain injury (TBI), multiple sclerosis (MS), mild cognitive impairment (MCI), and dementia of the Alzheimer's type (AD). We anticipated that for Figure lb , the first two groups (TBI and MS) would show greater hyperconnectivity than hypoconnectivity. We also anticipated that MCI would be at or near the "critical injury threshold" for structural damage so that both hyper-and hypoconnectivity would be evident, and that AD would show the greatest hypoconnectivity and little hyperconnectivity (consistent with the decline in connectivity beyond the critical injury threshold). The goal was to provide an inclusive summary of these functional imaging literatures so we accepted the varied definitions of "connections" offered in the studies included here, and incorporate distinct statistical measures of time series covariance including, for example (a) seed-based correlation of time series data, (b) psychophysiological interaction analysis, (c) independent component analysis, and (d) graph theory (see Supplementary tables).
Literature Search
The search strategy used the PubMed Database focusing on studies reporting functional imaging results examining brain "connectivity." To conduct the search, the following search terms were used: (a) traumatic brain injury + connectivity, (b) traumatic brain injury + network, (c) multiple sclerosis + connectivity, (d) multiple sclerosis + network, (e) mild cognitive impairment + connectivity, (f) mild cognitive impairment + network, (g) Alzheimer's + connectivity, and (h) Alzheimer's + network. Articles were included if they were available on PubMed prior to December 31, 2013, and were original research printed in English. After removing duplicates between searches, these eight search combinations produced a total of 1,426 peer reviewed articles (300 TBI, 182 MS, 708 AD, and 236 MCI). From these 1,426 studies, we reviewed abstracts in order to apply second level exclusionary criteria, such as (a) structural imaging only, (b) no connectivituctural imaging onlyy analysis as a primary analysis in the study, (c) review article, (d) other pathology (e.g., epilepsy, schizophrenia), and (e) other reason (e.g., cases studies; methods studies; animal work). For example the search terms "traumatic brain injury + connectivity" revealed 273 articles where 14 were included (5%) in the review and the remaining were excluded based upon the following criteria: (a) review articles (n = 74,27%); (b) other pathology (e.g., spinal cord injury, vegetative TBI, n = 63,23%); (c) animal models or molecular/cellular work (n = 48,17%); (d) mild TBI (n = 20, 7%); (e) methods articles or data simulations (n = 17, 6%); (f) structural imaging alone (n = 10, 3%); (g) no connectivity measured (n = 8, 3%); (h) EEG/ERP studies, signal amplitude only (n = 6, 2%); (i) case studies or serial case studies (n = 3,1%); (j) no imaging (n = 3, 1%); (k) no comparison to health adults (n = 3); and (1) language other than English (n = 1;< 1%). Of note, the study of mild TBI using functional connectivity methods is a rapidly growing literature, but integration of these studies poses challenges because of the difficulty in diagnostics in mild injuries, the mixed etiologies in the literature (e.g., sports-related concussion, blast-related injury) and comorbidities within samples with regard personality/psychiatric factors (see Hou et al., 2012) . Therefore, in order to guarantee that all studies included cases of verifiable neurological disruption, we included studies self-defined as the study of "moderate and severe" TBI. In the case of "methods articles," articles were excluded if betweengroups comparisons were not made and/or the primary goal was to examine algorithmic success in patient grouping based upon pattern classification or logistic regression (e.g., Wee et al., 2012) . Articles were also excluded when the primary goal was to examine the influence of an intervention or drug and no initial group comparison was made affording the opportunity to examine relative group connectivity (e.g., Solé-Padullés et al., 2013) . Finally, articles were excluded if no baseline comparison of connectivity was made between the clinical sample and healthy control sample (e.g., Bonnelle et al., 2012; Bonnelle et al., 2011) or the comparison was made but only based upon a specific contrast or manipulation (e.g., Palacios et al., 2012) . Study inclusion was determined by thorough review of the study design and methods.
Analytic strategy
For the 126 studies meeting the inclusionary criteria, the methods and results were reviewed and the study findings are summarized as either increased connectivity compared with a healthy control sample (+) or decreased connectivity compared to a healthy control sample (-), or both increased and decreased connectivity compared with a healthy control sample (+/-). We also summarize the methods used for examining brain connectivity within these literatures including (a) signal filtering, (b) movement correction, and (c) integration of behavioral data. Finally, in order to make direct comparisons between the four clinical literatures, we selected all "rest-only" studies for the four clinical samples and coded all significant findings in binary fashion for "hyper" and "hypo." Based upon these data, we examined the distribution of these findings and conducted a spatial mapping of the specific neuroanatomical findings (see below for procedure).
Results of Literature Review

Study characteristics
In the 126 studies reviewed here, 34% were studies of MCI, 30% were studies of AD, 24% were studies of MS (or early MS), and 10% were studies of TBI. In addition, it was a goal to monitor the data preprocessing in these literatures with respect to three variables: (a) signal filtering, (b) movement correction, and (c) integration of behavior. A summary of the approaches used in this literature are summarized in Table 1. Supplementary Tables 2-4 provide summaries of the 126 studies included in this review.
Testing Hypotheses: Frequency Results
The Tables are organized based upon the clinical sample and the type of analysis conducted with focus on (a) "whole brain" analyses examining distributed networks or (b) analyses of networks linked with a specific region of interest (ROI; e.g., PCC in the default mode network, DMN). Figure 2 summarizes the findings from Tables after eliminating sample redundancies. MCI and AD findings are summarized separately in cases where both samples were included in the same study; 11 studies contribute to both the MCI and AD findings for Tables and Figure 2 .
There are some consistencies in this literature predicted by the general framework offered in Figures la and lb and the associated hypotheses. First, consistent with Hypothesis 1, hyperconnectivity was a common response in TBI and MS where extensive neural atrophy is presumably not present. Second, in support of Hypothesis 2, studies of AD were the least likely to demonstrate hyperconnectivity. Finally, consistent with Hypothesis 3, hypoconnectivity was very common in MCI but these samples were also more likely to exhibit hyperconnectivity compared with AD samples (62% vs. 40%).
Spatial Mapping of Frequency Findings
In order to examine the specific sites of hypo-and hyper-connectivity, findings from studies focused on rest-only were summarized in binary fashion (-1 for less connectivity in clinical sample and +1 for greater connectivity in the clinical sample). For each group these values were input into a binary table sized NXM, where M is the number of reviewed studies and N are the 102 ROIs established according to the AAL atlas (Tzourio-Mazoyer et al., 2002) . The elements of that table can be 1 or -1, coding for hyper-and hypoconnectivity findings, respectively. The results of studies were averaged over each ROI, 102-length array of both positive and negative values representing the net finding for each ROI. Before plotting these data, we separated the array into positive (hyperconnectivity) and negative (hypoconnectivity) values which were then input into MRIcroGL (http://www.mccauslandcenter.sc.edu/mricrogl/) for coordinate mapping and visualization of imaging findings. Figures 3a-d are the summary plots for the four clinical groups revealing hyperconnectivity in TBI and MS samples and a stepwise decline in connectivity from MCI to AD studies.
Distribution of Findings
The spatial gradient of connectivity (e.g., relative anterior to posterior) was examined by viewing distributions of the binary connec- tions across all significant findings in the 126 "rest-only" studies. Given the few studies in TBI and MS and the relative consistency in the findings in these subgroups, the data here were collapsed to form three separate distributions showing the connectivity findings along
Connectivity Frequencies for all Studies i Hyper
Hypo an anterior to posterior gradient. Frequencies (percentages) in this distribution are normalized by the total number of positive findings within each sample (hypo and hyper). These distributions reveal that TBI and MS show greater overall hyperconnectivity with the greatest increases occurring in (a) frontal, (b) DMN, and (c) posterior association areas (Figure 4a ). MCI reveals a mixed distribution of both heightened hypo-and hyperactivation in anterior and posterior systems, but notable drop-out in DMN including PCC and hippocampus (Figure 4b ). Finally, in AD, the anterior to posterior gradient is most striking, where there is some evidence of residual hyperconnectivity in anterior regions, but largely hypoconnectivity across the brain and it becomes significantly more dramatic moving from anterior to posterior (Figure 4c ). Hyperconnectivity appears to be a common response to neurological injury and disease at both local and global levels consistent with the framework described here. cruitment of parietal, posterior cingulated, and later frontal regions. In MS, there is similar recruitment of connections to that observed in TBI, which is also potentially due to subcortical white matter disruption. The MS studies also show a pattern of hypoconnectivity in visual and sensory-motor regions (see Figure 3b ), which may be related to the visual and motor disturbances observed in MS. Finally, we see stepwise decline in connectivity from MCI to AD (Figures 3c-d ; 4b-c) whereby MCI shows global signs of connection loss coupled with a hyperconnectivity occurring in frontal, posterior association areas, and cerebellum. This posterior recruitment of connections is essentially absent in AD, where the only residual signs of hyperconnectivity remain in frontal systems. The Nature of Hyperconnectivity in Brain Imaging Studies To provide context for understanding the meaning of the current findings, additional consideration should be given to how connections are determined in connectivity modeling. The goal in connectivity analyses is to determine how signals from spatially distinct brain regions covary, but in examining hypo-and hyperconnectivity, it is also important to consider possible mechanisms for change in signal covariance related to underlying brain activity. Recently it has been demonstrated that local signal properties may be playing a widespread and unintended role in observed correlations between ROIs in the brain (see Bassett et al., 2011; HiUebrand et al., 2012; Zalesky et al., 2012) . In particular, there is evidence of a positive relationship between source power (i.e., amplitude) and signal covariance in healthy adults (HiUebrand et al., 2012) and clinical samples (Medaglia et al., in press ). One explanation for this could be that reliable estimates of functional connectivity require sufficient signal-to-noise ratio (SNR), introducing a methodological bias such that connectivity between regions with lower source power may be missed or underestimated using classic correlation thresholding schemes. However, there is also evidence that the increased likelihood of observing connectivity in high SNR is not solely attributable to statistical sensitivity. Investigators have observed a direct relationship between spiking output during neural firing and phase locking across nodes, thus resulting in higher measured connectivity/coherence (Chawla et al., 1999 (Chawla et al., , 2000 . These latest findings offer evidence that the increased connectivity observed in the literature summarized here There is also evidence that measured changes in functional connectivity between ROIs in clinical samples may be a consequence not only of altered coupling between regions but also of increased heterogeneity in the signals within each ROI (Bassett et al., 2011; Zalesky et al., 2012) . In schizophrenia, decreased pairwise regional functional connectivity has been found to strongly correlate with loss of intraregional homogeneity, increased variance, and decreased signal power (Bassett et al., 2011; Zalesky et al., 2012) . Therefore, in regions directly influenced by pathology, increased intraregional decoherence directly constrains network connectivity properties (Bassett et al., 2011) . These findings have been proposed as a mechanism for the observed connectivity loss in schizophrenia where local signal heterogeneity results in reduced covariance throughout distributed networks. Thus, connectivity loss can be traced to the effects of pathology on intra-and interregional signal homogeneity. Modeling these effects will be increasingly important in order to understand the influences of pathology on signal homogeneity both locally and globally.
Discussion Primary Findings
One rarely addressed issue in current brain connectivity work has to do with the transience of brain connections or nonstationarity. Interesting recent work by Jones et al. (2012) examined the nonstationarity of pairwise relationships between nodes over the course of a time series. These authors demonstrate that in AD, the "dwell time" in posterior DMN and anterior DMN configurations was a better indicator of network status and connectivity loss than the "steady state" connectivity magnitude. These findings are an important reminder that the typical measures of connectivity isolated in this literature capture only the most robust effects leaving unknown transient shifts in network connectivity. By modeling stochasticity in time series data (e.g., via sliding time windows) one can determine the timing and variability of observable connections to better understand how neural networks adapt to challenge and disruption (Gates & Molenaar, 2012; Hillary et al., 2011a; Jones et al., 2012; Kiviniemi et al., 2011; Leonardi et al., 2013) .
Another issue to consider when interpreting this literature focused on network connectivity has to do with how "connections" are neurally represented and their mechanism of action. With regard to the former, there is reason to believe that traditional node-to-node connectivity models may oversimplify neural systems. Binary models have been challenged in dynamical models revealing that communication between regions is likely probabilistic and at least partially determined by the readiness of neural inputs for oscillatory behavior (Buzsaki, 2004) . In this sense, the BOLD signal measured in the studies reviewed here may be sensitive to the most robust and consistent oscillatory behaviors between regions. With respect to the mechanism of action in the connections observed in time series data, the BOLD signal cannot decipher between the various inputs including excitatory and inhibitory sources or recursive loops (Logothetis, 2008) . There is little evidence in current computational modeling (e.g., activation gradients) that networks can operate solely in feed-forward fashion (Werfel, Xie, & Seung, 2005) , leaving unknown the combination of inhibitory versus excitatory inputs to any "connection" observed in the studies reviewed here. Therefore, the increased synchronization between regions can be interpreted as increased involvement of the network, but little can be said about the nature of that involvement. It should be noted that there is significant evidence in studies using electrophysiological methods (e.g., MEG, EEG) supporting the current findings in fMRI (see Castellanos et al., 2010; Stam et al., 2009; Stam et al, 2006; Stam et al, 2007; Tijms et al, 2013) , so although neurovascular methods cannot clarify the nature of the neural activity, it is highly unlikely that the current findings can be explained as a vascular anomaly alone (e.g., decoupling between vascular and neuronal signaling).
What Does Hyperconnectivity Achieve for Networks?
We argue in this review that a common response to neurological disruption is hyperconnectivity and the literature demonstrates that when neural resources are available (e.g., TBI, MS), hyperconnectivity is not only possible, but likely. Although hyperconnectivity was a common finding, it is improbable that increased connectivity occurs in isolation; instead, some combination of connectivity gain and loss is expressed differentially throughout the network. For example, increased connectivity within local systems may be coupled with reduced long distance connections, or increased path length (e.g., Nakamura et al, 2009; Pandit et al., 2013; SanzArigita et al., 2010; Yao et al., 2010) . Reduced information processing efficiency has been shown to be associated with increased global path length (van den Heuvel et al., 2009; Sporns, 2011b) , and increased connectivity strength has implications for resource use (i.e., metabolism; Nakamura et al., 2009) . Therefore, although increased connectivity may permit continued communication during periods of significant network disruption, this network response may also have two important side effects, observable as two of the most common behavioral consequences in neurological disorders: (a) slowed processing speed and (b) cognitive fatigue. Network modeling provides the unique opportunity to examine these relationships in future work.
The most common explanation for the hyperconnectivity response observed in this literature is that it is a compensatory response, where "compensation" is a nonspecific increase in neural resource use operating as a buffer against network disruption. Unfortunately, this explanation offers very little real clarification regarding the permanence of this network response or the success of these network changes with regard to behavior. Ultimately, what determines the connectivity changes in response to neurological disruption is likely to be multifactorial including (a) the brain state at the time of the measurement (see Buzsaki et al., 2004) , (b) the role the affected nodes play in larger networks (e.g., hubs or the "rich club," see Harriger et al., 2012; van den Heuvel, Kahn, Gofii, & Sporns, 2012) , and (c) the availability of both local and global connections. For example, in AD the most common finding observed in the literature reviewed here was connectivity loss between frontal and posterior brain systems and this was evident even in the context of increased frontal connectivity. However, given the reliance of frontal systems on hippocampal and posterior networks in memory functioning (see Ranganath et al., 2005a) , it is unclear that frontal hyperconnectivity successfully facilitates memory functioning (i.e., is compensatory). In fact, given that those pathways with the greatest metabolic demand may also be the most susceptible to AD-related pathology (see Buckner et al., 2005; Cirrito et al, 2005; Vlassenko et al, 2010) , it remains to be demonstrated that hyperconnectivity within critical network hubs over time is indeed adaptive.
It is highly unlikely that all connectivity changes observed during periods of cerebral challenge serve identical functions; much additional work is needed to determine the mechanism and functional role for specific hyperconnectivity responses. For example, in the study of memory functioning we have hypothesized that hyperconnectivity after TBI provides the minimum resources required to meet task demands, but a consequence for recruitment is neural inefficiency and slowed information processing (see Hillary et al., 2010; Hillary et al., 2011a; Medaglia et al, 2012) . We anticipate that these effects may be quite different from what is observed in MCI/DAT where the pathophysiology is distinct from TBI and there are very different behavioral consequences (i.e., amnesia vs. processing speed deficits). To date, neither the cause for hyperconnectivity nor its mechanism of action are entirely clear. We argue here that hyperconnectivity (a) is a basic response to insult, (b) may have competing implications for performance (e.g., increased demand on cognitive control resources permits task completion but with reduced efficiency), (c) is not linked to any specific pathophysiology, and (d) does not appear to be solely due to methodological artifact. To determine the specific function of hyperconnectivity in brain injury, it will be necessary to examine its evolution over different temporal and spatial scales with focus on determining the consequences for symptoms and recovery.
Future Directions
Although the data from studies sampled here support a hyperconnectivity hypothesis, certainly a broad review of this literature cannot be definitive in many respects. One limitation to our inclusive approach in sampling the connectivity literature is that the definition and measurement of "connectivity" shows some variation between studies, including distinct statistical procedures and networks of interest (e.g., whole brain vs. DMN). For example, in two of the studies of TBI showing reduced connectivity, the authors focused on isolated networks without examination of the consequences to large-scale connectivity (e.g., motor system only; connections only to the superior frontal gyrus). Even so, we do not anticipate any systematic bias that could change the results presented here; in fact, there was general consistency in the findings for both local and global networks studied.
This review does not include a comprehensive quantitative analysis, which was desirable but not possible given the data quality presented in typical connectivity studies. Most commonly comparative contrasts focus on the location and magnitude of between-groups differences (e.g., x, y, z coordinates, For Zscore) in the absence of providing the descriptive statistics for those differences. This appears to be an unfortunate carry-over from the signal amplitude (i.e., activation) literature where localization of BOLD differences over other features was the central focus. This review might serve as a reminder to investigators and reviewers that the connectivity values for each group (i.e., correlation values, means, standard deviation) should be included with all findings. Even in the absence of extensive quantification of the effects observed in these studies, this review of 126 articles provides the foundation for a more nuanced examination of specific connectivity metrics in the future. In sum, the current review provides a summary of the use of connectivity modeling to examine macrolevel shifts in brain networks and there is support for the primary arguments that (a) hyperconnectivity is a common brain response to neurological disruption, and (b) the expression of hyperconnectivity is dependent upon pathology and resource availability. Much remains to be determined, including the basic mechanism(s) for hyperconnectivity and what this network response achieves for behavior. Future work should establish those transient/situational demands associated with hyperconnectivity and the physical resource thresholds that permit its expression.
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