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Abstract
All −1-type pointed Hopf algebras and central quantum linear spaces with Weyl
groups of exceptional type are found. It is proved that every non −1-type pointed
Hopf algebra with real G(H) is infinite dimensional and every central quantum
linear space over finite group is finite dimensional. It is proved that except a few
cases Nichols algebras of reducible Yetter-Drinfeld modules over Weyl groups of
exceptional type are infinite dimensional.
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0 Introduction
This article is to contribute to the classification of finite-dimensional complex pointed Hopf
algebras H with Weyl groups of exceptional type. The classification of finite dimensional
pointed Hopf algebra with finite abelian groups has been completed ( see [AS98, AS02,
AS00, AS05, He06]). Papers [AG03, Gr00, AZ07, Fa07, AF06, AF07] considered some
non-abelian cases, for example, symmetric group, dihedral group, alternating group and
the Mathieu simple groups. It was shown in [HS] that every Nichols algebra of reducible
Yetter-Drinfeld module over non-commutative finite simple group and symmetric group
is infinite dimensional.
In this paper we find all −1-type pointed Hopf algebras and quantum linear spaces
with Weyl groups of exceptional type. We show that every non −1-type pointed Hopf
algebra is infinite dimensional and every quantum linear space is finite dimensional. It is
desirable to do this in view of the importance of Weyl groups in the theories of Lie groups,
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Lie algebras and algebraic groups. We first give the relation between the bi-one Nichols
algebra B(Os, ρ) introduced in [Gr00, AZ07, AHS08, AFZ] and the arrow Nichols algebra
introduced in [CR97, CR02, ZZC, ZCZ]. [ZWCYa, ZWCYb] applied the software GAP
to compute the representatives of conjugacy classes, centralizers of these representatives
and character tables of these centralizers in Weyl groups of exceptional type. Using the
results in [ZWCYa, ZWCYb] and the classification theorem of quiver Hopf algebras and
Nichols algebras in [ZCZ, Theorem 1] we find all −1-type pointed Hopf algebras and
quantum linear spaces with Weyl groups of exceptional type. We prove that Nichols
algebras of reducible Yetter-Drinfeld modules over Weyl groups of exceptional type are
infinite dimensional except a few cases by applying [HS, Theorem 8.2, 8.6].
This paper is organized as follows. In section 1 it is shown that bi-one arrow Nichols
algebras and B(Os, ρ) introduced in [DPR, Gr00, AZ07, AHS08, AFZ] are the same up to
isomorphisms. In section 2 it is proved that every non −1-type pointed Hopf algebra with
real G(H) is infinite dimensional. In section 3 it is shown that every central quantum
linear space is finite dimensional with an arrow PBW basis. In section 4 the programs
to compute the representatives of conjugacy classes, centralizers of these representatives
and character tables of these centralizers in Weyl groups of exceptional type are given.
In section 5 all −1- type bi-one Nichols algebras over Weyl groups of exceptional type
up to graded pull-push YD Hopf algebra isomorphisms are listed in tables. In section 6
all −1- type bi-one Nichols algebras over Weyl groups of exceptional type up to graded
pull-push YD Hopf algebra isomorphisms are listed in tables. In section 7 all central
quantum linear spaces over Weyl groups of exceptional type are found. In section 8 it is
proved that except a few cases Nichols algebras of reducible Yetter-Drinfeld modules over
Weyl groups of exceptional type are infinite dimensional.
Preliminaries And Conventions
Throughout this paper let k be the complex field; G be a finite group; Gˆ denote the set of
all isomorphic classes of irreducible representations of group G; Gs denote the centralizer
of s; Z(G) denote the center of G. For h ∈ G and an isomorphism φ from G to G′, define
a map φh from G to G
′ by sending x to φ(h−1xh) for any x ∈ G. Let sG or Os denote the
conjugacy class containing s in G. The Weyl groups of E6, E7, E8, F4 and G2 are called
Weyl groups of exceptional type. Let deg ρ denote the dimension of the representation
space V for a representation (V, ρ).
Let N and Z denote the sets of all positive integers and all integers, respectively. For a
set X , we denote by |X| the number of elements in X . If X = ⊕i∈IX(i) as vector spaces,
then we denote by ιi the natural injection from X(i) to X and by πi the corresponding
projection from X to X(i). We will use µ to denote the multiplication of an algebra and
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use ∆ to denote the comultiplication of a coalgebra. For a (left or right) module and
a (left or right) comodule, denote by α−, α+, δ− and δ+ the left module, right module,
left comodule and right comodule structure maps, respectively. The Sweedler’s sigma
notations for coalgebras and comodules are ∆(x) =
∑
x1 ⊗ x2, δ
−(x) =
∑
x(−1) ⊗ x(0),
δ+(x) =
∑
x(0) ⊗ x(1).
A quiver Q = (Q0, Q1, s, t) is an oriented graph, where Q0 and Q1 are the sets of
vertices and arrows, respectively; s and t are two maps from Q1 to Q0. For any arrow
a ∈ Q1, s(a) and t(a) are called its start vertex and end vertex, respectively, and a is
called an arrow from s(a) to t(a). For any n ≥ 0, an n-path or a path of length n in the
quiver Q is an ordered sequence of arrows p = anan−1 · · · a1 with t(ai) = s(ai+1) for all
1 ≤ i ≤ n−1. Note that a 0-path is exactly a vertex and a 1-path is exactly an arrow. In
this case, we define s(p) = s(a1), the start vertex of p, and t(p) = t(an), the end vertex of
p. For a 0-path x, we have s(x) = t(x) = x. Let Qn be the set of n-paths. Let
yQxn denote
the set of all n-paths from x to y, x, y ∈ Q0. That is,
yQxn = {p ∈ Qn | s(p) = x, t(p) = y}.
A quiver Q is finite if Q0 and Q1 are finite sets. A quiver Q is locally finite if
yQx1 is a
finite set for any x, y ∈ Q0.
Let K(G) denote the set of conjugate classes in G. A formal sum r =
∑
C∈K(G) rCC
of conjugate classes of G with cardinal number coefficients is called a ramification (or
ramification data ) of G, i.e. for any C ∈ K(G), rC is a cardinal number. In particular,
a formal sum r =
∑
C∈K(G) rCC of conjugate classes of G with non-negative integer
coefficients is a ramification of G.
For any ramification r and C ∈ K(G), since rC is a cardinal number, we can choose
a set IC(r) such that its cardinal number is rC without loss of generality. Let Kr(G) :=
{C ∈ K(G) | rC 6= 0} = {C ∈ K(G) | IC(r) 6= ∅}. If there exists a ramification r of G such
that the cardinal number of yQx1 is equal to rC for any x, y ∈ G with x
−1y ∈ C ∈ K(G),
then Q is called a Hopf quiver with respect to the ramification data r. In this case, there
is a bijection from IC(r) to
yQx1 , and hence we write
yQx1 = {a
(i)
y,x | i ∈ IC(r)} for any
x, y ∈ G with x−1y ∈ C ∈ K(G).
(G, r,−→ρ , u) is called a ramification system with irreducible representations (or RSR
in short ), if r is a ramification of G; u is a map from K(G) to G with u(C) ∈ C for
any C ∈ K(G); IC(r, u) and JC(i) are sets with |JC(i) | = deg(ρ
(i)
C ) and IC(r) = {(i, j) |
i ∈ IC(r, u), j ∈ JC(i)} for any C ∈ Kr(G), i ∈ IC(r, u);
−→ρ = {ρ
(i)
C }i∈IC(r,u),C∈Kr(G) ∈∏
C∈Kr(G)
(Ĝu(C))|IC(r,u)| with ρ
(i)
C ∈ Ĝ
u(C) for any i ∈ IC(r, u), C ∈ Kr(G). In this paper we
always assume that IC(r, u) is a finite set for any C ∈ Kr(G). Furthermore, if ρ
(i)
C is a one
dimensional representation for any C ∈ Kr(G), then (G, r,
−→ρ , u) is called a ramification
system with characters (or RSC (G, r,−→ρ , u) in short ) (see [ZZC, Definition 1.8]). In
this case, a
(i,j)
y,x is written as a
(i)
y,x in short since JC(i) has only one element.
For RSR(G, r,−→ρ , u), let χ
(i)
C denote the character of ρ
(i)
C for any i ∈ IC(r, u), C ∈
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Kr(C). If ramification r = rCC and IC(r, u) = {i} then we say that RSR(G, r,
−→ρ , u)
is bi-one, written as RSR(G,Os, ρ) with s = u(C) and ρ = ρ
(i)
C in short, since r only
has one conjugacy class C and | IC(r, u) |= 1. Quiver Hopf algebras, Nichols algebras
and Yetter-Drinfeld modules, corresponding to a bi-one RSR(G, r,−→ρ , u), are said to be
bi-one.
If (G, r,−→ρ , u) is an RSR, then it is clear that RSR(G,Ou(C), ρ
(i)
C ) is bi-one for any
C ∈ K and i ∈ IC(r, u), which is called a bi-one sub-RSR of RSR(G, r,
−→ρ , u),
If φ : A → A′ is an algebra homomorphism and (M,α−) is a left A′-module, then
M becomes a left A-module with the A-action given by a · x = φ(a) · x for any a ∈ A,
x ∈M , called a pullback A-module through φ, written as φM . Dually, if φ : C → C
′ is a
coalgebra homomorphism and (M, δ−) is a left C-comodule, then M is a left C ′-comodule
with the C ′-comodule structure given by δ′− := (φ⊗id)δ−, called a push-out C ′-comodule
through φ, written as φM .
If B is a Hopf algebra and M is a B-Hopf bimodule, then we say that (B,M) is a
Hopf bimodule. For any two Hopf bimodules (B,M) and (B′,M ′), if φ is a Hopf algebra
homomorphism from B to B′ and ψ is simultaneously a B-bimodule homomorphism
from M to φM
′
φ and a B
′-bicomodule homomorphism from φMφ to M ′, then (φ, ψ) is
called a pull-push Hopf bimodule homomorphism. Similarly, we say that (B,M) and
(B,X) are a Yetter-Drinfeld (YD) module and YD Hopf algebra, respectively, if M is
a YD B-module and X is a braided Hopf algebra in YD category BBYD. For any two
YD modules (B,M) and (B′,M ′), if φ is a Hopf algebra homomorphism from B to B′,
and ψ is simultaneously a left B-module homomorphism from M to φM
′ and a left B′-
comodule homomorphism from φM to M ′, then (φ, ψ) is called a pull-push YD module
homomorphism. For any two YD Hopf algebras (B,X) and (B′, X ′), if φ is a Hopf algebra
homomorphism from B to B′, ψ is simultaneously a left B-module homomorphism from
X to φX
′ and a left B′-comodule homomorphism from φX to X ′, meantime, ψ also is
algebra and coalgebra homomorphism from X to X ′, then (φ, ψ) is called a pull-push YD
Hopf algebra homomorphism (see [ZZC, the remark after Th.4]).
For s ∈ G and (ρ, V ) ∈ Ĝs, here is a precise description of the YD module M(Os, ρ),
introduced in [Gr00, AZ07]. Let t1 = s, . . . , tm be a numeration of Os, which is a
conjugacy class containing s, and let gi ∈ G such that gi ✄ s := gisg
−1
i = ti for all
1 ≤ i ≤ m. Then M(Os, ρ) = ⊕1≤i≤mgi ⊗ V . Let giv := gi ⊗ v ∈ M(Os, ρ), 1 ≤ i ≤ m,
v ∈ V . If v ∈ V and 1 ≤ i ≤ m, then the action of h ∈ G and the coaction are given by
δ(giv) = ti ⊗ giv, h · (giv) = gj(γ · v), (0.1)
where hgi = gjγ, for some 1 ≤ j ≤ m and γ ∈ G
s. The explicit formula for the braiding
is then given by
c(giv ⊗ gjw) = ti · (gjw)⊗ giv = gj′(γ · v)⊗ giv (0.2)
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for any 1 ≤ i, j ≤ m, v, w ∈ V , where tigj = gj′γ for unique j
′, 1 ≤ j′ ≤ m and γ ∈ Gs.
Let B(Os, ρ) denote B(M(Os, ρ)). M(Os, ρ) is a simple YD module (see [AZ07, Section
1.2 ]). Furthermore, if χ is the character of ρ, then we also denote B(Os, ρ) by B(Os, χ).
1 Relation between bi-one arrow Nichols algebras and
B(Os, ρ)
In this section it is shown that bi-one arrow Nichols algebras and B(Os, ρ) introduced in
[Gr00, AZ07, AHS08, AFZ] are the same up to isomorphisms.
For any RSR(G, r,−→ρ , u), we can construct an arrow Nichols algebraB(kQ11, ad(G, r,
−→ρ ,
u)) ( see [ZCZ, Pro. 2.4]), written as B(G, r,−→ρ , u) in short. Let us recall the pre-
cise description of arrow YD module. For an RSR(G, r,−→ρ , u) and a kG-Hopf bimodule
(kQc1, G, r,
−→ρ , u) with the module operations α− and α+, define a new left kG-action on
kQ1 by
g ✄ x := g · x · g−1, g ∈ G, x ∈ kQ1,
where g ·x = α−(g⊗x) and x·g = α+(x⊗g) for any g ∈ G and x ∈ kQ1. With this left kG-
action and the original left (arrow) kG-coaction δ−, kQ1 is a Yetter-Drinfeld kG-module.
Let Q11 := {a ∈ Q1 | s(a) = 1}, the set of all arrows with starting vertex 1. It is clear that
kQ11 is a Yetter-Drinfeld kG-submodule of kQ1, denoted by (kQ
1
1, ad(G, r,
−→ρ , u)), called
the arrow YD module.
Lemma 1.1. For any s ∈ G and ρ ∈ Ĝs, there exists a bi-one arrow Nichols algebra
B(G, r,−→ρ , u) such that
B(Os, ρ) ∼= B(G, r,
−→ρ , u)
as graded braided Hopf algebras in kGkGYD.
Proof. Assume that V is the representation space of ρ with ρ(g)(v) = g · v for any
g ∈ G, v ∈ V . Let C = Os, r = rCC, rC = degρ, u(C) = s, IC(r, u) = {1} and
(v)ρ
(1)
C (h) = ρ(h
−1)(v) for any h ∈ G, v ∈ V . We get a bi-one arrow Nichols algebra
B(G, r,−→ρ , u).
We now only need to show that M(Os, ρ) ∼= (kQ
1
1, ad(G, r,
−→ρ , u)) in kGkGYD. We recall
the notation in [ZCZ, Proposition 1.2]. Assume JC(1) = {1, 2, · · · , n} and X
(1)
C = V
with basis {x
(1,j)
C | j = 1, 2, · · · , n} without loss of generality. Let vj denote x
(1,j)
C for
convenience. In fact, the left and right coset decompositions of Gs in G are
G =
m⋃
i=1
giG
s and G =
m⋃
i=1
Gsg−1i , (1.1)
respectively.
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Let ψ be a map from M(Os, ρ) to (kQ
1
1, ad(G, r,
−→ρ , u)) by sending givj to a
(1,j)
ti,1
for
any 1 ≤ i ≤ m, 1 ≤ j ≤ n. Since the dimension is mn, ψ is a bijective. See
δ−(ψ(givj)) = δ
−(a
(1,j)
ti,1
)
= ti ⊗ a
(1,j)
ti,1
= (id⊗ ψ)δ−(givj).
Thus ψ is a kG-comodule homomorphism. For any h ∈ G, assume hgi = gi′γ with γ ∈ G
s.
Thus g−1i h
−1 = γ−1g−1i′ , i.e. ζi(h
−1) = γ−1, where ζi was defined in [ZZC, (0.3)]. Since
γ · x(1,j) ∈ V , there exist k
(1,j,p)
C,h−1
∈ k, 1 ≤ p ≤ n, such that γ · x(1,j) =
∑n
p=1 k
(1,j,p)
C,h−1
x(1,p).
Therefore
x(1,j) · ζi(h
−1) = γ · x(1,j) (by definition of ρ
(1)
C )
=
n∑
p=1
k
(1,j,p)
C,h−1
x(1,p). (1.2)
See
ψ(h · givj) = ψ(gi′(γvj))
= ψ(gi′(
n∑
p=1
k
(1,j,p)
C,h−1
vp))
=
n∑
p=1
k
(1,j,p)
C,h−1
a
(1,p)
ti′ ,1
and
h✄ (ψ(givj)) = h✄ (a
(1,j)
ti,1
)
= a
(1,j)
hti,h
· h−1
=
n∑
p=1
k
(1,j,p)
C,h−1
a
(1,p)
ti′ ,1
(by [ZCZ, Pro.1.2] and (1.2)).
Therefore ψ is a kG-module homomorphism. ✷
Therefore we also say that B(Os, ρ) is a bi-one Nichols Hopf algebra.
Remark 1.2. The representation ρ in B(Os, ρ) introduced in [Gr00, AZ07] and ρ
(i)
C
in RSR are different. ρ(g) acts on its representation space from the left and ρ
(i)
C (g) acts
on its representation space from the right.
s ∈ G is real if s and s−1 are in the same conjugacy class. If every element in G is
real, then G is real. Obviously, Weyl groups are real.
Lemma 1.3. Assume that s ∈ G is real and χ is the character of ρ ∈ Ĝs. If χ(s) 6=
−deg(ρ) or the order of s is odd, then dimB(Os, ρ) =∞.
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Proof. If the order of s is odd, it follows from [AZ07, Lemma 2.2] and [AF07, Lemma
1.3]. Now assume that χ(s) 6= −deg(ρ). Since ρ(s) = qssid, χ(s) = qss(deg(ρ)). Therefore
qss 6= −1 and dimB(Os, ρ) =∞ by [AZ07, Lemma 2.2] and [AF07, Lemma 1.3]. ✷.
Lemma 1.4. (kG,B(Os, ρ)) ∼= (kG
′,B(Os′, ρ
′)) as graded pull-push YD Hopf algebras
if and only if there exist h ∈ G and a group isomorphism φ from G to G′ such that
φ(h−1sh) = s′ and ρ′φh ∼= ρ, where φh(g) = φ(h
−1gh) for any g ∈ G.
Proof. Let C and C ′ be conjugacy classes of G and G′, respectively; r = rCC and
r′ = rC′C
′ be ramifications of G and G′, respectively. Applying Lemma 1.1, we only
need show that (kG,B(G, r,−→ρ , u)) ∼= (kG′,B(G, r′,
−→
ρ′ , u′)) as graded pull-push YD Hopf
algebras if and only if there exist h ∈ G and a group automorphism group isomorphism φ
fromG to G′ such that φ(h−1u(C)h) = u′(C ′) and ρ′
(i′)
C′ φh
∼= ρ
(i)
C . Applying [ZCZ, Theorem
4], we only need show that RSR(G, r,−→ρ , u) ∼= RSR(G, r′,
−→
ρ′ , u′) if and only if there exist
h ∈ G and a group isomorphism φ from G to G′ such that φ(h−1u(C)h) = u′(C ′) and
ρ′
(i′)
C′ φh
∼= ρ
(i)
C . This is clear. ✷
If we define a relation on group G as follows: x ∼ y if and only if there exists a group
automorphism φ of G such that φ(x) and y are contained in the same conjugacy class,
then this is an equivalent relation. Let set {si | i ∈ Ω} denote all representatives of the
equivalent classes, which is called the representative system of conjugacy classes of G
under isomorphism relations, or the representative system of iso-conjugacy classes of G
in short.
Proposition 1.5. Let {si | i ∈ Ω} ⊆ G be the representative system of iso-conjugacy
classes of G. Then {B(Osi, ρ) | i ∈ Ω, ρ ∈ Ĝ
si} are all representatives of the bi-one
Nichols algebra over G, up to graded pull-push YD Hopf algebra isomorphisms.
Proof. If B(Os, ρ) is a bi-one Nichols Hopf algebra over G, then there exist i ∈ Ω,
φ ∈ Aut(G) and h ∈ G such that φh(s) = si. Let ρ
′ = ρ(φh)
−1. By Lemma 1.4,
(kG,B(Os, ρ)) ∼= (kG,B(Osi, ρ
′)) as graded pull-push YD Hopf algebras.
It follows from Lemma 1.4 that (kG,B(Osi , ρ)) and (kG,B(Osj , ρ
′)) are not graded
pull-push YD Hopf algebra isomorphisms when i 6= j and i, j ∈ Ω. ✷
2 Diagram
In this section it is proved that every non −1-type pointed Hopf algebra with real G(H)
is infinite dimensional.
If H is a graded Hopf algebra, then there exists the diagram of H , written diag(H),
(see [ZZC, Section 3.1] and [Ra]). If H is a pointed Hopf algebra, then the coradical
filtration Hopf algebra gr(H) is a graded Hopf algebra. So gr(H) has the diagram, written
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diagfilt(H), called the filter diagram of H . diagfilt(H) is written as diag(H) in short when
it does not cause confusion (see [AS98, Introduction] ).
A graded coalgebra C = ⊕∞n=0C(n) is strictly graded if C(0) = k and C(1) = P (C) (see
[Sw, P232]).
Proposition 2.1. If H = ⊕∞n=0H(n) is a graded Hopf algebra and R := diag(H) is
strictly graded as coalgebras, then H ∼= grH as graded Hopf algebras.
Proof. By [AS98, Lemma 2.5], H is coradically graded, i.e. Hm = ⊕
m
i=0H(i) for
m = 0, 1, 2, · · · , where H0 ⊆ H1 ⊆ H2 ⊆ H3 ⊆ · · · is the coradical filtration of H . Define
a map ψ from H to grH by sending a to a+Hm−1 for any a ∈ H(m) and m = 0, 1, 2, 3, · · · .
Note H−1 := 0. Obviously, ψ is bijective. If a ∈ H(m), then there exist a
(j)
s , b
(j)
s ∈ H(j) for
0 ≤ j ≤ m, 1 ≤ s ≤ nj , such that ∆(a) =
∑m
i=0
∑ni
s=1 a
(i)
s ⊗ b
(m−i)
s . See
(ψ ⊗ ψ)∆(a) = (ψ ⊗ ψ)
m∑
i=0
ni∑
s=1
a(i)s ⊗ b
(m−i)
s
=
m∑
i=0
ni∑
s=1
(a(i)s +Hi−1)⊗ (b
(m−i)
s +Hm−i−1)
= ∆(a +Hm−1)
(by the definition of comultiplication of grH in [Sw, P229] )
= ∆ψ(a).
Thus ψ is a coalgebra homomorphism. Similarly, ψ is a algebra homomorphism. ✷
Consequently, every pointed Hopf algebra of type one ( since its diagram is Nichols
algebra, see [ZCZ, Section 2]) is isomorphic to its filtration Hopf algebra as graded Hopf
algebras.
Lemma 2.2. If R is a graded braided Hopf algebra in kGkGYD and is strictly graded
as coalgebra gradations, then the subalgebra R¯ generated by R(1) as algebras is a Nichols
algebra. Furthermore, R¯ generated by R(1) as algebras in R is a Nichols algebra when R
is the filter diagram of a pointed Hopf algebra H.
Proof. We show the first claim by the following steps. Let
x = x(1)x(2) · · ·x(n) and y = x(1), z = x(2) · · ·x(n)
with x ∈ R, x(i) ∈ R(1) for i = 1, 2, · · · , n.
(i) R¯ is kG-submodule of R. In fact h ·x = h ·x(1)x(2) · · ·x(n) = (h ·x(1))(h ·x(2)) · · · (h ·
x(n)) ∈ R(1)R(1) · · ·R(1) ⊆ R¯ for any h ∈ G.
(ii) R¯ is kG-subcomodule of R. We use induction on n to show δ−(x) ∈ kG⊗R¯. When
n = 1, it is clear. Assume n > 1. δ−(x) = δ−(yz) =
∑
y(−1)z(−1) ⊗ y(0)z(0) ∈ kG⊗ R¯.
8
(iii) R¯ is a subcoalgebra of R. We use induction on n to show ∆(x) ∈ R¯ ⊗ R¯. When
n = 1 it is clear. Assume n > 1.
∆R(x) = ∆R(yz)
=
∑
(z)
yz1 ⊗ z2 +
∑
(z),(y)
y(−1) · z1 ⊗ y(0)z2,
which implies ∆R(x) ∈ R¯⊗ R¯.
For the second claim, since R is strictly graded as coalgebra gradations (see [AS98,
Lemma 2.3 and Lemma 2.4]), R¯ is a Nichols algebra by the first claim. ✷
Remark 2.3. By [AS02, Cor.2.3 ] R¯ ∼= B(diagfilt(H)(1)) as graded braided Hopf algebra
in kGkGYD, where R¯ is the same as in Lemma 2.2. There exists an RSR(G, r,
−→ρ , u) such
that B(G, r,−→ρ , u) ∼= B(diagfilt(H)(1)) as graded braided Hopf algebra in
kG
kGYD, by [ZCZ,
Pro. 2.4]. We call B(diagfilt(H)(1)) and RSR(G, r,
−→ρ , u) the Nichols algebra and RSR of
H, respectively.
Definition 2.4. (i) RSR(G, r,−→ρ , u) is of −1-type, if u(C) is real and the order of u(C)
is even with χ
(i)
C (u(C)) = −χ
(i)
C (1) (i.e. χ
(i)
C (u(C)) = −degρ
(i)
C ) for any C ∈ Kr(G) and
any i ∈ IC(r, u).
(ii) Nichols algebra R over group G is of −1-type if there exists −1-type RSR(G, r,−→ρ , u)
such that R ∼= B(G, r,−→ρ , u) as graded pull-push YD Hopf algebras.
(iii) Pointed Hopf algebra H with group G = G(H) is of −1-type if the Nichols algebra
of H is of −1-type.
Proposition 2.5. (i) If RSR(G, r,−→ρ , u) ∼= RSR(G′, r′,
−→
ρ′ , u′) and RSR(G, r,−→ρ , u) is
of −1-type, then so is RSR(G′, r′,
−→
ρ′ , u′).
(ii) If (kG,R) ∼= (kG′, R′) as graded pull-push YD Hopf algebras and R is of −1-type,
then so is R′, where R and R′ are Nichols algebras over group algebras kG and kG′,
respectively.
(iii) If pointed Hopf algebras H and H ′ are isomorphic as Hopf algebras and H is of
−1-type, then so is H ′.
Proof. (i) There exist a group isomorphism φ : G → G′, an element hC ∈ G such
that φ(h−1C u(C)hC) = u
′(φ(C)) for any C ∈ K(G) and a bijective map φC : IC(r, u) →
Iφ(C)(r
′, u′) such that ρ
(i)
C
∼=ρ′
(φC(i))
φ(C) φhc for any i ∈ IC(r, u). Therefore
χ′
(φC(i))
φ(C) (u
′(φ(C))) = χ′
(φC(i))
φ(C) (φ(h
−1
C u(C)hC))
= χ
(i)
C (u(C)) (by the isomorphism )
= −χ
(i)
C (1) (by the definition of − 1-type)
= −χ′
(φC(i))
φ(C) (φhC (1)) = −χ
′(φC(i))
φ(C) (1),
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which proves the claim.
(ii) By [ZCZ, Pro.2.4], there exist two RSR(G, r,−→ρ , u) and RSR(G′, r′,
−→
ρ′ , u′) such
that R ∼= B(G, r,−→ρ , u) and R′ ∼= B(G′, r′,
−→
ρ′ , u′) as graded YD Hopf algebras. Thus
RSR(G, r,−→ρ , u) ∼= RSR(G′, r′,
−→
ρ′ , u′) by [ZCZ, Theorem 4]. It follows from Definition 2.4
and Part (i) that RSR(G′, r′,
−→
ρ′ , u′) is of −1-type.
(iii) It is clear that grH ∼= grH ′ as graded Hopf algebras. Thus (kG,R) ∼= (kG′, R′)
as graded pull-push YD Hopf algebras by [ZCZ, Lemma 3.1], where kG and kG′ are the
coradicals of H and H ′, respectively; R = diagH and R′ = diagH ′. Let R¯ and R¯′ denote
the subalgebras generated by R(1) and R
′
(1) as algebras in R and R
′, respectively. It is
clear that (kG, R¯) ∼= (kG′, R¯′) as graded pull-push YD Hopf algebras. It follows from
Part (ii) that H ′ is of −1-type. ✷
In fact, the proof of Part (iii) above shows that if two pointed Hopf algebras are
isomorphic, then their Nichols algebras are graded pull-push isomorphic. Similarly, we
can prove that their RSR′s are isomorphic.
Proposition 2.6. If H is a pointed Hopf algebra with real G = G(H) and is not of
−1-type, then H is infinite dimensional.
Proof. Let R be the (filter) diagram of H . By Lemma 2.2, R¯ generated by R(1) as
algebras in R is a Nichols algebra. By [ZCZ, Pro.2.4 (ii)], there exists an RSR(G, r,−→ρ , u)
such that R¯ ∼= B(G, r,−→ρ , u) is graded pull-push YD Hopf algebra isomorphism. By
assumption, there exist C ∈ Kr(G) and i ∈ IC(r, u) such that χ
(i)
C (u(C)) 6= −deg(ρ
(i)
C )
or the order of u(C) is odd. It follows from Lemma 1.3 that the bi-one Nichols al-
gebra B(G, r′,
−→
ρ′ , u′) is infinite dimensional, where ramification r′ = r′CC, ρ
′(i)
C = ρ
(i)
C ,
u′(C) = u(C), IC(r
′, u′) ⊆ IC(r, u) with | IC(r
′, u′) |= 1. Let Q′ be a sub-quiver of Q
with Q′0 = Q0 and Q
′
1 := {a
(i,j)
y,x | x−1y ∈ C, j ∈ JC(i)}. Since (k(Q
′)11, ad(G, r
′,
−→
ρ′ , u′))
is a braided subspace of (kQ11, ad(G, r,
−→ρ , u)), we have dimB(G, r,−→ρ , u) = ∞ and H is
infinite dimensional. ✷
RSR(G, r,−→ρ , u) is said to be of infinite type if B(G, r,−→ρ , u) is infinite dimensional.
Otherwise, it is said to be of finite type . For any RSR(G, r,−→ρ , u), according to the proof
above, if there exist C ∈ Kr(G) and i ∈ IC(r, u) such that dimB(Ou(C), ρ
(i)
C ) = ∞, then
dimB(G, r,−→ρ , u) = ∞. In this case RSR(G, r,−→ρ , u) is said to be of essentially infinite
type. Otherwise, it is said to be of non-essentially infinite type. For example, non −1-type
RSR over real group is of essentially infinite type. However, it is an open problem whether
RSR(G, r,−→ρ , u) is of finite type when it is of non-essentially infinite type, although paper
[AHS08] gave a partial solution to this problem.
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3 Generalized quantum linear spaces
In this section it is shown that every central quantum linear space is finite dimensional
with an arrow PBW basis.
Let σ denote the braiding of the braided tensor category (C, σ). If A and B are two
objects of C and σA,BσB,A = idB⊗A and σB,AσA,B = idA⊗B then σ is said to be symmetric
on pair (A,B). Furthermore, if A = B, then σ is said to be symmetric on object A, in
short, or A is said to be quantum symmetric.
Every arrow YD module (kQ11, ad(G, r,
−→ρ , u)) has a decomposition of simple YD mod-
ules:
(kQ11, ad(G, r,
−→ρ , u)) = ⊕C∈Kr(G),i∈IC(r,u)kQ
1
1(G,Ou(C), ρ
(i)
C ) (3.1)
and σC(i),D(j) is a map from kQ
1
1(G,Ou(C), ρ
(i)
C )⊗kQ
1
1(G,Ou(D), ρ
(j)
D ) to kQ
1
1(G,Ou(D), ρ
(j)
D )⊗
kQ11(G,Ou(C), ρ
(i)
C ), where kQ
1
1(G,Ou(C), ρ
(i)
C ) := k{a
(i,j)
x,1 | x ∈ Ou(C), i ∈ IC(r, u), j ∈
JC(i)} and σC(i),D(j) denotes σkQ11(G,Ou(C),ρ
(i)
C
),kQ11(G,Ou(D),ρ
(j)
D
)
for any i ∈ IC(r, u), j ∈
ID(r, u).
Every YD module over kG has a decomposition (3.1) since every YD module is iso-
morphic to an arrow YD module by [ZCZ, Pro. 2.4], which shows every YD module over
kG is completely reducible (see [AZ07, Section 1.2]).
Definition 3.1. An RSR(G, r,−→ρ , u) is said to be quantum symmetric if σC(i),D(j) =
σD(j),C(i))
−1, i.e. σ is symmetric on pair (kQ11(G,Ou(C), ρ
(i)
C ), kQ
1
1(G,Ou(D), ρ
(j)
D ), for any
C,D ∈ Kr(G), i ∈ IC(r, u) and j ∈ ID(r, u).
An RSR(G, r,−→ρ , u) is said to be quantum weakly symmetric if σC(i),D(j) = (σD(j),C(i))
−1
for any C,D ∈ Kr(G), i ∈ IC(r, u) and j ∈ ID(r, u) with (C, i) 6= (D, j) (i.e. either C 6= D
or i 6= j).
Proposition 3.2. If a non-essentially infinite RSR(G, r,−→ρ , u) is quantum weakly sym-
metric, then RSR(G, r,−→ρ , u) is a finite type.
Proof. It follows from [Gr00, Theorem 2.2]. ✷
Lemma 3.3. (i) Assume that H is a Hopf algebra with an invertible antipode and M
is a YD H-module, Then the braiding σ of HHYD is symmetric on M if and only if σ is
symmetric on B(M).
(ii) The following conditions are equivalent.
(1) RSR(G, r,−→ρ , u) is quantum symmetric.
(2) The braiding σ of kGkGYD on the arrow YD module (kQ
1
1, ad(G, r,
−→ρ , u)) is sym-
metric.
(3) The braiding σ is symmetric on B(G, r,−→ρ , u).
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(4) σ2(a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 ) = a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 for any C := x
G, D := yG ∈ Kr(G), i ∈ IC(r, u),
i′ ∈ ID(r, u), j ∈ JC(i), j
′ ∈ JD(i
′).
(5) a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 = (xyx
−1
✄ a
(i,j)
x,1 )⊗ (x✄ a
(i′,j′)
y,1 ) for any C := x
G, D := yG ∈ Kr(G),
i ∈ IC(r, u), i
′ ∈ ID(r, u), j ∈ JC(i), j
′ ∈ JD(i
′).
(iii) The following conditions are equivalent.
(1) RSR(G, r,−→ρ , u) is quantum weakly symmetric.
(2) σ2(a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 ) = a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 for any C := x
G, D := yG ∈ Kr(G), i ∈ IC(r, u),
i′ ∈ ID(r, u), j ∈ JC(i), j
′ ∈ JD(i
′) with (C, i) 6= (D, i′).
(3) a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 = (xyx
−1
✄ a
(i,j)
x,1 )⊗ (x✄ a
(i′,j′)
y,1 ) for any C := x
G, D := yG ∈ Kr(G),
i ∈ IC(r, u), i
′ ∈ ID(r, u), j ∈ JC(i), j
′ ∈ JD(i
′) with (C, i) 6= (D, i′).
Proof. (i) It is clear since M generates B(M) as algebras.
(ii) It follows from Definition 3.1 that (1) and (2) are equivalent. Part (i) im-
plies that (2) and (3) are equivalent. Obviously, (4) and (2) are equivalent. Since
(kQ11, ad(G, r,
−→ρ , u)) is a YD module, we have
σ2(a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 ) = (xyx
−1
✄ a
(i,j)
x,1 )⊗ (x✄ a
(i′,j′)
y,1 ). (3.2)
Therefore, (4) and (5) are equivalent.
(iii) It follows from (3.2) that (2) and (3) are equivalent. Obviously (1) and (2)
according to the definition. ✷
Lemma 3.4. For C := xG, D := yG ∈ Kr(G), i ∈ IC(r, u), i
′ ∈ ID(r, u), j ∈ JC(i),
j′ ∈ JD(i
′), assume that ρ
(i)
C and ρ
(i′)
D are one dimensional representations; The coset
decomposition of Gu(C) and Gu(D) in G are
G =
⋃
θ∈ΘC
Gu(C)gθ, and G =
⋃
η∈ΘD
Gu(D)hη,
respectively; x = g−1θ u(C)gθ and y = h
−1
η u(D)hη; gθy
−1 = ζθ(y
−1)gθ′ and hηx
−1 =
ζη(x
−1)hη′ with ζθ(y
−1) ∈ Gu(C) and ζη(x
−1) ∈ Gu(D).
Then
a
(i,j)
x,1 ⊗ a
(i′,j′)
y,1 = (xyx
−1
✄ a
(i,j)
x,1 )⊗ (x✄ a
(i′,j′)
y,1 ) (3.3)
if and only if
xy = yx and ρ
(i)
C (ζθ(y
−1))ρ
(i′)
D (ζη(x
−1)) = 1 (3.4)
Proof. By [ZCZ, Pro. 1.2] or [ZZC, Pro. 1.9], (xyx−1 ✄ a
(i,j)
x,1 ) ⊗ (x ✄ a
(i′,j′)
y,1 ) =
αa
(i,j)
xyxy−1x−1,1 ⊗ a
(i′,j′)
xyx−1,1, where α ∈ k. Thus (3.3) holds if and only if xy = yx and α = 1.
By [ZCZ, Pro. 1.2], α = 1 if and only if (3.4) holds. ✷
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Proposition 3.5. If RSC(G, r,−→χ , u) is non-essentially infinite and (3.4) holds for
any C := xG, D := yG ∈ Kr(G), i ∈ IC(r, u), i
′ ∈ ID(r, u) with (C, i) 6= (D, i
′), then
RSR(G, r,−→ρ , u) is quantum weakly symmetric. Therefore RSR(G, r,−→ρ , u) is a finite type.
Proof. It follows from Lemma 3.4, Lemma 3.3 and Proposition 3.2. ✷
If 0 6= q ∈ k and 0 ≤ i ≤ n < ord(q) (the order of q), we set (0)q! = 1,(
n
i
)
q
=
(n)q!
(i)q!(n− i)q!
, where (n)q! =
∏
1≤i≤n
(i)q, (n)q =
qn − 1
q − 1
.
In particular, (n)q = n when q = 1.
Lemma 3.6. In kQc(G, r,−→ρ , u), we have the following results.
(i) If C = {g} ∈ Kr(G) with i ∈ IC(r, u), then there exists 0 6= q ∈ k such that
ρ
(i)
C (g) = q id and a
(i,j)
y,x · h = qa
(i,j)
yh,xh for any x
−1y ∈ C, h ∈ G, j ∈ JC(i).
(ii) If a
(i,j)
w0,v0 · h = qa
(i,j)
w0h,v0h
for some v0, w0,∈ G, h ∈ G
u(C), q ∈ k with v−10 w0 ∈ C ∈
Kr(G), then a
(i,j)
w,v · h = qa
(i,j)
w0h,v0h
for any v, w ∈ G with v−1w ∈ C
Proof. (i) It follows from [ZCZ, Pro. 1.2].
(ii) Let X
(i)
C be a representation space of ρ
(i)
C and {x
(i,j)
C | j ∈ JC(i)} a k-basis of X
(i)
C .
By the proof of [ZCZ, Pro. 1.2], a
(i,j)
w,v ·h = qa
(i,j)
wh,vh since x
(i,j)
C ·ζθ(h) = qx
(i,j)
C by assumption.
✷
Lemma 3.7. In co-path Hopf algebra kQc(G, r,−→ρ , u), assume C := gG ∈ Kr(G),
i ∈ IC(r, u), j ∈ JC(i) and a
(i,j)
g,1 · g = qa
(i,j)
g2,g
. If i1, i2, · · · , im are non-negative integers,
then
a
(i,j)
gim+1,gim
· a
(i,j)
gim−1+1,gim−1
· · · · · a
(i,j)
gi1+1,gi1
= qβm(m)q!P
(i,j)
gαm (g,m)
where αm = i1 + i2 + · · ·+ im, P
(i,j)
h (g,m) := a
(i,j)
gmh,gm−1h
a
(i,j)
gm−1h,gm−2h
· · · a
(i,j)
gh,h, β1 = 0 and
βm =
∑m−1
j=1 (i1 + i2 + · · ·+ ij) if m > 1.
Proof. We prove the equality by induction on m. For m = 1, it is easy to see that
the equality holds. Now suppose m > 1. We have
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a
(i,j)
gim+1,gim
· a
(i,j)
gim−1+1,gim−1
· · · · · a
(i,j)
gi1+1,gi1
= a
(i,j)
gim+1,gim
· (a
(i,j)
gim−1+1,gim−1
· · · · · a
(i,j)
gi1+1,gi1
)
= qβm−1(m− 1)q!a
(i,j)
gim+1,gim
· P
(i,j)
gαm−1
(g,m− 1) (by inductive assumption )
= qβm−1(m− 1)q!a
(i,j)
gim+1,gim
· (a
(i,j)
gαm−1+m−1,gαm−1+m−2
· · ·a
(i,j)
gαm−1+1,gαm−1
)
= qβm−1(m− 1)q!
∑m
l=1[(g
im+1 · a
(i,j)
gαm−1+m−1,gαm−1+m−2
) · · · (gim+1 · a
(i,j)
gαm−1+l,gαm−1+l−1
)
(a
(i,j)
gim+1,gim
· gαm−1+l−1)(gim · a
(i,j)
gαm−1+l−1,gαm−1+l−2
) · · · (gim · a
(i,j)
gαm−1+1,gαm−1
)]
(by [CR02, Theorem 3.8] )
= qβm−1(m− 1)q!
∑m
l=1[a
(i,j)
gαm+m,gαm+m−1
· · · a
(i,j)
gαm+l+1,gαm+l
qαm−1+l−1a
(i,j)
gαm+l,gαm+l−1
a
(i,j)
gαm+l−1,gαm+l−2
· · · a(i,j)
gαm+1,gαm
] ( by lemma 3.6 )
= qβm−1(m− 1)q!
∑m
l=1 q
αm−1+l−1P
(i,j)
gαm (g,m)
= qβm−1+αm−1(m)q!P
(i,j)
gαm (g,m)
= qβm(m)q!P
(i,j)
gαm (g,m). ✷
Recall that a braided algebra A in braided tensor category (C, σ) with braiding σ is
said to be braided commutative or quantum commutative, if ab = µσ(a ⊗ b) for any
a, b ∈ A, where µ is the multiplication of A.
By [CR02, Example 3.11], the multiplication of any two arrows a
(i,j)
y,x and a
(m,n)
w,v, in
co-path Hopf algebra kQc(G, r,−→ρ , u) is
a(i,j)y,x · a
(m,n)
w,v, = (y · a
(m,n)
w,v )(a
(i,j)
y,x · v) + (ay,x · w)(x · a
(m,n)
w,v ). (3.5)
Lemma 3.8. Let C := xG, D := yG ∈ Kr(G), i ∈ IC(r, u), j ∈ JC(i), i
′ ∈ ID(r, u),
j′ ∈ JD(i
′), α, β ∈ k with a
(i′,j′)
y,1 · x = αa
(i′,j′)
yx,x and a
(i,j)
x,1 · y = βa
(i,j)
xy,y in co-path Hopf algebra
kQc(G, r,−→ρ , u). If xy = yx then αβ = 1 if and only if
a
(i,j)
x,1 · a
(i′,j′)
y,1 = α
−1a
(i′,j′)
y,1 · a
(i,j)
x,1 (3.6)
Proof. By (3.5) and [ZCZ, Pro. 1.2], we have
a
(i,j)
x,1 · a
(i′,j′)
y,1 = a
(i′,j′)
xy,x a
(i,j)
x,1 + βa
(i,j)
xy,ya
(i′,j′)
y,1 ,
a
(i′,j′)
y,1 · a
(i,j)
x,1 = αa
(i′,j′)
yx,x a
(i,j)
x,1 + a
(i,j)
yx,ya
(i′,j′)
y,1 . (3.7)
Applying this we can complete the proof. ✷
Lemma 3.9. Assume that RSR(G, r,−→ρ , u) satisfies C := {gC} ⊆ Z(G) for any C ∈
Kr(G). Let ρ
(i)
C (gD) = q
(i)
C,D id for any C,D ∈ Kr(G), i ∈ IC(r, u).
(i) The following conditions are equivalent:
(1) RSR(G, r,−→ρ , u) is quantum symmetric
(2) q
(i)
C,Dq
(i′)
D,C = 1 for any C,D ∈ Kr(G), i ∈ IC(r, u), i
′ ∈ ID(r, u).
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(3) a
(i,j)
gC ,1
·ai
′,j′
gD,1
= (q
(i′)
D,C)
−1a
(i′,j′)
gD ,1
·a
(i,j)
gC ,1
for any C,D ∈ Kr(G), i ∈ IC(r, u), i
′ ∈ ID(r, u),
j ∈ IC(i), j
′ ∈ JC(i
′).
(4) B(G, r,−→ρ , u) is quantum commutative in kGkGYD.
(5) B(G, r,−→ρ , u) is quatntum symmetric.
(6) (kQ11, ad(G, r,
−→ρ , u)) is quantum symmetric.
(ii) The following conditions are equivalent:
(1) RSR(G, r,−→ρ , u) is quantum weakly symmetric
(2) q
(i)
C,Dq
(i′)
D,C = 1 for any C,D ∈ Kr(G), i ∈ IC(r, u), i
′ ∈ ID(r, u) with (C, i) 6= (D, i
′).
(3) a
(i,j)
gC ,1
·a
(i′,j′)
gD,1
= (q
(i′)
D,C)
−1a
(i′,j′)
gD,1
·a
(i,j)
gC ,1
for any C,D ∈ Kr(G), i ∈ IC(r, u), i
′ ∈ ID(r, u),
j ∈ IC(i), j
′ ∈ JC(i
′) with (C, i) 6= (D, i′).
Proof. By [ZCZ, Lemma 2,2] , diag(kG[kQc1, r,
−→ρ , u]) is the Nichols algebraB(G, r,−→ρ , u)
in kGkGYD. By [ZCZ, Pro. 1.2],
σ2(a
(i,j)
gC ,1
⊗ a
(i′,j′)
gD,1
) = (q
(i)
C,Dq
(i′)
D,C)
−1a
(i,j)
gC ,1
⊗ a
(i′,j′)
gD,1
. (3.8)
(i) By Lemma 3.3 (ii), (1), (5) and (6) are equivalent. It follows from (3.8) that (6)
and (2) are equivalent. By Lemma 3.8, (3) and (2) are equivalent. Obviously (3) and (6)
are equivalent. (3) and (4) are equivalent since B(G, r,−→ρ , u) is generated by kQ11.
(ii) It follows from (3.8) that (1) and (2) are equivalent. (2) and (3) are equivalent
according to (3.6). ✷
Lemma 3.10. (See [AS98, Lemma 3.3]) Let B be a Hopf algebra and R a braided
Hopf algebra in BBYD with a linearly independent set {x1 . . . , xt} ⊆ P (R), the set of all
primitive elements in R. Assume that there exist gj ∈ G(B) (the set of all group-like
elements in B) and 0 6= kj,i ∈ k such that
δ(xi) = gi ⊗ xi, gi · xj = kijxj , for all i, j = 1, 2, · · · , t.
Then
{xm11 x
m2
2 · · ·x
mt
t | 0 ≤ mj < Nj, 1 ≤ j ≤ t}.
is linearly independent, where Ni is the order of qi := kii ( Ni =∞ when qi is not a root
of unit, or qi = 1 ) for 1 ≤ i ≤ t.
Proof. By the quantum binomial formula, if 1 ≤ nj < Nj, then
∆(x
nj
j ) =
∑
0≤ij≤nj
(
nj
ij
)
qj
x
ij
j ⊗ x
nj−ij
j .
We use the following notation:
n = (n1, · · · , nj , · · · , nt), x
n = xn11 · · ·x
nj
j · · ·x
nt
t , |n| = n1 + · · ·+ nj + · · ·+ nt;
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accordingly, N = (N1, · · · , Nt), 1 = (1, · · · , 1). Also, we set
i ≤ n if ij ≤ nj , j = 1, · · · , t.
Then, for n < N, we deduce from the quantum binomial formula that
∆(xn) = xn ⊗ 1 + 1⊗ xn +
∑
0≤i≤n, 06=i 6=n
cn,ix
i ⊗ xn−i, (3.9)
where cn,i 6= 0 for all i.
We shall prove by induction on r that the set
{xn | |n| ≤ r, n < N}
is linearly independent.
Let r = 1 and let a0 +
∑t
i=1 aixi = 0, with aj ∈ k, 0 ≤ j ≤ t. Applying ǫ, we see that
a0 = 0; by hypothesis we conclude that the other aj’s are also 0.
Now let r > 1 and suppose that z =
∑
|n|≤r,n<N anx
n = 0. Applying ǫ, we see that
a0 = 0. Then
0 = ∆(z) = z ⊗ 1 + 1⊗ z +
∑
1≤|n|≤r,n<N
an
∑
0≤i≤n, 06=i 6=n
cn,ix
i ⊗ xn−i
=
∑
1≤|n|≤r,n<N
∑
0≤i≤n, 06=i 6=n
ancn,ix
i ⊗ xn−i.
Now, if |n| ≤ r, 0 ≤ i ≤ n, and 0 6= i 6= n, then |i| < r and |n − i| < r. By inductive
hypothesis, the elements xi ⊗ xn−i are linearly independent. Hence ancn,i = 0 and an = 0
for all n, |n| ≥ 1. Thus an = 0 for all n. ✷
The quantum linear space was defined in [AS98, Lemma 3.4] and now is generalized
as follows.
Definition 3.11. Let 0 6= ki,j ∈ k and 1 < Ni := ord(kki,i) < ∞ for any i, j ∈ Ω,
where Ω is a finite set. If R is the algebra generated by set {xj | j ∈ Ω} with relations
xNll = 0, xixj = ki,jxjxi for any i, j ∈ Ω with i 6= j, (3.10)
then R is called the generalized quatum linear space generated by {xj | j ∈ Ω}.
Definition 3.12. (i) RSR(G, r,−→ρ , u) is said to be a generalized quantum linear type
if the following conditions are satisfied:
(GQL1) xy = yx for any C := xG, D := yG ∈ Kr(G).
(GQL2) there exists k
(i,j)
x,y ∈ k such that a
(i,j)
x,1 · y = k
(i,j)
x,y a
(i,j)
xy,y for any C := xG, D :=
yG ∈ Kr(G), i ∈ IC(r, u), j ∈ JC(i).
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(GQL3) k
(i,j)
x,y k
(i′,j′)
y,x = 1 for any C := xG, D := yG ∈ Kr(G), i ∈ IC(r, u), j ∈ JC(i),
i′ ∈ ID(r, u), j
′ ∈ JD(i
′) with (x, i, j) 6= (y, i′, j′).
(GQL4) 1 < N
(i,j)
x := ord(k
(i,j)
x,x ) < ∞ for any C := xG ∈ Kr(G), i ∈ IC(r, u),
j ∈ JC(i).
(ii) RSR(G, r,−→ρ , u) is said to be a central quantum linear type if it is quantum sym-
metric and of the non-essentially infinite type with C ⊆ Z(G) for any C ∈ Kr(G). In this
case, B(G, r,−→ρ , u) is called a central quantum linear space over G.
Assume that A is an algebra with {bν | ν ∈ Ω} ⊆ A and ≺ is a total order of Ω,
Nν ∈ N or ∞ for any ν ∈ Ω. If
{bm1ν1 b
m2
ν2
· · · bmnνn | ν1 ≺ ν2, · · · ≺ νn; 0 ≤ ms < Nνs; 1 ≤ s ≤ n; n ∈ N} (3.11)
is a basis of A, then the basis ( 3.11) is called a PBW basis generated by {bν | ν ∈ Ω}.
If {bν | ν ∈ Ω} ⊆ Q1, then it is called an arrow PBW basis.
It is well-known that every quantum linear space is a braided Hopf algebra and has a
BPW basis (see [AS98, Lemma 3.4]). Of course, every generalized quantum linear space
is finite dimensional. However, it is not known whether every generalized quantum linear
space has an PBW basis.
Proposition 3.13. If RSR(G, r,−→ρ , u) is of the generalized quantum linear type, then
B(G, r, −→ρ , u) is a generalized quantum linear space with the arraw PBW basis
{bm1ν1 b
m2
ν2
· · · bmnνn | ν1 ≺ ν2, · · · ≺ νn; 0 ≤ ms < Nνs; 1 ≤ s ≤ n; n ∈ N} (3.12)
and
dim(B(G, r,−→ρ , u)) =
∏
C:=xG∈Kr(G),i∈IC(r,u),j∈JC(i)
N (i,j)x , (3.13)
where {bν | ν ∈ Ω} := Q
1
1 with total order ≺ and Nνs = N
(i,j)
x := ord(k
(i,j)
x,x ) if bνs = a
(i,j)
x,1 .
Proof. Since any two different arrows inB(G, r,−→ρ , u) are quantum commutative (see
Lemma 3.8) and (bνs)
Nνs = 0 (see Lemma 3.7 ), we have B(G, r,−→ρ , u) is generated by
(3.12).
For any ν, ν ′ ∈ Ω, bν = a
(i,j)
x,1 and bν′ = a
(i′,j′)
y,1 with C := x
G, D := yG ∈ Kr(G),
i ∈ IC(r, u), j ∈ JC(i), i
′ ∈ ID(r, u), j
′ ∈ JD(i
′), let gν = x and kν,ν′ = (k
(i′,j′)
y,x )−1. By
[ZCZ, Pro. 1.2] we have
δ−(bν) = δ
−(a
(i,j)
x,1 ) = x⊗ a
(i,j)
x,1 = gν ⊗ bν and
gν ✄ bν′ = x · a
(i′,j′)
y,1 · x
−1
= x · (k(i
′,j′)
y,x )
−1a
(i′,j′)
yx−1,x−1
(by (GQL2))
= kν,ν′bν′ (by (GQL1)).
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Therefore, by Lemma 3.10, (3.12) is linearly independent. Thus (3.12) is a basis of
B(G, r,−→ρ , u).
Let R is the generalized quantum linear space generated by {bν | ν ∈ Ω} := kQ
1
1. It is
clear that there exists an algebra map ψ from R to B(G, r,−→ρ , u) by sending bν to bν for
any ν ∈ Ω. Since B(G, r,−→ρ , u) has an arrow PBW basis (3.14), ψ is isomorphic. ✷
Proposition 3.14. Assume that C = {gC} ⊆ Z(G) and ρ
(i)
C (gD) = q
(i)
C,D id for any
C,D ∈ Kr(G), i ∈ IC(r, u). Then
(i) RSC(G, r,−→χ , u) is of the central quantum linear type if and only if q
(i)
C,Dq
(j)
D,C = 1
and 1 < ord(q
(i)
C,C) <∞ for any C,D ∈ Kr(G), i ∈ IC(r, u), j ∈ ID(r, u).
(ii) RSC(G, r,−→χ , u) is quantum weakly symmetric with non-essetially infinite type if
and only if q
(i)
C,Dq
(j)
D,C = 1 and 1 < ord(q
(i)
C,C) < ∞ for any C,D ∈ Kr(G), i ∈ IC(r, u),
j ∈ ID(r, u) with (C, i) 6= (D, j).
Proof. (i) If RSC(G, r,−→χ , u) is of the central quantum linear type, then dimB
(G,Ou(C), ρ
(i)
C ) < ∞ for any C ∈ Kr(G), i ∈ IC(r, u). Let N
(i)
C := ord(q
(i)
C,C) ( N
(i)
C = ∞
when q
(i)
C,C is not a root of unit or q
(i)
C,C = 1 ). By Lemma 3.10, {(a
(i,j)
gC ,1
)m | 0 ≤ m < N
(i)
C }
is linearly independent. Thus 1 < ord(q
(i)
C,C) < ∞. Since RSR(G, r,
−→ρ , u) is quantum
symmetric, q
(i)
C,Dq
(j)
D,C = 1 by Lemma 3.9.
Conversely, by Lemma 3.9, RSR(G, r,−→ρ , u) is quantum symmetric. It is clear that
RSR(G, r,−→ρ , u) is of the generalized quantum linear type. Thus it is of the non-essentially
infinite type by Proposition 3.13.
(ii) It is similar to (i). ✷
The following is the consequence of Proposition 3.13 and Proposition 3.15.
Proposition 3.15. If RSR(G, r,−→ρ , u) is of the central quantum linear type, then
B(G, r,−→ρ , u) is a generalized quantum linear space with the arrow BPW basis
{bm1ν1 b
m2
ν2
· · · bmnνn | ν1 ≺ ν2, · · · ≺ νn; 0 ≤ ms < Nνs; 1 ≤ s ≤ n; n ∈ N} (3.14)
and
dim(B(G, r,−→ρ , u)) =
∏
C∈Kr(G),i∈IC(r,u)
(N
(i)
C )
deg(ρ
(i)
C
)|C|, (3.15)
where {bν | ν ∈ Ω} := Q
1
1 with total order ≺ and Nνs = ord(q
(i)
C,C) if bνs = a
(i,j)
gC ,1
.
In particular, if RSR(G, r,−→ρ , u) is quantum weakly commutative and of −1-type with
C ⊆ Z(G) for any C ∈ Kr(G), then it is of the central quantum linear type with N
(i)
C = 2
and
dim(B(G, r,−→ρ , u)) = 2
P
C∈Kr(G),i∈IC (r,u)
deg(ρ
(i)
C
)|C|
. (3.16)
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Remark 3.16. RSR(G, r,−→ρ , u) is called a central ramification system with irreducible
representations (or CRSR in short ) if C ⊆ Z(G) for any C ∈ Kr(G). If G is a real group
and r = rCC, then CRSR(G, r,
−→ρ , u) is of finite type if and only only if CRSR(G, r,−→ρ , u)
is −1-type. Indeed, The necessity follows from Proposition 2.6. the sufficiency follows
from Proposition 3.14(i) since q
(i)
C,C = −1 for any i ∈ IC(u, r).
4 Program
In this section the programs to compute the representatives of conjugacy classes, central-
izers of these representatives and character tables of these centralizers in Weyl groups of
exceptional type are given.
By using the programs in GAP, papers [ZWCYa, ZWCYb] obtained the representa-
tives of conjugacy classes of Weyl groups of exceptional type and all character tables of
centralizers of these representatives. We use the results in [ZWCYa, ZWCYb] and the
following program in GAP for Weyl group W (E6).
gap> L:=SimpleLieAlgebra(”E”,6,Rationals);;
gap> R:=RootSystem(L);;
gap> W:=WeylGroup(R);Display(Order(W));
gap > ccl:=ConjugacyClasses(W);;
gap> q:=NrConjugacyClasses(W);; Display (q);
gap> for i in [1..q] do
> r:=Order(Representative(ccl[i]));Display(r);;
> od; gap
> s1:=Representative(ccl[1]);;cen1:=Centralizer(W,s1);;
gap> cl1:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[2]);;cen1:=Centralizer(W,s1);;
gap> cl2:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[3]);;cen1:=Centralizer(W,s1);;
gap> cl3:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[4]);;cen1:=Centralizer(W,s1);;
gap> cl4:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[5]);;cen1:=Centralizer(W,s1);;
gap> cl5:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[6]);;cen1:=Centralizer(W,s1);;
gap> cl6:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[7]);;cen1:=Centralizer(W,s1);;
gap> cl7:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[8]);;cen1:=Centralizer(W,s1);;
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gap> cl8:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[9]);;cen1:=Centralizer(W,s1);;
gap> cl9:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[10]);;cen1:=Centralizer(W,s1);;
gap> cl10:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[11]);;cen1:=Centralizer(W,s1);;
gap> cl11:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[12]);;cen1:=Centralizer(W,s1);;
gap> cl2:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[13]);;cen1:=Centralizer(W,s1);;
gap> cl13:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[14]);;cen1:=Centralizer(W,s1);;
gap> cl14:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[15]);;cen1:=Centralizer(W,s1);;
gap> cl15:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[16]);;cen1:=Centralizer(W,s1);;
gap> cl16:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[17]);;cen1:=Centralizer(W,s1);;
gap> cl17:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[18]);;cen1:=Centralizer(W,s1);;
gap> cl18:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[19]);;cen1:=Centralizer(W,s1);;
gap> cl19:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[20]);;cen1:=Centralizer(W,s1);;
gap> cl20:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[21]);;cen1:=Centralizer(W,s1);;
gap> cl21:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[22]);;cen1:=Centralizer(W,s1);;
gap> cl22:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[23]);;cen1:=Centralizer(W,s1);;
gap> cl23:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[24]);;cen1:=Centralizer(W,s1);;
> cl24:=ConjugacyClasses(cen1);
gap> s1:=Representative(ccl[25]);;cen1:=Centralizer(W,s1);
gap> cl25:=ConjugacyClasses(cen1);
gap> for i in [1..q] do
> s:=Representative(ccl[i]);;cen:=Centralizer(W,s);;
> char:=CharacterTable(cen);;Display (cen);Display(char);
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> od; gap> for i in [1..q] do
> s:=Representative(ccl[i]);;cen:=Centralizer(W,s);;
> cl:=ConjugacyClasses(cen);;t:=NrConjugacyClasses(cen);;
> for j in [1..t] do
> if s=Representative(cl[j]) then
> Display(j);break; > fi;od;
> od;
The programs for Weyl groups of E7, E8, F4 and G2 are similar. It is possible that the
order of representatives of conjugacy classes of G changes when one uses the program.
5 Tables about −1- type
In this section all −1- type bi-one Nichols algebras over Weyl groups of exceptional type
up to graded pull-push YD Hopf algebra isomorphisms, are listed in table 1–12.
Table 1 is about Weyl group W (E6); Tables 2–4 are about Weyl group W (E7); Tables
5–10 are about Weyl group W (E8); Table 11 is about Weyl group W (F4); Table 12 is
about Weyl group W (G2).
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E6
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s1 cl1[1] 1 25 25
s2 cl2[3] 4 4,5,6,7,17 20 15
s3 cl3[24] 2 13,14,23,24,25 25 20
s4 cl4[17] 4 2,4,10,15,16 20 15
s5 cl5[7] 4 3,4,7,8 16 12
s6 cl6[2] 2 9,10,11,12,16,17,18,19,25 25 16
s7 cl7[19] 2 2,3,6,7,10,12,15,16,19,20 20 10
s8 cl8[26] 3 27 27
s9 cl9[2] 6 2,4,13 18 15
s10 cl10[2] 2 2,3,7,8,11,12,15,16,19,20,22 22 11
s11 cl11[14] 6 3,4,13 18 15
s12 cl12[27] 3 27 27
s13 cl13[4] 10 2 10 9
s14 cl14[9] 5 10 10
s15 cl15[13] 4 3,4,6,13,14 16 11
s16 cl16[3] 8 2 8 7
s17 cl17[3] 6 13 15 14
s18 cl18[9] 12 2 12 11
s19 cl19[11] 6 3,4 12 10
s20 cl20[2] 9 9 9
s21 cl21[2] 3 24 24
s22 cl22[13] 6 2,4,13 18 15
s23 cl23[3] 12 2 12 11
s24 cl24[19] 6 10,11,12 21 18
s25 cl25[4] 6 3,4,13 18 15
Table 1
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E7
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s1 cl1[1] 1 60 60
s2 cl2[16] 18 2 18 17
s3 cl3[15] 9 18 18
s4 cl4[2] 3 48 48
s5 cl5[4] 6 2,3,4,8,11,12,14,40,43,44 48 38
s6 cl6[2] 2 2,4,6,8,10,12,15,16,18,20,22,26,27,28,30, 60 30
32,35,36,38,41,42,44,46,48,50,52,54,56,58,60
s7 cl7[23] 6 2,3,6,7,25,26 36 30
s8 cl8[23] 3 54 54
s9 cl9[2] 2 2,3,4,5,9,10,13,14,17,18,19,20,25,26,27, 90 45
28,33,35,36,39,40,43,44,45,46,51,52,53,54,55,
56,57,58,67,68,69,70,75,77,79,80,83,84,87,88
s10 cl10[21] 6 2,3,4,5,26,28 36 30
s11 cl11[2] 2 2,3,7,8,11,12,15,16,19,20,27,28,29,30,31, 74 37
32,37,38,39,40,42,44,47,48,51,52,55,56,58,61,
62,65,66,69,70,73,74
s12 cl12[24] 6 3,4,7,8,26,28 36 30
s13 cl13[4] 2 2,3,7,8,11,12,13,14,19,20,23,24,25,26, 74 42
27,28,37,38,39,40,42,43,45,46,49,50,
55,56,57,59,60,63,64,69,70,73,74
s14 cl14[14] 6 2,4,6,8,26,27,39,40,41,42 60 50
s15 cl15[3] 3 66 66
s16 cl16[35] 4 3,4,7,8,11,12,15,16,34,36,38,40,51,52, 80 60
55,56,59,60,63,64
s17 cl17[2] 2 25,26,27,28,61,62,71,72,73,74,75,76,77, 106 80
78,79,80,81,82,99,100,101,102,103,104,105,106
s18 cl18[72] 4 17,18,19,20,21,22,23,24,25,26,27,28,29, 76 48
30,31,32,33,34,35,36,45,46,47,48,49,50,51,52
s19 cl19[2] 2 25,26,27,28,29,30,31,32,43,44,45,46,47,48, 90 60
49,50,67,68,69,70,71,72,73,74,77,78,87,88,89,90
s20 cl20[4] 8 2,4,6,8 32 28
s21 cl21[3] 4 5,6,7,8,10,12,33,34,35,36,37,38,39,40,41, 60 40
42,43,44,50,52
s22 cl22[8] 12 2,5,7,8 48 44
s23 cl23[34] 6 49,50,51,52 60 56
Table 2
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E7
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s24 cl24[47] 4 2,5,7,8,10,13,15,16,34,35,38,39,51,52,53, 80 60
54,59,60,61,62
s25 cl25[15] 8 3,4,7,8 32 28
s26 cl26[2] 2 2,3,4,5,6,7,8,9,21,22,23,24,27,28, 106 53
37,38,39,40,41,42,43,44,53,54,55,56,57,58,
59,60,62,67,68,69,70,73,74,79,80,81,82,87,
88,89,90,95,96,97,98,101,102,104,106
s27 cl27[51] 6 2,3,6,7,27,28,37,38,39,40 60 50
s28 cl28[36] 4 2,3,6,7,10,11,14,15,34,36,37,39,49, 80 60
50,53,54,59,60,63,64
s29 cl29[2] 2 2,3,4,5,6,7,8,9,19,20,23,24,29,30,31, 80 40
32,37,38,39,40,45,46,47,48,53,54,55,56,
61,62,63,64,69,70,71,72,75,76,79,80
s30 cl30[2] 2 2,3,4,5,6,7,8,9,21,22,23,24,33,34,35, 80 40
36,37,38,39,40,49,50,51,52,53,54,55,56,
65,66,67,68,69,70,71,72,77,78,79,80
s31 cl31[22] 4 2,3,4,5,10,11,12,13,21,22,23,24,29,30, 76 48
31,32,34,36,38,40,41,42,45,46,49,50,53,54
s32 cl32[30] 6 2,7,8,20,29,30,38 42 35
s33 cl33[30] 6 3,4,7,8,26,28 36 30
s34 cl34[80] 4 2,3,4,5,10,11,12,13,34,35,38,39,51,52, 80 60
53,54,59,60,61,62
s35 cl35[14] 12 2,4,6,8 48 44
s36 cl36[40] 6 3,5,6,8,11,13,14,16,49,52 60 50
s37 cl37[49] 6 2,3,4,5,26,27,37,38,43,44 60 50
s38 cl38[50] 6 2,5,7,8,27,28,31,32,50 54 45
s39 cl39[7] 6 2,3,6,7 24 20
s40 cl40[2] 10 2,3 20 18
s41 cl41[21] 5 30 30
s42 cl42[33] 12 3,4,7,8 48 44
s43 cl43[39] 6 19,20,21,22,27,28 42 36
s44 cl44[5] 4 3,5,7,9,10,12,14,16,19,21,23,25,26,28,30,32 64 48
s45 cl45[6] 6 2,3,15,16,19,20,39,40,51,52,62 66 55
s46 cl46[6] 6 2,3,6,7 24 20
s47 cl47[5] 10 2,4 20 18
s48 cl48[12] 10 2,4,21 30 27
Table 3
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E7
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s49 cl49[5] 30 2 30 29
s50 cl50[15] 15 30 30
s51 cl51[8] 7 14 14
s52 cl52[2] 14 2 14 13
s53 cl53[53] 6 3,4,7,8,26,28,39,40,43,44 60 50
s54 cl54[5] 8 3,5,6,8 32 28
s55 cl55[10] 12 3,4 24 22
s56 cl56[14] 8 3,5,6,8 32 28
s57 cl57[3] 4 2,3,5,6,10,12,21,22,23,24,31,32,37,38,39, 60 40
40,41,42,50,52
s58 cl58[15] 12 2,4 24 22
s59 cl59[38] 12 3,5,6,8 48 44
s60 cl60[9] 4 2,4,6,8,10,12,14,16,18,20,22,24,26,28,30,32 64 48
Table 4
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E8
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s1 cl1[1] 1 112 112
s2 cl2[29] 30 2 30 29
s3 cl3[23] 15 30 30
s4 cl4[2] 5 45 45
s5 cl5[3] 3 102 102
s6 cl6[6] 10 6,7,27,41 45 41
s7 cl7[2] 2 3,4,11,12,16,17,18,19,29,30,32,33,34, 112 67
37,38,45,46,51,52,56,57,60,63,64,65,66,71,79,
80,82,83,89,90,91,92,95,96,99,100,103,104,
106,107,108,112
s8 cl8[4] 6 4,5,31,33,34,35,36,61,62,79,81,82,92,97 102 88
s9 cl9[4] 30 2,4 60 58
s10 cl10[13] 15 60 60
s11 cl11[5] 5 70 70
s12 cl12[2] 3 150 150
s13 cl13[46] 10 2,4,6,8,41,44 60 54
s14 cl14[3] 2 2,4,6,8,10,12,14,16,18,20,22,24,27,28,31,32, 120 60
34,36,38,40,42,44,48,49,50,54,55,56,58,60,62,64,
67,68,71,72,74,76,79,80,83,84,86,88,90,92,94,96,
98,100,102,104,106,108,110,112,114,116,118,120
s15 cl15[8] 6 2,3,6,7,29,30,31,32,37,38,39,40,77,78, 132 110
79,80,101,102,103,104,123,124
s16 cl16[16] 30 2,3 60 58
s17 cl17[9] 10 2,3,23,24,43,44,62 70 63
s18 cl18[4] 6 2,3,15,16,26,35,36,37,38,57,58,60,75,76, 150 125
87,88,99,100,102,117,118,128,135,136,146
s19 cl19[23] 20 3,4 40 38
s20 cl20[40] 10 41,42 50 48
s21 cl21[8] 2 9,10,43,44,53,54,55,56,77,78,87,88,89,90, 167 130
91,92,109,110,111,112,121,134,151,152,153,154,
155,156,157,158,159,162,163,164,165,166,167
s22 cl22[3] 4 2,3,4,5,19,20,23,24,35,36,39,40,43,44,47, 144 108
48,66,68,77,78,79,80,85,86,87,88,90,92,115,
116,119,120,131,132,135,136
s23 cl23[39] 10 3,4,7,8,42,44 60 54
Table 5
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E8
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s24 cl24[2] 2 2,3,7,8,11,12,15,16,19,20,23,24,29,30,31,32, 120 60
35,36,39,40,43,44,51,52,53,54,55,56,59,60,63,64,69,
70,71,72,75,76,81,82,83,84,87,88,91,92,95,96,99,
100,103,104,107,108,111,112,115,116,119,120
s25 cl25[44] 10 3,5,6,8,41 50 45
s26 cl26[2] 2 27,28,29,30,31,32,33,34,55,56,79,80,81,82, 167 105
83,84,85,86,89,90,91,92,93,94,95,96,97,98,99,100,
101,102,103,104,105,106,107,108,122,123,124,125,
126,127,128,129,130,131,132,133,134,151,152,153,
154,157,158,159,160,161,162,163
s27 cl27[28] 20 2,3 40 38
s28 cl28[4] 4 2,3,4,5,19,20,23,24,37,38,39,40,45,46,47, 144 108
48,66,68,78,79,80,81,82,88,89,90,91,92,115,116,
119,120,131,132,135,136
s29 cl29[3] 4 2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,66, 160 120
68,70,72,73,75,77,79,97,98,101,102,105,106,109,
110,115,116,119,120,123,124,127,128
s30 cl30[3] 4 2,3,4,5,18,19,27,28,29,30,33,34,35,36,57, 80 60
58,59,60,73,76
s31 cl31[72] 6 25,26,31,32,39,40,45,46,68 72 63
s32 cl32[2] 3 135 135
s33 cl33[58] 8 3,4,7,8,34,35,49,50,55,56 80 70
s34 cl34[3] 4 5,6,7,8,11,12,15,16,29,30,31,32,38,39,40,41, 140 95
42,55,56,57,58,63,64,65,66,85,86,87,88,89,90,91,92,
98,99,100,101,102,108,119,120,131,132,135,136
s35 cl35[2] 2 31,32,33,34,35,36,37,38,63,64,65,66,67,68, 215 140
69,70,71,72,73,74,104,105,106,107,108,109,110,111,
112,113,114,115,118,119,130,131,132,133,146,147,
148,149,150,151,152,153,154,155,156,157,159,168,
169,170,171,172,173,174,175,178,179,182,183,198,
199,200,201,202,203,208,209,210,211,213,215
s36 cl36[64] 8 2,4,6,8,34,36,51,52,55,56 80 70
s37 cl37[44] 4 9,10,11,12,13,14,15,16,17,18,21,22,43,44 44 30
Table 6
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E8
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s38 cl38[2] 2 21,22,23,24,25,26,27,28,33,34,35,36,41, 105 65
42,43,44,69,70,71,72,75,76,79,80,89,90,91,92,
93,94,95,96,97,98,99,100,101,102,103,104
s39 cl39[73] 4 4,5,8,9,10,11,14,15,20,21,24,25,26,27, 112 84
30,31,66,67,70,71,75,76,77,78,81,82,87,88
s40 cl40[13] 24 2,3 48 46
s41 cl41[7] 12 5,6,7,8,27,28,65,66,71,72 96 86
s42 cl42[4] 6 49,50,51,52,53,54,55,56,91,92,93,94,95, 150 132
96,97,98,145,146
s43 cl43[98] 12 4,5,6,7,12,13,14,15,98,100 120 110
s44 cl44[4] 6 57,58,59,60,133,134,139,140,141,142 150 140
s45 cl45[3] 4 5,6,7,8,11,12,15,16,29,30,31,32,33,34,35, 140 95
36,38,55,56,57,58,61,62,63,64,85,86,87,88,89,90,
91,92,93,94,95,96,98,108,119,120,131,132,133,134
s46 cl46[19] 8 2,4,6,8,9, 10,12,14,16 64 56
s47 cl47[3] 4 33,34,35,36,37,38,39,40,41,42,43,44,45,46, 178 114
47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,
63,64,69,70,71,72,77,78,79,80,81,82,83,84,85,86,
87,88,137,138,139,140,141,142,143,144,146,148,
151,152,155,156,159,160
s48 cl48[4] 6 2,3,4,5,6,7,8,9,51,52,55,56,59,60,89,90,91, 150 125
92,97,98,99,100,134,141,142
s49 cl49[4] 8 4,5,6,7,33,34,35,36,66,67 80 70
s50 cl50[3] 4 2,3,4,5,9,10,11,12,18,20,22,24,41,42,43,44, 120 80
49,50,57,58,59,60,63,64,69,70,71,72,75,76,77,78,
79,80,85,86,98,100,102,104
s51 cl51[3] 4 2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,66, 160 120
67,70,71,73,76,77,80,97,98,103,104,105,106,111,
112,115,116,117,118,123,124,125,126
s52 cl52[9] 6 3,4,6,9,10,13,15,16,49,52,54,55 72 60
Table 7
28
E8
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s53 cl53[2] 2 2,3,4,5,6,7,8,9,19,20,23,24,27,28,31,32, 180 90
37,38,39,40,45,46,47,48,53,54,55,56,61,62,63,64,
66,68,71,72,75,76,79,80,83,84,89,90,91,92,97,98,
99,100,105,106,107,108,113,114,115,116,121,
122,123,124,129,130,131,132,137,138,139,140,
145,146,147,148,150,152,154,156,159,160,163,
164,167,168,171,172,175,176,179,180
s54 cl54[19] 12 2,4,6,8 48 44
s55 cl55[4] 6 37,38,39,40,43,44,45,46,59,60,61,62,103, 126 108
104,105,106,113,114
s56 cl56[2] 3 144 144
s57 cl57[4] 6 2,3,5,6,7,8,15,16,18,23,24,25,26,29,30,33,34, 144 114
60,63,64,66,105,106,111,112,113,114,136,139,140
s58 cl58[32] 6 2,4,7,9,11,13,14,16,53,54,55,56,61,62, 108 90
63,64,99,100
s59 cl59[42] 8 3,5,6,8,11,13,14,16 64 56
s60 cl60[10] 6 6,7,8,9,10,11,12,13 48 40
s61 cl61[70] 6 2,3,4,5,10,11,12,13,50,52,54,56 72 60
s62 cl62[2] 2 2,3,4,5,6,7,8,9,21,22,23,24,29,30,31,32,41, 180 90
42,43,44,45,46,47,48,57,58,59,60,61,62,63,64,67,
68,73,74,75,76,81,82,83,84,93,94,95,96,97,98,99,
100,117,118,119,120,121,122,123,124,125,126,
127,128,129,130,131,132,141,142,143,144,145,
146,147,148,151,152,155,156,161,162,163,
164,169,170,171,172,177,178,179,180
s63 cl63[4] 6 25,26,33,34,51,52,53,54,68,77,78,79,80, 135 117
109,112,113,130,131
s64 cl64[36] 6 2,3,15,16,21,22,38,39,47,48,53,54,74,75 84 70
s65 cl65[28] 18 2,4,37 54 51
s66 cl66[26] 9 54 54
s67 cl67[18] 18 3,4 36 34
s68 cl68[4] 6 2,3,5,6,7,8,15,16,21,22,23,24,27,28,79, 96 76
80,85,86,87,88
s69 cl69[12] 18 2,4 36 34
s70 cl70[4] 6 2,3,5,6,7,8,14,15,19,20,21,22,26,27,78, 96 76
79,83,84,85,86
Table 8
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E8
si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s71 cl71[18] 9 54 54
s72 cl72[24] 18 2,5,6 54 51
s73 cl73[40] 12 4,5,6,7 48 44
s74 cl74[3] 4 2,3,4,5,9,10,11,12,17,20,22,23,41,42, 120 80
43,44,49,50,57,58,59,60,63,64,69,70,71,72,
75,76,77,78,79,80,85,86,97,100,102,103
s75 cl75[7] 12 2,3,5,6,27,28,61,62,65,66 96 86
s76 cl76[12] 12 2,3,6,7,49,52 72 66
s77 cl77[36] 12 2,9,10,38,47,48,74 84 77
s78 cl78[4] 6 29,56,57,58,59,60,61,62,63,100,101, 147 126
102,103,104,105,106,107,108,127,129,130
s79 cl79[43] 12 7,8,14,37,38 48 43
s80 cl80[4] 4 11,12,17,18,19,20,26,35,36,39,40,41, 59 43
46,47,48,49
s81 cl81[15] 20 2 20 19
s82 cl82[7] 12 2,3,4,5,50,52,75,76,79,80 120 110
s83 cl83[3] 4 2,3,4,5,6,7,8,9,35,36,39,40,43,44,47, 200 150
48,69,70,71,72,77,78,79,80,85,86,87,88,93,
94,95,96,130,132,139,140,143,144,147,148,
151,152,173,174,175,176,181,182,183,184
s84 cl84[107] 12 4,5,6,7,12,13,14,15,98,100 120 110
s85 cl85[11] 14 2,3 28 26
s86 cl86[26] 7 28 28
s87 cl87[3] 14 3,4 28 26
s88 cl88[18] 14 2,4 28 26
s89 cl89[100] 6 3,5,7,9,10,12,14,16,53,54,55,56,61,62, 108 90
63,64,99,100
s90 cl90[56] 6 3,4,23,24,29,30,38,39,43,44,57,58,73,76 84 70
Table 9
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si cli[p] Order(si) the j such that B(Osi, χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s91 cl91[29] 8 2,3,10,23,24 32 27
s92 cl92[8] 24 2 24 23
s93 cl93[9] 12 2,4,6,8,50,52 72 66
s94 cl94[4] 6 2,3,5,6,7,8,38,41,42,51,52,75,76,77,78, 126 105
93,94,104,113,114,122
s95 cl95[35] 12 2,4,17,18,29,30 72 66
s96 cl96[60] 6 31,32,33,34,67,68 72 66
s97 cl97[7] 12 2,3,4,5,50,52,75,76,79,80 120 110
s98 cl98[19] 12 2,4 24 22
s99 cl99[59] 12 6,7,8,9,10,11,12,13 96 88
s100 cl100[4] 6 2,3,4,5,6,7,8,9,50,52,54,56,75,76,79,80, 120 100
83,84,87,88
s101 cl101[80] 12 4,5,8,9,10,11,14,15 96 88
s102 cl102[84] 6 2,3,6,7,10,11,14,15,51,52,53,54,59,60, 108 90
61,62,98,99
s103 cl103[82] 12 2,9,10,37,39,40,74 84 77
s104 cl104[54] 8 3,5,6,8,17,18,25,26,65,68 80 70
s105 cl105[35] 30 2,4 60 58
s106 cl106[6] 6 2,3,4,5,27,28,31,32,35,36,39,40,75,76, 132 110
79,80,99,100,103,104,122,124
s107 cl107[11] 8 3,4 16 14
s108 cl108[4] 6 2,3,4,5,27,28,31,32,53,54,55,56,58,81, 150 125
82,95,96,97,98,119,120,121,122,140,146
s109 cl109[4] 6 2,3,4,5,6,7,8,9,49,50,51,52,73,74,75,76, 120 100
77,78,79,80
s110 cl110[2] 24 3,4 48 46
s111 cl111[23] 12 2,4,26 36 33
s112 cl112[92] 6 3,5,6,8,23,24,35,36,49,50,61,62,73,76, 108 90
77,78,101,102
Table 10
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si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s1 cl1[1] 1 25 25
s2 cl2[2] 2 9,10,11,12,16,17,18,19,25 25 16
s3 cl3[25] 2 17,18,19,20,25 25 20
s4 cl4[16] 4 3,4,6,13,14 16 11
s5 cl5[5] 3 18 18
s6 cl6[15] 6 3,4,13 18 15
s7 cl7[10] 2 2,3,4,5,10,12,15,16,19,20 20 10
s8 cl8[19] 2 2,4,6,8,9,10,13,14,15,16 20 10
s9 cl9[16] 4 3,5,6,8 16 12
s10 cl10[16] 3 18 18
s11 cl11[12] 6 3,4,13 18 15
s12 cl12[9] 3 21 21
s13 cl13[21] 6 10,11,12 21 18
s14 cl14[11] 12 2 12 11
s15 cl15[10] 6 2,3 12 10
s16 cl16[12] 6 2,4 12 10
s17 cl17[19] 2 2,3,4,6,7,10,12,15,16,19,20 20 10
s18 cl18[18] 2 2,4,6,8,9,12,13,14,19,20 20 10
s19 cl19[6] 4 2,4,6,8 16 12
s20 cl20[11] 6 2,3 12 10
s21 cl21[12] 6 2,4 12 10
s22 cl22[2] 2 6,7,8,9,10,11,12,13 16 8
s23 cl23[4] 8 2 8 7
s24 cl24[17] 4 2,4,6,8,18 20 15
s25 cl25[9] 4 2,4,6,8,17 20 15
Table 11
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si cli[p] Order(si) the j such that B(Osi , χ
(j)
i ) is of −1-type ν
(1)
i ν
(2)
i
s1 cl1[1] 1 6 6
s2 cl2[3] 2 2,4 4 2
s3 cl3[3] 2 2,4 4 2
s4 cl4[4] 2 3,4,5 6 3
s5 cl5[3] 6 2 6 5
s6 cl6[5] 3 6 6
Table 12
6 Bi-one Nichols algebras over Weyl groups of ex-
ceptional type
In this section all −1-type bi-one Nichols algebra over Weyl groups G of exceptional type
up to graded pull-push YD Hopf algebra isomorphisms are given.
In Table 1–12, we use the following notations. si denotes the representative of i-th
conjugacy class of G (G is the Weyl group of exceptional type); χ
(j)
i denotes the j-th
character of Gsi for any i; ν
(1)
i denotes the number of conjugacy classes of the centralizer
Gsi ; ν
(2)
i denote the number of character χ
(j)
i of G
si with non −1-type B(Osi , χ
(j)
i ); cli[j]
denote that si is in j-th conjugacy class of G
si.
We give one of the main results.
Theorem 1. Let G be a Weyl group of exceptional type. Then
(i) For any bi-one Nichols algebra B(Os, χ) over Weyl group G, there exist si in
the first column of the table of G and j with 1 ≤ j ≤ ν
(1)
i such that (kG,B(Os, χ))
∼=
(kG,B(Osi , χ
(j)
i )) as graded pull-push YD Hopf algebras;
(ii) B(Osi , χ
(j)
i ) is of −1-type if and only if j appears in the fourth column of the table
of G;
(iii) dim(B(Osi, χ
(j)
i )) = ∞ if j does not appears in the fourth column of the table of
G.
Proof. (i) We assume that G is the Weyl group of E6 without loss of generality.
There exists si such that si and s are in the same conjugacy class since s1, s2, · · · , s25
are the representatives of all conjugacy classes of G. Lemma 1.1 and [ZCZ, The remark
of Pro. 1.5] or Proposition 1.5 yield that there exists j such that (kG,B(Os, χ)) ∼=
(kG,B(Osi , χ
(j)
i )) as graded pull-push YD Hopf algebras, since χ
(1)
i , χ
(2)
i , · · · , χ
ν
(1)
i
i are all
characters of all irreducible representations of Gsi.
(ii) It follows from the program.
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(iii) It follows from Lemma 1.3. ✷
By [Ca72], W (G2) is isomorphic to dihedral group D6. Set y = s5 and x = s3. It is
clear that xyx = y−1 with ord(y) = 6 and ord(x) = 2. Thus it follows from [AF07, Table
2] that dim(B(Os5, χ
(2)
5 )) = 4 <∞.
It is clear that if there exists φ ∈ Aut(G) such that φ(si) = sj then ord(si) =
ord(sj), ν
(1)
i = ν
(1)
j , ν
(2)
i = ν
(2)
j for Weyl group G of exceptional type. Consequently,
the representative system of iso-conjugacy classes of W (E6) is {si | 1 ≤ i ≤ 25}.
The representative system of iso-conjugacy classes of W (F4) is {si | 1 ≤ i ≤ 25, i 6=
8, 10, 11, 16, 17, 18, 19, 20, 21, 25}. The representative system of iso-conjugacy classes of
W (G2) is {s1, s2, s4, s5, s6}.
7 Pointed Hopf algebras over Weyl groups of excep-
tional type
In this section all central quantum linear spaces over Weyl groups of exceptional type are
found.
Lemma 7.1. Z(W (E6)) = {1}; Z(W (E7)) = {1, s6}; Z(W (E8)) = {1, s7}; Z(W (F4)) =
{1, s2}; Z(W (G2)) = {1, s4}.
Proof. If si ∈ Z(G), then G
si = G.
(i) Let G = W (W6). The number of conjugacy classes of G is 25 by table 1. The
numbers of conjugacy classes of both Gs3 and Gs6 also are 25. G, Gs3 and Gs6 have 16, 8
and 4 one dimensional representations, respectively, according to the character tables in
[ZWCYa]. Thus s3 and s6 do not belong to the center of G.
(ii) Let G = W (W7). The number of conjugacy classes of G, G
s6, Gs14 , Gs21 , Gs23 ,
Gs27 , Gs36, Gs37 , Gs53 , Gs57 is 60 by table 1 –4. They have 2, 2, 24, 8, 3, 24, 48, 24, 24
and 8 one dimensional representations, respectively, according to the character tables in
[ZWCYa]. Thus they do not belong to the center of G but s6. Obviously s6 ∈ Z(G).
(iii) Let G = W (W8). The number of conjugacy classes of G, G
s7, and Gs39 is 112
by table 5–10. They have 2, 2 and 64 one dimensional representations, respectively,
according to the character tables in [ZWCYb]. Thus s39 does not belong to the center of
G. Obviously s7 ∈ Z(G).
(iv) Let G = W (F4). The number of conjugacy classes of G, G
s2, and Gs3 is 25 by table
11. They have 4, 4 and 16 one dimensional representations, respectively, according to the
character tables in [ZWCYa]. Thus s3 does not belong to the center of G. Obviously s2
∈ Z(G).
(v) Let G = W (G2). The number of conjugacy classes of G, G
s4 , Gs5, and Gs6 is 6 by
table 12. They have 4, 4, 6 and 6 one dimensional representations, respectively, according
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to the character tables in [ZWCYa]. Thus s5 and s6 do not belong to the center of G.
Obviously s4 ∈ Z(G). ✷
We give the other main result.
Theorem 2. Every central quantum linear space B(G, r,−→ρ , u) over Weyl Groups of
exceptional type is one case in the following:
(i) G = W (E7), C = {s6}, r = rCC and χ
(i)
C ∈ {χ
(j)
6 | j = 2, 4, 6, 8, 10, 12, 15, 16,
18, 20, 22, 26, 27, 28, 30, 32, 35, 36, 38, 41, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60 } for
any i ∈ IC(r, u).
(ii) Let G =W (E8), C = {s7}, r = rCC and χ
(i)
C ∈ {χ
(j)
7 | j = 3, 4, 11, 12, 16, 17, 18,
19,29, 30, 32, 33, 34, 37, 38, 45, 46, 51, 52, 56, 57, 60, 63, 64, 65, 66, 71, 79, 80, 82,
83, 89, 90, 91, 92, 95, 96, 99, 100, 103, 104, 106, 107, 108, 112 } for any i ∈ IC(r, u).
(iii) Let G = W (F4), C = {s2}, r = rCC and χ
(i)
C ∈ {χ
(j)
2 | j = 9, 10, 11, 12, 16, 17,
18, 19, 25 } for any i ∈ IC(r, u).
(iv) Let G = W (G2), C = {s4}, r = rCC and χ
(i)
C ∈ {χ
(3)
4 , χ
(4)
4 , χ
(5)
4 } for any i ∈
IC(r, u).
Proof. Let us first consider the case of (i). By Theorem 1 and Table 2, RSR(G, r,−→ρ .u)
is of −1-type. Applying Lemma 7.1 we have thatB(G, r,−→ρ .u) is a central quantum linear
space. Similarly, B(G, r,−→ρ .u) is a central quantum linear space under the other case.
Conversely, if B(G, r,−→ρ .u) is a central quantum linear space over Weyl Group G of
exceptional type, then for any C ∈ Kr(G), C has to be {s6} with G = W (E7) or {s6}
with G = W (E8) or {s2} with G = W (F4) or {s4} with G = W (G2) by Lemma 7.1.
This implies r = rCC and C is one case in this theorem. Furthermore, every bi-one
type RSR(G,Ou(C), ρ
(i)
C ) for any i ∈ IC(r, u) is of −1-type by Proposition 2.6. Applying
Theorem 1 and Table 2, Table 5, Table 11 and Table 12, we have that χ
(i)
C has to be one
case in this theorem for any i ∈ IC(r, u). ✷
In other words we have
Remark 7.2. Let G be a Weyl Group of exceptional type and M = M(Oa, ρ
(1)) ⊕
M(Oa, ρ
(2))⊕· · ·⊕M(Oa, ρ
(m)) is a YD module over kG. Then B(M) is finite dimensional
in the following cases:
(i) G = W (E7), a = s6 and the characters of ρ
(1), ρ(2), · · · , ρ(m) are in {χ
(j)
6 | j = 2,
4, 6, 8, 10, 12, 15, 16, 18, 20, 22, 26, 27, 28, 30, 32, 35, 36, 38, 41, 42, 44, 46, 48, 50,
52, 54, 56, 58, 60 }.
(ii) G =W (E8), a = s7 and the characters of ρ
(1), ρ(2), · · · , ρ(m) are in {χ
(j)
7 | j = 3,
4, 11, 12, 16, 17, 18, 19,29, 30, 32, 33, 34, 37, 38, 45, 46, 51, 52, 56, 57, 60, 63, 64, 65,
66, 71, 79, 80, 82, 83, 89, 90, 91, 92, 95, 96, 99, 100, 103, 104, 106, 107, 108, 112 }.
(iii) G = W (F4), a = s2 and the characters of ρ
(1), ρ(2), · · · , ρ(m) are in {χ
(j)
2 | j = 9,
10, 11, 12, 16, 17, 18, 19, 25 }.
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(iv) G =W (G2), as4 and the characters of ρ
(1), ρ(2), · · · , ρ(m) are in {χ
(3)
4 , χ
(4)
4 , χ
(5)
4 }.
8 Nichols algebras of reducible YD modules
In this section it is proved that except a few cases Nichols algebras of reducible Yetter-
Drinfeld modules over Weyl groups of exceptional type are infinite dimensional.
Osi and Osj are said to be square-commutative if stst = tsts for any s ∈ Osi , t ∈ Osj .
a and b are said to be square-commutative if abab = baba.
Lemma 8.1. Let G be a Weyl group of Exceptional Type.
(i) Osi and Osj are not commutative for any i and j with i, j 6= 1 when G =W (E6).
(ii) Osi and Osj are not square-commutative when G = W (E7) and (i, j) 6= (9, 11),
(9, 13), (11, 19), (13, 19) with i, j 6= 1, 6.
(iii) Osi and Osj are not square-commutative when G = W (E8) and (i, j) 6= (5, 14),
(5, 24), (8, 14), (8, 24), (14, 35), (14, 80), (24, 35), (24, 80) with i, j 6= 1, 7.
(iv) Osi and Osj are not square-commutative when G = W (F4) and (i, j) 6= (3, 3),
(3, 4), (3, 7), (3, 8), (3, 17), (3, 18), (3, 24), (3, 25), (4, 4), (4, 7), (4, 8), (4, 17), (4, 18),
(4, 24), (4, 25), (7, 12), (7, 13), (7, 17), (7, 18), (8, 12), (8, 13), (8, 17), (8, 18), (12, 17),
(12, 18), (13, 17), (13, 18) with i, j 6= 1, 2.
(v) Osi and Osj are not square-commutative when G = W (G2) and (i, j) 6= (2, 5),
(2, 6), (3, 5), (3, 6), (5, 5), (5, 6), (6, 6) with i, j 6= 1, 4.
Proof. Let A := {(i, j) | (i, j) = (9, 11), (9, 13), (11, 19), (13, 19), or i, j = 1, 6 },
B := {(i, j) | (i, j) = (5, 14), (5, 24), (8, 14), (8, 24), (14, 35), (14, 80), (24, 35), (24, 80), or
i, j = 1, 7 }, C := {(i, j) | (i, j) = (3, 3), (3, 4), (3, 7), (3, 8), (3, 17), (3, 18), (3, 24), (3, 25),
(4, 4), (4, 7), (4, 8), (4, 17), (4, 18), (4, 24), (4, 25), (7, 12), (7, 13), (7, 17), (7, 18), (8, 12),
(8, 13), (8, 17), (8, 18), (12, 17), (12, 18), (13, 17), (13, 18), or i, j = 1, 2 }.
(i) It follows from Table 13.
(ii) Osi and Osj are square-commutative in W (E7) for (i, j) ∈ A. si and sj are not
square-commutative if (i, j) 6∈ A and there does not exist t such that si and stsjs
−1
t are
in table 14–16.
(iii) Osi and Osj are square-commutative in W (E8) for (i, j) ∈ B. si and s110sjs
−1
110 in
W (E8) are not square-commutative if (i, j) 6∈ B and there does not exist t such that si
and stsjs
−1
t are in table 17.
(iv) Osi and Osj are square-commutative in W (F4) for (i, j) ∈ C. si and s3sjs
−1
3 are
not square-commutative in W (F4) if (i, j) 6∈ C and there does not exist t such that si and
stsjs
−1
t are in table 18.
(v) Osi and Osj are square-commutative in W (G2) for any (i, j) but (i, j) = (2, 3),
(2, 2), (3, 3). s2 and s5s3s
−1
5 , s2 and s6s2s
−1
6 , s3 and s5s3s
−1
5 are not square-commutative,
respectively. ✷
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Note that we have proved that Osi and Osj are square-commutative in G = (W (E7)),
G = (W (E8)) and G = (W (F2)) if and only if (i, j) ∈ A, B, C, respectively. The programs
to prove that Osi and Osj in W (E7) are square-commutative are the following:
gap> L:=SimpleLieAlgebra(”E”,7,Rationals);;
gap> R:=RootSystem(L);;
gap> W:=WeylGroup(R);;
gap> ccl:=ConjugacyClasses(W);
gap> q:=NrConjugacyClasses(W);;Display (q);
gap> con1:=Elements(ccl[11]);;m:=Size(con1);
gap> for k in [1..m] do
> s:=con1[k];
> con2:=Elements(ccl[19]);n:=Size(con2);
> for l in [1..n] do
> t:=con2[l];
> if (s ∗ t)ˆ 2 = (t ∗ s)ˆ 2 then
> Print( ” k=”,k,” AND l=”,l, ” \n”);
> fi;
> od;
> od;
For any reducible YD module M over kG, there are at least two irreducible YD sub-
modules of M . Therefore we only consider the direct sum of two irreducible YD modules.
We give the final main result.
Theorem 3. Let G be a Weyl group of Exceptional Type. Then dim(B(M(Osi , ρ
(1))⊕
M(Osj , ρ
(2))) =∞ in the following cases:
(i) G = W (E6) .
(ii) G = W (E7) and (i, j) 6= (9, 11), (9, 13), (11, 19), (13, 19) and i, j 6= 6.
(iii) G = W (E8) and (i, j) 6= (8, 14), (8, 24), (14, 35), (14, 80), (24, 35), (24, 80) and
i, j 6= 7.
(iv) G = W (F4) and (i, j) 6= (3, 3), (3, 4), (3, 7), (3, 8), (3, 17), (3, 18), (3, 24), (3, 25),
(4, 4), (4, 7), (4, 8), (4, 17), (4, 18), (4, 24), (4, 25), (7, 13), (7, 17), (7, 18), (8, 13), (8, 17),
(8, 18), (13, 17), (13, 18) and i, j 6= 2.
(v) G =W (G2) and (i, j) 6= (2, 5), (3, 5), (5, 5) and i, j 6= 4.
Proof. It follows from [HS, Theorem 8.2, Theorem 8.6] and Lemma 8.1. Note that
the orders of s12 in W (F4) , s5 in W (E8) and s6 in W (G2) are odd. ✷
37
E6
si si and stsjs
−1
t are not commutative
s2 s7s2s
−1
7 , s7s3s
−1
7 , s7s4s
−1
7 , s5, s6, s7, s8, s9, s10, s11, s12, s13, s14, s5s15s
−1
5 ,
s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s3 s7s3s
−1
7 , s7s4s
−1
7 , s7s5s
−1
7 , s8s6s
−1
8 , s7, s8, s9, s10, s11, s12, s13
s14, s7s15s
−1
7 , s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s4 s7s4s
−1
7 , s7s5s
−1
7 , s8s6s
−1
8 , s7, s8, s9, s10, s11, s12, s13
s14, s7s15s
−1
7 , s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s5 s2s5s
−1
2 , s2s6s
−1
2 , s2s7s
−1
2 , s2s8s
−1
2 , s2s9s
−1
2 , s2s10s
−1
2 , s11, s12, s13
s14, s15, s16, s17, s18, s19, s2s20s
−1
2 , s21, s22, s23, s24, s25
s6 s2s6s
−1
2 , s2s7s
−1
2 , s2s8s
−1
2 , s2s9s
−1
2 , s2s10s
−1
2 , s11, s12, s12
s14, s15, s16, s5s17s
−1
5 , s18, s19, s2s20s
−1
2 , s21, s5s22s
−1
5 , s23, s24, s5s25s
−1
5 ,
s7 s2s7s
−1
2 , s2s8s
−1
2 , s9, s10, s11, s12, s13
s14, s2s15s
−1
2 , s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s8 s2s8s
−1
2 , s2s9s
−1
2 , s3s10s
−1
3 , s2s11s
−1
2 , s2s12s
−1
2 , s13
s14, s15, s16, s17, s18, s19, s2s20s
−1
2 , s21, s22, s23, s24, s25
s9 s2s9s
−1
2 , s2s10s
−1
2 , s2s11s
−1
2 , s2s12s
−1
2 , s13
s14, s15, s16, s17, s18, s19, s2s20s
−1
2 , s21, s22, s23, s24, s25
s10 s2s10s
−1
2 , s2s11s
−1
2 , s2s12s
−1
2 , s2s13s
−1
2 , s2s14s
−1
2 ,
s15, s16, s17, s18, s19, s2s20s
−1
2 , s21, s22, s23, s24, s2s25s
−1
2
s11 s2s11s
−1
2 , s2s12s
−1
2 , s2s13s
−1
2 , s14, s15, s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s12 s2s12s
−1
2 , s8s13s
−1
8 , s2s14s
−1
2 s15, s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s13 s2s13s
−1
2 , s2s14s
−1
2 , s15, s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s14 s2s14s
−1
2 , s15, s16, s17, s18, s19, s20, s21, s22, s23, s24, s25
s15 s5s15s
−1
5 , s5s16s
−1
5 , s17, s8s18s
−1
8 , s8s19s
−1
8 , s20, s21, s22, s23, s24, s25
s16 s2s16s
−1
2 , s17, s18, s19, s20, s21, s22, s23, s24, s25
s17 s2s17s
−1
2 , s2s18s
−1
2 , s19, s20, s21, s2s22s
−1
2 , s23, s24, s25
s18 s2s18s
−1
2 , s8s19s
−1
8 , s20, s21, s22s23, s24, s25
s19 s2s19s
−1
2 , s20, s21, s22, s23, s24, s25
s20 s2s20s
−1
2 , s2s21s
−1
2 , s22, s23, s24, s25
s21 s2s21s
−1
2 , s8s22s
−1
8 , s2s23s
−1
2 , s2s24s
−1
2 , s25
s22 s11s22s
−1
11 , s8s23s
−1
8 , s8s24s
−1
8 , s25
s23 s2s23s
−1
2 , s2s24s
−1
2 , s25
s24 s2s24s
−1
2 , s25
s25 s2s25s
−1
2
Table 13
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si si and stsjs
−1
t are not square-commutative
s2 s60s2s
−1
60 , s60s3s
−1
60 , s60s4s
−1
60 , s60s5s
−1
60 ,
s3 s60s3s
−1
60 , s60s4s
−1
60 , s60s5s
−1
60 ,
s4 s60s4s
−1
60 , s59s5s
−1
59 , s59s9s
−1
59 , s44s11s
−1
44 , s44s13s
−1
44
s5 s60s5s
−1
60 , s44s9s
−1
44 , s44s11s
−1
44 , s44s13s
−1
44 , s44s34s
−1
44 , s44s57s
−1
44
s7 s60s7s
−1
60 , s44s8s
−1
44 , s44s9s
−1
44 , s44s10s
−1
44 , s44s11s
−1
44 , s44s12s
−1
44 , s44s13s
−1
44 ,
s44s14s
−1
44 , s44s15s
−1
44 , s44s21s
−1
44
s8 s60s8s
−1
60 , s44s9s
−1
44 , s44s10s
−1
44 , s44s11s
−1
44 , s44s12s
−1
44 , s44s13s
−1
44 , s44s14s
−1
44 ,
s44s15s
−1
44 , s44s16s
−1
44 , s44s18s
−1
44
s9 s2s9s
−1
2 , s44s10s
−1
44 , s44s12s
−1
44 , s2s14s
−1
2 , s2s15s
−1
2 , s2s16s
−1
2 ,
s2s17s
−1
2 , s2s18s
−1
2 , s2s19s
−1
2 , s2s21s
−1
2 , s2s24s
−1
2 , s2s26s
−1
2 , s2s45s
−1
2
s10 s2s10s
−1
2 , s2s11s
−1
2 , s2s12s
−1
2 , s2s13s
−1
2 , s2s14s
−1
2 , s2s15s
−1
2 , s2s21s
−1
2 , s2s45s
−1
2
s11 s3s11s
−1
3 , s2s12s
−1
2 , s3s13s
−1
3 , s2s14s
−1
2 , s2s15s
−1
2 , s2s16s
−1
2 , s3s17s
−1
3 , s3s18s
−1
3 ,
s2s20s
−1
2 , s3s21s
−1
3 , s2s25s
−1
2 , s3s26s
−1
3 , s2s27s
−1
2 , s2s28s
−1
2 , s2s29s
−1
2 , s3s30s
−1
3 ,
s3s31s
−1
3 , s2s34s
−1
2 , s2s36s
−1
2 , s2s37s
−1
2 , s2s38s
−1
2 , s2s39s
−1
2 , s2s40s
−1
2 , s2s41s
−1
2 ,
s2s44s
−1
2 , s2s45s
−1
2 , s2s54s
−1
2 , s2s56s
−1
2 , s2s57s
−1
2 , s2s59s
−1
2 , s2s60s
−1
2
s12 s2s12s
−1
2 , s2s13s
−1
2 , s2s14s
−1
2 , s2s15s
−1
2 , s2s16s
−1
2 , s2s45s
−1
2
s13 s3s13s
−1
3 , s2s14s
−1
2 , s2s15s
−1
2 , s2s16s
−1
2 , s3s17s
−1
3 , s3s18s
−1
3 , s2s20s
−1
2 , s3s21s
−1
3 ,
s2s25s
−1
2 , s3s26s
−1
3 , s2s27s
−1
2 , s2s28s
−1
2 , s2s29s
−1
2 , s3s30s
−1
3 , s3s31s
−1
3 ,
s2s34s
−1
2 , s2s36s
−1
2 , s2s37s
−1
2 , s2s38s
−1
2 , s2s39s
−1
2 , s2s40s
−1
2 , s2s41s
−1
2 ,
s2s44s
−1
2 , s2s45s
−1
2 , s2s54s
−1
2 , s2s56s
−1
2 , s2s57s
−1
2 , s2s59s
−1
2 , s2s60s
−1
2
s14 s2s14s
−1
2 , s2s15s
−1
2 , s2s16s
−1
2 , s2s17s
−1
2 , s2s21s
−1
2 , s2s25s
−1
2 , s2s29s
−1
2 , s2s36s
−1
2 ,
s2s37s
−1
2 , s2s45s
−1
2
s15 s3s15s
−1
3 , s2s16s
−1
2 , s2s17s
−1
2 , s2s18s
−1
2 , s2s27s
−1
2 , s2s29s
−1
2 , s2s36s
−1
2 , s2s37s
−1
2 ,
s2s42s
−1
2 , s2s43s
−1
2 , s2s56s
−1
2
s16 s2s16s
−1
2 , s2s17s
−1
2 , s2s18s
−1
2 , s3s19s
−1
3 , s2s20s
−1
2 , s2s21s
−1
2 , s3s26s
−1
3 , s2s28s
−1
2 ,
s2s29s
−1
2 , s2s45s
−1
2 , s2s55s
−1
2 , s2s57s
−1
2 , s2s58s
−1
2
s17 s3s17s
−1
3 , s3s18s
−1
3 ,, s23s19s
−1
23 , s2s20s
−1
2 , s3s21s
−1
3 , s2s25s
−1
2 , s3s26s
−1
3 , s2s28s
−1
2 ,
s2s29s
−1
2 , s3s30s
−1
3 , s3s31s
−1
3 , s2s36s
−1
2 , s2s45s
−1
2 , s2s56s
−1
2 , s2s57s
−1
2 , s2s60s
−1
2 ,
s18 s2s18s
−1
2 , s3s19s
−1
3 ,, s2s20s
−1
2 , s2s21s
−1
2 , s3s26s
−1
3 , s2s28s
−1
2 , s2s29s
−1
2 , s2s30s
−1
2 ,
s2s44s
−1
2 , s2s45s
−1
2 ,, s2s57s
−1
2
s19 s3s19s
−1
3 , s2s20s
−1
2 , s2s21s
−1
2 , s3s26s
−1
3 , s3s27s
−1
3 , s2s28s
−1
2 ,
s2s29s
−1
2 , s2s30s
−1
2 , s2s31s
−1
2 , s2s32s
−1
2 , s2s33s
−1
2 , s2s44s
−1
2 , s2s46s
−1
2 , s2s54s
−1
2 ,
s2s55s
−1
2 , s3s57s
−1
3 , s2s58s
−1
2 , s2s59s
−1
2 , s2s60s
−1
2
Table 14
39
E7
s20 s2s20s
−1
2 , s2s21s
−1
2 , s2s26s
−1
2 , s2s27s
−1
2 , s2s29s
−1
2 , s2s55s
−1
2 , s2s58s
−1
2
s21 s2s21s
−1
2 , s3s26s
−1
3 , s2s28s
−1
2 , s2s29s
−1
2 , s2s30s
−1
2 , s2s32s
−1
2 , s2s40s
−1
2 , s2s44s
−1
2 ,
s2s55s
−1
2 , s2s57s
−1
2 , s2s58s
−1
2
s22 s2s22s
−1
2 , s2s23s
−1
2 , s2s24s
−1
2 , s2s45s
−1
2
s23 s2s23s
−1
2 , s2s24s
−1
2 , s2s45s
−1
2
s24 s2s24s
−1
2 , s2s45s
−1
2
s25 s2s25s
−1
2 , s2s49s
−1
2 , s2s56s
−1
2 , s2s57s
−1
2
s26 s3s26s
−1
3 , s2s27s
−1
2 , s2s28s
−1
2 , s2s29s
−1
2 , s2s30s
−1
2 , s2s31s
−1
2 , s2s44s
−1
2 ,
s2s54s
−1
2 , s2s57s
−1
2 , s2s59s
−1
2 , s2s60s
−1
2
s27 s2s27s
−1
2 , s2s29s
−1
2 , s2s38s
−1
2 , s2s39s
−1
2 , s2s45s
−1
2 , s2s59s
−1
2
s28 s2s28s
−1
2 , s2s29s
−1
2 , s2s30s
−1
2 , s2s57s
−1
2
s29 s2s29s
−1
2 , s2s30s
−1
2 , s2s31s
−1
2 , s2s32s
−1
2 , s2s33s
−1
2 , s2s34s
−1
2 , s2s36s
−1
2 , s2s45s
−1
2 , s2s59s
−1
2
s30 s2s30s
−1
2 , s2s31s
−1
2 , s2s34s
−1
2
s31 s2s31s
−1
2
s32 s2s32s
−1
2 , s2s33s
−1
2 , s2s46s
−1
2 , s2s55s
−1
2 , s2s58s
−1
2
s33 s2s33s
−1
2 , s2s46s
−1
2
s34 s2s34s
−1
2 , s2s35s
−1
2 , s2s53s
−1
2 , s2s59s
−1
2
s35 s2s35s
−1
2 , s2s53s
−1
2
s36 s2s36s
−1
2 , s2s37s
−1
2 , s2s43s
−1
2
s37 s2s37s
−1
2 , s3s43s
−1
3
s38 s2s38s
−1
2 , s2s39s
−1
2
s39 s2s39s
−1
2
s40 s2s40s
−1
2 , s2s41s
−1
2
s41 s2s41s
−1
2 , s2s59s
−1
2
s42 s2s42s
−1
2
s43 s2s43s
−1
2
s44 s2s44s
−1
2
s45 s2s45s
−1
2
s46 s2s46s
−1
2
s47 s2s47s
−1
2 , s2s48s
−1
2 , s2s49s
−1
2 , s2s50s
−1
2
s48 s2s48s
−1
2 , s2s49s
−1
2 , s2s50s
−1
2
s49 s2s49s
−1
2 , s2s50s
−1
2
s50 s2s50s
−1
2
s51 s2s51s
−1
2 , s2s52s
−1
2
s52 s2s52s
−1
2
Table 15
40
E7
s53 s2s53s
−1
2
s54 s2s54s
−1
2
s55 s2s55s
−1
2 , s2s58s
−1
2
s56 s2s56s
−1
2 , s2s57s
−1
2
s57 s2s57s
−1
2
s58 s2s58s
−1
2
s59 s2s59s
−1
2
s60 s2s60s
−1
2
Table 16
E8
si si and stsjs
−1
t are not square-commutative
s5 s41s5s
−1
41 , s54s15s
−1
54 , s112s18s
−1
112, s9s26s
−1
9 , s2s38s
−1
2 , s2s106s
−1
2 ,
s6 s2s12s
−1
2 , s2s44s
−1
2
s8 s41s8s
−1
41 , s112s12s
−1
112, s2s22s
−1
2 , s9s26s
−1
9 , s2s38s
−1
2
s12 s2s24s
−1
2 , s2s26s
−1
2 , s2s50s
−1
2 , s2s51s
−1
2 , s2s62s
−1
2 , s41s80s
−1
41
s14 s2s14s
−1
2 , s41s21s
−1
41 , s9s26s
−1
9 , s2s32s
−1
2 , s2s38s
−1
2 , s2s39s
−1
2 , s2s53s
−1
2 , s9s56s
−1
9 ,
s9s57s
−1
9 , s2s58s
−1
2 , s9s68s
−1
9 , s70, s9s108s
−1
9
s15 s2s26s
−1
2
s18 s2s24s
−1
2 , s2s26s
−1
2 , s2s62s
−1
2 , s2s74s
−1
2 s41s80s
−1
41
s21 s41s21s
−1
41 , s2s53s
−1
2
s22 s2s56s
−1
2 , s2s57s
−1
2 , s2s70s
−1
2
s24 s41s38s
−1
41 , s2s39s
−1
2 , s41s42s
−1
41 , s2s51s
−1
2 , s35s53s
−1
35 , s2s105s
−1
2 , s9s106s
−1
9
s26 s9s35s
−1
9 , s2s42s
−1
2 , s2s51s
−1
2 , s2s106s
−1
2
s35 s2s48s
−1
2
s45 s2s75s
−1
2 , s2s80s
−1
2 , s2s108s
−1
2
s80 s2s106s
−1
2
s110 s2s110s
−1
2
Table 17
41
F4
si si and stsjs
−1
t are not square-commutative
s3 s23s9s
−1
23 , s23s19s
−1
23 , s5s23s
−1
5 ,
s4 s14s22s
−1
14 , s20s23s
−1
20
s5 s23s12s
−1
23 , s23s13s
−1
23
s6 s23s12s
−1
23 , s23s13s
−1
23
s7 s14s7s
−1
14 , s14s8s
−1
14 , s14s9s
−1
14 , s14s22s
−1
14 , s14s24s
−1
14 , s14s25s
−1
14
s8 s14s8s
−1
14 , s14s9s
−1
14 , s14s22s
−1
14 , s14s24s
−1
14 , s14s25s
−1
14
s9 s14s9s
−1
14 , s14s19s
−1
14 , s23s23s
−1
23
s10 s23s12s
−1
23 , s23s13s
−1
23
s11 s23s12s
−1
23 , s23s13s
−1
23
s12 s23s24s
−1
23 , s23s25s
−1
23
s13 s23s24s
−1
23 , s23s25s
−1
23
s14 s14s22s
−1
14 , s23s23s
−1
23
s15 s23s20s
−1
23 , s23s21s
−1
23
s16 s23s20s
−1
23 , s23s21s
−1
23
s17 s14s17s
−1
14 , s14s18s
−1
14 , s14s19s
−1
14 , s14s22s
−1
14 , s14s24s
−1
14 , s14s25s
−1
14
s18 s14s18s
−1
14 , s14s19s
−1
14 , s14s22s
−1
14 , s14s24s
−1
14 , s14s25s
−1
14
s19 s14s19s
−1
14 , s14s23s
−1
14
s22 s14s22s
−1
14 , s14s23s
−1
14 , s14s24s
−1
14 , s14s25s
−1
14
s23 s14s23s
−1
14 , s14s24s
−1
14 , s14s25s
−1
14
s24 s14s24s
−1
14 , s14s25s
−1
14
s25 s14s25s
−1
14
Table 18
Acknowledgement: We would like to thank Prof. N. Andruskiewitsch and Dr. F.
Fantino for suggestions and help. The first author and the second author were finan-
cially supported by the Australian Research Council. S.C.Zhang thanks the School of
Mathematics and Physics, The University of Queensland for hospitality.
References
[AF06] N. Andruskiewitsch and F. Fantino, On pointed Hopf algebras associated to un-
mixed conjugacy classes in Sn, J. Math. Phys. 48(2007), 033502-1– 033502-26. Also
math.QA/0608701.
42
[AF07] N. Andruskiewitsch, F. Fantino, On pointed Hopf algebras associated with alter-
nating and dihedral groups, preprint, arXiv:math/0702559.
[AFZ] N. Andruskiewitsch, F. Fantino, Shouchuan Zhang, On pointed Hopf algebras
associated with symmetric groups, Manuscripta Mathematica, accepted. Also
arXiv:0807.2406.
[AG03] N. Andruskiewitsch and M. Gran˜a, From racks to pointed Hopf algebras, Adv.
Math. 178(2003), 177-243.
[AHS08] N. Andruskiewitsch, I. Heckenberger, H.-J. Schneider, The Nichols algebra of a
semisimple Yetter-Drinfeld module, preprint, arXiv:0803.2430.
[AS98] N. Andruskiewitsch and H. J. Schneider, Lifting of quantum linear spaces and
pointed Hopf algebras of order p3, J. Alg. 209 (1998), 645–691.
[AS02] N. Andruskiewitsch and H. J. Schneider, Pointed Hopf algebras, new directions in
Hopf algebras, edited by S. Montgomery and H.J. Schneider, Cambradge University
Press, 2002.
[AS00] N. Andruskiewitsch and H. J. Schneider, Finite quantum groups and Cartan ma-
trices, Adv. Math. 154 (2000), 1–45.
[AS05] N. Andruskiewitsch and H. J. Schneider, On the classification of finite-dimensional
pointed Hopf algebras, Ann. Math., accepted. Also math.QA/0502157.
[AZ07] N. Andruskiewitsch and Shouchuan Zhang, On pointed Hopf algebras associated
to some conjugacy classes in Sn, Proc. Amer. Math. Soc. 135 (2007), 2723-2731.
[Ca72] R. W. Carter, Conjugacy classes in the Weyl group, Compositio Mathematica,
25(1972)1, 1–59.
[CR02] C. Cibils and M. Rosso, Hopf quivers, J. Alg. 254 (2002), 241-251.
[CR97] C. Cibils and M. Rosso, Algebres des chemins quantiques, Adv. Math. 125 (1997),
171–199.
[DPR] R. Dijkgraaf, V. Pasquier and P. Roche, Quasi Hopf algebras, group cohomology
and orbifold models, Nuclear Phys. B Proc. Suppl. 18B (1991), pp. 60–72.
[Fa07] F. Fantino , On pointed Hopf algebras associated with the Mathieu simple groups,
preprint, arXiv:0711.3142.
[Gr00] M. Gran˜a, On Nichols algebras of low dimension, Contemp. Math., 267
(2000),111–134.
43
[He06] I. Heckenberger, Classification of arithmetic root systems, preprint,
math.QA/0605795.
[HS] I. Heckenberger and H.-J. Schneider, Root systems and Weyl groupoids for Nichols
algebras, preprint arXiv:0807.0691.
[Ra] D. E. Radford, The structure of Hopf algebras with a projection, J. Alg. 92 (1985),
322–347.
[Sw] M. E. Sweedler, Hopf algebras, Benjamin, New York, 1969.
[ZCZ] Shouchuan Zhang, H. X. Chen and Y.-Z. Zhang, Classification of quiver Hopf
algebras and pointed Hopf algebras of type one, preprint arXiv:0802.3488.
[ZWCYa] Shouchuan Zhang, Peng Wang, Jing Cheng, Hui Yang, The character tables of
centralizers in Weyl Groups of E6, E7, F4, G2, Preprint arXiv:0804.1983.
[ZWCYb] Shouchuan Zhang, Peng Wang, Jing Cheng, Hui Yang, The character tables of
centralizers in Weyl Group of E8: I - V, Preprint. arXiv:0804.1995, arXiv:0804.2001,
arXiv:0804.2002, arXiv:0804.2004, arXiv:0804.2005.
[ZZC] Shouchuan Zhang, Y.-Z. Zhang and H. X. Chen, Classification of PM quiver Hopf
algebras, J. Alg. Appl. 6 (2007)(6), 919-950. Also math.QA/0410150.
44
