Abstract. This paper proposes a heuristic dynamic decomposition algorithm for solving twodimensional rectangular layout and global optimization problems. First, the container was orthogonally decomposed according to the emission rectangle, and the layout was carried out based on a heuristic placement strategy with a high hit rate, so the large-scale and complex problem can be solved quickly and efficiently. The results of several internationally recognized studies show that this algorithm has a distinct advantage in terms of computing time and calculation accuracy. In addition, the algorithm can be effectively extended to the global layout of multi-vessel and threedimensional layout optimization.
Introduction
The rectangle packing problem [1] is the optimization problem of the non-overlapping layout of a set of rectangular objects in a limited area, and it has many applications in different fields, such as sheet metal cutting, container freight and VLSI layout. These types of issues directly affect the efficiency of the industry, so the solution to this problem has a great practical value; however, this problem has been proved to be an NP-hard problem. Solving an NP-hard problem accurately is extremely difficult, especially in larger cases.
Thus, finding a solution to such problems has attracted many scholars. Literature [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] has proposed a variety of algorithms for solving the rectangle packing problem in two-dimensions; some examples include the greedy algorithm, genetic algorithm, particle swarm optimization, heuristic algorithm and hybrid algorithm. Literature [13] has also proposed an anthropomorphic algorithm to solve the rectangle packing problem in three-dimensions. However, the above studies are subject to various conditions, and it is difficult to apply them to other kinds of rectangle packing problems. This paper presents a heuristic dynamic decomposition algorithm for the rectangle packing problem, which is robust and adaptable. In addition, the algorithm can be extended to the algorithm of three-dimensional packing and several rectangle containers packing.
The rest of the paper is organized as follows. In section II, we introduce the mathematical description of the rectangle packing problem. Section III details the proposed algorithm and its implementations. The experimental results are provided and discussed in Section IV. Conclusions are summarized in Section V.
Mathematical Description
The rectangle packing problem is the challenge of maximizing the utility of the container area. In Figure 1 , S is a rectangle container of width W and height H. For N rectangular blocks i R (width i w , height i h ), the aim is to use the method of mutual noninterference and place as much i R as much into container S.
In Figure 1 , the bottom-left corner of the rectangle container S is the coordinate origin, while the lower base of the rectangle container is X-axis. The literature [7] gives the mathematical description as follows: 
The Proposed Algorithm and Its Implement Dynamic Decomposition
The traditional method of decomposition container uses the reverse thinking of cutting to solve the packing problem. According to the method of the literature [14] , the container is divided into two parts using a binary tree structure; however, the remaining sub-containers cannot be dynamically fused, which means the row of containers gets smaller and smaller without taking into account the mutual nested layout.
Hence, we can combine the reverse thinking of cutting with the mutual nested layout to solve the packing problem. As the nested layouts of Figure1 display, the traditional nesting algorithm sequentially would attempt a horizontal split and a vertical split along R1 and then choose the segmentation layout with the maximum utility. However, it is difficult to place R2 in container S usin horizontally split container S along R1, which is shown in Figure 2 (a). Using vertically split container S, R3 cannot be placed in container S, as shown in Figure 2 (b). We find that the above split cannot achieve the optimal layout. In Figure 2 , each step of the decomposition is independent, so the horizontal and vertical split can be simultaneously carried out through parallel computing which is shown in Figure 3 . A nested layout is realized by enumerating all possible rectangular containers in a manner similar to the idea of dynamic programming. This parallel decomposition method avoids the combined computation of the remaining area. The above method that dynamically generates a virtual container is called dynamic decomposition, a method that places the best rectangle into the best container. According to the position of the newly placed rectangle, the container is broken into two adjacent rectangular subcontainers along the horizontal and vertical directions, and the new orthogonal sub-containers are added into the container collection and a new round of placement is carried out. The above process continues until all rectangles have been placed or the container collection cannot put down any more rectangles.
The above dynamic decomposition considers two questions:
The new fitness function, which decides the best rectangle for the best container The new method, which updates all container collections after each rectangle is placed The greatest fitness function of the degree of coupling between rectangle and container can be found by scanning all pending rows of rectangles and container collections to solve the first question. For the second question, the new container collection can be obtained after the plane intersection operation is carried out between the newly placed rectangle and all rectangular containers.
Placement Guidelines
The first step of placements is to create an evaluation index that judges the tightness of the rectangles in the containers. From Figure 4 , we find that the tightness can be checked by distance di between the rectangle and every side of the container. Thus, we set di = min(Dh, Dw) and li=max(Dh , Dw). If two placements have the same value, the placement with the smaller value li is chosen. In addition, the rectangle with the high aspect ratio or larger area should be placed first. According to the above, we gain the computation expression of placement coupling as follows:
where wi and hi are the width and height of the rectangle, respectively. However, S is the virtual container of the container collection, so di of Eq. (2) equals the Euclidean distance between rectangle Ri and the surrounding rectangle in the actual placement calculations. This distance must traverse all placed rectangles and takes di as its minimum.
At the same time, the best docked position and the placement direction of the rectangle should be determined after choosing the rectangle and container. From Figure 4 , we see that the placement coupling will be larger when the rectangle has more edges with the surrounding rectangle. Thus, the heuristic method is used to find the docked position and direction. In this method, the placement with the maximum edge length is chosen, enumerating the state and rewind of four corners, as shown in Figure 5 . If two or more of the same value as the corner edge exist, the rectangle is placed on the left bottom corner. 
Update of Container Status
When a new rectangle is put into the container, the status of the container that has an overlap region with the added rectangle must be updated. The update method is to check for interference between the new rectangle and the container. If the interference exists, the compromised container would be deleted and new child containers would be created.
There are six types of interference cases discussed, which are shown in Figure 6 . R represents a rectangle, and S represents the existing container. For the above cases, the status of container updates is as follows: For a corner interference, the original container is deleted and two new containers are generated; For a rectangle edge interference, the original container is deleted and three new containers are generated;
For a single edge interference, the original container is deleted and a new container is generated; For a double edge interference, the original container is deleted and two new containers that have up and down or left and right relations are generated;
For a rectangle in a container, the original container is deleted and four new containers are generated;
For a container in a rectangle, the original container is deleted. The dashed box in Figure 6 is the newly generated container. In addition, since the rectangle is always placed in the corner, the case of Figure 6 (e) and Figure 6 (f) does not appear, so the algorithm may ignore these two cases.
Algorithm and Time Complexity
The algorithm is written in object Pascal language, and the pseudo-code process is as follows:
Procedure GetMaxCase //Pre-placement process to get optimal placement rectangle and container Begin For the packing of N rectangle, the analysis of time complexity can be divided into three parts: The number of deleted or generated child containers has a nearly linear relation with the number of rectangles that have been placed; the time complexity of choosing a container is O(N);
Choice of container, tentative placement of all subsequent rectangles into the container and calculation of coupling; the time complexity of this process is O(N 2 ); For corner interference, the original container is deleted and two new containers are generated; From the above, the time complexity is O(N 4 ).
Improvement of the Algorithm
Since the dynamic decomposition algorithm is the heuristic greedy algorithm, a rectangle and its placement in each instance are uniquely determined. This means that the candidate child container rarely places the first few rectangles. The heuristic placement strategy is difficult to accurately direct, and placement has a larger blindness. To overcome the above problems, a backtracking method is added into the original algorithm as follows:
First step: sort rectangles by size from large to small and set the pointer to the first rectangle; Second step: select the rectangle indicated by the pointer as the first one put into the container, and place the subsequent rectangle according to the coupling placement strategy;
Third step: if the container cannot hold any more rectangles, the total area of the rectangle is recorded and the process is terminated. If all rectangles are put into the container, the current layout is the solution of this problem.
Fourth step: the pointer that does not reach the last rectangle will add one to get a new pointer, which points to the next rectangle; then, proceed to the second step. If the pointer has reached the last rectangle, the process will be terminated and will return the record with the maximum area as the solution of the problem.
The pseudo-code of the algorithm is as follows: In order to verify the improved algorithm, we used cases 1, 2 and 3 of the literature [10] to compare effectiveness.
Experiment results show that the origin algorithm can find the optimal solution for case 1 (n=5) and case 3 (n=7), but the improved algorithm can find the optimal solution for all three cases. Figure 7 is the final layout for case 2 (n=6) using two algorithms. 
Experimental Results
In order to verify the algorithm, several internationally recognized benchmark test data are used to compare the effectiveness of different algorithms. The experiments were run on a PC running Windows XP at 2.4GHz CPU with 2 GB memory.
Layout Test of OR-Benchmark
A set of data is randomly assigned from OR-Benchmark, and the sheet of these data has width 135 and length no limit (http://www.laria.u-picardie.fr/hifi/OR-Benchmark). The layout result of the proposed algorithm is shown in Figure 8 . In the test, the backtracking level is set to 1, and the length of the actual layout is 626. The layout utilization was 98.64% and computing time was 0.5 seconds. Meanwhile, study 5 used an exact algorithm in which the layout utilization of these data was 90.14%. We can see that the layout utilization of the proposed algorithm increased 9.4%. 
Compared with CAGA and PH Algorithm
The GAGA algorithm explained in study [4] combines a constructive method and a genetic algorithm, so it has high computing efficiency. The PH algorithm of study [7] is based on the experience of human transformation of nature, which has higher computational efficiency. The SCPL1 ~ SCPL9 data of the OR-Benchmark are used to test the above three algorithms, and the calculation results are shown in Table 1 .
In Table 1 , H* is the Optimum height, which can be calculated by the following formula: H is the real layout height and T is the computing time, which varies according to different test environments.
As Table 1 shows, the results of the dynamic decomposition algorithm are significantly better than the previous two algorithms, and some results have reached the limit height.
In addition, the number of rectangles in SCPL6 and SCPL7 as described in study [4] does not match the actual download, so the corresponding comparison can be ignored.
Test of OR-Library
Using the test data of the OR-Library, we compare the proposed algorithm and the EA algorithm, as shown in Table 2 . From Table 2 , we see that all test data sets achieve optimal height in a very short time except for cgcut3.
Test of Random Data Set
Currently, there is no detailed data set to test for the layout of large-scale scattered rectangles (http://www.solveworks.com/AutoCUT/Test/AutoCUT-Random.htm). The layout of the proposed algorithm for 1000 random rectangles with a size of 3 ~300 in a 6000*4050 rectangular area is shown in Figure 9 . The entire process takes 18 seconds, and the layout utilization rate reaches 99.6%. 
Test of Local Backtracking
In order to verify local backtracking, all data sets of Table 1~Table 3 in study [10] are used to compare the GARBL algorithm and the proposed algorithm in which the backtracking level is set to 3. The result is shown in Table 3 . From Table 3 , we can see that all data sets achieve the optimal solution with just one attempt using the proposed algorithm, while the GARBL solution must compute many times.
Global Layout
Many engineering problems do not belong to a single rectangle packing problem; for example, space utilization of multiple containers in cargo loading, comprehensive layout of multi-block and oddments. The proposed algorithm can be modified to solve the packing problem of multicontainers.
In the pre-treatment, multiple containers are sequentially placed in disjointed order, which is shown in Figure 10 . Then, the vertex coordinate information of multiple containers can be added to the container set in the initialization, and other steps are similar. 
Commercial Application
The proposed algorithm has been applied to commercial software AutoCUT Expert (http://www.solveworks.com), in which 2D and 3D layout tests are shown, as in Figure 11 . 
Conclusion
In this paper, we addressed the heuristic dynamic decomposition algorithm, which can be used to solve the rectangle-packing problem.
Multiple examples of internationally recognized data tests show that the proposed dynamic decomposition algorithm has obvious advantages compared to existing algorithms, including faster computing speed, higher utilization layout and wider adaptation range. It is especially suitable for solving large-scale non-regular rectangle packing problems. Meanwhile, the proposed algorithm can be used to solve the three-dimensional packing problem and irregular-shaped nesting problem, giving it a wide array of possible applications.
