Abstract-In industrial process control, there may be multiple performance objectives, depending on salient features of the input-output data. Aiming at this situation, this paper proposes multiple actor-critic structures to obtain the optimal control via input-output data for unknown nonlinear systems. The shunting inhibitory artificial neural network (SIANN) is used to classify the input-output data into one of several categories. Different performance measure functions may be defined for disparate categories. The approximate dynamic programming algorithm, which contains model module, critic network, and action network, is used to establish the optimal control in each category. A recurrent neural network (RNN) model is used to reconstruct the unknown system dynamics using input-output data. NNs are used to approximate the critic and action networks, respectively. It is proven that the model error and the closed unknown system are uniformly ultimately bounded. Simulation results demonstrate the performance of the proposed optimal control scheme for the unknown nonlinear system.
I. INTRODUCTION

I
N THE past few decades, neurobiological discoveries toward understanding learning mechanisms of the human brain have provided indications of how to design more effective and responsive decision and control systems for complex interconnected human-engineered systems. Advances in computational intelligence reinforcement learning methods [1] , particularly those with an actor-critic structure [2] in the family of approximate dynamic programming (ADP) techniques [3] , have made inroads in comprehending and mimicking brain functionality at the level of the brainstem, cerebellum, basal ganglia, and cerebral cortex. Doya et al. [4] , [5] and others have shown that the basal ganglia acts as a critic in selecting action commands sent to the muscle motor control systems. The concentration of dopamine neurotransmitters in the basal ganglia is modified based on rewards received from previous actions, so that successful actions are more likely to be repeated in the future. The cerebellum learns a dynamics model of environments for control purposes. This motivates a three-level actor-critic structure with learning networks for critic, actor, and model dynamics.
Based on this actor-critic structure, ADP algorithms, which are state feedback control methods, have been developed as powerful tools for solving optimal control problems online [2] . In recent years, ADP has made significant progress in theory and practice [6] - [12] . ADP has successfully solved the optimal control problems for discrete-time and continuoustime systems [13] - [19] , the optimal tracking control problem [20] , [21] , the optimal control problem for saturatingactuator systems [22] - [24] , the multiobjective optimal control problem [25] , [26] , the optimal control problem for complex-valued systems [27] , the power system control problem [28] - [30] , and the optimal control problem for uncertain nonlinear networked control system [31] , [32] . Moreover, in [33] - [37] , the iterative ADP algorithms are established with convergence analysis. In [38] , an online synchronous approximate optimal learning algorithm based on policy iteration was developed to solve a multiplayer nonzero-sum game with unknown dynamics. It is the first time to prove that the online policy iteration algorithm for nonzero-sum games with nonlinear dynamics is mathematically equivalent to the quasi-Newton's iteration. In [39] , a novel online learning optimal control approach was established to deal with the decentralized stabilization problem for a class of continuoustime nonlinear interconnected systems. This is the first result of applying ADP method to design decentralized controller for large-scale nonlinear systems. In [40] , a neuro-optimal control scheme for a class of unknown discrete-time nonlinear systems with discount factor in the cost function was developed. This is the first result, which shows the possibility of reaching the objectives of getting small computational error and outputting directly the cost function simultaneously without relying on the system dynamics.
Recent work in experimental neurocognitive psychology has revealed the existence of new relations between structures in the human brain and their functions in decision and control [41] , [42] . Mechanisms in the brain involving the emotional gates in the amygdala and deliberative decisions between risky choices in the anterior cingulate cortex (ACC) indicate the presence of multiple interacting actor-critic structures. That research reveals the role of the amygdala in fast intuitive response to the environment based on stored patterns, and the role of the ACC in deliberative response when risk or mismatch with stored patterns is detected. It is shown that the amygdala uses features and cues received from interactions with the environment to classify possible responses into different categories based on context and match with previously encountered situations. These categories can be viewed as representing stored behavior responses or patterns. Werbos [43] , [44] discusses novel ADP structures with multiple critic levels based on functional regions in the human cerebral cortex. The interplay between using previously stored experiences to quickly decide possible actions, and real-time exploration and learning for precise control is emphasized. This agrees with the work in [41] and [42] which details how stored behavior patterns can be used to enact fast decisions by drawing on previous experiences when there is match between observed attributes and stored patterns. In the event of risk, mismatch, or anxiety, higher level control mechanisms are recruited by the ACC that involve more focus on real-time observations and exploration.
There are existing approaches to adaptive control and ADP that consider some features of these new studies. Included is the multiple-model adaptive control method of [45] . Multiple actor-critic structures were developed in [45] - [48] . These works used multiple modules, each of which contains a stored dynamics model of the environment and a controller. Incoming data were classified into modules based on prediction errors between the observed data and the prediction of the dynamics model in each module.
In industrial process control, the system dynamics are difficult and expensive to estimate and cannot be accurately obtained [49] . Therefore, it is difficult to design optimal controllers for these unknown systems. On the other hand, new imperatives in minimizing resource use and pollution, while maximizing throughput and yield, make it important to control industrial processes in an optimal fashion. Using proper control techniques, the input-output data generated in the process of system operation can be accessed and used to design optimal controllers for unknown systems [26] . Recently, many studies have been done on data-based control schemes for unknown systems [50] - [56] . For large-scale industrial processes, there are usually different production performance measures according to desired process properties. Therefore, more extensive architectures are needed to design optimal controllers for large-scale industrial processes, which respond quickly based on previously learned behavior responses, allow adaptive online learning to guarantee real-time performance, and accommodate different performance measures for different situations.
Such industrial imperatives show the need for more comprehensive approaches to data-driven process control. Multiple performance objectives may be needed depending on different important features hidden in observed data. This requires different control categories that may not only depend on closeness of match with predictions based on stored dynamics models as used in [4] and [42] . Levine [57] and Werbos [58] indicate that more complex structures are responsible for learning in the human brain than the standard three-level actor-critic based on networks for actor, model, and critic.
It has been shown [41] , [42] that shunting inhibition is a powerful computational mechanism and plays an important role in sensory neural information processing systems [59] . Bouzerdoum [60] proposed the shunting inhibitory artificial neural network (SIANN), which can be used for highly effective classification and function approximation. In SIANN, the synaptic interactions among neurons are mediated via shunting inhibition. Shunting inhibition is more powerful than multilayer perceptions in that each shunting neuron has a higher discrimination capacity than a perceptron neuron and allows the network to construct complex decision surfaces much more readily. Therefore, SIANN is a powerful and effective classifier. In [61] , efficient training algorithms for a class of shunting inhibitory convolution NNs are presented.
In this paper, we bring together the recent studies in neurocognitive psychology [57] , [58] and recent mathematical machinery for implementing shunting inhibition [59] , [60] to develop a new class of process controllers that have a novel multiple actor-critic structure. This multiple network structure has learning on several timescales. Stored experiences are first used to train an SIANN to classify environmental cues into different behavior performance categories according to different technical requirements. This classification is general, and does not only depend on match of observe data with stored dynamics models. Then, data observed in real time are used to learn deliberative responses for more precise online optimal control. This results in faster immediate control using stored experiences, along with real-time deliberative learning.
The contributions of this paper are as follows. 1) Based on neurocognitive psychology, a novel controller based on multiple actor-critic structures is developed for unknown systems. This controller trades off fast actions based on stored behavior patterns with real-time exploration using current input-output data. 2) An SIANN is used to classify input-output data into categories based on the salient features of previously recorded data. Shunting inhibition allows for higher discriminatory capabilities and has been shown important in neural information processing. 3) In each category, a recurrent NN is used to identify the system dynamics, novel parameter update algorithms are given, and it is proven that the parameter errors are uniformly ultimately bounded (UUB). 4) Action-critic networks are developed in each category to obtain the optimal performance measure function and the optimal controller based on current observed input-output data. It is proved that the closed-loop systems and the weight errors are UUB based on Lyapunov techniques. The rest of this paper is organized as follows. In Section II, the problem motivations and preliminaries are presented. In Section III, the SIANN architecture-based category technique is developed. In Section IV, the model network, critic network, and action network are introduced. In Section V, two examples are given to demonstrate the effectiveness of the proposed optimal control scheme. Finally, the conclusion is drawn in Section VI.
II. PROBLEM STATEMENT
For most complex industrial systems, it is difficult, time consuming, and expensive to identify an accurate mathematics model. Therefore, optimal controllers are difficult to design. Motivated by this problem, a multiple actor-critic structure is proposed to obtain optimal controllers based on measured input-output data. This allows the construction of adaptive optimal control systems for industrial processes that are responsive to changing plant conditions and performance requirements.
This structure uses fast classification based on stored memories, such as that occurs in the amygdala and orbitofrontal cortex (OFC) in [41] and [42] . It also allows for real-time exploration and learning, such as occurs in the ACC in [41] and [42] . This structure conforms to the ideas of [43] , which stress the importance of an integrated utilization of stored memories and real-time exploration.
The overall multiple actor-critic structure is shown in Fig. 1 . An SIANN is trained to classify previously recorded data into different memory categories. In Fig. 1, x i stands for the measured system data, which are also the input of the SIANN. The trained SIANN is used to classify data recorded in real time into categories, and its output y = 1, 2, . . . , L, is the category label. Within each category, ADP is used to establish the optimal control. If the output of SIANN is y = i , then the i th ADP structure is activated. For each ADP, a recursive NN is trained to model the dynamics. Then, the critic network and the action network of that ADP are used to determine the performance measure function and the optimal control. The actor-critic structure in the active category is tuned online based on real-time recorded data. The details are given in Sections III and IV.
III. SIANN ARCHITECTURE-BASED CLASSIFICATION
In industrial process control, there are usually different production performance measures according to different desired process properties. Therefore, the input-output data should be classified into different categories based on various features inherent in the data. It has been shown by [41] and [42] that shunting inhibition is important to explain the manner in which the amygdala and OFC classify data based on environmental cues. In this section, the structure and updating method are introduced for an SIANN [59] that is used to classify the measured data into different control response categories depending on match between certain attributes of the data and previously stored experiences. In this paper, SIANN consists of one input layer, one hidden layer, and one output layer. In the hidden units, the shunting inhibition is the basic synaptic interaction. Generalized shunting neurons are used in the hidden layer of the SIANN. The structure of each neuron is shown in Fig. 2 and given as follows [59] .
The output of each neuron is expressed as
where
. s j is the j th neuron output of hidden layer and x i is the input of j th neuron. The SIANN parameters include: 1) the passive decay rate of the j th neuron a j > 0; 2) the bias b j ; and 3) the weights from the i th input to the j th neuron w j i and c j i . w j 0 and c j 0 are constants.
The nonlinear activation functions are f h (·) and g h (·).
Function f h (·) is selected positive. Note that the denominator of (1) can never be zero due to the definitions of the variables and functions. The output layer of the SIANN is given by [60] 
which v i is the weight between i th hidden layer to the output neuron, and d is the bias.
Remark 1:
In (1), the denominator is termed a shunting inhibition. This is because f h (·) is nonnegative, so that the combined effects of neighboring neuron inputs x i in the denominator can only decrease neuron output s j . The numerator of (1) is a standard feedforward NN structure. It is shown in [59] that neuron structure (1) gives more flexibility in classification using a smaller number of hidden layer neurons than standard feedforward NNs.
It is necessary to train the SIANN to properly classify data in real time into prescribed categories. This is accomplished using previously recorded data. The SIANN weights for proper classification are determined by supervised learning as follows.
The gradient descent method is used to train the parameters. Given the desired output category y d , define the error e = y − y d and
According to gradient descent algorithm, the updates for the parameters are given by backpropagation as follows [65] :
where γ v , γ d , γ w , γ b , γ a , and γ c are learning rates and positive. Using these parameter update equations, the SIANN is trained, using previously recorded data, to properly classify the input-output data into the appropriate categories. Then, based on the trained SIANN classifier, one can decide the category label for the input-output data that are measured in real time. Then, the optimal control for each category is found in real time using the category ADP structures as in the subsequent sections.
IV. OPTIMAL CONTROL BASED ON ADP
In Section III, an SIANN is trained using previously recorded data to classify the input-output data in real time into different categories based on data attributes and features. Based on this SIANN classification, an ADP structure in each category is used to determine, based on data measured in real time, the optimal control for the data attributes and performance measure in that category. In this section, a novel ADP structure is designed that captures the required system identification and optimality factors in process control.
This structure uses fast classification based on stored memories, such as occurs in the amygdala and OFC in [47] and [48] , and also allows for real-time exploration and learning, such as occurs in the ACC in [47] and [48] . This structure provides an integrated utilization of stored memories and real-time exploration [49] .
The ADP structure is used in each category, as shown in Fig. 1 . The ADP structure has the standard three networks for model, critic, and actor. In this section, first, the optimization problem is introduced. Then, an RNN is trained to identify the system dynamics. Novel NN parameter tuning algorithms for the model RNN are given and the state estimation error is proven to converge with time. After this model identification phase, the ADP critic network and action network are designed to use data recorded in real time to compute online the performance measure value function and the optimal control action, respectively. A theorem is given to prove that the closed-loop system is UUB.
Based on Section III, suppose the input-output data is classified into category y = i . Then, we can train the i th ADP using that input-output data. Throughout this section, it is understood that the design refers to the ADP structure in each category i . To conserve notation, we do not use subscripts i throughout.
The performance measure function for the i th ADP is given as
where x and u are the state and control inputs of the i th ADP, r (x, u) = Q(x) + u T Ru, where R is a positive definite matrix. It is assumed that there exists a scalar
The infinitesimal version of (10) is the Bellman equation
The Hamiltonian function is given as
The optimal performance measure function is defined as
and the optimal control can be obtained by
In Sections IV-A and IV-B, the detailed derivations for the model NN, the critic network and the action network are given.
A. Model Neural Network
Section III shows how to use SIANN to classify the data into one of i categories (Fig. 1) . In each category i , an RNN is used to identify the system dynamics for the i th ADP structure. The dynamics in category i is taken to be modeled by the RNN given as [15] 
This is a very general model of a nonlinear system that can closely fit many dynamical models. Here, A 1 , A 2 , A 3 , and A 4 are the unknown ideal weight matrices for i th ADP, which are assumed to satisfy
. ε is the bounded approximate error, and is assumed to satisfy ε T ε ≤ β A e T x e x , where β A is the bounded constant target value and the state estimation error is e x = x −x. The activation function f (x) is a monotonically increasing function, and it is taken to satisfy
The approximate dynamics model is constructed aṡ
whereÂ 1 ,Â 2 ,Â 3 , andÂ 4 are the estimated values of the ideal unknown weights, and A 5 is a square matrix that satisfies
Define the parameter identification errors asÃ 1 
Due to disturbances and modeling errors, (16) cannot exactly reconstruct the unknown dynamics (15) . It is desired to tune the parameters in (16) [64] : The equilibrium point x e is said to be UUB if there exists a compact set U ⊂ R n such that, for all x(t 0 ) = x 0 ∈ U , there exists a δ > 0 and a number T (δ, x 0 ) such that ||x(t) − x e || < δ for all t ≥ t 0 + T .
Theorem 1 extends the result in [15] , by providing robust turning methods that make e x negative definite outside a bounded region. These robustified tuning methods are required due to the disturbances in (15) .
Theorem 1: Consider the approximate system model (16), and take the update methods for the tunable parameters aṡ
where β i > 0, i = 1, 2, 3, 4. If the initial values of the state estimation error e x (0), and the parameter identification errorsÃ i (0) are bounded. Then, the state estimation error e x , and the parameter identification errorsÃ i are UUB.
Proof: Let the initial values of the state estimation error e x (0), and the parameter identification errorsÃ i (0) be bounded, then the NN approximation property (15) holds for the state x [64] .
Define the Lyapunov function candidate
where (18) and
. As the following equations:
hold. Then, one haṡ
Thereforė
As
and
then, one can obtaiṅ
On the other side, according to [64] , one haṡ 
From (24) and (29), one can obtain thaṫ
Let (32) or
))I , and theṅ
Thus,V (t) is negative outside a compact set. This demonstrates the UUB of ||e x || and
Remark 2: Many NN activation functions are bounded and have bounded derivatives. In Theorem 1, the unknown system is bounded, and the NN parameters and output are bounded. Therefore, the initial state estimation error e x and the initial parameter identification errorsÃ i are bounded. The approximation error boundedness property is established in [65] .
From Theorem 1, it can be observed that as t → ∞, the parameter estimatesÂ i converge to bounded regions, such that the state estimation error e x is bounded. Let the steady-state value ofÂ i be denoted as B i . Then, after convergence of the model parameters, (16) can be rewritten aṡ
In the following, the optimal control for i th ADP based on the well-trained RNN (37) will be designed.
B. Critic Network and Action Network
Based on the trained RNN model (37) , the critic network expression in each category i is
where W c is the ideal critic network weight matrix, ϕ c is the activation function, and ε c is the approximation error. We assume that ||∇ϕ c || ≤ ϕ cd M . For the actual NNs, let the estimate of W c beŴ c , then the actual output of the critic network in each category i iŝ
Define the weight estimation error of the critic network as
Substitute this into the Bellman equation (11) to obtain the equation error
Let
Then, define the weight update law forẆ c aṡ
where α c > 0 is the learning rate of the critic network and
The action network is used to obtain the control policy u in each category i and is given by
where W a is the ideal weight matrix of the action network and ϕ a is the activation function. According to persistent excitation conditions, it has ϕ a M ≥ ||ϕ a || ≥ ϕ am . ε a is the action network approximation error. The actual output of the action network iŝ
whereŴ a is the actual weight of the action network. From (37) and (∂Ĵ /∂u) = 0, the desired feedback control input is
The error between the actual output of the action network and the desired feedback control input is expressed as follows:
Define the objective function as follows:
Then, the weight update law for the action network weight is a gradient descent algorithm, which is given bẏ
where α a is the learning rate of the action network. Define the weight estimation error of the action network is
Then, the update law ofW a iṡ
The RNN model (37) with controller (47) iṡ
4 . (54) Theorem 2 proves the asymptotic convergence of the optimal control scheme. The result extends the results in [27] .
Theorem 2: Let the optimal control input for (37) be provided by (47) , and the weight updating laws of the critic network and the action network be given as in (44) and (51), respectively. Suppose there exist positive scalars l 1 , l 2 , and l 3 satisfying
If the initial values of the state x(0), the control u(0) and the weight estimation errorsW c (0) andW a (0) are bounded. Then, x in (54), control input u, and the weight estimation errorsW c andW a are UUB. Proof: Choose Lyapunov function candidate as follows:
Then, the time derivative of the Lyapunov function candidate (58) along the trajectories of the closed-loop systems (54) is computed as˙ =˙ 1 +˙ 2 +˙ 3 . According to (45) , it can be obtained thaṫ
Define
and assume ||ε 12 || ≤ ε 12M , then based on (53), one haṡ
The time derivative of 3 is calculated as follows:
Then, (61) can be rewritten aṡ
If l 1 , l 2 , and l 3 are selected to satisfy (55)- (57), and
or
hold.˙ < 0. Therefore, according to the standard Lyapunov extension, x, u,W c , andW a are UUB. Theorem 3: Suppose the hypotheses of Theorem 2 hold.
2)û is close to u within a small bound. Proof: 1) According to (39) and (47), one has
Equation (72) can be further written as
For a fixed admissible control policy,
Therefore, (73) can be written as
According to Theorem 2, the signals on the right-hand side of (75) are UUB; therefore,
Therefore, one can obtain
Equation (77) means thatû is close to the control input u within a small bound.
Remark 3: According to Theorem 1 and the properties of NN, we can observe that the initial weight estimation errorsW c andW a are bounded. Therefore, the initial value H is bounded in Theorem 3.
Remark 4: It should be mentioned that Theorems 1-3 are based on the following fact. The model network (RNN) is trained first, and then the critic and action networks weights are turned according to the steady system model (37) .
In Theorem 4, the simultaneous turning method for the model, critic, and action networks will be discussed further.
Theorem 4: Let the optimal control input for (16) be provided by (47) . The update methods for the tunable parameters ofÂ i in (16) i = 1, 2, 3, 4 are given in Theorem 1. The weight updating laws of the critic and the action networks are given asẆ
x.
If
and there exist positive scalars l 5 , l 6 , and l 7 satisfying
where 7 = 2l 6 ||Â 1 || + l 6 ||Â 2 || 2 + l 6 ||Â 5 || 2 + l 6 k 2 + 4l 6 . Then, the weight estimation errorsW c andW a are UUB if the model error e x is UUB. Proof: The proof can be seen in the Appendix. Remark 5: From Theorem 4, it can be observed that when the system model error enters in a bounded region, then the weights of critic and the action networks will be UUB.
Remark 6: In this paper, a novel multiple actor-critic structure is established to obtain the optimal control for unknown systems. The algorithm is different from the methods in [66] and [67] . In [66] , the optimized adaptive control and trajectory generation for a class of wheeled inverted pendulum (WIP) models of vehicle systems were investigated. In [67] , automatic motion control was investigated for WIP models, which have been widely applied for modeling of a large range of two wheeled modern vehicles. The underactuated WIP model was decomposed into two subsystems. One subsystem consists of planar movement of vehicle forward motion and yaw angular motions. The other is about the pendulum tilt motion. In this paper, an SIANN is trained to classify previously recorded data into different memory categories, and the optimal control for the data attributes and performance measure in that category are calculated by multiple actor-critic structure.
V. SIMULATION STUDY
In this section, two simulations are provided to demonstrate the versatility of the proposed SIANN/multiple ADP structure.
Example 1: We consider a simplified model of a continuously stirred tank reactor with an exothermic reaction [68] . The model is given by
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where x 1 represents the temperature and x 2 represents the concentration of the initial product of the chemical reaction.
Define two categories as follows:
For the two categories, define the respective utility functions as
where Q = I 2 , R 1 = 1, and R 2 = 100. For (85), the admissible control is used to obtain process response data, which is used as historical input-output data to train the SIANN and model RNN. The norm of the state time function is shown in Fig. 3 .
First, the SIANN classifier is trained. The SIANN neuron output is (1) initial weight v be selected randomly in (−1, 1) . The number of shunting neurons is 10.
The SIANN is trained using the historical data generated above and the parameter tuning algorithms in Section III. When the historical data are fed into the trained SIANN, the classification results are shown in Fig. 4 . Note that, in Fig. 3 , the norm of the state falls below 0.1 at 280 time steps. This corresponds to the category classification change observed in Fig. 4 .
Second, the RNN estimation model is trained, which is used to estimate the system dynamics. Let the initial elements of matricesÂ i , i = 1, 2, 3, 4 be selected in (−0.1, 0.1). Let obtained by the optimal controller. For increasing the accuracy, the weight of SIANN is modified online. The classification result is shown in Fig. 6 . Once the state belongs to one category, then the RNN is used to get the system state. The test RNN estimation error is shown in Fig. 7 .
After 600 time steps, the convergent trajectories of W c and W a are obtained, which are shown in Figs. 8 and 9 . The control and state trajectories are shown in Figs. 10 and 11 . The simulation result reveals that the proposed optimal control method for unknown system operates properly.
Example 2: Consider the nonlinear oscillator [22] 
Define the performance measure functions as Define the category label as
For (87), the admissible control u = −5x 1 − 3x 2 is used to obtain the historical data of the system state, which is shown in Fig. 12 . Based on this obtained system data, the SIANN classifier and the RNN are trained. First, the SIANN is trained. The parameters are similar as in Example 1. Then, the SIANN training result is shown in Fig. 13 . one category, then the RNN is used to get the system state. The RNN estimate error is shown in Fig. 16 
VI. CONCLUSION
This paper proposed multiple actor-critic structures to obtain the optimal control by input-output data for unknown systems. First, we classified the input-output data into several categories by SIANN. The performance measure functions were defined for each category. Then, the optimal controller was obtained by ADP algorithm. The RNN was used to reconstruct the unknown system dynamics using input-output data. The NNs were used to approximate the critic network and action network, respectively. It is proved that the model error and the closed system are UUB. Simulation results demonstrated the effectiveness of the proposed optimal control scheme for the unknown nonlinear system.
APPENDIX PROOF OF THEOREM 4
Proof: Choose the Lyapunov function candidate as
where V is given in (17), which is guaranteed negative as long as
Thus,˙ is negative outside a compact set.
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