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ЗАСТОСУВАННЯ ПРЕДМЕТНО-ОРІЄНТОВАНОГО МЕТОДУ ПОБУДОВИ  
ЗАЛЕЖНОСТЕЙ МІЖ МЕТРИКАМИ ПРОГРАМНОГО ЗАБЕЗПЕЧЕННЯ 
 
Стаття присвячена описанню застосування предметно-орієнтованого методу побудови залеж-
ностей між метриками програмного забезпечення для визначення залежностей між прямими та не-
прямими метриками. Розглянута побудова залежності непрямої метрики «розуміння», яка відповідає 
аналогічній властивості програмного забезпечення, від прямих метрик. Проводиться розрахунок сту-
пеня впливу прямої метрики на метрику «розуміння», будується функція залежностей між найбільш 
впливовою прямою метрикою та непрямою метрикою. 
 
The article is dedicated to describing the application of subject-oriented method of building depen-
dences between software metrics for determine the dependencies between direct and indirect metrics. It was 
considered building depends indirect metrics "understanding", which corresponds to similar property of 
software from a number of direct metrics. Level of impact on the metric "understanding" is  calculated for 
each direct metric, there is determined the most influential metric and therе is built functions  of 
dependencies between the most powerful direct and indirect metric. 
 
Вступ 
Все більшої актуальності набуваються пи-
тання дослідження програмного забезпечен-
ня. Вирішенням цих питань займається емпі-
рична інженерія програмного забезпечення 
[1]. 
Ключовим методом дослідження програ-
много забезпечення є вимірювання. Голов-
ний інструмент, який при цьому застосову-
ється,– метрики. За допомогою метрик оці-
нюють властивості складових розробки про-
грамного забезпечення (продуктів, процесів). 
Властивості програмного забезпечення да-
ють його розуміння для аналізу та подаль-
шого використання.  
Існують прямі та непрямі метрики [2]. 
Прямі метрики можна отримати при вимірю-
ванні. На основі прямих метрик важко про-
водити оцінку властивостей програмного за-
безпечення, так як вони ніяк не характери-
зують ці властивості. Для цього використо-
вують непрямі метрики. Непрямі метрики 
дозволяють отимати числові характеристики 
программного забезпечення, які допомага-
ють в розумінні программного забезпечення. 
Їх не можна виміряти, але можна отримати 
аналітичним чи емпіричним шляхом на ос-
нові прямих метрик. Головна задача, яка при 
цьому постає,– як визначати прямі метрики, 
від яких залежать непрямі, та яка залежність 
буде існувати між ними [3]. 
 
Огляд останніх досліджень 
Для побудови залежностей викорис-
товують два підходи – статистичний аналіз 
[4] та нейронні мережі [5]. Вирішення задачі 
по визначенню залежностей між метриками 
за допомогою нейромереж потребує знати не 
тільки значення метрик (вхідних величин), а 
повинне бути проведене навчання нейроме-
режі [5]. Навчання нейромережі проводиться 
на уже отриманих раніше даних. Так як  пи-
таннями визначення залежностей між метри-
ками займалися тільки в реальному контексті 
(досліджувалися деякі конкретні метрики), а 
визначенням залежностей між різними пря-
мим та непрямими метриками вцілому не 
займалися, сформулювати правила для на-
вчання нейромережі неможливо. Для вирі-
шення задачі по визначенню залежностей 
між метриками за допомогою статистичного 
аналізу достатньо знати тільки значення ме-
трик, а залежності будуються статистичними 
методами [4]. Тому в даному випадку необ-
хідно застосовувати статистичний аналіз. 
Статистичний аналіз проводиться за до-
помогою відповідних математичних програ-
мних середовищ, до яких належать MatLab, 
MathCad, Maple, Mathematica, MS Excel. 
Крім них можна використати статистичні 
програмні середовища загального призна-
чення Statistica, SPSS, SAS, Systat, Minitab, 
Statgraphics чи програмні середовища спеці-
ального призначення SYSTAT, S-plus, STA-
TA, PRISM, STADIA, Олимп, Класс-Мастер, 
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Статистик-Консультант. Досвід їх викорис-
тання свідчить, що математичні програмні 
середовища та статистичні програмні сере-
довища загального призначення для вирі-
шення поставленої задачі потребують додат-
кового програмування з використанням ста-
тистичних алгоритмів. Середовища для ем-
піричних досліджень в програмному забез-
печенні немає. 
Отже, для побудови залежностей між 
прямими та непрямими метриками програм-
ного забезпечення потрібне середовище та 
метод, який буде використовуватися в сере-
довищі.  
Для вирішення головної задачі був розро-
блений предметно-орієнтований метод побу-
дови залежностей між метриками програм-
ного забезпечення. На основі методу був ре-
алізований засіб [6]. 
У статті розглядається застосування пре-
дметно-орієнтований метод побудови залеж-
ностей між метриками програмного забезпе-
чення на прикладі побудови залежності між 




Основною ціллю статті є дослідження 
практичного застосування розробленого ме-
тоду побудови залежностей між метриками 
через побудову залежності непрямої метрики 
«розуміння» від прямих метрик та визначен-
ня прямих метрик, від яких залежить дана 




Сутність предметно-орієнтованого методу 
побудови залежностей між метриками про-
грамного забезпечення полягає в тому, що 
побудова залежностей відбувається статис-
тичними методами з врахуванням високої 
точності вимірювань програмного забезпе-
чення без похибок та гіперболічною спадною 
залежністю між значеннями метрик та кіль-
кістю виміряних програм. 
Загальна схема методу представлена на 
рис. 1. 
На основі данного методу будуються 
залежності між непрямою метрикою 
«розуміння» та рядом прямих метрик. Ме-
тою дослідження є визначення прямих мет-
рик, від яких залежить досліджувана непря-
ма метрика, та яким чином. 
Непряма метрика «розуміння» відповідає 
аналогічній властивості програмного забез-
печення. Вона показує зрозумілість компо-
нента програмного забезпечення, яка достат-
ня для його аналізу та використання при роз-
робці нового програмного забезпечення. Во-
на характеризує зусилля, які потрібно затра-
тити для розуміння логічної структури ком-
понента. В процесах проектування та повто-
рної використання цю метрику слід застосо-
вувати при визначення доцільності аналізу 
компонента програмного забезпечення. При 
малому значенні розуміння доцільніше ство-
рити новий компонент, ніж аналізувати та 
застосовувати готовий. Максимально допус-
тиме значення метрики «розуміння» визна-
чається для кожного компонента індивідуа-
льно згідно потреб. 
Використання непрямої метрики «розу-
міння» дозволяє спростити аналіз готового 
програмного забезпечення та прийняття рі-
шень про можливості його подальшого за-
стосування. 
Отримання метрик для дослідження. 
Прямі метрики для досліджень були 
отримані шляхом вимірювань програмного 
забезпечення. Вимірювання прямих метрик 
програмного забезпечення проходило під час 
експерименту по визначенню законів розпо-
ділів метрик [6]. Було виміряно 50 прямих 
метрик. 
Непряма метрика «розуміння» є деякою 
функцією від однієї чи декількох прямих 
метрик. Оскільки для непрямої метрики 
«розуміння» поки не визначено функції, на 
основі якої можна було б розрахувати мет-
рику, вона була отримана шляхом експерт-
ного оцінювання програмного забезпечення 
[7]. Оцінку експерт міг вибритати із запро-
понованих: «погано», «задовільно», «добре», 
«відмінно». Експертне оцінювання проходи-
ло тільки для того програмного забезпечен-
ня, яке було до цього виміряне. 
 
Об’єм вибірки. Важливим критерієм при 
отриманні метрик виступає їх кількість. Не-
обхідний об’єм метрик напряму впливає на 
результати побудови залежностей. Мініма-
льна кількість метрик, які необхідні для по-
будови залежностей між метриками, була 
визначена експериментальним шляхом. 
Для цього було проведене дослідження 
статистичних характеристик ряду метрик 
при збільшенні вибірки. Дослідження прово-
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дилося в зворотному порядку. З усього 
об’єму були розраховані статистичні харак-
теристики для декількох вибірок. Ці вибірки 
були отримані з загальної кількості метрик 
шляхом зменшення вибірки на 10 %. Напри-
клад, для метрики WMC було отримано 5000 
значень. Для цієї вибірки були розраховані 
статистичні характеристики. Далі вибірку 
було зменшено на 10 %, і статистичні харак-
теристики були пораховані для 4500 значень 
метрики. Далі вибірку було зменшено ще на 
10 %, і статистичні характеристики були по-
раховані для цієї вибірки. Таким чином вибі-
рка зменшувалася до половини початкової 
вибірки. 
Виявилося, що для визначення кількості 
значень метрик достатньо провести декілька 
контрольних розрахунків статистичних ха-
рактеристик, щоб виявити, чи потрібно збі-
льшувати вибірку. Крім цього, було визна-
чено, що найсуттєвішим показником є меді-
ана. Це пов’язано з відсутністю нормального 
розподілу серед метрик. А також стало зро-
зуміло, що більше 4-х вибірок брати із за-
пропонованої недоцільно, так як вони в пов-
ній мірі відображають загальні закономірно-
сті. 
 




При цьому ключовим показником тут є 
точність.  Для різної заданої точності вибірка 
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може змінюватися. Тому цей параметр пови-
нен задавати сам дослідник. 
Якщо співвідношення між сусідніми замі-
рами не менше, ніж задана точність, то дану 
вибірку можна вважати повною для побудо-
ви залежностей. Тобто збільшувати кількість 




















≈≈≤γ  (1) 
де γ – задана точність, xі- медіани кожної з 
вибірок. 
Відповідно, якщо медіани відрізняються 
для кожної з вибірок на задану точність, ви-
міряний об’єм метрик приймається для по-
дальших розрахунків. Якщо ні – пропонуєть-
ся збільшити об’єм вибірки. 
Підтвердженням отриманих результатів 
слугують статистичні характеристики деяких 
виміряних й досліджених метрик [8]. 
Обчислення числових характеристик 
метрик. Відповідно до розробленого методу, 
спочатку були отримані числові характерис-
тики прямих метрик та непрямої «розумін-
ня» (RA): математичне сподівання, середнє 
квадратичне відхилення, коефіцієнти ексцесу 
та асиметрії. Деякі значення приведені в 
табл.1. 














AVRPF 58.8417 17.9308 -0.429 2.4917 Середнє значення виключень в модулі 
TM 2.5140 2.4356 1.7780 6.0558 Загальна кількість функцій (модулів компонента) 
TLOC 170.9636 142.7548 1.2357 3.8945 Загальне число непорожніх рядків, включаючи коментарі та 
рядки заголовків 
TNCSS 121.5091 111.8934 1.3023 4.0540 Загальне число вихідних конструкцій. Не включає порожні 
рядки, рядки коментарю, чи заготовочні рядки 
TVG 16.1000 19.7032 2.1608 7.5764 Загальна цикломатична складність у всіх модулях (кількість 
ключових слів розгалужень в кожному модулі).  
TMV 2004.0275 2450.4168 2.0724 7.2958 Загальний об’єм по Хольстеду, обчислений для модулів [9] 
AHV 668.0450 577.4597 0.8903 2.9307 Середній об’єм по Хольстеду, обчислений для модулів [9] 
THE 53018.407 72147.877 2.2935 9.3088 Загальні зусилля по Хольстеду [9] 
MHE 34660.263 43164.184 0.8843 6.7029 Максимальне значення зусиль по Хольстеду [9] 
AVGHE 19865.306 25139.999 1.9345 6.6292 Середнє значення зусиль по Хольстеду [9] 
MFO 8.9912 9.3785 1.5897 5.7260 Максимальне число викликів інших функцій в модулі 
MFI 1.0000 1.7008 2.4493 10.2992 Максимальне число викликів модуля  
AVGFI 0.3838 0.5715 1.5512 5.0540 Загальне число викликів інших функцій в модулях 
‘RA’ 2.9279 1.3823 -0.2189 0.6029 «розуміння» 
 
Обчислення кореляції та відсіяння не-
залежних метрик. Обчислення парної ран-
гової кореляції відбувається шляхом розра-
хунків коефіцієнтів Спірмена та Кендала [9]. 
Деякі розраховані коефіцієнт приведені в 
табл. 2. Крім цього, в таблиці подана значу-
щість отриманих коефіцієнтів, яка говорить 
про наявність чи відсутність залежності. 
Як видно з табл. 2, непряма метрика «ро-
зуміння» залежить від більшості прямих ме-
трик, про що свідчить значущість. З загаль-
ної кількості 50 прямих метрик було відсіяно 
5. Для інших 45 метрик будувалися регерсії. 
Побудова регресій. Побудова регресії 
проводилася для кожної прямої метрики 
окремо. Далі буде приведений приклад по-
будови регресії для непрямої метрики «ро-
зуміння» та прямої метрики «кількість непо-
рожніх рядків» (TLOC). 
Табл. 2. Коефіцієнти кореляції для не-











AVRPF 0.0912 0.1368 + 
TM 0.3986 0.5979 + 
TLOC 0.0693 0.1040 + 
TNCSS 0.0263 0.0395 
- 
TVG -0.2482 -0.3724 + 
TMV 0.1616 0.2424 + 
AHV 0.0926 0.1389 + 
THE -0.1294 -0.1940 + 
MHE 0.1991 0.2987 + 
AVGHE 0.0992 0.1489 + 
MFO 0.0161 0.0241 
- 
MFI 0.1941 0.2912 + 
AVGFI 0.1327 0.1991 + 
Спочатку проводиться розрахунок диспе-
рсій. Дисперсії представлені у графічному 
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виді на рис. 2. Як видно з нього, значних від-
хилень по кожному з вимірювань немає, то-
му наступним етапом буде побудова регресії. 
Перед побудовою регресії було визначене 
кореляційне поле для метрик (рис. 3). Коре-
ляційне поле має складну конфігурацію, що 
свідчить про нелінійну функціональну зале-
жність між метриками. 
Далі, як сказано в [10], проводилася побу-
дова декількох наближених регресій, розра-
ховувалися їх коефіцієнти та вибиралася 
найближча. 
Побудовані типові функції регресії та їх 
відхилення приведені в табл. 3. У функціях: 
х – математичне сподівання, умовні матема-
тичні сподівання експертних оцінок, а, b, c – 
коефіцієнти. 
  
Рис. 2. Значення дисперсій 
Табл. 3. Коефіцієнти та відхилення функцій регресії 
№ п/п Функція Коефіцієнт a Коефіцієнт b Коефіцієнт с Відхилення 
1 y = ax+b 0.001161 2.83 0 0.2917 
2 y=1/(ax+b)  -0.0001219 0.352 0 0.2913 
3 y=x/(ax+b)  0.329 0.4844 0 0.3142 
4 y = aln x+b  1.252 1.127 0 5.7184 
5 y=b exp(ax)  0.0003761 2.836 0 0.2914 
6 y = ax3+b  0.996e-009 2.918 0 0.2912 
7 y=c+b exp(ax)  -11.4 -0.07609 2.938 0.2909 
8 y=ax2+bx+c -6.025e-006 0.002988 2.75 0.3016 
9 y=1/(ax2+bx+c)  -0.006006 0.5697 0.376 2.8139 
10 y=x/(ax2+bx+c)  -5.971e-005 0.3377 0.3557 0.3210 
11 y=a/(1/x+b)  2.064 0.6792 0 0.3142 
12 y=1/(aexp(-x)+b)  0.009149 0.3403 0 0.2906 
 
За основу для вибору оптимальної функції 
слугує відхилення.  
Рис. 3. Кореляційне поле метрик 
Проаналізувавши значення відхилень мо-
жна зробити висновок, що найменше –  
0.2906 для функції y=1/(aexp(-x)+b) (рис. 4). 
Тобто це функція, яка найточніше виражає 
залежність між метрикою «кількість непо-
рожніх рядків» та «розуміння». 
Висновки 
В результаті проведеної роботи була ви-
ведена закономірність при визначенні об’єму 
вибірки метрики. Виявилося, що дану вели-
чину можна розрахувати на основі перевірки 
математичного сподівання декількох мен-
ших вибірок. 
 
Рис. 4. Функція регресії між метриками 
Було визначено, що більшість метрик не 
мають нормального закону розподілу. Це 
пов’язано з особливостями даних програм-
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ного забезпечення, так як існує великий 
об’єм програмного коду з невеликими зна-
ченнями метрик. Підтвердження цьому є у 
[8]. 
Проведені дослідження свідчать про те, 
що на непряму метрику «розуміння» впливає 
багато прямих метрик. Серед усіх прямих 
метрик була вибрана одна, для якої й визна-
чалася функція залежності. Як виявилося, 
залежності між прямими метриками та не-
прямою метрикою «розуміння» мають нелі-
нійних характер, про що свідчать коефіцієн-
ти кореляції та побудована регресія між 
прямою метрикою «кількість непорожніх ря-
дків» та непрямою «розуміння». Для виве-
дення залежності непрямої метрики «розу-
міння» від прямих метрик, останні отриму-
ються шляхом вимірювання програмного за-
безпечення, а непряма метрика «розуміння» 
отримується шляхом експертного оцінюван-
ня. В подальшому значення непрямої метри-
ки пропонується отримувати шляхом розра-
хунків на основі отриманої функції залежно-
сті від прямих метрик. Результати дослі-
джень для ряду об’єктно-орієнтованих мет-
рик підтверджуються в [8]. 
Предметно-орієнтований метод побудови 
залежностей між метриками програмного 
забезпечення, приклад застосування якого 
приведений у даній статті, дозволяє будува-
ти залежності між тими прямими та непря-
мими метриками, для яких цих залежностей 
ще не було виведено. В першу чергу це сто-
сується тих непрямих метрик, які безпосере-
дньо характеризують властивості програм-
ного забезпечення та прямими метриками. 
Це дасть можливість аналізувати властивості 
програмного забезпечення на основі показ-
ників непрямих метрик та приймати управ-
лінські рішення по проекту. Характеризувати 
властивості програмного забезпечення до-
сить просто при наявності функціональних 
зв’язків із прямими метриками. Виведені за-
лежності допомагають пов’язати прямі мет-
рики, які можна виміряти, із властивостями 
програмного забезпечення, які використову-
ються при прийнятті рішень. 
Подальша робота буде направлена на ви-
значення закономірностей між ключовими 
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