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Let R = k[x, y] be the polynomial ring in two variables over a field k. We investigate the
structure and properties of R-algebras Awhich are obtained as A = Ax∩Ay where Ax and Ay
are polynomial algebras in one variable over Rx and Ry respectively.Most of our results hold
when R is a two-dimensional UFD and x, y is an R-regular sequence generating a maximal
ideal of R.
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1. Introduction
Let R be a Noetherian normal domain and R[n] the polynomial ring in n variables over R. For a non-zero element a ∈ R, we
set Ra = R[1/a], as usual. Let A be an R-algebra for which there exists a regular sequence x, y in R satisfying the conditions:
(i) Ax = Rx[1].
(ii) Ay = Ry[1].
(iii) A = Ax ∩ Ay.
For convenience, we shall call such an R-algebra A to be an A1-patch (over R) by x and y. The general structure of such
algebraswas presented in [1, Lemma3.1] under the additional hypothesis that JA∩R = J for every ideal J of R. Such a patching
result played a pivotal role in the determination of the structure of the kernel of any locally nilpotent R-derivation of R[2]
[1, Theorem 3.5]. However, in the study of locally nilpotent derivations, one comes across situations where an R-algebra
A satisfies conditions (i)–(iii) but not the condition ‘‘JA ∩ R = J for every ideal J of R’’. As Bhatwadekar has pointed out in
private communication to the authors, in the Daigle–Freudenburg example [2], we have such a situation where R = k[3] and
A is an infinitely generated R-algebra (cf. Example 3.6). Patching lemmas on flat algebras satisfying conditions (i)–(iii) also
led to surprising results on A1-fibrations (see the survey article [3]).
In view of the above developments, it seems desirable that the concept of ‘‘A1-patch’’ is viewed in isolation and
investigations are undertaken on the structure and properties of R-algebras satisfying (i)–(iii) under various hypotheses
on R. In this paper, we intend to initiate such a study; our thrust will be on the special case when R is a two-dimensional
UFD (e.g., R = k[x, y]). Our main result is the following structure theorem (Theorem 5.6 and Proposition 6.5).
Theorem A. Let R be a UFD containing an R-regular sequence x, y such that m = (x, y)R is a maximal ideal of R. Let A be an
integral domain containing R such that
(i) Ax = Rx[1].
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(ii) Ay = Ry[1].
(iii) A = Ax ∩ Ay.
Then the following assertions hold.
(a) A is a finitely generated flat R-algebra which is a UFD having either of the following three structures:
(I) A = R[1].
(II) A ∼= R[U, V ]/(ynU − xmV − c) for some m, n ∈ N and c ∈ R such that (x, y, c)R = R.
(III) A ∼= R[U, V , T ]/(yT − xm1V − r1, xp1T − yn1U − s1) for some m1, n1, p1 ∈ N and r1, s1 ∈ R with (r1, x, y)R = R and
s1 /∈ (x, yn1)R.
(b) The above cases (I), (II) and (III) are mutually exclusive, namely, only one of the three cases can occur.
Section 2 is on preliminaries. In Section 3, we shall present some examples illustrating the patching conditions. In
Section 4, we shall discuss a few general results on algebras A satisfying conditions (i), (ii) and (iii) of Theorem A. One of our
observations in this section is that a flat algebra over a Noetherian domain satisfying conditions (i)–(iii) is necessarily finitely
generated (Lemma 4.3). The main result of this section is that when R is any UFD, an A1-patch by x and y is isomorphic to R[1]
if and only if (x, y)A ∩ R = (x, y)R (Theorem 4.7).
In Sections 5 and 6, we shall establish the main structure theorem of this paper, viz., Theorem A. In Section 5, we shall
prove the part (a) of Theorem A and deduce a few consequences (Corollaries 5.8 and 5.9). In Section 6, we shall prove the
part (b) of Theorem A.We shall also give (Proposition 6.6) precise classifications of isomorphism classes of algebras of types
(II) and (III) given in Theorem A.
2. Preliminaries
In this paper, all rings are commutative with unity. The letters T , U , V ,W , X , Y , Z always stand for indeterminates.
Let R be a ring and A an R-algebra. Then R∗ denotes the group of units in R and dim R denotes the Krull dimension of R.
For a non-zero element a of R, we set Ra = S−1R, where S = {1, a, a2, . . .}, and for a prime ideal P of R, we set AP = A⊗R RP .
We shall use the notation B = R[n] to mean that B is isomorphic, as an R-algebra, to the polynomial ring in n variables
over R.
To avoid the tedium of repetition, we shall use the following terminology.
Definition 2.1. Let R ⊂ A be integral domains and let x, y be non-zero elements of R such that R = Rx ∩ Ry. Then A will be
called an A1-patch over R by x and y if it satisfies the following conditions:
(i) Ax = Rx[1].
(ii) Ay = Ry[1].
(iii) A = Ax ∩ Ay.
For convenience, we state a few elementary results pertaining to patching conditions given in Definition 2.1.
Lemma 2.2. Let D be an integral domain, and let x, y be non-zero elements of D. Then D = Dx ∩ Dy if and only if y is a (D/xD)-
regular element.
Proof. Suppose that D = Dx ∩ Dy. Then, for elements a, b ∈ D with ax = by, we have b/x = a/y ∈ Dx ∩ Dy = D, so that
b ∈ xD. This means that y is a (D/xD)-regular element.
For the converse, note that if y is (D/xD)-regular, then y is (D/xnD)-regular for every n ∈ N. Now let w ∈ Dx ∩ Dy and
write w = a/xn = b/ym with a, b ∈ D and n,m ≥ 0. Then aym = bxn, so that a ∈ xnD by what we have noted. Thus
w(= a/xn) ∈ D. 
Remark 2.3. (1) With notation as in Lemma 2.2, y is a (D/xD)-regular element if and only if x, y is a D-regular sequence or
x and y are comaximal, i.e., (x, y)D = D.
(2) With notation and hypotheses as in Definition 2.1, it follows from Lemma 2.2 that the condition (iii) is automatically
satisfied when (x, y)A = A or when A is flat over R.
Lemma 2.4. Let D be a ring and let x, y be non-zero elements of D.
(1) Suppose that x and y are comaximal in D. If Dx is an integral domain and the image of x is a regular element in Dy, then D
is an integral domain.
(2) Suppose that D is an integral domain and x, y is a D-regular sequence. Then C := D[U]/(yU − x) is an integral domain.
Proof. (1) It is enough to show that x is a regular element in D. Let c be an element in D such that cx = 0. Then we have
c/1 = 0/1 in Dy, because x/1 is a regular element in Dy. Hence there exists n ≥ 0 such that ync = 0.
Since x and y (and hence x and yn) are comaximal, there exist λ and µ in D such that λx + µyn = 1. Thus we have
c = λ(cx)+ µ(cyn) = 0, and hence D is an integral domain.
(2) Since x, y is a D-regular sequence, we can easily check that y, yU − x is a D[U]-regular sequence. Thus y is a regular
element of C , so that C ↩→ Cy = Dy. Hence C is an integral domain. 
Remark 2.5. It is possible for a ring D with zero divisors to have comaximal elements x and y such that both Dx and Dy are
integral domains. For instance, let K be any field and consider D = K [X]/(X − X2), with x = X and y = 1 − x, where X
denotes the image of X in D.
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Lemma 2.6. The following assertions hold for integral domains R ⊂ A and non-zero elements x, y ∈ R such that (x, y)A = A.
(1) dim A = max{dim Ax, dim Ay}.
(2) If Ax and Ay are flat over Rx and Ry respectively, then A is flat over R.
(3) If Ax and Ay are regular, then A is regular.
(4) Suppose that (x, y)R = R. If Ax and Ay are faithfully flat over Rx and Ry respectively, then A is faithfully flat over R.
Proof. (1) Let P be a prime ideal of A. Then x /∈ P or y /∈ P since (x, y)A = A. Thus ht P = ht(PAx) or ht P = ht(PAy), which
implies the equality.
(2) It is enough to show that for each prime ideal P of A, AP is flat over Rp , where p = P ∩ R. We may assume that x /∈ P .
Then x /∈ p, so that Ap is flat over Rp . Hence, AP , being a further localisation of Ap , is flat over Rp .
(3) Let P be a prime ideal of A. We may assume that x /∈ P . Then AP is a localisation of Ax, and hence AP is a regular local
ring. Thus A is regular.
(4) By (2), A is flat over R. Let m be a maximal ideal of R. Then x /∈ m or y /∈ m , so that mAx ≠ Ax or mAy ≠ Ay. Thus
mA ≠ A, and hence A is faithfully flat over R. 
Lemma 2.7. Let R ⊂ A be integral domains and let x, y be non-zero elements in R such that R = Rx ∩ Ry, Ax = Rx[1] and
Ay = Ry[1]. Then the following statements hold.
(1) R is algebraically closed in A.
(2) S−1R ∩ A = R for any multiplicatively closed subset S of R. In particular, Ra ∩ A = R for any a ∈ R \ {0}.
(3) aA ∩ R = aR for any a ∈ R.
(4) A∗ = R∗.
Proof. (1) Let f ∈ A be algebraic over R. Since Ax = Rx[1], it then follows that f ∈ Rx. Similarly f ∈ Ry, so that f ∈ Rx∩Ry = R.
Thus R is algebraically closed in A.
(2) Since S−1R ∩ A is algebraic over R, the assertion follows from (1).
(3) We may suppose that a ≠ 0. Then, for f ∈ aA ∩ R, we have a−1f ∈ A ∩ Ra, so that a−1f ∈ R by (2). Thus f ∈ aR.
(4) Note that R∗ = (Rx)∗∩ (Ry)∗. Let f be an element in A∗. Then f ∈ (Ax)∗, so that f ∈ (Rx)∗, because Ax = Rx[1]. Similarly
f ∈ (Ry)∗, and hence f ∈ (Rx)∗ ∩ (Ry)∗ = R∗. 
Lemma 2.8. With the same notation and hypotheses as in Lemma 2.7, suppose that A = Ax ∩ Ay. Then the following statements
hold.
(1) If a and b are non-zero elements in R such that R = Ra ∩ Rb, then A = Aa ∩ Ab.
(2) Every prime element in R remains a prime element in A.
(3) If R is a UFD, then so is A.
Proof. (1) Since R = Ra ∩ Rb, we have Rx = Rxa ∩ Rxb, so that Ax = Axa ∩ Axb because Ax = Rx[1]. Similarly, Ay = Aya ∩ Ayb.
On the other hand, since A = Ax ∩ Ay, we have Aa = Axa ∩ Aya and Ab = Axb ∩ Ayb. Thus
Aa ∩ Ab = Axa ∩ Aya ∩ Axb ∩ Ayb = Ax ∩ Ay = A,
as claimed.
(2) Let s be a prime element in R. Then s /∈ A∗ by Lemma 2.7(4). Note that s cannot divide both x and y in R because x, y
form an R-regular sequence or (x, y)R = R (cf. Remark 2.3(1)). We may assume that x /∈ sR. Then x is (R/sR)-regular, so that
R = Rx ∩ Rs by Lemma 2.2. Thus A = Ax ∩ As by (1), and hence x is (A/sA)-regular again by Lemma 2.2. It then follows that
A/sA ↩→ (A/sA)x = Ax/sAx = (Rx/sRx)[1], where (Rx/sRx)[1] is a domain. Hence s is a prime element in A.
(3) Since R is a UFD and A = Ax ∩ Ay with Ax = Rx[1] and Ay = Ry[1], it follows that A is a Krull domain and Ax is a UFD.
Note that, by (2), x is a product of prime elements in A. Hence A is also a UFD by Nagata’s criterion [5, Corollary 7.3]. 
Finally we quote two known results. The first result occurs in [4, Corollary 3.2].
Lemma 2.9. Let R ⊂ A be integral domains with A being a faithfully flat R-algebra. Suppose that there exists a non-zero element
a ∈ R such that
(i) Aa = Ra[1].
(ii) S−1A = (S−1R)[1], where S = {s ∈ R | s is (R/aR)-regular }.
Then A ∼= SymR(I) for some invertible ideal I of R.
The following local–global type theorem on finite generation is proved in [7, Theorem 2.20].
Theorem 2.10. Let R be a Noetherian domain and let A be an integral domain containing R such that
(i) there exists a non-zero element t ∈ A for which At is a finitely generated R-algebra;
(ii) Am is a finitely generated Rm -algebra for each maximal idealm of R.
Then A is a finitely generated R-algebra.
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3. Examples of A1-patches
In this section, we present some examples of R-algebras which arise as ‘‘A1-patch’’ but are not R[1]. We also highlight a
few properties of these examples which will be referred to in the discussions on our main results.
Example 3.1. Let K be a field and let R = K [[x, y]], where x and y are indeterminates. Then R is a local UFD of dimension
two. Let A = R[U, V ]/(ynU− xmV +1)withm, n ∈ N. Then it is easy to see that Ax = Rx[1] and Ay = Ry[1]. Since (x, y)A = A,
it follows that A is an A1-patch over R by x and y (cf. Remark 2.3(2)); in fact, we have As = Rs[1] for each s ∈ (x, y)R (cf.
Corollary 4.2(3)). Moreover, A is also R-flat by Lemma 2.6(2). Here (x, y)A∩ R ≠ (x, y)R. In the next section, we shall see (cf.
Theorem 4.7) that, when R is a UFD, this inequality is the only obstruction to an A1-patch being R[1].
Example 3.2. Let R = R[U, V ]/(U2 + V 2 − 1) = R[u, v], where u, v are the images of U, V in R respectively. Then R is a
Noetherian normal domain of dimension one. Letm = (u, v − 1)R and A = SymR(m). Let x = 1+ v and y = 1− v. Then
(x, y)R = R, Ax = Rx[1] and Ay = Ry[1], because mRx = uRx and mRy = Ry. Thus A is an A1-patch over R by x and y. In this
example, A is faithfully flat over R (cf. Lemma 2.6(4)); in particular, (x, y)A ∩ R = (x, y)R. But A ≠ R[1], because m is not a
principal ideal. Note that (Rxy)∗ ≠ (Rx)∗(Ry)∗; for instance, u ∈ (Rxy)∗ \ (Rx)∗(Ry)∗.
Example 3.3. Let R = R[X, Y , Z]/(X2 + Y 2 + Z2 − 1) = R[x, y, z], where x, y, z are, respectively, the images of X, Y , Z in
R. Then R is a 2-dimensional UFD (by Nagata’s criterion [5, Corollary 7.3]) and regular. Let
C = R[U, V ]/(yU − xV + z − 1) and A = Cx ∩ Cy.
Then Ax = Cx = Rx[1] and Ay = Cy = Ry[1], so that A is an A1-patch over R by x and y.
We give an explicit presentation of A as an R-algebra. Let
t := (z + 1)u− y
x
= (z + 1)v + x
y
∈ Cx ∩ Cy = A, (3.1)
where u, v are the images of U, V in C . Let D = C[t] = R[u, v, t]. Then C ⊆ D ⊆ A, Dx = Cx = Ax and Dy = Cy = Ay. We
shall now show that A = D. We shall also show that A is R-flat and regular (cf. Corollary 5.9). For the purpose, it suffices
to check that Am = Dm and that Am is Rm -flat and regular for every maximal ideal m of R. If x /∈ m or y /∈ m , then
Am = Dm = Rm [1], because Ax = Dx = Rx[1] and Ay = Dy = Ry[1]. If x, y ∈ m , thenm = (x, y, z + 1)R orm = (x, y, z − 1)R.
Ifm = (x, y, z+1)R, then (x, y)Cm = Cm because z−1 /∈ m . Hence Am = Cm by Remark 2.3(2), so that Am = Dm . Moreover,
Am is Rm -flat and regular by Lemma 2.6(2) and (3). Ifm = (x, y, z − 1)R, then z + 1 /∈ m , so that u, v ∈ Rm [t] by (3.1). Thus
Dm = Rm [t] = Rm [1], and hence x, y form a Dm -regular sequence, which implies that
Dm = (Dm )x ∩ (Dm )y = (Dx ∩ Dy)m = Am .
Therefore A = D, and A is R-flat and regular.
In this example, (x, y)A $ A and (x, y)A∩ R ≠ (x, y)R. Indeed form = (x, y, z − 1)R, we have Am = Dm = Rm [t], so that
(x, y)Am $ Am . Hence (x, y)A $ A. On the other hand, we have 1− z ∈ (x, y)A ∩ R, while 1− z /∈ (x, y)R. In particular, A is
not faithfully flat over R.
We shall see (Lemma 4.3) that if A is R-flat, then A is automatically finitely generated over R. We now give an example of
an R-algebra Awhich is finitely generated but not flat over R such that A is an A1-patch over R (cf. [1, Corollary 3.7]).
Example 3.4. Let R = C[X, Y , Z](X,Y ,Z)/(XY−Z2) = C[x, y, z] and let P = (y, z)R, where x, y, z are, respectively, the images
of X, Y , Z in R. Then R is a Noetherian normal local domain of dimension two, and P is a prime ideal in R of height one. Let
A = n≥0 P (n)T n, the symbolic Rees algebra of P over R. Then, since Px = zRx and Py = Ry, we have Ax = Rx[zT ] = Rx[1]
and Ay = Ry[T ] = Ry[1]. Note that P = (y, z)R = R ∩ zRx = Ry ∩ zRx and hence P (n) = Ry ∩ znRx (cf. [1, Lemma 2.1]). Thus
A = Ax ∩ Ay, so that A is an A1-patch over R by x and y. Since R is a Noetherian local domain and P is not principal, P is not
R-flat, and hence A is not R-flat. However A is finitely generated over R because P (2) = yR.
In each of the above examples, the R-algebra A is a finitely generated algebra such that A is anA1-patch over R by x and y.
[1, Example 3.6] provides an example of anA1-patch over R by an R-regular sequence x and ywhich is not finitely generated
over R. We briefly recall the example.
Example 3.5. Let R = C[U, V ,W ](U,V ,W )/(V 2W − U3 + UW 2). Then R is a Noetherian normal local domain of dimension
two. Choose a prime ideal P in R of height one such that, for each n ≥ 1, the symbolic power P (n) is not a principal ideal.
Let A =n≥0 P (n)T n. Then the proof of [1, Theorem 3.5] (converse part) shows that there exists a regular sequence x, y in R
such that Ax = Rx[1], Ay = Ry[1] and A = Ax ∩ Ay, i.e., A is an A1-patch over R by x and y. Since R is a Noetherian local domain
and P is not principal, P is not R-flat and hence A is not R-flat. As mentioned in [1, Example 3.6], A is not finitely generated
over R.
Since A is an R-subalgebra of R[T ], it follows that JA ∩ R = J for every ideal J of R. In particular, (x, y)A ∩ R = (x, y)R.
We now revisit an example of Daigle and Freudenburg [2]. It gives an example of an A1-patch A over a UFD R by an
R-regular sequence x and y such that (x, y)A ∩ R ≠ (x, y)R.
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Example 3.6. Let B = K [x, y, u, v, w] be a polynomial ring in five variables over a field K of characteristic zero. Consider a
locally nilpotent K -derivation
δ : B → B
defined by
δx = δy = 0, δu = x2, δv = xu+ y, δw = v.
Let A = ker δ. In [2, Theorem 3.3], Daigle and Freudenburg have shown that A is not finitely generated as a K -algebra.
Now let f = xu2/2+ yu− x2v ∈ B and R = K [x, y, f ], a polynomial ring in three variables over the field K . We show that
A is an A1-patch over R by x and y (a fact observed by Bhatwadekar).
Note that δf = 0, i.e., f ∈ A, so that δ is actually an R-derivation of B. Let R′ = K [x, y] and B′ = R′[u, v]. Now δ induces
an R′-derivation δ′ := δ|B′ such that δ′ = ∆f , where∆f is the R′-derivation of B′ defined by
∆f (u) = −fv and ∆f (v) = fu.
Hence, by [1, Corollary 4.9], we have R = R′[f ] = ker δ′. Now since fu, fv are comaximal in R′y[u, v], it follows from
[1, Theorem 4.7] that R′y[u, v] = Ry[1]. Thus there exists g ∈ B′y(⊂ By) for which δ′g = 1 showing that B′y = Ry[g] and
By = Ay[g]. Hence we have Ay[g] = By = B′y[w] = Ry[g, w]. From this it follows that Ay = Ry[1]. Since δ′u = x2 ∈ (Rx)∗,
one can see, as above, that Ax = Rx[1].
Since x, y is a B-regular sequence and A is an inert subring of B, it is easy to see that x, y is an A-regular sequence. Hence
A = Ax ∩ Ay. Thus A is an A1-patch over R by x and y.
Since A ≠ R[1], by Theorem 4.7, it would follow that (x, y)A ∩ R ≠ (x, y)R. In fact, one can see that f 2 ∈ (x, y)A ∩ R.
4. Some general results on patching
Throughout this section, we fix the following notation:
- R: an integral domain;
- x, y: non-zero elements in R such that R = Rx ∩ Ry;
- A: an integral domain containing R such that Ax = Rx[1] and Ay = Ry[1].
The main aim of this section is to show (Theorem 4.7) that if R is a UFD and A is an A1-patch over R by x and y, then
A = R[1] if and only if (x, y)A ∩ R = (x, y)R.
We begin with the following observation for the case where (x, y)R = R; note that in this case A = Ax ∩ Ay (cf.
Remark 2.3(2)), so that A is an A1-patch over R by x and y.
Lemma 4.1. If A is faithfully flat over R, then A ∼= SymR(I) for some invertible ideal I of R. In particular, if (x, y)R = R, then
A ∼= SymR(I) for some invertible ideal I of R.
Proof. Let S = {s ∈ R | s is (R/xR)-regular}. Then y ∈ S by Lemma 2.2, which implies that S−1A = (S−1R)[1], because
Ay = Ry[1]. The assertions then follow from Lemmas 2.6(4) and 2.9. 
Corollary 4.2. The following statements hold.
(1) If dim R = 1, then A ∼= SymR(I) for some invertible ideal I of R.
(2) Let J = √(x, y)R. Then, for every s ∈ J \ {0}, As ∼= SymRs(I) for an invertible ideal I of Rs.
(3) Suppose that R is a local domain of dimension two. Let m be the maximal ideal of R. Then, for every s ∈ m \ {0}, As ∼=
SymRs(I) for an invertible ideal I of Rs. Moreover ifmA = A, then A is finitely generated over R.
Proof. (1) Since dim R = 1, it follows from Lemma 2.2, Remark 2.3(1) and [6, Theorem 132] that (x, y)R = R. Thus the
assertion follows from Lemma 4.1.
(2) Since (x, y)Rs = Rs for s ∈ J \ {0}, the assertion is an immediate consequence of Lemma 4.1.
(3) We may assume that (x, y)R ≠ R. Then x, y form an R-regular sequence. Since dim R = 2, it then follows from
[6, Theorem 132] thatm is the unique prime ideal containing (x, y)R. Thusm = √(x, y)R, so that the first assertion follows
from (2).
For the second assertion, suppose thatmA = A, and let
I = {f ∈ A | f ≠ 0 and Af is finitely generated over R} ∪ {0}. (4.1)
Then, by [7, Lemma 2.8], I is a radical ideal of A. Since, for every s ∈ m \ {0}, As ∼= SymRs(I) for an invertible ideal I of Rs, it
follows thatm ⊂ I. Hence I ⊇ mA = A, so that I = A. Therefore A is finitely generated over R. 
Lemma 4.3. If R is Noetherian and A is flat over R, then A is finitely generated over R.
Proof. By Theorem 2.10, it is enough to show that for every maximal idealm of R, Am is finitely generated over Rm . Hence,
replacing R by Rm , we may assume that R is a Noetherian local domain with maximal ideal m . We prove the result by
induction on dim R. By Corollary 4.2(1), the assertion holds when dim R ≤ 1 (if dim R = 0, i.e., if R is a field, then clearly we
have A = R[1]).
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Now suppose that dim R = n ≥ 2. If mA $ A, then A is faithfully flat over R and hence A is finitely generated over R by
Lemma 4.1. Suppose that mA = A, and let f ∈ m \ {0}. Then, for every maximal ideal n of Rf , we have dim (Rf )n < n, so
that, by the inductionhypothesis, (Af )n is finitely generated over (Rf )n . Hence, again by Theorem2.10,Af is finitely generated
over Rf , so that f ∈ I, where I is the ideal defined by (4.1). Thus m ⊂ I, which implies that I = A. Hence A is finitely
generated over R. 
Remark 4.4. (1) Example 3.5 shows that A need not be finitely generated under the hypotheses of Corollary 4.2(3) even
when R is a Noetherian normal local domain and A = Ax ∩ Ay (cf. Question after Remark 5.10).
(2) Example 3.1 shows that A need not be R[1] under the hypotheses of Corollary 4.2(3) even if R is a regular local ring
and A is flat over R.
(3) Example 3.4 shows that the hypothesis A is flat over R in Lemma 4.3 is not a necessary condition for A to be finitely
generated over R.
We now prove a preliminary lemma.
Lemma 4.5. Suppose that the condition (Rxy)∗ = (Rx)∗(Ry)∗ holds. Then there exist elements u, v ∈ A, c ∈ R, and non-negative
integers n,m such that:
(i) Ax = Rx[u].
(ii) Ay = Ry[v].
(iii) ynu− xmv − c = 0.
Proof. Writing Ax = Rx[u′] and Ay = Ry[v′]with u′, v′ ∈ A, we have
Axy = Rxy[u′] = Rxy[v′],
so that u′ = λv′ + µ for some λ ∈ (Rxy)∗ and µ ∈ Rxy. We can write λ = λ1−1λ2 with λ1 ∈ (Rx)∗ and λ2 ∈ (Ry)∗. Therefore
λ1u′ = λ2v′ + λ1µ.
Let n,m be non-negative integers for which xmλ1, ynλ2 ∈ R. Set u := xmλ1u′, v := ynλ2v′ and c := xmynλ1µ. Then
u, v ∈ A, Ax = Rx[u] and Ay = Ry[v]. Now,
c = ynu− xmv ∈ Rxy ∩ A,
where Rxy ∩ A = R by Lemma 2.7(2). Thus c ∈ R, and hence the conditions (i)–(iii) hold for u, v and c. 
Remark 4.6. The condition (Rxy)∗ = (Rx)∗(Ry)∗ holds when x is a product of prime elements in R (for instance, when x is
itself a prime); in particular, the condition holds when R is a UFD. Indeed if a ∈ R is a unit in Rxy, then there exists b ∈ R such
that ab = (xy)n for some n ∈ N. Now if x is a product of prime elements, then it is easy to see that a = a1a2 and b = b1b2 for
some a1, a2, b1, b2 ∈ R such that a1b1 = xn and a2b2 = yn. Then a1 ∈ (Rx)∗ and a2 ∈ (Ry)∗, and hence (Rxy)∗ = (Rx)∗(Ry)∗.
We now prove the main result of this section.
Theorem 4.7. Let R ⊂ A be integral domains and let x, y be elements in R such that (Rxy)∗ = (Rx)∗(Ry)∗ and R = Rx ∩ Ry. Let A
be an A1-patch over R by x and y. Then A = R[1] if and only if (x, y)A ∩ R = (x, y)R. In particular, A = R[1] if (x, y)R = R.
Proof. It suffices to prove the ‘‘if’’ part. By Lemma 4.5, there exist elements u, v ∈ A and c ∈ R such that Ax = Rx[u],
Ay = Ry[v] and
ynu− xmv − c = 0
for some non-negative integers n,m. We choose u and v such that n is the minimum possible. We claim that n = 0.
Note that (xm, y)A ∩ R = (xm, y)R for each m ≥ 1. Indeed, using induction on m, let f = xmg + yh be an element of
(xm, y)A ∩ R, where g, h ∈ A, and write f = xm−1b+ yd with b, d ∈ R. Then xm−1(xg − b) = y(d− h), so that xg − b ∈ yA
by the hypothesis that A = Ax ∩ Ay (cf. Lemma 2.2). Hence b ∈ (x, y)A ∩ R = (x, y)R, which implies that f ∈ (xm, y)R, as
claimed.
Now, suppose that n > 0. Then
c = ynu− xmv ∈ (xm, y)A ∩ R = (xm, y)R
by what we have proved, so that c = xmc1 + yc2 for some c1, c2 ∈ R. Then
ynu− xmv = xmc1 + yc2,
which implies that
v1 := y
n−1u− c2
xm
= v + c1
y
∈ Ax ∩ Ay = A.
We have Ay = Ry[v] = Ry[v1]. Moreover,
yn−1u− xmv1 − c2 = 0,
which contradicts the minimality of n.
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Thus n = 0. Hence u = xmv + c , so that Ax = Rx[u] = Rx[v]. Since R = Rx ∩ Ry, it then follows that
A = Ax ∩ Ay = Rx[v] ∩ Ry[v] = R[v] = R[1].
This completes the proof. 
Corollary 4.8. Under the hypotheses and notation of Theorem 4.7, the following statements are equivalent.
(1) A = R[1].
(2) A is faithfully flat over R.
(3) There exists a retraction from A to R, i.e., there exists an R-algebra homomorphism φ: A → R.
Moreover, if (x, y)R is a maximal ideal, then the above statements are also equivalent to the following
(4) (x, y)A $ A.
Proof. It is clear that we have (x, y)A ∩ R = (x, y)R under each of the conditions (2), (3) and (4). Thus the assertion follows
from Theorem 4.7. 
In the locally factorial case, we obtain the following stronger version of Lemma 4.1.
Corollary 4.9. Suppose that R is a locally factorial domain and A is an A1-patch over R by x and y. If (x, y)A ∩ R = (x, y)R, then
A ∼= SymR(I) for some invertible ideal I of R.
Proof. Let m be a maximal ideal of R. If either x /∈ m or y /∈ m, then clearly Am = Rm [1]. If x, y ∈ m , then it follows from
Theorem 4.7 that Am = Rm [1]. Thus A is faithfully flat over R. Hence the result follows from Lemma 4.1. 
Remark 4.10. (1) Example 3.2 shows that Theorem 4.7 need not hold without the hypothesis that (Rxy)∗ = (Rx)∗(Ry)∗ even
if R is a Noetherian normal domain. Examples 3.4 and 3.5 show that Corollary 4.9 need not hold in general even when R is
Noetherian normal.
(2) Example 3.6 shows that without the hypothesis (x, y)A ∩ R = (x, y)R, the R-algebra A of Theorem 4.7 need not be
even finitely generated.
(3) Example 3.3 shows that the equivalence of (1) and (4) does not hold in Corollary 4.8 without the hypothesis that
(x, y)R is a maximal ideal of R.
5. Theorem A: the main structure
Our structure theorem, Theorem A, consists of two parts (a) and (b). Themain result of this section is Theorem 5.6, which
gives the part (a) of Theorem A. The plan of the proof is, roughly, as follows. If A ≠ R[1], and if Ax = Rx[u] and Ay = Ry[v]
with u, v ∈ A, then we consider the subring C = R[u, v] of A satisfying the condition Cx ∩ Cy = A. If C is a proper subring of
A, then we construct extensions C ⊆ C1 = C[u′, v′] ⊆ C1[t] = A. (Amay equal C1 in which case we do not go further.) The
precise construction is described in Proposition 5.5. Finally we shall deduce a few consequences of Theorem 5.6.
Lemma 5.1. Let R be an integral domain with an R-regular sequence x, y.
(1) Let C = R[U, V ]/(ynU − xmV − c) for some c ∈ R and non-negative integers m, n. Let u and v be, respectively, the images
of U and V in C. Then C is an integral domain with Cx = Rx[u] and Cy = Ry[v]. Moreover, if m, n > 0 and (x, y, c)R = R, then C
is an A1-patch over R by x and y such that C ≠ R[1].
(2) Let E = R[U, V , T ]/(yT − xm1V − r1, xp1T − yn1U − s1) for some m1, n1, p1 ∈ N, and r1, s1 ∈ R with (r1, x, y)R = R. Let
u1, v1 and t be, respectively, the images of U, V and T in E. Then E is anA1-patch over R by x and y such that E ≠ R[1], Ex = Rx[u1]
and Ey = Ry[v1].
Proof. (1) Since x, y is an R-regular sequence, one can easily verify that yn, xmV + c is an R[V ]-regular sequence. Hence C is
an integral domain by Lemma 2.4(2). It is clear that Cx = Rx[u] = Rx[1] and Cy = Ry[v] = Ry[1].
Ifm, n > 0 and (x, y, c)R = R, then c = ynu− xmv ∈ (x, y)C , and hence (x, y)C = C . Thus C = Cx ∩ Cy by Lemma 2.2, so
that C is an A1-patch over R by x and y. Since (x, y)C = C and (x, y)R $ R, we have C ≠ R[1].
(2) Clearly, we have Ex = Rx[u1] = Rx[1] and Ey = Ry[v1] = Ry[1]. Since (r1, x, y)R = R and r1 = yt − xm1v1 ∈ (x, y)E, it
follows that (x, y)E = E. Thus E is an integral domain by Lemma 2.4(1), and E = Ex ∩ Ey by Lemma 2.2. From (x, y)E = E, it
follows that E ≠ R[1]. 
Corollary 5.2. Let R ⊂ A be integral domains, and u an element in A such that R[u] = R[1]. Let x, y be an R-regular sequence,
where x, y ∈ R.
(1) Suppose that ynu− xmv − c = 0 for some v ∈ A, c ∈ R and non-negative integers m, n. Then
R[u, v] ∼=R R[U, V ]/(ynU − xmV − c).
(2) Suppose that yt− xm1v− r1 = xp1 t−yn1u− s1 = 0 for some v, t ∈ A, m1, n1, p1 ∈ N, and r1, s1 ∈ R with (r1, x, y)R = R.
Then
R[u, v, t] ∼=R R[U, V , T ]/(yT − xm1V − r1, xp1T − yn1U − s1).
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Proof. Since the proofs are similar, we give a proof only for (1).
Set C = R[U, V ]/(ynU − xmV − c) and B = R[u, v]. Then, letting ϕ: R[U, V ] → R[u, v] be the natural R-algebra
homomorphism, we have ynU − xmV − c ∈ kerϕ, so that ϕ induces a surjective R-algebra homomorphism ϕ¯: C → B. Note
that C is an integral domain by Lemma 5.1. Note also that Cx = Rx[U] and Bx = Rx[u], and hence tr.degRC = tr.degRB = 1.
If P := ker ϕ¯ ≠ 0, then P is a non-zero prime ideal of C with P ∩ R = 0, so that tr.degRB = tr.degRC/P = 0, a contradiction.
Therefore P = 0, and ϕ¯ is an isomorphism. 
Corollary 5.3. Let the notation and assumptions be as in Lemma 5.1(2). If s1 ∈ (xp1 , yn1)R, then E is isomorphic to C, where C is
an R-algebra of the type described in Lemma 5.1(1).
Proof. Writing s1 = xp1s′ − yn1b′ with s′, b′ ∈ R, and using the relation xp1 t − yn1u1 − s1 = 0, we have
w′ := u1 − b
′
xp1
= t − s
′
yn1
∈ Ex ∩ Ey = E.
Hence E = R[u1, v1, t] = R[w′, v1] and ynw′ − xmv1 − c = 0, where n = n1 + 1,m = m1 and c = r1 − ys′. Thus
E = R[w′, v1] ∼=R R[W , V ]/(ynW − xmV − c)
by Corollary 5.2. 
Remark 5.4. Let E be an R-algebra of the type described in Lemma 5.1(2). If E is not isomorphic to any R-algebra C of the
type described in Lemma 5.1(1), then wemay choose a presentation of E in which s2 /∈ (x, yn1)R, where s2 is the counterpart
of (i.e., replacement for) s1.
By Corollary 5.3, s1 /∈ (xp1 , yn1)R. Hence there exists k, 0 ≤ k < p1, such that s1 ∈ (xk, yn1)R, but s1 /∈ (xk+1, yn1)R.
Writing s1 = xks2 − yn1b2 with s2, b2 ∈ R, we have s2 /∈ (x, yn1)R. Now, by the relation xp1 t − yn1u1 − s1 = 0, we have
w2 := u1 − b2xk =
xp1−kt − s2
yn1
∈ Ex ∩ Ey = E.
Hence E = R[u1, v1, t] = R[w2, v1, t], and, by Corollary 5.2,
E ∼=R R[W , V , T ]/(yT − xm1V − r1, xp1−kT − yn1W − s2).
Proposition 5.5. Let R be an integral domain containing an R-regular sequence x, y such thatm = (x, y)R is a maximal ideal of
R. Let
C = R[U, V ]/(yn0U − xm0V − c0)
for some c0 ∈ R and non-negative integers m0, n0. Let A = Cx ∩ Cy.
Then A = R[1] if and only if c0 ∈ (xm0 , yn0)R. In case c0 /∈ (xm0 , yn0)R, A has either of the following two structures:
(i) A ∼=R R[U, V ]/(ynU − xmV − c) for some m, n ∈ N and c ∈ R with (x, y, c)R = R.
(ii) A ∼=R R[U, V , T ]/(yT − xm1V − r1, xp1T − yn1U − s1) for some m1, n1, p1 ∈ N and r1, s1 ∈ R with (r1, x, y)R = R and
s1 /∈ (x, yn1)R.
In particular, A is a finitely generated flat R-algebra generated by at most three elements over R.
Proof. Let u and v be the images of U and V in C , respectively. Then, by Lemma 5.1, C is an integral domain with Cx = Rx[u]
and Cy = Ry[v], so that A is also an integral domain. Note that Ax = Cx and Ay = Cy, and hence A = Ax ∩ Ay.
We first show that A = R[1] if and only if c0 ∈ (xm0 , yn0)R. If A = R[1], then c0 = yn0u − xm0v ∈ (xm0 , yn0)A ∩ R =
(xm0 , yn0)R. Conversely, suppose that c0 ∈ (xm0 , yn0)R, say c0 = xm0a + yn0b for some a, b ∈ R. Then, setting w :=
x−m0(u− b) = y−n0(v + a), we have Cx = Rx[w] and Cy = Ry[w], so that A = Rx[w] ∩ Ry[w] = R[w]. Thus A = R[1].
Now suppose that c0 /∈ (xm0 , yn0)R. Let i1 = max{i | c0 ∈ (xm0 , yi)R} and j1 = max{j | c0 ∈ (xj, yn0)R}. Then 0 ≤ i1 < n0
and 0 ≤ j1 < m0; we have i1 = 0 (resp. j1 = 0) when c0 /∈ (xm0 , y)R (resp. c0 /∈ (x, yn0)R). Write
c0 = xm0a+ yi1d = xj1d′ + yn0b (5.1)
with a, b, d, d′ ∈ R. Set n = n0 − i1 andm = m0 − j1. Then yi1(d− ynb) = xj1(d′ − xma), which implies that d− ynb = xj1c
for some c ∈ R, because x, y is an R-regular sequence. Thus d = ynb+ xj1c , and hence, by (5.1),
c0 = xm0a+ yn0b+ xj1yi1c. (5.2)
Set u′ = x−j1(u− b) and v′ = y−i1(v + a). Then u′ ∈ Cx, v′ ∈ Cy, and, using yn0u− xm0v − c0 = 0, we have
ynu′ − xmv′ − c = 0. (5.3)
Thus u′ = y−n(xmv′+ c) ∈ Cy, so that u′ ∈ Cx ∩ Cy = A. Similarly v′ ∈ A. Hence, setting C1 = R[u′, v′], we have C ⊆ C1 ⊆ A,
and
C1 ∼=R R[U, V ]/(ynU − xmV − c) (5.4)
by (5.3) and Corollary 5.2. Note that (C1)x = Cx and (C1)y = Cy.
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We now show that A is of type (i) or type (ii) according as whether c /∈ m or c ∈ m . First suppose that c /∈ m . Then
(x, y, c)R = R becausem is maximal. Hence, by Lemma 5.1(1), we have C1 = (C1)x ∩ (C1)y = Cx ∩ Cy. Thus A = C1, and A is
of type (i).
Next suppose that c ∈ m .We show that then case (ii) holds. Note that c /∈ (x, yn)R and c /∈ (xm, y)R. Indeed if c ∈ (x, yn)R,
then xj1yi1c ∈ (xj1+1, yn0)R, so that, by (5.2), we have c0 ∈ (xj1+1, yn0)R, which contradicts the maximality of j1. The proof
for c /∈ (xm, y)R is similar.
Let p1 = max{k | c ∈ (xk, y)R}. Then 1 ≤ p1 < m, because c ∈ (x, y)R and c /∈ (xm, y)R. Write c = xp1 r1 − ys1 with
r1, s1 ∈ R. Then r1 /∈ m . Indeed, if r1 ∈ (x, y)R, then
c = xp1 r1 − ys1 ∈ (xp1+1, y)R,
a contradiction. Similarly we have s1 /∈ (x, yn−1)R because of the condition that c /∈ (x, yn)R.
Now, from (5.3) we have ynu′ − xmv′ − (xp1 r1 − ys1) = 0, and hence
t := y
n−1u′ + s1
xp1
= x
m−p1v′ + r1
y
∈ (C1)x ∩ (C1)y = A.
Set E = R[u′, v′, t]. Then C1 ⊆ E ⊆ A, and
E ∼=R R[U, V , T ]/(yT − xm1V − r1, xp1T − yn1U − s1) (5.5)
by Corollary 5.2, where m1 = m− p1, n1 = n− 1. Note that A = Ex ∩ Ey, because Ex = (C1)x and Ey = (C1)y. On the other
hand, since r1 /∈ m , we have (r1, x, y)R = R, so that E = Ex ∩ Ey by Lemma 5.1(2). Therefore A = E, and A is of type (ii).
For flatness, A is obviously R-flat when A = R[1]. Now, in each of the cases (i) and (ii), we have (x, y)A = A, and hence, by
Lemma 2.6(2), A is R-flat in these cases as well. This completes the proof. 
We now prove the part (a) of Theorem A.
Theorem 5.6. Let R be a UFD containing an R-regular sequence x, y such that m = (x, y)R is a maximal ideal of R. Let A be an
integral domain containing R such that A is an A1-patch over R by x and y.
Then A is a UFD, R-flat and generated by at most three elements over R. In fact, A has either of the following three structures.
(I) A = R[1].
(II) A ∼=R R[U, V ]/(ynU − xmV − c) for some m, n ∈ N and c ∈ R with (x, y, c)R = R.
(III) A ∼=R R[U, V , T ]/(yT − xm1V − r1, xp1T − yn1U − s1) for some m1, n1, p1 ∈ N and r1, s1 ∈ R with (r1, x, y)R = R and
s1 /∈ (x, yn1)R.
Proof. Since R is a UFD, so is A by Lemma 2.8(3). Now, by Lemma 4.5, there exist elements u, v ∈ A, c0 ∈ R, and non-negative
integers n0,m0 such that Ax = Rx[u], Ay = Ry[v] and yn0u− xm0v − c0 = 0.
Let C = R[u, v] ⊆ A. Then, by Corollary 5.2, we have
C ∼=R R[U, V ]/(yn0U − xm0V − c0).
Note that Cx = Rx[u] = Ax and Cy = Ry[v] = Ay, and hence A = Cx ∩ Cy. Thus, by Proposition 5.5, A is a flat R-algebra having
either of the three structures. 
Remark 5.7. If A is an R-algebra of type (II) or (III) in Theorem 5.6, then A ≠ R[1] by Lemma 5.1. Thus, for the part (b)
of Theorem A, it suffices to show that the cases (II) and (III) cannot occur simultaneously. The assertion will be proved in
Section 6.
We shall now deduce a few consequences of Theorem 5.6 for the case when R is a regular ring and x, y is an R-regular
sequence.
Corollary 5.8. Let R be a regular local ring of dimension twowithmaximal idealm = (x, y)R and A an integral domain containing
R. Suppose that there exists an R-regular sequence x1, y1 ∈ R such that A is an A1-patch over R by x1 and y1. Then A is also an
A1-patch over R by x and y. Consequently, A is an R-flat regular UFD of dimension at most three. If mA ≠ A, then A = R[1]. If
mA = A, then A is of dimension two and A has either of the two structures (II) and (III) of Theorem 5.6.
Proof. We have Ax = Rx[1] and Ay = Ry[1] by Corollary 4.2(3), and A = Ax∩Ay by Lemma 2.8(1). Hence A is anA1-patch over
R by x and y. Thus, by Theorem 5.6, A is an R-flat UFD having the structure of type (I), (II) or (III). If mA ≠ A, then A = R[1]
(cf. Corollary 4.8), and hence A is regular and of dimension three. Note that dim Ax = dim Ay = 2. Hence ifmA = A, then A
is a regular ring of dimension two by Lemma 2.6(1) and (3). 
Corollary 5.9. Let R be a regular domain of dimension two. Let A be an integral domain containing R. Suppose that there exists
an R-regular sequence x, y such that A is an A1-patch over R by x and y. Then A is a regular domain of dimension at most three
which is finitely generated and flat as an R-algebra.
Proof. For finite generation, by Theorem 2.10, it is enough to show that for every maximal ideal m of R, Am is a finitely
generated Rm -algebra. Also regularity and flatness being local properties, wemay assume that R is a regular local ring. Letm
be the maximal ideal of R. If either x /∈ m or y /∈ m , then clearly, A = R[1]. If x, y ∈ m , then we are done by Corollary 5.8. 
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Remark 5.10. (1) Example 3.6 shows that Corollary 5.9 does not extend to regular domains of dimensional three, not even
to the polynomial ring in three variables over a field.
(2) Example 3.3 shows that under the hypothesis of Corollary 5.9, A need not be a symmetric algebra even if (x, y)A $ A.
However, by Corollary 5.8, A is a symmetric algebra over R if (x, y)Am $ Am for every maximal ideal m of R containing
(x, y)R.
One would like to know whether Corollary 5.9 holds if the hypothesis ‘‘regular’’ is replaced by ‘‘UFD’’. In this context, we
ask the following.
Question. Let R = C[X, Y , Z]/(X5 + Y 3 + Z2) = C[x, y, z], where x, y, z are the images of X, Y , Z , respectively. Then R is a
UFD by Nagata’s criterion (using that x is a prime), but R is not a regular ring.
Now let C = R[U, V ]/(yU − xV − z) and A = Cx ∩ Cy. Then A is an A1-patch over R by x and y. Note that z ∈ (x, y)A ∩ R
but z /∈ (x, y)R; thus A is not faithfully flat over R. Is A flat over R or at least finitely generated over R? What is the structure
of A?
Note that A is a UFD by Lemma 2.8(3) and that As = Rs[1] for any s ∈ (x, y, z)R by Lemma 4.2(2).
6. Theorem A: classifications
In this section, we shall prove the part (b) of Theorem A.We shall also give precise classifications of isomorphism classes
of R-algebras of types (II) and (III) given in the theorem. For the purpose we need a few lemmas.
Lemma 6.1. Let R ⊂ A be integral domains and let x, y be non-zero elements in R which form an R-regular sequence. Let v be an
element in A such that R[v] = R[1]. Then the following statements hold.
(1) Let I = yA ∩ R[v], and suppose that xmv + r ∈ I for some m ≥ 0 and r ∈ R with (x, y, r)R = R. If yA ∩ R = yR, then
I = (y, xmv + r)R[v].
(2) Let J = (y, xkv + d)R[v], where k ≥ 0 and d ∈ R. If xk1v + d1 ∈ J for some k1 ≥ 0 and d1 ∈ R, then k1 ≥ k. In particular,
if J = (y, xk1v + d1)R[v], then k1 = k.
Proof. (1) Set I1 = (y, xmv + r)R[v]. It suffices to show that I ⊆ I1. Let f (v) ∈ I . Since f (v) ∈ R[v], we can choose n ≥ 0
such that xnf (v) = (xmv + r)g(v) + b for some g(v) ∈ R[v] and b ∈ R. Then b ∈ yA ∩ R, so that b ∈ yR by assumption.
Hence xnf (v) ∈ I1. Ifm = 0, then we may choose n = 0, and hence f (v) ∈ I1. Suppose thatm > 0. Then
xR[v] + I1 = (x, y, xmv + r)R[v] = (x, y, r)R[v] = R[v],
because (x, y, r)R = R, so that x is a unit in R[v]/I1. Since xnf (v) ∈ I1, from this it follows that f (v) ∈ I1, as desired.
(2) Set R¯ = R/yR. Then xk1v + d1 ∈ (xkv + d)R¯[v]. Note that x is a regular element in R¯, but x is not a unit in R¯ because
(x, y)R ≠ R. From this we can easily obtain that k1 ≥ k. 
Lemma 6.2. Let R ⊂ A be integral domains and let x, y be non-zero elements in R which form an R-regular sequence. Suppose
that there exist elements u, u1, v, v1 ∈ A, c, c1 ∈ R, and non-negative integers n, n1,m,m1 such that:
(i) Ax = Rx[u] = Rx[u1] = Rx[1].
(ii) Ay = Ry[v] = Ry[v1] = Ry[1].
(iii) ynu− xmv − c = 0 and yn1u1 − xm1v1 − c1 = 0.
Then
u1 = λxm1−mu+ µ and v1 = λyn1−nv + ν
for some λ ∈ R∗, µ ∈ Rx and ν ∈ Ry. If m1 ≥ m (resp. n1 ≥ n), then µ ∈ R (resp. ν ∈ R).
Proof. It follows from (i) and (ii) that
u1 = αu+ µ and v1 = βv + ν (6.1)
for some α ∈ (Rx)∗, µ ∈ Rx, β ∈ (Ry)∗ and ν ∈ Ry. Then, from (iii) and (6.1), we have
xm1v1 = yn1u1 − c1 = yn1(αu+ µ)− c1 = yn1αu+ (yn1µ− c1) (6.2)
and
xmv1 = xm(βv + ν) = β(ynu− c)+ xmν = ynβu+ (xmν − βc). (6.3)
Since Rxy[u] = Rxy[1], comparing the coefficients of u in (6.2) and (6.3), we have x−m1yn1α = x−mynβ , which implies that
λ := xm−m1α = yn−n1β ∈ (Rx)∗ ∩ (Ry)∗.
Note that (Rx)∗ ∩ (Ry)∗ = R∗, because Rx ∩ Ry = R. Thus, by (6.1), we have u1 = λxm1−mu+ µ and v1 = λyn1−nv + ν with
λ ∈ R∗, µ ∈ Rx and ν ∈ Ry.
If m1 ≥ m, then µ = u1 − λxm1−mu ∈ Rx ∩ A, where Rx ∩ A = R by Lemma 2.7(2). Thus µ ∈ R. Similarly, ν ∈ R when
n1 ≥ n. 
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Lemma 6.3. With the same notation and assumptions as in Lemma 6.2, suppose that
yA ∩ R[v] = (y, xkv + d)R[v] and yA ∩ R[v1] = (y, xk1v1 + d1)R[v1]
for some d, d1 ∈ R and k, k1 ∈ N. Then n1 = n and k1 = k.
Proof. Suppose that n1 ≠ n. We may assume that n1 > n. Then it would follow from Lemma 6.2 that v1 = λyn1−nv + ν for
some λ ∈ R∗ and ν ∈ R. Thus
v1 − ν = λyn1−nv ∈ yA ∩ R[v1],
so that we would have v1 − ν ∈ (y, xk1v1 + d1)R[v1]. However, since k1 > 0, this is a contradiction by Lemma 6.1(2). We
have thus proved n1 = n.
It then follows that v1 = λv + ν with λ ∈ R∗ and ν ∈ R, so that R[v] = R[v1]. Therefore yA ∩ R[v] = yA ∩ R[v1], which
implies that
(y, xkv + d)R[v] = (y, xk1v1 + d1)R[v1] = (y, xk1v + d′)R[v]
with d′ = λ−1(d1 + xk1ν). Hence k1 = k by Lemma 6.1(2). 
Lemma 6.4. Let the notation and assumptions be as in Lemma 5.1. Then
yC ∩ R[v] = (y, xmv + c)R[v] (6.4)
and
yE ∩ R[v1] = (y, xm1v1 + r1)R[v1]. (6.5)
Further, setting c1 := xp1 r1 − ys1, we have the following relation in E:
yn1+1u1 − xm1+p1v1 − c1 = 0. (6.6)
Proof. Note that
C/yC = R[U, V ]/(y, ynU − xmV − c) ∼=

R[V ]
(y, xmV + c)
[1]
.
From this we have (6.4). For equality (6.5), note that yE ∩ R = yR by Lemma 2.7(3). Since xm1v1 + r1 = yt ∈ yE ∩ R[v1] and
(x, y, r1)R = R, (6.5) follows from Lemma 6.1(1).
Since yt − xm1v1 − r1 = 0, xp1 t − yn1u1 − s1 = 0 and c1 = xp1 r1 − ys1, we have yn1+1u1 − xm1+p1v1 − c1 = 0. 
We shall now prove the part (b) of Theorem A. For the purpose it suffices to show (cf. Remark 5.7) the following result, a
converse of Corollary 5.3.
Proposition 6.5. Let the notation and assumptions be as in Lemma 5.1. If s1 /∈ (xp1 , yn1)R, then E is not R-isomorphic to C (for
any n, m, c).
Proof. Suppose that there exists an R-algebra isomorphism ϕ: E → C . Then, replacing E by ϕ(E), we may assume that
C = E, namely, R[u, v] = R[u1, v1, t]. Since (x, y)E = E, it then follows that (x, y)C = C . Thus C ≠ R[1], which implies that
n > 0 andm > 0, because we have C = R[1] if nm = 0. Note that
yt − xm1v1 − r1 = 0 and xp1 t − yn1u1 − s1 = 0. (6.7)
Hence, setting c1 = xp1 r1 − ys1, by Lemma 5.1 and (6.6), we have
(i) Cx(= Ex) = Rx[u] = Rx[u1];
(ii) Cy(= Ey) = Ry[v] = Ry[v1];
(iii) ynu− xmv − c = 0 and yn1+1u1 − xm1+p1v1 − c1 = 0.
Since C = E, it follows from (6.4) and (6.5) in Lemma 6.4 that
yC ∩ R[v] = (y, xmv + c)R[v] and yC ∩ R[v1] = (y, xm1v1 + r1)R[v1].
Thus n1 + 1 = n andm1 = m by Lemma 6.3. In particular,m1 + p1 > m so that, by Lemma 6.2, we have
u1 = λxp1u+ µ and v1 = λv + ν (6.8)
for some λ ∈ R∗ and µ, ν ∈ R. Therefore
s1 = xp1 t − yn1u1 = xp1(t − λyn1u)− µyn1 . (6.9)
On the other hand, from (iii), (6.7) and (6.8), we have
yn1+1u− xmv − c = 0 (6.10)
and
yt − xm(λv + ν)− r1 = 0, (6.11)
because n1 + 1 = n andm1 = m. It then follows from (6.10) and (6.11) that
y(t − λyn1u) = xmν + r1 − λc ∈ yC ∩ R, (6.12)
where yC ∩ R = yR by Lemma 2.7(3). Hence t−λyn1u ∈ R, which implies, by (6.9), that s1 ∈ (xp1 , yn1)R, a contradiction. 
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We conclude this paper by giving precise classifications of isomorphism classes of R-algebras of types (II) and (III) given
in Theorem A.
Proposition 6.6. Let R be an integral domain with an R-regular sequence x, y.
(1) For n,m ∈ N and c ∈ R, let
C(n,m; c) := R[U, V ]/(ynU − xmV − c).
Then, for n1,m1 ∈ N and c1 ∈ R, we have C(n,m; c) ∼= C(n1,m1; c1) as R-algebras if and only if (n,m) = (n1,m1) and
c1 − λc ∈ (xm, yn)R for some λ ∈ R∗.
(2) For m, n, p ∈ N and r, s ∈ R with (r, x, y)R = R and s /∈ (x, yn)R, let
E(m, n, p; r, s) := R[U, V , T ]/(yT − xmV − r, xpT − ynU − s).
Then, for mi, ni, pi ∈ N and ri, si ∈ R with (ri, x, y)R = R and si /∈ (x, yni)R, where i = 1, 2, we have E(m1, n1, p1; r1, s1) ∼=
E(m2, n2, p2; r2, s2) as R-algebras if and only if (m1, n1, p1) = (m2, n2, p2) and
xp1(r2 − λr1)− y(s2 − λs1) ∈ (xm1+p1 , yn1+1)R (6.13)
for some λ ∈ R∗.
Proof. (1) Set C = C(n,m; c) and C1 = C(n1,m1; c1), and write C = R[u, v] and C1 = R[u1, v1]; namely, u (resp. u1) and v
(resp. v1) are the images of U and V in C (resp. C1).
Suppose that there exists an isomorphism φ : C1 → C . Then, replacing C1 by φ(C), we may assume that C1 = C . Thus
Cx = Rx[u] = Rx[u1] and Cy = Ry[v] = Ry[v1]. It then follows from (6.4) in Lemma 6.4 that
yC ∩ R[v] = (y, xmv + c)R[v] and yC ∩ R[v1] = (y, xm1v1 + c1)R[v1].
Therefore n = n1 and m = m1 by Lemma 6.3. Moreover, by Lemma 6.2, we have u1 = λu + µ and v1 = λv + ν for some
λ ∈ R∗ and µ, ν ∈ R. Thus
c1 − λc = (ynu1 − xmv1)− λ(ynu− xmv) = ynµ− xmν,
and hence c1 − λc ∈ (xm, yn)R.
Conversely, if (n,m) = (n1,m1) and c1 − λc ∈ (xm, yn)R for some λ ∈ R∗, letting c1 = λc + xmd + yne, we define an
R-algebra homomorphism θ from C1 to C by θ(u1) = λu + e and θ(v1) = λv − d. It is then easy to check that the map is
well-defined, and is an isomorphism.
(2) Set E1 = E(m1, n1, p1; r1, s1) and E2 = E(m2, n2, p2; r2, s2), and write E1 = R[u1, v1, t1] and E2 = R[u2, v2, t2].
Now suppose that E1 ∼= E2. Then we may assume that E1 = E2, as above. Let E = E1 = E2. Then Ex = Rx[u1] = Rx[u2]
and Ey = Ry[v1] = Ry[v2]. Note that, for i = 1, 2,
yni+1ui − xmi+pivi − ci = 0 (6.14)
with ci = xpi ri − ysi (cf. (6.6)). Moreover, for i = 1, 2,
yE ∩ R[vi] = (y, xmivi + ri)R[vi]
by (6.5) in Lemma 6.4. It thus follows from Lemma 6.3 that n1 + 1 = n2 + 1 (i.e., n1 = n2), andm1 = m2.
We shall show that p1 = p2. We may assume that p2 ≥ p1. Since n1 = n2 and m1 = m2, it follows from (6.14) and
Lemma 6.2 that
u2 = λxp2−p1u1 + µ and v2 = λv1 + ν (6.15)
for some λ ∈ R∗ and µ, ν ∈ R. On the other hand, for i = 1, 2, we have
yti − xmivi − ri = 0 (6.16)
and
xpi ti − yniui − si = 0. (6.17)
Since v2 = λv1 + ν andm1 = m2, from (6.16), we easily obtain
y(t2 − λt1) = r2 + xm1ν − λr1 ∈ yA ∩ R = yR,
which implies that
t2 = λt1 + ρ (6.18)
and
r2 − λr1 = yρ − xm1ν (6.19)
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for some ρ ∈ R. It then follows from (6.15), (6.17) and (6.18) that
xp2(λt1 + ρ)− yn2(λxp2−p1u1 + µ)− s2 = 0,
which implies that
s2 = λxp2−p1(xp1 t1 − yn1u1)+ xp2ρ − yn1µ, (6.20)
because n1 = n2. Since s1 = xp1 t1 − yn1u1 by (6.17), from this we have
s2 = λxp2−p1s1 + xp2ρ − yn1µ. (6.21)
Hence if p2 > p1, then s2 ∈ (x, yn1)R, a contradiction. Thus p1 = p2, as claimed. In particular, by (6.21), we have
s2 − λs1 = xp1ρ − yn1µ. (6.22)
It now follows from (6.19) and (6.22) that
xp1(r2 − λr1)− y(s2 − λs1) = yn1+1µ− xm1+p1ν. (6.23)
Therefore (6.13) holds.
Conversely, suppose that (m1, n1, p1) = (m2, n2, p2) and (6.13) holds for some λ ∈ R∗. Then there exist µ, ν ∈ R for
which (6.23) holds. Then
xp1(r2 − λr1 + xm1ν) = y(s2 − λs1 + yn1µ),
which implies that
r2 − λr1 + xm1ν = yρ and s2 − λs1 + yn1µ = xp1ρ
for some ρ ∈ R, because x, y is an R-regular sequence. Thus (6.19) and (6.22) hold. Now we define ψ: E2 → E1 by
ψ(u2) = λu1 + µ, ψ(v2) = λv1 + ν and ψ(t2) = λt1 + ρ. Then ψ is well-defined, and is an isomorphism. 
Added in proof. H. Brenner has informed us that the R-algebra A in the Question at the end of Section 5 is indeed flat and
finitely generated; the problem and related questions are discussed in his forthcoming paper.
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