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1. INTRODUCTION
Let K be an algebraically closed field of characteristic two. Consider the
ordinary elliptic curve
Ea : y2+xy=x3+a, a # K_.
Then j(Ea)=1a, and every ordinary elliptic curve over K is isomorphic to
a curve of this form. Let G be a subgroup of Ea of odd cardinality:
|G|=2d+1, and let Q1 , ..., Qd be a complete set of representatives for
(G&[0])[\1]. For r1, let
=r(G)= :
d
i=1
x(Qi)r.
This sum is independent of the choice of representatives Qi , since
&(x, y)=(x, x+ y). There is an obvious identity
=2r(G)==r(G)2. (1)
Thus we may restrict our attention to odd values of r. These types of power
sums have been studied by Elkies, Atkin, Charlap, Coley, Robbins, and
others in the context of computing isogenies; see [E] and the bibliography
of [LM]. One of the main points of the current work is to show that
these power sums are very closely related to the coefficients of formal group
homomorphisms which appear in Couveignes’ thesis [C] (see also [LM2])
in the context of constructing isogenies in characteristic two. As a result of
this connection, we are able to deduce that the =r(G) satisfy certain univer-
sal polynomial relations which derive from corresponding relations satisfied
by the coefficients of formal group homomorphisms.
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Since Ea G is ordinary, Ea G$Eb for some b=b(G) # K_. Here are our
main results.
Theorem 1. The following relation holds for all Ea , G as above:
b(G)=a+=1(G)2+=1(G).
Moreover, for every odd r3 there is a polynomial Pr(A, =1 , =3 , ..., =r) with
coefficients in F2 , independent of Ea , G, and |G|, such that
Pr(a, =1(G), ..., =r(G))=0,
and Pr is of the form:
Pr={=r+Lr=2r +=r+Lr
if r+1 is not a power of two
if r+1 is a power of two,
where Lr is a polynomial in A, =1 , =3 , ..., =r&2 . The formulas for P3 and P5
are:
P3(A, =1 , =3)==23+=3+=
4
1+=
3
1+A=
2
1+A=1
P5(A, =1 , =3 , =5)==5+=3+=1=3+=31+A=1 .
For r3 odd, denote by Er the affine variety in the variables A,
=1 , =3 , ..., =r determined by the polynomials P3 , P5 , ..., Pr , and for a, b # K
let Er(a, b) denote the points of Er(K ) with A=a and =21+=1=a+b. In
other words, Er(a, b) is the set of solutions to the system of equations:
b=a+=21+=1
P3(a, =1)=0
P5(a, =1 , =3)=0
. . .
Pr(a, =1 , =3 , ..., =r)=0. (2)
It is easy to see that card(Er(a, b))=2m where 2mr+1<2m+1.
Theorem 2. Let F be a field of characteristic two, and K its algebraic
closure. Suppose a # F_, and Ea , G are as above such that (x, y) # G O
(x_, y_) # G, for each _ # Gal(KF ). Then all the points in Er(a, b(G)) are
F-rational.
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Theorem 3 (Galois Property). There is an automorphism # of the affine
variety Er such that for every a, b # K, # has a single orbit on Er(a, b). In other
words
(1) if (a, :1 , ..., :r) belongs to Er(a, b) then so does #(a, :1 , ..., :r);
(2) if (a, :1 , ..., :r) and (a, ;1 , ..., ;r) both belong to Er(a, b) then for
some j,
(a, ;1 , ..., ;r)=# j (a, :1 , ..., :r).
The automorphism # is of the form
#(a, :1 , ..., :r)=(a, #1(a, :1), #3(a, :1 , :3), ..., #r(a, :1 , ..., :r)),
where #j is a polynomial with coefficients in F2 , and #j is independent of r,
a, b, G, and |G|. The formulas for #1 , #3 , and #5 are
#1(A, =1)==1+1
#3(A, =1 , =3)==3+=1+1 (3)
#5(A, =1 , =3 , =5)==5+=3+A+1.
To illustrate Theorem 3, if a, b # K are fixed then X 21+X1+a+b has
two roots. If one root is :1 then the other root is :1+1. Next,
P3(a, :1 , X3)=X 23+X3+:
4
1+:
3
1+a:
2
1+a:1 has two roots, :3 and :3+1.
The orbit of (a, :1 , :3) under # is
(a, :1 , :3) [ (a, :1+1, :3+:1+1) [ (a, :1 , :3+1) [ (a, :1+1, :3+:1).
The reader can check that these four points do indeed belong to E3(a, b).
Theorem 2 is an easy consequence of Theorems 1 and 3, as we now
explain. The hypothesis of Theorem 2 implies Ea G is defined over F, so
b(G) # F. It also implies that the x(Qi) are permuted by x [ x_, so =j (G) # F
for each j. Theorem 1 implies (a, b(G), =1(G), ..., =r(G)) is a solution to (2),
and it is rational over F. Theorem 3 implies every other solution with the
same a, b is # j (a, =1(G), ..., =r(G)) for some j, and this is rational over F.
The power sums =r(G) can be viewed as an analogue of certain modular
forms of weight 2r and level |G|. An elliptic curve over C is analytically
isomorphic to a complex lattice C(Z+Z{) with { in the complex upper
half plane. Let G be the subgroup of C(Z+{Z) generated by 1N, and let
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P{(z) be the Weierstrass P-function. The characteristic zero analogue of
=r(G) is
(12) :
0{Q # G
P{(G)r=(12) :
N&1
k=1
P{(kN)r,
and this is a modular form in the variable { of level N and weight 2r.
We stress that the polynomials Pr in Theorem 1 are independent of the
cardinality of G! This may seem surprising; one would expect that rela-
tionships satisfied by modular forms of mixed weights should depend on
the level.
One may ask: if one restricts the cardinality of G, can one obtain more
relations between the =r(G) than the ones listed in Theorem 1? The answer
is yes, and the simplest example is when |G|=3. If G=[0, Q, &Q]/Ea
then =r(G)=x(Q)r for all r, hence =j (G)==1(G) j for all j. In addition we
have x(2Q)=x(&Q). Now x(2Q)=x(Q)2+ax(Q)2 by the duplication
formula, and x(&Q)=x(Q)==1(G), so =1(G)4+a+=1(G)3=0. This poly-
nomial is called the 3-division polynomial, and it expresses the fact
that Q is a 3-torsion point. Define E (3)r to be the variety in the variables
A, =1 , =3 , ..., =r defined by the equations: =41+=
3
1+A=0 and =j==
j
1 for each
j. Let A be transcendental and define y0 # K(A) by y20+=1y0==
3
1+A. Then
Q=(=1 , y0) is a 3-torsion point of EA , and (A, =1 , =31 , ..., =
r
1) is a generic
point of E (3)r . On the other hand, (A, =1 , =
3
1 , ..., =
r
1) # Er because x(Q)
j=
=j (G) for G=[O, Q, &Q]/EA . This shows that there is a natural map
from E (3)r into Er given by A [ A and =j [ =j . Something else interesting
happens. Consider the variety in the variables A, B, =1 , =3 , ..., =r obtained by
throwing in all the relations from Theorem 1 and all the defining equations
for E (3)r . Then we can ask the question: what does the projection of this
variety onto the (A, B)-plane look like? Eliminate =1 from the two equa-
tions =21+=1=A+B and =
4
1+=
3
1+A=0 by taking the resultant. We obtain
(A4+AB+B4)2=0. On the other hand, A=1j(EA) and B=1j(EB), thus
0=(AB)&4 (A4+AB+B4)= j(EB)4+ j(EA)3 j(EB)3+ j(EA)4.
This is the mod 2 reduction of the modular equation 83(X, Y) which
vanishes at all ( j, j $) such that the curves with j-invariants j and j $ are
3-isogenous. This is to be expected, since Theorem 1 states that EA G$EB .
In summary, the projection of our variety on the (A, B)-plane essentially
boils down to the modular equations which expresses the fact that EA and
EB are 3-isogenous.
The above example generalizes to all cyclic groups G of odd order 2d+1
in Ea . First we observe that for k # Z, the function from Ea  P1 which
takes P to x(kP) depends only on x(P), and not on y(P). (This follows
easily from x(kP)=x(k(&P)).) Thus there is a rational function fk(a, x)
130 ANTONIA WILSON BLUHER
File: DISTL2 222605 . By:CV . Date:14:05:98 . Time:10:57 LOP8M. V8.B. Page 01:01
Codes: 3021 Signs: 2425 . Length: 45 pic 0 pts, 190 mm
such that x(kP)= fk(a, x(P)). Let Q0 be a generator for G. Then G=
[Q0 , \2Q0 , \3Q0 , ..., \dQ0], and so =r(G)=di=1 fi (a, x(Q0))
r. After
clearing denominators, one obtains a polynomial relation between x(Q0),
a, and =r(G). We also know x(Q0) satisfies the d th division polynomial,
9d (a, x). Let Vr be the variety in the variables X0 , A, and = j which is
generated by all the above polynomial relations between x(Q0), a, and the
=j (G), j=1, 3, ..., r. Then we can define E(d )r to be the projection of Vr onto
the coordinates (a, =1 , =3 , ..., =r). This variety depends on d but not on G (so
long as G is cyclic). By taking a to be transcendental, we can see by the
same argument as in the case |G|=3 that there is a map from E(d )r into Er .
Moreover, a multiple of the mod 2 reduction of the reverse of the d th
modular equation can be obtained by throwing in the equation B=
A+=1+=21 and then projecting the variety to the (A, B) plane.
The method to prove Theorems 1 and 3 is to express the quantities =r(G)
in terms of the coefficients of the homomorphism of formal groups which
is associated to an isogeny from Ea to Eb(G) . The coefficients of this formal
group homomorphism are known to satisfy certain relations; these imply
the relations of Theorem 1 among the =r(G). Since the Z-module of homo-
morphisms between two formal groups over K of height one is isomorphic
to Z2 , and since Z
_
2 [\1] is topologically cyclic (generated by &3),
# can be obtained from the multiplication by &3 map. Background on formal
groups can be found in [B].
The reason our results are restricted to characteristic two is that we have
not worked out a generalization to Lemma 2.2. The relations satisfied by
the coefficients of formal group homomorphisms certainly do generalize to
other characteristics, and even to formal groups of height 1; in Section 4
we provide a proof in this more general setting.
The author would like to thank Clark Benson, Noam Elkies, and Kiran
Kedlaya, who have contributed to the conjecture that the above theorems
should be true, and Eric Rains, who pointed out that the conjecture could
be related to work of Couveignes. Without those people this work never
would have begun.
2. EXPLICIT ISOGENY FROM Ea TO Eb
Let K be an algebraically closed field of characteristic two, a # K_, G an
odd-order subgroup of Ea , and b_K_ such that Ea G$Eb . Let x, y
denote the coordinate functions on Ea . Let
xG= :
Q # G
x b {Q , yG= :
Q # G
y b {Q ,
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where {Q denotes translation by Q. Then xG , yG are G-invariant functions
on Ea with poles of order 2,3 respectively at each point in G and they
have no other poles. The following two lemmas were communicated to the
author by Noam Elkies. The proof of Lemma 2.1 uses ideas of Ve lu [V].
Lemma 2.1. y2G+xG yG=x
3
G+b. The map (x, y) [ (xG , yG) defines a
separable isogeny from Ea to Eb with kernel G.
Proof. We claim that y2G+xG yG+x
3
G has no poles on Ea . Since a func-
tion on Ea with no poles is constant, the claim implies y2G+xG yG=x
3
G+c
for some c # K. Let us show c{0. By [S, p. 7879], xG and yG may be
regarded as functions on the elliptic curve Ea G. Since xG ( yG) has a
double (triple) pole at the identity of Ea G and no other poles, it must have
exactly two (three) zeroes. If c=0 then xG(P)=0 iff yG(P)=0. Then the
zeroes of xG must be contained in the zeroes of yG (counting multiplicities),
so that yG xG has a single zero and a single pole. It follows that yG xG is
a degree one function, hence an isomorphism, from Ea G onto P1. This is
a contradiction, since Ea G has genus one.
Thus c{0, and so (x, y) [ (xG , yG) is an isogeny of Ea onto Ec . Since
xG , yG have poles only at the points in G, the kernel of this isogeny is G.
Since xG yG is a uniformizer of Ea at the identity, the isogeny is separable.
It follows that Ec $Ea G, so 1c= j(Ec)= j(Ea G)=1b. Thus b=c.
It remains to prove f =y2G+xG yG+x
3
G has no poles on Ea . The only
points where f could have a pole are the points in G. By G-invariance, the
poles at those points would have to have the same order. These poles, if
they exist, cannot be simple; otherwise f would be a degree one function
(hence isomorphism) from EG to P1. Thus to prove f has no pole it
suffices to show f has at most a simple pole at the identity of Ea , i.e., x&1f
vanishes at the identity.
Equivalently, we want to show x&3( y2G+xG yG+x
3
G) has a zero at the
identity of Ea of order at least five. Since this function is defined at the iden-
tity, we can work in the local ring 0 modulo the fifth power of the maximal
ideal M, or in the completion 0 mod M 5. Let x~ =xG&x and y~ = yG& y.
Since x(P+Q), y(P+Q) are finite at P=O when Q{O, x~ and y~ are defined
at O. In fact, x~ # M2 because if Q{O then from the group law,
x(P+Q)+x(P&Q)=
x(P) x(Q)
x2(P)+x2(Q)
=
x&1(P) x(Q)
1+x&2(P) x2(Q)
.
This equality even shows that xx~ &=1(G) # M. Also, y~ &=1(G) # M, because
y~ (0)= :
d
i=1
y(Qi)+ y(&Q i)=:
i
x(Qi)==1(G).
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Now
x&3( y2G+xG yG+x
3
G)
=x&3( y2+ y~ 2+xy+xy~ + yx~ +x~ y~ +x3+x2x~ +xx~ 2+x~ 3).
Since y2+xy+x3=a, y~ is finite at P, and x~ # M2,
x&3( y2G+xG yG+x
3
G)#x
&3(xy~ +x2x~ )=x&2( y~ +xx~ ) mod M 5.
Since xx~ &=1(G) # M and y~ &=1(G) # M, we have y~ +xx~ # M. This proves
that x&3( y2G+xG yG+x
3
G)#0 mod M 5, as required. K
Lemma 2.2 (Elkies). In the ring 0 ,
xG x=1+ :

n=0
=2n+1(G) x&2n&2
yGy=1+\1y+
1
x2+ :

0
=2n+1(G) x&2n+
1
y
:
0<n#1, 2 mod 4
=n(G) x&n.
Proof. Let x~ , y~ be as in the preceding proof, so xG=x+x~ , yG= y+ y~ .
From the addition law of Ea one can compute that for any P, Q # Ea ,
x(P+Q)+x(P&Q)=
x(P) x(Q)
x2(P)+x2(Q)
,
y(P+Q)+ y(P&Q)=x(Q) { y(P)+x
2(P)
x2(P)+x2(Q)
+
x2(P)
(x(P)+x(Q))3= .
Thus for P # Ea ,
x~ = :
d
i=1
x(P) x(Qi)
x(P)2+x(Qi)2
= :
d
i=1
x(Qi)x(P)
1+(x(Q i)x(P))2
= :

n=0
:
d
i=1
(x(Qi)x(P))2n+1
= :

n=0
=2n+1(G) x(P)&2n&1.
Here we are working in the completion of 0; the infinite series is Cauchy
because the valuation of x&1 is positive. To calculate y~ , we need the identity
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1(1+z)3=(1+z)(1+z4)=(1+z)(1+z4+z8+ } } } )=0n#0, 1 mod 4 zn.
Then
y~ (P)= :
d
i=1
x(Qi) { ( yx
2)(P)+1
1+x2(Qi)x2(P)
+
1x(P)
(1+x(Qi)x(P))3=
= :
d
i=1 {x(Qi) \1+
y
x2
(P)+ :

n=0 \
x(Qi)
x(P) +
2n
+
x(Qi)
x(P)
:
0n#0, 1 mod 4 \
x(Q i)
x(P) +
n
=
=(1+ yx&2) :

n=0
=2n+1(G) x&2n+ :
0<n#1, 2 mod 4
=n(G) x&n. K
3. RELATION OF =r TO FORMAL GROUP OF Ea
The equation for Ea in homogeneous coordinates is
Y2Z+XYZ=X3+aZ3.
Dehomogenizing this with respect to Y gives
s+ts=t3+as3, t=XY, s=ZY.
Note that t is a uniformizer at O. Let S(t; a) be the power series expansion
for s with respect to t. The first terms of S(t; a) are
S(t; a)=t3+t4+t5+t6+t7+t8+(1+a) t9+O(t10). (4)
Let S (t; a)=t&3S(t; a)=1+t+ } } } .
The isogeny (x, y, 1) [ (xG , yG , 1) from Ea to Eb=Ea G can be written
(t, 1, s) [ (tG , 1, sG), where
tG=xGyG=xGsG . (5)
Now tG is a uniformizer for Ea G at the identity, and sG=tG xG has a zero
(of multiplicity three) at the identity, so sG can be written as an infinite
power series with respect to tG . By Lemma 2.1, sG+tGsG=t3G+b(G) s
3
G ,
and by Hensel’s Lemma this equation has a unique solution for sG in
tG K[[tG]], namely S(tG ; b(G)). (See [B], Lemma 4.1.) Thus
sG=S(tG ; b(G))=t3GS (tG ; b(G)) in 0 . (6)
134 ANTONIA WILSON BLUHER
File: DISTL2 222609 . By:CV . Date:14:05:98 . Time:10:57 LOP8M. V8.B. Page 01:01
Codes: 2409 Signs: 1205 . Length: 45 pic 0 pts, 190 mm
Write the expansion for tG with respect to the uniformizer t as
tG= :

i=1
ui (G) t i. (7)
Then i=1 ui (G) {
i is the homomorphism of formal groups which is
associated to the isogeny from Ea to Eb [B, Section 5]. Moreover,
u1(G){0 because tG is a uniformizer at the identity.
One can compute the ui (G) directly in terms of the = j (G). We shall
illustrate this up to i=7. By definition  ui (G) t i is the expansion with
respect to t of xGyG , hence
:

i=1
ui (G) t i&1=t&1(xG yG)=(xG x)( yGy)&1.
By Lemma 2.2, xGx#1+=1x&2 mod M 7, where =1==1(G). Similarly,
yG y#1+( y&1+x&2) =1+=1x&1y&1 mod M 7.
By dividing these two power series, one finds
(xG x)( yyG)#1+=1 y&1+=1x&1y&1+=21y
&2 mod M 7.
Now substitute y=1S(t; a), x=tS(t; a), where S(t; a) is as in (4). The
result is
:

i=0
ui+1(G) t i=(xG x)( yyG)#1+=1(G)(t3+t4)
+(=1(G)+=1(G)2) t6 mod M 7.
Thus
u1(G)=1, u2(G)=u3(G)=0, u4(G)=u5(G)==1(G),
(8)
u6(G)=0, u7(G)==1(G)+=1(G)2.
By taking higher precision one finds that the next relation is u8(G)=
=1(G)2+=2(G)+=3(G). By (1), this simplifies to u8(G)==3(G). Some further
relations (after simplifying) which were obtained in this manner are as
follows:
u8(G)==3(G) u9(G)==3(G)+a+b u10(G)=b=1(G)
(9)
u11(G)==1(G)3+=1(G) u12(G)==5(G)+=3(G)+=1(G)3
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4. A THEOREM OF COUVEIGNES
Couveignes [C] showed that the ui (G) satisfy some polynomial relations
Ci (a, b(G), u1(G), u2(G), ..., ui (G))=0, i=1, 2, ...
such that Ci has coefficients in F2 , C i does not depend on Ea , G, or |G|,
and Ci is of the form
Ci (A, B, U1 , ..., Ui)=Ui+C$i if i is not a power of 2,
(10)
Ci (A, B, U1 , ..., Ui)=U 2i +Ui+C$i if i is a power of 2,
where C$i is a polynomial in A, B, U1 , ..., Ui&1 . We will give the proof of
these theorems in this section. Couveignes used the polynomials Ci in the
efficient computation of isogenies between elliptic curves in small charac-
teristic [C, LM2]. The polynomials form a finite characteristic counterpart
to the modular relations used by Atkin and Elkies [E] for the corre-
sponding computations in characteristic zero; see the references in [LM].
Denote the formal group of Ea by Fa . Fa is the formal power series in
two variables such that
(t1 , 1, S(t1 ; a))+(t2 , 1, S(t2 ; a))=(F(t1 , t2), 1, S(F(t1 , t2); a)).
(This formula makes sense if Ea is considered to be defined over the
quotient field of K[[t1 , t2]], where t1 , t2 are indeterminates.) The first few
terms of Fa are
Fa(t1 , t2)=t1+t2+t1 t2+a(t1 t62+t
2
1 t
5
2+t
3
1 t
4
2+t
4
1 t
3
2+t
5
1 t
2
2+t
6
1 t2)
+a(t51t
3
2+t
4
1t
4
2+t
3
1 t
5
2) mod (t1 , t2)
9. (11)
If one substitutes a=0 one obtains the multiplicative formal group
F0(t1 , t2)=t1+t2+t1 t2 . An important fact about Couveignes’ relations
is that they hold for any a, b # K and any formal group homomorphism
U : Fa  Fb . We will prove Couveignes’ Theorem for any finite charac-
teristic for formal groups of arbitrary nonzero height.
Let R be an integral domain of characteristic p. Let Fp /R be the field
with p elements if p is prime, and Fp=Z if p=0. Let F=i, j f ijX iY j,
F $=i, j f $ijX iY j be two formal group laws over R, and let U({)=
i=1 ui {
i # {R[[{]] be a homomorphism from F to F $. In our application
we have p=2, R=K, F=Fa , and F $=Fb .
Theorem 4. Let i be a positive integer which is not a power of p. If p=0
assume ( im) is a unity in R for some 1m<i. There is a polynomial Ci in
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several variables with coefficients in Fp such that for each F, F $, U as above
we have
ui=Ci (uj , fkl , f $kl | 1 j<i, 1k+li).
Proof. Let A be transcendental and work in the integral domain R[A].
Since U is a homomorphism,
U(F({, A{))=F $(U({), U(A{)).
By [F, p. 22] there are power series G, G$ # R[[X, Y]] such that
F(X, Y )=X+Y+XYG(X, Y ) and F $(X, Y )=X+Y+XYG$(X, Y ). There-
fore
: uj ({+A{+A{2G({, A{)) j
=: uj{ j+: u j (A{) j+U({) U(A{) G$(U({), U(A{)).
This can be rewritten
0=: uj { j[(1+A+A{G({, A{)) j&(1+A j)]
&A{2 \ :

j=0
u j+1{ j+\ :

j=0
uj+1(A{) j+ G$ \ :

j=1
u j{ j, :

j=1
u j (A{) j+ .
The coefficient of {i is of the form ui[(1+A) i&(1+Ai)]+Mi , where Mi
is a polynomial in A, u1 , u2 , ..., ui&1 and in some of the coefficients of G, G$.
This gives the relation
ui[(1+A) i&(1+Ai)]&Mi=0.
The hypothesis that i is not a power of p implies (1+A) i{1+A i. If p=0
choose m such that ( im) is a unit in R, and if p>0 let m be a positive
integer such that the coefficient of Am is nonzero in the polynomial
(1+A) i&(1+Ai). In characteristic p this coefficient is a unit in R because
it is a nonzero element of the prime field Fp . Since A is transcendental, the
coefficient of Am in our relation must be identically zero. This coefficient
gives our desired formula for u i in terms of the uj and the coefficients of F
and F $. K
The next theorem accounts for the ui when i is a power of p. It was
proved by Couveignes for formal group laws associated to ordinary elliptic
curves, but his argument generalizes to formal group laws of any height.
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Theorem 5. Let i be a power of a prime p and let h>0. There is a
polynomial Ci in several variables with coefficients in Fp such that: if
F= fklXkY l and F $= f $jl X jYl are formal group laws of height h over
a domain R of characteristic p and U= uj{ j : F  F $ a homomorphism
then
v$1uqi &v
i
1u i=Ci (uj , fkl , f $kl | j<i, k+lqi)
where q= ph and v1 , v$1 are the first nonzero coefficients of the power series
[ p]F , [ p]F $ , respectively, and [n]F for n # Z denotes the multiplication by
n in the formal group of F.
Proof. By [F, pp. 25-27] we can write [ p]F ({)=V({q), where V({)=
 vj{ j and v1 {0. It is easy to show by induction on n that for n>0 the
jth coefficient of [n]F is a polynomial in the fkl with k+l j. Since vj is
the jqth coefficient of [ p]F , vj is a polynomial in the fkl with k+l jq.
Similarly [ p]F $=V$({q), V$({)= v$j{ j, v$1 {0, and v$j is a polynomial in
the f $kl with k+l jq. Since [ p]F $ b U=U b [ p]F ,
V$(U({)q)=U(V({q)).
Let _={q. The left side is
v$1 \ :

j=1
uqj _
j++v$2 \ :

j=1
uqj _
j+
2
+ } } } ,
and the coefficient of _i is of the form v$1uqi plus terms involving u j for j<i
and v$j for ji. The right side is
u1 \:j vj_
j++u2 \:j vj_
j+
2
+ } } } +ui \:j vj_
j+
i
+ } } } .
This time the coefficient of _i is of the form ui (v1) i plus terms involving u j
for j<i and vj for ji. By equating the two sides we get v$1uqi &v
i
1u i equals
a polynomial in the uj for 1 j<i and the vj , v$j for 1 ji. K
5. PROOF OF THEOREM 1
We observed in Section 3 that  ui (G) {i is a formal group homomorphism
from Fa to Fb(G) . The polynomials Ci of Couveignes’ theorems involve the
coefficients of the formal groups F and F $. In our case, these coefficients
can be expressed as polynomials in a and b(G), thus Couveignes’ Theorem
produces polynomials in the variables A, B, U1 , U2 , ... which annihilate
(a, b(G), u1(G), u2(G), ...) for every Ea and every odd-order subgroup
138 ANTONIA WILSON BLUHER
File: DISTL2 222613 . By:CV . Date:14:05:98 . Time:10:57 LOP8M. V8.B. Page 01:01
Codes: 2667 Signs: 1469 . Length: 45 pic 0 pts, 190 mm
G/Ea . It is important to note that Couveignes’ relations hold for any
a, b # K and any formal group homomorphism U : Fa  Fb ; moreover they
are independent of |G|. Here are the first few of Couveignes’ relations:
C1=U 21+U1 C5=U5+U1 U4
C2=U 22+U2 C6=U6+U2 U4
C3=U3+U1U2 C7=U7+U1U6+(A+B) U1 .
C4=U 24+U4+(A+B) U1 (12)
Since these polynomials are guaranteed to vanish at (a, b(G), u1(G),
u2(G), ...), Eq. (8) shows that
0=C4==1(G)2+=1(G)+a+b(G).
This proves the first identity in Theorem 1. The second and third identities
can be proved similarly, by using C8 and C12 , respectively. The way we
prove the remainder of Theorem 1 is to explicitly relate the =i (G) to the
ui (G) and then apply Couveignes’ relations.
Proposition 5.1. For each n0, there are polynomials Dn(Y, X1 ,
X3 , ..., X2n&3) and Bn(Y, X4 , X5 , ..., X4n&1) with coefficients in F2 such that
for every Ea and G as in the introduction,
=2n&1(G)+Dn(a, =1(G), =3(G), ..., =2n&3(G))
=u4n(G)+Bn(a, u4(G), u5(G), ..., u4n&1(G)).
Moreover, the polynomials Dn and Bn are independent of a, G, and |G|.
Proof. The proof consists in expanding the function xxG with respect
to t in two ways. The first way comes from Lemma 2.2:
x
xG
=\xGx +
&1
=\1+x&2 :

n=0
=2n+1(G) x&2n+
&1
=1+ :

m=1
x&2m \ :

n=0
=2n+1(G) x&2n+
m
.
The smallest power of x&1 such that =2n+1(G) appears in the coefficient is
x&2&2n. Now x&1=st=t2S (t; a)=t2(1+t+ } } } ). Once this is substituted
into the expression for xxG , the coefficient of t4n+4 is of the form
=2n+1(G)+Dn+1(a, =1(G), ..., =2n&1(G)).
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The second way to expand xxG comes from formal groups. Let s~ G=
sG t3G , s~ =st
3. Since x=ts and xG=tGsG ,
xxG=(sG tG)(ts)=(tGt)2 (s~ Gs~ ).
By (6) and (7), the power series expansion with respect to t is
xxG=\ :

i=0
u2i+1(G) t
2i+ S (t; a)&1 S \ :

i=1
ui (G) t i; b(G)+ . (13)
Since S (t; a)=1+t+ } } } , the coefficients of t4n+4 in this expression is of
the form
u21(G) u4n+4(G)+B$n+1(a, b(G), u1(G), ..., u4n+3(G))
for a certain F2 -polynomial B$n+1 . We also know from formulas (8) and
(12) that u1(G)=1, u2(G)=u3(G)=0, and b(G)=a+u4(G)2+u4(G).
Substitute these values into B$n+1 to obtain the polynomials Bn+1 . This
gives the result. K
Let Vr denote the affine variety with coordinates
(A, B, =1 , =3 , ..., =2r&1 , u1 , u2 , ..., u4r)
which is generated by Couveignes’ relations C1 , C2 , ..., C4r , the relations of
Proposition 5.1, and the relations u1=1, u2=0. If Ea , G are as in Section 1
then
(a, b(G), =1(G), ..., =2r&1(G), u1(G), ..., u4r(G)) # Vr .
Let E2r&1 be the projection of Vr onto the affine space (A, =1 , =3 , ..., =2r&1),
and let C04r be the projection of Vr onto the variables (A, B, u1 , u2 , ..., u4r).
Let ?1 , ?2 denote the projections of Vr onto E2r&1 and C04r , respectively.
The next lemma establishes that ?1 and ?2 are isomorphisms. Note that the
defining relations for ?2(Vr) are simply u1=1, u2=0, and Couveignes’
relations.
Lemma 5.2. The projections ?1 and ?2 from Vr are isomorphisms over
F2 . More precisely,
(a) For each 1i4r, ui can be written as a polynomial in a and the
=j for 1 j(i2)&1 with coefficients in F2 . Hence ?1 is an isomorphism.
(b) For each odd 1i2r&1, =i can be written as a polynomial
in a and the uj for 4 j2i+2 with coefficients in F2 . Hence ?2 is an
isomorphism.
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(c) There are polynomials F1 , F2 with coefficients in F2 such that for
all 1nr,
=2n&1+u4n=F1(a, =1 , =3 , ..., =2n&3), (14)
=2n&1+u4n=F2(a, u4 , ..., u4n&2). (15)
Proof. (a) is true for i<4 because u1=1, u2=0, and u3=u1 u2=0.
Now we use induction on i. Let i4. If i is not a power of two then ui may
be written in the form stated by Couveignes’ relations (10) and the induc-
tion hypothesis. Thus we may assume i is a power of two. In particular, i
is divisible by 4, say i=4n. Then ui is a polynomial in
A, =1 , ..., =(i2)&1 , u4 , u5 , ..., u i&1
by the relations of Proposition 5.1. By the induction hypothesis, this can
be rewritten as a polynomial in a, =1 , ..., =(i2)&1 , as required.
(b) is true for i=1 since =1=u4 . Let i be an odd integer, i3. By the
relations in Proposition 5.1 =i is a polynomial in
a, =1 , ..., =i&2 , u4 , u5 , ..., u2i+2 .
By induction on i, this can be rewritten as a polynomial in a, u4 , ..., u2i+2 ,
which proves (b).
Now (c) follows by applying parts (a) and (b) to the equality in Proposi-
tion 5.1. K
Proof of Theorem 1. We have already proved the first three identities of
Theorem 1. The polynomials Pr of Theorem 1 will turn out to be the
defining polynomials of the variety ?1(Vr). Consider =2r&1(G), r2. First
assume 2r is not a power of two. We must show =2r&1(G) is a polynomial
in a and =s(G) for s<2r&1. By (14) it suffices to show that u4r(G) has that
property. Now 4r is not a power of two, so Couveignes’ relations imply
u4r(G) is a polynomial in
a, u1(G), u2(G), u2(G), ..., u2m (G),
where 2m<4r<2m+1 (and this polynomial has coefficients in F2 and is
independent of a, G, and |G| ). This can be rewritten as a polynomial in the
=s(G) for s(2m2)&1<2r&1 by Lemma 5.2(a). This gives the desired
polynomial P2r&1 .
Next assume 2r is a power of two, say 2r=2m. Then u4r(G)2+u4r(G)
is a polynomial in a, b(G), u4(G), ..., u2m (G) by Couveignes’ relations (10).
As before, this can be rewritten as a polynomial in a, b(G), and =s(G)
141CHARACTERISTIC TWO
File: DISTL2 222616 . By:CV . Date:14:05:98 . Time:10:57 LOP8M. V8.B. Page 01:01
Codes: 2906 Signs: 1950 . Length: 45 pic 0 pts, 190 mm
for s2m&1&1<2r&1. Since b(G)=a+=1(G)2+=1(G) and =2r&1(G)2+
=2r&1(G)=u4r(G)2+u4r(G)+F21+F1 by (14), where F1=F1(a, b(G),
=1(G), ..., =2r&2(G)), the result follows. K
6. PROOF OF THEOREM 3
The reference [B] is helpful in this section. If a # K_, let Fa be the
formal group corresponding to Ea . Since Ea is ordinary, Fa has height one.
The coefficients of Fa are polynomials in a. When one substitutes a=0 in
these coefficients, one obtains the multiplicative formal group law F0(x, y)=
x+ y+xy, which also has height one. Recall that a homomorphism from
Fa to Fb is a power series V= vi{i such that V(Fa(X, Y ))=Fb(V(X ),
V(Y )). If V{0, then the smallest j such that vj {0 is of the form j= ph,
and h is called the height of V. It is well known (see [F, p. 72]) that if F, G
are two formal groups of height one over a separably closed field K of
characteristic p>0 then HomK (F, G)$Zp . In fact, if W is any homo-
morphism from F to G of height zero (such W exists, see [F, p. 80]) then
HomK (F, G)=Zp } W, and the homomorphisms of height h are ph Z_p W.
Since Fa has height one for any a # K (including a=0) we deduce that for
any a, b # K there is a height zero homomorphism W : Fa  Fb , and
HomK (Fa , Fb)=Z2 } W (16)
In the special case where a, b # K_ and Eb $Ea G, let U= ui (G) {i,
where  ui (G) ti is the power series expansion of xGyG with respect to t.
This is a height zero homomorphism from Fa to Fb , hence we can take
W=U in (16).
If l # Z and r1, define vr(l) by
[l] b W=:
r
vr(l) {r.
Of course, this definition depends on a, b and the choice of W.
Lemma 6.1. For a, b # K let Cr(a, b) denote the set of solutions
(a, b, v1 , v2 , ..., v2r&1) to the first 2r&1 of Couveignes’ relations. There is a
bijection Z2rZ  Cr(a, b), given by the formula
:r(l+2rZ)=(a, b, v1(l), ..., v2r&1(l)) for l # Z.
Proof. Couveignes’ theorem asserts that each formal group homo-
morphism V= vi {i from Fa to Fb determines an element of Cr(a, b). Thus
there is a map :~ : Z  Cr(a, b), given by l [ (a, b, v1(l), ..., v2r&1(l)). We
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claim that :~ (l)=:~ (m) iff 2r | (l&m). The claim will imply that :r is well-
defined and injective. Since Z2rZ and Cr(a, b) have the same cardinality
[B, Lemma 8.1], :r will in fact be bijective.
It remains to establish the claim. Suppose lW and mW have the same
image in Cr(a, b). This means their power series coincide modulo ({)q,
where q=2r. Then
0=Fb(mW, &mW)#Fb(lW, &mW)=(l&m) W mod ({)q,
so (l&m) W has height r. This implies 2r | (l&m). Conversely, if
2r | (l&m) then (l&m) W has height r, so its first 2r&1 coefficients
vanish. There is a power series G(t1 , t2 ; b) such that Fb=t1+t2+t1 t2G.
Then
lW=Fb(mW, (l&m) W ))
=mW+(l&m) W[1+(mW ) G(mW, (l&m) W )],
and this equals mW mod ({)q. Thus lW and mW have the same image in
Cr(a, b). K
The first three of Couveignes’ relations are v21+v1=0, v
2
2+v2=0, and
v3=v1v2 . Since :2 is surjective it follows that there exist W= wi{i which
satisfies w1=1, w2=w3=0. In the case Eb=Ea G, U has this property by
(8). We will assume W is of this type.
Lemma 6.2. v1(l)=1 iff l is odd. v1(l)=1 and v2(l)=v3(l)=0 iff
l#1 mod 4.
Proof. Couveignes’ first relation is v21+v1=0, so v1(l)=0 or 1. Now
2 | l iff ht(lW )>1 iff v1(l)=0. This proves the first sentence. For the
second sentence, observe that :2 is a bijection of Z4Z with the solutions
(a, b, v1 , v2 , v3) of the first three of Couveignes’ relations. Now 1+4Z
corresponds to 1 } W={+O({4), thus 1 corresponds to (a, b, 1, 0, 0). K
As in Lemma 5.2, let C0r be the variety in the variables A, B, u1 , u2 , ..., ur
generated by u1&1, u2 , and Couveignes’ relations C1 , ..., Cr ; and let E2r&1
be the variety in the variables A, =1 , =3 , ..., =2r&1 generated by the polyno-
mials P3 , P5 , ..., P2r&1 . We will also write C0(r) and E(2r&1) for these
varieties. On account of Lemma 5.2 there is an isomorphism of affine varieties
r : C
0(4r)  E(2r&1). Also, if 2m&1s<2m then C0(s)$C0(2m&1) by
(10). The isomorphism between C0(12) and E(5) is given by the following
formulas.
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=1=v4 , =3=v8 , =5=v12+v8+v34
v4=v5==1 , v6=0, v7==21+=1 , v8==3 , v9==3+=
2
1+=1 , (17)
v10==31+=
2
1+a=1 , v11==
3
1+=1 , v12=A=1+=1=3 .
Lemma 6.3. Let r4. There is a cyclic automorphism $ : C0(r)  C0(r).
This automorphism has order 2m&1, where 2mr<2m+1. Furthermore, $ is
of the form
$(A, B, 1, 0, 0, v4 , ..., vr)=(A, B, 1, 0, 0, $4(A, v4), ..., $r(A, v4 , ..., vr)),
where $j are polynomials with coefficients in F2 .
Proof. Let A, B be transcendentals and let K be the algebraic closure of
F2(A, B). Let H=[c # (Z2m+1Z) | c#1 mod 4]. The H is cyclic of order
2m&1, generated by &3+2m+1Z. By Lemmas 6.1 and 6.2, the bijection
c [ :r(c) of Z2m+1Z onto Cm+1(A, B) restricts to a bijection of H with
the set of all (A, B, v1 , ..., v2m+1&1) which have v1=1 and v2=v3=0. The
latter set is isomorphic with C0(2m+1&1), which in turn is isomorphic to
C0(r), since 2mr<2m+1. Thus C0(r) is in bijection with H. In particular,
&3 has a single orbit on C0(r). It remains to prove that the action of &3
on C0(r) can be described by polynomials. Let [&3]A denote the power
series expansion of &3 as an element of End(FA). The coefficients of
[&3]A are polynomials in A. Let (A, B, 1, 0, 0, v4 , ..., vr) be in C0(r) and
let V be a formal group homomorphism from FA to FB whose first coef-
ficients are 1, 0, 0, v4 , ..., vr . Such V exists because :m+1 is surjective. Then
&3 } V=V b [&3]A , and the jth coefficient of this is a polynomial in A and
in v4 , v5 , ..., vj . This polynomial is $j (A, v4 , ..., vj). K
Now we can prove Theorem 3. Let r : C
0(4r)  E(2r&1) be the iso-
morphism of affine varieties which was discussed above. Then #=r b $ b
&1r is the automorphism of E(2r&1) which we are seeking. To demonstrate
the formulas in (3) we calculate the automorphism explicitly. The first few
terms of [&3]A are
[&3]A=t+t4+t5+t8+t9+At10+(1+A)(t12+t13)+ } } }
If V=t+v4 t4+v5 t5+ } } } is a homomorphism from FA to FB with
(v1 , v2)=(1, 0) then
V b [&3]A
=t+(v4+1) t4+(v5+1) t5+v6 t6+v7 t7
+(v8+v5+1) t8+(v9+v5+1) t9+(v10+v7+A) t10+(v11+v7) t11
+(v12+v9+v6+v5+A+1) t12+ } } }
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Thus
$(A, B, 1, 0, 0, v4 , v5 , ..., v12)
=(A, B, 1, 0, 0, v4+1, v5+1, v6 , v7 , v8+v5+1,
v9+v5+1, v10+v7+A, v11+v7 , v12+v9+v6+v5+A+1).
Using (17), it is easy to calculate that
#(A, =1 , =3 , =5)=3 $&13 (A, =1 , =3 , =5)
=(A, =1+1, =3+=1+1, =1=3+A=1+A+=31+1).
Since =5==3=1+=3+=31+A=1 , this simplifies to the formulas given in
Eq. (3).
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