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Abstract
In this paper, we study the impact of electrical and memristor-based
couplings on some neuron-like spiking regimes, previously observed in
the ensemble of two identical FitzHugh-Nagumo elements with chemical
excitatory coupling. We demonstrate how increasing strength of these
couplings affects on such stable periodic regimes as spiking in-phase, anti-
phase and sequential activity. We show that the presence of electrical and
memristor-based coupling does not essentially affect regimes of in-phase
activity. Such regimes do not changes remaining stable ones. However, it
is not the case for regimes of anti-phase and sequential activity. All such
regimes can transform into periodic or chaotic ones which are very similar
to the regimes of in-phase activity. Concerning the regimes of sequential
activity, this transformation depends continuously on the coupling param-
eters, whereas some anti-phase regimes can disappear via a saddle-node
bifurcation and nearby orbits tend to regimes of in-phase activity. Also,
we show that new interesting neuron-like phenomena can appear from the
regimes of sequential activity when increasing the strength of electrical
and/or memristor-based coupling. The corresponding regimes can be as-
sociated with the appearance of spiral attractors containing a saddle-focus
equilibrium with homoclinic orbit and, thus, they correspond to chaotic
motions near the invariant manifold of synchronization, which contains
all in-phase limit cycles. Such new regimes can lead to the emergence of
extreme events in the system of coupled neurons. In particular, the inter-
spike intervals can become arbitrarily large when orbits (corresponding to
this regime) pass very close to the saddle-focus. Finally, we show that the
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further increase in the strength of electrical coupling and/or memristor-
based coupling leads to decreasing interspike intervals and, thus, it helps
to avoid such extreme behavior.
1 Introduction
The neural system in humans and animals consists of a large number of neurons
organized into hierarchical structures and capable of reproducing complex col-
lective behaviour, which is a specific response of patterns of electrical activity
of neural cells [1]. Such electrical activity can appear in various forms, such as
subthreshold impulses, tonic spikes, bursts, and even chaotic oscillations as a re-
action to the simulation of various neurons by current, and it can also propagate
through various types of connections.
Chemical synaptic couplings are the most common type of couplings in the
nervous system. They are always unidirectional, that is, the signal is trans-
mitted from the presynaptic element to the postsynaptic one. The strength
of the postsynaptic element’s response depends on the amplitude of the mem-
brane potential in the presynaptic element. If this amplitude is less than a
certain threshold value, then postsynaptic element demonstrates no significant
response. If the amplitude of the membrane potential is greater than a cer-
tain threshold value, then, depending on the type of coupling (excitatory or
inhibitory), the postsynaptic element becomes excited or suppressed [2]. Note
that such couplings are inertial, i.e. they have specific times of action. Neuronal
ensembles with chemical synapses can demonstrate various types of complex ac-
tivity, including synchronous and cluster regimes [3], sequential activity [4, 5]
and other non-trivial regimes [6].
It should be noted that different types of synchronization play crucial role
in the activity of the brain and nervous system. Synchronization in some areas
and clusters of neurons in the brain [7] is associated both with various complex
biological functions (such as memory [8] and mental alertness [9]) and various
pathological processes [10, 11]. Many important studies have been devoted to
this important phenomenon, for example, in papers [12]-[14] the authors study
the synchronization in different realistic neural systems consisting of a large
number of non-identical elements.
Neural ensembles consist of a large number of elements, and the complete
synchronization in an ensemble containing only chemical synaptic couplings can
be difficult to implement due to the diversity of types of neuron [15]. Con-
sequently, other possible efficient and simple methods for transmitting signals
between neurons should be studied in more details.
One of the quite appropriate options for such couplings are those based on
gap junctions in electrical synapses. Signal transmissions in electrical synapses,
unlike chemical ones, are usually bidirectional [16, 17]. Furthermore, the neuron
can generate a response not only to the action potential, but also to the sublim-
inal activities, such as the synaptic potentials [18] and spontaneous oscillations
[19]. The additionally introduced electrical synapses have a huge impact on the
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dynamics of the ensemble. They are of extreme plasticity and able to change
their coupling strength under different physiological conditions [20]-[24]. In their
turn, these changes can quickly reconfigure the full network, for example, as it
can be observed in processes happened in the retina [25]. A number of stud-
ies have shown that electrical synapses can efficiently synchronize the network
activity [26]-[31], which ultimately helps to model complex nervous activities,
such as the behaviour of individum, performing of the cognitive tasks, and the
consciousness [32]-[34].
Note that it is necessary to take into account such global effects as the elec-
tromagnetic induction effect [35] in the studies of complex collective behaviour
of neurons. In the papers [36, 37] it was shown that time-dependent changes
in the intracellular and extracellular concentration of ions can cause electro-
magnetic induction, and this effect can be described using magnetic flux in
accordance with the law of electromagnetic induction. The current exchange in
the ion channels can also change the distribution of the electromagnetic field in
the environment. The current induced by electromagnetic induction can modu-
late the membrane potential of a neuron. A number of studies use the so-called
connection through a common electromagnetic field, simulated using memristor-
based synapses [36, 38], to describe this phenomenon. This way of modelling the
couplings makes it possible to mathematically describe the memory effect that
exists in real neural networks, since the conductivity of the memristor depends
on some features of the external signal received by the element [39]-[42]. It was
also shown that such electromagnetic fields can cause various regimes of electri-
cal activity [37] and phase synchronization [43], even in the presence of noise.
Despite the exceptional relevance of this topic, there are relatively few works
devoted to the study of such couplings and their influence on the dynamics of
neural ensembles. Among these works, first of all, we note the work [44], in
which, using Hindmarsh-Rose and FitzHugh-Nagumo models as an example, it
was shown that many interesting dynamical effects related to the behaviour of
neurons can be described using the memristor as an electrical synapse. In [45]
the synchronization in a small ensemble of two connected Hindmarsh-Rose neu-
rons was studied taking into account electromagnetic induction and magnetic
flux. It was shown that, under certain conditions, phase synchronization for
chaotic time series of the membrane potential can be observed in the system.
The aim of this work is to study the impact of electrical and memristor-
based couplings (connections through a common field) on the dynamics of a
minimal ensemble of neuron-like systems with chemical (synaptic) excitatory
couplings. Previously, the authors proposed in [46] a new method for modelling
chemical synaptic couplings using a rectangular function, taking into account
the strength of the coupling, as well as the time of the beginning of the impact
of the connection and the duration of this impact. Although this model is quite
simple from a computational point of view, it allows, nevertheless, to organize
such a phenomenological modelling the actions of chemical synapses, which is
in good agreement with the biological principles of their functioning [47]. This
model was tested in the studies [48, 46], where the FitzHugh-Nagumo system
ensemble was studied only with chemical (synaptic) excitatory connections. In
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these papers, a number of coexisting regimes of different types were also found
in the model depending on the relations between the values of coupling param-
eters: regular spike in-phase, anti-phase and sequential activity regimes with
different sequence of activation of elements, as well as chaotic regimes. In the
present paper, we propose an extended and even more accurate model of an en-
semble of coupled neurons and examine how the additional couplings (electrical
couplings and couplings via the common field) allow us to more effectively man-
age the dynamics of the ensemble. To confirm this, we carry out one-parameter
bifurcation analysis of the model in order to reveal the nature of the effect of
additional couplings on previously detected regimes of activity. Using this tool-
box, we study how regimes of in-phase, anti-phase and sequential activity can
transform into other regimes of neuron-like activity in the presence of additional
couplings.
In this paper we also show that the presence of electrical and/or memristor-
based coupling can lead to the emergence of extreme events associated with the
appearance of the spiral attractors containing a saddle-focus equilibrium with
its homoclinic orbit. In this case interspike intervals can become arbitrarily
large when orbits (corresponding to this regime) pass near the saddle-focus.
2 The model
In order to study and describe effects that emerge due to adding electrical
synapses and memristor-based couplings to the neuronal ensemble with chemical
synaptic couplings we need to build the correct mathematical model. This model
should be, on the one hand, biologically relevant one, and on the other hand,
not very complicated. In this section we introduce such a model. This model
can be considered as an extension of the model proposed in [46] which describes
interaction of two identical neurons by means of excitatory chemical coupling.
First, let us introduce this basic systems and recall some important details
concerning neuron-like regimes in it. Each element in the ensemble is described
by the FitzHugh-Nagumo system [50]. Thus, the system of two coupled elements
takes the following form

·
x1 = x1 − x13/3− y1 + I(φ2)
·
y1 = x1 − a

·
x2 = x2 − x23/3− y2 + I(φ1)
·
y2 = x2 − a
. (1)
Here xi (i = 1, 2) are one-dimensional variables, which describe the dynamics of
membrane potential of i-th element, yi is called the recovery variables, which set
slow negative feedback for i-th element, also  is a small parameter, 0 <  << 1.
In further studies we assume that each of coupled elements is initially (before
we set all couplings) in an excitable regime (a = −1.01). We also fix  = 0.01.
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Chemical synaptic couplings are given by the following formula
I(φ) =
g
1 + ek(cos(δ/2)−cos(φ−α−δ/2))
(2)
where φ = arctan yx is measured in degrees, 0 ≤ φ < 360◦, the parameter g
describes the strength of chemical synaptic coupling between elements. For
suitable sufficiently large values of k, the coupling function I(φ) is a smooth
function that approximates very well rectangular wave-pulses. Some additional
details, as well as justification of applicability of function (2) for modelling
chemical synaptic coupling can be found in [46]. In further research we will
take the following values of chemical coupling parameters: k = 50, g = 0.1,
δ = 50◦.
In [46] it was also shown that in ensemble (1) various regimes of neuron-
like activity can be generated, including regular regimes of in-phase, anti-phase
and sequential activity, as well as chaotic anti-phase regimes. Here, under the
in-phase regime, we mean such synchronous oscillations, in which the states of
both elements coincide (see, e.g. figure 1b); the anti-phase regime is under-
stood as the synchronous oscillations, where the state of the first element coin-
cides with the state of the second element shifted to half the period: x1(t) =
x2(t ± T/2), y1(t) = y2(t ± T/2), where T is the period of the limit cycle (see,
e.g. figure 1a). Sequential activity regime is also understood as a synchronous
regime in which activity switches between elements, so that elements sequen-
tially generate action potentials, and then remain suppressed for a while. Fig-
ure 1c shows the regime of sequential activity L12 with the first leading element
(when the spike in the first element activates the second element). In figure 1d
more complicated regime of sequential activity L1221 is presented.
The extended model in addition to the described above synaptic coupling
takes into account electrical and memristor-based couplings [35]. In this case
neurons can exchange signals by setting different electromagnetic field and mag-
netic flux coupling arise here [36, 45]. In the framework of this approach a
flux-controlled memristor [38] with the memductance
ρ(φ) =
dq(φ)
dφ
= k1 + k2φ
2, (3)
depending on memristor parameters k1 and k2 is used to simulate such coupling
[49, 44].
Finally the model of two FitzHugh-Nagumo elements interacting via chem-
ical, electrical and memristor-based couplings takes the following form

·
x1 = x1 − x13/3− y1 + I(φ2) + ρ(z) · (x2 − x1)
·
y1 = x1 − a

·
x2 = x2 − x23/3− y2 + I(φ1) + ρ(z) · (x1 − x2)
·
y2 = x2 − a
·
z = x1 − x2
. (4)
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(d) L1221: α = 157◦, δ = 50◦
Figure 1: Time series for variables x1(t) and x2(t) for different types of neuron-
like activity regimes. (a) Anti-phase tonic spiking Lanti. (b) In-phase tonic
spiking Lin. (c) Sequential tonic spiking activity with first leading element
L12. (d) Sequential tonic spiking activity with switching order of activation of
elements 1-2-2-1.
It is important to note that when k2 = 0 term ρ(z)(x2−x1) could be rewritten in
the form k1 · (x2−x1) that corresponds to the most common way of description
of electrical couplings (for details see, e.g. [52]).
2.1 Symmetries and first integrals
In this paper we consider identical elements and suppose that the couplings are
symmetrical. Thus, system (4) is invariant under change
S : x1 ↔ x2, y1 ↔ y2, z ↔ −z. (5)
Due to this symmetry for each trajectory passing through point (x∗1, y
∗
1 , x
∗
2, y
∗
2 , z
∗)
there exists the trajectory passing through point (x∗2, y
∗
2 , x
∗
1, y
∗
1 ,−z∗) or this tra-
jectory is self-symmetric. In particular, self-symmetric trajectories can belong
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to the invariant manifold
Π : x1 = x2, y1 = y2, z = 0.
Such self-symmetrical solutions can be periodic and attractive. In this case they
correspond to the in-phase neuron-like activity.
On the other hand, by definition, an anti-phase limit cycle containing a
point (x∗1, y
∗
1 , x
∗
2, y
∗
2 , z
∗) should also pass through the point (x∗2, y
∗
2 , x
∗
1, y
∗
1 ,−z∗)
after half a period. Thus, each anti-phase periodic cycle corresponds to a self-
symmetrical solution that does not belong to invariant manifold Π. Moreover,
the converse statement is also true: each self-symmetrical periodic regime of
system (4), if it does not belong to invariant manifold Π, corresponds to an
anti-phase limit cycle.
It is worth noting that, in addition to the symmetry (5), system (4) admits
also the first integral 1
F = y1 − y2 − z = const. (6)
On the level F = C of this integral system (4) defines the four-dimensional flow

·
x1 = x1 − x13/3− y1 + I(φ2) + (k1 + k2 · (y1 − y2 + C)2) · (x2 − x1)
·
y1 = x1 − a

·
x2 = x2 − x23/3− y2 + I(φ1) + (k1 + k2 · (y1 − y2 + C)2) · (x1 − x2)
·
y2 = x2 − a
,
(7)
where the value of the first integral C can be considered as an additional gov-
erning parameter of the system, which gives additional opportunities to control
neuron-like activity in the system.
In the next section 3 we show how parameters k1, k2 and C affect the regimes
of anti-phase, in-phase and sequential activity presented in figure 1.
3 Effects of electrical and memristor-based cou-
pling
In this section we study the influence of electrical (k2 = 0 in (7)) and memristor-
based (k2 6= 0) couplings to the regimes of in-phase Lin, anti-phase Lanti and
sequential (L12 and L1221) activity, see figure 1, previously observed in ensemble
(1) with only chemical coupling.
First, we study the influence of electrical and memristor-based coupling to
the regimes of in-phase activity. Recall, that all such regimes belong to the
invariant manifold Π : x1 = x2, y1 = y2. The dynamics of system (7) at this
1Indeed, it easy to see that y˙1 − y˙2 = z˙. Integrating this expression one can obtain the
first integral (6)
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manifold is defined by the following system of two differential equations:{

·
x1 = x1 − x13/3− y1 + I(φ2)
·
y1 = x1 − a
. (8)
The detailed analysis of this system is presented in [46], where, in particular,
bifurcations leading to the appearance of the stable canard solutions [51] that
correspond to the regimes of in-phase activity were studied.
Since parameters k1 and k2 are not included in system (8), one can conclude
that electrical and memristor-based couplings do not affect the dynamics on the
invariant manifold Π and, thus, coordinates of in-phase regimes do not change.
But changes in k1 and k2 could affect to the stability of such regimes in the
transversal to Π direction. However, our numerical experiments show that it
does not happen, i.e. the observed in-phase limit cycles remain stable with
varying in both parameters k1 and k2.
On the other hand, the changes in k1 and k2 essentially affect the regimes
of anti-phase Lanti and sequential (L12, L1221) activity. In the following sub-
sections we study bifurcations of this regimes in details.
3.1 Chemical and electrical couplings (k2 = 0)
In this subsection, we study how the increase in electrical coupling affects such
type of neuron-like activity as anti-phase spiking regime Lanti (see figure 1a)
and regimes of sequential activity L12 and L1221 (see figures 1c and 1d).
For this purpose we build bifurcation trees representing the dependency of
coordinate y1 of the steady-state regime on parameter k1. Hereinafter the values
of coordinate y1 are taken on the Poincare´ section y2 = 0.
3.1.1 Bifurcations of anti-phase spiking regime Lanti
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(c) k1 = 0.2
Figure 2: Bifurcation tree and time series for cases k2 = 0 of the system (7) in
the case of α = 210◦.
Figure 2a shows the bifurcation tree calculated for anti-phase spiking regime
Lanti. As one can see, this limit cycle exists for k1 ≤ kSN ' 0.04. At k1 = kSN
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cycle Lanti undergoes saddle-node bifurcations and, as result, orbits from its
neighbourhood go to in-phase spiking regime Lin, see figure 2c.
3.1.2 Bifurcations of regime of sequential activity L12
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(d) k1 = 0.07
Figure 3: Bifurcation tree and time series for cases k2 = 0 of the system (7) in
the case of α = 160◦.
With increasing in the electrical coupling parameter k1 regimes of sequential
activity L12 and L1221 undergo more complicated and interesting bifurcation
scenarios. Here we show that even extreme events associated with arbitrary
increasing of interspike intervals can occur here. Figure 3a shows bifurcation
tree for L12. At small values k1 regime L12 persists, see time series in figure 3b.
With increasing in k1, bifurcations of this regime give rise to chaotic behaviour.
From figure 3a one can see that regions with chaotic behaviour alternate with
the so-called stability windows, inside which stable periodic orbits with different
period appear. Note that such periodic orbits may correspond to different types
of sequential neuron-like activity (see e.g. figure 3c and 3d), where regimes with
the following sequences of activated elements occur.
Let us now study the evolution of chaotic behaviour. Few bifurcations sce-
narios leading to the appearance of chaotic attractors associated with regime
L12 are observed in the system (7). The first scenario is the cascade of period-
doubling bifurcations. This type of transition to chaos is observed e.g. at
9
k1 ≈ 0.03115.
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Figure 4: (a) The dependence of interspike interval on k1. (b) Strange spiral
attractor containing saddle-focus equilibrium with its homoclinic orbit, and (c)
its enlarged part and (d) time series. Parameters’ values: α = 160◦, k1 =
0.096858.
The second and the most interesting scenario is associated with Shilnikov
bifurcation [53, 54] and observed for k1 = k1
∗ ' 0.097. Due to this bifurcation
strange spiral attractor containing saddle-focus equilibrium with its homoclinic
orbit emerges in the phase space of system (7) (see figure 4). Interspike intervals
become elongated when k1 tends to k1
∗, see figure 4a. Finally, at k1 = k1∗,
homoclinic spiral attractor appears, see figure 4b, 4c. Note that this chaotic
regime corresponds to quasi-in-phase chaotic neuron-like activity (the states of
both elements are approximately equal), see figure 4d.
It is important to note, that the emergence of the described above regime
can be considered as an extreme event [55]. Since the saddle-focus equilibrium
belongs to the observed spiral attractor, orbits of this attractor can pass ar-
bitrary close to this equilibrium. Thus interspike intervals can be arbitrarily
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large, what may mean the total suppression of the neuron.
A small change in the electrical coupling parameter k1 gives opportunity
to control this phenomenon. Indeed, arbitrarily small increase in k1 destroys
homoclinic orbit of the saddle-focus. However, other (the so-called secondary
and multi-round) homoclinic orbits can appear here [56]. Besides, interspike
intervals can remain sufficiently large for small change in k1 even when the
attractor does not contain the saddle-focus.
On the other hand, further increase in k1 (when k1 > k1
∗) leads to the crisis
of strange attractor associated with regime L12, after which almost all orbits
in its neighborhood pass to the stable equilibrium. Thus, we can conclude that
the further increase in the value of parameter of electrical couplings not only
destroys homoclinic orbits, but also abolishes chaotic regimes associated with
L12.
However, quasi-in-phase neuron-like regime with quite large interspike in-
tervals can simulate some real processes in neural ensembles [57]. Also, as was
shown in [58], such regimes can be both regular and chaotic. In the next section
we show that taking into account the coupling through the electromagnetic field
based on a memristor give a possibility to control such regimes. In particular,
such coupling can help to avoid extreme events associated with the emergence
of homoclinic spiral attractors by transforming them to non-homoclinic or even
regular attractive sets.
3.2 Chemical and memristor-based couplings (k2 6= 0)
In this subsection we study the impact of memristor-based coupling to the
regimes of anti-phase activity Lanti, sequential activity L12 and L1221, and
chaotic quasi-in-phase activity corresponding to the homoclinic spiral attrac-
tor described in the previous subsection.
The bifurcation trees illustrating the impact of k2 to the regimes Lanti, L12
and L1221 are presented in the upper row in figure 5. Time series for the regimes
developing from Lanti, L12 and L1221 are presented in the bottom row in figure 5.
Figure 5a shows the bifurcation tree for Lanti. At k2 ∈ [0.01, 0.0102] this
cycle undergoes the cascade of period doubling bifurcations and, as a result,
Feigenbaum-like attractor appears (see the corresponding time series in fig-
ure 5b). At k2 ≈ 0.0102, the described attractor undergoes crisis, after which
trajectories from its neighbourhood pass to another limit cycle, which corre-
sponds to the regime of in-phase activity.
The bifurcation tree for the regime of sequential activity L12 is presented in
figure 5c. In contrast to the anti-phase limit cycle, L12 depends smoothly on
k2. The first element always activates the second one. However, time interval
required to transmit signal between these elements is decreased with increasing
in k2, i.e. this regime smoothly tends to quasi-in-phase limit cycle, see figure 5d.
The impact of increasing the coupling parameter k2 on the regime of sequen-
tial activity L1221 is similar to the impact of increasing k2 on L12, see figure 5e.
However, in this case the coordinate y1 of L1221 does not depend continuously
on the coupling parameter k2. At k2 ∈ [0.35, 0.5] regime developed from L1221
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undergoes several bifurcations, after which a regime of sequential activity of
the same type appears again, see figure 5f. As for regime L12, time required
to transmit a signal from synaptic element to presynapic is decreased with in-
creasing in k2. Thus, both regimes of sequential activity tends to quasi-in-phase
regimes with increasing of the strength of memristor-based coupling.
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(f) α = 159◦, k2 = 0.2
Figure 5: The impact of k2 parameter on L1221, L12 and Lanti cycles while
k1 = 0
3.2.1 Bifurcations of the regime of chaotic quasi-in-phase activity
In section 3.1 it was shown that increasing the electrical coupling parameter k1
leads to the appearance of homoclinic spiral attractors Lhom from the regimes of
sequential activity L12 and L1221. Such attractors correspond to an interesting
regimes of chaotic quasi-in-phase spiking activity for which interspike interval
can be arbitrarily large. Further we demonstrate how memristor-based coupling
affects to these regimes.
First we note that since the observed homoclinic attractors correspond to
the regimes similar to in-phase activity, the value of term y1− y2 +C in system
(7) close to the value of parameter C. Thus, for C = 0 parameter k2 weakly
affects to these regimes.
Indeed, only for quite large values of parameter k2 (k2 > 36) regime Lhom
starts changing, see the bifurcation tree in figure 6a. Note that with further
increase in k2 interesting, similar to in-phase activity, chaotic regimes are de-
veloped from Lhom. This regime corresponds to the homoclinic spiral attractor,
see figures 6b and 6c. However the structure of this spiral attractor is more
12
complicated comparing with the spiral attractor developed from L12 (compare
figures 4c and 6c). Time series corresponding to this spiral attractor (see fig-
ure 6d) confirms that such quasi-in-phase chaotic regime corresponds to the
emergence of extreme event in the system. However, since such regimes are
possible only for k2 > 41, they are interesting only from mathematical point of
view.
In the end of this section we note that parameter C affects on all described
regimes (Lanti, L12, L1221, Lhom) in the same manner as parameter k1.
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Figure 6: (a) Bifurcation tree. (b) Strange spiral attractor containing saddle-
focus equilibrium with its homoclinic orbit, and (c) its enlarged part. (d) Time
series for k2 = 45 parameter. Parameters’ values: α = 160
◦, k1 = 0.094589.
4 Conclusion
In this paper, we study the impact of electrical and memristor-based couplings
on the regimes of in-phase, anti-phase and sequential activity, previously ob-
served in the ensemble of two identical FitzHugh-Nagumo elements with chem-
ical excitatory coupling [46]. We show that the presence of these couplings can
lead to the appearance of new interesting regimes of neuron-like activity. In
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particular, we show that homoclinic spiral attractors corresponding to chaotic
quasi-in-phase activity can appear in the system. We discuss that such regimes
are dangerous for neurons since they can lead to the emergence of extreme events
when interspike interval can suddenly become arbitrarily large.
However, in this paper we conduct only one-parameter bifurcation analysis.
Comprehensive two-parameter bifurcation analysis is the subject of future work
of the authors. These studies can be extremely useful for managing the complex
collective behaviour of real neural systems.
Another promising direction for future research is related to the further
development of our phenomenological model of minimal neuron ensemble. In
particular, in our future work we will introduce to the model an external external
periodic perturbation in order to simulate external control in the ensemble.
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