ABSTRACT. A permuted van der Corput sequence S σ b in base b is a onedimensional, infinite sequence of real numbers in the interval [0, 1), generation of which involves a permutation σ of the set {0, 1, . . . , b − 1}. These sequences are known to have low discrepancy
Introduction
The irregularities of distribution of an infinite sequence X = (x k ) k≥1 ⊂ [0, 1) can be quantified by various notions of discrepancy; see [4, 5, 15] . In this paper, we study the extreme discrepancy, D N (X), of an infinite sequence X. We remark that we follow F a u r e and define discrepancy without the scaling factor 1/N . A sequence X is a low discrepancy sequence if there exists a constant K independent of N such that D N (X) ≤ K · log N for all N . This terminology is motivated by a well-known result of S c h m i d t [22] who showed that there exists an absolute constant κ such that for all infinite sequences X ⊂ [0, 1), we have D N (X) > κ · log N for infinitely many N . The currently best known bound κ > 0.121128 is due to L a r c h e r [16] .
M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: 11K38, 11K06, 11T06
. K e y w o r d s: van der Corput sequence; extreme discrepancy; permutation; permutation polynomial; Carlitz rank; Let b ≥ 2 be an integer and let S b denote the set of all permutations σ of {0, 1, . . . , b − 1}. Classical (for σ = id) and permuted van der Corput sequences, S σ b , are well-known examples of low discrepancy sequences. These sequences are the basic building blocks of multi-dimensional Halton sequences, which play an important role in numerical integration and quasi-Monte Carlo methods; see [12] and Section 6. F a u r e presented explicit formulas for the discrepancy of these sequences and showed that D N (S ) for all σ ∈ S b and all N ∈ N; see [6, 8] . Furthermore, F a u r e developed a framework to compute the asymptotic value
which is known to be finite. This quantity can be used to compare sequences obtained by varying permutations in the sense that smaller values of t indicate sequences with more regular distribution. In particular, it is known [6] that
for every permutation σ ∈ S b . Therefore the main question in this context is to determine permutations that improve the distribution properties of the classical van der Corput sequence. On the other hand, the smallest known asymptotic values within the family of permuted van der Corput sequences given in [6, 7] have recently been improved by O s t r o m o u k h o v [20] to t(S σ 84 ) = 0.353494 . . . for a particular permutation in base 84. Furthermore, F a u r e [7] introduced an algorithm that outputs exactly one permutation σ F ∈ S b for every b ≥ 2 such that t(S σ F b ) < 1/ log 2, which beautifully contrasts the result for the identity permutations.
The aim of our paper is to study the asymptotic constants t(S σ b ) for permutations σ, which belong to sets of structurally similar permutations F ⊆ S b thus providing larger sets of good generating permutations in a given base. We focus on the case b = p, for a prime p, with the advantage that finite fields F p of p elements are polynomially complete. This means that any self map, and in particular any permutation of F p , can be expressed as a polynomial over F p . Therefore, we consider permutation polynomials in F p [x] , where, as usual, we identify F p with {0, 1, . . . , p − 1}. We are mainly interested in two essentially different families of permutations; i.e., affine permutations and fractional affine permutations. For a 0 ∈ F p \ {0} = F * p and a 1 ∈ F p we call the permutation
and we denote the family of affine permutations in base p with F (a) p . Note that affine permutations are also known as linear digit scramblings. This name goes back to a paper of M a t o uš e k [17] and is discussed in a recent survey by F a u r e et al. [11] . Our notation is motivated by the underlying geometric interpretation and should highlight its algebraic relation to our second family.
Our main result for affine permutations σ = σ a 0 ,a 1 is an upper bound for t(S σ p ) in terms of the parameter a 0 . We refer to the book of K h i n c h i n [14] for an introduction to continued fractions. Using the standard notation we denote the finite continued fraction expansion of the rational number α ∈ [0, 1) by
.
(for a 0 = 1, a 1 = 0) it is clear that the number α max may depend on p; i.e., the continued fraction expansion of 1/p contains p. One interesting problem is therefore to determine, in case there are any, which values of a 0 and p guarantee an absolute bound for α max , i.e., a bound, which is independent of p. There is a close relation between this problem and the well-known conjecture of Z a r e m b a [24] . Indeed, recent progress on this conjecture [1, 13] shows the existence of an infinite set N of primes such that for each p ∈ N, there exists an a 0 with α max ≤ 5. Remark 1.2. Since the current results on the conjecture of Zaremba are only for an infinite subset of primes and are non-constructive, one may wonder if Theorem 1.1 is applicable at all. The bound in Theorem 1.1 is favorable only when a 0 and p are chosen such that α max is small. We call such a parameter a 0 a good multiplier in base p. In fact, for practical purposes one can easily obtain good multipliers by looking at the continued fraction expansions of a 0 /p. better distributed than the classical van der Corput sequence in the same base; compare (1) and (2).
Remark 1.4. It is interesting to note that even if the set of permutations F
p , the range of values for t(S π p ) is smaller; see Table 2 and Section 6. Our theorems offer two assets to the practitioner. Firstly, we provide a criterion based on continued fractions to choose a provably good multiplier for linear digit scrambling in prime base p. Secondly, we show that picking any permutation from F (a) p ensures to avoid extremal discrepancy behavior of the resulting sequence -independent of the particular choice of parameters as illustrated in Table 2 . That is, any choice of parameters a 0 , a 1 , a 2 gives a sequence that is better than the worst and worse than the best sequences in base p.
We recall the necessary background on the discrepancy of permuted van der Corput sequences in Section 2 and prove Theorem 1.1 in Section 3. Theorem 1.3 is proven in Section 4, before we discuss a useful extension of F (f ) p in Section 5. We conclude our paper with three remarks on directions for future research in Section 6.
Discrepancy of van der Corput sequences
In this section we recall the main definitions of uniform distribution theory as well as the main results of Faure concerning the exact computation of the discrepancy of permuted van der Corput sequences.
Discrepancy
A sequence X is uniformly distributed if and only if lim 
Permuted van der Corput sequences
The classical van der Corput sequences 
Let S b denote the set of all permutations of {0, 1, . . . , b − 1}. We follow F a u r e [6] and define the permuted (generalized) van der Corput sequence, S
Hence
where id denotes the identity permutation in S b .
Analysis of discrepancy
The analysis of the discrepancy of S σ b is based on auxiliary functions that were introduced in [6] .
The function ϕ 
Secondly, for
Note that the extremal values of ψ 
The second assertion can be shown along the same lines, observing that if
Affine permutations
We obtain Theorem 1.1 by combining two earlier results. For the first part we observe that a bound for ψ Now, let 1 = q 0 < q 1 < · · · < q r < · · · < p be the denominators of the convergents (see [14] for a definition) to a 0 /p. We estimate the discrepancy of such a finite sequence {na 0 /p}, in which n runs through q i consecutive integers, say n = n 0 + j with 1 ≤ j ≤ q i . We have
, with |x| ≤ 1.
Therefore,
Referring to the proof of N i e d e r r e i t e r we can conclude that the discrepancy D q i of the finite sequence {na 0 /p}, n 0 + 1 ≤ n ≤ n 0 + q i , satisfies
Consequently, by [15, Chapter 2, Theorem 2.6] we can estimate the discrepancy of the original sequence based on the decomposition we chose, and get
which is shown to simplify to
log N, 
Since,
· log p,
Fractional affine permutations
The aim of this section is to prove Theorem 1.3. We first recall how Faure
we obtain equality in (7) 
In the following ⊕ denotes addition modulo b and we put for any σ ∈ S b and
It turns out that fractional affine permutations never map the set {0, 1, . . . , (p − 1)/2} to a set of the form J
P r o o f. We apply again Lemma 2.1 and set a 2 = 0 in the following. First, we consider the case a 1 = 0 and write π a 0 = π a 0 ,0,0 . It suffices to show that for every a 0 ∈ F * p there exist x, x ∈ {1, . . . , q} such that
since this implies that no permutation π a 0 maps the set {1, . . . , q} into an interval of the form J id q ⊕ a. We can solve (8) for x and get
If we fix x in (9) and let a 0 run through F p , we obtain a permutation of F p that gives for every a 0 and fixed x, the unique x such that (8) is satisfied. In particular, note that x = x if and only if a 0 = 0. Next we write all q permutations of the form (9) into a matrix such that row i contains the permutation for x = i and column j contains all solutions x of (8) for fixed a 0 and x ∈ {1, . . . , q}. We observe that all q rows in this matrix are shifted versions of each other; i.e., all q permutations are shifted versions of (1 + a 0 q) p−2 obtained for x = 1. In particular, there is a k such that
for all x, m and a 0 . This means that the entry for x in row x and column a 0 + k is the same as the entry in row x + m and column a 0 . Solving (10) for k leads to
Now, if there was a parameter resp. columnã 0 such that for every x ∈ {1, . . . , q} we get x ∈ {q + 1, . . . , 2q}, then there must be a second parameter −ã 0 for which all x ∈ {q + 1, . . . , 2q} are mapped to {q + 1, . . . , 2q}. This can be seen from the symmetry
However, this means that we see q of the values {0, 1, . . . , q} in column −ã 0 for x ∈ {1, . . . , q}.
To conclude, we know that the column for a 0 = 0 contains the value x in row x. Moreover, assuming their exists a special parameterã 0 , columnã 0 always contains all values q < y ≤ 2q for x ∈ {1, . . . , q}, whereas column −ã 0 contains all but one of the values 0 ≤ z ≤ q. Thus, in each row such a value y liesk =ã 0 columns away of the value x, whereas such a value z is −k = −ã 0 columns away from x. This fixes the position of all elements in the shift permutation; i.e., this determines all shifts observed in (11) when going from the permutation in row x to the permutation in row x + 1. All values z come at distance −k, thus implying that the shift permutation has a linear structure, i.e., turning from row x to x+1 has to result in a shift by a multiple of −k, which contradicts our observation in (11) . Therefore, there can not exist a special parameterã 0 .
In the case a 1 = 0, we observe that since (a 0 x+a 1 ) p−2 is a permutation of F p , there exists an x * ∈ {1, . . . , p − 1} such that
The proof of the corresponding assertion follows now along the same lines as in the case a 1 = 0 and is omitted for the sake of brevity. in (9). Now we see that the rows of the corresponding matrix are not shifted versions of each other, but are obtained via incrementing each row by 1 when going from x to x + 1. Thus, if two elements in row 1 have a certain distance k, this row-wise increment ensures that we find q different pairs of numbers with the same distance k. Therefore a special parameterã 0 can indeed exist for linear permutations; for exampleã 0 = 1.
Thus, we conclude that
(13)
Fractional linear transformations
First, we consider fractional linear transformations
and the permutations of
where
Similarly, we consider permutations
for A 0 , A 2 ∈ F * p and A 1 , A 3 ∈ F p , and the fractional transformations
where α 2 , β 2 are as above, and
, and set τ (X 1 ) = α 3 /α 2 , τ (X 2 ) = R 2 (X 1 ).
Interchanging elements
The following result shows that for every permutation π there exists a per-
for which π(X 1 ) = τ (X 2 ) and π(X 2 ) = τ (X 1 ). P r o o f. Plugging into the above fractional linear transformations, we see that π and τ have the same transformations
for all x but X 1 , X 2 , with
For X 1 and X 2 we obtain
From the last lines of the proof we see that τ is obtained from π by swapping 0 and a 2 . In this way, we associate a permutation ,n ) of Hammersley point sets generated from arbitrary permutations. Furthermore, he showed that the identity permutations generate up to a small constant the worst point sets in a given base. He derived asymptotic results [10, Theorem 3] that are similar to the one-dimensional case. His general formula reduces the study of two-dimensional Hammersley point sets to the study of one-dimensional van der Corput sequences and therefore all our results can be immediately applied to Hammersley point sets.
A generalized Halton sequence is a multi-dimensional sequence, whose i-th coordinate is a permuted van der Corput sequence. Halton sequences are uniformly distributed if the bases of the generating van der Corput sequences are coprime. The paper [21] as well as our results sharpen and confirm some of the observations and suggestions derived from the numerical results of [9, 12] , where various selection criteria for good (and bad) multipliers a 0 (or f in the notation of these papers) were stated. Our main contribution in this context is to give a concrete criterion how to identify good and bad multipliers based on continued fraction expansions. Moreover, we give a formal proof -relying on the Conjecture of Zaremba -that, indeed, there always exist good multipliers as observed in [9, Section 7] .
Carlitz rank
Every permutation of F p can be represented by a polynomial P n (x) = . . . (a 0 x + a 1 ) p−2 + a 2 p−2 . . . + a n p−2
for a 0 a 2 · · · a n = 0, with an associated fractional transformation R n (x) = α n+1 x + β n+1 α n x + β n , where α i , β i , i ≥ 2 can be described recursively. This is due to a well-known result of C a r l i t z [2] , and leads to the concept of the Carlitz rank of permutations. For details we refer the reader to [23] and the references therein.
