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Abstract. We analyze the propagation properties of the numerical versions of one and two-dimensional
wave equations, semi-discretized in space by finite difference schemes. We focus on high-frequency solutions
whose propagation can be described, both at the continuous and semi-discrete level, by micro-local tools. We
do it both for uniform and non-uniform numerical grids and also for constant coefficients and variable ones.
The energy of continuous and semi-discrete high-frequency solutions propagates along bi-characteristic rays,
but their dynamics differ from the continuous to the semi-discrete setting, because of the different nature of
the corresponding Hamiltonians. One of the main objectives of this paper is to illustrate through accurate
numerical simulations that, in agreement with the micro-local theory, numerical high-frequency solutions
can bend in an unexpected manner, as a result of the accumulation of the local effects introduced by the
heterogeneity of the numerical grid. These effects are enhanced in the multi-dimensional case where the
interaction and combination of such behaviors in the various space directions may produce, for instance, the
rodeo effect, i. e. waves that are trapped by the numerical grid in closed loops, without ever getting to the
exterior boundary. Our analysis allows explaining all such pathological behaviors. Moreover, the discussion
in this paper also contributes to the existing theory about the necessity of filtering high-frequency numerical
components when dealing with control and inversion problems for waves, which is based very much in the
theory of rays and, in particular, on the fact that they can be observed when reaching the exterior boundary
of the domain, a key property that can be lost through numerical discretization.
1. Introduction
The analysis of propagation properties of numerical waves obtained through a finite difference discretization
on uniform or non-uniform meshes is a topic which has been extensively investigated in the literature. Among
other contributions, we mention the works [36, 37, 38, 39, 40, 41, 42].
In this paper, we are interested in discussing several aspects of wave propagation in a computational
framework, and in the comparison with the usual behavior of the continuous models. In more detail, we
consider here wave-like equations and their numerical approximation by a finite difference scheme, with the
intent to illustrate theoretically and computationally the dynamics that this discretization introduces, and to
comment the main differences with respect to the expected comportment of the original continuous PDE.
Our analysis will address both constant and variable coefficients models, in one and two space dimensions.
Moreover, our approach is based on the study of the propagation of high-frequency Gaussian beam solutions
(that is, solutions originated from highly concentrated and oscillating initial data), both in continuous and
discrete media.
In a continuous setting, these kind of techniques date back to the works of Ho¨rmander ([21]), and they
have been later extended by several authors, with the developments of tools like micro-local defect measures
(introduced independently by Ge´rard in [16] and by Tartar in [35], in the context of nonlinear partial
differential equations and of homogenization, respectively) or Wigner measures ([24, 29, 44])
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More recently, this same question has been addressed also at the numerical level, and we can nowadays
mention contributions on the extension of micro-local techniques to the study of the propagation properties
for discrete waves ([26, 28]).
Roughly speaking, the idea at the basis of this techniques is that the energy of Gaussian beam solutions
propagates along bi-characteristic rays, which are obtained from the Hamiltonian system associated to the
symbol of the operator under consideration. At the continuous level, if the coefficients of the equation are
constants, these mentioned rays are straight lines and travel with a uniform velocity. In the case of variable
coefficients, instead, the heterogeneity of the medium where waves propagate produces the bending of the
rays and, consequently, the increasing or the decreasing of their velocity.
On the other hand, the finite difference space semi-discretization of the equation may introduce different
dynamics, with a series of unexpected propagation properties at high frequencies, that substantially differ from
the expected behavior of the continuous equation. For instance, one can generate spurious solutions traveling
at arbitrarily small velocities ([37]) which, therefore, show lack of propagation in space. As we shall see, this
phenomenon is related with the particular nature of the discrete group velocity which, differently from the
continuous equation, may vanish at certain frequencies. In addition, the introduction of a non-uniform mesh
for the discretization of the equation makes the situation even more intricate. For instance, as indicated in
[28, 41], for some numerical grids the rays of geometric optics may present internal reflections, meaning that
the waves change direction without hitting the boundary.
All these pathologies are purely numerical, and they are related to changes in the Hamiltonian system
giving the equations of the rays. Actually, as we will discuss with more details later, they can be rigorously
explained by the behavior of the corresponding phase portrait.
With this considerations in mind, our main goal in the present article is to exhibit the kind of spurious
effects one may encounter when performing numerical approximations by means of finite difference schemes.
Our principal contribution is the detection of these singular phenomena in the numerical propagation of the
waves.
More than on the presentation of the mathematical details, in this article we focus on a self contained
review of the propagation properties of the numerical solutions of discrete wave equations, with the support of
several numerical simulations showing the aforementioned pathologies. For a more complete and exhaustive
discussion on this topic, the interested reader may refer also to [26, 27, 28]. We start by considering the
following one-dimensional system
∂2t u− ∂2xu = 0, (x, t) ∈ (−1, 1)× (0, T )
u(−1, t) = u(1, t) = 0, t ∈ (0, T )
u(x, 0) = u0(x), ∂tu(x, 0) = u
1(x), x ∈ (−1, 1),
(1.1)
A classical property of the above equation is that its total energy, is conserved in time. In other words, if
we define the energy associated to (1.1) as the quantity
E(u, ∂tu) := 1
2
∫ 1
−1
(|∂tu|2 + |∂xu|2) dx, (1.2)
we then have
E(u, ∂tu) = E(u0, u1), ∀ t ∈ (0, T ).
Moreover, when x ∈ R, according to the d’Alembert formula
u(x, t) =
1
2
(
u0(x+ t) + u0(x− t)
)
+
1
2
∫ x+t
x−t
u1(z) dz (1.3)
the solution can be uniquely decomposed into two waves, each one of them propagating along one of the
straight characteristics x ± t. In addition, it is well-known (see [3, 6, 7, 26, 27, 33, 34]) that the energy
of initial data presenting high-frequency oscillation and/or concentration effects propagates along these
characteristic rays.
As we mentioned, these concentration features can be observed also at the numerical level but, in this
framework, the high-frequency solutions exhibit several pathological behaviors. In order to detect and describe
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these propagation properties, we are going to discretize (1.1) through a finite difference scheme for the space
variable and a classical leapfrog method for the time integration.
Moreover, the analysis that we are going to present can be easily extended also to the case of variable
coefficients and to multi-dimensional problems. In fact, in the second part of this paper we will briefly discuss
the following one-dimensional variable coefficients wave equation
ρ(x)∂2t u− ∂x
(
σ(x)∂xu
)
= 0, (x, t) ∈ (−1, 1)× (0, T )
u(−1, t) = u(1, t) = 0, t ∈ (0, T )
u(x, 0) = u0(x), ∂tu(x, 0) = u
1(x), x ∈ (−1, 1),
(1.4)
where ρ and σ are chosen to be L∞(R)-functions with the strict hyperbolicity assumption ρ(x) ≥ ρ∗ > 0 and
σ(x) ≥ σ∗ > 0.
Even if for (1.4) there is no explicit formula for the solutions analogous to (1.3), it still holds that highly
concentrated and oscillatory initial data lead to Gaussian wave packet-type solutions concentrated along
one of the bi-characteristics (which are not straight lines anymore), and their energy localized outside any
neighborhood of the ray vanishes as the wavelength parameter tends to zero.
Once again, these concentration features can be observed also at the numerical level. Moreover, also in
this case the space semi-discretization of (1.4) may introduce dynamics different than the ones that we would
expect from the analysis of the continuous equation. We will present some of these phenomena later in the
manuscript.
Lastly, the final part of the present work will be devoted to a brief discussion of the following two-
dimensional system 
ρ(z)∂2t u− divz
(
σ(z)∇zu
)
= 0, (z, t) ∈ Ω× (0,+∞)
u|∂Ω = 0, t ∈ (0,+∞)
u(z, 0) = u0(z), ∂tu(z, 0) = u
1(z), z ∈ Ω,
(1.5)
where we indicate Ω := (−1, 1)2 and in which the same assumptions on the coefficients ρ and σ will be
considered.
For the sake of completeness, let us conclude this introduction by mentioning that our study is motivated
by control and inverse problems. Indeed, it is well-known that boundary controllability and identifiability
properties of solutions of wave equations hold because of the fact that the energy is driven by characteristics
that reach a subregion of the domain or of its boundary where the controllers or observers are placed. This,
in particular, allows the observability of the solutions (namely, the possibility to obtain estimates of the total
energy in terms of the energy concentrated on the support of the control along time), which is classically
known to be equivalent to control properties.
In the framework of wave-like processes, observability is guaranteed by the so-called geometric control
condition (GCC), requiring all rays of geometric optics to enter the control region during the control time.
This condition has been proved to be sufficient and almost necessary in [3] (see also [6, 7]). In particular, the
necessity of GCC is related to the fact that, around each ray that does not meet the observation/control
region, one can always build concentrated Gaussian beams making the observability inequality impossible.
When the wave equation is approximated by finite difference methods on uniform meshes, the control
for the discretized model does not necessarily yields a good approximation of the control for the original
continuous problem. Instead, observability/controllability may be lost under numerical discretization as
the mesh size tends to zero, due to the existence of high-frequency spurious solutions for which the group
velocity vanishes. In particular, it is by now well-known that the discretization of the equation generates
wave packets traveling with a group velocity which, at high frequencies, is of the order of 1/h, h being the
space mesh size. These high-frequency solutions are such that the energy concentrated in the control region is
asymptotically smaller than the total energy, and they produce the exponential blow-up of the observability
constant as h→ 0. A deeper discussion on this topic is out of the scope of the present paper and, therefore, it
will not be considered here. The interested reader may refer to the well extended bibliography on the control
properties for discrete waves [8, 13, 14, 15, 17, 18, 20, 22, 23, 25, 26, 27, 30, 31, 45, 46]).
This paper is organized as follows. In Section 2, we discuss the one-dimensional case. In more detail, in
Section 2.1 we are going to introduce the finite difference discretization of the one-dimensional model (1.1). In
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Section 2.2, we will present and discuss the Hamiltonian system, giving the equations for the bi-characteristic
rays, while Section 2.3 will be devoted to show and comment the results of our numerical simulations. We will
complete this first part of the paper with Section 2.5, which is devoted to the case of a variable-coefficients
wave equation. Finally, in Section 3, we will briefly consider the extension of our analysis to two-dimensional
problems.
2. One-dimensional wave equation
We discuss here the propagation properties of the finite difference approximation of the solution to the
one-dimensional wave equation (1.1). We start by introducing the numerical scheme that we will employ.
2.1. Semi-discrete approximation of (1.1). Let us introduce the grid and the space semi-discrete ap-
proximation of (1.1) that we will employ in our analysis.
Let g : [−1, 1]→ [−1, 1] be a diffeomorphism. For N ∈ N∗, we set h = 2/(N + 1) as the step size of the
uniform mesh
Gh :=
{
xj := −1 + jh, j = 0, . . . , N + 1
}
,
and we consider the non-uniform grid
Ghg :=
{
gj := g(xj), xj ∈ Gh
}
obtained by transforming Gh through the map g.
• •• • • • • • • • •• • • • • • •
xj gj
g
uniform mesh non-uniform mesh
−1 −11 1
Figure 1. The diffeomorphism g transform the nodes xj of the uniform mesh Gh into the
nodes gj of the non-uniform one Ghg .
Along all this paper, we focus on the case in which g is regular. More precisely, we assume that g ∈ C2(R)
with 0 < g−d ≤ |g′(x)| ≤ g+d < +∞ and |g′′(x)| ≤ gdd < +∞ for some given constant g−d , g+d , gdd > 0 and for
all x ∈ R. We stress that this also includes the case of a uniform grid, that is g(x) = x.
Notice that the above assumptions yield that 1/g′ belongs to the space C0,1(R) of the Lipschitz continuous
functions. As we will see in the next section, this Lipschitz regularity assumption will be important when
introducing the Hamiltonian system for the bi-characteristic rays.
We set gj+1/2 := g(xj+1/2) to be the image through the map g of the midpoints xj+1/2 := −1 + (j + 1/2)h,
and we denote by
hj+1/2 := gj+1 − gj , j = 0, . . . , N
hj−1/2 := gj − gj−1, j = 1, . . . , N + 1
hj :=
hj+1/2 − hj−1/2
2
, j = 1, . . . , N
the heterogeneous mesh sizes. The semi-discretization of the wave equation (2.13) on the non-uniform grid
Ghg is then given as follows:
hju
′′
j (t)−
(
uj+1(t)− uj(t)
hj+1/2
− uj(t)− uj−1(t)
hj−1/2
)
= 0, j = 1, . . . , N, t ∈ (0, T )
u0(t) = uN+1(t) = 0, t ∈ (0, T )
uj(0) = u
0
j , u
′
j(0) = u
1
j , j = 1, . . . , N.
(2.1)
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Here we indicate uj(t) := u(gj , t). Moreover, to avoid possible confusions, when needed, we will denote
the solutions of (2.17) by uh,g(t) := (ugj (t))
N+1
j=0 for emphasizing the dependence from the diffeomorphic
transformation g. But, in general, we will simply write down uh(t) := (uj(t))
N+1
j=0 , u
0,h := (u0j)
N+1
j=0 and
u1,h := (u1j )
N+1
j=0 for the solutions and for the initial data.
It has been shown in [28, Proposition 3.4] that, under our regularity assumptions on the mesh function g,
the numerical approximation (2.1) with initial data (u0,h,u1,h) is a convergent scheme of order O(h) for the
wave equation (1.1) in the appropriate `2 setting. Moreover, it can be readily checked that, as it happens for
the continuous model, system (2.1) enjoys the property of energy conservation, that is,
Eh,g(uh,g(t), ∂tuh,g(t)) := 1
2
N∑
j=1
hj |∂tugj (t)|2 +
1
2
N∑
j=1
hj+1/2
∣∣∣∣∣u
g
j+1(t)− ugj (t)
hj+1/2
∣∣∣∣∣
2
= Eh,g(u0,h,u1,h).
2.2. The Hamiltonian system. As we mentioned in the introduction, it is classically known (see [3])
that at the basis of the analysis of the observability properties of the continuous wave equation in any
space dimension there are the propagation properties of bi-characteristic rays, leading to the so-called
Geometric Control Condition (GCC). This same analysis can be repeated also at the numerical level, and the
observability of the discrete wave equation (2.1) can be discussed through the study of the propagation of
discrete bi-characteristic rays.
Rays of geometric optics are defined as the projections on the physical space (x, t) of the bi-characteristic
rays given by the Hamiltonian corresponding to the principal part of the operator. In the case of the
one-dimensional wave equation (1.1), this Hamiltonian is given by
Hc(x, t, ξ, τ) = −τ2 + ξ2, (2.2)
and the bi-characteristic rays are the curves s 7→ (x(s), t(s), ξ(s), τ(s)) solving the first order ODE system
x˙(s) = ∂ξHc(x(s), t(s), ξ(s), τ(s)) = 2ξ(s)
t˙(s) = ∂τHc(x(s), t(s), ξ(s), τ(s)) = −2τ(s)
ξ˙(s) = −∂xHc(x(s), t(s), ξ(s), τ(s)) = 0
τ˙(s) = −∂tHc(x(s), t(s), ξ(s), τ(s)) = 0.
(2.3)
In (2.3), we indicate with x˙ the time derivative of the variable x, for differentiating it from the notation
′ that we are using for general derivatives. Moreover, to system (2.3) we associate an initial datum
(x(0), t(0), ξ(0), τ(0)) = (x0, 0, ξ0, τ0) such that Hc(x0, 0, ξ0, τ0) = 0.
It is immediately seen that the above system can be explicitly solved, and we thus obtain that for any ξ0
there are two characteristics starting from the point x0 which are given by the straight lines x
±(t) = x0 ∓ t.
Moreover, each one of these characteristics reaches the boundary of the interval (−1, 1) in a uniform time
not depending on the frequency ξ0. Then, when hitting the boundary, the ray reflects according to the
Descartes-Snell’s law.
At the discrete level, the situation changes and it is more delicate. As a first thing, one needs to find a
suitable counterpart of the Hamiltonian (2.2). This was done in [26] for the discrete wave equation in an
infinite lattice (i.e. with no boundary) and, more recently, the analysis was extended in [28] to non-uniform
meshes obtained by means of a C2 diffeomorphism.
To be more precise, in [28] the authors constructed solutions of (2.1) with frequencies of the order of
1/h, localized around the rays of geometric optics given by the projection on the physical space of the
bi-characteristic curves provided by the Hamiltonian
H(y, t, ξ, τ) = −g′(y)τ2 + 4 sin2
(
ξ
2
)
1
g′(y)
, y = g−1(x), (2.4)
or equivalently
H(y, t, ξ, τ) = −τ2 + 1
g′(y)2
ω(ξ)2, (2.5)
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with
ω(ξ) := 2 sin
(
ξ
2
)
.
We observe some changes in this discrete symbol with respect to the continuous one. Firstly, it depends
on the space variable y = g−1(x) corresponding to the uniform grid. Note also the appearance of the factor
1/g′(x) accompanying each space derivative, which is also due to the grid transformation. Moreover, the
Fourier symbol ξ2 of the second-order space derivative has been replaced by the corresponding symbol
4 sin2(ξ/2) of the three-point finite difference approximation of the Laplacian. Lastly, observe that in the
symbol the parameter h disappears. This is due to the fact that we are analyzing the propagation of waves
of wavelength of the order of h.
Set cg := 1/g
′. It is easy to see that from the discrete Hamiltonian (2.4) the ODE system for the rays that
one obtains is the following 
y˙(s) = 2cg(y(s))
2ω(ξ(s))∂ξω(ξ(s))
t˙(s) = −2τ(s)
ξ˙(s) = −2cg(y(s))∂ycg(y(s))ω(ξ(s))2
τ˙(s) = 0,
(2.6)
with an initial condition at s = 0 given by (y0, 0, ξ0, τ0) satisfying H(y0, 0, ξ0, τ0) = 0.
In (2.6), ∂ξω(ξ) is the group velocity, i.e. the speed at which the energy associated with wave number ξ
moves. As it is natural to expect, this quantity has a fundamental role in the analysis of the propagation of
numerical solutions.
To better understand the dynamics of the bi-characteristic rays remark that, for all s, τ(s) = τ0. Besides,
H(y(s), t(s), ξ(s), τ(s)) = 0, so that for all s we encounter two different possible values for τ0, namely
τ±0 = ±cg(y(s))|ω(ξ(s))|.
Now, as dt/ds does not vanish, the Inverse Function Theorem allows to parametrize the curve s 7→
(y(s), t(s), ξ(s), τ±0 ) by t 7→ (y(t), t, ξ(t), τ±0 ), hence obtaining
y˙±(t) = − 1
τ±0
cg(y
±(t))2ω(ξ±(t))∂ξω(ξ±(t))
ξ˙±(t) =
1
τ±0
cg(y
±(t))∂ycg(y±(t))ω(ξ±(t))2
y±(0) = y0, ξ±(0) = ξ0,
(2.7)
or, equivalently, 
y˙±(t) = ∓cg(y±(t))∂ξω(ξ±(t))
ξ˙±(t) = ±∂ycg(y±(t))ω(ξ±(t))
y±(0) = y0, ξ±(0) = ξ0
(2.8)
Since by assumption cg(·) > 0, thanks to (2.8) we immediately see that
|y˙±(t)| = cg(y±(t))
∣∣∂ξω(ξ±(t))∣∣ .
In view of that, the velocity of the rays vanishes if, and only if, ∂ξ(ω) = 0 for some ξ. When ω(ξ) = ξ,
corresponding to the continuous case, this cannot happen. Actually, in this case the rays travel with velocity
one until they hit the boundary, where they are reflected. On the other hand, when ω(ξ) = 2 sin(ξ/2),
corresponding to the finite difference discretization that we are considering, we immediately see that
∂ξω(ξ) = cos(ξ/2) vanishes for ξ = (2k + 1)pi, k ∈ Z. As our simulations will highlight, in this case we have
the phenomenon of non-propagating waves. Notice also that the possibility that the velocity of the discrete
rays is zero is independent of the choice of the mesh and of the variable coefficients. In other words, no
matter whether the coefficients are constant or variables, and no matter what mesh we select for solving
our problem, there will always be certain frequencies for which the group velocity of the numerical waves
vanishes.
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2.3. Numerical results. We present several numerical simulations showing the propagation of the solutions
to (1.1) with highly concentrated and oscillating initial data.
Set xh to be the uniform mesh of size h = 2/(N + 1). We consider two non-uniform grids produced by the
transformations
g1 := tan
(pi
4
x
)
and g2(x) := 2 sin
(pi
6
x
)
, (2.9)
yielding a gradual refinement at the center x = 0 of the space interval and at the two endpoints x = ±1,
respectively (see Figure 2). In what follows, we will indicate
gh,1 := g1(x
h) = tan
(pi
4
xh
)
and gh,2 := g2(x
h) = 2 sin
(pi
6
xh
)
.
Grid gh,1 Grid gh,2
Figure 2. Representation of the two non-uniform grids gh,1 and gh,2. By cross markers
we indicate the grid points and by solid line the application gi generating them.
The time discretization is done by means of a leap-frog scheme (un+1 − 2un + un−1)/(δt)2 with Courant-
Fiedrichs-Lewy (CFL) condition δt = 0.1 · h (which is necessary since the method is explicit). Moreover, the
initial data are constructed starting from the following Gaussian profile
Gγ(x) = e
− γ2
(
g−1(x)−g−1(x0)
)2
e i
ξ0
h g
−1(x), γ := h−0.9. (2.10)
In more detail, we will take u0,h = Gγ(g
h,i), i = 1, 2, and u1,h = G′γ(g
h,i). Moreover, in what follows we
will always assume ξ ∈ [0, 2pi].
In our further discussion, it will be fundamental a deeper analysis of the Hamiltonian system associated to
(2.1) which, we recall, is given by (see also (2.8))
y˙±(t) = ∓cg(y±(t)) cos
(
ξ±(t)
2
)
ξ˙±(t) = ±2∂ycg(y±(t)) sin
(
ξ±(t)
2
)
y±(0) = y0, ξ±(0) = ξ0.
Recall also that in the above system the variable y = g−1(x) is the one corresponding to the refined mesh.
In the original variable x = g(y) associated to the uniform partition of the space interval [−1, 1], (2.8) reads
instead as 
x˙±(t) = ∓ag(x±(t)) cos
(
ξ±(t)
2
)
ξ˙±(t) = ±2bg(x±(t)) sin
(
ξ±(t)
2
)
x±(0) = x0, ξ±(0) = ξ0.
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with ag(·) := (g′cg)(g−1(·)), bg(·) := c′g(g−1(·)) and, clearly, x0 = g(y0).
Notice that, independently of the choice of the function g, we always have ag ≡ 1. Moreover, for each one
of the functions that we are considering for our mesh refinement also bg can be computed explicitly. In more
detail, we have
g(y) = tan
(pi
4
y
)
⇒ bg(x) = − 2x
x2 + 1
g(y) = 2 sin
(pi
6
y
)
⇒ bg(x) = x
4− x2 ,
and the Hamiltonian systems become
g(y) = tan
(pi
4
y
)
⇒

x˙±(t) = ∓ cos
(
ξ±(t)
2
)
ξ˙±(t) = ∓ 4x
±(t)
x±(t)2 + 1
sin
(
ξ±(t)
2
)
x±(0) = x0, ξ±(0) = ξ0
(2.11)
and
g(y) = 2 sin
(pi
6
y
)
⇒

x˙±(t) = ∓ cos
(
ξ±(t)
2
)
ξ˙±(t) = ± 2x
±(t)
4− x±(t)2 sin
(
ξ±(t)
2
)
x±(0) = x0, ξ±(0) = ξ0.
(2.12)
2.4. Discrete phase portraits and their interpretation. To help us in our further discussion, we include
in Figure 3 the phase diagrams corresponding to (2.11) and (2.12), i.e. to the Hamiltonian system associated
to (2.1) on the two non-uniform meshes that we selected. The case of a uniform mesh is not displayed there
since, the related discrete symbol being independent of the variable x, the orbits would simply be straight
lines parallel to the horizontal axis.
Figure 3. Phase portrait of the Hamiltonian system for the numerical wave equation
and the grid transformations gh,1 (left) and gh,2 (right). We put x±(t), ξ±(t) on the
horizontal/vertical direction.
A couple of additional comments are needed here. First of all, in both phase diagrams we have a unique
equilibrium in the point Pe := (xe, ξe) = (0, pi) (the green one). Nevertheless, the nature of this equilibrium
changes when changing the mesh function. This is easily seen by considering the linearization of (2.11) and
(2.12) around Pe, which is given by the linear systems(
x˙±
ξ˙±
)
= Agi
(
x±
ξ±
)
, i = 1, 2,
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with
Ag1 :=
(
0 1/2
−4 0
)
and Ag2 :=
(
0 1/2
1/2 0
)
.
In the first case, it can be readily checked that the eigenvalues of Ag1 are λ1,2 = ±i
√
2, i.e. they are purely
imaginary. In view of that, we can conclude that Pe is a center. On the other hand, for the other mesh
refinement that we are considering, the eigenvalues of Ag2 are λ1,2 = ±1/2, that is, they are purely real with
opposite signs. This implies that this times the fixed point is a saddle.
The second observation is related to the range of frequencies that we chose to include in our phase diagrams.
In principle, the most suitable choice for the domain of the phase variable in this finite difference setting
would be ξ ∈ [−pi, pi] this being related essentially to the 2pi-periodicity of the discrete Wigner transform and
to the fact that the solutions of our semi-discrete wave equation may be written as linear combinations of
monochromatic waves given by the complex exponentials
e
±ij
(√
λj
jpi t−x
)
, j ∈ 1 . . . N,
λj := (4/h
2) sin (jpih/2) being the eigenvalues of the one-dimensional finite difference Dirichlet Laplacian (see
[26, 28, 46] and the references therein). In view of that, the relevant range of frequencies for the semi-discrete
waves is ξ ∈ [0, pi], and considering ξ ∈ [−pi, pi] in the phase portraits takes into account the two branches of
the associated bi-characteristic rays.
Despite of these considerations, in Figure 3 we chose to take in to account a range of frequencies ξ ∈ [0, 2pi],
since we believe that in this way it is more visible the stable/unstable nature of the equilibrium points.
Consequently, our phase diagrams have to be interpreted as showing in the upper part ξ ∈ [pi, 2pi] what
would actually correspond to ξ ∈ [−pi, 0]. To better understand this fact, let us follow, for instance, one of
the blue orbits in the lower part of the portraits, corresponding to some given initial frequency ξ0 close to
zero. The wave corresponding to this trajectory starts propagating to the left, until it hits the boundary of
the physical domain (−1, 1) (indicated with the two black dotted lines) with a frequency ξ1 > ξ0. Then, it
reflects according to the laws of geometric optics, and starts propagating to the right, along a trajectory in
the phase portrait whose initial frequency is ξ2 = 2pi− ξ1. Notice that, if we were considering a phase portrait
on [−pi, pi] instead of on [0, 2pi], the initial frequency of the reflected trajectory would instead be ξ2 = −ξ1.
We now present and analyze the results of our simulations. In all this part, if not specified, we always
consider a time horizon T = 5s. Moreover, since the solution to (2.1) starting from an initial datum as in
(2.10) is complex, in our plots we decided to show its modulus.
We start by observing that, at low frequencies (that is, ξ ∈ [0, pi] but not too close to ξ = pi), the numerical
solutions of (2.1) behave basically like the solution of the continuous model (1.1): it starts traveling to
the left along the straight characteristic line x+ t and, after having hit the boundary, it reflects following
the Descartes-Snell’s law and continues propagating, this time to the left along the other branch of the
characteristic (x− t).
Figure 4. Propagation of a Gaussian
wave packet for the finite difference
scheme of equation (2.1) on the non-
uniform mesh gh,1 at frequency ξ0 = pi/4.
We put on the horizontal axis the space
domain (−1, 1) and on the vertical on the
time domain (0, T ).
Moreover, it can be seen in Figure 5 that an analogous but specular behavior is encountered also for
frequencies ξ ∈ [pi, 2pi] sufficiently close to ξ = 2pi. This is in accordance with the discussion in the last part
of Section 2.4.
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Figure 5. Numerical solutions with x0 = 0, ξ0 = 7pi/4 = 2pi − pi/4 and uniform mesh (left),
non-uniform mesh gh,1 (middle) and non-uniform mesh gh,2 (right).
When increasing the frequency, instead, the situation changes and we encounter several interesting
phenomena and pathologies:
• Non-propagating waves, corresponding to equilibrium (fixed) points on the phase diagram.
• The so-called umklapp or U-process, also known as internal reflection (see [40]), consisting in the
reflection of waves without touching only one or both the endpoints of the space interval.
All these phenomena can be justified through the discussion that we introduced before and by looking at
the phase portrait of the rays.
2.4.1. Non-propagating waves. In Figure 6 we observe waves that do not propagate. As we can see from the
plots, and as we were mentioning before, this happens both with uniform and non-uniform meshes.
Figure 6. Numerical solutions with x0 = 0, ξ0 = pi and uniform mesh (left), non-uniform
mesh gh,1 (middle) and non-uniform mesh gh,2 (right).
The justification to this fact is that, as we saw in the previous section, for ξ = pi we have ∂ξω(ξ) = 0 and,
therefore, the velocity of the rays vanishes.
However, we notice a big difference between the two plots corresponding to a non-uniform grid, concerning
the dispersion along the ray. When solving using the mesh gh,1, the wave remains concentrated along the
ray, while when using the mesh gh,2 the wave is very dispersive. This fact finds explanation in the analysis
of the phase portrait associated to (2.11) and (2.12). In both cases the non propagating wave corresponds to
the only equilibrium point Pe := (xe, ξe) = (0, pi) (the green one) on the corresponding phase diagrams in
Figure 3. Nevertheless, as we observed in Section 2.4, the nature of this equilibrium changes when changing
the mesh function: for the grid gh,1, the point Pe is a center and, therefore, it produces a non-dispersive
wave. On the other hand, for the other mesh refinement that we are considering, the fixed point is a saddle
and, being this an unstable equilibrium, it generates the dispersion displayed in Figure 6.
2.4.2. Internal reflection. It is well known that, for the continuous case or for numerical waves on uniform
meshes concentrated on frequencies where the group velocity is not trivial, all the generalized rays are straight
lines reflecting at both endpoints. Instead, when the mesh is non-uniform, we observe that certain solutions
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to our wave equation do not preserve this behavior. In particular, our simulations show the following two
pathologies:
(i) waves oscillating in the interior of the computational domain and reflecting without touching the
boundary (see Figure 7);
(ii) waves that oscillate in the interior of the domain and reflect touching the boundary only at one of
the endpoints (see Figure 8).
These trapped rays correspond to trajectories which remain always in the red area of the phase portraits
in Figure 3. More precisely, the situation (i) appears when employing the mesh gh,1, and it corresponds to
periodic orbits in the phase diagram which are completely included in the region between the two dotted
black vertical asymptotes indicating the computational domain [−1, 1].
Figure 7. Numerical solutions corresponding to the mesh gh,1 with x0 = 0 and ξ0 = 7pi/15
(left), ξ0 = 10pi/15 (middle) and ξ0 = 13pi/15 (right).
Notice that, as the frequency increases towards ξ = pi, the amplitude of the oscillation decreases, the limit
case being the non-propagating wave of Figure 6.
Moreover, this phenomena can be explained if we consider that the mesh gh,1 is an expanding one, meaning
that the step size increases approaching the endpoints of the domain. Consequently, the group velocity 1/h
of the high-frequency waves decreases while moving away from x = 0. If this group velocity vanishes before
the wave has reached the boundary, then this results in a process of internal reflection.
Furthermore, the non-uniformity of the mesh size h is also responsible of the increasing and decreasing of
the magnitude of the solution during its propagation (roughly speaking, the change of color from yellow to
red in our plots). Indeed, the amplitude of the wave is the one of the Gaussian profile of the initial datum,
which is given by the constant γ in (2.10) and depends on h. In particular, on the mesh gh,1 that we are
using in Figure 7, while approaching the boundary h increases. Therefore, the support of the ray shrinks and,
due to energy conservation, the high of the corresponding wave has to increase since the same amount of
energy is now concentrated in a smaller region. Then, when moving again towards the center of the physical
domain, where h is smaller, the support of the ray increases again and the magnitude of the wave decreases.
Let us now conclude by briefly discussing the situation (ii), which appears when employing the mesh gh,2.
Recall that in this case Pe is a saddle point, which is characterized by the fact that the space around it is
divided into four sectors by two curves (the separatrices) passing through the equilibrium. In view of that,
the red curves always remain trapped either in the region x ∈ [0, 1] (Figure 8a) or x ∈ [−1, 0] (Figure 8b).
Moreover, notice that this time the mesh is coarser around x = 0. On the one hand, this this implies that
the velocity of high-frequency waves may vanish approaching the center of the domain, thus generating
again some internal reflection phenomena. On the other hand, this reflects again on the increasing of the
magnitude of the wave, according to the discussion that we presented above.
2.5. The case of variable coefficients. We discuss briefly here the case of the variable coefficients wave
equation. In more detail, the model that we are going to consider is the following
ρ(x)∂2t u− ∂x
(
σ(x)∂xu
)
= 0, (x, t) ∈ (−1, 1)× (0, T )
u(−1, t) = u(1, t) = 0, t ∈ (0, T )
u(x, 0) = u0(x), ∂tu(x, 0) = u
1(x), x ∈ (−1, 1),
(2.13)
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(a) x0 = 1/2 (b) x0 = −1/2
Figure 8. Numerical solutions corresponding to the mesh gh,2 with x0 = ±1/2 and ξ0 = pi.
where, we recall, ρ and σ are chosen to be L∞(R)-functions with the strict hyperbolicity assumption
ρ(x) ≥ ρ∗ > 0 and σ(x) ≥ σ∗ > 0.
As for the constant-coefficients wave equation (1.1), also for (2.13) we have that the total energy given by
the quantity
Eρ,σ(u, ∂tu) := 1
2
∫ 1
−1
(
ρ(x)|ut|2 + σ(x)|ux|2
)
dxdt
is conserved in time, that is,
Eρ,σ(u, ∂tu) = Eρ,σ(u0, u1),∀ t ∈ (0, T ).
Moreover, even if solutions to (2.13) cannot be represented explicitly through a formula like (1.3), we know
that wave packets originated by highly concentrated and oscillatory initial data remain concentrated along
one of the bi-characteristic lines, and their energy localized outside any neighborhood of the ray vanishes as
the wavelength parameter tends to zero.
We recall that the principal symbol associated to the one-dimensional variable coefficients wave equation
(2.13) is given by
Hc(x, t, ξ, τ) = −ρ(x)τ2 + σ(x)ξ2, (2.14)
and that the bi-characteristic rays are the curves s 7→ (x(s), t(s), ξ(s), τ(s)) solving the first order ODE
system 
x˙(s) = 2σ(x(s))ξ(s)
t˙(s) = −2ρ(x(s))τ(s)
ξ˙(s) = ρ′(x(s))τ2(s)− σ′(x(s))ξ2(s)
τ˙(s) = 0.
(2.15)
Moreover, the initial datum (x(0), t(0), ξ(0), τ(0)) = (x0, 0, ξ0, τ0) associated to system (2.15) is chosen so
that Hc(x0, 0, ξ0, τ0) = 0. Then, we immediately see that τ(s) = τ±0 = ±c(x(s))ξ(s) for all s, where with c(·)
we denote the function
c(·) :=
√
σ(·)
ρ(·) . (2.16)
Notice that now the bi-characteristics are not straight lines anymore, since ξ˙(s) does not vanish.
Once again, the concentration features of the solutions to (2.13) can be observed also at the numerical
level, and this will be the concern of the remaining of the present section. The space discretization that
we are going to employ is totally analogous to the finite differences scheme on non-uniform mesh that
we used in Section 2.1. In particular, we still focus on the case in which g is regular (g ∈ C2(R) with
0 < g−d ≤ |g′(x)| ≤ g+d < +∞ and |g′′(x)| ≤ gdd < +∞ for some given constant g−d , g+d , gdd > 0 and for all
x ∈ R). Notice that this, joint with the hypothesis on the coefficients ρ and σ, implies that cg := c(g)/g′
belongs to the space C0,1(R) of the Lipschitz continuous function. As we will see, this Lipschitz regularity
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assumption will be very important when introducing the Hamiltonian system for the bi-characteristic rays.
Moreover, notice that when ρ = σ ≡ 1 the function cg becomes the one that we introduced in the case of
constant coefficients.
Also the semi-discretization of the wave equation (2.13) on the non-uniform grid Ghg is analogous to the
constant coefficients one, and it is given as
hjρ(gj)u
′′
j (t)−
(
σ(gj+1/2)
uj+1(t)− uj(t)
hj+1/2
− σ(gj−1/2)uj(t)− uj−1(t)
hj−1/2
)
= 0, j = 1, . . . , N, t ∈ (0, T )
u0(t) = uN+1(t) = 0, t ∈ (0, T )
uj(0) = u
0
j , u
′
j(0) = u
1
j , j = 1, . . . , N.
(2.17)
Here, as before, we indicate uj(t) := u(gj , t). Moreover, to avoid possible confusions, when needed, we will
denote the solutions of (2.17) by uh,g(t) := (ugj (t))
N+1
j=0 for emphasizing the dependence from the diffeomorphic
transformation g. But, in general, we will simply write down uh(t) := (uj(t))
N+1
j=0 , u
0,h := (u0j)
N+1
j=0 and
u1,h := (u1j )
N+1
j=0 for the solutions and for the initial data.
It has been shown in [28, Proposition 3.4] that, under our regularity assumptions on the coefficients ρ
and σ and on the mesh function g, the numerical approximation (2.17) with initial data (u0,h,u1,h) is a
convergent scheme of order O(h) for the wave equation (2.13) in the appropriate `2 setting. Moreover, it can
be readily checked that, as it happens for the continuous model, system (2.17) enjoys the property of energy
conservation, that is,
Eh,g(uh,g(t), ∂tuh,g(t)) := 1
2
N∑
j=1
hjρ(gj)|∂tugj (t)|2 +
1
2
N∑
j=1
hj+1/2σ(gj+1/2)
∣∣∣∣∣u
g
j+1(t)− ugj (t)
hj+1/2
∣∣∣∣∣
2
= Eh,g(u0,h,u1,h).
Concerning now the propagation of the discrete bi-characteristic rays, it has been shown again in [28] that
the principal symbol associated to (2.17) is given by
H(y, t, ξ, τ) = −g′(y)ρ(g(y))τ2 + 4 sin2
(
ξ
2
)
σ(g(y))
g′(y)
, y = g−1(x), (2.18)
or equivalently
H(y, t, ξ, τ) = −τ2 + cg(y)2ω(ξ)2, (2.19)
with
ω(ξ) := 2 sin
(
ξ
2
)
.
Then, proceeding as in Section 2.2 it is easy to obtain the following ODE system for the rays
y˙±(t) = ∓cg(y±(t))∂ξω(ξ±(t))
ξ˙±(t) = ±∂ycg(y±(t))ω(ξ±(t))
y±(0) = y0, ξ±(0) = ξ0
(2.20)
At this level, the Lipschitz regularity of the function cg becomes fundamental in order to guarantee
existence and uniqueness of solutions to the above Cauchy problem. Moreover, since by assumption cg(y) > 0,
thanks to (2.20) we immediately see that
|y˙±(t)| = cg(y±(t))
∣∣∂ξω(ξ±(t))∣∣ .
In view of that, as it was for the constant coefficients case, the velocity of the rays vanishes for ξ = (2k+1)pi,
k ∈ Z, since these are the zeros of ∂ξω(ξ) = cos(ξ/2). Consequently, for these frequencies we will have again
the phenomenon of non-propagating waves.
13
Numerical results. We conclude this section presenting and discussing several simulations for equation (2.17).
As before, we chose an initial datum as in (2.10), and we used a leapfrog scheme for the time integration.
Moreover, we employed both a uniform mesh and the non-uniform ones that we already used in Section 2.3.
In what follows, for keeping our discussion lighter an more clear, we decided to consider only a specific
case of variable coefficients, namely
ρ(x) ≡ 1 and σ(x) = 1 +A cos2(κpix), A > 0, κ ∈ N∗. (2.21)
A complete dissertation with general coefficients would be, in our opinion, very lengthy and, possibly,
difficult to follow. By focusing only on a particular election of ρ and σ, instead, we believe that we can
describe more clearly several phenomena in the propagation of the discrete rays. Actually, the pathologies
that we discussed in the previous section are related to the mesh employed and to the trigonometric nature
of the discrete group velocity, more than to the choice of the coefficients.
Let us start with the propagation at low frequencies. Here we will only consider simulations on a uniform
mesh since, when the frequency of the initial datum is small enough, the effects associated to the change of
the grid are very mild and cannot be really appreciated in the plots.
We can see in Figure 9 how the waves travel along characteristics and reach the boundary, where they are
reflected according to the Descartes-Snell’s law. This behavior is consistent with what we already observed
for the constant coefficients equation, and it is totally expected since we know that at low frequency the
discretization does no introduce relevant pathologies.
Recall that this time the rays are not straight lines anymore, ξ˙±(t) in (2.20) being not zero. In fact, in our
plots it is possible to appreciate a slight bending, generated by the variable coefficient σ. For having a better
perception of that, in what follows we are plotting on the left the wave and on the right the ray, solution of
the Hamiltonian system.
Moreover, we can observe that the parameters A and κ in the coefficient σ affect the shape of the rays.
First of all, A measures the amplitude of the oscillation of the coefficient σ and, therefore, it is natural to
expect that increasing this parameter also the bending of the ray should increase. This fact can be clearly
seen in Figure 9.
Figure 9. Numerical solutions to (2.13) on a uniform mesh, corresponding to an initial
datum with x0 = 0 and ξ0 = pi/7, and to a coefficient σ as in (2.21) with κ = 1 and A = 1
(top) or A = 7 (bottom). On the left we plot the wave, while on the right we plot the
corresponding ray.
Moreover, a further justification of this phenomenon comes from an easy analysis of the Hamiltonian
system giving the equations of the bi-characteristics (x±(t), ξ±(t)).
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For simplifying the presentation, here we will only consider one branch of the ray, that we will denote
simply (x(t), ξ(t)). It can be readily checked that these curves can be obtained by solving the following ODE
system: 
x˙(t) = −
√
1 +A cos2(κpix(t)) cos
(
ξ(t)
2
)
ξ˙(t) = −Aκpi sin(2κpix(t))√
1 +A cos2(κpix(t))
sin
(
ξ(t)
2
)
x(0) = x0, ξ(0) = ξ0.
(2.22)
Now, from (2.22) we can obtain informations on the shape of the characteristic ray in terms of the
parameters A and κ. In what follows, we will use the notation xA,κ(t) for the trajectory of the ray, for
highlighting its dependence on the two parameters.
Let us start by fixing a value for κ, say κ = 1, and by studying the behavior of xA,1(t) with respect to A.
First of all, we notice that, according to (2.22), we have
A1 ≥ A2 ⇒ |x˙A1,1(t)| ≥ |x˙A2,1(t)|.
In other words, the velocity of xA,1(t) is an increasing function of A. In view of that, the ray corresponding
to A2 has a lower inclination with respect to the one corresponding to A1 and it needs less time for reaching
the boundary. This can be observed in Figure 9.
As a second thing, from (2.22) we can also compute the curvature of the rays, which is measured from the
second derivative x¨A,1(t). In particular, we have
x¨A,1(t) = −Api
2
sin(2pix(t)).
Then, we immediately see that also the modulus of the curvature is an increasing function of A, that is,
A1 ≥ A2 ⇒ |x¨A1,1(t)| ≥ |x¨A2,1(t)|.
As a consequence, when A grows the ray increases its bending while, for low values of A, it is almost a
straight line. Also this feature appears in our simulations.
Let us now fix a value for A (say A = 2), and let us briefly analyze what happens when varying the
parameter κ ∈ N∗. Observe that the role of κ is only to modulate the frequency of the oscillations in the
coefficient, since it is evident that σ is a periodic function of period T = 2κ (see Figure 10).
−1 −0.5 0 0.5 1
1
2
(a) κ = 1
−1 −0.5 0 0.5 1
1
2
(b) κ = 5
Figure 10. Function σ(x) = 1 + 2 cos2(κpix) for different values of κ ∈ N∗.
This reflects also on the Hamiltonian system (2.22), in particular on the trajectory in the physical space
given by the curve x(t). Actually, it can be readily checked that, as κ grows, also the number of equilibrium
points in the corresponding phase portrait raises, and this produces an increasing in the oscillations of the
orbits. Consequently, we can observe in Figure 11 how, augmenting κ, also the number of oscillations of the
ray augments. Moreover, the high oscillation of the coefficient add also some numerical dispersion phenomena
in our simulations.
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Figure 11. Numerical solutions to (2.13) on a uniform mesh, corresponding to an initial
datum with x0 = 0 and ξ0 = pi/7, and to a coefficient σ as in (2.21) with A = 2 and κ = 1
(top) or κ = 5 (bottom). On the left we plot the wave, while on the right we plot the
corresponding ray.
Remark 2.1. In this phenomena of changing of oscillation in the rays when increasing or decreasing κ, we
find analogies with the works of Pjatnicki˘ı and, later, Allaire on the homogenization of rapidly oscillating
coefficients wave equations (see, e.g., [1, 2, 32] and the references therein). In particular, in [32] the limit
behavior of the domain of dependence of a hyperbolic equation with rapidly oscillating coefficients in the form
∂2
∂t2
uε − ∂
∂xi
ai,j
(x
ε
) ∂
∂xj
uε = 0, ε > 0 (2.23)
is analyzed through the study of the bi-characteristic flow. As a matter of fact, we know that this domain of
dependence is given by a conical region delimited by the rays.
It is shown there that the solutions to the Hamiltonian systems associated to (2.23) and to its homogenized
version are at a distance of the order of ε and that, consequently, the domains of dependence for the two
systems are at a distance of the order of
√
ε. Moreover, the cone for the non-homogenized equation is always
slightly wider than the cone for the homogenized one. Clearly, the shape of the domain of dependence of
(2.23) is affected by the changing of the parameter ε and by the the effects that this produces in terms of
oscillations in the ray. Finally, we mention that these kind of phenomena are related to the behavior of
the spectrum of the elliptic operator associated to (2.23), which has been studied by Castro and Zuazua in
[9, 10, 11] with control purposes.
Let us now conclude this section by analyzing the behavior of the solutions to (2.17) for high frequencies,
where the same kind of pathological behaviors that we detected in the simulations with constant coefficients
appear again. In what follows, we will always assume A = 1 and κ = 1 in the coefficient σ.
To help us in our presentation, we include in Figure 12 the phase portraits corresponding to the solution
of (2.17) obtained through the employment of the non-uniform meshes gh,1 and gh,2 that we introduced
before.
We can notice how the introduction of an oscillating variable coefficient changes the dynamics of these
phase portraits by generating several equilibria (while, for the constant coefficient case, we had only one).
Moreover, it can be easily seen through a linearization around those equilibria that the points marked in
green are centers, while the other ones marked in pink are saddles.
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Figure 12. Phase portrait of the Hamiltonian system for the numerical wave equation
and the grid transformations gh,1 (top) and gh,2 (bottom). We put x±(t), ξ±(t) on the
horizontal/vertical direction.
The phenomena that we already detected in Section 2.3 show up also in this case of a variable coefficient
wave equation. Actually, our simulations turn out to be quite similar in several aspects to the ones that
we displayed for the constant coefficients case. Therefore, in order not to extend our discussion more than
necessary, in what follows we decided to include only the plots that we believe add something really new and
interesting. Nonetheless, we will still describe all the high-frequency pathologies taking as a reference the
phase portraits in Figure 12.
First of all, we have that waves originated by an initial datum corresponding to one of the stable fixed
points show a lack of propagation, similarly to what we already observed in Figure 6. The difference here is
that, this time, for the mesh gh,1 we have three stable fixed points inside the physical domain (−1, 1). In view
of that, we have three different initial positions which, at frequency ξ0 = pi, generate non propagating waves.
On the other hands, initial data corresponding to one of the unstable fixed point produce solutions that, apart
from showing absence of propagation, present also a huge dispersion (see Figure 13). Moreover, we can notice
differences with the nice symmetric shape of the dispersive wave observed in Figure 6. This because these
solutions, as soon as they move away from the unstable equilibrium point, are quite immediately affected by
the orbits around the stable ones, thus generating the comeback effects that can be appreciated in the plots.
Figure 13. Numerical solutions to (2.13) on a the non-uniform mesh gh,1 (left) and gh,2
(right), with σ as in (2.21) with A = 1 and κ = 1 and with an initial datum corresponding
to one unstable equilibrium (in pink) in the phase portrait.
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As a second and last phenomenon, we can observe that around each one of the stable equilibria there
are several trajectories (the red ones) which are completely contained in the central regions of the phase
portraits, delimited by x = ±1. In view of that, solutions corresponding to these frequencies will show again
the pathology of internal reflection, related to the fact that their group velocity vanishes before reaching the
boundary of the physical domain.
2.6. Conclusions. Summarizing, our analysis shows several interesting phenomena in the propagation of
numerical solutions of one-dimensional wave equations obtained under finite difference discretizations.
At low frequencies, the discrete solutions behave similarly as the continuous one, propagating along the
bi-characteristics with a positive velocity ω′(ξ). Nevertheless, the fact that this discrete velocity is given by a
trigonometric function of the frequency yields pathological behaviors as ξ increases. Already when employing
a uniform mesh for our approximation, we see non-propagating waves, obtained when ω′(ξ) = 0. In addition,
the introduction of non-uniform meshes generates also phenomena of internal reflection, in which the discrete
waves remain trapped in some region of the domain, without the possibility to reach either one or both the
boundary points.
Finally, the aforementioned phenomena can be observed both for a constant coefficient wave equation
and when considering the case of variable coefficients (in the simulations that we presented, ρ(x) ≡ 1 and
σ(x) = 1 +A cos2(κpix), A > 0, κ ∈ N∗).
3. Two-dimensional wave equation
We briefly discuss here the two dimensional case. In more detail, the main model analyzed in this section
is the following one 
ρ(z)∂2t u− divz
(
σ(z)∇zu
)
= 0, (z, t) ∈ Ω× (0, T )
u|∂Ω = 0, t ∈ (0, T )
u(z, 0) = u0(z), ∂tu(z, 0) = u
1(z), z ∈ Ω,
(3.1)
where we indicate z := (x, y) and Ω := (−1, 1)2. Moreover, as for the one-dimensional equation (2.13), we
will consider ρ, σ ∈ L∞(Ω) with the hyperbolicity conditions ρ(z) ≥ ρ∗ > 0 and σ(z) ≥ σ∗ > 0. The total
energy of the solutions written below is conserved in time, i.e.
Eρ,σ(u, ∂tu) := 1
2
∫ 1
−1
∫ 1
−1
(
ρ(z)|∂tu|2 + σ(z)|∇u|2
)
dz = Eρ,σ(u0, u1). (3.2)
Furthermore, we still have that the energy of solutions originated from highly oscillating and/or concentrated
initial data propagates along the characteristic rays, obtained by solving the corresponding Hamiltonian
system ([33, 34]). As we will see from our simulation, this concentration effect is preserved also at the
numerical level. Nevertheless, we will observe that the discrete solution to (3.1) not always propagates as
one would expect from the continuous model. In certain cases, instead, similar phenomena to the ones that
we already observed for the one-dimensional equation appear.
In what follows, we describe the numerical finite difference scheme that we shall employ for approximating
(3.1), and we present the results of our simulations. Since there will be many similarities with the one-
dimensional analysis of Section 2, we will keep our discussion as short as possible, giving only the essential
details.
3.1. Finite difference approximation of (3.1) and Hamiltonian system. Let us introduce the grid
and the finite difference discretization of the 2-d wave equation (3.1). In the simulations that we will present
in the next section, we will focus only on the case of constant coefficients ρ = σ ≡ 1. Nevertheless, for the
sake of completeness in what follows we are going to consider the general case of variable coefficients.
Let g1, g2 : Ω→ Ω be two diffeomorphisms of the domain Ω, and set g := (g1, g2). For M,N ∈ N∗ given,
let hx := 2/(M + 1) and hy := 2/(N + 1), and set h = (hx, hy). Consider the uniform grid of Ω
Gh := {zj,k := (xj , yk) = (−1 + jhx,−1 + khy), j = 0, . . . ,M + 1, k = 0, . . . , N + 1} ,
and the non-uniform one
Ghg := {ωj,k := (υj , ζk) = (g1(xj), g2(yk))} ,
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obtained by transforming Gh through the map g.
We denote ω := (υ, ζ), and we set υj+1/2 = g1(xj+1/2) and ζk+1/2 = g2(yk+1/2), with xj+1/2 = −1 + (j +
1/2)hx and yk+1/2 = −1 + (k + 1/2)hy. The finite difference approximation of (3.1) is then given in the
following form:
ρj,k∂
2
t uj,k − divg,hω
(
σ∇g,hω u
)
j,k
= 0, j = 1, . . . ,M, k = 1, . . . , N, t ∈ (0, T )
u0,0 = uM+1,N+1 = 0, t ∈ (0, T )
uj,k(0) = u
0
j,k, ∂tuj,k(0) = u
1
j,k, j = 1, . . . ,M, k = 1, . . . , N.
(3.3)
Here, ρj,k := ρ(υj , ζk), and div
g,h
ω
(
σ∇g,hω ·
)
is the five-points finite difference approximation of the
divz(σ∇z·)-operator on the non-uniform grid Ghg, which is defined as
divg,hω
(
σ∇g,hω u
)
j,k
:=
σj+1/2, k
uj+1, k−uj, k
υj+1−υj − σj−1/2, k
uj, k−uj−1, k
υj−υj−1
υj+1−υj−1
2
+
σj, k+1/2
uj, k+1−uj, k
ζk+1−ζk − σj, k−1/2
uj, k−uj, k−1
ζk−ζk−1
ζk+1−ζk−1
2
.
Also, σj±1/2, k := σ(υj±1/2, ζk) and σj, k±1/2 := σ(υj , ζk±1/2). The total energy of the solutions of (3.3) is
conserved in time:
Eg,hρ,σ (uh(t),∂tuh(t))
:=
1
8
N∑
j=1
M∑
k=1
ρj,k(υj+1 − υj)(ζk+1 − ζk)|∂tuj,k|2
+
1
4
N∑
j=1
M∑
k=1
(
ζk+1 − ζk
υj+1 − υj σj+1/2, k |uj+1,k − uj,k|
2 +
ζj+1 − ζj
υk+1 − υk σj, k+1/2 |uj,k+1 − uj,k|
2
)
.
Moreover, as we mentioned, solutions originated from highly oscillating and/or concentrated initial data
propagates along the characteristic rays, and these localized solution can be employed for studying the motion
of the discrete waves. Hence, before presenting our numerical results, let us quickly discuss the Hamiltonian
system.
Following the Wigner measure approach, the principal symbol associated to the finite difference scheme
(3.3) is (see, e.g., [26])
P(x, y, t, ξ, η, τ) := τ2 − Λ(x, y, ξ, η) (3.4)
with
Λ(x, y, ξ, η) :=
σ(x, y)
ρ(x, y)
(
4 sin2
(
ξ
2
)
1
g′1(x)2
+ 4 sin2
(η
2
) 1
g′2(y)2
)
. (3.5)
We note that, once again, this symbol depends on the space variable z = g−1(ω) corresponding to the
uniform grid. As a consequence, the variable coefficients ρ and σ have to be composed with g. Note also the
appearance of the factors 1/g′1(x) and 1/g
′
2(x) accompanying each space derivative, which is also due to the
grid transformation. Moreover, note that the Fourier symbols ξ2 and η2 of second-order space derivative have
been replaced by the corresponding symbols 4 sin2(ξ/2) and 4 sin2(η/2) of the five-points finite difference
approximation of the Laplacian.
Set ωe := (υ, ζ, t), θ := (ξ, η) and θe := (ξ, η, τ) (the subscript e stands for extended). The null
bi-characteristic rays (ze(s),θe(s)) are solutions of the following Hamiltonian system of non-linear ODEs:{
z˙e(s) = ∇θeP(ze(s),θe(s))
θ˙e(s) = −∇zeP(ze(s),θe(s)),
(3.6)
with initial conditions ze(0) = z
0
e := (x0, y0, t0) and θe(0) = θ
0
e := (ξ0, η0, τ0).
Note that the principal symbol is conserved along these null bi-characteristic rays (i.e., P(ze(s),θe(s)) =
P(z0e,θ0e) = 0 and that the τ component of the Hamiltonian system (3.6) does not depend on s (since the princi-
pal symbol P does not depend on t). Then, there are two solutions τ0 of the equation P(z(s), t(s),θ(s), τ0) = 0,
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τ±0 := ±
√
Λ(z(s),θ(s)), and, correspondingly, two families of solutions of (3.6). By considering z and θ as
functions of the time variable t instead of s (this can be done since dt/ds does not vanish), the two families
of characteristic rays (z±(t),θ±(t)) solve the Hamiltonian systemz˙
±(t) = ±∇θ
√
Λ(z±(t),θ±(t))
θ˙
±
(t) = ∓∇z
√
Λ(z±(t),θ±(t)).
(3.7)
When σ/ρ is constant (assume σ = ρ ≡ 1 for simplicity), then (3.7) can be decoupled into two Hamiltonian
systems corresponding to the variables (x, ξ) and (y, η). Indeed, note firstly that the following quantities are
conserved in time along the characteristics:
r0 :=
√
Λ(z±(t),θ±(t)), r1 := λ1(x±(t), ξ±(t)), r2 := λ2(y±(t), η±(t)),
where
λ1(x, ξ) := 2 sin
(
ξ
2
)
1
g′1(x)
and λ2(y, η) := 2 sin
(η
2
) 1
g′2(y)
. (3.8)
The two Hamiltonian systems corresponding to each direction are as follows:
x˙±(t) = ±r1
r0
∂ξλ1(x
±(t), ξ±(t))
ξ˙±(t) = ±r1
r0
∂xλ1(x
±(t), ξ±(t))
and

y˙±(t) = ±r2
r0
∂ηλ2(y
±(t), η±(t))
η˙±(t) = ±r2
r0
∂yλ2(y
±(t), η±(t)).
Then, the original variables (x := g−11 (υ), ξ) and (y := g
−1
2 (ζ), ξ) satisfy the following ODE systems:
x˙±(t) = ∓r1
r0
g′1(g
−1
1 (x
±(t)))∂ξλ1(g−11 (x
±(t)), ξ±(t))
ξ˙±(t) = ∓r1
r0
∂xλ1(g
−1
1 (x
±(t)), ξ±(t))
(3.9)
and 
y˙±(t) = ∓r2
r0
g′2(g
−1
2 (y
±(t)))∂ηλ2(g−12 (y
±(t)), η±(t))
η˙±(t) = ∓r2
r0
∂yλ2(g
−1
2 (y
±(t)), η±(t)).
(3.10)
In (3.9) and (3.10), ∂ξλ1 and ∂ηλ2 are the two components of the group velocity. They describe the speed
at which solutions associated with wave number (ξ, η) move in the corresponding direction. Notice that
∂ξλ1(x, ξ) = cos
(
ξ
2
)
1
g′1(x)
= 0 iff ξ = (2k + 1)pi, k ∈ Z
∂ηλ2(y, η) = cos
(η
2
) 1
g′2(y)
= 0 iff η = (2k + 1)pi, k ∈ Z,
and that this is independent on the choice of g1 and g2. Therefore, no matter what mesh we select for
our discretization, there are certain frequencies (ξ, η) at which the group velocity vanishes in at least one
component, thus producing a lack of propagation of the wave in the corresponding direction. This fact will
be pointed out by our simulations.
3.2. Numerical results. We present and discuss here several simulations for the two-dimensional wave
equation (3.3). In what follows, analogously to the one-dimensional case that we discussed before, we are
going to consider as mesh functions
g1(x) = g2(x) = tan
(pi
4
x
)
=: g(x), (3.11)
yielding a gradual refinement of the grid around the point (0, 0) (see Figure 14). Moreover, as we were
mentioning before, we focus here only on the case ρ = σ ≡ 1.
For the numerical resolution of our equation, instead of the leapfrog scheme that we used in the one-
dimensional case, we are going to follow a different approach. Taking advantage of the fact that the equation
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Figure 14. Uniform mesh on Ω and its refinement through the function g.
has constant coefficients, and that both the domain and the mesh are symmetric in the x and in the y
variables, we are going to compute the solution in Fourier series, that is,
uh =
M∑
j=1
N∑
k=1
βj,kΦj,k(ω) e
it
√
λj,k . (3.12)
In (3.12), {Φj,k, λj,k} are the eigenvector and the eigenvalues of the discrete Laplacian −∆ω on the refined
mesh Ghg, i.e.,
−∆ωΦj,k = λj,kΦj,k, j = 1, . . . ,M, k = 1, . . . , N,
while βj,k are the corresponding Fourier coefficients of the initial datum u
0,h. Moreover, due to symmetry
reasons, we have that the eigenvectors Φj,k(ω) are, actually, in separated variables and that the eigenvalues
λj,k are given by the sum of the eigenvalues of the corresponding 1-D problems in the υ and in the ζ directions.
In other words, we have Φj,k(ω) = Ψj(υ)Υk(ζ) and λj,k = µj + νk, with
−∆υΨj = µjΨj and −∆ζΥk = νkΥk, j = 1, . . . ,M, k = 1, . . . , N.
We stress that this approach that we just described can be adopted since we are limiting our analysis only
to a very particular case (constant coefficients and square domain). If one would treat, instead, the variable
coefficients wave equation on (−1, 1)2, the discretization shall be done, for instance, joining the scheme that
we presented in Section 3.1 and a leapfrog method for the time integration.
We present below several simulations obtained with the methodology just described. We considered a
non-uniform mesh as in Figure 14, with an equal number of points in both directions (i.e. M = N) and, for
simplicity we denote hx = h = hy. Moreover, this time we show the plots in the space domain (−1, 1)2 (in
the one dimensional case, we were showing the space-time domain (−1, 1)× (0, T )). We will then indicate in
each case the time horizon of our simulations.
As for the one-dimensional case before, we choose an initial datum given by a Gaussian wave packet
concentrated at (x0, y0) and oscillating at the wave number (ξ0/h, η0/h), namely
u0(x, y) = exp
[
− γ ((x− x0)2 + (y − y0)2) ] exp [ i(xξ0
h
+
yη0
h
)]
, (3.13)
where γ := h−0.9. Moreover, we will observe several analogies with what we showed in Section 2.3.
It can be observed in Figure 15 that, at low frequencies, the solution remains concentrated and propagates
along straight characteristics which reach the boundary, where there is reflection according to the Descartes-
Snell’s law. This independently on whether we use a uniform or a non-uniform mesh.
Nevertheless, increasing the frequencies similar phenomena as in the one-dimensional case show up. First
of all, in Figures 16 and 17 we observe again waves that do not propagate. The justification to this fact is
that, for the frequency considered there, we have that either ∂ξλ1 or ∂ηλ2 (or even both) vanishes, i.e. the
velocity of propagation of the rays is zero in one or both spatial direction. Once again, this fact is not related
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Figure 15. Numerical solutions with initial datum (3.13) and parameters (x0, y0, ξ0, η0) =
(0, 1/2, pi/4, pi/4). The discretization is done on a uniform mesh (left) and on a non-uniform
one obtained through the mesh function g (right). The time horizon is T = 5s in both cases.
to the particular mesh that we are employing. On the other hand, it is due to the changes in the Hamiltonian
when passing from the continuous to the discrete setting, and to the trigonometric nature of the discrete
velocity.
In Figure 16, we considered an initial datum with parameters such that ∂ξλ2 is zero, and this produces a
loss o propagation in the vertical direction. Therefore, the wave remains trapped bouncing between the two
sides x = −1 and x = 1.
Figure 16. Numerical solutions with initial datum (3.13) and parameters (x0, y0, ξ0, η0) =
(1, 0, pi/2, pi). The discretization is done on a uniform mesh (left) and on a non-uniform one
obtained through the mesh function g (right). The time horizon is T = 10s in both cases.
Specularly, if one chooses parameters that annul ∂ξλ1, the resulting wave shows no propagation in the
horizontal direction. Finally, in Figure 17, we considered an initial datum with parameters such that both
∂ξλ1 and ∂ξλ2 vanish. In view of that, a wave starting from such initial datum cannot move, and remains
trapped around the point (x, y) = (0, 0) for any time.
Figure 17. Numerical solutions with initial datum (3.13) and parameters (x0, y0, ξ0, η0) =
(0, 0, pi, pi). The discretization is done on a uniform mesh (left) and on a non-uniform one
obtained through the mesh function g (right). The time horizon is T = 10s in both cases.
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This phenomena has been already observed and discussed in [27, Chapter 4], using the approach of Wigner
measures. Furthermore, this lack of propagation finds explanation also in the analysis of the phase portrait
associated to (3.6). Indeed, consider for instance a discretization on non-uniform mesh obtained through
the function in (3.11). It is easily seen that, in this particular case, the Hamiltonian systems for the rays
(x±(t), ξ±(t)) and (y±(t), η±(t)) become, respectively,
x˙±(t) = ∓ 4
r0pi
sin(ξ±(t))
1
x±(t)2 + 1
ξ˙±(t) = ∓ 32
r0pi
sin2
(
ξ±(t)
2
)
x±(t)
(x±(t)2 + 1)2
(3.14)
and 
y˙±(t) = ∓ 4
r0pi
sin(η±(t))
1
y±(t)2 + 1
η˙±(t) = ∓ 32
r0pi
sin2
(
η±(t)
2
)
y±(t)
(y±(t)2 + 1)2
.
(3.15)
Both (3.14) and (3.15) admit a unique equilibrium in the point Pe := (0, pi). Moreover, a linearization
around that point shows that it is a center. In view of that, as it is shown by our simulations:
• when considering the initial datum (x0, y0, ξ0, η0) = (0, y0, pi, η0), the corresponding solution does not
propagates in the vertical direction.
• when considering the initial datum (x0, y0, ξ0, η0) = (x0, 0, ξ0, pi), the corresponding solution does not
propagates in the horizontal direction.
• when considering the initial datum (x0, y0, ξ0, η0) = (0, 0, pi, pi), the corresponding solution does not
propagates neither in the vertical nor in the horizontal direction.
Finally, also in the two-dimensional case they appear phenomena of internal reflection, which are purely
numerical and are related to the employment of a non-uniform mesh.
In Figure 18, we consider an initial data with parameters (x0, y0, ξ0, η0) which are listed in Table 1.
x0 y0 ξ0 η0 T
Figure 18a 0 tan(arccos( 4
√
1/2)) pi/2 pi 8s
Figure 18b 0 0 pi/2 5pi/6 21s
Figure 18c 0 0 pi/2 7pi/18 37s
Figure 18d 0 0 pi/2 7pi/12 118s
Table 1. Initial data (x0, y0, ξ0, η0) used in the simulations.
The RGB surface represents the evolution of a Gaussian wave packet. Moreover, in order to better
appreciate the concentration along the rays (which is in part lost due to some numerical dispersion effect), in
white we plot the component x(t) against y(t) for t ∈ [0, T ].
We note that the projection of the characteristic rays (x±(t), y±(t), ξ±(t), η±(t)) corresponding to these
initial data on the physical space are Lissajous-type curves (see [43]), which means that in each direction the
solutions (x±(t), ξ±(t)) and (y±(t), η±(t)) of (3.14) and (3.15) are orbits around the fixed point (0, pi). They
give rise in the physical space to curves x±(t) and y±(t) presenting each the umklapp phenomenon and a
oscillatory shapes with periodicity respectively (see [13, Section 3.2])
T1(x0) =
2r0
r1
∫ x∗
−x∗
g′(z)√
1−
(
g′(z)
g′(x∗)
)2 dz and T2(y0) = 2r0r1
∫ y∗
−y∗
g′(z)√
1−
(
g′(z)
g′(y∗)
)2 dz,
where x∗ and y∗ are such that g′(x0) = g′(x∗) sin(ξ0/2) and g′(y0) = g′(y∗) sin(η0/2). Lastly, this internal
reflection phenomena are once again related to the coarseness of the mesh around the boundary, which makes
the velocity of the high-frequency waves decrease (until, eventually, change sign) in one ore both the spatial
directions while moving away from the center of the domain.
23
(a) (b)
(c) (d)
Figure 18. Numerical solutions corresponding to the initial datum (3.13) with parameters
given in Table 1.
3.3. Conclusions. Summarizing, our analysis shows that, also in the two-dimensional case, the discretization
of (3.1) introduces several interesting phenomena in the propagation of numerical solutions. In more detail,
the solutions of the discrete two-dimensional wave equation (3.3) can be classified essentially in three groups.
On the one hand, we have low-frequency solutions that are able to travel freely until they reach the boundary
of the domain, where they are reflected (Figure 15). On the other hand, we also have high-frequency waves
which either remain trapped bouncing indefinitely between two parallel sides of the domain (Figure 16) or
are kept confined in the interior of the domain, without possibility of reaching the boundary (Figures 17 and
18). Some of these pathologies appear both with uniform and non-uniform meshes, and are a consequence of
the trigonometric nature of the discrete group velocity. In particular, when one or both the components of
this group velocity become zero, the waves show lack of propagation either in the horizontal direction, in the
vertical one or in both. Lastly, the phenomena of internal reflection are once again due to the introduction of
non-uniform meshes, which generate fictitious numerical boundaries when the grid passes from fine to coarse.
4. Final comments and open problems
In this article, we analyzed the propagation properties of the finite difference approximation of one and
two-dimensional wave equations, both on uniform and non-uniform numerical grids.
Starting from the observation that the energy of continuous and semi-discrete high-frequency solutions
propagates along bi-characteristic rays, we showed that the dynamics may change from the continuous to the
semi-discrete setting, because of the different nature of the corresponding Hamiltonians. In particular, as a
result of the accumulation of the local effects introduced by the heterogeneity of the employed grid, numerical
high-frequency solutions can bend in a singular and unexpected manner. Moreover, this phenomenon has to
be added to the well known numerical dispersion effect, producing the high-frequency discrete group velocity
to vanish, even in uniform grids.
Overall, in the one-dimensional case, the result of these pathologies are slowly propagating numerical
high-frequency components that never get to the exterior boundary of the domain, a fact which is against the
behavior of the continuous solutions. Besides, these effects are enhanced in the multi-dimensional case where
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the interaction and combination of such behaviors in the various space directions may produce, for instance,
waves that are trapped by the numerical grid in closed loops, without ever getting to the exterior boundary.
Our analysis allows to explain all such unusual behaviors and illustrates that the effect of the non-uniformity
of the numerical mesh is similar to the one that the heterogeneity of the coefficients introduces on the
propagation of continuous waves, making the bi-characteristic rays bend. One of the main objectives of this
paper has been to illustrate all these possible pathologies through accurate numerical simulations.
Furthermore, our results constitute a warning both for adaptivity and for the treating of control and
inverse problems.
In broad terms, the goal of adaptivity is to refine a mesh on the support of the solution, keeping it coarse
where the solution has little oscillations and energy. Our analysis shows that, in this context, adaptivity
has to be performed with some attention. Indeed, if one is not careful enough when refining the mesh, they
can be produced spurious effects due to the fact that waves feel the fictitious numerical boundaries that are
generated when the grid passes from fine to coarse.
Finally, the results of this paper are also a signal that the dangers of uniform meshes in the study of
numerical control and inverse problems may be enhanced when the mesh is non-uniform. In more details, we
showed that heterogeneity of the grid introduces added trapping effects, which need to be avoided in order to
prove convergence in the context of controllability, stabilization or inversion algorithms.
We now conclude our discussion by introducing some suggestions of future research, which are related
with the topics addressed in the present paper.
(1) General analysis of non-uniform grids. In this paper, we limited our analysis only to the
selection of some particular example of non-uniform mesh that may be employed for the space
semi-discretization of a wave equation. On the other hand, it may be interesting to address a general
discussion on the link between the choice of a mesh and the effects that this produces in terms of
wave propagation. For our numerical implementation, we focused only on two classes of non-uniform
grids: one fine at the center of the computational domain and coarse at the extrema and, specularly,
one fine at the extrema but coarse at the center. What would happen if, for instance, we used a mesh
generated by a periodic function, with repeated regions of coarseness and refinement? This periodic
structure of the grid would be reflected also on the propagation of the bi-characteristics? Let us
mention also that, for the approximation of the two-dimensional wave equation, we employed the
same refining function in both the space directions, but we could instead have decided to combine
two difference kind of refinement for the x and for the y axis. In that case, we can expect that new
classes of phenomena arise, as a consequence of the non uniformity of the mesh.
(2) Irregular meshes. The analysis addressed in this paper remains valid while the micro-local
description of the phenomena we are interested in may be performed. For this, we need at least to make
sure that the Hamiltonian system of bi-characteristic rays admits solutions, which requires a minimal
regularity of the coefficients and of the grid. On the other hand, it would be certainly interesting to
explore the possibility of employing irregular non-uniform meshes, generated by the transformation
of a uniform one through a singular map. It is natural to expect that other new phenomena and
pathologies will appear, and a systematic analysis of this extra possible behaviors is worth to be
developed. To some extents, this is also related to the behavior of one-dimensional continuous waves
in the lack of C1-regularity of the coefficients, which exhibit unexpected concentration phenomena of
the high-frequency that contradict all the well-known propagation and dispersion properties of waves
in homogeneous media (see [11]).
(3) Other numerical schemes. In this paper, we have considered only the case of finite difference
approximations for the wave equation. On the other hand, it would be interesting to consider also
other numerical schemes such as mixed finite element, which have been introduced, for instance, in
[8, 12, 19] with control purposes. According to our analysis, the first step would be to identify the
principal symbol associated to the FE discretization of the variable coefficients wave equation in one
and two space dimension and both on uniform and non-uniform meshes. From there, the study of
the corresponding Hamiltonian system would again allow to describe the propagation properties of
the numerical solutions. To the best of our knowledge, this is a topic that is yet to be addressed.
(4) Filtering mechanisms on non-uniform meshes. We mentioned that our analysis is motivated
by the study of control properties for discrete wave equations. As we discussed in the introduction
25
to this work, the presence of high-frequency spurious numerical solutions traveling at velocity of
the order of h yields the exponential blow-up of the observability constant and, consequently, the
divergence of numerical controls. For overcoming this problem, several different approaches have
been proposed, all brought together by the common idea of filtering the problematic high frequencies
(see [14] and the references therein). In addition, we mention that the very same methodology applies
in the context of inverse problems for the discrete wave equation, as it has been discussed, e.g.,
in [4, 5]. These filtering mechanisms have been fully analyzed in the context of a uniform mesh
discretization but, to the best of our knowledge, nothing is known concerning their extension to the
non-uniform mesh case. On the other hand, to address this kind of analysis also for non-uniform
meshes is a question worth to be considered.
(5) Fully discrete wave equations. The analysis of the principal symbol and of the corresponding
Hamiltonian system that we addressed in this article has been developed starting from semi-discrete
models. On the other hand, the same study can be performed also for fully discrete approximations
of the wave equation, both in one and two dimensions. The equation being second order in time, it
is natural to expect that the changes that one would observe in the Hamiltonian are analogous to
the ones that already appeared when passing from the continuous to the semi-discrete system. To
analyze how these changes affect the propagation of numerical waves, it is certainly an interesting
issue.
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