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Abstract
The relationship between atomic-scale and micromagnetic Dzyaloshinski–Moriya (DM)
interactions has been investigated. By analyzing the Lifshitz invariants for different
point groups, we have found that there is no unique link between the absence of inversion symmetry and DM interactions. The absence of inversion symmetry is a necessary
condition for a net DM interaction in crystals, but several noncentrosymmetric point
groups have zero DM interactions. In many cases, the key consideration is whether
the crystals are polar and/or chiral. For example, MnSi-type spin spirals, which violate helical spin symmetry, are caused by the insertion of chiral atomic-scale building
blocks into an achiral cubic lattice, and the scalar interaction parameter D used to describe the spirals is only loosely related to the DM vector D. It contains, in fact, magnetostatic and magnetocrystalline contributions of unknown magnitude. Finally, we
discuss some aspects of the micromagnetism of the skyrmionics of nanoparticles and
granular nanostructures.
Index terms: Berry phase, Dzyaloshinski–Moriya (DM) interactions, magnetic aniso
tropy, micromagnetism
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I. Introduction
It is well-known that crystals without inversion symmetry exhibit several scientifically intriguing features of potential technological importance in areas such as spin electronics. Examples are spin spirals in MnSi
[1], [2], skyrmionic spin structures in magnetic thin films [3]–[5], and
Berry-phase effects [5], [6]. The emphasis of this paper is on the interplay between crystal structure, geometry, and nanostructure. An important aspect of this question is structural and magnetic symmetry. Distinguishing between broken symmetries and violated symmetries, we
follow the definition used in [7], where broken symmetry is a spontaneous event, as opposed to violated symmetry, which reflects the Hamilton
ian of the system. For example, cooling an Ising ferromagnet through Tc
yields symmetry breaking, that is, ↑ or ↓ long-range ferromagnetic order. By comparison, the addition of an exchange-bias term to the Hamiltonian leads to a systematic preference of one spin direction, which is
a symmetry violation.
An important question is the nature of Dzyaloshinski–Moriya (DM)
interactions [8]–[10] in crystals. Atomically, the interactions reflect spinorbit coupling in the absence of inversion and are described by the energy term D(Mi ×Mj ), where D is the locally defined DM vector. Fig. 1 illustrates how DM interactions operate in a thin film.

Fig. 1. Monolayer of a magnetic material on a substrate containing (a) light and
(b) heavy atoms. The magnetic layer is assumed to exhibit perpendicular anisotropy
(a), and the DM interaction creates a hedgehog-like perturbation of the spin structure (b).
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MnSi, a cubic crystal without inversion symmetry, exhibits long-range
spin spirals described by the phenomenological energy term D m · (∇ × m),
where the scalar D describes the DM interaction. However, D cannot be
the magnitude of D vector, because atomically averaged vectors are zero
by symmetry in cubic magnets. The preferential orientation of the MnSi
spin spiral along the cube diagonals is not related to a DM vector D = (D,
D, D) but reflects the fourth-order magnetocrystalline anisotropy.
Another interesting feature is that MnSi spin spirals violate helical
symmetry because left- and right-handed spirals have different energies due to the DM interaction. By comparison, spins in Bloch walls surrounding circular thin-film domains have opposite helicities of equal
energy, and the same is true for the spin structure in Fig. 1(b), in spite
of the absence of inversion symmetry at the interface and of the corresponding presence of DM interactions.
To evaluate DM interactions in crystals, it is necessary to go beyond
the presence or absence of inversion symmetry. Based on the pointgroup symmetry, crystals can be divided into crystals with inversion
symmetry (centrosymmetric crystals), polar crystals, and chiral crystal. There are also point groups that exhibit none of these features, and
some are both polar and chiral. Fig. 2 illustrates the symmetries of some
point groups, and Table I describes symmetries associated with different types of Heusler alloys.

Fig. 2. Some point groups of interest in DM micromagnetism.
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Table I Crystallographic properties of some Heusler alloys [15]. “DMI” stands for nonzero net DM interactions in the crystal and “spin spiral” refers to MnSi-type spirals
with violated helical symmetry.

II. Micromagnetic description
The point-group symmetry constrains the DM energy to be a sum of Lifshitz invariants Mk∇iMn − Mn∇iMk [11]–[14]. The most general energy expression is
∑i j knΔi j εjkn Mk∇iMn = ∑i jΔi j (M ×∇iM)j

(1)

where the magnetic gyration tensor Δi j is loosely related to the atomicscale DM vector. Our focus is on materials whose basic spin structure is
ferromagnetic. Other structures, such as the weakly ferromagnetic antiferromagnet a-Fe2O3, require a separate treatment.
MnSi-type spin spirals with violated chiral symmetry are caused
by symmetric matrix elements, Δij =Δj i. Many noncentrosymmetric
groups, including all polar ones, exhibit antisymmetric matrix elements
(Δij = −Δji), but these do not lead to a distinction between left- and righthandedness. An explanation will be given in the following.
With respect to point groups, the following picture arises: C2, C2h, C4h,
C6h, D2h, D4h, D6h, S6, D3d, Th, and Oh are centrosymmetric and do not exhibit
any DM interactions (Δij = 0). The noncentrosymmetric point groups C3h,
D3h, and Td, which are neither polar not chiral, also have Δij = 0. The polar
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point groups C3v, C4v, and C6v exhibit nonzero net DM interactions, characterized by gyration tensor
Δi j =

( )
0 g 0
−g 0 0
0 0 0

.

(2)

This tensor is antisymmetric, meaning that the DM interaction (D = g)
does not support MnSi-type spin spirals with fixed helicity. It supports,
however, hedgehog-type skyrmion structures, such as that shown in
Fig. 1.
All other point groups have symmetric Δi j components and are, therefore, compatible with spin spirals of the B20 type. The number of matrix
elements Δi j decreases with increasing symmetry. The point groups C1,
C2, and Cs lead to three or more independent matrix elements, whereas
the cubic points groups T and O yield
Δi j =

( )

0 g 0
0 g 0 .
0 0 g

(3)

This matrix corresponds to the well-known energy expression g m · (∇
× m) = Dm · (∇ × m). The space groups D3, D4, and D6 have
Δij =

( )

g 0 0
0 g 0 .
0 0 0*

(4)

Using g′ = g* − g, the DM energy can also be written as g m · (∇ × m) +
g′ (mx ∂zmy − my∂zmx). The point groups C3, C4, and C6 yield
Δi j =

(

)

g g″ 0
−g″ g 0 .
0 0 g*

(5)

The matrices for the remaining point groups are straightforward to extract from the Lifshitz invariants tabulated in [16], by taking into account that kiσj = Δi j .
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The analysis of this section shows that the DM interaction loses its
vector character in solids. Both low-symmetry and high-symmetry point
groups provide examples. In cubic structures with nonzero DM interaction (3), the parameter D cannot be interpreted as the magnitude of a
net DM vector, due to the equivalence of all cubic (octahedral or tetrahedral) directions. On the other end, the low-symmetry point group C2 has
five nonequivalent matrix elements, which cannot be combined into one
3-D vector D. The analysis also shows that D m · (∇ × m) cannot be considered as a continuum version of the DM interaction that can be added
to the exchange, anisotropy, and magnetostatic interactions of arbitrary
noncentrosymmetric crystals. This term should never be added to the
energy of noncubic crystals and to the energy of noncentrosymmetric
crystals having the cubic point group Td .
While we are primarily concerned with the DM micromagnetism of
crystals, our analysis is also applicable to ultrathin films and multilayers,
such as Co/Pt/Co and Pt/Co/Pt [17]. For example, making Pt/Co(111)
thin films inversion-symmetric by removing or adding Pt layers changes
the point group from C6v to D6h. Note that the involvement of nabla operators in (1) implies quasi-local interactions, that is, interactions realized on a length scale not larger than a few interatomic distances. Thick
films violate this condition so that the top and bottom regions need separate treatments.
III. Structural chirality and magnetism

The origin of the structural chirality of B20 magnets is nontrivial. The
corresponding space group, P213 is achiral, that is, the symmetry operations of the space group do not impose chirality. This is because the 21
screw is a neutral screw which involves a rotation by 180° and does not
distinguish between left and right rotations [18]. By comparison, the
screw of the space group P31 is a chiral screw. This can be seen from the
definition of screws, where pq indicates a p fold screw axis and angular
steps of (q/p) ·360°. A 31 screw, therefore, means a threefold axis and
steps of 120°. The 32 screw, for example, in space group P32, has a screw
with steps of 240°, which is equivalent to −120°, that is, to a screw of chirality opposite to 31. Space groups such as P31 and P32 are said to form
an enantiomorphic pair of left- and right-handed crystals.
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Fig. 3. Crystal structure of MnSi. (a) B20 structure as a distorted NaCl structure. (b)
Chiral Mn-Si motif.

However, P213 crystals can be made chiral by the incorporation of chiral building blocks (molecules or crystallographic motives). Fig. 3 shows
the crystal structure of MnSi, which is a distorted NaCl structure [Fig.
3(a)]. The building blocks slightly chiral MnSi3-Si3Mn motifs [Fig. 3(b)]
that have C3 symmetry and are aligned along the [111] and equivalent directions. The structure contains 4a sites only, characterized by positions
(u, u, u), (1/2+u, 1/2−u, −u), (1/2−u, −u, 1/2+ u), and (−u, 1/2 + u, 1/2
− u). For example, MnSi has uMn = 0.863 and uSi = 0.155 [19]. The chirality depends on the atomic positions of Mn and Si, that is, on the values
of uMn and uSi. Interchanging Mn and Si reverses the chirality, that is, the
sign of the DM interaction D. In other words, the space group P213 does
not belong to an enantiomorphic pair, but MnSi and SiMn are different.
Chemical substitutions can be used to tune D. A good example is the series Mn1−xFex Ge, where D changes sign at x = 0.75 [20].
Spin rotations in spirals are very similar to the rotations of the vectors
of the electric and magnetic fields in optically active materials [12], and
the tensor Δij corresponds to the second-rank matter tensor describing
the optical activity of chiral materials. For example, the symmetric matrix elements of (3)–(5) are the same [21], [22] as those of the gyration
tensor describing the optical activity. This analogy is important for the
physical interpretation of spin spirals. The sum of DM vectors along the
cube edges of a magnet with octahedral symmetry is zero by symmetry, as illustrated in Fig. 4(a). Chiral objects, for example, optically active
molecules, behave differently. Fig. 4(b) illustrates that rotation by 180°
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Fig. 4. Symmetry and chirality in cubic crystal structures. (a) Polar vectors. (b) Screws.
Polar vector contributions average to zero but chiral ones do not.

does not cancel the chirality contributions. For example, the optical activity of chiral molecules is not destroyed by the random orientation of
the molecules in the solution.
The nonzero scalar D = g in (3) reflects the chirality of the atomic
building blocks and is only loosely related to the local DM vector [23]
and to absent inversion symmetry. This has consequences for the micromagnetic behavior of B20 nanoparticles, which exhibit skyrmionlike features [24]. For example, the micromagnetic net effect does not
depend on the crystalline orientation of the nanoparticles, similar to the
just-mentioned optical activity of solutions. Another interesting feature
of the involvement of chiral motifs [Fig. 4(b)] is that the origin of g is
not exclusively of the DM type. Screws such as those in Fig. 4 may give
rise to magnetocrystalline anisotropy terms not normally included [25]–
[27] in micromagnetic calculations. This may also yield a chiral magnetostatic contribution because shape anisotropy favors a local magnetization that stays in the spiral.
IV. Topological Protection
Much of the renewed interests in DM interactions originate from their
role in skyrmion formation and in the topological Hall effect (THE). Skyrme’s original idea, expanded in the early 1960s, was to stabilize hadrons as 3-D topological defects in the nonlinear sigma model [28], [29].
Elementary particles are most easily envisaged as objects with spherical
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Fig. 5. Projection of a spherical skyrmion onto a thin film.

symmetry and the corresponding magnetic skyrmions are spheres having the spin vector normal to the surface. Fig. 5 shows the relationship
between these spherical skyrmions and hedgehog-type skyrmions observed in thin films [5]. Note that these skyrmions do not involve any
violation of helical symmetry due to DM interactions. There is an ongoing debate about alternative paraphyletic skyrmion definitions that exclude Skyrme’s original idea, but this question goes beyond the scope
of this paper.
The THE is caused by the acquisition of a Berry phase by conduction electrons interacting adiabatically with the local magnetization
M(r) = Ms S(r). The corresponding Berry curvature, which corresponds
to an emergent magnetic field and hence to a Hall-effect contribution,
requires a noncoplanar magnetization state. For three atomic spins, the
Berry curvature is proportional to S1 · (S2 × S3), and the continuum generalization of this expression is [5]
Q=

1
4π

∫ (∇ S × ∇ S)dxdy
x

y

(6)

where the xy plane is parallel to the surface and S is assumed to be normal to the surface. Aside from a sign (±1), the integrand is equal to the
Gaussian curvature k = 1/(R1R2) of the surface, where R1 and R2 are the
principal radii. Spheres have k = 1/R2, so that (6) yields the topological
charge Q = ±1, depending on whether the magnetization points outward
or inward, respectively. However, according to the Gauss–Bonnet theorem, the value 4π of the integral in (6) does not change if the sphere is
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Fig. 6. Topological protection. (a) Sphere. (b) Thin-film domain

arbitrarily deformed, as shown in Fig. 6(a). This is an example of topological protection: Q = ±1 is protected against any perturbations that do
not change the topology. For example, poking a hole in a sphere changes
the topology to that of a doughnut or coffee cup, for which (6) yields Q
= 0.
The projection of Fig. 5 conserves Q. Equation (6) becomes
Q= 1
2π

∮ κ · dl

(7)

where the integration is along the domain wall and κ is the curvature
of the domain wall. The integral in (7) has the value 2π [30] and is also
topologically protected [Fig. 6(b)]. This is the reason for the quantized
character of the THE [5].
Fig. 7 illustrates the integration of (7) for a domain of arbitrary shape.
Red and blue areas show regions with ↑ and ↓ magnetizations, respectively. Domain wall regions of opposite curvature κ (yellow and white)
yield opposite contributions to the Berry curvature and THE, but the net
effect becomes quantized once the loop closes.
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Fig. 7. Topological protection of a thin-film domain. Arbitrary deformations, including changes in domain size, do not change the topological charge and the THE contribution of the domain.

It is important to keep in mind that Q and the THE are topologically
protected against the presence or absence of DM interactions. The domain wall may be of the Néel type, as shown in Fig. 5, or of the Bloch
type, but this does not affect Q. This includes the helicity of the Bloch
wall, that is, the clockwise or anticlockwise orientation of the spin in the
middle of the wall, which has attracted scientific interest for a long time
[31]. Aside from domain-wall closure, the condition for a quantized THE
is that the magnetization changes from +Ms to −Ms where crossing the
wall from the inside to the outside, or vice versa. In fact, the derivation
of (7) from (6) involves a radial integral IR = ∫cos(r) dr, ranging from r =
0 to r = ∞, and this integral is assumed to be equal to 2.
DM interactions do not affect the basic mechanism outlined in this
section, but they are important for the stabilization of the domain structures, for the formation of skyrmionic lattices, and for the skyrmion dynamics. In fundamental terms, they correspond to a violation of the
helical spin symmetry (preference of clockwise versus anticlockwise
orientation), as opposed to symmetry breaking (accidental selection of
leftor right-handedness).
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V. Nanostructural aspects of skyrmionic spin structures
Since each skyrmion yields the same contribution to the THE and since
microelectronics requires small feature sizes, it is important to estimate
the limits of miniaturization.
The skyrmions in the centrosymmetric magnets of the 1970s were
rather large, typically between 100 nm [31] and several micrometers
[32]. One reason was to simplify the experimental detection of the skyrmions. Another reason was the range of available magnetic materials
at that time.
The formation of the skyrmions is restricted to certain film thickness and magnetic field ranges [32], [33]. In homogeneous thin films,
the smallest bubbles have minimum radii R of about 2σw/μoMs2 , where
σw = 4(AK1)½. Some of the earlier investigated materials, such as magnetic garnets, have low magnetizations, which leads to big skyrmions.
Furthermore, the materials must satisfy the stability criterion μoMs2 ≤
2K1, and high-anisotropy materials were just under development at that
time. Taking μoMs2 = 2K1 yields R = 2.83 lo, where lo = (A/μoMs2 ) ½ is the
(proper) exchange length [27]. For a broad range of magnetic materials,
lo is of the order of 2 nm, corresponding to a skyrmion radius of about 6
nm. Similar or perhaps slightly smaller radii may be achieved by exploiting DM interactions as a primary or supporting stabilization mechanism.
A limiting factor of great practical importance is temperature. The exchange stiffness A is proportional to the Curie temperature Tc and cannot, therefore, be reduced arbitrarily. Furthermore, thin-film skyrmions
must be sufficiently big to ensure thermal stability, with excitation energies bigger than about 50 kBT ; they cannot be exploited in the ultrathin film of a very few monolayers.
As we will discuss elsewhere, nanostructuring is a powerful way to
reduce skyrmion size. Structures such as that in Fig. 7 can be created in
forms of nanoparticles and particular bulk materials, such as melt-spun
ribbons. Since the Berry curvature is proportional to the radial integral
IR, thematerials must contain somewhat separated particles and grains,
but preliminary calculations indicate that even an incomplete separation yields a very large Berry-phase effect. An interesting aspect of this
grain-boundary mechanism is incomplete Berryphase adiabacity, which
will enhance the Hall effect.
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VI. Conclusion
In summary, by analyzing the point-group dependence of the micromagnetic DM energy contributions, we have found that inversion symmetry
is not the only and often not the main criterion. Some noncentrosymmetric point groups do not interact, or their DM interactions do not violate the helical symmetry of the spin structure, similar to the situation
in centrosymmetric magnets. In the case of B20 compounds, the main
criterion is not inversion symmetry, but atomicscale chirality. The DM
scalar D describing these structures is not specifically related to DM interactions but may also have other origins, such as magnetostatic interactions and local magnetocrystalline anisotropy. From the viewpoint of
Berry curvature and THE, spin structures with and without violated helicity behave similar by, which leads us to expect a pronounced nanoscale
Berry-phase contribution to the THE.
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