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1. Introduction 
The rapid enhancement of technology and electronically life raised the need for an extra level of 
security. Security is an increasing necessity throughout the globe because a lack of security can result in 
great damage. Security is well-defined as the degree of resistance to, or defense from harm. Physical 
security, personal security, and information security are the main forms of security. In the security field, 
authentication term means to verify an individual to access system based on their identity [1]. Many 
decades ago user’s identity had been verified through a traditional method called knowledge-based 
authentication (e.g., password and smart card), which might be easily forgotten or stolen. However, a 
fast upgrade in technology has replaced the traditional method with a new one, called Biometric-based 
authentication. It is more secure and convenient since there is no need to memorize secret codes like a 
password and is harder to be stolen because it bases on the unique human biometric features, unlike 
knowledge-based authentication [2].  
Biometric derived from the two Greek words, the first is Bios, which means “life”, and the second is 
the Metric, which means “measure”. A biometric is a recognizing pattern system that identifies an 
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 Fingerprint recognition is a dominant form of biometric due to its 
distinctiveness. The study aims to extract and select the best features of 
fingerprint images, and evaluate the strength of the Shark Smell 
Optimization (SSO) and Genetic Algorithm (GA) in the search space with 
a chosen set of metrics. The proposed model consists of seven phases 
namely, enrollment, image preprocessing by using weighted median filter, 
feature extraction by using SSO, weight generation by using Chebyshev 
polynomial first kind (CPFK), feature selection by using GA, creation of a 
user’s database, and matching features by using Euclidean distance (ED). 
The effectiveness of the proposed model’s algorithms and performance is 
evaluated on 150 real fingerprint images that were collected from university 
students by the ZKTeco scanner at Sulaimani city, Iraq. The system’s 
performance was measured by three renowned error rate metrics, namely, 
False Acceptance Rate (FAR), False Rejection Rate (FRR), and Correct 
Verification Rate (CVR). The experimental outcome showed that the 
proposed fingerprint recognition model was exceedingly accurate 
recognition because of a low rate of both FAR and FRR, with a high CVR 
percentage gained which was 0.00, 0.00666, and 99.334%, respectively.  
This finding would be useful for improving biometric secure authentication 
based fingerprint. It is also possibly applied to other research topics such as 
fraud detection, e-payment, and other real-life applications authentication. 
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individual relied on a feature extracted from an exact physiological or behavioral representative that the 
individual owns, for instance, Face, Hands, Eyes, Ears, or Voice. This technology provides more 
reliability than the traditional approaches because of body characteristics cannot be stolen, copied, or 
forging easily by an intruder [3]–[5]. Fingerprint recognition is the most widely used biometric form 
due to its uniqueness and long term stability. The pattern of ridges and valleys on the fingertip surface 
is known as fingerprint [6][7]. A fingerprint recognition system can provide two kinds of identity 
management functionalities, namely, identification and verification [8][9]. Swarm-Intelligence (SI) is an 
Artificial-Intelligent (AI) method that relied on group behavior that originated in nature. It has a system 
characteristic when the cooperative agent behaviors locally cooperate with their environments, such as 
Ant-Colony’s searching, Bird’s flocking, Bacteria’s evolving, and Fishes schooling [10][11]. In addition, 
the SI compromises of several algorithms like Ant-Colony Optimization, Particle-Swarm Optimization, 
Artificial-Bee-Colony, Bacterial-Foraging Optimization, Fire-Fly Algorithm, and Artificial-Fish-Swarm 
Optimization, and Shark Smell Optimization Algorithm [12]. 
Many researchers proposed fingerprint recognition depending on the traditional algorithms.   Dakhil 
and Ibrahim [13] proposed a fingerprint recognition system that relied on Filter Bank Based (FBB) 
algorithm.  The fingerprint images were enhanced by using the Fourier Domain Analysis Filtering and 
Segmentation. The Filter Bank Based (FBB) algorithm is used for the feature extraction stage, and the 
matching process has done by using K-Nearest Neighbor (K-NN) technique and 70% threshold value.  
A collection of 90 fingerprint images is used to evaluate the CVR, FAR, and FRR which were 
93.9683%, 0.012698, and 0.047619, respectively. Oo and Aung [14], in this research paper, a Neural 
Network (NN) Classifier is used to propose a  fingerprint recognition system. Firstly, the Digital Persona 
4500 fingerprint scanner acquired the input fingerprint image. Secondly, the images are enhanced using 
Contrast Stretching and 2 Morphological techniques such as Dilation and Erosion. Thirdly, Minutiae 
Based Approach used to extract features from the region of interest (ROI) of the fingerprint image. 
Afterward, features were fed into the Neural Network for user recognition. According to experimental 
consequences, the system attained 96.5% of CVR.  Kaur et al. [15], proposed a novel similarity measure-
based random forest (NRF). Additionally, a dual-tree complex wavelet transform (D-TCWT) is used 
for feature extraction. However, the information gain-based feature selection technique is used for 
feature selection. The proposed system gave 98.03% of accuracy. 
From the previous works, it has been found that the development of proficient fingerprint 
recognition is still an open era of research, and swarm intelligence algorithms will give a higher CVR 
than the traditional algorithms. Hence, the primary aim of this study is to construct a credible fingerprint 
recognition using an intelligent algorithm. Furthermore, the proposed method mimics Shark’s ability 
called shark smell optimization integrated with the genetic algorithm to attain the highest correct 
verification rate (CVR), lowest false accept rate (FAR), and false reject rate (FRR).  
The organization of the other sections in this study as follows: the brief theoretical concepts about 
the SSO algorithm, GA, and CPFK with the main phases of the proposed model have been discussed in 
Section 2. In Section 3, the experimental results obtained from the proposed model was explained in 
detail. Ultimately, Section 4 is about the conclusion. 
2. Method 
This section presents the stages of the proposed model, where the Shark Smell Optimization (SSO) 
algorithm is used to extract features, and a Genetic Algorithm (GA) is used to select the best features 
among the extracted features from the user’s fingerprint image. The proposed model consists of seven 
stages, namely, enrollment (input), image preprocessing, feature extraction, weights generation, feature 
selection, creation of a user’s database, and matching process. Each stage has been illustrated in detail, 
as in Fig. 1. 
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Fig. 1.  Flowchart of the proposed model. 
2.1. Enrollment (input) stage   
Enrollment is the first stage, where the fingerprint images are enrolled in the proposed model. The 
enrolled fingerprint images were collected and acquired from 150 various volunteer students of the 
Technical College of Informatics (TCI) and Institute of Computer Science (ICS) at Sulaimaniya city, 
Iraq, age ranging from 18 to 22 years, by using the fingerprint reader device called ZKTeco sensor with 
high resolution (500 dpi). The proposed model handles images with the size (128 * 128) pixels and JPEG 
extension. However, it also can handle any image size with BMP, TIF, and PNG extensions. Fig. 2 
presents some fingerprint image samples and the ZKTeco device.  
   
Fig. 2.  User’s fingerprint image samples and ZKTeco device. 
2.2. Image preprocessing by using the weighted median filter 
During live fingerprint scanning, noise is a major issue that may appear on the fingerprint image. An 
efficient filter is required to remove the noise and improve the proposed model performance and 
efficiency. A (3*3) weighted median filter mask is used to scan over the entire image of size (128*128) 
to eliminate noisy pixels. It is a standard median filter extension and is widely used because it effectively 
removes salt, pepper noise, and edge-preserving. It replaces the original gray level of a pixel by the 
weighted median value in its neighborhood after assigning weight to each pixel value in the original 
image [16][17]. Therefore, an optimal image quality achieved after utilizing the WMF.  
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2.3. Feature extraction by using SSO algorithm  
Shark Smell Optimization (SSO) has relied on the Shark’s ability because it has superiority in catching 
prey by using a strong smell sense in a short time [18]–[20]. SSO algorithm consists of four basic steps 
as follows: 
1) Initialization of SSO  
The initial solution of a population of the SSO algorithm must be generated randomly within the 
search space. Each of these solutions represents a particle of odor which shows a possible Shark position 
at the beginning of the search process. The initial solution vector is shown in (1) and (2), respectively, 
where 𝑋𝑖
1 = ith initial position of the population vector and NP = population size.   
𝑋1 = [𝑋1
1, 𝑋2
1, … … , 𝑋𝑁𝑃
1 ] 
The related optimization problem can be expressed as: 
𝑋𝑖
1 = [𝑋𝑖,1
1 , 𝑋𝑖,2
1 , 𝑋𝑖,3
1 , . . , 𝑋𝑖,𝑁𝐷
1 ] 
where 𝑋𝑖,𝑗
1  were 𝑗𝑡ℎ dimension of the Shark’s 𝑖𝑡ℎ position, and 𝑁𝐷 for the decision variables number 
[21].   
2) Forward movement of the SSO toward the target 
When the blood is released in the water, the Shark with a velocity “V” moves toward stronger odor 
particles in each location, to become closer to the prey (target). So the velocity in each dimension is 
calculated by (3). 
𝑉𝑖,𝑗
𝑘 =  ηk. R1.
𝜕(𝑂𝐹)
𝜕𝑥𝑗
|
𝑥𝑖,𝑗
𝑘
 
where k= 1, 2, …., 𝑘𝑚𝑎𝑥 ,  
𝜕(𝑂𝐹)
𝜕𝑥𝑗
|
𝑥𝑖,𝑗
𝑘
 is a derivative of the objective function (OF) at the position  𝑥𝑖,𝑗
𝑘 ,  
𝑘𝑚𝑎𝑥 is the maximum number of stages for forwarding movement of the Shark, 𝑘 is the number of 
stages, ηk is a value in the interval [0, 1], and 𝑅1 for a random number in the interval [0, 1] [22]. The 
increase in the odor intensity determines the increase in Shark’s velocity. Because of having inertia, the 
acceleration of Shark is limited. Therefore, the current Shark’s velocity relays on its previous velocity, 
which can be employed by modifying (3) as shown in (4). 
𝑉𝑖,𝑗
𝑘 =  ηk. R1.
𝜕(𝑂𝐹)
𝜕𝑥𝑗
|
𝑥𝑖,𝑗
𝑘
+  αk. R2. Vi,j
k−1  
where 𝛼𝑘 is the inertia coefficient in the interval [0, 1], Vi,j
k−1 Shark’s previous velocity and 𝑅2, like 𝑅1 
is a random number in the interval [0, 1]. Due to Shark’s forward movement, its new position is 
𝑌𝑖
𝑘+1 determined relied on its previous position (𝑋𝑖
𝑘) and velocity (𝑉𝑖
𝑘). Thus, the new position of the 
Shark can be defined as in (5). 
𝑌𝑖
𝑘+1 = 𝑋𝑖
𝑘 + 𝑉𝑖
𝑘. ∆tk   
where ∆𝑡𝑘  is a time interval, which is assumed to be 1 for simplicity [23].  
3) Rotational movement of the SSO toward the target  
The Shark is also has a rotational movement, which is used to find stronger odor particles. This 
process of the SSO algorithm is called local search, which can be described as in (6). 
𝑍𝑖
𝑘+1,𝑚 =  𝑌𝑖
𝑘+1 + 𝑅3. 𝑌𝑖
𝑘+1  
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where m = 1, 2,…, M, and R3 is a random number in the interval [−1, 1].  In the local search, many 
points (M) are connected to form closed contour lines and model the Shark’s rotational movement in 
the search space [24].  
4) Updating the particle position  
The Shark’s search path will continue with the rotational movement as it moves closer to the point 
with a stronger odor sense. This characteristic in the SSO algorithm can be expressed as in (7). 
𝑋𝑖
𝑘+1 = arg max{ 𝑂𝐹(𝑌𝑖
𝑘+1) , 𝑂𝐹(𝑍𝑖
𝑘+1,𝑖), . . , 𝑂𝐹(𝑍𝑖
𝑘+1,𝑀)}    (7)  
where 𝑋𝑖
𝑘+1 represents the next position of the Shark with the highest objective function (OF) value 
[25].  
In this stage, the SSO algorithm is used to extract the user’s fingerprint image’s best features. Firstly, 
identify the starting position of the Shark, which is determined to be in the center of the filtered image. 
Secondly, the fitness or goodness has found for each location around the Shark by using fitness function 
(F). Thirdly, apply the SSO algorithm to extract the best features. In this study, 21 features have been 
extracted by the SSO algorithm from each user’s fingerprint image by applying 21 iterations. Each 
iteration has only one feature extracted with the highest fitness value. During the iteration, the Shark’s 
location has been updated either to forward according to (5) or rotational according to (6) based on the 
fitness value. If the fitness value of the location in Shark’s forward movement is higher than the fitness 
value of locations Shark’s rotational movement, then Shark’s position is updated according to (5). 
Otherwise, it is updated, according to (6). The determination of Shark’s direction toward forwarding or 
rotational relies on the fitness value of that location; also, the locations that are visited by the SSO 
algorithm cannot be revisited. The algorithm 1 (Fig. 3) shows the steps of applied SSO for feature 
extraction.  
Algorithm 1: Applied SSO Algorithm for Feature Extraction 
1. Input: User’s Fingerprint Image, max iteration (kmax) = 21 
2. Output: Extracted 21 best features  
3. Begin 
4.    Step1: Set the SSO parameters (NP= 128, ND= 128, ηk = 1 , 𝛼𝑘=1, ∆tk=1 and  R1=R2=R3=1)   
5.    Step2: Put the Shark in the center of the fingerprint image. 
6.    Step3: While (kmax is not satisfied) do 
7.        Step4: Calculate the fitness value of each location (ft, fb, fl, and fr) around the Shark by using fitness function (F)  
8.        Step5: If fitness (fl) > (fr) and (ft) and (fb) then 
9.              Update Shark’s velocity by using Eq. (4) 
10.            Update Shark’s position to forward movement according to Eq. (5) 
11.        Else 
12.            Choose highest fitness value among (fr), (ft), (fb). 
13.            Updating a shark’s position to rotational movement according to Eq. (6)  
14.      Step6: New Shark’s position is identified  
15.     End while   
16. Step7: 21 features are extracted 
17. End    
Fig. 3. Applied SSO Algorithm for Feature Extraction 
2.4. Random weight generation by using CPFK   
Based on its name, CPFK is firstly introduced by a well-known Russian Mathematician named 
Pafnuty Lvovich Chebyshev (P.L.C) in 1854 [26]. CPFK is a prototype of a chaotic map. It is described 
as Fk(x) of the first type which is a polynomial of x with degree k, can be calculated as in (8).  
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𝐹𝑘(𝑥) = 𝑐𝑜𝑠(𝑘 𝑐𝑜𝑠−1 𝑥)    𝑜𝑟    𝐹𝑘(𝑐𝑜𝑠𝜃) = 𝑐𝑜𝑠(𝑘𝜃)      𝑓𝑜𝑟 𝑥 =  𝑐𝑜𝑠𝜃  (8)  
where x represents a variable in the interval [-1,1], and k is positive number or (non-negative integer). 
They can be recursively generated with the following formulas: Let k= 0,1,2,3. Then, these can be 
obtained: cos0θ = 1, cos1θ = cosθ, cos2θ = 2cos2θ − 1, and cos3θ = 4cos3θ − 3cosθ. Let cosθ = x. Then, 
these can be attained: F0(x) = 1, F1(x) = x, F2(x) = 2x2 −1, F3(x) = 4x3 −3x,  Fk+1(x) = 2xFk(x) − 
Fk−1(x). As a result, CPFK map Fk: [−1, 1]      [−1, 1] of degree k, when k>1 [27][28]. 
CPFK has been performed as a random generation algorithm. The main objective of using CPFK is 
to generate random numbers (weights) according to equation (8) that are required to initialize the 
population of GA. The steps of CPFK for random weight generation are presented in the algorithm 2 
(Fig. 4). 
Algorithm 2: Applied CPFK algorithm for Random Weights Generation 
1. Input: k=5, x0= 0.2, required max iteration (I max), where k is the CPFK degree at point x0 
2. Output: Generated random numbers (weights) 
3. Begin 
4.    Step 1: Set I=0  
5.    While (I <= I max)  
6.       Begin 
7.          Fk(x1) = cos (k cos−1 𝑥0)   
8.          x0=x1 
9.          I= I+1 
10.      End  
11. End 
Fig. 4. Applied CPFK algorithm for Random Weights Generation 
2.5. Feature selection by using GA 
Genetic Algorithm (GA) is an adaptive heuristic search algorithm relies on the evolutionary ideas of 
natural selection and genetics [29][30]. This method involves the improvement of a population of 
chromosomes, where each chromosome denotes a potential solution. Each chromosome consists of 
numerous genes; their number is varying according to the optimization problem. The genes of each 
chromosome are encoded either by binary digits (0 or 1) or real number [31][32]. This algorithm 
performs through five critical phases, namely, initialize population, fitness value calculation, selection 
operation, crossover operation, and mutation operation [33]. 
In this stage, GA is used as an efficient feature selection algorithm to select the best seven features 
among 21 extracted features by SSO for each user. The features that are attained the highest fitness value 
according to fitness function (F) are the best. Each user has 21 features, where it is divided into three 
equal groups, which are (x1, x2, and x3). GA starts with a random initial population of weights that are 
generated by using CPFK, as explained in subsection (2.4). The fitness value is calculated for each group, 
according to (9) and (10).  
𝑌’ = ∑  𝑋𝑖 ∗ 𝑊𝑗𝑛𝑖,𝑗=1          (9)  
where X represents 21 features divided into three equal groups (x1, x2, and x3), W denotes weights, and 
i = j=1, 2,…., n=7.  
𝐹(𝐶)  =  1/|𝑌 − 𝑌’|  
where F(C) represents fitness function, while |Y-Y’| is absolute error, Y represents the best location 
(highest pixel value) in the image, and Y’ is calculated by (9). After calculating the fitness value for each 
group, the main phases of GA are applied. Because GA works by an iterative method, it will generate a 
new generation until it reaches the maximum iteration. Consequently, the seven best features selected 
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by GA for each user are multiplied by seven weights and stored in the database with its fitness values. 
The Algorithm 3 (Fig. 5) indicates the steps of applied GA for feature selection.  
 
Algorithm 3: Applied GA for Feature Selection 
1. Input: x1, x2, x3 as features, max generation (𝐺max) = 40  
2. Output: Selected 7 best features by GA  
3. Begin  
4.    Step1: Generate random initial population of (weights) 𝑊𝑗0 by using CPFK, as shown in the algorithm (2). 
5.    Step2: Calculate the fitness value for each (x1, x2, and x3) according to Eq. (9) and Eq. (10). 
6.       While ( 𝐺max not satisfied) do   
7.            Perform selection operation by selecting 2 (weights) 𝑊𝑗0  (e.g., W10 , 𝑊30) as a parent that obtained the 
highest fitness value.  
8.            Perform crossover operation by recombining some weights of a parent (𝑊10) with some weights of a parent 
(𝑊30) to create a new individual weight called offspring.  
9.            Perform mutation operation by altering one weight from offspring by a particular mutation rate (i.e., weight 
divided by 2) to create a new individual called a mutant.  
10.          Accept the new population (or new generation) by placing a new individual (mutant) with old individuals 
(parents) in the new population to produce a new generation. 
11.      End while 
12.    Step3: 3 new weights are produced defined as (W1), (W2), and (W3)  
13.    Step4: Get new fitness value defined as (fW1), (fW2), and (fW3) 
14.    Step5: Choose and store the best fitness  
15. End  
Fig. 5.  Applied GA algorithm for Feature Selection 
2.6. Creation of a user’s database 
Before proposing the model, a database is created to store the information's users and their seven 
features to be used later for the matching process. 
2.7. Matching (similarity) process 
This is the final and most significant stage of the proposed model because the reliability of any 
fingerprint recognition relies on the matching process. In this study, the match (similar) operation is 
implemented by using the Euclidean Distance (ED). ED is a distance measurement used to calculate the 
similarity ratio between two points that can be computed by mathematical formulation as revealed in 
(11), where ED is the Euclidean distance between point p and q at (x, y) coordinates [34].  
𝐸𝐷 (𝑝, 𝑞)  =  √(𝑝𝑥 − 𝑞𝑥)2 + (𝑝𝑦 − 𝑞𝑦)2               (11)
ED is used because it is the only Metric that is the same in all directions, that is, rotation invariant. 
Similarity (matching) is carried out twice. The first is when entering the authorized user’s data, where 
the fitness value of the user compares to all the fitness values of the database, this process called 
identification (1:M). The second takes place between the user’s fitness value claiming to be authorized, 
and the authorized user’s fitness value stored in the database, this process called verification (1:1).  
3. Results and Discussion 
The dataset has been prepared by collecting 150 real fingerprint image samples, as depicted in Fig. 2. 
One hundred fifty fingerprint samples are used to test the efficacy of the proposed model. The filtered 
image has been achieved after applying a weighted median filter on the user's fingerprint image, both 
original image and the filtered image for four users (A), (B), (C), and (D)  has been depicted in Fig. 6.  
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(a) 
    
A                            B                          C                           D 
(b) 
    
A                            B                           C                          D 
Fig. 6. Result of applying a weighted median filter on a noisy image; (a) original noisy image and (b) filtered 
image.  
The proposed model uses SSO algorithm to extract 21 features from each user’s fingerprint image. 
Fig. 7 decomposes into four subfigures, and each subfigure shows 21 locations (best features) that are 
extracted by SSO for four users.  
 
 
Fig. 7.  The relation between locations and their values for users.  
Some of the random weights that are generated by Chebyshev Polynomial First Kind (CPFK) are 
demonstrated in Table 1. 
Table 1.  Weight’s value that is randomly generated by CPFK 
No. 
Weight 
values 
No. 
Weight 
values 
No. 
Weight 
values 
No. 
Weight 
values 
No. 
Weight 
values 
1 0.37828 8 0.33285 15 0.97646 22 0.56216 29 0.90267 
2 0.60490 9 0.53723 16 0.27129 23 0.89062 30 0.62474 
3 0.94269 10 0.85558 17 0.45532 24 0.67158 31 0.96235 
4 0.44644 11 0.78921 18 0.72768 25 0.99366 32 0.34699 
5 0.71332 12 0.93713 19 0.99499 26 0.17472 33 0.55774 
6 0.99904 13 0.47324 20 0.16709 27 0.35613 34 0.88461 
7 0.14370 14 0.75656 21 0.35000 28 0.57127 35 0.69374 
D
A B
C
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In Table 1 is shown that CPFK was an efficient random generation algorithm because it generated a 
sequence of different weights without duplication. In this study, feature selection is done by using GA 
because it is efficient, fast, and able to find optimal solutions in a short time. Therefore, the seven best 
features selected by GA for four users with its fitness values are displayed in Table 2.  
Table 2.  The features and fitness values for users  
User Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 Feature 7 
Fitness 
values 
A 0.19117 0.37023 0.59255 0.92889 0.51177 0.81735 0.88603 519.04372 
B 0.33672 0.54279 0.86363 0.76464 0.96862 0.31377 0.51050 79.3516 
C 0.93973 0.46079 0.73651 0.99085 0.19082 0.36991 0.59207 122.83995 
D 0.22558 0.40353 0.64441 0.97832 0.26106 0.44302 0.70778 255.02494 
      
According to Table 2, each user had distinctiveness features that were selected by GA that indicated 
the efficiency of the algorithm used. Ultimately, performance of the proposed model is measured and 
evaluated by three renowned metrics, namely, False Acceptance Ratio (FAR), False Rejection Ratio 
(FRR), and Correct Verification Rate (CVR). FAR, FRR and CVR [35] can be calculated as: 
𝐹𝐴𝑅 =  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑡𝑖𝑜𝑛 / 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒
𝐹𝑅𝑅 =  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑟𝑒𝑗𝑒𝑐𝑡𝑖𝑜𝑛 / 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒
𝐶𝑉𝑅 =  (1 − 𝐹𝐴𝑅 − 𝐹𝑅𝑅) ∗ 100 % 
To evaluate the proposed model performance, we tested our model by using 15, 50, 100, and 150 
fingerprint images that are taken from the private dataset, respectively. As a consequence, the proposed 
model was extremely accurate according to FAR, FRR, and CVR metric, as tabulated in Table 3.  
Table 3.  Evaluating the proposed model performance through error rate metrics. 
Image No. FAR FRR CVR% 
15 0.00 0.00 100 
50 0.00 0.00 100 
100 0.00 0.01 99 
150 0.00 0.00666 99.334 
 
The highest rate of CVR has been attained that proved the credibility of the proposed model, as in 
Table 3. Table 4 displays the comparison that has been done between the performance of the proposed 
model and previous models that are proposed by other researchers. The proposed model achieved higher 
CVR than the previous models.  
Table 4.  A Comparison between the performance of the proposed model and previous models. 
Ref. Algorithm Used FAR FRR CVR% 
Ali et al. [36] Minutiae Extractor Algorithm (MEA) 0.0154 
0.0137 
 
97.09 
 
Dakhil and Ibrahim 
[13] 
Filter Bank Based (FBB) algorithm and K-Nearest 
Neighbor (K-NN) 
0.012698 0.047619 93.9683 
Oo and Aung [14] Neural Network (NN) - - 96.5 
Kaur et al. [15] Novel similarity measure-based random forest (NRF) - - 98.03 
Proposed Model SSO and GA 0.00 0.00666 99.334 
     
The execution time for each stage of the proposed model is shown in Table 5. It can be seen that the 
execution times were in good performance. It means that the proposed model is efficient.  
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Table 5.  Execution time for each stage of the proposed model 
No. User 
Preprocessing 
(sec) 
Weights 
Generation (sec) 
Features 
Extraction (sec) 
Features 
Selection (sec) 
Matching 
Features (sec) 
1 A 11 6 21 28 28 
2 B 11 6 19 30 27 
3 C 12 6 20 30 28 
4 D 11 6 21 29 27 
4. Conclusion 
In this paper, a credible and efficient fingerprint recognition model is proposed using a shark smell 
optimization (SSO) algorithm and a genetic algorithm (GA). In this section, valuable findings have been 
reached at which were used weighted median filter (WMF) was a good filter for noise elimination and 
image enhancement. The locations that are chosen by the SSO algorithm have high fitness value and 
were chosen intelligently and randomly. The Chebyshev Polynomial First Kind (CPFK) was a powerful 
number generation algorithm because it generated a series of random numbers that are different in a 
very short time. The seven best features that were selected by GA from each user were quite adequate 
for authenticating the user’s identity. Furthermore, the proposed model was an excellent fingerprint 
recognition based on intelligent algorithms as it offered a higher CVR of 99.334%, and lowered FAR 
and FRR of 0.00 and 0.00666, respectively. It means that the performance of the proposed model was 
better than previous versions, which revealed that the proposed fingerprint recognition despite the better 
CVR rate than comparable algorithms. In addition, it also showed the best execution time because each 
stage elapsed a minimum time. 
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