As is well known, using piecewise linear polynomial collocation (PLC) and piecewise quadratic polynomial collocation (PQC), respectively, to approximate the weakly singular integral
1. Introduction. In this paper we study an error estimate of the piecewise linear polynomial collocation (PLC) and piecewise quadratic polynomial collocation (PQC) for the nonlocal problems with a weakly singular kernels, whose prototype equation is [1, 4, 14, 16] (1.1) b a u(x) − u(y) |x − y| γ dy = f (x), x ∈ (a, b), 0 < γ < 1 with Dirichlet boundary conditions u(a) = u a and u(b) = u b . Such as nonlocal problems (1.1) have been used to model very different scientific phenomena occurring in various applied fields, for example in materials science, biology, particle systems, image processing, coagulation models, mathematical finance, etc. [1, 4] .
Formally, the nonlocal models (1.1) can be viewed as Fredholm weakly singular integral equations of the second kind [2, 3, 21] , i.e.,
with a nonzero complex number λ ∈ C. However, there are still some significant differences for the models in these two fields. For example, the inverse operators of Fredholm integral equations ( * ) are uniformly bounded, see Theorem 12.5.1 of [3] or [2] ; but nonlocal model (1.1) is unbounded. From perspective of error analysis, it is shown that the Fredholm integral equations ( * ) have O h 2 convergence [3, p. 522] by PLC and O h 4−γ convergence [3, p . 525] by PQC. Such a situation does not take place for model (1.1) , even for the case γ = 0. Later in the section 4, we prove an optimal global convergence estimate with O (h) by PLC and O h 3 by PQC, respectively, for model (1.1) . In fact, the convergence rate for model (1.1) with PLC remains to be proved in [16] .
The first key step of error analysis for models (1.1) is to study the following integral with the weakly singular kernels, being defined as
It should be noted that the integral (1.2) can be decomposed into Abel-Liouville integrals (often also called Riemann-Liouville fractional integrals) [12] and Weyl fractional integral [13] if they depart from the constant coefficient 1/Γ(1 − γ).
Among various techniques for solving integral equations, collocation methods are among the simplest [21] , which is only needed one-fold of integration and is much simpler to implement on a computer. Piecewise polynomial collocation methods for the integral (1.2) have been extensively examined by many authors. As is well known, for weakly singular (0 < γ < 1) integral (1.2) , an optimal error estimate with O h 2 was proved by PLC and only O h 3 convergence was established by PQC in [2] . Up to now, the quasi-optimal error estimate with O h 4−γ convergence was provided by PQC, see [7] or [3, p. 525] . A few years later, the error estimate of the Newton-Cotes rules (piecewise polynomial collocation) for hypersingular (γ ≥ 1) integrals (1.2) was first studied in [11] . Later, the superconvergence estimate of the Hadamard finitepart (hypersingular) integral is discussed in [19, 20] and a class of collocation-type methods are developed in [10] . Recently, fractional hypersingular integral equations and nonlocal diffusion equations with PLC is studied in [21] and a general Newton-Cotes rules for fractional hypersingular integrals have been developed in [8] . It should be noted that there are still some differences for the hypersingular integral and weakly singular integral equations. For example, the stiffness matrix of hypersingular integral is a strictly diagonally dominant M-matrix [21] , however, it is not possessed for the weakly singular integral equations by PLC.
Numerical methods for the nonlocal problems (1.1) have been proposed by various authors. There are already the second-order convergence results for model (1.1) by linear FEM [5, 18] and for peridynamic or nonlocal problems with the horizon parameter by PLC [6, 15, 21] . As with our previous reviews, it seems to be second-order convergence for nonlocal model (1.1) as well as Fredholm weakly singular integral equations ( * ) by PLC. Unfortunately, the numerical result of (1.1) with γ = 1 shows that the convergence rate seems to be close to 1.5 by PLC [16] although it remains to be proved. In this work, inspired by these observations, we will provide the rigorous convergence error estimate with O (h) by PLC for the nonlocal model (1.1), even for the case γ = 0. How about PQC? We have known that there exists the quasi-optimal error estimate with O h 4−γ convergence for (1.2) by PQC in [3, p . 525] or [7] . However, it is still not an optimal error estimate when the singular point coincides with an element junction point. Developed the techniques of hypersingular integral [8, 10, 19] , we will provide an optimal error O h 4 
2) with weakly singular kernels by PQC. Then the main purpose of the paper is the derivation of an optimal global convergence estimate with O h 3 for nonlocal problems (1.1) by PQC.
The paper is organized as follows. In the next section, we provide the discretization schemes for the integral (1.2) and nonlocal model (1.1), respectively. In Section 3, we study the local truncation error for integral (1.2) by PLC and PQC. The global convergence rate for nonlocal model (1.1) by PLC and PQC, respectively, are detailed proved in Section 4. To show the effectiveness of the presented schemes, results of numerical experiments are reported in Section 5. In particularity, some simulations for two-dimensional nonlocal problems with nonsmooth kernels in nonconvex polygonal domain are performed. Finally, we conclude the paper with some remarks on the presented results.
Collocation method and numerical schemes.
To elucidate the superconvergence phenomenon, we use the piecewise linear and quadratic polynomial collocation method to approach the nonlocal model (1.1). Let us first consider the weakly singular integral (1.2). (1.2) . In [2] the author already provided integral formulas to compute the weakly singular integral (1.2) by the piecewise polynomial collocation. Here, for the sake of theorems, we should explicitly express the coefficients of the quadrature schemes by integral formulas.
Collocation method for integral
Case I: PLC for integral (1.2). Let a = x 0 < x 1 < x 2 · · · < x N −1 < x N = b be a partition with the uniform mesh step h = (b − a)/N . Let the piecewise linear basis function φ j (x) be defined by [3, p. 484 ]. Then the piecewise linear interpolation I 1 (a, b, x) of (1.2) is
i.e.,
. Using integral formulas of [2] , we can explicitly derive the internal values coefficients g 0 = 2, g k = (k +1) 2−γ −2k 2−γ +(k −1) 2−γ , k ≥ 1; and the boundary values coefficients
Case II: PQC for integral (1.2). Let a = x 0 < x 1 2 < x 1 < · · · < x 2N −1 2 < x N = b be a partition with the uniform mesh step h = (b − a)/N . Let the piecewise quadratic basis function ϕ j (y) or ϕ j+ 1 2 (y) be given in [3, p. 499 ]. Let u Q (y) be the piecewise Lagrange quadratic interpolant of u(y), i.e.,
Then we have the following piecewise quadratic interpolation I 2 (a, b, x) of (1.2)
3) into two parts as follows
(2.4) and
. Here, from integral formulas of [2] , we can explicitly compute m 0 = 2(1 + γ) and
The boundary values coefficients 
where the local truncation error R i = O(h 2 ) will be proved in Lemma 3.1. Let u i be the approximated value of u(x i ) and f i = f (x i ). Then the discretization scheme is
Here the coefficients σ h,γ , α i , g |i−j| are given in (2.1), and
For the convenience of implementation, we use the matrix form of the grid functions
therefore, E.q. (2.7) can be rewritten as
Case II: PQC for nonlocal model
Here we will prove that the local truncation error is
in Theorem 3.7. Let u i 2 be the approximated value of u(x i 2 ) and f i 2 = f (x i 2 ). According to (2.3)-(2.5), then the discretization scheme is the following systems
are given in (2.4) and (2.5) . For the convenience of implementation, we use the matrix form of the grid functions U = u 1 , u 2 , · · · , u N −1 , u 1 2 , u 3 2 , · · · , u N − 1 2 T and similarly for F .
Therefore, we can be rewrite (2.10) as the following systems
Here
The rectangular matrices P, Q are defined by
3. Local truncation error for integral (1.2). As is well known, an optimal error estimate with O h 2 was proved by PLC and only O h 3 convergence was established by PQC in [2] . To the best of our knowledge, the quasi-optimal error estimate with O h 4−γ convergence was provided by PQC, see [7] or [3, p. 525 ]. However, it is still not an optimal error estimate when the singular point coincides with an element junction point. Based on the idea of [8, 10, 19] , we next provide an
Using Lagrange interpolation and the property of weakly singular of integral (1.2), we obtain the following local truncation error for integral (1.2) by PLC.
A few technical
Lemmas. Let us first introduce some lemmas, which will be used to estimate the local truncation error for integral (1.2) by PQC.
and u Q (y) be defined by (2.2). Then
where i is a positive integer number, i 2 and i 2 denotes the greatest integer that is less than or equal to i 2 and the least integer that is greater than or equal to i 2 , respectively.
Proof. If i is even, we have
Then
Therefore, we have
The proof is completed.
where i is a positive integer number and i 2 denotes the least integer that is greater than or equal to i 2 . Proof. Since
For the sake of simplicity, we take w(ξ m ) = u (3) (ξm)
Using integration by parts and
Here, for the last inequality, we use
From (3.1) and (3.2), it leads to
Next we estimate the error term J 3 . Using (3.1) and (3.2), we have
We can check
On the other hand, if i is an odd, we have
It implies that
where i is a positive integer number and i 2 denotes the greatest integer that is less than or equal to i 2 . Proof. Since x i 2 +1 = x i with i = 1, 2, it yields Q r = 0. Then we just need to estimate Q r with i ≥ 3. For any y ∈ [x m , x m+1 ], using Taylor expansion, there exist
Moreover, from (3.2), we have
According to the above equations, there exists
Next we estimate the error term J 3 . From (3.1) and (3.2), we have
The similar arguments can be performed as (3.3), we get
Proof. For any y ∈ [x m , x m+1 ], using Taylor expansion, there exist ξ m ∈ [x m , x m+1 ] such that
For the sake of simplicity, we taking w(ξ m ) = u (3) (ξm)
3!
. Using integration by parts and
According to the above equations, we have
The proof is completed. 
For the sake of simplicity, we taking w(ξ m ) = u (3) (ξm) 3! . Using integration by parts and
3.2. Local truncation error for integral (1.2) with PQC. According to the above results, we obtain the following. 
According to Lemmas 3.2-3.5, we obtain
.
According to the Lemma 3.6 and the similar arguments can be performed as Lemmas 3.2-3.4, we have
Remark 3.1. If s is not an element junction point, e.g., s ∈ x i 2 , x i+1 2 , the similar arguments can be performed as Theorem 3.7 by PQC, we have
which coincides with [7] 
We next prove the matrix A is strictly diagonally dominant by rows.
From the Gerschgorin circle theorem [9, p. 388], the eigenvalues of A are in the disks centered at a i,i with radius r i , i.e., the eigenvalues λ of the matrix A satisfy
Theorem 4.2. Let u i be the approximate solution of u(x i ) computed by the discretization scheme (2.8) .
Proof. Let ε i = u(x i ) − u i with ε 0 = ε N = 0. Subtracting (2.8) from (2.6), we get
. From Lemma 4.1, it yields a i,i > 0 and a i,j < 0, i = j and
From (4.1) and Lemma 3.1, we have
4.2.
Global convergence rate for model (1.1) with PQC. We next consider the properties of the stiffness matrix A in (2.11). Proof. Using Taylor expansion, we have
We first estimate the elements of M. From (2.4) and (4.3), it yields m 0 > 0 and
Now we estimate the elements of P. From (2.5) and (4.3) and the above estimate of m i , we have
On the other hand, using (2.5) and (4.3), we obtain
We next estimate the elements of Q. From (2.4) and (4.3), we obtain
We last estimate the elements of N . From (2.5) and (4.3), it yields n 0 > 0 and
Let η h,γ be given in (2.4) and i ≥ 2. Using Taylor expansion (4.
Here, for the last inequality, we use ∞ n=5 n−3
On the other hand, there exists b a ϕ N (x)
Then A is strictly diagonally dominant by rows. Proof. From Lemma 4.4, we know that M, N , P, Q are positive matrices. From Lemma 4.4 and the property of the interpolation operator, i.e.,
x i 2 − y γ dy > 0, i = 1, 2, · · · , 2N − 1.
Using (2.3), (2.9) with u(x) ≡ 1, we can rewrite the above equation as the following
Remark 4.2. From Lemma 4.5, we know that the matrix A is nonsingular [17, p. 23 ] and the linear system (2.11) has a unique solution.
Theorem 4.6. Let u i be the approximate solution of u(x i ) computed by the discretization scheme (2.10). Then
Proof. Let i = u(x i )−u i with 0 = N = 0. Subtracting (2.10) from (2.9), we get
and similarly for R. Upon relabeling and reorienting the vectors and R as
then the above equation can be recast as η h,γ · A = R.
. From Lemma 4.4 and (4.4), it yields a i,i > 0 and a i,j < 0, i = j and
According to Lemma 4.4 and Theorem 3.7, we have
Numerical results.
In this section, we numerical verify the above theoretical results including convergence rates. In particularly, some simulations for twodimensional nonlocal problems with nonsmooth kernels in nonconvex polygonal domain are performed. 5.1. Numerical example for 1D. In this subsection, the l ∞ norm is used to measure the numerical errors. 5.2. Numerical example for 2D. In this subsection, the l ∞ norm and the discrete L 2 -norm, respectively, are used to measure the numerical errors. where the nonconvex polygonal domain is a five-point star domain Ω in (0, 2) × (0, 2), and the exact solution is u(x, y) = e x 2 cos(πy). Then the nonhomogeneous boundaries condition and source function f (x, y) are defined accordingly.
In Fig. 5.1 , the triangulations when h = 1/4 and h = 1/8 are depicted. ) by PLC and PQC, respectively, in a a nonconvex polygonal domain. Here || · || l∞ denotes the l ∞ norm and || · || L 2 denotes the discrete L 2 -norm.
Conclusion.
In this work, we first derive an optimal error estimate for weakly singular integral (1.2) by PQC when the singular point coincides with an element junction point. Then the sharp error estimate of piecewise linear and quadratic polynomial collocation for nonlocal problems (1.1) are provided. Hopefully, an optimal error estimate of the kth-order Newton-Cotes rule O(h k ) for odd k and O(h k+1 ) for even k can be obtained of nonlocal model (1.1) by following the idea given in this paper. Moreover, it is also provided a few technical analysis for two-dimensional nonlocal problems with singular kernels or other nonsmooth kernels.
