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Let E > 1. For each positive integer n, a polynomial S,(x) of degree <n is con- 
structed such that S,(x) 5 exp( - IX”), 1x1 < Cn’ %, where C > 0 is independent of n. 
These polynomials enable one to estimate Christoffel functions and prove L, 
MarkovvBernstein inequalities for all 0 <p < co, and for all the weights 
exp( - ix/“). x> I. In particular, the gap 1 < a < 2 in Feud’s approximation theory 
can be filled, and one can prove L, Markov-Bernstein inequalities for O<p< 1. 
fi’, 1987 Academic Press. Inc 
1. INTRODUCTION 
The early papers of Freud [6, 71 and Nevai [21,22] on weighted 
approximation for exponential weights dealt primarily with weights such as 
W,,(x) = exp( -xZk), where k is a positive integer, The reason for this was 
that the (n + 1)th partial sum, S,(x) say, of the Maclaurin series for W,,(x) 
satisfies 
S,(x) - W,,(X)? (xl d Cn112k, (1.1) 
where C > 0 is independent of n and x. Here - denotes that the ratio of S, 
and w2, is bounded above and below by positive constants independent 
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of n and x. These polynomials facilitated estimation of Christoffel functions 
and proofs of Markov-Bernstein inequalities. 
Subsequently, Freud [& lo] realized that, in order to provide upper and 
lower bounds for Christoffel functions, it suffices to construct polynomials 
that equal the weight at one point and that approximate the weight on one 
side only, rather than satisfy ( 1.1). This, and other ideas, enables Freud to 
prove weighted Markov-Bernstein inequalities in L,,( 1 < p < ;c ), and to 
develop a theory of weighted approximation for a large class of weights. 
which included W,(x) = exp( ~ I-XI’), 2 > 2. A partial theory of 
approximation for W,(x) was developed by Freud, Giroux, and Rahman 
c121. 
One gap in Freud’s theory was that it did not treat the weights W,(X), 
1 < x < 2: The methods of [6-~-10, 21, 221 did not yield lower bounds for 
the Christoffel functions to match the upper bounds in [9]. The partial 
lower bounds obtained by one of us [ 17, Theorem 3.6(ii)] and Mhaskar 
and Saff 120, Theorem 6.5(b)] do not really fill this gap. See [ 171 for 
further results and references on Christoffel functions, and Mhaskar [ 191 
and Nevai [25] for more general surveys. 
A futher gap in Freud’s theory is that his method of proving L,, 
MarkovBernstein inequalities does not work for 0 < p < 1. Using the 
polynomials {S,,(x) 1 that satisfy (1.1) Bonan [3] and Bonan and Nevai 
[4] filled this gap for weights such as /.ul/’ exp( -.Y’). In this paper the gaps 
1 < CI < 2 and 0 < p < 1, r > 1 will be filled. One of the main results of this 
paper is 
THEOREM 1 .I. Let c( > 1. There exist even polynomials S,,(x), n = 1. 2 ,..., 
such that 
(i) S,,(x) has degree at most n, 
(ii) S,,(x) - W,(x), 1.~1 d C, n’,“, 
(iii) ISL(x)l d CzIxIZ l W,(x), 1.~1 < C,n”“, 
and in particular 
(1.2) 
(1.3) 
Here the constants C, , C,, and C, are independent qf’ n and x. 
It will be shown after Theorem 7.4 that assertions (i) and (ii) of 
Theorem 1.1 cannot hold for any CI E (0, 11. For c( 3 2, one can replace the 
< in (1.3) by -, at least for 1.~1 > 1, but the proof of this will be omitted. 
One easy consequence of Theorem 1.1 is 
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COROLLARY 1.2. (Estimates of Christoffel functions). Let c1> 1. For 
n = 1) 2, 3 )...) and x E R, let 
where the infimum is taken over all polynomials P(x) of degree at most n - 1. 
There exist positive constants C, and C2 independent of n and x, such that 
(i) A,(~;x)-r~‘~~~~U/~(x), 1x1 <C,n”“, (1.4) 
(ii) i,( w;; X) 3 C2n”+‘Wl;(x), XE 53. (1.5) 
Corollary 1.2 is a special case of Theorem 7.4. A further straightforward 
consequence of Theorem 1.1 is the “local” Markov-Bernstein inequality in 
Theorem 7.3. The most important special case is 
COROLLARY 1.3. (Markov-Bernstein Inequality). Let a>1 and 
0 < p < co. For n = 1, 2,..., and all polynomials P qf degree at most n, 
where C is independent of n and P. 
To construct the polynomials of Theorem 1.1, we consider entire 
functions that are canonical products of Weierstrass primary factors with 
only negative real zeros. The general asymptotic results for canonical 
products in Boas [2] and Levin [14] are not sufficiently precise for our 
purposes, but those in Abi-Khuzam [ 1 ] are. However, our approach is dif- 
ferent from that in [ 11, since we wish to treat more general weights in a 
subsequent paper, and thus prove some of the preliminary results in a 
general form. 
Unfortunately, in considering general weights W(x) = exp( -Q(x)), one 
has to use the results in [ 181, and one has to treat separately the cases 
where Q(t) grows slower, or at least as fast as t2, as ItI + co. There is a 
further problem when Q(t) grows slightly slower than t* or t4, as 1 tl + co. 
Hence the decision to treat only the weights WJx), CI > 1, in this paper. 
The paper is organized as follows: In Section 2, we present our notation. 
In Section 3, some preliminary lemmas are established, and in Section 4, a 
“remainder” term is approximated by polynomials. In Section 5, we use the 
partial sums of Maclaurin series to approximate certain entire functions by 
polynomials, and in Section 6, the proof of Theorem 1.1 is completed. Sec- 
tion 7 contains the proofs of Corollaries 1.2 and 1.3, as well as several 
further results. 
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2. NOTATION 
Given r>O, we let 
W,(x) = exp( - /xl”), .YE R. 
Throughout, p,J IV:; x), n = 0, 1, 2,..., denote the orthonormal polynomials 
for w’;, satisfying 
c ’ PA u/22; .\-) P,,(~,; xl w”,(x) dx =6,,,, m, n=o, 1, 2 ,.... 5 
Further, for n = 1, 2, 3 ,... and all x E R, 
i,,(c,x)=infj’ (PW,)‘(u)du/P2(x), 
I 
where the inlimum is taken over all PE #,- , , the class of real polynomials 
of degree at most n - 1. Given 0 < p < x, l/.l/LP,RI denotes the usual L, 
norm on IR. As in [ 171, for 0 < p d m, and non-negative integers ,j, we 
define 
2,7., I( w,> .i? -x) = Ef, lIpw*I/,,~(,,/lp”‘(~~)l~ XER, (2.1) 
n=j+ l,,j+2 ,.... Note that, as in [17], 
t,- 1 
{ &,2( w,, .L xl ) 2 = & bk”Jw;x)Y> (2.2) 
and 
(2.3) 
Throughout C, C, , C2,... denote positive constants independent of n and 
x. Different occurences of the same symbol do not necessarily denote the 
same constant. When stating inequalities for polynomials P of degree at 
most n, the constants will be independent of P, n, and x. To denote depen- 
dence of constants C on parameters r, p,..., we write C= C(cc, p), and so 
on. 
The usual symbols -, o, and 0 will be used to compare functions and 
sequences. Thus, f(x) - g(x) if for some C, and C,, C, df(x)/g(x) d C2 
for all .Y considered. Given a non-negative integer 1, the Weierstrass 
primary factor of order 1 is 
‘(” ‘) = i 
(1-z) I=0 
( 1 - 2) exp(z + z2/2 + + =‘/I), I>O. 
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Finally, for any real x, [x] denotes the largest integer 6x and 
#d denotes the number of elements in a set &‘, while [o, z] denotes the 
directed segment from o to z E @. 
3. PRELIMINARY LEMMAS 
The following lemma shows that it s&ices to consider the weights 
W,(x), 1 < c( < 2: 
LEMMA 3.1. Assume that for each a E ( 1, 2), there exist even polynomials 
{SAX)> = C&,mb)f satisfying (i), (ii), and (iii) in Theorem 1.1. Then, for 
each c( > 1, there exists even polynomials {S,,(x)} E (Sn,r(x)} satisfying (i), 
(ii), and (iii) in Theorem 1.1. 
Proof: Let a > 1. There exists a non-negative integer m such that 
2”‘<8<2”+‘. Let 
fi = u/2”‘, (3.1) 
so that 1 < j 6 2. If /I = 2, then x is a positive even integer, and standard 
methods [7, 211 show that the partial sums of the entire function W,(x) 
(which are even) satisfy (i), (ii), and (iii) of Theorem 1.1. So suppose 
1 < /I < 2. By hypothesis, there exist even polynomials SJ x) of degree at 
most n satisfying 
&dx) - W,dX)> Ix < Cn’ ‘I, (3.2) 
l~:,,~(x)~clIxlB~‘~~(x), 1x1 < Cn”“. (3.3) 
For each positive integer n, let k = [n/2”] and let 
&~(X) = ~k,&XZrnL (3.4) 
which is an even polynomial of degree at most n. By (3.1) and (3.2) we see 
provided 
lwy2”‘/ < Ck’iP - nl’f’, 
which is true if 1x1 d Czn’!‘. Further, by (3.3) and (3.4) for 1x1 d Czn”“, 
Is;,,(x)1 = 2mlxjZrn- ‘Is;,B(x2m)l 
< c12”Ix(2m-’ lx\2”U- Iq,qx2m) 
= C,2”lxl”~ ‘W,(x), 
by (3.1). I 
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The next lemma shows that it suffices to approximate on part of the 
positive real axis: 
LEMMA 3.2. Let A > 0. Assume thut ,for each fl E (f, 1 ), there exist 
polynomials { T,,(x) ) 3 { T,,,,Jx) ] und constants C, und C, .such that 
(i) T,,(x) bus degree ut most n; 
(ii) T,,(x) + W,Jx), XE [A, C,n’!P]; (3.5) 
(iii) IT:,(x)/ d CzlxlB ’ W,(x), XE [A, C,n’,“]. (3.6) 
Then, fbr each CI > 1, there exist even polwomials (S,,(x)} = (Sn,z(x)) 
sati.$ying (i), (ii), und (iii) in Theorem 1.1. 
Proof: By the previous lemma, we need consider only a E (1, 2). Let b = 
z/2, so that /I E (t, 1). For each positive integer n, let 
S,,, ,(.y) = T,,, ~,.,~(-~2 + A 1, 
so that S,,,, is even and has degree at most n. Since Y = 2/3 < 2, we have 
O<(x’+ A)“- (.x(‘<C,, YE R, 
so that by (3.5), 
S,,,9(x) - exp( -(x’ + A )“) - exp( ~ IX “) 
provided .Y’ + A E [A, C, [n/2]’ “1, which is true if 1x1 < C,n”“. Thus, S,., 
satisfies (i) and (ii) in Theorem 1.1. Further, by hypothesis, for 1x1 < C4n”‘, 
Js;,,,(x)J < 21.4 c-,(.x* + A)“~- ’ W,‘(X2 + A) 
C5(x2 + A) ‘j 
d C,l.ul W,(x), i 
’ 7 W,(x), /.Yl 3 1, 
Ix/ < 1, 
< C,l.ul” ’ W,(.x), 
asfl=c(/2andx-l<l. 1 
Various forms of the following lemma are well known in complex 
function theory, but for completeness we include a full proof of the par- 
ticular form we need. 
LEMMA 3.3. Let Ql(t) he u function continuous und non-decreasing in 
[O, w ), +vith qS( 1) = 1 and d( tj 3 0, t E [0, zxz ). Assume .further that 
lim d(t) = m, (3.7) I- r 
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und assume there exists a non-negative integer I such that 
a 1, d(t)/t’+‘dt< co. (3.8) 
For n = 1, 2, 3,..., let r,, he the .smallest positive root of the equation 
4(r,) = n. (3.9) 
Let 
G,(z) = fi E( -z/r,,, 1). 
n=I 
(3.10) 
Then, G,(z) is an entire function, and ,for a suitable determination Qf the 
logarithm, 
log G,(z) = (- 1)/H(z) + U(z) + F(z), 2 E C\( - co, O), (3.11) 
where U(z) is a polynomial of degree at most 1. and 
H(z) = jl^ g (f)” ’ dt, ZE@\(--x,0), (3.12) 
and 
fW= j, x 19Ct)l -d(t) z t + 
z 
(7) dt, z E a=\( - co, 0). (3.13) 
Proof: First note that the integral in (3.12) converges uniformly for 2 in 
compact subsets of C\( - cc, 0] (by (3.8)) and hence defines an analytic 
function there. Similar remarks apply to the integral in (3.13) as 
1 [d(t)] - c&t)1 < 1. Using the first of the identities, 
(-l,/&(;) 
/+ I 
z-L;+ i (-,-)‘t ’ ’ (3.14) 
/=l 
1 =-- 
t 
-&+ i (-z)‘tr’ ‘, (3.15) 
,=I 
and using (3.12) we see that for ZE@\( -a, 0), 
(-1)‘H(4=Jx {(d(t)- Cd(t)l)+ c)(l)li(W)‘-$(~) 
/+ I
dt 
= -F(z) - U(z) + (- 1)/l,’ E (;)‘+ ‘dt, (3.16) 
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by (3.13), and where 15’(z) is a polynomial of degree at most 1. Next, for 
n = 1) 2,..., let x,(t) be the characteristic function of the interval [r,,, X’ ). 
Then, for t E (0, CC), 
,,Ifl, L(t)= #(r,,:r,,<fj 
= f{n:nd&r)) = [(b(r)], (3.17) 
by (3.9) and monotonicity of 4. Next, by (3.8) and (3.17), 
‘cc > 
i 
,c C&O1 f~ ’ ldt= i I’ x,(r) t ’ ‘dt 
I,=, ’ 
= (I+ 1) ’ t r,, ’ ‘. 
t/= I 
(3.18) 
Here the interchange of series and integral is justified as all terms in the 
series and integral(s) are non-negative (Halmos [13, p. 112, Theorem B]). 
It follows from (3.18) that G,(z) is entire (Boas [2, p. 191). Now let z be 
real and positive. Applying (3.17) and noting that all the terms in the series 
and integral are real and have the same sign, we see that 
(by (3.15)) 
= f log E( -zjr,,, I) = log G,(z). (3.19) 
,,= I 
From this last identity and (3.16), we see that (3.11) holds for z real and 
positive. As both sides of (3.11) are analytic in C\( - ~8, 01, the result 
follows. m 
Our strategy in constructing polynomials satisfying the hypothesis of 
Lemma 3.2 will be to approximate each of G,(z) exp( - U(z)) and 
exp( -F(z)) by polynomials along some ray {Y exp(iQ,): r E (0, x’ ) ), and 
then to multiply these polynomials as an approximation to 
exp(( ~ 1 )/H(z)) = Cm(z) exp( - U(z) - F(z)). 
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In the case of Lemma 3.2 we shall choose d(t) = tS, /= 0, and it will turn 
out that for suitable A > 0, 13~ E ( - rc, z) and z = r exp(i0,), r > 0, 
lexp(( - 1 )‘H(z))( - exp( -A@). 
4. THE REMAINDER TERM exp( -F(z)) 
The purpose of this section is to prove the following general proposition, 
which can be used to deal with exp( -F(z)): 
PROPOSITION 4.1. Let $(t) he u measurable function on [ 1, m) satisfying 
I$(t)l d 1, tE Cl, a)), (4.1) 
and let 
F,(z) = j,= z; dt, ZEC\(-co, -1). 
z (4.2) 
Let q > 1 and (r,,}:= , he a sequence of positive numbers satislving 
1 < f,, < n2/(log n)‘” for all n large enough. (4.3 1 
Finally, let --71< 0, < 7~. Then, for each positive integer n, there exist 
polynomials P,(z) qf degree ut most n, such that 
If’,,(z) exp(Fdz))l - 1, (4.4) 
und 
If’:,(z) exp(Fdz))l d CC1 + lzl )-I, 
for all z 6 [0, rlI exp(i0,)]. 
(4.5) 
The proof of Proposition 4.1 will be split into several lemmas, all of 
which assume the hypotheses of Proposition 4.1. 
LEMMA 4.2. Consider the ellipse &n with foci at 0 and I-,, exp(itl,), and 
with major semi-axis equal to 1 + I-,/2, f or each positive integer n (Fig. 1). 
Let E > 0 be so small that 
-rc+&<d8,<n-&. (4.6) 
Then there exists A > 0 such that the set 
~==(re1”:r3Aandn-&~O~71+Ej, 
does not intersect &, n = 1, 2, 3 ,.... 
(4.7) 
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Proof. The point z = re’” lies outside G,, if the sum of its distances to 0 
and f,, exp(i0,) (the foci of &,,) exceeds 2 + r,, (the major axis of &,,). Now, 
if n- E < Q < 7c + E, then 
~-&=(--“)+-(e-n) 
dn-e,,+i:<271 
i- 
>n-H ~r>O 
(1 ’ 3 
by (4.6). Hence, for some ‘1 E (0, 1) independent of Q, cos (H- 0,) d 
1 -q< 1. Then, 
Izl + /z-r, exp(i0,)I = r+ Ir,,-r exp(i(t),-O))I 
3 r + r,, - r cos(8 - 0,) 
3 qr + r,, > r,, + 2 
if r 3 2/q. Thus, we may choose A =2/q. 1 
LEMMA 4.3. Let A and S be us in Lemma 4.2. Let 
(4.8) 
Then F,(z) is anulytic in C\C4 und sutisfies there 
(i) IF;(z)l 6 C,/(lzl + 1); 
(ii) IF,(z)1 d C, log( 1 + 121). 
In particular, 
(iii) n “d lexp( - F,(z))/ d n”, P E g,,,, n = 1 ) 2, 3 ,.... 
Proqf!f: If z = rein with IQ/ <n, 
(4.9 1 
(4.10) 
(4.11) 
I 7 dt 8 
< =- (4.12) 
0 (t + rj cos 0)2 + (r sin 0)’ r sin 0’ 
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by (4.1) and (859.163) in Dwight [S, p. 2281. Here, if 8 = 0, one must 
replace B/sin 0 by its limiting value 1. Further, if JzI 6 A, we see 
=A -I. (4.13) 
From (4.12) and (4.13) we obtain (4.9) for z E UZ\g and some suitable 
C,. Then (4.10) follows as F,(O) =O. The last assertion of the lemma 
follows from (4.10) and Lemma 4.2, and as 
zE&~=>lzl<l+r,<2n2, n = 2, 3,..., 
by (4.3). I 
LEMMA 4.4. Let 8 he the ellipse with foci at z, and z2 and with semi-axes 
a and h. Then for any function g, analytic on d and its interior, one can find 
polynomials P,*(z) of degree at most n, n = 1, 2, 3,..., such that 
where 
max~I&-P,*(z)l:z~ Cz,dJ) 
d 2 max{ lg(z)l: ZE&) P-“/(P-l), (4.14) 
p = 2(a + h)/lz, - z21. (4.15) 
Proof. The special case z1 = - 1 and z2 = 1 is considered in Lorentz 
[ 15, p. 78, inequality (6)]. Since a suitable linear transformation maps B 
onto the ellipse with foci at - 1, 1 and sum of half-axes p, the general case 
follows. 1 
Proof qf Proposition 4.1. It obviously suffices to prove (4.4) and (4.5) 
for all large enough positive integers n. Let &n and 9 be as in Lemma 4.2. 
Since 4, does not intersect 9 (by Lemma 4.2) we can use Lemma 4.4 with 
d = &fl and g(z) = (d/dz)(exp( -F,(z))). For this case 
and 
a= 1 + r,/2; b-z,l=rn; 
b = (a2 - Iz, - z~I*/~)“~ = (1 + f,)“‘. 
Hence, by (4.15) 
p > 1 + 2r, “2. (4.16) 
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Applying Lemma 4.4, and using the estimates (4.9) (4.11) and (4.16) 
we conclude that there exist polynomials P:(z) of degree at most n ~ 1, 
n = 1 ) 2, 3 )...) such that for z E [0, r,, exp( id,)], 
iexp(-F,(z))-P;X ,(z) <2nC’(l +21‘,;“) CR 1’1 ,!I? 
z 
d C, exp( - C,(log n)‘I), 
for some suitable C, and C,, by (4.3). Now define a polynomial P,(z) of 
degree at most n, by 
Pi(z) = P,* ,(7) and P,,(O) = 1, 
to obtain for z E [0, r,, exp(itr,)], 
2 exp( -F,(z)) - P;(z) d C3 exp( - C,(log n)“). (4.17) 
Since exp( -F,(O)) = 1, we can integrate to obtain 
lev( -F,(z)) ~ P,,(z)1 6 C, ev( - C&x flYI, (4.18) 
for ZE [0, I-,, exp(i0,)]. Using (4.11) and (4.18) we deduce that 
lp,(z) ew(F,(z))l - 1, 2 E CO, f,, exp(4Jl. 
Further, using (4.9), (4.1 I), and (4.17), we deduce that 
IfC(z) exp(F,(z))l d C,l(lzl + 11, z c [0, r,, exp(i0,)]. 
To complete the proof of (4.4) and (4.5) if suffices to show that for ZE 
10, r, exp(Wl, 
lexp(F,(z))l - lexp(~d,-))l. 
In view of (4.2) and (4.8) this is equivalent to showing 
for all z E [0, r,, exp(i0,)]. For ]zI 3 3A, such a bound is evident, and for 
z E [0, 3A exp(iQ,)], the bound follows by continuity. 1 
5. THE ENTIRE FUNCTION G,(z) exp( - U(z)) 
Throughout this section, we assume the hypotheses of Lemma 3.3. First, 
we establish some properties of G, and H. 
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LEMMA 5.1. (i) There exists C such that for JzI = r > 0, 
IG&)I Gexp(CWr)). 
(ii) For z=re”, 161 <n, 
IH( d Ji H(r) max( 1, (1 + cos 0))“‘). 
(iii) For r > 0, 
16 rH’(r)/H(r) < I+ 1. 
(5.1) 
(5.2) 
(5.3) 
(iv) H(r) and H( r)/r’ are non-decreasing in (0, co). 
(v) For r>, 1, 
H(l)r’<H(r)<H(l)r’+‘. 
(vi) For z=re”, 101 <x, 
(5.4) 
IzG;(z)/G,(z)I <2(1+ l)H(r)max{l, (1 +cos~))‘}. (5.5) 
Proof. (i) This follows from (2.6.9) in Boas [2, p. 191 and from (3.10) 
and (3.12) above. Note that n(t) = [d(t)] <4(t) in our case. 
(ii) From (3.12) 
(5.6) 
Now, if cos f3 2 0, 
It + Z12 = t2 + r2 + 2rt cos 0 3 t2 + r2 3 (t + r)2/2. 
On the other hand, if cos 8 < 0, the inequality 2rt < r2 + t2 yields 
We deduce that for 101 < n, 
l/lt+zl dJ?max{l, (1 +cose)-“‘}/(t+r). (5.7) 
Together with (5.6) this yields (5.2). 
(iii) From (3.12) 
rH’(r)= J”,“g(J { 
‘+I (1+1) t+Ir dt, 
t+r I 
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Then (5.3) follows as 
(iv) From (5.3), we see that 
H’(r) > 0 and % { H(r)lr’} 3 0. 
(v) This follows by integrating (5.3). 
(vi) From (3.19), we see that 
zG~(z)/G,Jz) = ( - 1)’ [,I F [;)‘+ ’ {(‘+:::’ “} dt 
and using (5.7), we easily obtain (5.5). 1 
LEMMA 5.2. Let 
.f(z) = G,(z) W - Uz)L ZEC. (5.8) 
Let R,(z) he the (n + I)th partial sum of the Maclaurin series qf‘.f(z), 
n = 1 , 2, 3 ,.... Let B0 E ( - 71, n). Assume that {t,} is a sequence of positive 
numbers such that for some C, and Cz, 
H(L) G C, n, n = 1, 2,..., (5.9) 
and 
1 <r, < C,n”‘, n= 1, 2 ,..., ifI>O, (5.10) 
0 6 log 5,6 C2n, n = 1, 2 ,..., if 1 = 0. (5.11) 
Then there exist C, and C4 such that for z = r exp(i0,) and r E (0, C,, (,,I, 
(i) lUz)l - If(z 
(ii) lRl(z)l < C4(ff(rYr)lJ‘(z)lj r3 1, 
C4(Wr)lr + 1 )If(z)13 r< 1. 
(5.12) 
Proof: Let 0 <F < a. Cauchy’s integral formula yields for Iz/ < .$,, 
lR:(z) -J”(z)1 d 2(&J ’ max{ IR,(tI -f’(t)l: ItI d N,,}. (5.13) 
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Further, Cauchy’s integral formula yields in the usual way, for ItI 6 2&t,,, 
d 2 max{ If(u)1 : Iul = t,}(2~)~ 
G 2 exp(C,H(S,) + C,~!J~EY 
(by (5.1), (5.8), and as U has degree at most I) 
6 exp(C,n + n log(2&)), (5.14) 
by (5.9), (5.10), and (5.11). From (5.13) and (5.14), we deduce 
I&“‘(z) -f”‘(z)1 d exp(C,n + (n -j) log(2&)), (5.15) 
for j=O, 1, IzI G&t,, and some C, independent of E. Next, Lemma 4.3 
shows that for z = r exp(i6,) and r E (0, co), 
v+)l 6 G hid1 + IZI h (5.16) 
where Cg is independent of z. Next, by (3.11) and (5.8), for z E 
(0, i”,, exp(%,)l, we have 
If( = lexp(( - l)‘W) + JIz))l 
3exp(-C,,{H(5,)+log(l +L)}) 
(by (5.2), monotonicity of H, and (5.16)) 
3 exp( - C, 1 n), (5.17) 
by (5.9), (5.10), and (5.11). Together with (5.15), this shows that 
I4&)l - If(Z z E (0, &, ev(%Jl, 
provided F is small enough. Next if z = r exp(i0,) and r > 0, 
I.f’(z)Kz)l G IG;(W&)I + I~b)l 
~ 
1 
CdH(r)lr + r’- ’ ), t-2 1, 
CdH(r)lr + 11, r< 1. 
(5.18) 
Here we have used (5.5) and the fact that U is a polynomial of degree at 
most 1. Using (5.4), (5.15), (5.17), and (5.18), we see that (5.12) follows for 
z E (0, ~5, exp(i0,)], provided E is small enough. i 
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6. PROOF OF THEOREM 1.1 
To prove Theorem 1.1, it suffices to construct polynomials {T,,(x)) 
satisfying the hypotheses of Lemma 3.2. Let us fix 4 <p < 1 and let 
d(t) = tB, t E [O, a). 
This choice of $ satisfies the hypotheses of Lemma 3.3 with I= 0. Further, 
we see from (3.12) that 
(6.1 
= n cosec(7rfi) zp + O(t), (6.2 
uniformly in the sector (arg(z)l 6 z + E for any 0 < E < 7~. Here we have useI 
(4.1.6) in Boas [2, p. 56) and have applied (5.7) to the second integral 
in (6.1). Next, as f</3< 1, we can choose B0 E (-Z, 7~) such that 
n/2 < fi0, < Z, and hence cos(fl0,) < 0. It then follows that 
where 
lexp(H(z))l - exp( -Br?, z = r exp(itJ,), r E [0, co), (6.3) 
B= 71 cosec(n~)lcos(,&),)/ > 0. 
Now, let us set 5, = f,, = n”“, n = 1, 2, 3 ,.... It is clear from (6.2) that (5.9) 
and (5.11) are satisfied, while as /j’ > $, (4.3) is satisfied. Let {R,} be the 
polynomials of Lemma 5.2 and {P,,} be the polynomials of Proposition 4.1, 
with t)(t) = [4(t)] -4(t), so that F,(z) = F(z). Further, let 
V,(z) = Qr,q(“) RCrl,4,(Z)? n = 1, 2, 3,... (6.4) 
and 
T,*(x) = I v,(x ev(4d)l*, n = 1, 2, 3 ,..., x real, (6.5) 
so that V, and T,* are polynomials of degree at most n/2 and n, respec- 
tively. By (6.4), (6.5), (4.4), and Lemma 5.2(i), for XE (0, C,~I’~~) and 
z = x exp( ie,), 
C(x)- text+F(z)) G,(z) exp(- Wz))l’ 
= lexpGWz))l (by (3.11)) 
- exp( - 2Bx”), 
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by (6.3). If, in addition, x>, 1, (4.5) and (5.12) yield 
ICY( = 2lRe( K(z) w(&J v,(z))l 
< C3 exp( -22BxP){xmm’ + H(x)/x} 
< C, exp( - 2Bx”) xB ~~ r, 
by (6.2). Finally, let 
T,(x) = T,*(x(2B))““), n = 1, 2,.... 1 
7. PROOF OF COROLLARIES 1.2 AND 1.3 
We shall prove both Corollaries 1.2 and 1.3 in a more general form, but 
need some preliminary lemmas: 
LEMMA 7.1. Let 0 < p < co. Let 0 < E < 1. There exists C depending on p 
and E only, such that for n = 1, 2, 3,... and all polynomials P of degree at 
most n, 
IlP’ll~~r-~,~] ~CnllPll~,c-~,~~~ 
Proof For 1 < p < 00, this follows from Theorems 9.16 and 9.19 in 
Nevai [24, pp. 163-1641. For 0 < p < 1, this follows from Theorem 5 in 
Nevai [23, p. 2431. 1 
LEMMA 7.2. Let c( > 0. Let 0 < p 6 co. There exist C, and C, depending 
on a and p only, such that for all polynomials P of degree at most n, 
n = 1) 2, 3 )...) 
Ilp~,IILp(R) 1~~~lI~~~IILp(--c*“‘i~,c*“‘~~) 
Proof See Lubinsky [ 16, Theorem A] or Mhaskar and Saff [20, 
Lemma 6.31. 1 
We can now prove 
THEOREM 7.3. (Local Markov-Bernstein Inequality). Let tl > 1. Let 
0 < p < co. Let 0 < n < < < 00. There exist C = C(n, 5, ~1, p) only, such that 
for all polynomials P of degree at most n, n = 1, 2, 3,..., 
Il~‘~,IILp(~~~~~z,l,,tja)~ Cn’-“‘IIPW,Il.p(_gn~io,Sn~iz). (7.1) 
Proof Let Yn = ( -nn”“, nn”“) and 2” = ( -ln”‘, &z”‘), n = 1, 2, 3 ,.... 
By Theorem 1.1, there exists a positive integer J, independent of n, and 
polynomials S,(x) of degree at most Jn, n = 1, 2,..., such that 
&(x) - W,(x), 1x1 d w, (7.2) 
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(7.3) 
Then, for each polynomial P(x) of degree at most n, 
lIP’W,II &(.a,) d c, I/~‘uL,(.~n,) 
(by (7.2)) 
b~,~II~~~,~‘/l,~,.,~,+~‘~‘~“ll~~,ll~,~~,~,~~ (7.4) 
by (7.3). This last step is valid even if 0 < p < 1, provided C, is large 
enough. Since PS, is a polynomial of degree at most (.I+ 1) n, we can 
apply Lemma 7.1 after transforming the interval $, to ( -E, F) and ,$U to 
(- 1, I), with E = q/r, to deduce 
/I(P&)‘/I.pc.an,~ C,n’~““IIPS,Il,p~~~, 
d C,n ’ -wwLP(f,~,> 
by (7.2). Together with (7.4), this yields (7.1). 1 
We note that essentially the above idea appears in Bonan [3] and 
Bonan and Nevai [4], but the method was rediscovered by the present 
authors. It is clear that Corollary 1.3 follows from Lemma 7.2 and 
Theorem 7.3. The following result is new only for 1 < CI < 2: 
THEOREM 7.4. Let 0 < p < x, a > 1, und j be u non-negative integer. 
Then there exist C, and Cz depending only on j, p, and a such that 
(i) A n,p(W,, j, x) - (n’lsr I).‘+ “pW,(x), Ix/ d C, n’,“; (7.5) 
(ii) A, P(Ws, j, x) 3 C2(n”+ ‘)j+ “DW,(x), .KE Ft. (7.6) 
Proof: It suffkes to prove (7.6), since matching upper bounds for 
A,,,(W,,j,x)for /xlGC,n”” appear in [ 17, Theorem 3.6(ii)]. We start by 
considering the case j = 0. Let 0 < r] < 5 < co, and {S,} be the polynomials 
of degree at most Jn satisfying (7.2) and (7.3). Then, for Ix) < qnlia, (2.1) 
and (7.2) show that 
(7.7) 
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by Lemma 6.3.5 and Theorem 6.3.13 [24, pp. 108, 1131 and by transform- 
ing the interval (-[n”“, &‘I’) to (- 1, 1). Although Nevai’s result is 
proved for 0 < p < co, the last step is trivial if p = co. This establishes (7.6) 
for j=O and 1x1 <vn”“, Y) > 0 arbitrary. Now, by Lemma 7.2, we can 
choose q > 0 such that for all polynomials P of degree at most n, 
by (7.7) and the definition (2.1) of %,,,( W,, 0, x). Hence, (7.6) holds for 
j = 0 and all x E R. This last trick is essentially due to Mhaskar and Saff 
[20, Theorem 6.51. 
To prove (7.6) for j = 1, 2, 3 ,..., we note that for any polynomial P of 
degree at most n, Corollary 1.3 yields 
IIp”‘w~II.~,,, d G(n’ ~ “awwzIIL,(R, 
d C,(n’-““)‘+“PIIPW,IIL,(IW,, 
by (7.8). This establishes (7.6) in the general casse. 1 
We can now prove that assertions (i) and (ii) of Theorem 1.1 cannot 
hold for any CI E (0, 11. For if they did, the method of proof of Theorem 7.4 
would show that (7.6) holds for some a E (0, 11. If c( < 1, this would con- 
tradict the fact that I,,, is non-increasing in n. If c( = 1, then (7.6) and (2.3) 
would imply that 
k( u/?> x) 3 Cw+), XER, 
which would contradict the known upper bounds for the Christoffel 
functions [ 121 as well as the fact that the Hamburger moment problem for 
W: is determinate. 
COROLLARY 7.5. Let c( > 1 and j be a non-negative integer. Then, for 
n = j + 1, j + 2,..., 
n-l 
,;, {pk’( q; x)}%qx) 
i 
-@’ “1)21+‘~ 
1x1 d C,n”“, 
<C,(n’-“‘)*‘+‘, XER. 
Proof: This follows from (2.2) and Theorem 7.4. [ 
The following weighted Nikolskii inequality appears in Mhaskar and 
Saff [20, Theorem 3.11 with an extra factor of log n for 1 < a < 2. 
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THEOREM 7.6. Suppose c( > I and 0 < p < r 6 ~8. Then 
IIPW,II,,,, 6 C(n’ ‘,‘)’ ” ‘~rll~~zllL,~R,~ (7.9) 
for all polynomials P of degree at most n, and with C= C(X, p, r) only. 
Proof For r = cc, we proved (7.9) in Theorem 7.4-see (7.8). Suppose 
now O<p<r<cxl. Then 
J m ll~~&(R, = IPW,(x)l'- "IPW,(x)l"dx XI 
d Il~~zll;,p,, II~~,&) 
d C(n’~“‘)c”r’rr~“‘IIP~,Il~,(~, II~~zII&w~, 
by what has already been proved. Then (7.9) follows on taking pth 
roots. 1 
The next result is new only for 1 <LX < 2: 
THEOREM 7.7. Let E > 1. There exists C such that for every pair of con- 
secutive zeros x,, and x,+ l,n of p,( e; x) lying in ( - Cn’l”, Cn”“), we have 
X I” - I ,+ ,,n - n ’ + I#‘. 
Proof: The requisite lower bounds for x,,, - x, + ,,n may be proved as in 
Theorem 5.1 in Freud [ 10, p. 361, using Corollary 7.5. The upper bounds 
were proved in Freud [9, p. 2941. 1 
Finally, we note that Nevai 122, p. 3361 showed that the leading coef- 
ficient yn = yn( *) of p,( q ; x) satisfies y, ~ Jy, - n’!‘, n = 1, 2 ,..., 2 3 1. 
Together with Corollaries 1.2 and 1.3 and Theorem 7.7, this may be used 
to extend the approximation theoretic results in [ 10, 1 l] and possibly 
those discussed in [ 191 to the weights W,, 1 < a < 2. 
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