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ON THE SIMULATION OF MANY STORAGE HEADS BY A SINGLE ONE* 
(Extended Abstract) 
Paul M.B. Vitanyi 
ABSTRACT 
Each multitape Turing machine, of which the storage heads scan O (log n) distinct squares in 
each interval of n steps, for all n;;;;,, 1, can be real-time simulated by an oblivious one-head tape unit. 
There exist multitape Turing machines, e.g. the normal pushdown store, for which the fastest on-line 
simulation by an oblivious one-head tape unit requires n (n Vn) time. 
Keywords & Phrases: multitape Turing machines, on-line simulation by single head tape units, upper 
bounds, lower bounds, real-time simulation by oblivious one-head tape unit, uniform logarithmic space, 
multicounter machines, augmented counter machines, pushdown stores. 
* This report is a preliminary version to be presented at the 10th International Colloquium on Automata, Languages and Pro-
gramming, held in Barcelona, Spain, the 3rd week of July, 1983. A full version, containing complete proofs, will be available 
shortly. 
1. Introduction 
It is generally the case, that additional access pointers in storage enhance computing power. In real-
time, (k + 1)-tapei Turing machines are more powerful than k-tape Turing machines. Analogous 
results hold with all heads placed on the same, tape [Vl,PSS], head-to-head jumps added [PSS], and 
for multihead finite automata with and without head-to-head jumps [J,SV]. Recently it was shown 
that k-tape Turing machines require nonlinear time to on-line simulate k + I-tape Turing machines 
[P]. With respect to upper bounds there are essentially two facts known. Each multitape machine can 
be on-line simulated by a one-head tape unit in square time [HU], and also by a two-tape Turing 
machine in time* 0 (n log n) [HS]. Both of these simulations can be made oblivious [PF], retaining 
the same simulation time. In [PF] it was furthermore shown that each oblivious multitape Turing 
machine on-line simulating a single pushdown store requires g(n log n) time. Thus, for on-line simu-
lation of multitape Turing machines by one-head tape units the fastest simulation time is somewhere 
in between a nonlinear lower bound and a square upper bound, while for on-line simulation by 
oblivious one-head tape units the lower bound is n log n and the upper bound n2• We improve this 
situation in two ways. First, we show that for a restricted class of multitape Turing machines, viz. 
machines of which the storage heads scan O (log n) distinct squares in each interval of n steps, for all 
n,,;;;; I, each member can be real-time simulated by an oblivious one-head tape unit belonging to that 
class. Second, it is demonstrated that each oblivious one-head tape unit, on-line simulating a single 
pushdown store, requires g(n Vn) time. 
Turing machines, simulation and obliviousness. We regard machines as transducers, that is, as abstract 
storage devices connected with input- and output terminals. Thus we consider the machine as hidden 
in a black box, and the presented simulation results concern the input/ output behaviour of black 
boxes and are independent of input/ output conventions or whether we want to recognize or to com-
pute. By a k-tape Turing machine we mean an abstract storage device, consisting of a finite control 
connected with k single-head linear storage tapes, and an input- and an output terminal. A one-tape 
Turing machine is the same as a one-head tape unit. The transducers effect a transduction from input 
strings to output strings by producing the i -th output just before reading the (i + 1 )-th input com-
mand. A machin1~ A on-line simulates a machine B in time T(n) if, for all n >0, the input/output 
behaviour of B, during the first n steps, is exactly mimicked by A within the first T(n) steps. That is, 
for each input sequence i 1,i z, ... , ik, · · · , read from the input terminal, the output sequences written 
to the output terminal are the same for A and B, and if t 1:,;;;; t 2 :,;;;; · · · :,;;;; tk ,,;;;; · · · are the steps at 
which B reads or writes a symbol, from or to the terminals, then there are corresponding steps 
t; ,,;;;; t ~ ,,;;;; • • • ,,;;;; tA'.-,;;;;;,_ • • • at which A reads or writes the same symbols and t/-,;;;;;,_ T ( t; ), for all i :;;;;,, 1. In 
the sequel we write simulation for on-line simulation. Simulation in time T(n) = n is called real-time 
simulation; simulation in time T(n) E O(n) is called linear time simulation. A Turing machine is 
oblivious if the movements of the storage tape heads are fixed functions of time, independent of the 
particular inputs to the machines, see e.g. [PF]. There are many reasons why one may want to restrict 
attention to oblivious computations. For instance, oblivious Turing machine computations translate 
efficiently to combinational logic networks, while ordinary Turing machine computations do not. We 
mention two less often cited motives, of a more heuristic nature, for focussing attention on oblivious 
computations, of which the second one is pure conjecture. Suppose we can simulate some abstract 
* We use the mnemonic "order of magnitude" notations as follows: 
f (n) E O(g(n )) if there is a positive constant c such that If (n) I ,;;;; c g(n) for all n. 
f (n) E ~(n )) if there is a positive constant c such that f (n);;., c g(n) for infinitely many n. 
f (n) E 0(g(n )) if f (n) E O(g(n )) n U(g(n )). 
f(n) E o(g(n)) if f(n) E O(g(n)) - U(g(n)). 
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storage device S in time T(n) by an oblivious one-head tape unit M. Then we can also simulate k 
copies of S, say S1,S2, ... ,Sb interacting through a common finite control, by dividing M's tape 
into k tracks, modifying M's finite control, and letting the head on each track do the same job as it 
formerly did on the total tape. Thus, the resulting oblivious one-head tape unit M', with modified 
finite control and expanded tape alphabet, uses the same time and space as did M. 
Lemma 1. If we can simulate a pushdown store by an oblivious one-head tape unit in time T(n) 
then we can simulate each multitape Turing machine by an oblivious one-head tape unit in time T(n ), 
using just the same space. 
Proof. Replace each tape of the multitape Turing machine by two pushdown stores and apply 
the preceding argument to multipushdown store machines. • • 
Conjecture. If we can simulate each multitape Turing machine by a one-head tape unit in time 
T(n) then we can also simulate each multitape Turing machine by an oblivious one-head tape unit in 
time T(n). 
2. Uniform space and fast simulation of many heads by a single· oblivious one 
For on-line computations (viz. the transducer type of computations) it is, perhaps, unreasonable that 
the workspace accessed in any length input interval may be arbitrary large, for unbounded storage 
complexity, if the machine has been computing long enough previously. For example, if a real-time 
Turing machine M has storage complexity 0(1ogn) then in the I-step interval, from the 2n-th step 
through the 2n + I-th step, the machine M can access 0(n) storage squares. Thus, we propose a 
space complexity measure, independent from the origin of the time scale, and only depending on the 
size of the intervals of steps. 
Definition. Let M be a multitape Turing machine, and let for any unbounded input sequence "' 
the interval of steps by M, executed in processing w, from the (m + 1 )-th through (m + i )-th step, be 
denoted by I/:,; , m ;;;..Q and i;;;.. 1. The uniform space complexity U(n) of M is defined as 
U(n) = sup{ U/: I U/: is the number of distinct squares, on all 
of M's storage tapes, visited by M's heads during 
1/:,n ,for m ;;;..Q and "'an unbounded input sequence }. 
Thus, finite automata correspond to Turing machines with uniform space complexity 0(1). If 
the (ordinary) space complexity of some Turing machine is S(n) and the time complexity T(n), then 
its uniform space complexity U(n) E Sl(S(T- 1(n))) n O(n). Recall that finite automata have the 
exceptional property that a storage facility consisting of a collection of k finite automata, interacting 
through a common finite control, can be replaced by a single finite automaton, without slowing down 
the computation, see e.g. [HU]. Below we show that additional tapes, or nonobliviousness, likewise 
do not increase the power of an (oblivious) one-head tape unit in uniform logarithmic space. 
Lemma 2. Each multitape Turing machine of uniform space complexity O (log n) can be real-time 
simulated by an oblivious one-head tape unit of also uniform space complexity O (log n ). 
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Proof Sketch. The proof uses a complicated tape manipulation technique developed in [V2], to 
real-time simulate multicounter machines by oblivious one-head tape units. Without going into details, 
an oblivious one-head tape unit M can be constructed such that, for each i ;;;.,, 1, the pair of squares, or 
rather square contents or cells, originally in positions i, i + 1 is scanned at least once in each time 
interval of c; steps for some small constant c, say c is about 3. Moreover, the head recognizes such 
pairs when they are scanned (knows they are cells i, i + 1 for some i ;;;.,, 1) and has always cells 1, 2 
under scan. The tape unit M works by, in each step, interchangeing cells residing on the currently 
simultaneously scanned tape squares. (M's fat head scans a few adjacent cells simultaneously.) In 
this process, the identity of the underlying squares is not important, the identity (index i above) of 
the cells, however, is fixed wherever they end up. The oblivious one-head tape unit M has uniform 
space complexity 8(1og n ). By Lemma 1 we only have to show that any pushdown store P of uniform 
space complexity O(log n) can be real time simulated by the described oblivious one-head tape unit. 
So, let P be a pushdown store which does not change its stack height by more than O (log i) elements 
in each interval of steps 1/:,; , for all m ;;.,o, i ;;;.,,2 and any w. In the simulating M each cell (square 
contents) can contain an ordered segment of P's stack consisting of 0, d, or 2d elements, and the first 
cell can contain an initial segment of P's stack of in between O and 2d elements. Each cell i;;;.,, 1 
strives for an occupancy of stack elements as follows. If it contains 2d elements when cells i, i + 1 are 
scanned then the last d elements are shifted to cell i + 1. If it contains O elements when cells i, i + 1 
are scanned, and cell i + 1 contains d or 2d elements, then the first d elements are shifted from cell 
i + 1 to cell i. Cell 1, being distinguished, shifts d elements out, if it contains 2d elements, and shifts 
d elements in, if it contains d-1 (or less) elements, to and from cell 2. According to the current 
input, elements are added/ deleted from the segment in cell I in each step. Thus, a segment of d 
i-1 
stack elements can be shifted from the I-th cell to the i-th cell, or vice versa, in ~ cl < c; (c ;;;.,,2) 
j=I 
steps, and thus in c; steps id elements can be pushed or popped. Starting with an empty stack, it can 
be proved that at all times t ;;;.,,o, for any input, 
(i) no cell contains more than 2d stack elements; 
(ii) if any cell contains stack elements then cell I contains stack elements, 
provided the stack height does not change more than id elements in 1/:,c• , for all m, i, w. Choosing 
d appropriately, which is possible since the stack height varies O(log i) elements in each interval 1/:,; 
, for all m, i, w, (i) and (ii) show that the arrangement can real-time implement a uniform O (log n) 
space pushdown store. • • 
The next question is which computations, or problems, are in uniform logarithmic space. [V2] 
shows that each multicounter computation is of this space complexity. Uniform log space is, however, 
more extensive. Recall that multicounter machines consist of a set of counters numbered say, 
1,2, ... , k, which can execute one-step arithmetic/boolean instructions as "add [subtract] I from 
counter i" and "test counter i for O", I o;;;;;i :e;;;;k. Several other one-step instructions can be synthesized, 
by using concealed auxiliary counters, such as tests for equality amongst counters (by maintaining all 
the differences on extra counters). Instructions for which it is known [FMR] that they cannot be so 
synthesized as one-step instructions are "set counter i to O" or "set counter i to the value of counter 
j". Call multicounter machines with those one-step instructions added augmented counter machines 
[ACMs]. It can be proved [V3] that: 
Lemma 3. Each augmented counter machine can be real-time simulated by a uniform log space 
oblivious one-head tape unit. 
None the less, uniform log space computations are not very powerful if we impose time 
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restrictions. 
Lemma 4. There are (ordinary) log space/real-time Turing machines such that the fastest uniform 
log space Turing machines simulating them use exponential time. 
Proof Sketch. Take as an example the on-line recognition of 
L = {*w i*W2* · · · *Wt*··· I wj is a palindrome in {0,1}* ,j ;;;;.1, & 
& #w21 =#w2•+ 1= · · · =#w21+1_ 1= 2(i+l), i;;;;.O }. 
Recognition in real-time/ logn space: on one track of its single storage tape the recognizer maintains a 
binary count of the number of *'s. During the update of the * count, it writes the first half of the 
current word Wcurrent on another track and, while proceeding back to the origin, compares it with the 
second half. 
Recognition in uniform logn space: to on-line check whether w 21 is a palindrome, the machine must 
access O(i) tape squares. By definition it takes 0(2;) steps to do so. D D 
Obviously, any real-time multitape Turing machine computation can be simulated on a uniform logn 
space Turing machine in exponential time. Thus, by Lemma's 1-4: 
lbeorem 1. (i). In real-time, multicounter machines are less powerful than uniform log n space 
Turing machines. 
(ii). In real-time, uniform log n space multitape Turing machines are equally powerful as uniform log n 
space oblivious one-head tape units. 
(iii). There are log n space/real-time one-tape Turing machines which cannot be simulated by uniform 
log n space multitape Turing machines in less than exponential time. 
The question to consider next is: 'what is the most extensive uniform space complexity class for which 
nonobliviousness and extra storage heads do not increase the computation power of the device under 
the real-time restriction?'. We can give an upper bound on the uniform space complexity allowing 
linear time simulation, of multitape Turing machines, by oblivious one-head tape units. 
'Theorem 2. Each real-time multitape Turing machine, which can be linear time simulated by an 
oblivious one-head tape unit, has uniform space complexity o(n / log n ). 
Proof Sketch. Similar to the overlap argument in [PF] that an oblivious Turing machine, simu-
lating a single pushdown store, needs O(n log n) time. The argument leads in fact to the more general 
trade-off: 
IOJ..n 
2i-;U(i) E O(T(n)/n), 
i=I 
with U(n) the uniform space complexity of the simulated real-time machine and T(n) the simulation 
time of the oblivious simulator. D 
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3. Improved loweir bound on the time to simulate multitape Turing machines by oblivious one-head tape 
units 
In view of Lemma 1, any lower bound on the simulation time of multitape Turing machines by oblivi-
ous one-head tape units also holds for the sim1,1lation of a single pushdown store by the same (and 
obviously, vice v,ersa). The following Theorem improves the known lower bounds. The proof makes 
extensive use of crossing sequence arguments, as is to be expected. It depends on a fairly precise selec-
tion and interdependence of the involved constants of proportionality. The proof sketch below gives 
the intuition behind the proof. 
Theorem 3. Any oblivious one-head tape unit simulating a (typical) pushdown store requires 
g(n Yn) time. 
Proof Sketc:h. Let M be the fastest oblivious one-head tape unit for simulating a typical push-
down store in, say, time T(n). It is known that T(n) E SJ(n log n) n O(n 2). Let Im,i denote the 
interval of steps by machine M to process the (m + 1)-th through (m +i)-th input command. (Do not 
confuse these intervals with the I -intervals of the previous section. The subscripts refer to the 
sequence of input commands, instead of the sequence of steps, and since M is oblivious a superscript 
referring to particular input sequences is unnecessary, and therefore suppressed. For simplicity we 
assume that in an oblivious machine the steps at which it reads or writes a symbol are the same for 
all input streams .. However, it is not necessary to assume this subtility in order to derive the desired 
results.) Assume that M's tape is one-way infinite, and let [O,o(n)] be some initial o(n) length tape 
segment, let [E>(n ),oo] be a final tape segment, consisting of all of the tape but an initial E>(n )-length 
tape segment, and let (o (n), E>(n )) be the elusive segment in between. See the picture below . 
..__ __ [_O,_o(_n_)l __ _._l ~<~0 ~ ~~n])~ ...... I______ [e_(n_)_, oo_J ____ __, 
The idea is to show that there is an integer function m (n ), m (n) E E>(n ), such that the storage head 
stays on the right tape segment [0(n),oo] during the interval of steps Im(n),v'm(n)" Consequently, all 
information originally recorded on the initial tape segment [0, o (n )], must have been transported over 
the intervening tape segment (o(n ), E>(n )), in order to be accessed during the interval of steps 
Im(n),v'm(n)" This then entails long crossing sequences associated with each square of (o(n),0(n)}, the 
sum of which yields the claimed lower bound on T(n ). Below we define three functions, viz. S, P 
and Q, from the cartesian product of the positive rationals and the natural numbers into the powerset 
of the natural numbers. Let 
def 
S (c, n) = U I l .,.;;,.J .,.;;,.n and the tape segment visited in I1 ,1 is contained in [O, en] } . 
With [0, en ] we mean the initial tape segment consisting of the first fen l squares. Similar state-
ments are tacitly assumed in all cases hereafter where comparable issues crop up. 
Oaim 1. If T(n) E o(n 2) then #S(c,n) E O(cn). 
Proof Sketch. Assume T(n) E o(n 2) and #S(c,n) E E>(n), that is, there is a constant 8>0 
such that, for each c >0, we have # S ( c, n) ;;.,, 8n for infinitely many n . By a crossing sequence argu-
ment we can show that then T(n) E SJ(n 2): contradiction. • • 
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Let 
def 
P (c, n) = U I 1 ,s;;;,J ,s;;;,n and the tape segment visited in I. _ r. has at least length cj }. ],VJ 
Claim 2. If T(n) E o(n Yn) then #P(c,n) E O(cn). 
Proof Sket•~h. Assume T(n) E o(n Yn) and #P(c,n) E E>(n), that is, there is a constant 8>0 
such that, for each c >0, we have #P(c, n) ;;;,, 8n for infinitely_ many n. Thus, for infinitely many 
such n, there ar1e 8n values ofj, 1,s;;;,J,s;;;,n, for which T(j+VJ)-T(j);;;,, cj. It therefore follows 
that, for such n : 
T(n);;;,, ~ c V, , 
j=I 2 
and hence T(n) E O(n Vn) : contradiction. • • 
Assume T(n) E o(n Yn). Then from Claims 1 and 2 it follows that, for 
def 
Q ( c, n) = U I 1 ,s;;;,J ,s;;;,n and the tape segment visited in 11, vj is contained in [en, oo] }, 
we have 
Q ( c , n ) :;J {I, 2, . . . , n } - S (2c , n ) - P ( c ,n ) . 
Therefore, #Q(c, n) ;;;,, n -rn, for arbitrary small 1:>0, depending on the choice of c. Hence, for 
def 
m(c,n) = max(Q(c,n)) we can, for each 1:>0, choose a 8>0 such that m(8,n);;;,,n-rn. Since 
T(n) E o(n Yn},. we have T(Vn} E o(n¾). Considering the input ensemble 
{push O,push 1 } Vn {skip }m(B,n)-Vn {pop} Vn , 
we must pop an arbitrary sequence of O's and l's of length Vn, originally recorded on the initial 
o(n) length tape: segment [O,o(n)], completely, while never leaving the tape segment [E>(n),oo], see 
picture. Again using a crossing sequence argument, we obtain the contradictory T(n) E O(n Vn ), and 
hence the Theorem. • 
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