A well known inequality due to Shannon, upper / lower bounds the rate distortion function of a real source by the rate distortion function of the Gaussian source with the same variance / entropy. We extend these bounds to multiple descriptions, a problem for which a general \single letter" solution is not known. We show that the set D X (R 1 ; R 2 ) of achievable marginal ( where 2 x and P x are the variance and the entropy-power of X, respectively, and D ( 2 ; R 1 ; R 2 ) is the distortion region for a Gaussian source with variance 2 found by Ozarow. We further show that like in the single description case, a Gaussian random code achieves the outer bound in the limit as d 1 ; d 2 ! 0, thus the outer bound is asymptotically tight at high resolution conditions.
I. Introduction
The multiple description problem 5] arises in communication of analog source information (speech, image, video) via lossy packet networks. In this increasingly frequent scenario, a source code is broken into a few packets, some of which may not arrive to the destination. The decoder wishes to achieve a certain basic reproduction quality if a small subset of the packets arrives, and an improved quality if more packets or the whole source code arrives. Thus, portions of various size of the code should contain individually good, complementary descriptions of the source.
The basic formulation of the multiple description problem in the information theoretic literature involves two (lossless) sub-channels of rates R 1 and R 2 , corresponding to two \packets", and three receivers. Each receiver corresponds to a possible case of packet arrival, the rst arrived, the second arrived or both arrived. In response to a source block x = (x 1 ; : : : x n ), the encoder generates two code words (indices) f i (x) and f 2 (x) at rates Assume that X i 2 R 1 ; i = 1; : : : ; n is a real memoryless source, with a generating random variable X, and we wish to satisfy mean square errors d 1 In this paper we develop an outer bound and an inner bound for the multiple description ratedistortion region for a general memoryless real source. We also discuss e cient coding schemes which operate close to these bounds. Our bounds have the form
and they parallel Shannon's lower and upper bounds for the rate-distortion function subject to a mean squared error constraint 2]
where 2
x ; h(X) and P x = 2 2h(X) =2 e are the variance, the di erential entropy and the entropypower of X. Equality in (2) and (3) holds for a Gaussian source X , in which case P x = 2 x . The tightness of (2) and (3) for a general source X depends on the closeness of the source to Gaussianity, e.g., as measured by the divergence 4, 10] D(X; X ) = 1 2 log( 2 x =P x ) : (4) We state the new outer and inner bounds in Theorem 1 and Theorem 2 in Sections III and IV, respectively, after brie y describing Ozarow's solution for a Gaussian source in Section II. In Section V we show that for a \smooth" source at high resolution conditions, i.e., in the limit as d 1 and d 2 go to zero, the outer bound above becomes tight, and is realized by the optimum Gaussian \test channel " 5] . This result parallels the well known asymptotic tightness of the Shannon lower bound (right hand side of (3)) at high resolution; see 2, 7] . Finally, in Section VI we consider multiple description coding schemes induced by the Gaussian \test channel".
II. Ozarow's Solution of the Gaussian Case Ozarow 8] 2 . As we will see in Section IV, has the meaning of a correlation coe cient in the Gaussian optimal test channel. The right hand sides of (6a)- (6b) are the rate-distortion functions of the Gaussian source X N(0; 2 ) at distortion levels d 1 and d 2 respectively. Thus, the quantity = 1 + 2 0 above represents the total excess marginal rate (TEMR) in the Gaussian case, where i = R i ? 1 2 log( 2 =d i ), i = 1; 2 1 . In the case of no excess marginal rate 2 , i.e., = 4 = 0, we have the maximum central distortion d 0 = d 0max . As increases from zero to in nity ( varies from zero to ?1), the central distortion d 0 decreases from d 0max to zero as O(2 ?2 ).
The case of no excess rate sum, i.e., R 1 + R 2 = R x (d 0 ) = 1 2 log( 2 =d 0 ) ( = in (5)), whose solution was a breakthrough in the research of multiple descriptions 1], turns out to be not interesting practically in the Gaussian case. That is since no excess rate sum happens when d 1 +d 2 = 2 (1+2 ?2(R 1 +R 2 ) ) = 2 +d 0 (see 8]), i.e., when at least one of the two marginal receivers su ers from distortion higher than 2 =2, meaning signal-to-noise ratio that is worse than 3dB.
Having both types of excess rate (marginal-rate and rate-sum) zero is possible only in the trivial case where one of the sub-channels is disabled (e.g. R 2 = 0 and d 2 = 2 ).
Another special case in which we will be interested in the sequel is that of high resolution coding, i.e., the limit as d 1 (10) where P x = (2 e) ?1 2 2h(x) and h(X) are the entropy-power and the di erential entropy of the source, respectively, and D (P x ; R 1 ; R 2 ) is the set de ned in (5) Proof: The proof follows the line of the proof of the converse in 8], except that at few points it uses the Shannon lower bound instead of the explicit rate distortion function, and at one point it uses the entropy-power inequality instead of the exact value of the entropy.
Assume that some multiple description scheme encodes the source X 2 R n with rates R 1 ; R 2 .
We will show that the resulting distortions d 0 ; d 1 ; d 2 satisfy (11) . Recall that the encoder transmits the codewords f 1 (X) and f 2 (X). Thus we have nR 1 H(f 1 (X)) = I(X; f 1 (X)) (12) nR 2 H(f 2 (X)) = I(X; f 2 (X))
where H() and I( ; ) denote entropy and mutual information, respectively. In the sequel we use the following identity which follows by applying twice the chain rule 
Applying (14) to (12) and (13) we obtain n(R 1 + R 2 ) I(X; f 1 (X)) + I(X; f 2 (X)) = I(X; f 1 (X); f 2 (X)) + I(f 1 (X); f 2 (X)) ? I(f 1 (X); f 2 (X)jX) = I(X; f 1 (X); f 2 (X)) + I(f 1 (X); f 2 (X)) :
Since c X 1 = g 1 (f 1 (X)); c X 2 = g 2 (f 2 (X)) and c X 0 = g 0 (f 1 (X); f 2 (X)), the data processing theorem implies from (12) , (13) 
where the inequality follows from the nonnegativity of the mutual information. (30d)
The El-Gamal Cover construction is optimal for a Gaussian source; the entire rate region R ( 
where is given in (6e), eq. (32d) follows using identity (14), and in (32e) we used the formula for the mutual information between correlated Gaussians. We denote the rate region in (32) 
From the discussion above it is easy to prove the following inner bound for the rate region in multiple description coding of an arbitrary (not necessarily Gaussian) real source. 
In view of (30), (32), (34) and the tightness of (32) for X , we thus have
and the theorem is proved.
V. Multiple Descriptions with High Resolution
In this section we show that the outer bound of Theorem 1 is asymptotically tight at high resolution, i.e., when d 0 ; d 1 and d 2 are small compared to the variance of the source. The only requirement is that the source satis es a simple \smoothness" condition. Furthermore, we show that this outer bound is asymptotically attainable by the Gaussian multiple description random code described in the previous section. In the end of the section we consider a certain modi cation of this random code.
Theorem 3 Let X be a source with nite entropy-power P Proof of Theorem 3 Substituting the limits (38) and (7) 
A Robust Gaussian Test Channel
Finally, we point out a simple modi cation of the Gaussian multiple description test channel which in some sense is more robust. Consider the limiting structure, as 2 The reason is that the parameters above correspond to estimation of X without a priori knowledge, i.e., as if X were a \parameter". This property is in the spirit of \universal quantization"; see 13] and the discussion below.
VI. Discussion: Gaussian Codes
We have shown that: (1) Ozarow's formula for the multiple description rate region of a Gaussian source provides an inner (outer) bound for the multiple description rate region of a general source when substituting the variance (entropy-power) of the source. (2) The El-Gamal-Cover optimum test channel for a Gaussian source X N(0; 2 x ), when applied to a general source X with variance An interesting consequence of these bounds is that a Gaussian multiple description codebook provides an e cient mean for encoding sources which are not too far from Gaussianity (e.g., in the sense of (4)). For xed rate encoding, the result of Lapidoth 6] . This generalization will be considered in a forthcoming paper.
