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In this paper, we consider the existence problem to some type of the Lidstone boundary
value problem at resonance with discontinuity of the Carathéodory type. We prove that a
solution exists if the conditions similar to the Landesman–Lazer ones are satisfied.
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1. Introduction
In this paper, we will discuss the existence problem for the following ODE
x(2k) (t)−
k
i=1
λix(2k−2i) (t) = f t, x (t) , x′′ (t) , . . . , x(2k−2) (t) , (1)
with boundary conditions
x(2s) (0) = x(2s) (1) = 0, s = 0, . . . , k− 1, (2)
where λ1, . . . , λk ∈ R and f : [0, 1]×Rk → R is a Carathéodory function. It is a version of the so-called Lidstone Boundary
Value Problem (BVP).
The popularity of the Lidstone BVP has been increasing since the early 80s and its various aspects were examined by
many authors (see [1–3]). Due to the fact that for k = 2, the problem describes deformation of an elastic beam whose two
ends are simply supported, some papers were devoted to this case (see [2]). The problem with parameters have been given
considerable attention in the literature, and its various forms have been discussed by many authors. Initially, discussions
were devoted to the nonresonant existence problem with k = 2; see [4] and references therein. The first essential paper on
BVP at resonance appeared in the 70s (see [5]), and this problem has been under the examination since then. The general
resonance case for a fourth order ODE with Dirichlet’s boundary conditions has been examined in [6]. We have formulated
there the conditions that guarantee the existence of solutions for each λ1, λ2 (except many countable points). The principal
purpose of this paper is to prove the analogous result for the general problem (1)–(2).
It is evident that the question on the existence of a solution of (1)–(2) depends on λ1, . . . , λk. Thus, if we fix parameters
then the differential operator that corresponds to the left hand side of (1) may be invertible or not. The second case
is interesting for us. It is necessary to check when the linear part is an invertible differential operator and when it is
an uninvertible one. The second case generates the so-called resonance and needs nonstandard methods. The approach
presented in the paper is based on the perturbation method (see [7]).
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2. Preliminaries
Definition 2.1. A function u : [0, 1] → R will be called a solution of (1)–(2) iff (2k− 1)-th derivative of u is an absolute
continuous function, u satisfies boundary conditions (2) and u satisfies the Eq. (1) almost everywhere.
It was assumed that the nonlinear part of (1) is a Carathéodory function. This assumption is to general for some part of
our considerations, so the additional restrictions have to be added.
Definition 2.2. We say that a Carathéodory function f : [0, 1]× Rk → R is a uniformly Carathéodory function iff
(C) ∃ S⊂[0,1]
m1([0,1]\S)=0
∀x∈Rk ∀ε>0 ∃δ>0 ∀t∈S ∀y1,y2∈Rk (y1, y2 ∈ B (x, δ)⇒ |f (t, y1)− f (t, y2)| < ε),
where y1 =

y11, . . . , y
k
1

, y2 =

y12, . . . , y
k
2

and m1 denotes Lebesgue measure.
The next lemma shows that the condition (C) is natural one.
Lemma 2.1. Let f : [0, 1]× Rk → R, be a uniformly Carathéodory function and {xn}, where xn =

x1n, . . . , x
k
n
 : [0, 1] → Rk,
sequence of continuous function such that xn ⇒ x0, where x0 =

x10, . . . , x
k
0
 : [0, 1] → Rk. Then f ·, x1n (·) , . . . , xkn (·) ⇒
f
·, x10 (·) , . . . , xk0 (·) almost everywhere in [0, 1].
Proof. There exist S ⊂ [0, 1] ,m1 ([0, 1] \ S) = 0 and disk B (0, R), containing xn (t) and x0 (t) , t ∈ [0, 1]. By Lebesgue’s
number lemma we get that to each ε > 0 there corresponds a δ > 0 such that for y1, y2 ∈ B (0, R) , ∥y1 − y2∥ < δ, we have
|f (t, y1)− f (t, y2)| < ε, t ∈ S. (3)
Because xn converges uniformly to x0, there is N such that for n > N , we have ∥xn − x0∥ < δ. This and (3) lead us to the
conclusion
|f (t, xn (t))− f (t, x0 (t))| < ε, for t ∈ S.
This completes the proof. 
Remark 2.1.
(i) If f : [0, 1]× Rk → R is a continuous function then f satisfies (C).
(ii) If f : [0, 1]× Rk → R is a Carathéodory function that satisfies the locally Lipschitz condition with respect to the last k
variables then f is uniformly Carathéodory function.
Proof. (i) Let us take x ∈ Rk and ε > 0. Because f is continuous, thus it is uniformly continuous on [0, 1] × B (x, 1).
Therefore, there exists 0 < δ ≤ 1 such that for y1, y2 ∈ B (x, 1) and t1, t2 ∈ [0, 1] such that |t1 − t2| + ∥y1 − y2∥ < δ,
we have |f (t1, y1)− f (t2, y2)| < ε. In particular, the last condition means that for t ∈ [0, 1] and y ∈ B (x, δ), we get
|f (t, x)− f (t, y)| < ε.
(ii) Let x ∈ Rk and ε > 0. There exist Rx > 0 and Lx > 0 such that for y1, y2 ∈ B (x, Rx), we have
|f (t, y1)− f (t, y2)| ≤ Lx ∥y1 − y2∥ , for a.e. t ∈ [0, 1] .
If we put δ := εLx , then the above condition implies that for y1, y2 ∈ B (x, Rx) such that ∥y1 − y2∥ < δ, we obtain
|f (t, y1)− f (t, y2)| < ε, for a.e. t ∈ [0, 1] .
This finishes the proof. 
We can easily find examples of Carathéodory functions that do not satisfy (C).
It is obvious that the parameters λ1, . . . , λk play a key role in the considered problem, because different systems of
lambdas can generate many diverse difficulties and differences. The most important one is that for a fix

λ1, . . . , λk
 ∈ Rk
the corresponding differential operatormay be invertible or not.We start with examining dependence between invertibility
of the left hand side and a form of parameters. The above observations justifies the following definition.
Definition 2.3. A point λ = (λ1, . . . λk) ∈ Rk will be called a k-dimensional eigenvalue iff the homogeneous problem
x(2k) (t)− λ1x(2k−2) (t)− λ2x(2k−4) (t)− · · · − λk−1x′′ (t)− λkx (t) = 0
x(2s)(0) = x(2s)(1) = 0, for s = 0 . . . k− 1, (4)
has a nonzero solution. The set of all such k-tuples will be denoted by σ k
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Let us fix λ ∈ Rk and define the set
C2m0 ([0, 1] ,R) :=

u ∈ C2m ([0, 1] ,R) | u(2s) (0) = u(2s) (1) = 0, s = 0, . . . ,m− 1 .
It is well-known that C2m0 ([0, 1] ,R) is a dense subset of L
2 ([0, 1] ,R). Let T (·; λ) : C2k0 ([0, 1] ,R) → L2 ([0, 1] ,R) be an
operator given by the formula
T (u; λ) := Dku− λ1Dk−1u− λ2Dk−2u− · · · − λk−1Du− λku,
where (Dx) (t) = d2dt2 x (t). We note that each element of the family

T (·; λ) | λ ∈ Rk is correctly defined. Furthermore, the
setσ k consists of theseλ ∈ Rk that ker T (·; λ) ≠ {0}. By using themethods of spectral analysis and the theory of self-disjoint
and completely continuous operators,weprove that T (u; λ) =∞p=1 −p2π2k −ks=1 λs −p2π2k−s ep, uL2 ep, where
ep (t) =
√
2 sin (pπ t) (see [8]) Consequently, the uniqueness of coefficients of Fourier series gives us
σ k =

p∈N
Hp,
where Hp :=

λ ∈ Rk | −p2π2k −ks=1 λs −p2π2k−s = 0. It is evident that for each p ∈ N the set Hp is a hyperplane
in Rk. Furthermore,
det

−p21π2k−1 −p21π2k−2 · · · −p21π2 1−p22π2k−1 −p22π2k−2 · · · −p22π2 1
...
...
. . .
...
...−p2kπ2k−1 −p2kπ2k−2 · · · −p2kπ2 1
 ≠ 0.
The last condition implies the following theorem:
Theorem 2.1. Let s ∈ N and p1, p2, . . . , ps ∈ N be such that pi ≠ pj, i ≠ j.
(1) If s ≤ k, then W =si=1 Hpi ≠ ∅ is affine subspace in Rk and dimW = k− s.
(2) If s > k, then
s
i=1 Hpi = ∅.
Let us fix λ ∈ σ k. By the last theorem there exist p1, p2, . . . , pl ∈ N such that λ ∈ Hp, p ∈ {p1, . . . , pl}, and λ ∉ Hp, for
p ∈ N \ {p1, . . . , pl}. Then, u =p∈{p1,...,pl} ep, uL2 ep. This facts lead us to the following conclusion.
Corollary 2.1. The collection

ep | p ∈ {p1, . . . , pl}

is a basis of ker T (·; λ) and dim ker T (·; λ) = l. This means that the
dimension of the kernel equals number of hyperspaces that contains λ.
Let us denote
σ k1 :=

λ ∈ σ k | ∃!
p∈N λ ∈ Hp

.
We can see that the set σ k1 contains elements of σ
k that lie on the exactly one hyperplane. The Corollary 2.1 enables us to
establish the following assertion.
Corollary 2.2. The dimension of the eigenspace which corresponds to λ ∈ σ k1 equals to one. Furthermore, it is generated by the
vector [0, 1] ∋ t → sin (pπ t), where p ∈ N corresponds to Hp ∋ λ.
3. Nonresonant case
Let us fix a positive integer number k and let λ ∉ σ k.Wewill consider the BVP (1)–(2) with Carathéodory function f . If x
is a solution of (1)–(2), then one can show that there exists continuous functionH : [0, 1]× [0, 1]→ R, such that (see [8])
x(2k−2) (t) =
 1
0
H (t, s) f

s, x (s) , x′′ (s) , . . . , x(2k−2) (s)

ds.
If we substitute y = x(2k−2) then there exist continuous functions G(2i) such that x(2i) (t) =  10 G(2i) (t, s) y (s) ds,
i = 0, . . . , k− 2. Consequently, we get
y (t) =
 1
0
H (t, s) f

s,
 1
0
G(0) (s, p) y (p) dp, . . . ,
 1
0
G(2k−4) (s, p) y (p) dp, y (s)

ds. (5)
As seen from the above results if y0 satisfies (5) then x0 (t) =
 1
0 G
(0) (t, s) y0 (s) ds is a solution of considered BVP.
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Conclusion 1. To show that (1)–(2) have a solution it is sufficient to prove that (5) has a solution.
Lemma 3.1. If P : [0, 1]× [0, 1]→ R, is a continuous function, then
SP : L1 ([0, 1] ,R) ∋ y −→
 1
0
P (·, p)y(p)dp ∈ C ([0, 1] ,R) (6)
is a completely continuous operator.
Proof. Due to continuity ofP on a compact set and Lebesgue’s dominated convergence theorem, the operator SP is correctly
defined.
Let us take ε > 0 and y0 ∈ L1 ([0, 1] ,R), furthermore let us denote P = max[0,1]×[0,1] |P |. If we put δ := εP , then for
y ∈ L1 ([0, 1] ,R) such that ∥y− y0∥L1 < δ, we have 1
0
P (·, p)y(p)dp−
 1
0
P (·, p)y0(p)dp

C
≤ P ∥y− y0∥L1 < Pδ = ε.
This proves continuity of SP .
Suppose that ∥y∥L1 < 1, then
∥SP y∥C ≤ P
 1
0
|y (p)| dp = P ∥y∥L1 < P. (7)
Let us take s0 ∈ [0, 1] and ε > 0. Since P is uniformly continuous on [0, 1] × [0, 1], there exists δ > 0 such that for
s ∈ (s0 − δ, s0 + δ), we get
|P (s, p)− P (s0, p)| < ε,
uniformly with respect to p ∈ [0, 1]. For each y ∈ BL1 (0, 1) and s ∈ (s0 − δ, s0 + δ), we obtain the following estimate
|(SP y) (s)− (SP y) (s0)| ≤
 1
0
|P (s, p)− P (s0, p)| |y (p)| dp <
 1
0
ε |y (p)| dp = ε ∥y∥L1 < ε. (8)
Conditions (7) and (8) imply that the family {SP y}y∈BL1 (0,1) satisfies the assumptions of Arzelà–Ascoli theorem, thus SP
maps the unit ball into a relatively compact set. Concluding, we have proved that SP is a completely continuous operator.
This completes the proof. 
Lemma 3.2. Let f : [0, 1]× Rk → R be a Carathéodory function. Assume that the following conditions holds
(W1) for any M > 0 there exists CM ∈ L1 ([0, 1] ,R) such that for almost all s ∈ [0, 1], we havef s, x1, . . . , xk ≤ CM (s) ,
where x1, . . . , xk ∈ R andki=1 xi < M;
(W2)
lim
M→∞
∥CM∥L1
M
= 0.
Then, the operator f : C ([0, 1] ,R)→ L1 ([0, 1] ,R) given by the formula
(fy) (s) := f

s,
 1
0
G(0) (s, p) y (p) dp, . . . ,
 1
0
G(2k−4) (s, p) y (p) dp, y (s)

, (9)
is continuous. Furthermore, for any α > 0 there exists Rα > 0 such that
∥(fy)∥L1 <
Rα
α
,
for ∥y∥C < Rα .
Proof. Let us fix R > 0, then for each ∥y∥C < Rwe get 1
0
G(i) (·, p) y (p) dp

C
< GiR,
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where Gi is a bound of
G(i), i ∈ {2l | l = 0, . . . , k− 2}. Our assumption enable us to state that there exists a function
CM ∈ L1 ([0, 1] ,R), whereM = R+k−2l=0 G2lR such that
|(fy) (s)| ≤ CM (s) , (10)
for almost all s ∈ [0, 1].
If we take any y ∈ C ([0, 1] ,R), then y ∈ BC (0, R) , R = ∥y∥C + 1. By virtue of (10) there exist CM ∈ L1 ([0, 1] ,R) such
that |(fy) (s)| ≤ CM (s) for almost all s ∈ [0, 1]. Thus fy ∈ L1 ([0, 1] ,R).
Let us fix an arbitrary y0 ∈ C ([0, 1] ,R) and let {yn}∞n=1 ⊂ C ([0, 1] ,R) be a sequence convergent to y0. There exist R > 0
such that yn, y0 ∈ BC (0, R). We use (10) once again to find that for |fyn| and |fy0| there exist CM ∈ L1 ([0, 1] ,R) that the
following inequality holds
|(fyn) (s)− (fy0) (s)| ≤ 2CM (s) ,
for almost all s ∈ [0, 1]. Then the Lebesgue dominated convergence theorem, the continuity of f with respect to the last k
variables and Lemma 3.1 imply that
lim
n→∞ ∥fyn − fy0∥L1 =
 1
0
lim
n→∞ |(fyn) (s)− (fy0) (s)| ds = 0.
The continuity of f is proved.
Without loss of generality we may assume that (0,+∞) ∋ M −→ ∥CM∥L1 is a nondecreasing function. Let G :=
max {G2i | i = 0, . . . , k− 2}, where G2i is a bound of G(2i). It follows from (W2) that there existsR such that
∥CM∥L1 <
1
1+ (k− 1)G ·
1
α
M, forM ≥R.
In particular, ifM =R, then we obtain thatCRL1 < 11+ (k− 1)G · 1α ·R.
If we take Rα := 11+(k−1)G ·R, then for any y ∈ BC (0, R) the following estimate holds
∥y∥C +
k−2
i=0
 1
0
G(2i) (·, p) y (p) dp

C
< Rα +
k−2
i=0
GRα =R.
Thus, |(fy) (s)| ≤ CR (s), for almost all. s ∈ [0, 1]. This easily implies that 1
0
|(fy) (s)| ds ≤ CRL1 < R1+ (k− 1)G · 1α = Rαα .
It finishes the proof. 
Assume that f : [0, 1]×Rk → R is a Carathéodory function satisfying (W1). Hereinafter T : C ([0, 1] ,R)→ C ([0, 1] ,R)
is an operator defined by the formula
(Ty) (t) :=
 1
0
H (t, s) f

s,
 1
0
G(0) (s, p) y (p) dp, . . . ,
 1
0
G(2k−4) (s, p) y (p) dp, y (s)

ds. (11)
Remark 3.1. Notice that T = SH ◦ f, therefore Lemmas 3.1 and 3.2 imply that the operator T is completely continuous.
Now we are ready to prove the existence theorem in the nonresonance case.
Theorem 3.1. If λ ∉ σ k and f : [0, 1] × Rk → R is a Carathéodory function satisfying (W1)–(W2), then BVP (1)–(2) has a
solution.
Proof. The functionH is continuous on the compact set, thus it is bounded by a constant H > 0. Using Lemma 3.2, we find
that there exists RH > 0 such that if ∥y∥C < RH , then we have
∥(fy)∥L1 <
RH
H
.
This implies that for ∥y∥C < RH , we get
∥Ty∥C ≤
 1
0
|H (t, s)| |(fy) (s)| ds ≤ H ∥(fy)∥L1 < RH .
Let T1 := T ◦ iBC (0,RH ). Then T1 maps B (0, RH) into itself. Remark 3.1 and the Schauder’s theorem (see [9]) imply that T1 has
a fixed point. This completes the proof. 
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4. Main results
Lemma 4.1. If λ ∈ σ k and {εn} is a sequence of nonzero real numbers converging to zero, then there exists a positive integer
number N such that for n > N we have

λ1 + εn, . . . , λk + εn
 ∉ σ k.
Proof. Let us fix p ∈ N and let λ ∈ Hp. Then by definition of Hp we have
−p2π2k−ks=1 λs −p2π2k−s = 0. The Schwarz
inequality leads us to the following estimate
∥λ∥ ≥

p2π2
k
p2π2
2(k−1) + p2π22(k−2) + · · · + p2π22 + 1 . (12)
Assume that λ ∈ σ k. Then by Theorem 2.1 there exist p1, . . . , ps ∈ N, s ≤ k such that λ ∈ si=1 Hpi and λ ∉ Hp, p ≠
p1, . . . , ps. Let K := Hp | p ∈ N \ {p1, . . . , ps}. The set K is closed. Indeed, let {λn} ⊂ K be a sequence such that
λn → λ0. Suppose that {λn} lie on infinitely many hyperplanes. Without loss of generality we can assume that λn ∈ Hpn
where Hpn1 ≠ Hpn2 , n1 ≠ n2. Then condition (12) implies that
∥λn∥ ≥

p2nπ
2
k
p2nπ2
2(k−1) + p2nπ22(k−2) + · · · + p2nπ22 + 1 →n→∞∞.
This contradicts the convergence of the sequence {λn}. Therefore, infinitely many elements of the sequence {λn}must lie on
an exactly one hyperplane Hp0 . Because of closedness of Hp0 we get λ0 ∈ Hp0 ⊂ K .
Let εn → 0 be a sequence of nonzero numbers. Since K is a closed set, we have that dist (λ, K) > 0. This implies there
exist a positive integer number N ∈ N, such that for n > N , we get
λ1 + εn, . . . , λk + εn
 ∉ K . (13)
Assume that there exists n such that

λ1 + εn, . . . , λk + εn
 ∈si=1 Hpi , then for each p = p1, . . . , ps, we have−p2π2k − k
s=1

λs + εn
 −p2π2k−s = 0.
Since λ ∈ Hp, p = p1, . . . , ps and εn ≠ 0, thus we obtainks=1 −p2π2k−s = 0. This implies that π is an algebraic number
and we have a contradiction. 
We will replace the conditions (W1)–(W2) by slightly stronger one what is crucial in what follows. The proof of the
following lemma is immediate.
Lemma 4.2. Let a Carathéodory function f : [0, 1]× Rk → R satisfies the following condition:
(W) there exists a nondecreasing function ω ∈ C ([0,∞) ,R+) such that for almost all s ∈ [0, 1] and all

x1, . . . , xk
 ∈ Rk we
have
f s, x1, . . . , xk ≤ ω x1+ · · · + xk, and ω(v)
v
→ 0 as v →∞.
Then,
(1) function f satisfies the conditions (W1)–(W2);
(2) there is a set of full measure S ⊂ [0, 1] that for each M > 0 the image f (S × BM) , BM :=

x ∈ Rk | x1+ · · · + xk < R
is a bounded subset of R.
Let us consider the following collection of BVPs connected with (1)–(2)x
(2k) (t)−
k
i=1

λi + εn

x(2k−2i) (t) = f t, x (t) , x′′ (t) , . . . , x(2k−2) (t)
x(2s) (0) = x(2s) (1) = 0, s = 0, . . . , k− 1,
(14)
where n ∈ N and f : [0, 1] × Rk → R is a Carathéodory function satisfying the condition (W). Then by Lemma 4.2 the
conditions (W1)–(W2) are fulfilled. Thus, Lemma 4.1 and Theorem 3.1 imply that for each n ∈ N there exists a solution of
(14). Hereinafter {un} is the sequence of this solutions.
Lemma 4.3. Let s ∈ N ∩ [1, k− 1] be fixed. If the sequence

u(2s)n

is uniformly bounded then

u(2s−1)n

and

u(2s−2)n

are also
uniformly bounded.
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Proof. Let G be the Green’s function connected with the classic Dirichlet’s BVP. It is evident that
u(2s−2)n (t) =
 1
0
G (t, s) u(2s)n (s) ds =
 t
0
s (t − 1) u(2s)n (s) ds+
 1
t
t (s− 1) u(2s)n (s) ds
= −t
 1
0
(1− s) u(2s)n (s) ds+
 t
0
(t − s) u(2s)n (s) ds.
The last condition imply that

u(2s−2)n

is uniformly bounded.
Since u(2s−2)n (0) = u(2s−2)n (1) = 0, there exists ξn ∈ (0, 1) such that u(2s−1)n (ξn) = 0. This implies that
u(2s−1)n (t) =
 t
ξn
u(2s)n (τ ) dτ , t ∈ [0, 1] , n ∈ N.
Due to the above equality and the fact that

u(2s)n

is uniformly bounded we obtain uniform boundedness of

u(2s−1)n

. 
Conclusion 2. If the sequence

u(2s)n

, s ∈ N ∩ [1, k− 1] is uniformly bounded then each of the sequences

u(2s−i)n

, where
i = 0, . . . , 2s is uniformly bounded.
Lemma 4.4. If the sequence

u(2k−2)n

is uniformly bounded and f : [0, 1] × Rk → R a Carathéodory function satisfying (W),
then each of the sequences

u(2k−i)n

, i ∈ Z∩ [1, 2k] is uniformly bounded and the sequence

u(2k)n

is uniformly bounded almost
everywhere.
Proof. For i ∈ N ∩ [2, 2k], assertion is a consequence of the Conclusion 2. It remains to show that the sequences

u(2k−1)n

and

u(2k)n

are respectively uniformly bounded and uniformly bounded almost everywhere on [0, 1]. Let L0 > 0 and N0 be
such thatu(2k−2i)n C ≤ L0, i ∈ N ∩ [1, k] ,
and f t, un (t) , u′′n (t) , . . . , x(2k−2)n (t) ≤ N0, for almost all t ∈ [0, 1] .
The existence of N0 is given by Lemma 4.2. This implies the existence of a constant M2k > 0, such that the following
estimation holdsu(2k)n (t) ≤ k
i=1
λi − εn u(2k−2i)n C + f t, un (t) , u′′n (t) , . . . , x(2k−2)n (t) ≤ M2k,
for almost all t ∈ [0, 1].
It follows from u(2k−2)n (0) = u(2k−2)n (1) = 0 that u(2k−1)n (ξn) = 0 for some ξn ∈ (0, 1). The uniform boundedness of
u(2k−1)n

now follows from the relation
u(2k−1)n (t) =  t
ξn
u(2k)n (s) ds
 ≤ M2k |t − ξn| ≤ M2k
for t ∈ [0, 1] , n ∈ N. 
Using the mean value theorem we find that the following assertion hold.
Lemma 4.5. Assume that

u(2k−2)n

is uniformly bounded and f : [0, 1] × Rk → R a Carathéodory function satisfying (W).
Then each of the sequences

u(2k−i)n

, i = 1, . . . , 2k, is a sequence of equicontinuous functions.
Lemma 4.6. Let

u(2k−2)n

be a uniformly bounded sequence and let f : [0, 1]× Rk → R be a uniformly Carathéodory function
satisfying (W). Then there exist a subsequence

unm

of sequence {un} and a function u0 : [0, 1] → R possessing absolutely
continuous (2k− 1)-th derivative such that u(2k−i)nm ⇒ u(2k−i)0 , where i ∈ Z ∩ [0, 2k].
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Proof. By virtue of Lemmas 4.4 and 4.5 and Arzelà–Ascoli theorem we obtain that for each i ∈ Z ∩ [1, 2k] the sequence
u(2k−i)n

possess a uniformly convergent subsequence. Without loss of generality we further assume that u(2k−i)n ⇒ v2k−i,
where v2k−i : [0, 1] → R. The convergence theorem for derivatives implies that v2k−i = u(2k−i)0 , where u0 = v0 is the limit
of the uniformly convergent sequence {un}. It remains to show that u(2k)n ⇒ u(2k)0 . Lemma 2.1, (14) and the reasoning above
leads to the following result
u(2k)n ⇒
k
i=1
λiu(2k−2i)0 + f

·, u0 (·) , u′′0 (·) , . . . , u(2k−2)0 (·)

=: v2k.
Using the convergence theorem for derivatives once again we get v2k = u(2k)0 . 
The analysis given above shows that for any λ = λ1, . . . , λk ∈ σ k1 there exist p0 ∈ N such that (−p20π2)k −
λ1(−p20π2)k−1 − · · · − λk−1(−p20π2) − λk = 0. Furthermore, the basis vector of the corresponding eigenspace has the
form [0, 1] ∋ t −→ sin (p0π t). Let us denote
Γ + := {t ∈ [0, 1] | sin (p0π t) > 0}
Γ − := {t ∈ [0, 1] | sin (p0π t) < 0} .
It should be noted that in spite of above notation, the sets Γ + as well as Γ − depend on p0.
Let us formulate our main assertion.
Theorem 4.1. Assume that λ ∈ σ k1 and f : [0, 1]× Rk → R is a uniformly Carathéodory function satisfying (W) such that
lim
x1→+∞
...
xk→(−1)k−1∞
f

t, x1, x2, . . . , xk
 = f+ (t) and lim
x1→−∞
...
xk→(−1)k∞
f

t, x1, x2, . . . , xk
 = f− (t) , (15)
for almost all t ∈ [0, 1]. If the numbers
Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt (16)
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt
have opposite signs, then BVP (1)–(2) has a solution.
Proof. Suppose that

Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt < 0
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt > 0
and k is an even number, (17)
or 

Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt > 0
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt < 0
and k is an odd number. (18)
Let us take the sequence εn := 1n and consider the sequence of BVP (14). Then there exist a sequence (un)∞n=1 of solution
such thatu
(2k)
n (t)−
k
i=1

λi + εn

u(2k−2i)n (t) = f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)

u(2s)n (0) = u(2s)n (1) = 0, s = 0, . . . , k− 1.
(19)
The proof will be divided into two steps. In the first one let us assume that the sequence
u(2k−2)n 
C

is bounded. Then by
Lemma 4.6 there exist the subsequence

unm
∞
m=1 and the function u0 : [0, 1]→ R such that u(2k−i)nm ⇒ u(2k−i)0 , i ∈ Z∩[0, 2k].
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If we restrict our consideration to this subsequence and pass to the limit withm →∞, then we get from (19) thatu
(2k)
0 (t)−
k
i=1
λiu(2k−2i)0 (t) = f

t, u0 (t) , u′′0 (t) , . . . , u
(2k−2)
0 (t)

u(2s)0 (0) = u(2s)0 (1) = 0, s = 0, . . . , k− 1.
Therefore, we have proved that u0 is a solution of (1)–(2).
Now, let the sequence
u(2k−2)n 
C

be unbounded. Without loss a generality we can assume thatu(2k−2)n C →∞ as n →∞. (20)
Dividing the sequence of Eqs. (19) by
u(2k−2)n 
C
, further defining vn := unu(2k−2)n C and fn :=
1
∥u(2k−2)n ∥C
f (·, un(·), u′′n(·), . . . ,
u(2k−2)n (·))we get
v(2k)n (t)−
k
i=1

λi + εn

v(2k−2i)n (t) = fn (t) , (21)
and
v(2s)n (0) = v(2s)n (1) = 0, for s = 0, . . . , k− 1. (22)
It is easy to see that
v(2k−2)n 
C
= 1, therefore the sequence
v(2k−2)n 
C

is bounded. Furthermore, Lemma 4.2 implies that
fn ⇒ 0. This and calculations analogous to the ones in Lemma 4.6 give us that there exists a function v0 : [0, 1] → R such
that for each i ∈ Z ∩ [0, 2k], we get v(i)n ⇒ v(i)0 , as n → ∞ (considering a subsequence if necessary). Then after passing to
the limit in (21)–(22) we find out that
v
(2k)
0 (t)−
k
i=1
λiv
(2k−2i)
0 (t) = 0. (23)
It means that v0 belongs to the eigenspace corresponding to λ ∈ σ k1 . Thus there exist p0 ∈ N and C0 ∈ R such that
v0 (t) = C0 sin (p0π t) . (24)
The condition
v(2k−2)0 C = 1 implies that C0 ≠ 0.
Let us fix j ∈ Z ∩ [0, k− 1]. Multiplying both sides of (21) by v(2j)0 and integrating from 0 to 1, we have 1
0
v(2k)n (t) · v(2j)0 (t) dt −
k
i=1

λi + εn
  1
0
v(2k−2i)n (t) · v(2j)0 (t) dt =
 1
0
fn (t) · v(2j)0 (t) dt.
Integrating by parts, simplifying and using (23), we get
−εn
 1
0
v(2j)n (t)
k
i=1
v
(2k−2i)
0 (t) dt =
 1
0
fn (t) · v(2j)0 (t) dt.
If we summarize the result with respect to j ∈ Z ∩ [0, k− 1], then we find that
−εn
 1
0
k−1
j=0
v(2j)n (t) ·
k
i=1
v
(2k−2i)
0 (t) dt =
 1
0
fn (t) ·
k−1
j=0
v
(2j)
0 (t) dt.
It is easy to see that
k−1
j=0 v
(2j)
n =kj=1 v(2k−2j)n andk−1j=0 v(2j)0 =kj=1 v(2k−2j)0 . Furthermore, if we replace j by i, we get
− εn
 1
0
k
i=1
v(2k−2i)n (t) ·
k
i=1
v
(2k−2i)
0 (t) dt =
 1
0
fn (t) ·
k
i=1
v
(2k−2i)
0 (t) dt. (25)
Since the sequence

v
(2k−2)
n

is uniformly bounded, there exists a constant that is a bound for each of the sequences
v
(2k−2i)
n

, i = 1, . . . , k. This fact and Lebesgue Dominated Convergence Theorem imply that
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lim
n→∞
 1
0
k
i=1
v(2k−2i)n (t) ·
k
i=1
v
(2k−2i)
0 (t) dt =
 1
0

k
i=1
v
(2k−2i)
0 (t)
2
dt. (26)
By (24), we have v(2i)0 (t) = C0 (−1)i p2i0 π2i sin (p0π t). Therefore,
k
i=1
v
(2k−2i)
0 (t) =
k−1
i=0
v
(2i)
0 (t) = C0 sin (p0π t) ·
k−1
i=0
−p20π2i . (27)
It easy to verify that
k−1
i=0
−p20π2i = 1+ (−1)k+1 p2k0 π2k1+ p20π2 ≠ 0, (28)
This fact and the condition C0 ≠ 0 imply thatki=1 v(2k−2i)0 ≠ 0. Thus  10 ki=1 v(2k−2i)0 (t)2 dt > 0. Hence by (26) there
exists a number N such that 1
0
k
i=1
v(2k−2i)n (t) ·
k
i=1
v
(2k−2i)
0 (t) dt > 0, for n > N. (29)
On the one hand
v(2i)n =
u(2i)nu(2k−2)n 
C
, i ∈ Z ∩ [0, k− 1] .
On the other hand
lim
n→∞ v
(2i)
n (t) = C0 (−1)i p2i0 π2i sin (p0π t) .
Thus
lim
n→∞
u(2i)n (t)u(2k−2)n 
C
= C0 (−1)i p2i0 π2i sin (p0π t) . (30)
We will consider two cases.
(a) Let t ∈ Γ +.
(a1) If i ∈ Z ∩ [0, k− 1] is an even number ( 1) then conditions (20) and (30) imply
lim
n→∞ u
(2i)
n =
+∞ for C0 > 0
−∞ for C0 < 0.
(a2) If i ∈ N ∩ [1, k− 1] is an odd number then conditions (20) and (30) imply
lim
n→∞ u
(2i)
n =
−∞ for C0 > 0
+∞ for C0 < 0.
This give us that
lim
n→∞ f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 = f+ (t) for C0 > 0f− (t) for C0 < 0, a.e. in Γ +. (31)
(b) Let t ∈ Γ −.
(b1) If i ∈ Z ∩ [0, k− 1] is an even number then conditions (20) and (30) imply
lim
n→∞ u
(2i)
n =
−∞ for C0 > 0
+∞ for C0 < 0.
(b2) If i ∈ N ∩ [1, k− 1] is an odd number then conditions (20) and (30) imply
lim
n→∞ u
(2i)
n =
+∞ for C0 > 0
−∞ for C0 < 0.
This give us that
lim
n→∞ f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 = f− (t) for C0 > 0f+ (t) for C0 < 0, a.e. in Γ −. (32)
1 Hereinafter zero is an even number.
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Conditions (25) and (29) lead us to the estimate 1
0
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · k
j=1
v
(2k−2i)
0 (t) dt < 0, for n > N. (33)
Notice that our considerations depend on a sign of C0. Further, we will examine this dependence.
(a) Suppose that C0 > 0. By (33), (27) and (28) for n > N , we have
0 >
 1
0
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · k
j=1
v
(2k−2i)
0 (t) dt
= C0 · 1+ (−1)
k+1 p2k0 π2k
1+ p20π2
·

Γ+
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · sin (p0π t) dt
+

Γ−
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · sin (p0π t) dt.
Since the number

1+ (−1)k+1 p2k0 π2k
 \ 1+ p20π2 is negative if k is even and positive if k is odd, we get
Γ+
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · sin (p0π t) dt
+

Γ−
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · sin (p0π t) dt > 0, if k is even,
and 
Γ+
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · sin (p0π t) dt
+

Γ−
f

t, un (t) , u′′n (t) , . . . , u
(2k−2)
n (t)
 · sin (p0π t) dt < 0, if k is odd.
Passing to the limit as n →∞ and using (31), (32), we get
Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt ≥ 0, if k is even, (34)
and 
Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt ≤ 0, if k is odd. (35)
(b) If C0 < 0, we reason in the same way as above to obtain
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt ≤ 0, if k is even, (36)
and 
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt ≥ 0, if k is odd. (37)
Finally, if k is even then inequalities (34) and (36), for C0 > 0 and C0 < 0 respectively lead us to the contradiction with
(17). If k is odd then inequalities (35) and (37), for C0 > 0 and C0 < 0 respectively lead us to the contradiction with (18).
Now, suppose that

Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt > 0
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt < 0
if k is even,
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or 

Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt < 0
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt > 0
if k is odd.
Taking εn = − 1n and reasoning in the same way as above we get contradiction. This completes the proof. 
The following result follows immediately from Remark 2.1.
Corollary 4.1. Let λ ∈ σ k1 and f : [0, 1]× Rk → R be a bounded function satisfying (15)–(16).
• If f is continuous then BVP (1)–(2) has a solution.
• If f is a Carathéodory function satisfying the locally Lipschitz condition with respect to the last k variable then BVP (1)–(2) has
a solution.
Example 4.1. Let φ : [0, 1]→ R be continuous and positive and let
g (s) =
exp
−1/s2 for s > 0
0 for s = 0
− exp −1/s2 for s < 0,
h (t, x1, x2, x3) = −x31x2x3 + ln−1

x22 + t

,
and
f (t, x1, x2, x3) = (g ◦ h) (t, x1, x2, x3) .
Consider the following BVP
u(6) (t)+ π2u(4) (t)− u′′ (t)− π2u (t) = φ (t) f (t, x1, x2, x3)
u (0) = u (1) = u′′ (0) = u′′ (1) = u(4) (0) = u(4) (1) = 0.
This is a problem at resonance, because
−π2, 1, π2  ∈ σ 31 for p0 = 1. We have
f+ (t) = lim
x1→+∞
x2→−∞
x3→+∞
φ (t) f (t, x1, x2, x3) = φ (t)
f− (t) = lim
x1→−∞
x2→+∞
x3→−∞
φ (t) f (t, x1, x2, x3) = −φ (t) .
It is evident that Γ + = [0, 1] and Γ − = ∅. Furthermore,
Γ+
f+ (t) sin (p0π t) dt +

Γ−
f− (t) sin (p0π t) dt =
 1
0
φ (t) sin (π t) dt > 0
Γ+
f− (t) sin (p0π t) dt +

Γ−
f+ (t) sin (p0π t) dt = −
 1
0
φ (t) sin (π t) dt < 0,
thus the conditions (16) are fulfilled. Theorem 4.1 and Corollary 4.1 implies that the considered problem has a nontrivial
solution.
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