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1. Introduction
Let Fq denote the ﬁnite ﬁeld with q elements and F the ﬁeld Fq(T ). For a polynomial P (T ) ∈ Fq[T ],
the Drinfeld modular polynomial ΦP (X, Y ) deﬁnes a model for the Drinfeld modular curve X0(P ). If
φ is a Drinfeld module of rank two with j-invariant j and φ′ is a P -isogenous Drinfeld module with
j-invariant j′ , then ΦP ( j, j′) = 0. Moreover, the function ﬁeld of X0(P ) is given by F( j, j′).
If deg P = 1, without loss of generality we may assume that P = T . The genus of the Drinfeld
modular curve X0(P ) is zero in this case. Schweizer [4] found an explicit relation between j, j′ and
a uniformizing parameter of the function ﬁeld of X0(T ). More precisely, he showed that the function
ﬁeld of X0(T ) equals F(z), where
j = (z + T )
q+1
z
and j′ = (z + T
q)q+1
zq
. (1)
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can be computed explicitly. In [4] Schweizer has conjectured the following closed formula for the
reduction of ΦT (X, Y ) modulo T − 1.
Conjecture (Schweizer). Deﬁne
Ψ (X, Y ) = Xq+1
[(
Y
X
− 1
)q+1
− Y
X
( q−1∑
n=1
n∑
k=1
N(n,k)Xk
(
Y
X
)n)]
then
ΦT (X, Y ) ≡ Ψ (X, Y ) (mod T − 1),
where N(n,k) denotes the (n,k)-th Narayana number deﬁned by
N(n,k) = 1
n
(
n
k
)(
n
k − 1
)
.
We will give a short proof of this conjecture. The proof mainly involves manipulations of binomial
coeﬃcients in characteristic p, which is why we ﬁrst collect some results on binomial coeﬃcients.
Note that in [4] the conjecture is stated in a slightly different way. However, it is easily seen to be
equivalent to our formulation by noticing that for 1  n  q − 1 and 1  k  n the coeﬃcient of
Xq−n+kY n+1 in Ψ (X, Y ) above is given by −N(n,k), which in turn is equal to
−1
n − k + 1
(
n
n − k
)(
n − 1
n − k
)
.
This paper can be seen as a ﬁrst step towards determining a closed formula for ΦT (X, Y ), since
Schweizer’s conjecture determines ΦT (X, Y ) up to a multiple of T − 1. Using further results from [4],
we conclude the paper by determining ΦT (X, Y ) up to a multiple of T q(T q − T ).
2. Some identities involving binomial coeﬃcients
For our purposes, it will be useful to extend the deﬁnition of binomial coeﬃcients
(n
k
)
to integers
n and k:
(
n
k
)
=
{
n(n−1)···(n−k+1)
k! if k 0,
0 otherwise.
(2)
Many identities involving binomial identities hold in this more general setting, though not all. For
example the symmetry relation
(
n
k
)
=
(
n
n − k
)
only holds if n 0. The upper summation identity
n∑(k
m
)
=
(
n + 1
m + 1
)
k=0
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convolution
∑
∈Z
(
r

)(
n − r
k − 
)
=
(
n
k
)
and the negation-of-the-upper-index formula
(
n
k
)
= (−1)k
(
k − n − 1
k
)
.
Both identities hold for arbitrary integers n, k and r. For an overview, see [2], especially Table 174.
In characteristic p many more identities involving binomial coeﬃcients exist. One notable such
identity is given by Lucas’s lemma, see [1,3]:
Lemma 1 (Lucas). Let n and m be two nonnegative integers and suppose that in base p they are written as
follows:
n = n0 + n1p + · · · + nl pl
and
m =m0 +m1p + · · · +mlpl,
with 0 ni < p and 0mi < p for all i between 0 and l. Then
(
n
m
)
≡
(
n0
m0
)(
n1
m1
)
· · ·
(
nl
ml
)
(mod p).
In particular
(n
m
) ≡ 0 (mod p) if and only if mi  ni for all i between 0 and l.
Lucas’s lemma has some consequences that we will now state and prove for future reference.
Lemma 2. Let q = pe be a power of a prime p and k an integer satisfying 1 k q − 1. Then
N(q − 1,k) ≡ 1 (mod p).
Proof. It is not hard to see that for any integers ki satisfying 0 ki  p − 1 one has
(
p − 1
ki
)
≡ (−1)ki mod p.
Using Lucas’s lemma, one obtains that for any integer k satisfying 0 k q − 1 one has
(
q − 1
k
)
≡ (−1)k mod p.
The lemma then follows from the deﬁnition of the Narayana numbers. 
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n0 + n1q, with 0 n0 < q, then
(
n
k
)
≡
(
n0
k
)
(mod p).
Proof. For k < 0, the lemma is clear, so we will assume that k 0 from now on. We will distinguish
several cases. If n 0, then by Lucas’s lemma
(
n
k
)
≡
(
n0
k
)(
n1
0
)
(mod p)
and the lemma follows.
If n < 0 and k > n0 then by the negation-of-the-upper-index formula and Lucas’s lemma, we ﬁnd
(
n
k
)
= (−1)k
(
k − n − 1
k
)
≡ (−1)k
(
k − n0 − 1
k
)(−n1
0
)
(mod p) = (−1)k(−1)k
(
n0
k
)(−n1
0
)
.
In the last equality we used the negation-of-the-upper-index formula again. The lemma now follows
in this case as well.
The ﬁnal and most involved case is when n < 0 and k n0. A similar reasoning as above gives that
(
n
k
)
≡ (−1)k
(
q + k − n0 − 1
k
)
(mod p). (3)
Writing k = b0 + · · · + be−1pe−1 and n0 = a0 + · · · + ae−1pe−1 in base p, we ﬁnd that
q + k − n0 − 1 = (p − 1+ b0 − a0) + · · · + (p − 1+ be−1 − ae−1)pe−1.
If for some i we have ai < bi , then Lucas’s lemma implies on the one hand that
(
n0
k
)
≡ 0 (mod p).
On the other hand, assuming that i is the smallest index such that ai < bi , we ﬁnd that the coeﬃcient
of pi in the base p development of q + k − n0 − 1 equals bi − ai − 1, which is strictly less than bi .
Therefore again by Lucas’s lemma we have
(
q + k − n0 − 1
k
)
≡ 0 (mod p).
Combining the above with Eq. (3), the lemma follows. Finally if for all i we have ai  bi , Lucas’s
lemma combined with the negation-of-the-upper-index formula implies that
(
q + k − n0 − 1
k
)
≡
(
p − 1+ b0 − a0
b0
)
· · ·
(
p − 1+ be−1 − ae−1
be−1
)
(mod p)
= (−1)b0+···+be−1
(
a0 − p
b
)
· · ·
(
ae−1 − p
b
)
. (4)0 e−1
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ai − p
bi
)
= (ai − p) · · · (ai − p − bi + 1)
bi! ≡
(ai) · · · (ai − bi + 1)
bi! =
(
ai
bi
)
(mod p).
Combining this with Lucas’s lemma and Eqs. (3) and (4), the lemma follows. 
Lemma 4. Let q = pe be a power of a prime p and let n and k be integers satisfying n 0 and n− k < q, then
(
n
k
)
≡ (−1)n−k
(
q − 1− k
n − k
)
(mod p).
If moreover k < q, then
(
n
k
)
≡ (−1)n−k
(
q − 1− k
q − 1− n
)
(mod p).
Proof. The second part of the lemma follows directly from the ﬁrst one, so we will only prove the
ﬁrst part. We have
(
n
k
)
=
(
n
n − k
)
= (−1)n−k
(−k − 1
n − k
)
≡ (−1)n−k
(
q − k − 1
n − k
)
.
In the ﬁrst equality we used the symmetry of binomial coeﬃcients, while the second equality follows
from the negation-of-the-upper-index formula. The third equality follows from Lemma 3. 
With these lemmas in place we return to the investigation of Schweizer’s conjecture.
3. A proof of Schweizer’s conjecture
Using Eq. (1) and reducing modulo T − 1, we see that
ΦT
(
(z + 1)q+1
z
,
(z + 1)q+1
zq
)
≡ 0 (mod T − 1).
This means that the reduction of ΦT (X, Y ) modulo T − 1 gives a relation between (z + 1)q+1/z and
(z + 1)q+1/zq of degree q + 1 in (z + 1)q+1/zq . In fact no relation of lower degree exists, as we show
in the following lemma.
Lemma 5. The minimal polynomial of (z + 1)q+1/zq over Fq((z + 1)q+1/z) has degree q + 1.
Proof. We write u = (z + 1)q+1/z and v = (z + 1)q+1/zq . The ﬁeld extensions Fq(z)/Fq(u) and
Fq(z)/Fq(v) both have degree q + 1. Note that the degree of the minimal polynomial of v over Fq(u)
is equal to the degree of the ﬁeld extension Fq(u, v)/Fq(u). Therefore, the lemma follows once we
show that Fq(u, v) = Fq(z).
Assume that [Fq(z) : Fq(u, v)] 2. Denote by P the pole of z in Fq(z). Also let Q = P ∩ Fq(u, v),
R = P ∩ Fq(u) and S = P ∩ Fq(v). Since e(P | S) = 1, we get e(P | Q ) = 1. So e(Q | R) = e(P | R) = q
and hence
[
Fq(z) : Fq(u)
]= [Fq(z) : Fq(u, v)][Fq(u, v) : Fq(u)] [Fq(z) : Fq(u, v)]e(Q | R) 2q,
which is a contradiction to [Fq(z) : Fq(u)] = q + 1. Therefore Fq(u, v) = Fq(z). 
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polynomials have degree q+1 in Y , the above lemma implies that Schweizer’s conjecture is equivalent
to showing that
Ψ
(
(z + 1)q+1
z
,
(z + 1)q+1
zq
)
≡ 0 (mod p).
After some straightforward manipulations, this amounts to showing the following:
(
zq−1 − 1)q+1 ≡ q−1∑
n=1
n∑
k=1
k(q+1)∑
j=0
N(n,k)
(
k(q + 1)
j
)
z(q−n)(q−1)−k+ j (mod p). (5)
Therefore it is useful to compute the coeﬃcient of a power of z in the right-hand side of this
expression.
Lemma 6. Let 0 d0  q− 1 and 0 d1  q− 1 be integers. The coeﬃcient of zd0+d1q in the right-hand side
of Eq. (5) is given by
q−1∑
n=1
n∑
k=1
N(n,k)
(
k
n − d0
)(
k
n + d1 − q + 1
)
.
Proof. For convenience, we deﬁne
f (z) =
q−1∑
n=1
n∑
k=1
k(q+1)∑
j=0
N(n,k)
(
k(q + 1)
j
)
z(q−n)(q−1)−k+ j.
We start the proof with the following identity:
k(q+1)∑
j=0
(
k(q + 1)
j
)
z j =
q2−1∑
j=0
(
k(q + 1)
j
)
z j ≡
q−1∑
j0=0
q−1∑
j1=0
(
k
j0
)(
k
j1
)
z j0+ j1q (mod p)
=
k∑
j0=0
k∑
j1=0
(
k
j0
)(
k
j1
)
z j0+ j1q.
For the second step we used Lucas’s lemma. Substituting this in the expression for f (z), we ﬁnd that
f (z) =
q−1∑
n=1
n∑
k=1
k∑
j0=0
k∑
j1=0
N(n,k)
(
k
j0
)(
k
j1
)
z(n−k+ j0)+(q−1−n+ j1)q.
It follows from the restrictions on the summation indices that 0 n − k + j0 < q and 0 q − 1− n +
j1 < q. Therefore the equation (n−k+ j0)+ (q−1−n+ j1)q = d0 +d1q is equivalent to the equations
n − k + j0 = d0 and q − 1− n + j1 = d1. That is to say, j0 = d0 − n + k and j1 = d1 + n − q + 1. Since
j1  0, we see that there is a contribution to the coeﬃcient of zd0+d1q if n  q − 1 − d1. Taking into
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coeﬃcient of zd0+d1q in f (z) is given by
q−1∑
n=max{1,q−1−d1}
n∑
k=max{1,n−d0}
N(n,k)
(
k
d0 − n + k
)(
k
n + d1 − q + 1
)
.
Taking the more general deﬁnition of binomial coeﬃcients from Eq. (2) into account, we obtain the
expression given in the lemma. 
In order to show Schweizer’s conjecture, it is therefore enough to prove the following theorem:
Theorem 7. Let q = pe be a prime power and let d0 and d1 be integers satisfying 0 d0 < q and 0 d1 < q.
Then
q−1∑
n=1
n∑
k=1
N(n,k)
(
k
n − d0
)(
k
n + d1 − q + 1
)
≡
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 (mod p) if d0 = d1 = q − 1,
−1 (mod p) if (d0,d1) = (0,q − 1),
−1 (mod p) if (d0,d1) = (q − 1,0),
1 (mod p) if d0 = d1 = 0,
0 (mod p) otherwise.
(6)
Proof. We prove the theorem by distinguishing several cases.
Case (i): d0 = 0. Assuming d0 = 0, the left-hand side of Eq. (6) simpliﬁes as follows:
q−1∑
n=1
n∑
k=1
N(n,k)
(
k
n
)(
k
n + d1 − q + 1
)
=
q−1∑
n=1
(
n
q − 1− d1
)
=
(
q
q − d1
)
−
(
0
q − 1− d1
)
.
In the last equality we used the upper summation identity. The theorem then follows for d0 = 0.
Case (ii): d1 = 0. If d1 = 0, then the left-hand side of Eq. (6) simpliﬁes as
q−1∑
n=1
n∑
k=1
N(n,k)
(
k
n − d0
)(
k
n − q + 1
)
=
q−1∑
k=1
N(q − 1,k)
(
k
q − 1− d0
)
≡
q−1∑
k=1
(
k
q − 1− d0
)
(mod p)
=
(
q
q − d0
)
−
(
0
q − 1− d0
)
.
Here we used Lemma 2 and the upper summation identity. This implies the theorem for d1 = 0.
Case (iii): d0 = q − 1. Assuming d0 = q − 1, the left-hand side of Eq. (6) simpliﬁes as
q−1∑
n=1
n∑
k=1
N(n,k)
(
k
n − q + 1
)(
k
n + d1 − q + 1
)
=
q−1∑
k=1
N(q − 1,k)
(
k
0
)(
k
d1
)
=
q−1∑( k
d1
)
=
(
q
d1 + 1
)
−
(
0
d1
)
.k=1
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Case (iv): d1 = q − 1. If d1 = q − 1, the left-hand side of Eq. (6) can be rewritten as
q−1∑
n=1
n∑
k=1
N(n,k)
(
k
n − d0
)(
k
n
)
=
q−1∑
n=1
N(n,n)
(
n
n − d0
)(
n
n
)
=
q−1∑
n=1
(
n
d0
)
=
(
q
d0 + 1
)
−
(
0
d0
)
.
The last equality is implied by the upper summation identity. The theorem also follows in this case.
Case (v): 0< d0 < q − 1 and 0< d1 < q − 1. Note that
N(n,k)
(
k
n − d0
)(
k
n + d1 − q + 1
)
= k
(q − d1)n
(
n
d0
)(
n
q − 1− d1
)(
d0
n − k
)(
q − d1
n − k + 1
)
. (7)
The advantage of this reformulation is that the variable k does not appear in all binomial coeﬃcients
any more. In fact, we can compute the sum over k of the expression on the right-hand side in Eq. (7)
using the following:
n∑
k=1
k
(
d0
n − k
)(
q − d1
n − k + 1
)
=
n∑
k=0
(
n − (n − k))( d0
n − k
)(
q − d1
n − k + 1
)
=
d0∑
=0
(n − )
(
d0

)(
q − d1
 + 1
)
= n
d0∑
=0
(
d0

)(
q − d1
 + 1
)
− d0
d0∑
=1
(
d0 − 1
 − 1
)(
q − d1
 + 1
)
= n
d0∑
=0
(
d0
d0 − 
)(
q − d1
 + 1
)
− d0
d0∑
=1
(
d0 − 1
d0 − 
)(
q − d1
 + 1
)
= n
(
d0 + q − d1
d0 + 1
)
− d0
(
d0 − 1+ q − d1
d0 + 1
)
= (n − d0)
(
q − 1+ d0 − d1
d0 + 1
)
+ n
(
q − 1+ d0 − d1
d0
)
.
In the last but one equality we used Chu–Vandermonde convolution. This implies that the left-hand
side in Eq. (6) is equal to
q−1∑
n=1
1
(q − d1)n
(
n
d0
)(
n
q − 1− d1
)(
(n − d0)
(
q − 1+ d0 − d1
d0 + 1
)
+ n
(
q − 1+ d0 − d1
d0
))
=
q−1∑
n=1
1
(q − d1)
(
n
q − 1− d1
)((
n − 1
d0
)(
q − 1+ d0 − d1
d0 + 1
)
+
(
n
d0
)(
q − 1+ d0 − d1
d0
))
. (8)
To ﬁnish the proof of the theorem in case (v), we will distinguish two subcases. The problem is
that the denominator q − d1 in Eq. (8) may be a multiple of p, so some care has to be taken before
reducing modulo p.
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q−1∑
n=1
(
n
q − 1− d1
)(
n − 1
d0
)
≡ (−1)d0+d1+1
q−1∑
n=1
(
d1
n + d1 − q + 1
)(
q − 1− d0
q − n
)
(mod p)
= (−1)d0+d1+1
(
q − 1− d0 + d1
d1 + 1
)
. (9)
We used Lemma 4 in the ﬁrst equality and Chu–Vandermonde convolution in the second. Similarly:
q−1∑
n=1
(
n
q − 1− d1
)(
n
d0
)
≡ (−1)d0+d1
q−1∑
n=1
(
d1
n + d1 − q + 1
)(
q − 1− d0
q − 1− n
)
(mod p)
= (−1)d0+d1
(
q − 1− d0 + d1
d1
)
. (10)
Using (8), (9) and (10), we can simplify the left-hand side of Eq. (6) further to:
(−1)d0+d1
d1 − q
((
q − 1− d0 + d1
d1 + 1
)(
q − 1+ d0 − d1
d0 + 1
)
−
(
q − 1− d0 + d1
d1
)(
q − 1+ d0 − d1
d0
))
= (−1)
d0+d1
d1 − q
((
q − 1− d0 + d1
q − 1− d0 − 1
)(
q − 1+ d0 − d1
q − 1− d1 − 1
)
−
(
q − 1− d0 + d1
q − 1− d0
)(
q − 1+ d0 − d1
q − 1− d1
))
≡ 1
d1 − q
((
d0 + 1
d0 − d1
)(
d1 + 1
−d0 + d1
)
−
(
d0
d0 − d1
)(
d1
−d0 + d1
))
(mod p)
= 0.
In the last but one equality we used Lemma 4. If d0 = d1, the last equality follows easily, while
otherwise one can use that
(n
k
)= 0, whenever k < 0.
Subcase (ii): p | d1. We start the proof of this subcase by noticing that the expression in Eq. (7) is
invariant under the substitution of (d0,d1) by (q−1−d1,q−1−d0). This means that the proof of sub-
case (i), where it was assumed that p  d1, implies that the theorem is also true in case p  q − 1− d0
that is to say p  d0 +1. Therefore we may assume from now on that p | d0 +1. By a similar reasoning,
we may assume that the highest power of p dividing d0 + 1 is greater than or equal to the highest
power of p dividing d1 (and hence greater than or equal to the highest power of p dividing q − d1).
The left-hand side in Eq. (8) can be rewritten as
q−1∑
n=1
1
(q − d1)n
(
n
d0
)(
n
q − 1− d1
)(
(n − d0)
(
q − 1+ d0 − d1
d0 + 1
)
+ n
(
q − 1+ d0 − d1
d0
))
=
q−1∑
n=1
1
(q − d1)
(
n
q − 1− d1
)((
n − 1
d0
)(
q − 1+ d0 − d1
d0 + 1
)
+
(
n
d0
)(
q − 1+ d0 − d1
d0
))
=
q−1∑
n=1
d0 + 1
(q − d1)(q − 1− d1)
(
n − 1
q − 2− d1
)(
n
d0 + 1
)(
q − 1+ d0 − d1
d0 + 1
)
+
q−1∑ 1
q + d0 − d1
(
n
q − 1− d1
)(
n
d0
)(
q + d0 − d1
d0
)
. (11)n=1
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d0 −d1) can be reduced modulo p. Using very similar techniques as in subcase (i), one can show that
the right-hand side in Eq. (11) is equal to zero modulo p. Note that d0 = d1 cannot occur, since we
assumed that p divides d1 and d0 + 1. 
This ﬁnishes the proof of Schweizer’s conjecture. In fact using some more results from [4] we can
obtain a somewhat stronger congruence. Using Propositions 5 and 12 from [4], the validity of the
conjecture implies:
ΦT (X, Y ) ≡ Xq+1
[(
Y
X
− 1
)q+1
− Y
X
( q−1∑
n=1
n∑
k=1
N(n,k)Xk
(
Y
X
)n
T q−1−k
)] (
mod T q−1 − 1). (12)
Furthermore, by Proposition 11 in [4] it holds that
ΦT (X, Y ) ≡
(
Xq + T Xq−1 + T q − Y )(X − Y q − T Y q−1 − T q) (mod T q+1). (13)
Using the Chinese remainder theorem we can combine Eqs. (12) and (13). More precisely, since 1 −
T 3q−3 ≡ 1 mod T q+1 and T 3q−3 ≡ 1 mod T q−1 − 1, we ﬁnd:
Theorem 8. It holds that
ΦT (X, Y ) ≡ T 3q−3Xq+1
[(
Y
X
− 1
)q+1
− Y
X
( q−1∑
n=1
n∑
k=1
N(n,k)Xk
(
Y
X
)n
T q−1−k
)]
+ (1− T 3q−3)(Xq + T Xq−1 + T q − Y )(X − Y q − T Y q−1 − T q) (mod T q(T q − T )).
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