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Abstract
L’intégration de NoC optique au sein d’une architecture multi-
cœurs est une opportunité intéressante pour supporter les com-
munications entre les éléments de calcul. Toutefois, pour être
pleinement utilisable, il est nécessaire de définir une inter-
face électrique $ optique pour supporter les fonctions de base
des communications. Nos travaux se situent dans ce contexte
et nous exposons ici l’interface développée pour l’intégration
d’un NoC optique dans une architecture multi-cœurs. L’inter-
face proposée supporte trois fonctionnalités de base qui sont :
i) l’encodage des données avec codes correcteur d’erreurs, ii) la
gestion de la consommation énergétique des lasers, et iii) l’al-
location de longueurs d’ondes.
1. Introduction
Les progrès importants qui ont été réalisés dans le do-
maine de la photonique sur silicium permettent ac-
tuellement d’envisager l’intégration de composants op-
tiques au sein d’architectures multi-cœurs afin de sup-
porter les communications entre les ressources de cal-
culs. Cependant, pour être pleinement exploitable, ces
composants optiques, et notamment les lasers produi-
sant les longueurs d’ondes supportant les échanges,
doivent être interfacés avec l’électronique de l’architec-
ture multi-cœurs. Etant donné les débits élevés requis,
les interfaces effectuant la conversion électrique $ op-
tique doivent être efficaces pour que les performances
des NoC optique (ONoC) ne soient pas bridées par l’élec-
tronique associée. Nos travaux visent à définir cette in-
terface. Celle-ci est composée de trois grandes parties
répondant aux trois fonctionnalités importantes permet-
tant de prendre en charge une donnée depuis un cœur
source pour l’acheminer vers un ou plusieurs lasers en
vue d’une transmission sur une ou plusieurs longueurs
d’ondes. En effet, les lasers sur puce actuels offrent une
bande passante de 10 Gbits/s, et l’utilisation de plusieurs
lasers en parallèle augmente proportionnellement le dé-
bit de la communication.
2. Modèle d’architecture
L’architecture support de ces travaux est Chaméléon [1]
(voir figure 1). Cette architecture est basée sur deux
couches de silicium : une couche électrique contenant
les cœurs et une couche contenant le ONoC. Chaque
cœur de calcul dispose d’un ONI (Optical Network In-
terface) lui permettant de faire des requêtes de commu-
nication, puis de transmettre ou de recevoir des données.
Les ONI sont composés d’une partie émettrice, contenant
des lasers et des Micro Résonateurs en anneau (MR), et
d’une partie réceptrice, composée de MR et de photo-
détecteurs. Un MR permet i) d’injecter (respectivement
d’extraire) un signal optique (en étant activé) dans (res-
pectivement depuis) un guide d’ondes ; ii) de laisser pas-
ser un signal sans le modifier. Chaque MR est associé à
une longueur d’onde et peut être contrôlé indépendam-
ment (activé ou désactivé) selon les besoins de commu-
nication.
La figure 1 illustre l’établissement de deux communica-
tions en parallèle. Une première communication est gé-
nérée entre l’ONIA et l’ONIC sur une longueur d’onde
illustrée en rouge. Pour ce faire, le laser ”rouge” est ac-
tivé, ainsi que le MR associé afin d’injecter le signal op-
tique au sein du guide d’ondes. Les lasers supportent
une modulation OOK et sont pilotés directement par les
données binaires sérialisées venant des cœurs. Le mes-
sage étant à destination de l’ONIC, le MR "rouge" de
l’ONIB est désactivé de façon à laisser passer la longueur
d’onde ”rouge”. Au sein de l’ONIC, le MR ”rouge” est
activé et permet d’extraire le signal ”rouge” afin de le di-
riger vers le photo-dectecteur qui effectue la conversion
optique vers électrique. En parallèle, l’ONIB effectue une
communication sur la longueur d’onde ”verte”, ce qui
nécessite l’activation du MR ”vert” au sein de la partie
émettrice de l’ONIB, et de celui au sein de la partie ré-
ceptrice de l’ONIC.
Dans cette chaîne de communication, les composants op-
tiques induisent des pertes qui sont liées à la longueur
du guide d’ondes, ainsi qu’aux courbes subies par les
longueurs d’ondes parcourant le guide d’ondes [2, 3]. En
plus de ces pertes optiques, il est important de prendre
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FIGURE 1. Architecture et interfaces optiques.
en compte le rendement des lasers, qui est faible, et qui
est de l’ordre de 5 à 10%. Dans ces conditions, il est
évident que ce média de communication doit être géré
de façon très précise afin de limiter autant que faire se
peut les consommations inutiles. C’est le rôle de l’inter-
face que nous avons développée, et que nous présentons
dans la section suivante.
3. Modèle de l’interface
L’interface est dotée de plusieurs éléments importants
qui répondent chacun à une fonctionnalité particulière
(voir figure 2). Ces fonctionnalités sont au nombre de
trois et concernent :
- Fonction de codage de source des données en vue
d’augmenter la protection de celles-ci et de réduire la
puissance laser au strict minimum permettant de cibler
un BER donné pour chaque communication ;
- Fonction de sérialisation depuis le bus cœur (après
avoir subit un codage de source) vers un ou plusieurs
flux de données 1 bit ;
- Fonction d’allocation des flux de données 1 bit vers le
ou les lasers en vue de leur modulation.
L’interface est pilotée par le système d’exploitation qui
capte les appels systèmes des tâches applicatives sou-
haitant transmettre des messages. La figure 2 illustre la
circulation des paquets de données codées sur 64 bits
depuis le cœur émetteur jusqu’au guide d’ondes pour le
cas d’une tâche souhaitant réaliser un transfert de don-
nées et pour laquelle le système d’exploitation a alloué 3
longueurs d’ondes ( 1 ”jaune”,  2 ”rouge” et  4 ”verte”)
afin d’offrir un débit de 30 Gbits/s. La stratégie de sé-
lection et d’allocation des longueurs d’ondes consiste à
retenir les longueurs d’ondes les mieux adaptées, à l’ins-
tant de communication, pour réduire les pertes optiques
dans le guide d’ondes et le crosstalk entre les communi-
cations en cours. Cette stratégie permet alors au système
d’exploitation de contrôler les différents composants de
l’interface, à savoir i) le routage des données vers le bon
FIGURE 2. Fonctionnement de l’interface.
encodage, ii) la sérialisation en un ou plusieurs flux bi-
naires, iii) l’allocation des longueurs d’ondes pour cha-
cun de ces flux binaire.
4. Conclusion
Ces travaux adressent la définition de l’interface de com-
munication permettant de supporter les échanges au sein
d’une architecture multi-cœurs sur un réseau NoC op-
tique. L’interface proposée implémente plusieurs fonc-
tions de base qui consistent à passer du domaine élec-
trique vers le domaine optique. Elle est équipée de méca-
nismes permettant i) l’allocation de plusieurs longueurs
d’ondes pour une seule et même communication dans
l’objectif d’augmenter la bande passante et donc de ré-
duire le temps de communication ; ii) l’insertion d’un en-
codage des données en vue de réduire la puissance né-
cessaire pour générer les longueurs d’ondes.
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