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g. Ludviku Kumarju, ki so mi omogočili globlji vpogled v stanje avtomobilske industrije
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Navidezna resničnost (ang. virtual reality; VR) je zadnjih nekaj let trend na področju
industrije iger (ang. gaming industry), njen potencial pa so prepoznali tudi v avtomobil-
ski industriji. Evropa, s Francijo, Nemčijo in Veliko Britanijo na čelu, predstavlja drugi
največji trg za VR tehnologije, Slovenija pa zanje še ni izrazila posebnega navdušenja.
Morebitni novi uporabniki s področja avtomobilske industrije so do novih tehnologij
zadržani, saj jim primanjkuje informacij in prepričljivih demonstracij. Iz tega razloga
je magistrska naloga sestavljena iz dveh delov; prvi del vsebuje celostni pregled VR
tehnologij s poudarkom na področju avtomobilske industrije, naloga drugega dela pa je
povzeti praktičen razvoj treh VR aplikacij.
Celostni pregled stanja VR tehnologij se začne z vpogledom v zgodovino razvoja
VR opreme ter njeno zgradbo in delovanje. Sledi poglavje o programski opremi, ki je
razdeljena v štiri skupine glede na njeno vlogo pri razvoju VR aplikacij. Poglavje o
časovni zakasnitvi se dotakne problema VR slabosti, poglavje o standardih pa pojasni
njihov pomen za razvoj VR tehnologij. Sledi pregled stanja VR tehnologij po svetu, za
oceno stanja v Slovniji pa je bila med člani partnerstva SRIP ACS+ izvedena anketa. V
zadnjem poglavju teoretičnega dela magistrske naloge so opisana področja uporabe VR
tehnologij vezana na avtomobilsko industrijo in primeri dobrih praks.
Glede na rezultate ankete med slovenskimi podjetji lahko podjetja razdelimo v tri
skupine. V prvi skupini so podjetja, ki že uporabljajo VR tehnologije in se jih bodo
posluževala tudi v prihodnosti. Drugo skupino sestavljajo podjetja, ki so pripravljena
začeti vlagati v VR tehnologije, vendar za delo z njimi nimajo usposobljenega kadra. V
tretji skupini so podjetja, katerih vizija ne vključuje VR tehnologij. Razloga za to sta
predvsem neinformiranost in nezaupanje v VR tehnologije.
V sklopu magistrske naloge so v igralnem pogonu Unity z uporabo VR očal Valve
Index in pripadajočim parom Valve Index ročk razvite tri aplikacije, ki pokrivajo različne
v
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elemente v proizvodnem in poslovnem procesu:
• VR platforma za postavitev delovnega mesta in oceno njegove ergonomije,
• semi-interaktivna VR aplikacija vstavljanja krogličnih ležajev v U profil z uporabo
ročne stiskalnice in v sodelovanju z robotom ter CNC napravo služi kot primer
aplikacije za usposabljanje delavcev,
• aplikacija treninga požarne varnosti.
Rezultati magistrske naloge kažejo na potencial VR tehnologij v proizvodni industriji.
Množično uporabo VR tehnologij na profesionalni ravni zavira nezrela strojna oprema,
saj VR očala še niso primerna za večurno nošnjo. Glede na hitrost napredovanja strojne
opreme v zadnjih letih, se zdijo te pomanjkljivosti začasne in se je zato do izida bolj
primernih VR očal smiselno posvetiti razvijanju kvalitetnih VR vsebin.
Ključne besede: avtomobilska industrija, ergonomija, navidezna resničnost, simulacija,
Unity
Abstract
Virtual reality (VR) has been a trend in the gaming industry for the last few years,
however, its potential has been noted in the automotive industry as well. Europe, with
France, Germany, and the UK in the lead, represents the second largest market for
VR, while Slovenia is yet to show particular enthusiasm for the field. Potential new
users in the automotive industry are reluctant to use new technology because they lack
information and convincing demonstrations. For this reason, the thesis consists of two
parts; in the first section an overview of VR technology is made, with an emphasis on
the automotive industry, whereas the purpose of the second section is to summarise the
practical development of three VR applications.
A comprehensive overview of the state of VR technologies begins with historical
overview of the development of VR equipment and its structure and operation. The
software section presents in detail the four subgroups of software, which can be included
in the process of VR application development. The section on latency touches upon the
problem of VR sickness, following by a chapter on standards explaining their significance
for VR technologies. What follows is an overview of the state of VR globally, while a
survey was conducted among the members of the SRIP ACS+ partnership for an estimate
of the state in Slovenia. In the closing chapter, the different fields of application and
examples of good practices in the automotive industry are described.
In view of the results of the survey among the Slovenian businesses, companies can
be divided into three groups. Firstly, companies, which already use VR technology and
will continue using it. The second group consists of companies that do not yet use VR
but are ready to start investing in it, had they had the qualified personnel. Remaining
are the companies, whose vision does not include VR technology. The reasons for this
are mainly related to being uninformed and distrusting of VR technology.
As part of the master’s thesis, three applications were developed using Unity game
vii
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engine and the Valve Index HMD (head-mounted display) with corresponding Valve
Index Knuckles Controllers. VR applications cover various elements in the production
process:
• VR platform for workstation deployment and ergonomics evaluation,
• semi-interactive VR application around inserting bearings into the U profile using a
hand press in collaboration with a robot and a CNC machine, which is an example
of VR application for training,
• VR application for fire safety training.
The results of the thesis show the potential of VR in the manufacturing industry.
The widespread use of VR technologies in professional settings is held back by immature
hardware, meaning VR headsets are unsuitable to be worn for long periods of time.
Given the rapid development of VR hardware in recent years, these drawbacks seem
momentary, and it is therefore reasonable to develop quality VR content until the release
of a more appropriate VR headset.
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2.23 Časovna zakasnitev je posledica več dejavnikov. . . . . . . . . . . . . . . 21
2.24 Sliki, zgenerirani v igralnem pogonu, se v izvajalnem okolju doda distor-
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Seznam slik xv
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je slika N+2 posodobitev (distorzija in časovno popačenje) upodobljene
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snika. Objekta trenutno še ni v sceni. . . . . . . . . . . . . . . . . . . . . 49
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V pričujočem zaključnem delu so uporabljene naslednje veličine in simboli:
Veličina / oznaka Enota
Ime Simbol Ime Simbol
širina vidnega polja FOV stopinje °
frekvenca osveževanja zaslona f Hertz Hz
količina podatkov - Bajt B
dolžina ℓ meter m
Pri čimer so vektorji in matrike zapisani s poudarjeno pisavo. Natančneǰsi pomen
simbolov ter njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen v spre-
mljajočem besedilu, kjer je simbol uporabljen.
xxiii
xxiv Seznam uporabljenih simbolov
1 Uvod
Obdobju po letu 1972 pravimo tudi informacijska doba. Strokovnjaki predvidevajo, da
v letu 2020 vsak človek ustvari 1.7 MB podatkov na sekundo [1]. Podatki sami po sebi
niso vredni veliko. Veliko bolj je pomembna njihova hitra obdelava in končna analiza. V
duhu informacijske dobe se razvijata tudi industrijska proizvodnja in način dela. Indu-
strija 4.0 predstavlja nadgradnjo Industrije 3.0, ki je slonela na avtomatizaciji procesov.
Nove industrijske digitalne tehnologije vodijo do hitreǰsega dostopanja do podatkov,
zbiranja in analiziranja podatkov o strojih ter omogočajo hitreǰse, bolj prilagodljive in
učinkoviteǰse procese ter hkrati zmanǰsujejo stroške na vsakem izmed korakov delovnega
in proizvodnega procesa. Industrijska revolucija ni odvisna samo od ene tehnološke no-
vosti, ampak združuje nabor več tehnologij; ena izmed njih je tudi tehnologija navidezne
resničnosti.
VR tehnologija je preboj doživela med letoma 2012 in 2013, ko so na trg prǐsla prva
Oculusova VR očala (Oculus Rift DK1). Od preǰsnjih različic so se razlikovala v ceni
in po udobnosti nošnje. Pred tem je bila VR oprema draga in nerodna za uporabo,
dostopna pa je bila le večjim podjetjem in raziskovalnim centrom. Noveǰsa VR očala so
cenovno ugodna in zmogljiva, tehnologija pa je napredovala do te mere, da je VR vsebine
možno poganjati tudi na pametnih mobilnih telefonih. Izsledki analize Gartnerjevega
cikla navdušenja iz leta 2018, prikazani na sliki 1.1, kažejo, da je VR tehnologija prešla
fazo razočaranja, njena uporaba pa postaja vse bolj običajna.
Kljub temu da je VR tehnologija v zadnjih letih močno napredovala, je še veliko
prostora za izbolǰsave v smislu udobja, zmogljivosti in cene. Izdelovanje VR vsebin je
naloga, ki od ustvarjalca zahteva veliko različnih znanj. Platforme, ki bi delo olaǰsale,
predstavljajo finančno breme, imajo omejene funkcionalnosti in niso kompatibilne z vso
VR strojno opremo. Slaba podpora raznolike VR strojne opreme pa ni omejena samo
na platforme ter je rezultat pomanjkanja standardov.
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Slika 1.1: Gartnerjev cikel navdušenja iz leta 2018 prikazuje ponovno zanimanje za VR
tehnologije in zaupanje vanje.
Cilji magistrske naloge so dobiti kritičen in poglobljen vpogled v stanje VR tehnolo-
gije po svetu in v Sloveniji s poudarkom na področju avtomobilske industrije, preizkusiti
čim več strojne in programske opreme ter na podlagi ugotovitev razviti VR aplikacijo,
ki bi prispevala k razvoju slovenske avtomobilske industrije. Ker uporaba VR tehnologij
za namene avtomobilske industrije v Sloveniji še ni razširjena, je bila okvirna vsebina
aplikacije določena na podlagi želja slovenskih podjetij združenih v partnerstvo SRIP
ACS+, ki bi jih zanimala nadaljnja uporaba VR tehnologij. Želja je bila razviti intu-
itivno platformo, ki bi ljudi pritegnila k uporabi VR vsebin ter imela veliko možnosti
za nadgradnjo; na primer platforma, ki bi služila kot orodje pri postavljanju delovnih




Začetki navidezne resničnosti segajo v leto 1838 z odkritjem stereoskopa prikazanega
na sliki 2.1. Dve ogledali pod kotom 45° odsevata sliki v levo in desno oko, pri čemer
dosežemo učinek trodimenzionalnosti.
Slika 2.1: Charles Wheatstoneov stereoskop.
Do resneǰsega napredka na področju strojne opreme je prǐslo v drugi polovici 20. sto-
letja. Leta 1960 je Morton Heilig, ki mu pravijo tudi oče navidezne resničnosti, patentiral
t.i. “telesferično masko” – naglavno napravo, ki je po principu stereoskopa prikazovala
barvni video in predvajala stereo zvok. Dve leti kasneje, leta 1962, je patentiral Senso-
ramo. Po obliki je spominjala na arkadno igro, po vsebini pa je to 3D kino s posebnimi
učinki. Uporabniku je nudila približek pristne vožnje motornega kolesa po ulicah Bro-
oklyna. 3D posnetek vožnje je bil obogaten z vibracijami sedeža, vonjavami mesta in
sunki zraka v obraz. Oba izuma sta prikazana na sliki 2.2
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Slika 2.2: Slika patenta naglavnih očal (levo) in Sensorama (desno).
Leta 1961 so inženirji iz podjetja Philco Corporation naredili prvo naglavno napravo
z zaslonom, ki je imela sledilni sistem povezan s kamero v sosednjem prostoru. Do
naslednjega večjega napredka je prǐslo leta 1968, ko sta Ivan Sutherland in njegov študent
Bob Sproull predstavila prvi VR naglavni zaslon, ki je sledil legi glave in prikazoval
enostavo računalnǐsko generirano sliko in ne zgolj videa posnetega s kamero. Naprava,
prikazana na sliki 2.3, je dobila ime Damoklejev meč, saj je zaradi teže morala viseti s
stropa, uporabnik pa je bil vpet vanjo.
Slika 2.3: Damoklejev meč.
Leta 1977 so raziskovalci na Univerzi Ilinois razvili prvo ožičeno rokavico, ki je pre-
tvorila premike prstov v električne signale. To predstavlja začetke prepoznavanja kretenj
rok. Leta 1992 so v istem laboratoriju razvili tudi sistem za navidezno resničnost, ki te-
melji na projekciji navideznega okolja na stene v realnem svetu (t.i. CAVE sistem). Od
takrat naprej je tehnologija močno napredovala. V 90. letih je VR tehnologija začela
pronicati iz laboratorijev v življenja običajnih ljudi, preboj na področju komercialne
uporabe VR očal pa je s Kickstarter kampanjo doseglo podjetje Oculus leta 2012 [2, 3].
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2.1.2 Zgradba in delovanje
Trenutna VR očala so v osnovi sestavljena iz treh komponent: zaslona, leč in senzorjev
oziroma naprav za določanje lege.
Glede na zbrane informacije iz senzorjev se računalnǐsko zgenerirata dve sliki, ki
se nato pošljeta na 2D zaslon. Leva polovica zaslona je namenjena prikazovanju slike
levemu očesu, desna polovica pa desnemu. Kot je prikazano na sliki 2.4, zaradi razdalje
med očesoma vidimo objekte pred sabo pod različnima kotoma, zato morata biti tudi
sliki na zaslonu zamaknjeni in posnemati stereoskopski vid, ki nam omogoča zaznavanje
globine.
Slika 2.4: Zaslon VR očal mora prikazovati ločeni sliki objekta in pri tem upoštevati
zenično razdaljo.
Ena izmed lastnosti zaslona, ki vpliva na kvaliteto slike, je ločljivost. Vǐsja ločljivost
pomeni bolj ostro sliko, kar pride do izraza pri razpoznavanju manǰsih objektov (npr.
črke in številke). Na sliki 2.5 je vidna razlika med zaslonom Pimax VR očal z ločljivostjo
3840 × 2160 pikslov (4K) in zaslonom HTC Vive VR očal z ločljivostjo 1080 × 1200
pikslov. Slika 2.6 nazorno prikazuje razlike v ločljivostih zaslonov za posamezno oko in
pripadajoče modele VR očal. Večina trenutnih proizvajalcev VR očal se je odločila za
ločljivost nižjo od 4K, nekateri zasloni pa dosežejo ločljivost tudi do 8K.
Na ostrino slike pa poleg ločljivosti vpliva tudi tip zaslona. Večina VR očal ima
vgrajene LCD (RGB matrika) ali OLED (PenTile matrika) zaslone. LCD zasloni imajo
tri podpiksle (rdeč, moder, zelen), OLED zasloni pa dva (zelen in polovico rdečega
ter modrega, ki si ga deli s sosednjim pikslom). Oba tipa zaslonov imata prednosti in
slabosti. Zaradi razporeditve podpikslov LCD zasloni prikazujejo bolj ostro sliko in imajo
manj opazen prazen prostor med posameznimi piksli, kar povzroča učinek zaslonskih vrat
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Slika 2.5: Primerjava ostrine slike med zaslonoma VR očal Pimax 8KX (levo) z
ločljivostjo 3840 × 2160 pikslov in HTC Vive (desno) z ločljivostjo 1080 × 1200 pi-
kslov.
Slika 2.6: Primerjava ločljivosti med bolj popularnimi VR očali.
(ang. screen door effect). OLED, za razliko od LCD zaslona, sam oddaja svetlobo in
ne potrebuje dodatne osvetlitve ozadja. Posledično so OLED zasloni lažji, tanǰsi in
prikazujejo bolj žive barve. Ker so posamezni piksli že sami po sebi vir svetlobe, se
lahko popolnoma ugasnejo, s čimer dobimo bolj izrazito črno barvo zaslona. Na sliki
2.7 sta prikazani sliki LCD zaslona VR očal Pimax 5K+ (levo) in OLED zaslona VR
očal Pimax 5K XR (desno). Črke so bolj berljive na LCD zaslonu, medtem ko so barve
(predvsem črna) bolj izrazite na OLED zaslonu [4, 5].
OLED (RGB) zasloni združujejo najbolǰse lastnosti LCD in OLED zaslonov - barve
so izrazite, RGB postavitev podpikslov pa izbolǰsa ostrino slike. Čeprav so dražji od
OLED in LCD zaslonov, so vgrajeni v nekaj VR očal (Sonyjeva PSVR, XTAL, StarVR
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Slika 2.7: Primerjava LCD (levo) in OLED (desno) zaslona Pimax-ovih VR očal.
One).
Pomembna karakteristika zaslona je tudi njegova velikost. Večji zaslon po eni strani
pokrije več vidnega polja, po drugi strani pa lahko postane pretežek in nepraktičen za
uporabo v VR očalih. Rešitev je postavitev zaslona čim bližje očem; s tem dosežemo
večjo pokritost našega vidnega polja in minimiziramo sile, ki bi delovale na glavo pri
nošenju težkih VR očal. Pojavi pa se problem, da očesna leča sama po sebi ne more
izostriti slike zaslona na zelo kratki razdalji, zato vidimo neostro sliko. Kot je ilustrirano
na sliki 2.8, problem rešujemo z dodatno lečo med očesno lečo in zaslonom. Z njo
ustvarimo virtualno sliko zaslona, ki je od očesa bolj oddaljena kot originalna slika.
Razdalja med očesom in virtualno sliko je sedaj dovolj velika, da lahko oko brez napora
sliko izostri.
Slika 2.8: VR zaslon brez dodatne leče (levo) se nahaja preblizu očesa, da bi lahko
izostrilo sliko. Z dodatno lečo (desno) ustvarimo virtualno sliko zaslona, ki je dovolj
oddaljena od očesa.
S pravim tipom leče lahko dosežemo tudi učinek ukrivljenega zaslona, ki še dodatno
poveča kot vidnega polja. Takšne leče sliko popačijo z vbočeno distorzijo (ang. pin-
cushion distortion). Da do očesa pride slika zaslona brez popačenj, mora biti slika na
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zaslonu umetno popačena s sodasto distorzijo (ang. barrel distortion), ki izniči učinek
vbočene distorzije pri prehodu skozi lečo [6, 7]. Proces je prikazan na sliki 2.9.
Slika 2.9: Slabost leče je vbočena distorzija slike, ki jo izničimo z umetno ustvarjeno
sodasto distorzijo slike na zaslonu VR očal.
Večina VR očal ima vgrajene Fresnelove leče prikazane na sliki 2.10. Fresnelove
leče imajo enako ukrivljenost kot običajne leče, vendar so segmentirane ter posledično
tanǰse in lažje. Slaba stran segmentacije je uhajanje svetlobe na meji med posameznimi
segmenti, kot je ilustrirano na sliki 2.11. Večje število segmentov rezultira v bolj ostro
sliko in večjo izgubo svetlobe na spojih, manǰse število segmentov pa bo zmanǰsalo
količino razpršene svetlobe, vendar bo slika zaradi tega manj ostra [8]. Uhajanje svetlobe
je za uporabnika VR očal moteče, saj kvari sliko prikazano na zaslonu. Pojav sipanja
svetlobe (ang. god-ray effect) je prikazan na sliki 2.12.
Slika 2.10: Fresnelova leča (desno) se od običajne leče (levo) razlikuje predvsem po
debelini.
Na trgu so se že pojavila očala z asferičnimi nefresnelovimi lečami, s katerimi so
dosegli širše vidno polje, večje območje fokusa in manj popačenj (uhajanje svetlobe,
zamegljenost slike, aberacije) [9].
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Slika 2.11: Število segmentov vpliva
na kvaliteto slike.
Slika 2.12: Sipanje svetlobe skozi leče
Oculusovih VR očal.
Večino VR očal in ročk sestavljajo tudi številni senzorji za določanje lege naprave v
prostoru. Informacija o legi je posredovana računalniku, ki zgenerirano sliko VR scene
stalno prilagaja. Orientacijo in pozicijo VR naprav se določi s pomočjo IME (inercijska
merilna enota), vendar so meritve podvržene šumom in lezenju, zato jih uporabljamo
zgolj kot referenco. Za stabilno računanje lege VR naprave moramo meritve IME združiti
z meritvami VR sledilnega sistema. Obstaja več pristopov. Valve je razvil način, kjer
VR očala in ročke opremimo z infrardečimi (IR) fotodiodami, ki zaznavajo svetlobne
impulze poslane iz dveh baznih postaj, postavljenih diagonalno glede na prostor. VR
očala Valve Index so opremljena z 32 IR fotodiodami, pripadajoče ročke pa s 23. Vsaka
fotodioda je vezana na svoj čip (TS3633), ki razliko v času med oddano in sprejeto
svetlobo pretvori v informacijo razumljivo SteamVR algoritmom, ki izračunajo lego VR
naprave v prostoru. Informacije iz IME in TS3633 čipov v ročkah do VR očal potujejo
brezžično s frekvenco 2.4 GHz. Določanje lege VR naprav z Valve baznimi postajami je
grafično prikazano na sliki 2.13.
Pri Oculusu so do problema pristopili na drugačen način, saj za pomoč pri slede-
nju uporabljajo markerje. Vsaka VR naprava (VR očala in ročke) ima vgrajeno mrežo
IR LED diod. Kameri s filtri za prepoznavo IR svetlobe sta z USB kablom povezani
z računalnikom, ki na podlagi zajete slike identificira konstelacijo (ang. constellation
tracking) LED diod in določi lego objekta. Omenjene komponente, ki sodelujejo pri
določanju lege VR naprav, in povezave med njimi so prikazane na sliki 2.14. Za raz-
liko od prej opisanega načina z Valve baznimi postajami Oculusova VR očala dodatno
obremenjujejo procesor računalnika z zapletenimi algoritmi računalnǐskega vida.
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Slika 2.13: Valve-ova metoda določanja lege VR naprave temelji na časovnih zamikih
poslane IR svetlobe, ki jo zaznavajo fotodiode na VR napravah.
Slika 2.14: Oculus-ova metoda določanja lege VR naprave temelji na markerjih in
algoritmih računalnǐskega vida.
Tako način z baznima postajama kot tudi način s kamerama uporablja zunanje na-
prave (ang. outside-in tracking; OI). Postavitev in kalibracija dodatnih naprav je pri prvi
uporabi zamudna, sledenje pa je občutljivo na okluzije, močno sončno svetlobo in deluje
le na omejenem prostoru. Kot je prikazano na sliki 2.15, je legi VR naprav možno slediti
tudi z uporabo IME (na očalih in ročkah) in več kamer na samih očalih (ang. inside-out
tracking; IO), ki lego določajo z uporabo računalnǐskega vida [10]. Očala Oculus Quest
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uporabljajo različico algoritma SLAM (visual-inertial SLAM) za določanje lege očal in
sledenje konstelacijam za določanje leg ročk. Do nedavnega je takšen tip sledenja veljal
za dokaj nerobustnega, z verzijo VR očal HP Reverb G2 in Oculus Quest 2, ki naj bi na
trg prǐsla jeseni tega leta, pa naj bi se sledenje z uporabo kamer znatno izbolǰsalo.
Slika 2.15: Uporaba zunanjih naprav za določanje lege Oculus (levo) in Valve (sredina)
VR očal ter določanje lege s pomočjo kamer na VR očalih (desno).
Za pravilno procesiranje in generiranje slike skrbi računalnik. Nekatera VR očala za
delovanje potrebujejo zunanji računalnik, s katerim so povezana s kabli, druga pa imajo
že vgrajene procesne enote. VR očala, ki delujejo kot samostojna enota, so težja in
imajo manǰso procesno moč, vendar po drugi strani uporabnika pri gibanju ne ovirajo z
dodatnimi kabli in za delovanje ne potrebujejo zmogljivega računalnika.
V tabeli 2.1 so glede na datum izdaje razvrščena bolj popularna VR očala, podane pa
so tudi njihove glavne karakteristike. Opazen je trend izbolǰsav na področju ločljivosti
zaslona in širine vidnega polja (ang. field of view; FOV). Tabela služi kot pregled glavnih
karakteristik VR očal skozi čas in ne kot pomoč pri odločanju za nakup. Iz tega razloga
v tabelo ni vključena cena, ki je pogost kriterij za nakup določenega kosa opreme. Pred
izbiro VR strojne opreme se je dobro pozanimati tudi o nekaterih drugih lastnostih:
• Zvok: večina VR očal ima vgrajene zvočnike, možen pa je tudi priklop lastnih
slušalk na avdio priključek.
• Ergonomija VR očal: dizajn očal se razlikuje po razporeditvi teže po glavi uporab-
nika ter s tem povezanim sistemom za pričvrstitev očal. Nekateri ponudniki VR
očal so se usmerili v bolj minimalističen pristop, pri čemer so VR očala fiksirana z
mehkimi paščki, druga pa uporabljajo oblazinjeno tršo konstrukcijo.
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• Dodatne funkcionalnosti: uravnavanje razdalje med očmi, sledenje očem in dla-
nem, prepoznava glasovnih ukazov in zaznavanje okolice za namen varnosti (ang.
chaperone system) so le nekatere dodatne funkcionalnosti, ki jih zmorejo VR očala.
• Ročke: ročke so nepogrešljiv dodatek k očalom. Njihova izbira je zelo pomembna,
saj nam omogočajo interakcijo z navideznim svetom. Pri tem moramo biti pozorni
na odzivnost in razporeditev gumbov, način polnjenja, maso, velikost in obliko


















Oculus DK1 3.2013 640 × 800 LCD (RGB) 110° 60 DA OI
Oculus DK2 7.2014 960 × 1080 OLED (PenTile) 110° 60, 75 DA OI
Oculus Rift 3.2016 1080 × 1200 OLED (PenTile) 110° 90 DA OI
Pimax 4K 4.2016 1920 × 2160 LCD (RGB) 110° 60 DA /
HTC Vive 4.2016 1080 × 1200 OLED (PenTile) 110° 90 DA OI
PSVR 10.2016 960 × 1080 OLED (RGB) 100° 90, 120 DA OI
Vive Pro 1.2018 1440 × 1600 AMOLED 110° 90 DA OI
Oculus Go 5.2018 1280 × 1440 LCD (RGB) 110° 60, 72 DA OI
Lenovo Mirage Solo 5.2018 1280 × 1440 LCD (RGB) 110° 75 NE IO
XTAL 2018 2560 × 1440 OLED (RGB) 180° 70 DA OI
Vive Cosmos 1.2019 1440 × 1700 LCD (RGB) 110° 90 DA IO, OI
HP Reverb 3.2019 2160 × 2160 LCD (RGB) 114° 90 DA IO
Oculus Quest 5.2019 1440 × 1600 OLED (PenTile) 110° 72 NE IO
Oculus Rift S 5.2019 2560 × 1440 LCD (RGB) 110° 80 NE IO




Pimax 8K X 12.2019 3840 × 2160 LCD (RGB) 200° 75, 90 DA OI
HP Reverb G2 2020 2160 × 2160 LCD 133° 90 DA IO
Tabela 2.1: Glavne karakteristike izbranih VR očal razvrščenih glede na datum izida.
Med razvijanjem VR aplikacij so bila uporabljena VR očala Valve Index. Očala imajo
relativno široko območje vidnega polja (130°), visoko hitrost osveževanja (do 140 Hz),
trdno konstrukcijo naglavnega dela, predvsem pa izstopajo ročke. Vsaka ročka vsebuje
87 senzorjev za sledenje legi roke in položajem prstov, zaznavanje pritiskov na gumbe in
merjenje sile stiska ročaja. Uporabnik si lahko s paščkom ročko pričvrsti na dlan, da ne
pade, tudi če ga popolnoma izpusti iz rok. Posledično ročke ni potrebno aktivno držati
v roki, kar naredi izkušnjo prijemanja in odlaganja objektov enostavno, kot je odpiranje
in zapiranje dlani.
Poleg VR očal, ročk in sledilnih naprav je na trgu več dodakov, ki povečajo nabor
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funkcionalnosti osnovnih kosov. Zanimivi sta predvsem napravi ZED Mini in Leap
Motion Controller prikazani na sliki 2.16.
Stereo kamera ZED Mini, nameščena na sprednji del VR očal, generira globinsko sliko
okolice in omogoča razvoj aplikacij mešane resničnosti (ang. mixed reality; MR). Kom-
patibilna je z VR očali Oculus Rift, Oculus Rift S, HTC Vive in HTC Vive Pro, lahko
pa jo povežemo tudi s številnimi knjižnicami in okolji (Unity, Unreal Engine, OpenCV,
Matlab, ROS, TensorFlow, OpenGL, Aruco, PyTorch, idr.). Lahko jo uporabljamo tudi
kot senzor za sledenje legi glave, saj ima vgrajena pospeškometer in žiroskop. Širina
vidnega polja po diagonali znaša 100°, kar je primerljivo z velikostjo vidnega polja VR
očal. Pomanjkljivost kamere ZED Mini pa je relativno majhna hitrost osveževanja slike,
saj se slika okolice z ločljivostjo 1280 × 720 pikslov osvežuje s hitrostjo 60 sličic na
sekundo.
Leap Motion Controller je modul za sledenje legi dlani in prstov, ki je tako kot
kamera ZED Mini pritrjen na sprednji del VR očal, kar prikazuje slika 2.16. V osnovi
je sestavljen iz treh IR LED diod in dveh IR kamer, sledenje gibanju dlani in prstov pa
sloni na algoritmih računalnǐskega vida za sledenje in prepoznavo objektov.
Slika 2.16: VR očala z nameščeno ZED Mini stereo kamero in Leap Motion Controller
modulom.
2.2 Programska oprema
Večji del medijske pozornosti dobivajo VR očala, saj se tehnologija hitro razvija, po-
sledično pa na trg prihaja nova in bolǰsa strojna oprema; v kratkem naj bi na trg prǐsli
prenovljeni različici VR očal HP Reverb (HP Reverb G2) in Oculus Quest (Oculus Quest
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2). Strojna oprema pa sama po sebi ni dovolj; potrebne so tudi privlačne VR vsebine,
ki bodo nove uporabnike navdušile in zagotovile dolgoročno uporabo VR opreme.
Izdelava VR aplikacij je v osnovi multidisciplinarna naloga. Veščine, ki so v splošnem
potrebne za razvoj dobrih VR vsebin, so oblikovanje 3D modelov, razvoj iger, progra-
miranje, oblikovanje uporabnǐskega vmesnika in uporabnǐske izkušnje ter avdio in video
produkcija. Ker je zahtevan nabor znanj širok, lahko programsko opremo, ki omogoča
ustvarjanje VR aplikacij, razdelimo v štiri sklope. Posameznih primerov programske
opreme v vsakem izmed sklopov je veliko, zato bo poudarek predvsem na programski
opremi in orodjih, ki so uporabna za namene avtomobilske industrije.
2.2.1 Platforme
Za določene primere VR aplikacij (razstavni prostor 3D modelov objektov, izobraževanje,
sodelovanje, idr.) obstajajo platforme, ki ponujajo hiter in enostaven razvoj osnovnega
skeleta aplikacije in hkrati omogočajo njihovo personalizacijo.
Slovensko podjetje VIAR d.o.o. je razvilo izobraževalno platformo Viar360 [11] za
kreiranje scenarijev, do katerih lahko dostopamo z računalnikom, pametnim mobilnim
telefonom in nekaterimi VR očali (Oculus Go, Oculus Quest, Vive Pro Focus). Vnaprej
pripravljene vsebine lahko uporabniki predelajo sami ali pa se udeležijo skupinskega
treninga, ki ga vodi za to usposobljena oseba. Udeleženci med seboj komunicirajo z mi-
krofonom, možno pa je tudi spremljati smer pogleda predavatelja in ostalih udeležencev.
Primer skupinske seje je prikazan na sliki 2.17, kjer so smeri pogledov predstavljene z
modrimi pikami. Aplikacija je sestavljena iz 360° slik ali videov, ki jim lahko dodamo
tekstovne in video vsebine, povezave na spletne strani in vprašanja, na katera morajo
udeleženci sproti odgovarjati. Odgovori na vprašanja in smeri pogledov udeležencev se
shranjujejo ter nam po končanem predavanju pomagajo analizirati njihovo uspešnost.
Tudi podjetje EON Reality je razvilo lastno platformo [12] namenjeno izobraževanju.
Na voljo imamo obsežno knjižnico 3D modelov in 360° slik s področja medicine, ume-
tnosti, turizma, kemije, astronomije in še veliko drugih področij, gradivo za aplikacije pa
lahko tudi uvozimo. Vsebino lahko opremimo z besedilom, videi, kvizom, itd. Platforma
ponuja izdelovanje dveh tipov aplikacij. Lekcije so lahko zasnovane okoli prostora, pri
čemer uporabimo 360° sliko, ali pa želijo uporabnika seznaniti s 3D modelom objekta.
Primer aplikacije, ki za model uporabi 6-osnega robota, je prikazan na sliki 2.18.
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Slika 2.17: Platforma Viar360 omogoča vstavljanje 360° slik in videov ter dodajanje
podpornih tekstovnih in video vsebin, smeri pogledov udeležencev pa so predstavljene z
modrimi pikami.
Slika 2.18: Platforma podjetja EON Reality omogoča vstavljanje 3D modela objekta,
opremljanje scene z besedilom (levo), izdelavo kviza (sredina) in snemanje kratkih ani-
macij (desno).
Še en primer VR platforme je CenarioVR [13], kjer lahko 360° videe ali slike med dru-
gim opremimo tudi s 3D modeli, do vsebine pa lahko dostopamo preko spleta, pametnega
telefona, Oculusovih ali HTC Vive očal.
Obstaja še veliko drugih podobnih platform. Med njimi so tudi programska orodja
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podjetij, ki se primarno ne ukvarjajo z VR vsebinami.
Solidworks (2019) vključuje Extended Reality Exporter, ki omogoča izvoz CAD
(Computer Aided Design) modelov v obliki XR (ang. extended reality) datotek (končnici
glTF in glb), ki vsebujejo geometrijo, teksture, animacije, konfiguracije, metapodatke,
idr. Izvožene datoteke je nato mogoče uvoziti v eDrawings Professional (2019) in se v
navidezni resničnosti sprehoditi med objekti in si jih od blizu ogledati. Možen je tudi
uvoz v Unity in Unreal Engine.
Tudi v podjetju Autodesk so razvili nekaj programskih orodij za delo z objekti v
navidezni resničnosti. Oblikovalci in inženirji lahko v Autodesk VRED izdelajo reali-
stične predstavitve 3D modelov v navideznem okolju, v katerem si lahko več uporabnikov
hkrati objekt ogleduje in so z njim v interakciji. Primer scene je prikazan na sliki 2.19.
Autodesk Forge omogoča dostop in uporabo 3D CAD modelov v oblaku. Do njih lahko
dostopamo realnočasno, kompatibilen pa je tudi z igralnim pogonom Unity.
Slika 2.19: Autodesk VRED omogoča realističen prikaz objektov v navideznem okolju
in hkratno sodelovanje med več uporabniki.
2.2.2 Igralni pogon
Igralni pogon skrbi za osnovne funkcije igre, kot so upodabljanje grafike, predvajanje
zvoka, detekcija trkov, simulacija fizike, podpora animacijam, umetna inteligenca in
druge. Najbolj popularna igralna pogona sta Unity Technologies (Unity) in Unreal
Engine (UE). Prvi na trgu je bil UE, ki je popularen pri velikih studiih, Unity pa je na
trg prǐsel leta 2005. Unity je prizanesljiveǰsi do novih uporabnikov, med drugim že zaradi
predpisanega programskega jezika; uporablja namreč C#, UE pa C++. Slednji ima tudi
bolj razvito uporabo vizualnih skript. Kljub temu da sta Unity in UE uveljavljena v
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svetu VR vsebin, to ni njuna primarna naloga, zato bi bilo zanimivo videti igralni pogon
namenjen zgolj ustvarjanju VR vsebin. Alternativa bi mogoče bila noveǰsi igralni pogon
Unigine, ki je namenjen razvijanju izključno 3D vsebin z industrijsko in tehnološko
tematiko, podpira pa tudi delo z VR strojno opremo.
2.2.3 Izdelava in uvoz 3D modelov
Tako Unity kot UE imata svojo platformo za kupovanje in uvažanje 3D modelov ter
podpornih programskih orodij. Unity ima trikrat večjo knjižnico, kar je dodatna pred-
nost pred UE. 3D modele objektov lahko izdelamo ali predelamo tudi sami. Pri tem
lahko uporabimo enega izmed programov za modeliranje.
Kiparjenje oziroma organsko modeliranje se uporablja za ustvarjanje bolj komplek-
snih površin z veliko detajli (npr. osebe, nakit, rastline, idr.). Za modeliranje bolj
zapletenih 3D modelov potrebujemo temu primerno programsko orodje; kot sta Zbrush
in Autodeskovo orodje Mudbox.
Za kreiranje objektov z bolj pravilnimi geometrijskimi oblikami imamo na voljo več
programov. Maya je industrijski standard za izdelavo iger in filmov, saj ima dobro pod-
poro za izdelovanje animacij. Z njo lahko modeliramo, zapečemo teksture (ang. baking),
izdelamo skelet modela, animiramo, idr. Program 3ds Max ima podobne zmogljivosti
kot Maya, vendar je bolj popularen med inženirji in arhitekti. Blender je priljubljeno
programsko orodje za modeliranje 3D objektov številnih ljubiteljskih VR razvijalcev,
začetnikov, v zadnjem času pa tudi večjih podjetij in studiev [14]. Programska oprema,
napisana v Pythonu, je brezplačna in odprtokodna, zaradi česar ima močno skupnost
uporabnikov.
Objekti ustvarjeni s prej naštetimi programi (Maya, 3ds Max, Blender, ...) so tese-
lirani. Njihova površina, pravimo ji tudi mreža (ang. mesh), je razdeljena na manǰse
večkotnike (ponavadi trikotnike), ki se med seboj stikajo. Manǰsi večkotniki po eni strani
vodijo do bolj točnega videza objekta, po drugi strani pa bo za upodobitev objekta po-
trebna večja računalnǐska moč. Teselirani objekti se izvozijo v formatih (fbx, dae, 3ds,
obj, ...), ki se brez težav uporabijo v igralnih pogonih. V avtomobilski industriji se za
načrtovanje 3D objektov povečini uporablja programe kot so SolidWorks, CATIA in Au-
toCAD. Z njimi rǐsemo CAD modele, ki so za razliko od mrež sestavljeni iz parametrično
podanih ploskev, kar jih naredi gladke, brez šuma in enostavne za urejanje. Primerjava
med CAD modelom in mrežo je prikazana na sliki 2.20.
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Slika 2.20: CAD model (levo) in njegova mreža (desno).
Ker ploskve CAD modelov niso diskretizirane, niso primerne za grafični procesor in
posledično tudi ne za uporabo v VR aplikacijah. Na trgu je več programskih orodij, s
katerimi lahko pretvarjamo CAD modele, vendar pri tem naletimo na določene težave.
3D modeli pridobljeni iz CAD modelov ne izgledajo realistično, saj nimajo informacij
o teksturi površine. Pri pretvorbi se tudi izgubijo vsi podatki, ki so bili prej vezani
na CAD model (npr. animacije, odnosi med segmenti, kinematika, idr.). Ponavadi so
CAD modeli kompleksni in detajlirani, zato imajo njihove mreže relativno veliko število
večkotnikov, kar občutno zmanǰsa zmogljivost realnočasne VR aplikacije. Mrežo lahko
spreminjamo ročno ali pa avtomatsko. Z uporabo programa za samodejno glajenje 3D
modelov, zapiranje nepomembnih lukenj in redukcijo večkotnikov je mogoče zmanǰsati
število večkotnikov za približno 50 % [15], pri čemer minimalno zmanǰsamo kvaliteto
izgleda objekta. Na sliki 2.21 je prikazana razlika v izgledu modela avtomobila pri treh
stopnjah števila večkotnikov v mreži.
Slika 2.21: Razlika v izgledu 3D modela pri 100 %, 50 % in 5 % vseh začetnih večkotnikov
v mreži.
Eno močneǰsih orodij je Pixyz Studio, ki podpira pretvorbo večine CAD modelov.
Pixyz Studio je interaktivno orodje za pripravo in optimizacijo kompleksnih 3D modelov,
za kar ima implementiranih več kot 120 algoritmov. Za delo s CAD modeli v igralnem
pogonu Unity je na voljo Pixyz Plugin, programski paket orodij namenjen izključno
za delo z Unity, ki dodatno poenostavi in pospeši uvoz CAD modelov v VR aplikacijo.
2.2 Programska oprema 19
Vtičnik lahko v Unity uvaža tudi VRED datoteke, ki vključujejo informacije o geometriji,
animacijah, materialih, teksturah, ipd.
2.2.4 VR podpora in ostali vtičniki
Z igralnim pogonom lahko izdelamo vsebino, ki bo nato prikazana na računalnǐskem
zaslonu, zaslonu pametnega mobilnega telefona ali pa na zaslonu VR očal. Igralni pogon
nima informacij o mediju, na katerem bo prikazana vsebina; podporo za strojno opremo
nam omogočajo posamezni kompleti za razvoj programske opreme (ang. software deve-
lopment kit; SDK).
SDK-ji, namenjeni razvoju VR vsebin, ponujajo temeljna orodja za načrtovanje,
ustvarjanje in testiranje VR izkušenj, ki igralni pogon nadgradijo z orodji za delo z VR
strojno opremo. Večina SDK-jev vključuje gonilnike, vmesnik za dostop do podatkov
za sledenje VR napravam in knjižnice za lažje grafično upodabljanje. Pred izbiro ustre-
znega orodja je potrebno določiti zahteve svojega projekta; Google VR SDK lahko, na
primer, uporabimo samo za izdelavo aplikacij za Google Daydream in Google Cardboard.
Najbolj popularna SDK-ja, ki komunicirata z VR napravami sta SteamVR in Oculu-
sVR (OVR). Končna VR aplikacija ima lahko implementiranega enega ali več SDK-jev.
SteamVR orodje skrbi za nalaganje 3D modelov ročk, obdelavo vhodnih podatkov iz
ročk in oceno položaja dlani in prstov. Vsebuje tudi primere interakcij z navideznimi
objekti, ki pomagajo novim uporabnikom hitreje osvojiti funkcionalnosti SDK-ja. Pod-
pira tudi OpenVR, ki omogoča dostop do VR strojne opreme več ponudnikov (tudi do
Oculus VR očal).
Osnovni paketi za delo z VR strojno opremo (SteamVR, Oculus VR) omogočajo pri-
kazovanje ročk ter dlani. Za bolǰso vključenost in lažjo komunikacijo z ostalimi navzočimi
v navideznem svetu je zaželen točen prikaz celega telesa z uporabo avatarjev [16]. Sis-
temi za sledenje gibanju celotnega telesa (npr. Vive Tracker, Kinect, idt.) so cenovno
neugodni in nepraktični za povprečnega uporabnika VR tehnologij. Alternativa doda-
tni strojni opremi za sledenje legam delov telesa so programska orodja, ki iz podatkov
pridobljenih iz senzorjev v ročkah in VR očalih izračunajo približek lege telesa.
Za določevanje leg delov telesa imamo na razpolago informacije o legi VR očal in ročk.
Pri tem se uporablja algoritme inverzne kinematike (npr. CCD, FABRIK), ki manjkajoče
kote v sklepih kinematične verige izračunajo iz njenih vrhov (dlani in glava). Problem
je poddoločen, zato obstaja več možnih rešitev končne lege telesa, ki ustreza prebranim
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legam glave in dlani. Primer dveh različnih rešitev istega problema je prikazan na sliki
2.22.
Slika 2.22: Poddoločen problem inverzne kinematike ima neskončno mnogo rešitev; na
sliki sta prikazani dve.
Zaradi pomanjkanja vhodnih podatkov se moramo za določanje leg manjkajočih skle-
pov posluževati tudi empiričnih metod, ki večinoma temeljijo na opazovanju uporabnikov
VR strojne opreme. Pri določanju leg moramo biti pozorni na naslednje [17]:
• gibi morajo izgledati naravno,
• glede na to, da nimamo informacij o spodnjem delu telesa, je hoja eden izmed
težjih problemov,
• vsi deli telesa morajo biti postavljeni tako, da telo ohranja ravnotežje,
• problem se pojavi pri razliki med velikostjo uporabnika in avatarja,
• problem se pojavi, ko pride do izpada podatkov iz senzorjev oziroma bi podatki
lahko poškodovali naravni videz avatarja (primer: uporabnik odloži ročke na tla
in z VR očali na glavi odkoraka nekaj metrov stran).
Trenutno je na razpolago nekaj programskih paketov (Final IK, Deepmotion, idr.),
vtičnikov za igralni pogon Unity, ki z uporabo algoritmov inverzne kinematike dovolj
dobro rešujejo problem tri ali več točkovne inverzne kinematike za potrebe VR-a. Rešitve
morajo biti kar se da natančne, saj bodo v nasprotnem primeru delovale odbijajoče in
tuje za uporabnika, poleg tega pa mora algoritem teči v realnem času in ne še dodatno
obremenjevati računalnika.
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2.3 Časovna zakasnitev
Cilj VR opreme je uporabniku zagotoviti udobno in prepričljivo virtualno izkušnjo. Tre-
nutno je ena izmed večjih pomanjkljivosti časovna zakasnitev (ang. motion-to-photon
latency) med premikom uporabnika in prikazano sliko na ekranu VR očal, ki je odraz pre-
mika. Pri majhni časovni zakasnitvi dobimo bolǰsi občutek prisotnosti (ang. presence),
ko uporabnik pozabi, da je v navideznem svetu. V nasprotnem primeru je uporabnikova
pozornost preveč usmerjena v nenaravno zakasnitev gibanja in iluzije ni mogoče doseči.
Druga slabost visoke časovne zakasnitve je VR slabost. Simptomi so podobni morski
bolezni (slabost, glavobol, dezorientacija in omotica) in lahko nove uporabnike odvrnejo
od nadaljnje uporabe.
Na časovno zakasnitev vpliva več dejavnikov. Na sliki 2.23 je prikazan potek posoda-
bljanja slike na zaslonu z elementi, ki v procesu največ prispevajo k časovni zakasnitvi.
Slika 2.23: Časovna zakasnitev je posledica več dejavnikov.
Premike glave zaznavajo senzorji, podatki pa se morajo nato prenesti do procesne
enote in tam obdelati.
Za grafično upodabljanje prilagojeno VR napravam skrbita SteamVR Runtime ozi-
roma Oculus Runtime. Igralni pogon zgenerira sliko in jo nato pošlje izvajalnemu okolju
(ang. runtime), ki jo dodatno obdela (doda distorzije) in nato informacije pošlje na-
glavni napravi. Pomen distorzij je opisan v poglavju 2.1.2, na sliki 2.24 pa je prikazana
pot zgenerirane slike do uporabnika.
Časovno popačenje (ang. time warp ali reprojection) je tehnika za VR grafično upo-
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Slika 2.24: Sliki, zgenerirani v igralnem pogonu, se v izvajalnem okolju doda distorzija,
ki se kasneje izniči pri prehodu skozi lečo VR očal.
dabljanje slik, ki sliko prilagodi premikom glave, ki so se zgodili po končani upodobitvi
in pred prikazom slike na zaslonu VR očal. Poenostavljen grafični prikaz poteka prika-
zovanja slike na zaslonu VR očal z vključenim časovnim popačenjem je prikazan na sliki
2.25. Časovno popačenje lahko zmanǰsa časovno zakasnitev in s tem poveča ali ohranja
hitrost osveževanja sličic (ang. frame rate). Poleg tega rešuje situacije, ko se posamezne
slike predolgo upodabljajo. V grobem proces deluje tako, da že upodobljeno sliko v
zadnjem trenutku prilagodi na podlagi novih informacij o orientaciji VR očal in jo pošlje
na zaslon. Časovno popačenje upošteva samo orientacijo VR očal, ne pa tudi pozicije
VR očal ali ostalih objektov v VR okolju [18].
Slika 2.25: Časovno popačenje prilagodi sliko scene glede na orientacijo VR očal.
Asinhrono časovno popačenje (ang. Asynchronous Timewarp; ATW) je podobno
časovnemu popačenju, le da se distorzija slike in časovno popačenje izvajata v ločeni
niti. Na ta način se v primeru, da upodabljanje slike traja predolgo, upodabljanje
prekine in za sliko uporabi zadnjo upodobljeno sliko, na kateri se izvrši distorzija in
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časovno popačenje. V nasprotnem primeru bi prǐslo do izpada slike, kar bi upočasnilo
hitrost sličic [19, 20]. Potek asinhronega časovnega popačenja je prikazan na sliki 2.26.
Slika 2.26: Prikaz asinhronega časovnega popačenja, pri čemer je z rdečo barvo prikazan
del slike, ki se ni upodobil pravočasno. Da ne bi prǐslo do izpada slike, je slika N+2
posodobitev (distorzija in časovno popačenje) upodobljene slike iz preǰsnjega koraka.
Leta 2016 je Oculus predstavil algoritem imenovan asinhrono prostorsko popačenje
(ang. Asynchronous Spacewarp; ASW). ASW je v osnovi hiter ekstrapolacijski algori-
tem, ki iz razlik med preǰsnjimi slikami scene oceni izgled naslednje slike. Posledično
je gibanje bolj gladko, VR aplikacija pa se lahko izvaja tudi na manj zmogljivi strojni
opremi. ATW in ASW delujeta v paru, saj je ATW bolǰsi pri upoštevanju rotacije glave
in za posodabljanje oddaljenih statičnih objektov, ASW pa se bolje odreže pri animiranih
bližnjih objektih [21, 22].
Eden večjih povzročiteljev časovne zakasnitve je tudi hitrost osveževanja zaslona.
Odvisna je od zmogljivosti zaslona in se ne poveča, tudi če grafična kartica predčasno
upodobi sliko.
Da se slika izrǐse na zaslon, je treba posodobiti vsakega izmed pikslov, kar tudi vzame
nekaj časa. LCD zasloni imajo v primerjavi z OLED zasloni dalǰsi čas osveževanja
pikslov, kar lahko upoštevamo pri izbiri strojne opreme.
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VR in AR tehnologije so in bodo vsaj še nekaj let imele največ uporabnikov s področja
industrije iger. V zadnjih nekaj letih pa so se te tehnologije začele pospešeno razvijati
in prodirati tudi v druge gospodarske panoge (zdravstvo, izobraževanje, arhitektura,
vojaška in avtomobilska industrija, idr.), zaradi česar se je pojavila potreba po standar-
dih. Splošen cilj standardov je postaviti smernice in povezati vse dosedanje dosežke v
smiselno celoto, hkrati pa pustiti dovolj manevrskega prostora za prihod inovativnih in
konkurenčnih izdelkov ter storitev.
3.1 Standardi IEEE P2048
Formirale so se skupine strokovnjakov, ki poskušajo poenotiti znanje in postaviti te-
melje za nadaljnji razvoj. Zapleti se pojavijo že pri poimenovanjih in ločevanju med
osnovnimi pojmi, kar otežuje način komuniciranja in predajanje znanja. Poleg ostalih
organizacij se je za njihovo standardizacijo zavzela amerǐska organizacija za standardi-
zacijo in trgovino CTA (Consumer Technology Association), ki je maja 2018 objavila
standard Definicije in karakteristike AR in VR tehnologij. V njem opredeli pojme kot so
navidezna, obogatena, mešana in razširjena resničnost, 360° prostorski zvok, prostorski
video, idr. Medtem ko standard CTA obravnava terminologijo, IEEE trenutno pripra-
vlja predvsem tehnične standarde. IEEE in IEEE SA (IEEE Standards Association) sta
maja 2017 oznanili formiranje IEEE VRAR ekipe, ki bo delala na osmih standardih v
skupini P2048 standardov povezanih z VR in AR tehnologijami. Pri projektu sodeluje
več kot dvesto podjetij in organizacij, ki so pomembne za napredek VR in AR tehno-
logij. Sem sodijo proizvajalci naprav, ponudniki vsebin, ponudniki storitev, razvijalci
tehnologije, vladne agencije in drugi [23]. Začetnim osmim standardom so nato dodali
še štiri, kar je skupno dvanajst standardov v procesu izdelave.
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• P2048.1 - Taksonomija naprav in definicije
Vse več podjetij proizvaja VR in AR strojno opremo (naglavni zasloni, ročke,
sledilne naprave, idr.). Standard naj bi razdelil VR in AR naprave v kategorije in
s tem zmanǰsal zmedo pri nakupovanju opreme s podobnimi ali zavajajočimi imeni
ter opisi, vendar čisto različnimi funkcijami in namenom uporabe.
• P2048.2 - Taksonomija in metrike kvalitete za potopni (ang. immersive) video
Potopni video iz več videoposnetkov dogodka, posnetih iz različnih kotov, ustvari
3D digitalni videoposnetek tega dogodka. Zaradi hitre rasti obstaja na trgu veliko
različic potopnega videa (npr. 360°, 180°, stereoskopski, z nastavljivim fokusom,
premično točko gledalca, idr.), kar vnaša zmedo na tem področju. S tem stan-
dardom bi trenutno besedno zvezo “VR video” razčlenili na podzvrsti in s tem
pomagali uporabnikom pri izbiri in olaǰsali razvoj VR vsebin ter storitev.
• P2048.3 - Format datotek in prenašanje potopnih video vsebin
Potopni video je nepogrešljiva komponenta v večini VR aplikacij. Standard definira
format datotek za shranjevanje in prenašanje, ki podpirajo vse različice VR video
vsebin in olaǰsajo razvoj vsebin in storitev na več platformah.
• P2048.4 – Identiteta uporabnika
Pomemben del večine VR aplikacij za več uporabnikov (službeni sestanki, izo-
braževanje in usposabljanje na daljavo, . . . ) bo ohranjanje lastne identitete neod-
visno od aplikacije ali strežnika. Primer je udeležba na sestanku ali konferenci pri
tujem podjetju, kjer je uporabnik prikazan z avatarjem, ki si ga izbere predčasno,
obenem pa izbrani avatar ne sme biti zavajajoč pri dokazovanju lastne identitete. Z
enakim avatarjem in osebnimi podatki bi po konferenčnem klicu uporabnik lahko,
na primer, opravil nakup v virtualni trgovini. VR ima velik potencial kot socialni
medij, zato so standardi v povezavi z identifikacijo in ohranjanjem virtualne oseb-
nosti zelo pomembni. Standard določa zahteve in metode za verifikacijo identitete
uporabnika v navidezni resničnosti.
• P2048.5 – Varnost uporabnika v delovnem okolju
Za varno uporabo VR in AR tehnologij potrebujemo temu primerno okolico v
bližini uporabnika in VR/AR naprav. Standardizacija lahko vključuje detekcijo
objektov v bližnji okolici in ob morebitni interakciji nanje opozori uporabnika.
Standard določa priporočila za delovno območje in okolje za sprejemanje VR, AR
in MR vsebin ter vse pripadajoče naprave, kjer bi digitalni svet lahko prǐsel v
kontakt s fizičnim svetom in potencialno vplival na percepcijo uporabnika. Primer
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varnostnega mehanizma so kamere na sprednji strani VR očal, ki na zaslon začnejo
predvajati sliko okolice v primeru, da uporabnik zapusti vnaprej določeno varno
območje. V drugem primeru se namesto realne okolice uporabnika na zaslonu
pojavi mreža, kot je prikazano na sliki 3.1.
Slika 3.1: Pred uporabo nekaterih VR očal lahko uporabnik začrta meje varnega
območja. Če se mejam območja dovolj približa, se na zaslonu prikaže mreža (levo)
ali pa se na zaslon prične prenašati slika iz okolice (desno).
• P2048.6 – Naravni uporabnǐski vmesnik
Cilj VR aplikacij je ustvariti prepričljivo izkušnjo, kar izključuje uporabo nenarav-
nih uporabnǐskih vmesnikov (npr. tipkovnica, mǐska, 2D zasloni na dotik, idr.). In-
dustrija je prepoznala potrebo po bolj intuitivnih uporabnǐskih vmesnikih in začela
razvijati različne prototipe. Standard je namenjen združitvi trenutnega znanja in
določiti zahteve ter metode za postavitev naravnega uporabnǐskega vmesnika v VR
aplikacijah in funkcije ter način interakcije z njim.
• P2048.7 – Zemljevid za navidezne objekte v realnem svetu
Znotraj AR in MR aplikacij lahko postavljamo navidezne objekte v prostor, zato
morajo imeti tudi navidezni objekti svoj lasten koordinatni sistem. Standard
določa enoten način za pripisovanje koordinat, orientacij in ostalih argumentov
iz realnega sveta. S tem bi olaǰsali prehajanje navideznih objektov med uporab-
niki in aplikacijami.
• P2048.8 – Interoperabilnost med navideznimi objekti in realnim svetom
Znotraj AR in MR aplikacij lahko v prostor postavljamo navidezne objekte. V
nekaterih primerih so navidezni objekti v interakciji z realnimi objekti. Standard
definira različne kategorije interakcij med navideznimi objekti in realnim svetom
ter določa zahteve, sisteme, metode, načine testiranja in preverjanja interoperabil-
nosti med navideznimi objekti in realnim svetom (npr. z virtualnim uporabnǐskim
vmesnikom lahko spreminjamo nastavitve hladilnika).
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• P2048.9 - Taksonomija in metrike kvalitete za potopni 3D zvok
Potopni zvok je nepogrešljiva komponenta v večini VR aplikacij. Zaradi hitre rasti
na trgu obstaja veliko različic potopnega zvoka, zaradi česar prihaja do zmede na
tem področju. Standard bo razporedil različne vrste potopnega zvoka v kategorije
in s tem pomagal uporabnikom pri izbiri in olaǰsal razvoj vsebin in storitev.
• P2048.10 - Format datotek in prenašanje potopnega 3D zvoka
Standard definira format datotek za shranjevanje in prenašanja, ki podpirajo vse
različice potopnega 3D zvoka ter s tem olaǰsa razvoj VR vsebin in storitev.
• P2048.11 – AR v vozilu
Obogatena resničnost je postala nov način asistence med vožnjo in vir zabave ter
informacij za sopotnike. Glavno vodilo za uporabo AR vsebin je prijazneǰsi upo-
rabnǐski vmesnik in minimiziranje motenj med vožnjo. Standard definira zahteve
in metode za vnos obogatene resničnosti v vozila ter kompatibilnost z ostalimi že
obstoječimi standardi na tem področju.
• P2048.12 – Sistem ocenjevanja vsebin in deskriptorji
Nekatere VR, AR in MR vsebine lahko sprožijo epileptični napad, povzročijo
slabost, slabo vplivajo na mentalno zdravje ali na kakšen drug način škodujejo
človekovemu počutju. Ponavadi se ljudje ne zavedajo v kaj se spuščajo preden
si nadenejo VR očala in v primeru slabe izkušnje ne znajo ali ne morejo ubežati
navideznemu svetu. V ta namen je potrebno že obstoječim ocenam in deskriptor-
jem (npr. nasilne vsebine, vsebine za odrasle, idr.) dodati nove deskriptorje, ki
bodo uporabnike opozarjale na potencialno nevarnosti. Primeri deskriptorjev, ki
opozarjajo na računalnǐske igre z vznemirjajočo vsebino, so prikazani na sliki 3.2.
Slika 3.2: Deskriptorji, ki se uporabljajo za opis video iger.
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Poleg sklopa standardov P2048 je IEEE leta 2011 predstavila standard P3333; Stan-
dard za oceno kakovosti 3D zaslonov, 3D vsebin in 3D naprav na osnovi človeškega
faktorja. Kot že samo ime pove, standard določa metode ocenjevanja kakovosti 3D
zaslonov, vsebin in naprav, ki temeljijo na človekovem počutju. 3D vsebine in načini
konzumiranja vsebin namreč lahko povzočijo slabost, epileptični napad in utrujenost oči.
Ti in drugi stranski učinki so lahko pogojeni z osebnimi karakteristikami posameznika
(starost, spol, ...), karakteristikami vizualne vsebine (utripanje, kontrast, svetlost, barva
in hitrost predmetov na sliki, ...), karakteristikami zaslona (velikost, ločljivost, hitrost
osveževanja, ...), idr. Leta 2016 je bil sprejet standard P3333.3, ki določa tehnične smer-
nice za odpravljanje VR slabosti, ki jo povzroči sam mehanizem (material leč, razmerje
loma leče, hitrost slike in žarǐsčno popačenje) naglavne naprave.
3.2 Združljivost VR aplikacij s strojno opremo in varnostni
standardi
Na tržǐsču se pojavlja veliko strojne in programske opreme. Vsako podjetje, ki vstopi
na tržǐsče si želi popularizirati svoje izdelke, pri tem pa ne pomislijo na interopera-
bilnosti med različnimi tipi programske in strojne opreme. Poplava opreme pomeni
za razvijalce VR aplikacij nepotrebne zastoje in zmanǰsano število uporabnikov, med
kupce in uporabnike opreme pa vnaša kaos in jih odvrača od njihove uporabe. OpenXR
je brezplačen, odprt standard, ki je delo konzorcija The Khronos Group. To je odprt
industrijski konzorcij več kot 150 vodilnih podjetij za strojno in programsko opremo, ki
ustvarjajo napredne in brezplačne standarde za 3D grafiko (Vulkan, OpenGL, OpenGL
ES, OpenGL SC, WebGL, COLLADA, 3D Commerce, glTF, itd.), obogateno in navi-
dezno resničnost (OpenXR) ter strojni vid in strojno učenje (SYCL, NNEF, OpenCL,
OpenVX, SPIR-V). Standard je sestavljen iz dveh komponent, ki sta prikazani na sliki
3.3; API, ki je namenjen razvijalcem aplikacij, in plasti namenjeni komunikaciji z VR,
AR in MR napravami. OpenXR omogoča enkratno razvijanje aplikacije, ki jo je mogoče
zagnati na velikem številu VR, AR in MR naprav ter na ta način zmanǰsuje razdroblje-
nost tržǐsča. Podjetje Valve je že napovedalo, da OpenVR ne bo več podprt in se bodo
raje preusmerili na platformo OpenXR. Enako je storil tudi Unity [24].
Čeprav so VR, AR in MR naprave ter vsebine potrošnikom vse bolj dostopne, ni nobe-
nega industrijskega regulativnega ali varnostnega standarda. Zato je VRARA (VR/AR
Association) v letošnjem letu oblikovala svoj Odbor za zasebnost in varnost [25]. Zani-
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Slika 3.3: Brez enotnega standarda morajo aplikacije in igralni pogoni uporabljati
API-je več platform (levo), OpenXR pa omogoča izvajanje VR aplikacij v kateremkoli
sistemu, ki ima integriran OpenXR API.
mivo je tudi delo podporne organizacije VRIF (VR Industrial Forum), ki je junija 2019
izdala smernice, ki pokrivajo formate medijev, njihovo kodiranje in dekodiranje, shra-
njevanje, prenašanje inpretakanje VR vsebin, zadnja točka pa je namenjena tehnikam in
metodam prepoznavanja in zmanǰsevanja nevarnosti ter varovanja osebnih podatkov. Z
razvojem in večanjem števila VR in AR tehnologij na trgu se moramo uporabniki zave-
dati nevarnosti in pomanjkljivosti, ki jih te tehnologije zaenkrat še imajo. V smernicah
sta izpostavljeni naslednji grožnji:
• Uporabniki VR tehnologij ustvarijo več vrst povratnih informacij, vključno s po-
datki za sledenje naglavni napravi in ročkam, zaradi česar bi jih bilo potrebno
zaščititi pred prestrezanjem informacij.
• Med uporabljanjem VR naprav je uporabnik bolj občutljiv na motnje, ki jih pov-
zročajo ciljni (npr. ponarejanje vhodnih podatkov) ali splošni (DDoS) napadi.
VR in AR naprave in programska oprema zbirajo in procesirajo več podatkov osebne
narave kot katerakoli druga razširjena tehnologija. V posebno kategorijo osebnih podat-
kov sodijo biometrični podatki (sladenje očem, prepoznava obraza, itd.), ki so znotraj
GDPR posebej obravnavani, zanje pa veljajo relativno stroga pravila [26, 27]. Nekateri
ponudniki VR in AR tehnologij ne zagotavljajo določenih varnostnih ukrepov za zaščito
podatkov, kot sta na primer šifriranje ali psevdonimizacija (kar je običajna praksa pri
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bolj tradicionalnih digitalnih komunikacijskih sredstvih). Poleg tega se nekateri VR in
AR sistemi zanašajo na storitve drugih proizvajalcev, ki se tudi ne poslužujejo standar-
dov. Številni strokovnjaki si tako prizadevajo za vzpostavitev minimalnih varnostnih
standardov (npr. SANS, NIST, ISO, CIS). Takšni standardi bi podjetjem pomagali pri
zagotavljanju varneǰsih izdelkov in storitev ter tako spodbudili širšo uporabo VR in AR
tehnologij.
Oculus v svojem pravilniku o zasebnosti [28] poleg shranjevanja podatkov o upo-
rabniku, njegovi lokaciji, izvedenimi transakcijami, vsebinah in interakcijami z njimi,
omenjajo tudi dostop in shranjevanje glasovnih ukazov. Poleg tega se z uporabo Oculus
Guardian System v oblak shranjujejo tudi informacije o uporabnikovi neposredni okolici
in njenih dimenzijah ter sledenje fizičnemu gibanju očal, kar pa za nekatere strokov-
njake na področju varovanja osebnih podatkov predstavlja kapljo čez rob [29]. Večino
omenjenih groženj so potrdile forenzične analize iz Univerze New Haven [30, 31, 32].
Uporabnikovo varnost so testirali na sistemu HTC Vive in Oculus Rift. Poleg rekonstru-
iranja podatkov o uporabniku in njegovi lokaciji jim je uspelo izvesti napad, pri čemer so
aktivirali kamero na HMD brez uporabnikovega vedenja, prikazovali slike na njihovem
zaslonu, prilagodili navidezno okolje in s tem nezavedno vodili uporabnika po prostoru,
pri čemer je zadel fizične objekte in steno. Med uporabljanjem aplikacije Bigscreen jim
je uspelo med drugim dostopati do mikrofona in prisluškovati pogovoru, v realnem času
spremljati ekran ter naložiti in zagnati neželene programe. Raziskava podjetja ISACA
(Information Systems Audit and Control Association) iz leta 2016 [33] je namreč poka-
zala, da je večina evropskih podjetij zadržana do AR tehnologij, pri čemer je bil eden
izmed navedenih razlogov tudi varovanje osebnih podatkov.
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4 Stanje VR tehnologije po svetu
Glede na raziskavo iz leta 2018 [34] uporaba AR in VR tehnologij prevladuje na področju
video iger, število uporabnikov pa naj bi se samo še povečevalo. Tudi število inženirjev,
ki bodo pri delu uporabljali VR in AR tehnologije, naj bi se glede na rezultate raziskave
prikazane na sliki 4.1 v naslednjih petih letih povečalo za približno trikat.
Slika 4.1: Graf napovedi števila uporabnikov VR in AR tehnologij po segmentih v letu
2020 in 2025.
Največji trg za VR predstavlja Severna Amerika; predvsem na območju Silicijeve
doline. Navidezna resničnost je bila na tem območju hitro sprejeta zahvaljujoč številnim
raziskavam in zainteresiranim podjetjem (npr. Google, Facebook, Apple, idr.), VR vse-
bine pa trenutno izdelujejo predvsem veliki igralni in produkcijski studii.
Večja azijska tehnološka podjetja (npr. HTC, Sony in Samsung) se ukvarjajo pred-
vsem s proizvodnjo VR in AR strojne opreme, saj imajo veliko prednost zaradi poceni
delovne sile. Zlasti na Kitajskem, Japonskem in v Južni Koreji pa se je v zadnjem času
pojavilo več podjetij, ki se ukvarjajo tudi z razvojem VR in AR vsebin, vendar so te
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omejene na azijski trg.
Drugi največji trg je Evropa [35], ki naj bi v naslednjih letih še zrastel. Izkazalo se je,
da kulturna in jezikovna raznolikost ter težnja po povezovanju spodbuja ustvarjalnost
in pozitivno vpliva na razvoj VR tehnologij in vsebin. Glede na tržno analizo podjetja
Digi-Capital naj bi bili največji evropski igralci na področju VR, AR in MR tehnolo-
gij Nemci, Francozi, Angleži, Rusi in Italijani, veliko potenciala pa imajo tudi Švica,
Španija, Finska, Danska ter države Vzhodne in Centralne Evrope [36]. Evropa deluje
predvsem na področju akademskih raziskav in razvija nǐsne tehnologije. VR aplikacije
se uporabljajo v industrijske namene za izbolǰsanje procesov razvoja izdelkov, usposa-
bljanje osebja in izbolǰsanje komunikacije med delavci. Ena večjih podjetij, ki so zgodaj
začela uporabljati VR rešitve in so vpeta v avtomobilsko industrijo so Groupe PSA
(Francija), Renault (Francija), Jaguar Land Rover (Velika Britanija), BMW (Nemčija),
Volkswagen (Nemčija), Bosch (Nemčija) in Siemens (Nemčija).
4.1 Stanje VR tehnologije v Sloveniji
Slovenije sicer ni na spisku močnih evropskih igralcev na področju VR tehnologij, je
pa glede na svojo majhnost pokazala več kot samo zanimanje za VR in VR-u podobne
tehnologije.
Veliko se dogaja na področju turizma [37]. Zainteresirani lahko izbirajo med relativno
velikim številom VR doživetij; v Thermani Laško lahko izkusijo tragično usodo Friderika
in Veronike, se podučijo o Pomurju v paviljonu Expano ob Soboškem jezeru, v Centru
vesoljskih tehnologij Noordung obǐsčejo vesoljsko postajo, kakršno je zasnoval Herman
Potočnik, itd.
Tudi na področju umetnosti in filmske industrije se ustvarjalci poslužujejo navidezne
resničnosti. Monika Klobčar se likovno izraža s 360° ilustracijami, dokaj odmeven pa je
bil tudi projekt Davidov pogled. Marko Cafnik, ustanovitelj podjetja Panoptikum za
filmsko in video produkcijo, s 360° kamero snema in v živo prenaša večje slovenske VR
dogodke.
Področje šolstva pokrivajo Vzorčno mesto v Velenju, trboveljski novomedijski labora-
torij DDTLab in Tehnopark Celje. Pridružila se je tudi Knjižnica dr. Toneta Pretnarja
Tržič, ki je leta 2019 s projektom Digitalno=realno=normalno prvič organizirala celo-
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dnevni dogodek in širši javnosti predstavila VR in AR tehnologijo, za kar je prejela
Nagrado Združenja splošnih knjižnic.
Raziskovalna dejavnost je prisotna na Fakulteti za elektrotehniko Univerze v Lju-
bljani v Laboratoriju za multimedijo (LMMFE) in v Laboratoriju za robotiko (Robo-
lab). Aktivni so tudi na Fakulteti za strojnǐstvo Univerze v Ljubljani. V Laboratoriju
za strego, montažo in pnevmatiko (LASIM) glavno infrastrukturo predstavlja demo cen-
ter pametne tovarne, ki je opremljen z očali za obogateno in navidezno resničnost. V
Krškem se nahaja Laboratorij za virtualni inženiring (CADER) Fakultete za energetiko
Univerze v Mariboru, ki je opremljen s CAVE sistemom velikosti 3.5 × 3.5 m.
Za analizo potreb slovenske avtomobilske industrije in trenutnega stanja VR in AR
tehnologij je bila med 25. 10. 2019 in 13. 12. 2019 v sodelovanju s SRIP ACS+ izve-
dena 1KA spletna anketa, ki je bila posredovana vsem članom SRIP ACS+. Anketni
vprašalnik se nahaja v prilogi A.
Anketni vprašalnik je spraševal po VR in AR tehnologijah, ki jih podjetje trenutno
uporablja, po namembnosti in obsegu uporabe, kakšno je stanje kadra in če mislijo v
prihodnosti (še) investirati v te tehnologije ter razlogi za njihovo odločitev. Vprašalnik
je vseboval vejitve, ki so bile odvisne od izbranih odgovorov, zato je lahko izpolnjevanje
ankete trajalo od manj kot minute do približno pet minut. Do prve vejitve je prǐslo
pri tretjem vprašanju “Ali v vašem podjetju že uporabljate katero izmed tehnologij
navidezne oziroma obogatene resničnosti?”, do druge pa pri vprašanju “Ali je investicija
v VR in AR tehnologije v kratkoročni strategiji podjetja?”. Po uspešno opravljeni anketi
je anketiranec v zahvalo dobil dostop do YouTube videa lastne izdelave na temo VR in
AR tehnologij v industriji.
Anketo je začelo reševati 42 anketirancev, od tega jih je anketo ustrezno rešilo 21
(50 %). Grafični prikazi odgovorov na vprašanja se nahajajo v prilogi B. Rezultati
ankete so pokazali, da so podjetja seznanjena z obstojem VR in AR tehnologij, tako
na industrijskem področju kot tudi v ostalih panogah (npr. arhitektura, izobraževanje,
zdravstvo, oglaševanje, idr.).
Tretjina (7) podjetij je odgovorila, da že uporablja VR in AR tehnologije, k čemer
jih je vzpodbudila predvsem želja po optimizaciji (zniževanje stroškov, učinkoviteǰse
reševanje problemov, ...) in dvigu kompetenc. Večina podjetij uporablja pametne mo-
bilne naprave, vsi pa imajo VR ali AR očala; največkrat so to VR očala HTC Vive.
Naslednje vprašanje se je nanašalo na programsko opremo. Popularna med uporabniki
36 Stanje VR tehnologije po svetu
so orodja REWO, Unity in Vuforia. Poleg navedene programske opreme so anketiranci
zapisali, da uporabljajo tudi 8th Wall, Wikitude, AR Foundation, ARKit in ARCore,
3DEXPERIENCE in Siemens Tecnomatix. Večina podjetij se je z AR in VR tehnolo-
gijami začela seznanjati in aktivno ukvarjati že pred več kot dvema letoma, kar pojasni
dejstvo, da polovica podjetij (3) razvija več kot štiri aplikacije, dve podjetji pa imata
več kot štiri aplikacije že implementirane v njihov proizvodni in poslovni proces. Izmed
podjetij, ki se trenutno že ukvarjajo z VR in AR aplikacijami, je samo eno, ki nima no-
bene aplikacije v teku izdelave ali implementirane v svoj proces. Aplikacije so predvsem
namenjene izobraževanju delavcev, predstavitvi in oglaševanju izdelkov ali storitev ter
usposabljanju delavcev, zanimivo pa je samo ena aplikacija narejena na temo varnosti
pri delu. Večina podjetij sama razvija aplikacije, eno podjetje pa uporablja prej ome-
njeno platformo 3DEXPERIENCE, ki je v lasti podjetja Dassault Systemes. Kar se tiče
kadra, imata dve tretjini podjetij (4) kader, ki je namenjen izključno delu z VR in AR
tehnologijami. Ponovno je dve tretjini (4) takih podjetij, ki so zaposlenim, ki imajo stik
z VR in AR aplikacijami, omogočili izobraževanje in usposabljanje na to temo. Podje-
tja so še vedno zainteresirana za vlaganje v te tehnologije in jih bodo tudi v prihodnje
uporabljala.
Dve tretjini (14) podjetij trenutno še ne uporablja tehnologij navidezne in obogatene
resničnosti. Na vprašanje “Ali je investicija v VR in AR tehnologije v kratkoročni
strategiji podjetja?” so tri podjetja odgovorila pritrdilno, pet podjetij ni bilo odločenih,
šest podjetij pa je bilo odločno proti. Odvrača jih predvsem dejstvo, da je za to delo
premalo kadra oziroma kader ni dovolj usposobljen. Med razlogi za zadržanost do VR in
AR tehnologij se pojavi tudi premajhna količina informacij na temo VR in AR tehnologij
v industriji in pa pričakovana previsoka investicija glede na predviden učinek.
Podjetja, ki si v prihodnosti želijo investirati v AR in VR tehnologije, žene pred-
vsem želja po optimizaciji in dvigu kompetenčnosti podjetja. Nove tehnologije želijo v
podjetje vpeljati v manj kot dveh letih, aplikacije pa bi razvijali v sodelovanju z zu-
nanjimi partnerji. Zanimajo se predvsem za aplikacije povezane s kontrolo kvalitete,
usposabljanje delavcev, varnost pri delu in R&D (npr. izdelava prototipov).
5 Primeri uporabe
VR se je v zadnjih letih dokazala kot tehnologija prihodnosti in se na Gartnerjevem
ciklu navdušenja približuje fazi produktivnosti. Napredku so botrovale predvsem nižje
cene strojne opreme in kvalitetneǰse VR vsebine. VR tehnologija se je tako iz igralne
industrije razširila na druga področja (npr. medicina, vojska, psihologija, šolstvo, arhi-
tektura, idr.). Velik posvojitelj VR tehnologije je tudi avtomobilska industrija, saj lahko
s pravilno implementacijo znatno zmanǰsamo stroške in čas poslovnega ter proizvodnega
procesa.
Pred vključitvijo VR tehnologij v proces se je potrebno zavedati njenih prednosti
in slabosti. Dobre VR vsebine je v primerjavi z 2D mediji (npr. video, tekst, idr.)
težje in dražje razviti, kljub temu pa je način podajanja informacij v nekaterih primerih
superioren napram tradicionalnim metodam:
• v navideznem okolju je uporabnik lahko izpostavljen nevarni situaciji, ne da bi
bila pri tem ogrožena njegova varnost (primer aplikacij: požarna varnost, delo na
vǐsini, ...),
• v navideznem okolju se uporabnik lahko seznanja z drago in težko dostopno opremo
(primer aplikacije: upravljanje letala, razstavljanje in sestavljanje motorja, proto-
tipiranje, ...),
• navidezno okolje omogoča osebni stik z okolico, kar pozitivno vpliva na sprejemanje
informacij in pomnjenje,
• uporaba VR tehnologij omogoča shranjevanje in analiziranje odzivov uporabnika
(primer aplikacij: sprotno ocenjevanje usposabljanja uporabnika, ...).
Zaradi svoje vsestranskosti se VR tehnologije lahko vključi v vsakega izmed korakov
proizvodnega in poslovnega procesa, glede na raziskavo podjetja Fortune Business Insi-
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ghts iz leta 2019, katere rezultat je prikazan na sliki 5.1, pa se največ sredstev vlaga v
aplikacije namenjene izobraževanju.
Slika 5.1: Globalni tržni delež VR aplikacij v avtomobilski industriji za leto 2019.
V nadaljevanju so predstavljeni načini vključevanja VR tehnologij v nekatere se-
gmente delovnega procesa ter podani primeri dobrih praks.
5.1 Izobraževanje in usposabljanje
Izobraževanje in usposabljanje delavcev s pomočjo realističnih praktičnih simulacij, ki
jih omogočajo VR tehnologije, so veliko bolj učinkovite od tradicionalnih metod učenja.
Glede na Edgar Daleovo piramido učenja (ang. cone of learning) ljudje po dveh tednih
ohranimo okoli 90 % informacij naučenih s simulacijo izkušnje, približno 50 % infor-
macij pridobljenih z ogledom filma ali predstavitve in okoli 10 % prebranih informacij.
Simulacija v navideznem okolju omogoča udeležencem, da se učijo v varnem okolju, brez
nevarnosti za zdravje ali potencialno drage škode na opremi. Poleg tega realistična si-
mulacija povečuje motivacijo in osredotočenost učencev ter je primerna za samostojno
učenje brez neposredne prisotnosti inštruktorja.
Leta 2019 je skupina PwC preučevala uporabo VR tehnologij za učenje mehkih veščin
[40]. Izsledki raziskave kažejo, da je v navideznem okolju mogoče usposobiti zaposlene
do štirikrat hitreje kot na tradicionalen način v učilnici. Zaposleni so bili med usposa-
bljanjem tudi bolj osredotočeni na snov, po usposabljanju pa bolj samozavestni. Sla-
bost izobraževanja z uporabo VR vsebin je začetni vložek v njeno izdelavo. Glede na
raziskavo naj bi se začetni vložek povrnil po uspešnem usposabljanju 375-ih delavcev;
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izobraževanje namenjeno 3000 delavcem pa naj bi bilo 52 % ceneje od običajnega izo-
braževanja v učilnici.
Podjetja avtomobilske industrije so pionirji v uporabi VR orodij za izdelavo in analizo
prototipov. Šele v zadnjem času pa so začeli VR tehnologije uporabljati za izobraževanje
in usposabljanje kadra [41]. Podjetja kot so Audi, Ford, BMW, Volkswagen vlagajo v
VR aplikacije namenjene montažnim delavcem, delavcem v logistiki, trgovcem, servisnim
tehnikom, voznikom viličarjev itd. Aplikacije razvijajo v sodelovanju s podjetji, ki se
ukvarjajo z VR tehnologijo in razvojem VR vsebin (npr. Oculus, PIXO VR, TakeLeap,
ZeroLight, TechViz, Innoactive, idr.).
5.2 Oblikovanje in prototipiranje
V procesu razvoja izdelka je izdelava prototipov ključen korak. Prototipi morajo imeti
vse značilnosti končnega izdelka, ki jih je tekom razvoja potrebno analizirati, oceniti
in izbolǰsati. Izdelava fizičnih prototipov je zahteven, dolgotrajen in drag proces, zato
je priporočljivo konceptualne napake odpraviti že v začetnih fazah. Da bi skraǰsali
razvojni čas izdelka, morajo biti analize prototipov opravljene čim hitreje, izbolǰsave
pa implementirane v naslednjo generacijo prototipa. V veliki meri se prototip oceni
že z računalnǐskimi simulacijskimi sistemi, prednost fizičnega modela prototipa pa je
umestitev produkta v prostor in interakcija z ostalimi objekti ter človekom. Navidezno
okolje omogoča ogled in testiranje virtualnih objektov v realni velikosti, naravnem okolju
in v interakciji z ostalimi objekti. Virtualni prototip izdelka je za razliko od realnega
prototipa hitro na voljo, prilagodljiv je novim zahtevam in željam, ogledujejo pa si ga
naenkrat lahko strokovnjaki s celega sveta [38].
Fordov VR laboratorij FIVE (Ford Immersive Vehicle Environment) omogoča inte-
rakcijo in ogled prototipa avtomobila, pri čemer za realistični prikaz modela uporabljajo
Autodesk VRED. Uporabnik se lahko v avtomobil tudi usede in prime volan, kar je
prikazano na sliki 5.2.
Pri Seatu poročajo, da so z uporabo VR tehnologije zmanǰsali število fizičnih pro-
totipov za 50 %, posledično pa se je zmanǰsal tudi čas proizvodnje prototipov za 30 %
[39].
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Slika 5.2: Notranjost Fordovega VR laboratorija FIVE.
5.3 Oglaševanje in podpora pri prodaji
VR predstavlja prednosti tudi na področju trženja in prodaje. Mnoga avtomobilska
podjetja (npr. Audi, Tesla, Jaguar, idr.) svoja vozila, bodisi poslovnim partnerjem bo-
disi posameznim strankam, predstavijo v navidezni resničnosti. Primer avtomobilskega
salona je prikazan na sliki 5.3. Kupcu je omogočeno enostavno prilagajanje avtomobila
lastnim željam in potrebam (spreminjanje barve, dodatkov na avtomobilu, ...), kar je v
realnem svetu prodaje avtomobilov težko doseči.
Poleg vizualizacije produktov se lahko v navideznem okolju potencialni kupec na za-
baven in interaktiven način seznani z njegovimi karakteristikami in delovanjem. Takšne
oglaševalske VR aplikacije se dobro obnesejo na sejmih in promocijskih dogodkih, saj
se bo unikatna in praktična izkušnja obiskovalcem bolj vtisnila v spomin. Na sliki 5.4
obiskovalec sejma orožja upravlja z metalcem raket, kar bi bilo v resničnem svetu mogoče
samo na specializiranem strelǐsču.
5.4 Ergonomija
Ergonomija je postopek oblikovanja ali urejanja delovnih mest, izdelkov in sistemov,
da ustrezajo ljudem, ki jih uporabljajo. Pri ergonomiji delovnih mest moramo biti
pozorni na preglednost mesta, primerno osvetljavo, kje in kdaj lahko pride do trkov
med okolico in delavcem, telesno držo delavcev ipd. Pri tem si lahko pomagamo s
simulacijo delovnega mesta v navideznem okolju. Programska orodja, ki omogočajo
študij ergonomije, a niso vezana na VR tehnologije, so Tecnomatix (Siemens), Catia
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Slika 5.3: Primer avtomobilskega sa-
lona, kjer si kupec ogleduje avtomobile
v navideznem okolju.
Slika 5.4: V virtualnem okolju se lahko
kupec na zabaven in interaktiven način
spozna z delovanjem izdelka.
(Dassault Systemes), Creo (PTC), Delmia V5 Human (Dassault Systemes), idr.
VR tehnologija naj bi analizo ergonomije pospešila in poenostavila, saj omogoča
bolǰso prostorsko predstavo in vključitev živih modelov delavcev. V navideznem okolju
lahko analiziramo ergonomijo delovnega mesta in delavca statično ali dinamično v re-
alnem času. Primera statične analize sta statična postavitev objektov v delovno okolje
in postavitev 3D modela delavca v statično pozo, ki jo imamo namen analizirati. Pri
realnočasnem analiziranju ergonomije si pomagamo s sistemom za sledenje celemu te-
lesu. Z njim lahko analiziramo gibe delavca v simuliranem navideznem delovnem okolju
in ocenimo obremenjenost posameznih sklepov. Pionir na področju ergonomije gibov
delavca je podjetje Ford, ki je naredilo program za oceno ergonomije pri montaži v VR
okolju. Komponente sistema so 3D (CAD) modeli objektov v navideznem okolju, ki
sestavljajo sceno, sistem za sledenje celemu človeškemu telesu, pri čemer je uporabnik
opremljen z več kot petdesetimi markerji, in objekti, s katerimi delavec rokuje tekom
izvajanja naloge. Primer naloge je prikazan na sliki 5.5, kjer mora delavec objekt, ki ga
drži v roki, vstaviti v drug virtualni objekt.
Simulacije ergonomije lahko izbolǰsajo splošne delovne pogoje zaposlenih, njihovo
produktivnost in zmanǰsajo možnosti za poškodbe. Ford je začel svoj sistem uporabljati
pred več kot desetimi leti; od takrat se je število poškodb zaposlenih zmanǰsal za 70 %.
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Slika 5.5: Uporabnik nosi VR očala in je opremljen z markerji. Njegova naloga je
vstaviti kopijo realnega objekta v virtualen objekt.
6 Izdelava VR aplikacij
VR aplikacije s področja avtomobilske industrije se lahko med seboj razlikujejo po te-
matiki (npr. usposabljanje, ergonomija, oglaševanje, itd.) in tipu uporabnika. Upo-
rabnike lahko segmentiramo v več nivojev gleda na njihovo delovno mesto in znanje
računalnǐstva. Nivoji uporabnikov so
• ekspertni: sem sodijo uporabniki, ki imajo vsaj osnovno znanje programiranja in
uporabo orodij kot so Unity, Vuforia, 3ds Max, itd. ter so zmožni samostojnega
kreiranja aplikacij;
• napredni: sem sodijo uporabniki, ki imajo osnovno znanje dela z računalnikom in
bi aplikacije razvijali s pomočjo platform, ki uporabnikom še vedno dopuščajo svo-
bodo, vendar znotraj določenih okvirov (npr. platforma za izdelavo izobraževalnih
VR vsebin, kjer lahko uporabnik poljubno dodaja besedilo, slike in 3D modele
objektov);
• osnovni: sem sodijo uporabniki, ki aplikacij ne izdelujejo, temveč so njihov končni
uporabnik.
V sklopu magistrske naloge so razvite tri aplikacije, ki pokrivajo različne elemente v
proizvodnem in poslovnem procesu ter so namenjene različnim tipom uporabnikov:
• VR platforma za postavitev delovnega mesta in oceno njegove ergonomije,
• semi-interaktivna VR aplikacija vstavljanja krogličnih ležajev v U profil z uporabo
ročne stiskalnice in v sodelovanju z robotom ter CNC napravo služi kot primer
aplikacije za usposabljanje delavcev,
• aplikacija treninga požarne varnosti.
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Po pregledu podobnih VR aplikacij in pogovoru s predstavnikom podjetja Kolektor
Group d.o.o., gospodom Ludvikom Kumarjem, in njegovima sodelavcema je bilo zbranih
dovolj informacij o potrebah in željah bodočih potencialnih uporabnikov. V aplikacije
so vključene naslednje funkcionalnosti:
• enostaven in minimalističen uporabnǐski vmesnik,
• uporabnik ima svojega avatarja,
• prijemanje prilagojeno posameznemu objektu,
• postavitev objektov v prostor,
• napeljava kablov z izbiro barve in debeline,
• vodenje robotov po sklepih,
• prostoročno vodenje robotov,
• shranjevanje scene.
Aplikacije so primarno narejene za VR očala Valve Index in pripadajoči komplet ročk.
Razvoj je potekal v igralnem pogonu Unity, uporabljena pa so tudi druga programska
orodja.
6.1 Vstopna točka
Do treh aplikacij lahko uporabnik dostopa prek menija v začetni sceni, ki je prikazan na
sliki 6.1.
V primeru, da uporabnik želi delati z VR platformo za postavitev delovnih mest,
mora vpisati tudi uporabnǐsko ime, ime scene in predvideno površino novega delovnega
okolja. Pri tem je potrebna uporaba tipkovnice. Vnos besedila mora biti natančen, hiter
in udoben. Uporabnǐski vmesnik je namreč prvi stik uporabnika z VR aplikacijo, ki mu
lahko izkušnjo približa ali pa ga od nje odvrne. Do sedaj je bilo predlaganih nekaj zani-
mivih oblik VR tipkovnice [42, 43]. Tipke so velike in razporejene v več vrst polkrožne
oblike okoli uporabnika. Vrste tipk so postopoma bolj privzdignjene in z vrhnjo stranjo
usmerjene proti uporabniku, da se jih lažje doseže z ročko. Tipke lahko aktiviramo z
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Slika 6.1: Začetni meni, kjer uporabnik izbere eno izmed treh VR aplikacij.
vrhom ročke ali pa v rokah držimo paličici in z njima udarjamo po tipkah. Tipke so
lahko vezane tudi na pozicijo prsta na drsnem gumbu (ang. track button) ročke. Kot
pripomoček pri pisanju lahko dodamo tudi algoritme za napovedovanje besed in funk-
cijo samodejnega dopolnjevanja besed. Primeri omenjenih vrst tipkovnic so prikazani
na sliki 6.2.
Slika 6.2: Primeri tipkovnic, kjer črke vnašamo s paličicami (levo) ali z drsnim gumbom
ročke (desno) ali pa nam pri vnosu besedila pomaga algoritem za napovedovanje besed
(sredina).
Razviti in preizkušeni sta bili tipkovnici, po katerih udarjamo s paličicama ali s ka-
zalcema. Rezultat preizkusa je prikazan na sliki 6.3. Od teh načinov vnosa noben ni
upravičil uporabe v VR aplikaciji. Tipke morajo biti velike in precej razmaknjene, saj
jih v nasprotnem primeru uporabnik težko zadene. Posledično je velika tudi tipkovnica,
kar pomeni, da morajo oči in roke opraviti relativno dolgo pot že za kratek vnos be-
sedila. Poleg tega tak tip tipkovnice posnema računalnǐsko tipkovnico, ki je idealna za
slepo tipkanje in se nahaja v vǐsini komolcev. Glede na izsledke raziskave [44] optimalno
območje pogleda uporabnika v vertikalni smeri znaša 30° in v horizontalni smeri 60°. Iz
tega razloga mora biti VR uporabnǐski vmesnik kompakten in hkrati pregleden. Ena-
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kega mǐsljenja sta bila tudi inženirja pri Kolektorju, potencialna uporabnika aplikacije,
katerima sta se tipkovnici zdeli preveč “igračkasti”.
Slika 6.3: Tipke na tipkovnici lahko sprožimo z uporabo paličic ali s kazalcema.
Tipkovnica, ki se je najbolje obnesla in je uporabljena v končni aplikaciji, je standar-
den tip tipkovnice z vnosnim poljem, s katero upravljamo preko laserskega žarka, ki iz-
haja iz ročke. Laserski žarek implementiramo s pomočjo skripte SteamVR LaserPointer,
ki je vključena v paket orodij SteamVR. Glavni komponenti sta žarek (podatkovna
struktura Ray) in njegova upodobitev (razred LineRenderer). Dodatna elementa, ki
sestavljata laserski žarek sta logična vrednost Physics.Raycast, ki vrne vrednost 1,
če žarek na poti zadene meje objekta v sceni, in podatkovna struktura (ang. struct)
RaycastHit, ki vsebuje dodatne informacije o trku (prepotovana razdalja, ime objekta,
točka trka v globalnem koordinatnem sistemu, idr.). Tipkovnica je sestavljena iz gum-
bov, poimenovanih po črkah abecede. Da žarek trči v tipko na tipkovnici, mora vsaka
izmed njih imeti svoj trkalnik (ang. collider). Primer opisane tipkovnice je prikazan
na sliki 6.4. Tipke so velike, pregledne, vendar še vedno na dosegu, saj smer laserskega
žarka spreminjamo s premiki v zapestju.
Kot je razvidno iz slike 6.4, je uporabnik v navideznem okolju predstavljen z ava-
tarjem. V večini VR aplikacij se uporabnik namreč ne more dobro vživeti v sceno, saj
aplikacija prikazuje le premikanje ročk, ne pa tudi rok in telesa. Pri razvoju aplikacije je
bilo uporabljeno orodje SteamVR, ki skrbi za prikazovanje dlani, Valve Index ročke pa
z vgrajenimi kapacitivnimi senzorji omogočajo tudi določanje lege posameznih prstov.
Model avatarja predstavlja humanoidnega robota in je prosto dostopen v Unity trgovini
z dodatki. Model je že segmentiran, ima določene sklepe med segmenti (ang. rig), za
potrebe aplikacije pa so njegove dlani nadomeščene s SteamVR dlanmi. V ta namen
se je v programu Blender odstranila mreža, ki je predstavljala dlani avatarja. Slika 6.5
prikazuje model avatarja brez dlani, drevesno strukturo segmentov in sklepe med njimi.
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Slika 6.4: Prikaz standardne tipkovnice z vnosnim poljem in načinom vnosa z laserskim
žarkom.
Slika 6.5: 3D model avatarja uporabljenega v razvitih VR aplikacijah.
Med delovanjem VR aplikacij se lega posameznih okončin in trupa izračunava na
podlagi lege ročk in VR očal. Pri tem je uporabljeno orodje FinalIK, ki ima implementi-
ranih več algoritmov za računanje inverzne kinematike; med drugim so razvili algoritem
VRIK, ki rešuje problematiko tritočkovne inverzne kinematike pri uporabi VR očal in
ročk. Algoritem VRIK je hibrid med več algoritmi; med njimi sta tudi CCD in FABRIK
[45].
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6.2 Platforma za statično postavitev delovnega mesta
Cilj VR aplikacije je na enostaven in hiter način postaviti delovno okolje, v katerem bo
možno simulirati in preizkusiti potek dela posameznega delavca. S tem bi dobili bolǰsi
vpogled v časovno, telesno in mentalno zahtevnost naloge. Aplikacija bi bila koristna
predvsem med postavljanjem manǰsih delovnih postaj (eden do dva delavca), ki bi bile
del proizvodne linije namenjene manǰsim serijam izdelkov.
V prazna polja v začetnem meniju uporabnik vpǐse uporabnǐsko ime, ime scene in
predvidene dimenzije delovnega mesta ter potrdi svoj vnos. Naloži se nova scena na-
menjena postavljanju objektov v prostor. Na sliki 6.6 je viden prosojen rumen zid, ki
označuje meje delovnega območja. Uporabnik lahko v prostor postavlja in brǐse objekte,
rǐse kable, manipulira z robotom in shrani željeno konfiguracijo objektov. Uporabnǐski
vmesnik je diskretno postavljen nad levo dlanjo, prikaže pa se le, ko uporabnik zgornjo
stran dlani v zapestju obrne proti sebi (kot bi pogledal na ročno uro).
Slika 6.6: Rumene prosojne stene označujejo meje območja namenjenega za postavitev
delovnega mesta, glavni meni z vsemi potrebnimi ukazi pa je vezan na levo dlan.
6.2.1 Postavljanje objektov
3D modele objektov, ki jih bo uporabnik lahko postavljal v prostor, je pred uvozom v
VR aplikacijo potrebno obdelati. Pri tem so bila uporabljena orodja 3ds Max, Blender,
Pixyz Studio in Pixyz Unity paket.
S Pixyz Unity paketom ali programom Pixyz Studio se CAD modele 3D objektov
lahko pretvori v mrežo in zmanǰsa število večkotnikov. Poleg tega je potrebno prestaviti
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koordinatne sisteme objektov na spodnjo stran objekta, za kar je bil uporabljen pro-
gram 3ds Max. S tem dosežemo, da objekti pri uvozu v sceno stojijo pokončno in se s
spodnjo stranjo dotikajo tal. V nasprotnem primeru bi pri postavitvi novega objekta
v prostor, ta lahko zavzel nepravilno začetno lego. Prilagoditi je bilo potrebno tudi
koordinatne sisteme sklepov robota in segmente organizirati v drevesno strukturo. Ker
pretvorjeni CAD objekti nimajo informacij o materialu ali teksturi, se bolj naraven videz
objekta doseže s spreminjanjem parametrov (npr. barva, kovinski sijaj, itd.) materiala
ali uvozom novega materiala in spreminjanjem senčilnika (ang. shader).
Objekt, ki ga želimo postaviti v sceno izberemo s klikom na ustrezen gumb na upo-
rabnǐskem vmesniku, kar prikazuje slika 6.7. Izbran objekt se najprej v sceni inicializira,
obarva s prosojno zeleno barvo in nato sledi poziciji vrha laserja, ki ga omejujejo tla in
ostali objekti v sceni; prikazano na sliki 6.8. Orientacijo objekta spreminjamo z rotacijo
ročke okoli osi laserja. Končno lego objekta potrdimo s klikom na gumb ročke, pri tem
pa objekt prevzame svojo originalno barvo, kar je razvidno iz slike 6.9.
Slika 6.7: Objekt, ki ga želimo postaviti v sceno, izberemo prek uporabnǐskega vme-
snika. Objekta trenutno še ni v sceni.
Natančneǰsi potek kode, ki skrbi za postavitev izbranega objekta v sceno je prikazan
z diagramom na sliki 6.10. Pri tem sta uporabljeni in nadgrajeni že obstoječi funkciji
OnPointerIn in OnPointerClick, ki sta del razreda SteamVR LaserPointer.
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Slika 6.8: Ko izberemo želen objekt, se ta inicializira v sceni in obarva zeleno. Izključiti
je potrebno njegov trkalnik, saj bi bil v nasprotnem primeru laserski žarek neprestano z
njim v kontaktu in onemogočal zaznavanje tal.
Slika 6.9: Ob potrditvi lege objekta se ponastavi material in omogoči njegov trkalnik.
6.2.2 Napeljava kablov
Napeljava kablov je eden izmed korakov načrtovanja delovnega prostora, ki je velikokrat
spregledan. Popravilo in vzdrževanje elektronske opreme se začne pri preverjanju kablov
in povezav. Slabo organizirani kabli povzročajo zmedo, kar privede do večje časovne
zahtevnosti popravila in več možnosti za napake. Večji sklopi slabo organiziranih kablov
ovirajo gibanje delavcev, pride pa lahko tudi do zvinov, padcev in s tem povezanih
poškodb. Dobro napeljani kabli pripomorejo k organiziranemu delavnemu mestu in
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Slika 6.10: Diagram izseka razreda SteamVR LaserPointer dopolnjenega s kodo, ki
skrbi za postavitev izbranega objekta (npr. ograja) v sceno.
posledično povečujejo učinkovitost in zmanǰsajo možnost poškodbe pri delu.
Pri risanju kablov si pomagamo z orodjem TubeRenderer [46], ki iz seznama točk
ustvari mrežo cevaste oblike. Orodje vsebuje tudi funkciji za spreminjanje barve in
debeline cevi. Uporabnǐski vmesnik za izbiro barv je narejen s pomočjo orodja Simple
Color Picker [47]. Uporabnik lahko načrtuje kable prostoročno ali po točkah. Seznam
točk za izris cevi se posodablja in je vezan na pozicijo vrha ročke. Pri prostoročnem
risanju kablov je potrebno ves čas držati gumb na ročki. Z vsako osvežitvijo programa
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se v seznam shrani nova točka in zgenerira nov segment, zato je končna oblika kabla bolj
gladka. Za risanje kablov v ravnih linijah pa je primerneǰse risanje kablov po točkah, kjer
gumb na ročki stisnemo le v točkah preloma. Risanje kablov po točkah in prostoročno je
prikazano na sliki 6.11, slika 6.12 z diagramom poteka algoritma pa natančneje prikazuje
prostoročno in risanje kablov po točkah.
Slika 6.11: Risanje kabla po točkah (levo) in prostoročno (desno).
Slika 6.12: Diagram poteka algoritma za risanje kabla.
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6.2.3 Vodenje robotov
Pri implementaciji vodenja robota je najpomembneǰsa segmentacija delov robota. Vsak
segment robota mora imeti lastno mrežo, razporejeni pa morajo biti v hierarhijo, pri
čemer je koordinatni sistem vsakega naslednjega segmenta postavljen v koordinatni sis-
tem preǰsnjega; bazni koordinatni sistem robota se nahaja v globalnem koordinatnem
sistemu. Drevesna struktura robota Kuka je prikazana na sliki 6.13.
Slika 6.13: Drevesna struktura segmentov robota Kuka.
V navideznem okolju je robota možno voditi po sklepih in prostoročno. Uporabnik
lahko robota vodi po sklepih z uporabo drsnikov, pri čemer je pozicija drsnika vezana
na rotacijo koordinatnega sistema posameznega sklepa. Prostoročno vodenje robota je
implementirano z orodjem FinalIK z uporabo algoritma CCDIK za računanje inverzne
kinematike. Prostoročno vodenje aktiviramo s prijemom objekta, ki je skrit v vrh robota.
Prijeti objekt sledi legi naše roke, robot pa sledi legi objekta. Slika 6.14 prikazuje oba
načina vodenja.
Slika 6.14: Prostoročno vodenje robota (levo) aktiviramo s prijemom nevidnega objekta
v vrhu robota, vodenje po sklepih (desno) pa aktiviramo s klikom na robota z laserjem.
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6.2.4 Shranjevanje scene
JSON je oblika zapisa in izmenjave podatkov, ki se v programskem okolju Unity pogosto
uporablja za shranjevanje in nalaganje scene. Unity nam z že implementiranimi razredi
olaǰsa delo z JSON datotekami. Spremenljivke, katerih vrednosti želimo shranjevati, so
inicializirane v lastnem razredu SceneData, prikazanem na sliki 6.15.
Slika 6.15: V razred SceneData se shranjujejo vrednosti spremenljivk, ki opisujejo
objekte postavljene v delovni prostor.
Ob vsakem pritisku na gumb za shranjevanje, ki se nahaja na ročnem uporabnǐskem
vmesniku, se kliče funkcija Save(), ki iz podatkov v razredu SceneData ustvari obliko
zapisa JSON in ga z uporabo funkcije WriteToFile(string fileName, string json)
zapǐse v novo datoteko z imenom scene, ki smo si ga izbrali v vstopni točki aplikacije.
Funkcije, ki so klicane ob shranjevanju scene, so predstavljene na sliki 6.16.
6.2.5 Izbolǰsave in nadaljnje delo
Večina VR aplikacij, ki vsebujejo elemente postavljanja 3D objektov v prostor in pre-
verjanja ergonomije prostora, spada na področje arhitekture in notranje opreme. VR
platforma je namenjena naprednemu nivoju uporabnikov in je narejena po vzoru apli-
kacije VR Robotics Simulator, ki je na voljo v Steamovi spletni trgovini. Namenjena
je predvsem izobraževanju na področju simulacij in postavitve industrijskih robotskih
celic. Slika 6.17 prikazuje primer robotske celice in uporabnǐski vmesnik. Aplikacija po-
nuja veliko funkcij in možnosti (pester nabor 3D objektov, uvažanje lastnih 3D objektov,
programiranje robota, vodenje robota, animacija varjenja, spreminjanje hitrosti in smeri
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Slika 6.16: Shranjevanje informacij o postavljenem delovnem območju po-
teka z uporabo funkcij Save(), WriteToFile(string fileName, string json) in
GetFilePath(string fileName).
tekočega traku, merjenje razdalj, itd.). Problem se pojavi pri oblikovanju uporabnǐskega
vmesnika, saj je število ukazov preveliko za izdelavo preglednega in intuitivnega menija.
Iz tega razloga razvita VR platforma ne ponuja toliko funkcij kot VR Robotics Si-
mulator. Rešitev bi bila izdelava Unity paketa z vsemi funkcijami, ki bi omogočale
postavitev in izdelavo delujočih delovnih mest znotraj okolja Unity. V tem primeru
VR platforma ne bi bila več primerna za napredne, temveč za ekspertne uporabnike.
Tudi postavitev objektov v prostor je bolj natančna v okolju Unity kot pa znotraj virtu-
alne aplikacije, kjer na lego objekta močno vplivajo nekontrolirani tresljaji rok. Čeprav
je cilj platforme zgolj postaviti približek realnega delovnega mesta, je pogled na rahlo
zamaknjene objekte, ki bi na papirju morali biti vzporedni, neprivlačen.
Očitna nadgradnja je tudi možnost uporabe VR platforme več uporabnikov hkrati,
za kar bi prav prǐslo programsko orodje Photon Unity Networking 2.
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Slika 6.17: VR Robotics Simulator ponuja pester nabor 3D objektov in omogoča učenje
točk v trajektoriji vrha robota.
6.3 Semi-interaktivno delovno mesto
Platforma za postavitev delovnega mesta uporabniku nudi bolǰso prostorsko predstavo
delovnega prostora. Objekte si znotraj navideznega okolja uporabnik lahko ogleduje in se
med njimi sprehodi, vendar z njimi ne more rokovati in simulirati delovnega procesa. V ta
namen je izdelano semi-interaktivno delovno mesto, ki ga sestavljajo tekoči trak, optični
senzor, robot, CNC naprava, ročna stiskalnica in U profili. Razporeditev komponent je
prikazana na sliki 6.18. U profili na delovno mesto pripotujejo po tekočem traku, kjer jih
na koncu pričaka robot in jih po parih vstavi v CNC napravo, kjer se obdelajo. Naloga
delavca je prenesti pladenj z obdelanimi U profili na odlagalno mizo in v vsakega izmed
njih vstaviti po dva kroglična ležaja s pomočjo ročne stiskalnice.
Slika 6.18: Prikaz postavitve delovnega prostora, kjer mora delavec vstaviti dva kro-
glična ležaja v U profil z uporabo ročne stiskalnice.
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Uporabnik s pritiskom na gumb zažene tekoči trak, na katerem je pladenj z neobdela-
nimi profili, kot je prikazano na sliki 6.19. Prehod pladnja, ki mora imeti implementiran
trkalnik, zazna optični senzor, ki deluje na podoben način kot laserski žarek iz ročke. Na
koncu tekočega traku se pladenj ustavi, robot pa iz njega pobere dva neobdelana U pro-
fila (UProfil1, UProfil2), kar je prikazano na sliki 6.20. Prijemanje objektov z robotom
dosežemo tako, da objektu spremenimo globalni koordinatni sistem iz koordinatnega sis-
tema pladnja v koordinatni sistem vrha robota. Na ta način U profila potujeta skupaj
z robotom.
Slika 6.19: S pritiskom na gumb uporabnik zažene tekoči trak.
Enak trik se uporabi pri odlaganju obdelovancev v CNC napravo, pri čemer globalni
koordinatni sistem U profilov postane koordinatni sistem CNC naprave, kar je prikazano
na sliki 6.21. Vrata CNC naprave se nato zaprejo in ponovno odprejo, na mestu, kjer sta
bila prej neobdelana U profila, pa sta sedaj U profila z dvema dodatnima odprtinama. V
realni situaciji bi se obdelovanca v CNC napravi obdelala, v navideznem svetu pa se po
zaprtju CNC naprave neobdelana profila uničita z ukazom Destroy, na istem mestu pa
se z ukazom Initialize ustvarita nova že obdelana profila. Robot ponovno seže v CNC
napravo in obdelana U profila prenese v odlagalni pladenj na mizi pred uporabnikom,
kot je prikazano na sliki 6.22.
Slika 6.23 prikazuje uporabnika, ki mora pladenj z obdelovanci prijeti in ga odložiti
na mizo poleg ročne stiskalnice. Takšni objekti morajo imeti implementiran razred
Interactable, ki je neke vrste identifikator in skrbi za to, da objekt dobiva potrebne in-
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Slika 6.20: Ob prijemu U profilov, se jim spremeni globalni koordinatni sistem.
formacije iz ročke. Za prepoznavo stika roke z objektom je potreben trkalnik, za prijema-
nje in metanje objekta pa razred Throwable. Komponenta RigidBody skrbi za fizikalne
lastnosti objekta (delovanje gravitacije, hitrost meta objekta, idr.). Za bolj naravno
interakcijo s predmeti lahko z uporabo SteamVR-ove skripte SteamVR Skeleton Poser
po meri oblikujemo pozo dlani ob prijemu objekta. Na sliki 6.24 je vidna interakcija s
pladnjem, ki ima implementirano skripto SteamVR Skeleton Poser. Na levi strani slike
je prikazana drevesna struktura dlani, pri čemer lahko spremenimo orientacije in pozicije
njenih segmentov in s tem določimo pozo dlani ob prijemu; v prikazanem primeru so
vrednosti lege segmentov izbrane tako, da se dlan naravno oprime roba pladnja.
Ko uporabnik prenese pladenj z obdelovanci na sosednjo mizo, mora z desno roko
prijeti enega izmed profilov in ga odložiti na vnaprej določeno mesto na stiskalnici.
Okolico želene končne pozicije odloženega U profila določa krogelni trkalnik (ang. sphere
collider), ki je viden na sliki 6.25. Trkalnik stalno preverja, če je v stiku z obdelovancem,
kar pomeni, da se obdelovanec nahaja v okolici končne pozicije. V primeru, da uporabnik
objekt izpusti iz roke in se obdelovanec nahaja v krogelnem trkalniku, za njegovo novo
lego predpǐsemo želeno končno lego. Opisani postopek postavljanja profila na ročno
stiskalnico velja tudi za postavitev krogličnega ležaja na vrh odprtine v profilu, prikazano
na sliki 6.26.
Nato s prijemom in rotacijo izbrane točke v ročaju ročne stiskalnice vodimo pah, ki
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Slika 6.21: Ponovna sprememba globalnega koordinatnega sistema U profilov pri od-
laganju v CNC napravo. V strukturi scene se nahajata tudi obdelana U profila, ki še
nista inicializirana (UProfil1Obdelan, UProfil2Obdelan).
Slika 6.22: Robot iz CNC naprave prenese
U profila v pladenj.
Slika 6.23: Pladenj je potrebno z eno roko
prijeti in ga odložiti na sosednjo mizo.
s pomočjo trkalnika zazna stik z ležajem. Ob stiku se pozicija ležaja prilagaja poziciji
paha. Opisano vstavljanje ležaja v odprtino U profila je prikazano na sliki 6.27. Ko
je uporabnik zadovoljen z doseženo globino ležaja, U profil še enkrat prime z desno
roko in odloži na ročno prešo, pri čemer se profil obrne s prazno odprtino navzgor, kar
uporabniku omogoča vstavljanje drugega krogličnega ležaja. Končni izdelek je prikazan
na sliki 6.28.
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Slika 6.24: Za naraven prijem objektov je potrebno ročno spremeniti orientacije sklepov
prstov in s tem določiti lego dlani ob prijemu objekta.
Slika 6.25: Krogelni trkalnik zaznava
vstop objekta v okolico končne točke.
Slika 6.26: Postavitev krogličnega ležaja
nad odprtino v U profilu.
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Slika 6.27: Vstavljanje ležajev z ročno sti-
skalnico.
Slika 6.28: Končni izdelek predstavlja U
profil z vstavljenima ležajema.
6.3.1 Izbolǰsave in nadaljnje delo
Dobro bi bilo avtomatizirati delovanje optičnega senzorja in tekočega traku, programira-
nje robota, odpiranje in zapiranje vrat strojev ter delo z drugimi napravami (npr. ročna
stiskalnica) z lastnimi funkcijami, ki bi jih nato lahko uporabnik pripisoval poljubnim
objektom. Podobno kot pri nadgradnji VR platforme, bi se aplikacijo lahko prestrukturi-
ralo v Unity paket orodij za ekspertne uporabnike, s katerim bi bilo ustvarjanje delujočih
interaktivnih delovnih mest hitreǰse in bolj splošno.
Zanimiva bi bila tudi uporaba Leap Motion senzorja namesto ročk, s čimer bi še
izbolǰsali uporabnǐsko izkušnjo in omogočili interakcijo z realnimi objekti.
6.4 Aplikacija treninga požarne varnosti
Kratka aplikacija na temo požarne varnosti uporabnika postavi v nevarno situacijo pri-
kazano na sliki 6.29. Ogenj, dim, iskre in razelektritev so simulirani z uporabo sistema
delcev. Sistem delcev lahko naenkrat upodobi veliko majhnih slik ali mrež, imenovanih
delci, in s tem simulira dinamične objekte (npr. ogenj, oblaki, tekočine, ...). Unity po-
nuja uporabnǐski vmesnik, kjer se z lahkoto nastavlja parametre (hitrost, število, barvo,
obliko delcev in še mnoge druge) in doseže želen videz.
Naloga uporabnika je z gasilnim aparatom pogasiti požar. Za čim bolj naravno
rokovanje z gasilnim aparatom je uporabljena skripta SteamVR Skeleton Poser, senzorji
sile v ročaju ročke pa omogočajo zvezen stisk ročaja gasilnega aparata. Ta se sproži, ko
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Slika 6.29: Z uporabo sistema delcev je možno simulirati ogenj, dim, iskre in razelek-
tritev.
uporabnik stisne ročico gasilnega aparata do polovice, in preneha delovati, če uporabnik
popusti ročico za več kot polovico. Prah je simuliran z uporabo sistema delcev. Začetna
in končna poza stiska ročaja gasilnega aparata ter gašenje je prikazano na sliki 6.30.
Gašenje ognja prepoznamo z uporabo škatlastega trkalnika v bazi ognja in laserja, ki
je vezan na šobo gasilnega aparata (podobno kot optični senzor na tekočem traku).
Škatlasti trkalnik in laser sta prikazana na sliki 6.31. Laser zaznava objekte v smeri
gašenja aparata, zato vemo, kdaj in za koliko časa je aparat usmerjen v ogenj. Po
šestih sekundah uspešnega gašenja se ogenj pogasi. Nazorneǰsi potek delovanja algoritma
gašenja je prikazan na sliki 6.32.
Slika 6.30: Stisk ročaja gasilnega aparata se regulira s senzorji sile v ročaju ročke.
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Slika 6.31: Z laserjem v šobi gasilnega aparata zaznavamo objekte, v katere je gasilni
aparat obrnjen.
6.4.1 Izbolǰsave in nadaljnje delo
Aplikacija je namenjena osnovnim uporabnikom. V nadaljnjem razvoju se lahko doda
niz vprašanj na temo preprečevanja požarov, ukrepanja ob in po požaru, pravilne izbire
gasilnega aparata ter sproti ocenjuje delo uporabnika.
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Slika 6.32: Diagram poteka algoritma za gašenje.
7 Zaključek
Po teoretičnem pregledu stanja VR tehnologij menim, da imajo potencial v proizvodni
industriji. Množično uporabo VR tehnologij zavira nedozorela strojna oprema, saj VR
očala še niso primerna za večurno nošnjo. Glede na hitrost napredovanja strojne opreme
v zadnjih letih, to ni videti zaskrbljujoče, in je zato do izida optimalnih VR očal vseeno
smiselno razvijati namensko programsko opremo.
Rezultati ankete med člani partnerstva SRIP ACS+ so pokazali zanimanje za VR
tehnologije s strani manǰsine podjetij in nezaupanje do novih tehnologij s strani ostalih.
Vir odpora so predvsem neinformiranost, pomanjkanje kadra in po njihovem mnenju
previsoka finančna investicija glede na pričakovane rezultate.
Tekom izdelave magistrske naloge so bile v igralnem pogonu Unity z uporabo VR
očal Valve Index razvite tri aplikacije, ki pokrivajo različne elemente v proizvodnem in
poslovnem procesu. Glavni cilj je bil izdelava VR platforme za hitro postavitev delovnih
mest in oceno ergonomije, ki je bila nadgrajena s semi-interaktivnim delovnim mestom in
aplikacijo za trening požarne varnosti. Pri razvoju je bilo uporabljenih več programskih
orodij za delo z VR strojno opremo (SteamVR), pretvorbo in optimizacijo CAD mode-
lov (Pixyz Studio), računanje inverzne kinematike robota in avatarja (FinalIK), risanje
cevi (TubeRenderer) ter izbiro barve (Simple Color Picker). Razvijanje VR aplikacij v
igralnem pogonu Unity je enostavno zahvaljujoč močni podpori uporabnikov (npr. fo-
rumi, poučni videi, itd.). Manǰse težave so se pojavile pri razvijanju semi-interaktivne
aplikacije, saj je vsebovala veliko različnih objektov in delov kode, ki so se med seboj
prepletali, zaradi česar je neizkušenemu razvijalcu iger težko imeti pregled nad vsemi
komponentami.
Zastavljeni cilji so bili doseženi, razvite rešitve pa predstavljajo dober temelj za
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A Anketni vprašalnik z možnimi poteki
izpolnjevanja
Prosimo, da si vzamete nekaj minut in s klikom na Naslednja stran pričnete z izpolnje-
vanjem ankete. Vprašanja označena z zvezdico so obvezna. Z oddajo izpolnjene ankete
si boste prislužili dostop do videa, v katerem bo predstavljen trenutni položaj VR in
AR tehnologij v avtomobilski industriji.
Q1. Sledita vprašanji, ki se nanašata na vaš osebni stik z VR in AR teh-
nologijo.
Q2. Tehnologija virtualne in obogatene resničnosti prodira na najra-
zličneǰsa področja. S katerimi izmed spodaj naštetih panog povezujete
uporabo takih tehnologij?




2 Šolstvo in izobraževanje
2 Turizem
2 Umetnost
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Q3.
Q4. Ste se kdaj že pobližje spoznali z VR in AR tehnologijami (na delov-
nem mestu, konferenci, sejmu, doma, ...)? V povezavi s katero izmed
naštetih panog vam je bila predstavljena?




2 Šolstvo in izobraževanje
2 Turizem
2 Umetnost
2 Zabava in igralna industrija (gaming)
2 Zdravstvo
2 Nisem bil seznanjen s to tehnologijo
2 Drugo:
Q5. Sledi sklop vprašanj povezan s trenutno uporabo VR in AR tehnologij
v vašem podjetju.




IF (1) Q6 = [1]
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Q7. Kaj vas je k temu vzpodbudilo?
Možnih je več odgovorov.




2 Povečati kompetenčnost podjetja
2 Drugo:
IF (1) Q6 = [1]
Q8. Bi nam lahko bolj natančno specificirali strojno opremo, ki jo upora-
bljate?
Možnih je več odgovorov.
2 VR/AR očala
2 Ročni kontrolerji
2 Projekcijski sistem (CAVE sistem, ...)
2 Pametne mobilne naprave (tablični računalnik, pametni telefon, ...)
2 Drugo:
IF (1) Q6 = [1]
IF (2) Q8 = [Q8a]
Q9. Katera VR/AR očala uporabljate? Če jih ni med navedenimi, jih
prosimo zapǐsite pod rubriko ”Drugo”.
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IF (1) Q6 = [1]
Q10. Bi nam lahko bolj natančno specificirali programsko opremo, ki jo
uporabljate? Če je ni med navedenimi, jo prosimo zapǐsite pod rubriko
”Drugo”.











IF (1) Q6 = [1]
Q11. Kdaj ste se pri podjetju začeli seznanjati z virtualnimi tehnologijami?
# Pred manj kot pol leta
# Pred manj kot letom
# Pred manj kot dvema letoma
# Pred več kot dvema letoma
IF (1) Q6 = [1]
Q12. Kdaj ste se pri podjetju začeli aktivno ukvarjati z VR in AR tehnolo-
gijami?
# Pred manj kot pol leta
# Pred manj kot letom
# Pred manj kot dvema letoma
# Pred več kot dvema letoma
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IF (1) Q6 = [1]
Q13. Koliko VR/AR aplikacij je v teku izdelave, niso pa še implementirane






# Več kot 4
IF (1) Q6 = [1]







# Več kot 4
IF (1) Q6 = [1]
Q15. Ali lahko navedete področja uporabe? Če jih ni med navedenimi, jih
prosimo zapǐsite pod rubriko ”Drugo”.
Možnih je več odgovorov.
2 Izobraževanje delavcev
2 Predstavitev in oglaševanje izdelkov ali storitev
2 Prototipiranje
2 Usposabljanje delavcev
2 Varnost pri delu
2 Vzdrževanje
2 Drugo:
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IF (1) Q6 = [1]
Q16. Ali aplikacije razvijate sami ali s pomočjo zunanjih partnerjev? Ali
nam lahko zaupate, kateri so ti partnerji?
# Sami
# Aplikacije razvijamo v sodelovanju z zunanjimi partnerji:
# Celotne aplikacije razvijajo zunanji partnerji:
# Drugo:
IF (1) Q6 = [1]




IF (1) Q6 = [1]
Q18. Ste zaposlenim, ki imajo stik z VR in AR aplikacijami, omogočili izo-




Q19. Z odgovarjanjem na sledeči sklop vprašanj boste opozorili na trenutne
pomanjkljivosti VR in AR tehnologij ter nam pomagali pri napovedi
smernic.
IF (4) Q6 = [2]






IF (4) Q6 = [2]
IF (5) Q21 = [2, 3]
Q21. Kaj vas odvrača od uporabe VR in AR tehnologij? Prosimo, da nave-
dete vse razloge.
Možnih je več odgovorov.
2 Nepreverjena programska oprema
2 Nepreverjena strojna oprema
2 Premajhna količina informacij na temo VR in AR tehnologij v industriji
2 Premalo kadra oziroma neusposobljen kader
2 Previsoka investicija glede na pričakovan učinek
2 V avtomobilski industriji te tehnologije še niso dovolj razvite
2 V VR in AR tehnologiji ne vidim uporabne vrednosti
2 Drugo:
IF (4) Q6 = [2]
IF (5) Q21 = [2, 3]
Q22. Se vam zdi smiselno, da bi vodstvu predlagali vključitev VR in AR
tehnologij v kratkoročno strategijo podjetja?
# Da
# Ne
IF (4) Q6 = [2]
IF (6) Q21 = [1]
Q23. Kaj vas je k temu vzpodbudilo?
Možnih je več odgovorov.




2 Povečati kompetenčnost podjetja
2 Drugo:
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IF (4) Q6 = [2]
IF (6) Q21 = [1]
Q24. Kdaj nameravate vpeljati te tehnologije v podjetje?
# V manj kot pol leta
# V manj kot enem letu
# V manj kot dveh letih
# V več kot dveh letih
# Ne vem
IF (4) Q6 = [2]
IF (6) Q21 = [1]
Q25. Kateri del proizvodnega in poslovnega procesa bi si želeli obogatiti ali
nadomestiti z VR in AR tehnologijami?
Možnih je več odgovorov.
2 Izobraževanje delavcev
2 Kontrola kvalitete
2 Operiranje z zalogami (optimizacija zalog, nadzor pretočnosti proizvodne li-
nije, ...)
2 Poprodajna skrb za kupce in servisna služba
2 Prodaja in oglaševanje (interaktiven ogled izdelkov, ...)
2 Raziskave in razvoj (izdelava prototipov, ...)
2 Usposabljanje delavcev
2 Varnost pri delu
2 Vzdrževanje
2 Drugo:
IF (4) Q6 = [2]
IF (6) Q21 = [1]
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Q26. Ali načrtujete aplikacije razvijati sami ali s pomočjo zunanjih par-
tnerjev?
# Sami
# Aplikacije bi razvijali v sodelovanju z zunanjimi partnerji
# Celotne aplikacije bi razvijali zunanji partnerji
# Drugo:
IF (7) Q6 = [1]





IF (1) Q6 = [1]
IF (3) Q14 = [2,3,4,5,6]
Q28. Sledeče trditve se nanašajo na VR/AR aplikacije, ki so že del proizvo-











Aplikacije uporabljamo redno # # # # #
Aplikacije so pomemben del
našega procesa
# # # # #
Z uporabo aplikacije smo optimizirali
poslovni in proizvodni proces.
# # # # #
Uporaba tovrstnih aplikacij je bila
nujno potrebna in se je ne bi dalo
nadomestiti na drug način
# # # # #
IF (1) Q6 = [1]
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Q29. Ali aplikacije razvijate sami ali s pomočjo zunanjih partnerjev? Ali
nam lahko zaupate, kateri so ti partnerji?
# Sami
# Aplikacije razvijamo v sodelovanju z zunanjimi partnerji:
# Celotne aplikacije razvijajo zunanji partnerji:
# Drugo:
IF (1) Q6 = [1]




IF (1) Q6 = [1]
Q31. Ste zaposlenim, ki imajo stik z VR in AR aplikacijami, omogočili




Q32. Z odgovarjanjem na sledeči sklop vprašanj boste opozorili na trenutne
pomanjkljivosti VR in AR tehnologij ter nam pomagali pri napovedi
smernic.
IF (4) Q6 = [2]
85





IF (4) Q6 = [2]
IF (5) Q21 = [2, 3]
Q34. Kaj vas odvrača od uporabe VR in AR tehnologij? Prosimo, da nave-
dete vse razloge.
Možnih je več odgovorov.
2 Nepreverjena programska oprema
2 Nepreverjena strojna oprema
2 Premajhna količina informacij na temo VR in AR tehnologij v industriji
2 Premalo kadra oziroma neusposobljen kader
2 Previsoka investicija glede na pričakovan učinek
2 V avtomobilski industriji te tehnologije še niso dovolj razvite
2 V VR in AR tehnologiji ne vidim uporabne vrednosti
2 Drugo:
IF (4) Q6 = [2]
IF (5) Q21 = [2,3]
Q35. Se vam zdi smiselno, da bi vodstvu predlagali vključitev VR in AR
tehnologij v kratkoročno strategijo podjetja?
# Da
# Ne
IF (4) Q6 = [2]
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IF (6) Q21 = [1]
Q36. Kaj vas je k temu vzpodbudilo?
Možnih je več odgovorov.




2 Povečati kompetenčnost podjetja
2 Drugo:
IF (4) Q6 = [2]
IF (6) Q21 = [1]
Q37. Kdaj nameravate vpeljati te tehnologije v podjetje?
# V manj kot pol leta
# V manj kot enem letu
# V manj kot dveh letih
# V več kot dveh letih
# Ne vem
IF (4) Q6 = [2]
IF (6) Q21 = [1]
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Q38. Kateri del proizvodnega in poslovnega procesa bi si želeli obogatiti ali
nadomestiti z VR in AR tehnologijami?
Možnih je več odgovorov.
2 Izobraževanje delavcev
2 Kontrola kvalitete
2 Operiranje z zalogami (optimizacija zalog, nadzor pretočnosti proizvodne li-
nije, ...)
2 Poprodajna skrb za kupce in servisna služba
2 Prodaja in oglaševanje (interaktiven ogled izdelkov, ...)
2 Raziskave in razvoj (izdelava prototipov, ...)
2 Usposabljanje delavcev
2 Varnost pri delu
2 Vzdrževanje
2 Drugo:
IF (4) Q6 = [2]
IF (6) Q21 = [1]
Q39. Imate morda v mislih specifično aplikacijo? Prosimo, da jo na kratko
opǐsete.
IF (4) Q6 = [2]
IF (6) Q21 = [1]
88 Anketni vprašalnik z možnimi poteki izpolnjevanja
Q40. Ali načrtujete aplikacije razvijati sami ali s pomočjo zunanjih par-
tnerjev?
# Sami
# Aplikacije bi razvijali v sodelovanju z zunanjimi partnerji
# Celotne aplikacije bi razvijali zunanji partnerji
# Drugo:
IF (7) Q6 = [1]





IF (8) Q29 = [1]
Q42. Kaj vas je k temu vzpodbudilo?
Možnih je več odgovorov.




2 Povečati kompetenčnost podjetja
2 Opazen pozitiven vpliv na proizvodni in poslovni proces
2 Drugo:
IF (6) Q21 = [1]
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Q43. Kateri del proizvodnega in poslovnega procesa bi si želeli obogatiti ali
nadomestiti z VR in AR tehnologijami?
Možnih je več odgovorov.
2 Izobraževanje delavcev
2 Kontrola kvalitete
2 Operiranje z zalogami (optimizacija zalog, nadzor pretočnosti proizvodne li-
nije, ...)
2 Poprodajna skrb za kupce in servisna služba
2 Prodaja in oglaševanje (interaktiven ogled izdelkov, ...)
2 Raziskave in razvoj (izdelava prototipov, ...)
2 Usposabljanje delavcev
2 Varnost pri delu
2 Vzdrževanje
2 Drugo:
IF (8) Q29 = [1]
Q44. Imate morda v mislih specifično aplikacijo? Prosimo, da jo na kratko
opǐsete.
IF (9) Q29 = [2, 3]
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Q45. Kaj vas je odvrnilo od uporabe VR in AR tehnologij? Prosimo, da
navedete vse razloge.
Možnih je več odgovorov.
2 Nepreverjena programska oprema
2 Nepreverjena strojna oprema
2 Premajhna količina informacij na temo VR in AR tehnologij v industriji
2 Premalo kadra oziroma neusposobljen kader
2 Previsoka investicija glede na pričakovan učinek
2 Previsoka investicija glede na pričakovan učinek
2 V avtomobilski industriji te tehnologije še niso dovolj razvite
2 V VR in AR tehnologiji ne vidim uporabne vrednosti
2 Drugo:
B Grafični prikazi odgovorov na anketo
Anketni vprašalnik je sestavljen iz 26-ih vprašanj. Oštevilčevanje vprašanj ne korelira s
potekom vprašanj, saj se oblika ankete prilagaja tekočim odgovorom anketirancev.
Slika B.1: Grafični prikaz odgovorov na vprašanje številka 1.
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Slika B.2: Grafični prikaz odgovorov na vprašanje številka 2.
Slika B.3: Grafični prikaz odgovorov na vprašanje številka 3.
Slika B.4: Grafični prikaz odgovorov na vprašanje številka 4.
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Slika B.5: Grafični prikaz odgovorov na vprašanje številka 5.
Slika B.6: Grafični prikaz odgovorov na vprašanje številka 6.
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Slika B.7: Grafični prikaz odgovorov na vprašanje številka 7.
Slika B.8: Grafični prikaz odgovorov na vprašanje številka 8.
Slika B.9: Grafični prikaz odgovorov na vprašanje številka 9.
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Slika B.10: Grafični prikaz odgovorov na vprašanje številka 10.
Slika B.11: Grafični prikaz odgovorov na vprašanje številka 11.
Slika B.12: Grafični prikaz odgovorov na vprašanje številka 12.
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Slika B.13: Grafični prikaz odgovorov na vprašanje številka 13.
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