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a b s t r a c t
The Korteweg–de Vries (KdV) equation with higher order nonlinearity models the wave
propagation in one-dimensional nonlinear lattice. A higher-order extension of the familiar
KdV equation is produced for internal solitary waves in a density and current stratified
shear flow with a free surface. The variational approximation method is applied to obtain
the solutions for the well-known KdV equation. Explicit solutions are presented and
compared with the exact solutions. Very good agreement is achieved, demonstrating
the high efficiency of variational approximation method. The existence of a Lagrangian
and the invariant variational principle for the higher order KdV equation are discussed.
The simplest version of the variational approximation, based on trial functions with two
free parameters is demonstrated. The jost functions by quadratic, cubic and fourth order
polynomials are approximated. Also, we choose the trial jost functions in the form of
exponential and sinh solutions. All solutions are exact and stable, and have applications
in physics.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Korteweg–de Vries (KdV) equation plays an important role in describing motions of long waves in shallow water
under gravity, one-dimensional nonlinear lattice [1–7], fluid mechanics [8], quantummechanics, plasma physics, nonlinear
optics and other areas. The KdV equation is awell-knownmodel for the description of nonlinear long internalwaves in a fluid
stratified by both density and current. The steady-state version of this equationwas produced by Long [9], while Benney [10]
gave the integral expressions for calculation of the coefficients of the KdV equation for waves in a fluid with arbitrary
stratification in the density and current. The next step was due to Lee and Beardsley [11] who indicated the asymptotic
procedure needed to produce higher-order KdV equations based on two small parameters representing dispersion and
nonlinearity. More detailed information was obtained for interfacial waves in a two-layer fluid.
Kakutani and Yamasaki [12] found the coefficient of the cubic nonlinear term in an implicit form, and showed its
importance for certain conditions, where the quadratic and cubic nonlinear terms are of the same order. Due to the negative
sign of the coefficient of the cubic nonlinear term, this situation led to an upper limit for the solitary wave amplitude.
Then all nonlinear dispersive coefficients for all second order terms were found for a two-layer fluid [13], and the extended
KdV equation was compared with results of laboratory experiments of internal solitary waves. A more detailed analysis of
the properties of the steady-state solitary waves in a fluid with arbitrary density and current stratification, was reported
by Gear and Grimshaw [14], which are valid to the second order of an asymptotic expansion. There are many classical
methods proposed to solve the KdV equation, including direct integration, Lyapunov approach, Hirotas dependent variable
transformation, the inverse scattering transform, and the Bäcklund transformation [15–17]. A direct algebraic approach
has also been developed by Parkes and Duffy [18] in which the solutions to the particular equation are represented by
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an automated tanh-function method [18]. Recently, Wazwaz considered the abundant solitons solutions, compactons and
solitary patterns solutions, some new solitons and periodic solutions of the fifth-order KdV equation [19,20]. The adiabatic
parameter dynamics of 1-soliton solution of the generalized fifth-order nonlinear KdV equation is obtained by virtue of the
soliton perturbation theory [21–23].
This paper is organized as follows. An introduction is given in Section1. In Section 2,we formulate the variational principle
for the KdV equationwith higher order nonlinearity and the Lagrangian L. In Section 3,we find the exact solutions for the KdV
equation with higher order nonlinearity, demonstrate the simplest version of the variational approximation based on trial
functions with two free parameters, approximate the jost functions by quadratic, cubic and fourth order polynomials, and
we choose the trial jost functions in the form of exponential and sinh solutions. Finally, we give the conclusion in Section 4.
2. Formulation of the variational principle
The KdV equation with higher order nonlinearity as a model for the wave propagation in one-dimensional nonlinear
lattice as [24,25]
ut −

6u− bu2 − cu3 ux + uxxx = 0, (1)
where b and c are arbitrary constants. On substituting u(x, t) = vx(x, t) in Eq. (1), we get
vxt −

6vx − bv2x − cv3x

vxx + vxxxx = 0. (2)
We discuss the existence of a Lagrangian and the invariant variational principle for Eq. (2). Eq. (2) is reduced to a system of
two second order equations, we putw = vxx and express it in the following form
M(v,w) = vxt −

6vx − bv2x − cv3x

vxx + vxxxx = 0, (3)
N(v,w) = vxx − w = 0. (4)
The coupled partial differential equations (3)–(4) satisfy the consistency conditions as expressed in [26,27], then a functional
integral J(u, v) for the system of Eqs. (3)–(4) can be written down using the formula given by Tonti [26,27], as
J(u, v) =
∫
Ω
v
[∫ 1
0
N(λv, λw)dλ
]
dΩ +
∫
Ω
w
[∫ 1
0
M(λv, λw)dλ
]
dΩ, (5)
where dΩ = dtdx.
After some calculations, Eq. (5) takes the form
J(u, v) =
∫
Ω

v
[
1
2
vxt −

2vx − b4v
2
x −
c
5
v3x

vxx + 12wxx
]
+ 1
2
w [vxx − w]

dΩ. (6)
On integrating partially the second order derivative terms in Eq. (6) with respect to x and choosing the boundary conditions
on vx andwx, such that the boundary terms vanish, we get the functional integral in the form
J(u, v) =
∫
Ω

−1
2
vtvx + v3x −
b
12
v4x −
c
20
v5x −
1
2
w2 − vxwx

dΩ. (7)
On replacingw by vxx above, we find
J(u, v) =
∫ ∞
−∞
∫ ∞
−∞

−1
2
vtvx + v3x −
b
12
v4x −
c
20
v5x +
1
2
v2xx

dxdt. (8)
Then the Lagrangian L is given by
L(u, v) = −1
2
vtvx + v3x −
b
12
v4x −
c
20
v5x +
1
2
v2xx. (9)
As a necessary check to our calculations, we use the value of L in the Euler–Lagrange equations
∂L
∂v
− ∂
∂t

∂L
∂vt

− ∂
∂x

∂L
∂vx

+ ∂
2
∂t2

∂L
∂vtt

+ ∂
2
∂x2

∂L
∂vxx

+ ∂
2
∂t∂x

∂L
∂vtx

= 0, (10)
which yields us Eq. (2).
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3. Exact solutions
3.1. The quadratic solution
The quadratic solution for the KdV equation with higher order nonlinearity (2) can be chosen as [28,29]
v(t, x) =
4(α + β) exp (α(1− x)+ β(1− t)) at t > 1, x > 1,α(1+ x)2 + β(1+ t)2, at |t| < 1, |x| < 1,0, at t < −1, x < −1. (11)
Subject to initial condition
v(0, x) = β + α(1+ x)2, at |x| < 1. (12)
In Eqs. (11) and (12), we have two free parameter α and β . A straightforward steps yields the values of the Lagrangian which
is calculated with the trial function (11) into the functional integral (8), we obtain the reduced variational problem as
J(v) =
∫ −1
−∞
∫ −1
−∞
L(v)dtdx+
∫ 1
−1
∫ 1
−1
L(v)dtdx+
∫ ∞
1
∫ ∞
1
L(v)dtdx, (13)
since ∫ ∞
1
∫ ∞
1
L(x, t)dtdx = 2 (α + β)
2
1125β
−1125β + α2(−4000β + α(−2875− 750b(α + β)2 + 1152cα(α + β)3)) ,
∫ 1
−1
∫ 1
−1
L(x, t)dtdx = 8
15

15α2 + 120α3 − 32bα4 − 64cα5 − 15αβ ,
∫ −1
−∞
∫ −1
−∞
L(x, t)dtdx = 0.
We have the functional integral in the form
J(v) = 8
15

15α2 + 120α3 − 32bα4 − 64cα5 − 15αβ
− 2 (α + β)
2
1125β

1125β + α2(4000β + α(2875+ 750b(α + β)2 − 1152cα(α + β)3)) . (14)
Varying the expression (14) with respect to α and β , respectively, we get
−2
1125β
−10368cα8 − 46080cβα7 + 6750β2 + 250αβ(−27+ 32β2)+ 210α6(25b− 384cβ2)
× −2
1125β
−24α3β(−1625+ 192cβ4 − 100b(16+ 5β2))+ 25α4(575+ 12β(75b+ c(320− 96β3)))
× −2
1125β

1125α2β(−96+ 29β + 2bβ3)+ 720α5(25bβ − 96cβ3) = 0, (15)
−12α − 4β + α7

512c
25
+ 4b
3β2

− 256cα
3
125β2
− 128βα
2
9
+ 1024cβα
6
25
+ 2
3
α3(29+ 6bβ2)
×α5

−8b+ 46
9β2
+ 768cβ
2
25

− 32α
4
375

125bβ − 96cβ3 = 0. (16)
The roots of Eqs. (15)–(16) are
α = 0.8298, b = 1, c = −1, β = 0.2647. (17)
By substituting the values of α, β, b and c into the expression (14) for the functional integral J produces the following
J = 14.2868. (18)
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Fig. 1(a)–(b) shows an example of the quadratic solution (11) with initial condition (12) for the KdV equation (2) and the
Lagrangian L(t, x), with the parameters α = 0.8298, b = 1, c = −1, and β = 0.2647 in the interval −1 < t < 1 and
−1 < x < 1, respectively. Here, we note that the latter figures represent a stable system.
3.2. The third-order solution
The third-order solution for the KdV equation with higher order nonlinearity (2) can be chosen as [28,29]
v(t, x) =
8(α + β) exp (α(1− x)+ β(1− t)) , at t > 1, x > 1,α(1+ x)3 + β(1+ t)3, at |t| < 1, |x| < 1,0, at t < −1, x < −1. (19)
Subject to initial condition
v(0, x) = β + α(1+ x)3, at |x| < 1. (20)
In Eqs. (19) and (20), we have two free parameter α and β . A straightforward calculation yields the values of the Lagrangian
calculated with the trial function (19) into the functional integral (8), we obtain the functional integral in the form
J(v) = 96α2 + 6912
7
α3 − 768bα4 − 248832
55
cα5 − 32αβ
+ 8 (α + β)
2
1125β
−1125β + α2(−8000β + α(−6875− 3000b(α + β)2 + 9216cα(α + β)3)) . (21)
Varying the expression (21) with respect to α and β , respectively, we get
8
86625β

30αβ(63525+ 4α(267300− 7α(7975+ 6600b(6+ α2)+ 48cα(6075− 704α3))))
+ 77α4(−34375− 21000bα2 + 82944cα4)− 49280β3α(25+ 75bα2 − 864cα4)+ 2838528cα3β5
− 3465β2(150+ 1525α2 + 2000bα4 − 14336cα6)+ 138600α2β4(−5b+ 128cα2) = 0, (22)
8
1125β2

6875α5 + 3000bα7 − 9216cα9 + 15β2α(150− 1525α2 − 1200bα4 + 6144cα6)
− 10β3(225+ 32(50α2 + 75bα4 + 576cα6))− 360α3β7(25b− 384cα2)+ 36864cα4β5 = 0. (23)
The roots of Eqs. (22)–(23) are
α = 1.4393, b = 1, c = −1, β = 0.3851. (24)
By substituting the values of α, β, b and c into the expression for the functional integral J produces analytical expressions
like
J = 9504.68. (25)
Fig. 2(a)–(b), shows an example of the third-order solution (19) with initial condition (20) for the KdV equation (2) and the
Lagrangian L(t, x), with the parameters α = 1.4393, b = 1, c = −1, and β = 0.3851 in the intervals −1 < t < 1 and
−1 < x < 1, respectively. Here, we note that the latter figures represent a stable system.
3.3. The fourth-order solution
The fourth-order solution for the KdV equation with higher order nonlinearity (2) can be chosen as [28,29]
v(t, x) =
0, at t > 1, x > 1,α(1− x)4 + β(1− t)4, at |t| < 1, |x| < 1,16(α + β) exp (α(1+ x)+ β(1+ t)) , at t < −1, x < −1, (26)
subject to initial condition
v(0, x) = β + α(1− x)4, at |x| < 1. (27)
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b
Fig. 1. (a)–(b) shows an example of the Lagrangian L(t, x) (9), in the interval−1 < t < 1 and−1 < x < 1 by choosing the trial functions (11) and initial
condition (12) with the parameters α = 0.8298, b = 1, c = −1, and β = 0.2647.
In Eqs. (26) and (27), we have two free parametersα andβ . A direct calculation yields the values of the Lagrangian calculated
with the trial function (26) into the functional integral (8). We obtain the functional integral in the form
J(v) = 128α
195
(1404α − 19968α2 − 40960bα3 + 638976cα4 − 195β)
− 32 (α + β)
2
1125β

1125β + α2(−16000β + α(−17125+ 96(α + β)2(125b+ 768cα(α + β)))) . (28)
Varying the expression (32) with respect to α, β, b and c , respectively, we get
−32
14625β

8626176cα8 + 38338560cα7β + 24βα3(8000b(256+ 13β2)+ 13(−8375+ 12288cβ4))
+ 43680α6(25b+ 1536cβ2)+ 2925α2β(6144− 655β + 160bβ3)+ 149760α5(25bβ + 384cβ3)
+ 87750β2 − 650αβ(1251+ 640β2)+ 325α4(−3425+ 576β(25bβ + 128c(−40+ β3))) = 0, (29)
32
1125β2

α5(−17125+ 12000bα2 + 73728α4)− 15β2α(450− 3275α2 + 4800bα4 + 49152cα6)
− 10β3(225+ 128α2(−25+ 75bα2 + 1152cα4))− 1440α3β4(25b+ 768cα2)− 294912cα4β5 = 0. (30)
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b
Fig. 2. (a)–(b), represent the Lagrangian (9), in the interval −1 < t < 1 and −1 < x < 1, by choosing the trial function (19) and initial condition (20),
with the parameters α = 1.4393, b = 1, c = −1, and β = 0.3851.
The roots of Eqs. (29)–(30) are
α = 0.169, b = −1, c = −1, β = 2.031. (31)
By substituting the values of α, β, b and c into the expression for the functional integral J produces analytical expressions
like
J = −140.721. (32)
Fig. 3(a)–(b) shows an example of the fourth-order solution (26) with initial condition (27) for the KdV equation (2) and
the Lagrangian L(t, x), with the parameters α = 0.169, b = −1, c = −1 and β = 2.031 in the interval −1 < t < 1 and
−1 < x < 1, respectively.
3.4. Exponential solution
We can choose the exponential solution for the KdV equation with higher order nonlinearity (2) as [28,29]
v(t, x) =
exp(2α + 2β − αx− βt), at t > 1, x > 1,
exp(αx+ βt), at |t| < 1, |x| < 1,
exp(2αx+ 2βt + α + β), at t < −1, x < −1,
(33)
subject to initial condition
v(0, x) = exp(αx), at |x| < 1. (34)
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b
Fig. 3. (a)–(b) shows an example of solution (26) with initial condition (27) and the Lagrangian (9), with the parameters α = 0.169, b = −1, c = −1 and
β = 2.031 in the interval−1 < t < 1 and−1 < x < 1.
By straightforward calculation, we get the values of the Lagrangian calculated with the trial functions (33)–(34) into the
functional integral (8), we obtain the functional integral in the form
J(v) = exp(−5(α + β))
72000β
−8000α2 exp(2α + 8β)− 8000α2 exp(2α + 2β) (exp(6α)− 3)
+ 375bα3 exp(α + β) (exp(8α)− 5)− 375bα3 exp(α + 9β) (2 exp(8α)− 1)
+ 144cα4 (exp(10α)+ exp(10β)− 9)− 9000(α3 − β) exp(3α + 7β) (2 exp(4α)− 1)
− 9000 exp(3α + 3β) 2β − 5α3 + exp(4α)(α3 − β) . (35)
Varying the expression (35) with respect to α and β , respectively, we get
exp(−5(α + β))
72000β
(8000α(3α − 2) exp(2α + 2β) (exp(6β)− 3)− 8000α(3α + 2) exp(8α + 2β)
− 375bα2(4α − 3) exp(α + β) (exp(8β)− 5)− 375bα2(4α + 3) exp(9α + β) (2 exp(8β)− 1)
− 144cα3(5α − 4) (exp(10β)− 9)+ 9000(α2(2α + 3)− 2β) exp(7α + 3β) (2 exp(4β)− 1)
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+ 9000 exp(3α + 3β) −5α2(2α − 3)+ exp(4β) α2(2α − 3)− 2β+ 4β
+ 144cα3(5α + 4) exp(10α) = 0, (36)
exp(−5(α + β))
72000β2
−8000α2(3β − 1) exp(2α + 8β)+ 8000α2(3β + 1) exp(2α + 2β) (exp(6α)− 3)
− 375bα3(4β − 1) exp(α + 9β) (2 exp(8α)− 1)− 375bα3(4β + 1) exp(α + β) (exp(8α)− 5)
+ 144cα4(5β − 1) exp(10β)+ 9000(−2β2 + α3(2β − 1)) exp(3α + 7β) (2 exp(4α)− 1)
+ 9000 exp(3α + 3β) 4− 2 exp(4α)β2 + α3(1+ 2β) (exp(4α)− 5)
− 144cα4(5β + 1)(exp(10α)− 9) = 0. (37)
The roots of Eqs. (36)–(37) are
α = 0.456, b = −1, c = 1, β = 0.118, (38)
and
α = 0.461, b = −1, c = −1, β = 0.123. (39)
By substituting the values of α, β, b and c into the expression for the functional integral J produces analytical expressions
like
J = −0.448, J = −0.456. (40)
Figs. 4(a)–(b) and 5(a)–(b), shows an example of the exponential solution (33)with initial condition (34) for the KdV equation
(2) and the Lagrangian L(t, x), with the parameters α = 0.456, b = −1, c = 1, β = 0.118 and α = 0.461, b = −1, c =
−1, β = 0.123 in the interval−1 < t < 1 and−1 < x < 1, respectively. Here we note that the latter figures represent a
stable system.
3.5. Sinh solution (first case)
The solution for the KdV equation with higher order nonlinearity (2) can be chosen as
v(t, x) =

0, at t > π, x > π,
sinh(απ + βπ − αx− βt), at |t| < π, |x| < π,
1
2
(exp (3απ + 3βπ + αx+ βt)− exp (−απ − βπ + αx+ βt)) , at t < −π, x < −π,
(41)
subject to initial condition
v(0, x) = sinh(απ + βπ − αx), at |x| < 1. (42)
After applying straightforward steps, we get the values of the Lagrangian calculated with the trial function (41)–(42) into
the functional integral (8), we obtain the functional integral in the form
J(v) = 1
576000β

α
−448000α − 6375bα2 − 576000π2β2 + 64α3(298c − 1125(8+ b)π2β)
+ 36000β(cosh[4πα] + cosh[4πβ] − 2 cosh[4π(α + β)])+ α2(18000(24− cα2) cosh[2πα]
+ 125(−9bα + 128 cosh[6πα] + 3456 cosh[2πβ] + 128 cosh[6πβ] − 3456 cosh[2π(α + β)]
− 128 cosh[6π(α + β)] − 384 sinh[2π(α + β)] + 128 sinh[6π(α + β)])− α(6000(6− b) cosh[4πα]
+ 375(−b cosh[8πα] + 16(6− b) cosh[4πβ] − b cosh[8πβ] + 12(−16+ b) cosh[4π(α + β)]
+ 2b cosh[8π(α + β)])+ 8cα(125 cosh[6πα] + 9 cosh[10πα] + 2250 cosh[2πβ] + 125 cosh[6πβ]
+ 9 cosh[10πβ] − 2 exp(−2π(α + β))(585+ 560 cosh[4π(α + β)] + 47 cosh[8π(α + β)]
+ 520 sinh[4π(α + β)] + 38 sinh[8π(α + β)])))). (43)
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Fig. 4. (a)–(b), represent the exponential solution (33)with initial condition (34) and the Lagrangian, with the parametersα = 0.456, b = −1, c = 1, β =
0.118 in the interval−1 < t < 1 and−1 < x < 1.
Varying the expression (43) with respect to α and β , respectively, we get
1
576000β
−896000α − 22500bα2 − 576000π2β2 + 256α3(298c − 1125(8+ b)π2β)
+ 72000α(12− cα2) cosh[2πα] + 18000(b− 6)α2 cosh[4πα] + 32000α cosh[6πα] − 4000cα3 cosh[6πα]
+ 1125bα2 cosh[8πα] − 288cα3 cosh[10πα] + 864000α cosh[2πβ] − 72000cα3 cosh[2πβ]
− 108000α2 cosh[4πβ] + 18000bα2 cosh[4πβ] + 32000α cosh[6πβ] − 4000cα3 cosh[6πβ]
+ 1125bα2 cosh[8πβ] − 288cα3 cosh[10πβ] − 480α(1800+ 200πα − 150cα2 + 3cπα3) cosh[2π(α + β)]
+ 13500(16− b)α2 cosh[4π(α + β)] + 80α(50(−8+ cα2)+ 3πα(400+ 9cα2)) cosh[6π(α + β)]
− 2250bα2 cosh[8π(α + β)] + 144cα3(2− 5πα) cosh[10π(α + β)] + 864000πα2 sinh[2πα]
− 36000cπα4 sinh[2πα] − 144000πα3 sinh[4πα] + 24000bπα3 sinh[4πα] + 144000πβ sinh[4πα]
+ 96000πα2 sinh[6πα] − 6000cπα4 sinh[6πα] + 3000bπα3 sinh[8πα] − 720cπα4 sinh[10πα]
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b
Fig. 5. (a)–(b), represent the exponential solution (33) with initial condition (34) and the Lagrangian, with the parameters α = 0.461, b = −1, c =
−1, β = 0.123 in the interval−1 < t < 1 and−1 < x < 1.
+ 480α(−200− 6cα2 − 75πα(24− cα2)) sinh[2π(α + β)] + 144cα3(5πα − 2) sinh[10π(α + β)]
+ 80α(400+ 18cα2 + 75πα(cα2 − 16)) sinh[6π(α + β)] − 6000bπα3 sinh[8π(α + β)]
− 18000π((b− 16)α3 + 16β) sinh[4π(α + β)] = 0, (44)
1
576000β2

4α(α(112000+ 1875bα − 4768cα2)− 144000π2β2)+ 18000α2(cα2 − 24) cosh[2πα]
+ 6000(6− b)α3 cosh[4πα] − 16000α2 cosh[6πα] + 1000cα4 cosh[6πα] − 375bα3 cosh[8πα]
+ 72cα4 cosh[10πα] − 432000α2 cosh[2πβ] + 18000cα4 cosh[2πβ] + 36000α3 cosh[4πβ]
− 6000bα3 cosh[4πβ] − 16000α2 cosh[6πβ] + 1000cα4 cosh[6πβ] − 375bα3 cosh[8πβ]
+ 72cα4 cosh[10πβ] − 240α2(200(2πβ − 9)+ 3cα2(25+ 2πβ)) cosh[2π(α + β)]
+ 4500(b− 16)α3 cosh[4π(α + β)] + 40α2(400(6πβ + 1)+ cα2(54πβ − 25)) cosh[6π(α + β)]
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+ 750bα3 cosh[8π(α + β)] − 72cα4(10πβ + 1) cosh[10π(α + β)] + 864000α2πβ sinh[2πβ]
− 36000cα4πβ sinh[2πβ] − 144000α3πβ sinh[4πβ] + 24000bα3πβ sinh[4πβ] + 144000πβ2 sinh[4πβ]
+ 96000α2πβ sinh[6πβ] − 6000cα4πβ sinh[6πβ] + 3000bα3πβ sinh[8πβ] − 720cα4πβ sinh[10πβ]
+ 240α2(200+ 3cα2 + 150π(cα2 − 24)β) sinh[2π(α + β)] − 6000bα3πβ sinh[8π(α + β)]
− 18000πβ((b− 16)α3 + 16β) sinh[4π(α + β)] + 72cα4(1+ 10πβ) sinh[10π(α + β)]
− 40α2(400(1+ 6πβ)+ 3cα2(3− 50πβ)) sinh[6π(α + β)] = 0. (45)
The roots of Eqs. (44)–(45) are
α = 0.513, b = 1, c = 1, β = −0.502. (46)
By substituting the values of α, β, b and c into the expression for the functional integral J produces analytical expressions
like
J = −81.636. (47)
Fig. 6(a)–(b), shows an example of the sinh solution (41) with initial condition (42) for the KdV equation (2) and the
Lagrangian L(t, x), with the parameters α = 0.513, b = 1, c = 1, β = −0.502 in the interval −π < t < π and
−π < x < π , respectively. Here we note that the latter figures represents a stable system.
3.6. Sinh solution (second case)
The solution for the KdV equation with higher order nonlinearity (2) can be chosen as
v(t, x) =

1
2
(exp (2π + 2πα + 2πβ − αx− βt)− exp (−αx− βt − 2π)) , at t > π, x > π,
sinh(2π + αx+ βt), at 0 < t < π, 0 < x < π,
sinh(2π + t + x), at − π < t < 0, − π < x < 0,
0, at t < −π, x < −π,
(48)
subject to initial condition
v(0, x) =

sinh(2π + αx), at 0 < x < π,
sinh(2π + x), at − π < x < 0. (49)
A direct calculation yields the values of the Lagrangian calculatedwith the trial function (48)–(49) into the functional integral
(8). We obtain the functional integral in the form
J(v) = 1
1152000
[exp[−10π ](8c(−9− 125 exp[4π ] + 18 exp[5π ] + 250 exp[7π ] − 2250 exp[8π ]
+ 4500 exp[9π ] − 4768 exp[10π ] + 4500 exp[11π ] − 2250 exp[12π ] + 250 exp[13π ] + 18 exp[15π ]
− 125 exp[16π ] − 9 exp[20π ])− 125 exp[2π ](−128 exp[2π ](1− 2 exp[3π ] + 27 exp[4π ] − 54 exp[5π ]
− 54 exp[7π ] + 27 exp[8π ] − 2 exp[9π ] + exp[12π ] + exp[6π ](56− 36π2))+ 3b(1+ 14 exp[4π ]
− 32 exp[6π ] − 32 exp[10π ] + 14 exp[12π ] + exp[16π ] + exp[8π ](34+ 96π2))))
+ 1
1152000β

exp[−5π(4+ 2α + β)](375b exp[π(12+ 6α + β)](exp[4πα] − 1)α3+
+ 72c exp[5π(2+ α)](exp[5πα] − 1)α4 + 18000 exp[π(12+ 9α + 4β)](exp[πα] − 1)α2(cα2 − 24)
+ 1000 exp[π(14+ 7α + 2β)](exp[3πα] − 1)α2(cα2 − 16)+ 6000 exp[π(16+ 8α + 3β)]
× (exp[2πα] − 1)((b− 6)α3 + 6β)+ exp[5π(2+ α + β)](375b exp[π(2+ α)]α3
+ 375b exp[9π(2+ α)]α3 − 375b exp[π(2+ 5α)]α3 − 375b exp[π(18+ 5α)]α3
+ 375b exp[π(18+ 5α + 4β)]α3 − 375b exp[π(18+ 9α + 4β)]α3 + 72cα4 − 72c exp[5πα]α4
+ 72c exp[10π(2+ α)]α4 − 72c exp[5π(4+ α)]α4 + 72c exp[5π(4+ α + β)]α4
3752 A.R. Seadawy / Computers and Mathematics with Applications 62 (2011) 3741–3755
b
Fig. 6. The sinh solution (41) with initial condition (42) and the Lagrangian L(t, x), are shown in (a)–(b), with the parameters α = 0.513, b = 1, c =
1, β = −0.502 in the interval−π < t < π and−π < x < π .
− 72c exp[5π(4+ 2α + β)]α4 + α2(cα2 − 24)(18000 exp[4π(2+ α)] + 18000 exp[6π(2+ α)]
− 18000 exp[π(8+ 5α)] − 18000 exp[π(12+ 5α)] + 18000 exp[π(12+ 5α + β)]
− 18000 exp[π(12+ 6α + β)] + 1000 exp[2π(2+ α)] + 1000 exp[8π(2+ α)] − 1000 exp[π(4+ 5α)]
− 1000 exp[π(16+ 5α)] + 1000 exp[π(16+ 5α + 3β)] − 1000 exp[π(16+ 8α + 3β)])
+ ((b− 6)α3 + 6β)(6000 exp[3π(2+ α)] + 6000 exp[7π(2+ α)] − 6000 exp[π(6+ 5α)]
− 6000 exp[π(14+ 5α)] + 6000 exp[π(14+ 5α + 2β)] − 6000 exp[π(14+ 7α + 2β)])
− 36000 exp[5π(2+ α)]π2αβ((b+ 8)α3 + 8β)))− 1
72000

(sinh[π(2+ α + β)])3
× (8000+ 72c − 72c cosh[2π(2+ α + β)] + 375b sinh[π(2+ α + β)]). (50)
Varying expression (50) with respect to α and β , respectively, we get cumbersome analytical expressions, which we do not
display here. The roots of these equations are
α = 0.028, b = −1, c = 1, β = −1.227. (51)
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Fig. 7. (a)–(b), shows an example of the second case as sinh solutions (48) with initial condition (49) and the Lagrangian L(t, x), with the parameters
α = 0.028, b = −1, c = 1, β = −1.227 in the interval−π < t < 0 and−π < x < 0.
By substituting the values of α, β, b and c into the expression for the functional integral J produces analytical expressions
like:
J = −2.723 ∗ 109. (52)
Figs. 7(a)–(b) and 8(a)–(b), shows an example of the second case as sinh solutions (48) with initial condition (49) for the KdV
equation (2) and the Lagrangian L(t, x), with the parameters α = 0.028, b = −1, c = 1, and β = −1.227 in the interval
−π < t < 0 and −π < x < 0; 0 < t < π and 0 < x < π , respectively. Here we note that the latter figures represent a
stable system.
4. Conclusion
Themotions of long waves in shallowwater under gravity, one-dimensional nonlinear lattice, fluid mechanics, quantum
mechanics, plasma physics and nonlinear optics are described by the KdV equation.We have demonstrated the applicability
of the variational principle method for solving the KdV equation with higher order nonlinearity with the help of some
concrete examples. By using the variational principle method, the exact solutions of the KdV equation with higher order
nonlinearity are given without going into detailed calculation. We discussed the existence of the Lagrangian and the
invariant variational principle for the higher order KdV equation. We demonstrated the simplest version of the variational
approximation, based on trial functions with two free parameters. We approximated the jost functions by quadratic, cubic
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Fig. 8. (a)–(b), shows an example of the second case as sinh solutions (48) with initial condition (49) and the Lagrangian L(t, x), with the parameters
α = 0.028, b = −1, c = 1, β = −1.227 in the interval 0 < t < π and 0 < x < π .
and fourth order polynomials. Also we chose the trial jost functions in the form of exponential and sinh solutions. All
solutions are exact and stable, and have applications in physics.
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