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Abstract: Advances in manufacturing process technology are key ensembles for the production
of integrated circuits in the sub-micrometer region. It is of paramount importance to assess the
effects of tolerances in the manufacturing process on the performance of modern integrated circuits.
The polynomial chaos expansion has emerged as a suitable alternative to standard Monte Carlo-based
methods that are accurate, but computationally cumbersome. This paper provides an overview of the
most recent developments and challenges in the application of polynomial chaos-based techniques for
uncertainty quantification in integrated circuits, with particular focus on high-dimensional problems.
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1. Introduction
Nowadays, micro-electronic circuits are widespread and are used in many activities for personal
and professional use: communication (smartphones), entertainment (personal computer), and spatial
exploration (satellites) are just a few examples. The rapid development of modern high-speed
integrated circuits (ICs) is supported by the technological innovations allowing integration of several
sub-devices (such as digital, analog, micro electro-mechanical systems (MEMS), and radio frequency
(RF) devices) on a single chip. Starting in the early nineties, the steady down-scaling of the device
dimensions along with the integration of more components on a single chip have been the major
sources of growth for modern micro-electronic circuits. This growth is in adherence to the Gordon
Moore prediction, also known as Moore’s Law, stating that the available memory and calculation speed
of microprocessors would have an exponential growth doubling every year [1], and it still stands with
the correction of doubling every 18 months [2].
These miniaturized ICs are not only cost-efficient but also offer high computational power,
functionality, and portability coupled with low power dissipation, driving progress in the
microelectronics industry to higher scaling of electronic circuits.
With the progress in the integration level of ICs moving towards a hundred million transistors
in the next few years, the complexity of such circuits will also increase. Furthermore, such progress
also resulted in an exponentially growing cost of designing, testing, and manufacturing equipment [3].
Mass production and efficient design strategies are the principal methods considered to reduce
production costs and to introduce ICs in the market at a competitive price. In particular, the advances
in manufacturing process technology is one of the core factors that make manufacturing ICs in the
sub-micrometer region possible. However, various technological challenges emerge when such small
geometries are used to realize large-scale ICs [4].
Electronics 2018, 7, 30; doi:10.3390/electronics7030030 www.mdpi.com/journal/electronics
Electronics 2018, 7, 30 2 of 21
Hence, the robust design of modern ICs is fundamental, especially considering that the impact on
the circuit performance in terms of geometrical or electrical parameter variations due to uncertainty
sources has become increasingly relevant in the nanometer region [5–7]. Different types of variations
are present, such as routing/layout uncertainties, and changes in a device’s operating conditions due
to temperature fluctuations; however, the tolerances of the manufacturing process rank among the
major ones. Fundamentally, during the manufacturing process, a mismatch is introduced between
devices that are designed to be the same. Moreover, different manufacturing phases are affected by
process variations, such as etching, lithography, and polishing [8]. Hence, these uncertainties have
become a major concern in IC design [6,9–11], and the process of identifying the effect on the circuit
performance of geometrical or electrical parameters variability is generally referred to as uncertainty
quantification (UQ) or uncertainty analysis.
Typically, Monte Carlo (MC)-based methods [12] are used as a standard approach to UQ thanks to
their accuracy and ease of implementation. Basically, such approaches are sampling-based techniques:
first, the circuit under study is simulated via suitable computer-aided design (CAD) programs,
depending on the type of system under study (for example, electromagnetic simulators, such as
ADS Momentum (Momentum EEsof EDA, Agilent Technologies, Santa Rosa, CA, USA), or circuit
simulators, such as PSpice (Cadence Design Systems, San Jose, CA, USA) circuit simulators can be
adopted), for a large set of samples of the random parameters considered, chosen according to their
pertinent distributions. Then, based on the data obtained so far, the statistics and uncertainty analysis
can be computed. Unfortunately, MC simulations require a substantial number of samples to converge,
since it can be proved that the accuracy of the UQ results performed via the MC method depends on
the inverse square root of the number of simulations performed. Since CAD simulations are often
computationally expensive, due to the increased complexity of modern ICs, the MC method can be
computationally prohibitive.
Alternatively, there has been an increasing interest in applying stochastic spectral methods
as an efficient alternative to the computationally cumbersome MC-based techniques for UQ in
circuit simulations: such as the polynomial chaos (PC) expansion [13,14], stochastic collocation
(SC) methods [15,16], and stochastic reduced order models (SROMs) [17,18]. Among the different
techniques presented in the literature, PC-based methods have attracted great interest in the research
community for three main reasons: the capability to tackle UQ problems defined in the frequency-
and time-domain considering different types of systems, linear and nonlinear, and involving random
variables of different distributions, even in the presence of correlation; the efficiency in estimating
stochastic moments (i.e., the mean and standard deviation can be computed via suitable analytical
formulas); and the ease of integration in modern CAD tools, for example, via non-intrusive approaches
or via the calculation of suitable equivalent circuits describing the variability of the system under study.
All these characteristics will be described below. Thanks to their accuracy, efficiency, modeling power,
and flexibility, the number of publications and citations on PC-based techniques for applications in the
electrical and electronics fields has been sharply increasing over the last years, see Figure 1.
The objective of this paper is to provide an overview of the most recent developments in the
application of the PC expansion for the UQ of modern ICs. In particular, this study does not focus on
giving a complete description of the mathematical properties of the PC expansion, which have been
thoroughly discussed in the literature, see, for example, [13,14,19–24]; rather, the goal is to provide the
reader with an illustration of the reasons behind the success of PC-based approaches and a description
of the unique features of the application of the such methods for different electromagnetic and electronic
UQ applications. This work is organized as follows: the characteristics of process-induced variations
are presented in Section 2, while an overview of the PC expansion method is given in Section 3, along
with a description of the challenges associated with a PC model construction. Section 4 highlights
recent developments and applications of PC-based methods of circuit simulations. Challenges and
recent developments in high-dimensional applications are discussed in Section 5, while conclusions
are summed up in Section 6.
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Figure 1. (a) Number of publications per year on PC-based methods for applications in the electrical
and electronic domains, indexed in the ISI Web of Science [25]. (b) Total number of citations of PC-based
methods for applications in the electrical and electronic domains, indexed in the ISI Web of Science [25]
2. Problem Setting
In general, two main types of uncertainty sources affect the behavior of modern ICs: temporal
and spatial [26]. The first are time-dependent effects, which can be divided into wearout or aging,
which permanently degrade the circuit performance over time (e.g., hot carrier injection), and transient
disturbances, which manifest only for a limited period of time and, usually, do not permanently
deteriorate the circuit performance (such as electromagnetic interference). Spatial variability, instead,
is caused by the fabrication process of modern ICs: its effects manifest immediately after production
and are fixed over time. In particular, spatial uncertainty effects can be divided into two categories:
the ones causing a mismatch (intradie variations) between devices on the same die that are designed
to be identical, and the interdie ones causing variations between devices separated by a long distance
(from die to die) or that are manufactured at a different time (between wafer to wafer, or lot to lot) [26].
Typically, interdie variations cause a shift in the mean value of the chosen design parameters [26], while
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process-induced mismatch significantly threatens the efficiency of digital circuits, by influencing their
timing closure [8], and analog ones, since matched devices and differential signal paths are fundamental
for most high-performance analog circuits [27]. Hence, this contribution focuses on analyzing the
mismatch resulting from the tolerances of the manufacturing process.
In this scenario, excluding systematic or epistemic uncertainty sources (which are uncertainties
due to a lack of knowledge), the device-related sources of spatial unreliability can be described as
random [26] and can be characterized in a statistical way. Hence, the process-induced variations can
be represented by considering the geometrical (i.e., the width and length of an interconnection and
the thickness of a dielectric material) or electrical (i.e., the threshold voltage of a transistor and the
relative permittivity of the substrate) parameters of the device under study as random variables with a
suitable distribution. The nominal value of these random variables represents the value chosen during
the design phase, while the probability distribution describes the likelihood for a chosen parameter
to assume specific value close to its nominal one. In this framework, the performance of the circuit
under study is no longer deterministic anymore and can be characterized via suitable UQ techniques,
see Figure 2.
Input
Electronic Devices
Output
Random variables:
Random dopant effects
Line edge
Width roughness
Material properties, etc.
Figure 2. Example of the effect of uncertain parameters on a system response. In the presence of
random variables, the response to a deterministic stimulus is not deterministic anymore and must be
characterized in a statistical manner: the red line denotes the nominal response, while the gray area
indicates its fluctuation.
Hence, the main goal of UQ is to quantify the effect of the process variations on the circuit
performances, which can be described in terms of the port’s voltage and current, and other specific
performance indicators of the device under study, such as the gain and total harmonic distortion of an
RF amplifier or the quality factor of an inductor. To this aim, the PC expansion builds a mathematical
model of the stochastic variations in the circuit considered, starting only from the knowledge of the
distribution of the random parameters considered, which is able to accurately and efficiently describe
the stochastic variations in the circuit performance.
3. Polynomial Chaos Expansion
In 1938, Wiener [19] discussed the role of Hermite polynomials and homogeneous chaos in the
integration theory with respect to the Brownian motion. However, the research based on the PC
expansion received a new impulse in the last twenty years, see Figure 1, thanks to recent research
developments. For example, in [20], the Hermite-chaos has been applied in combination with the
finite element method to address uncertainties in various problems in solid mechanics, one of the
first successful applications in the early nineties, while in [13] an optimal Askey scheme-based PC
(or generalized polynomial chaos (gPC)) has been proposed to study stochastic processes depending
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on random variables with different distributions. The theory of the PC expansion has strong
mathematical rigor and complexity, which has been studied in several publications in the literature, see,
for example, [13,14,19–24,28]. However, considering the aim of this review paper, only an overview
of the most relevant properties of the PC expansion will be given in the following, in order to focus
on its application for UQ problems in the electrical and electronics domains. Suitable references are
provided.
3.1. Preliminaries: PC Properties
The PC expansion can be considered as a mathematical model that is able to solve stochastic
problems: the response of a system under stochastic effects can be represented via some properly
constructed basis functions.
Indeed, let us consider a stochastic process Y(x, t, ξ) with finite second-order moments,
depending on the normalized random variables collected in the vector ξ:
Y(x, t, ξ) = L (x, t, ξ) (1)
where t ∈ [0, T] represents the time, x is the state vector, andL is an operator (linear or nonlinear).
Now, Y can be expressed as an infinite series of orthogonal basis functionsϕi with suitable coefficients
αi as [13,14,23]
Y(t, ξ) =
∞
∑
i=0
αi(t)ϕi(ξ) (2)
where the representation in (2) is exact. However, for practical applications, Equation (2) must be
truncated to a limited number of basis functions M+ 1 via suitable truncation schemes, as will be
discussed in detail in the next sections, leading to
Y(t, ξ) ≈
M
∑
i=0
αi(t)ϕi(ξ). (3)
Furthermore, the basis functions follow the orthogonality conditions:
< ϕi(ξ),ϕj(ξ) >=
∫
Ω
ϕi(ξ)ϕj(ξ)W(ξ)dξ = aiδij for i, j = 0, . . . , M (4)
where <·, ·> denotes the inner product, ai are real numbers, δij is the Kronecker Delta function, and
W(ξ), the weighting function in the theory of orthogonal polynomials [13,23], is a probability measure
with support Ω. Note that Equation (4) defines an inner product in the stochastic space Ω, which is the
domain of variation in the random variables ξ: when more than one random variable is considered,
such inner product is a multi-dimensional integral. Furthermore, a set of orthonormal basis functions
can always be obtained via standard normalization procedures: in this case, ai = 1 for i, j = 0, . . . , M.
Without loss of generality, the basis functionsϕi will be considered as an orthonormal set in the rest of
the publication.
When applying the PC expansion for the UQ of electronic circuits, the stochastic process Y
represents the quantities of interest (the voltage and the current at the input and output ports of the
circuit, for example), while the geometrical or electrical parameters varying due to the tolerances of the
manufacturing process are described by the random variables ξ (for example, the threshold voltage
or the channel width of the circuit transistors). It is important to note that Equation (3) can also be
formulated in the frequency domain, by simply replacing the time t with the frequency f : in this case,
the PC expansion can also be applied to analyze the variations in the frequency response (described
by different representations, such as scattering, impedance, or admittance parameters) of any passive
multiport circuits (such as interconnections, distributed filters, and connectors).
One of the main reasons behind the success of PC-based methods is the ability to perform UQ of
complex circuits with high accuracy and efficiency. Indeed, once a PC model in the form of Equation (3)
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is obtained, stochastic moments like the mean µ and variance σ2 of Y can be analytically calculated
based on the PC expansion coefficients as [23]
µ(Y(t, ξ)) = α0(t) (5)
σ2(Y(t, ξ)) =
M
∑
i=1
α2i (t). (6)
Apart from all moments, complex stochastic functions of Y , such as the cumulative distribution
function (CDF) and probability density function (PDF), can be efficiently obtained via the (inexpensive)
sampling of (3). Moreover, the PC model can also be used for sensitivity analysis, and PC-based
SOBOL indices can be determined easily from the PC expansion coefficients [29–31].
3.2. Computing a PC Model
The first step to obtain a model in the form of Equation (3) is to estimate the basis functionsϕi,
which are typically polynomial functions of ξ, which will be described in the following. A fundamental
property of the PC method is that the basis functions must satisfy the orthogonality relation (4).
In general, the inner product in (4) can be defined for different types of weighting function W(ξ);
however, it is possible to prove that the optimal convergence rate of a PC model can be achieved
when the weighting function W(ξ) corresponds to the joint PDF of the random variables considered
expressed in a standard form, since the random variables ξ are normalized [13,32]. In this framework,
an optimal convergence rate means that the minimum number of basis functions M+ 1 is necessary
to obtain an accurate PC model (3). Examples of weighting functions for different types of random
variables are given in Table 1.
Table 1. Polynomials of the Wiener–Askey scheme for some random variables [13,33]. Note that Γ
and β are the Gamma and Beta functions, respectively.
Distribution Orthogonal Polynomials PDF Weight Function Support Range
Gaussian Hermite Hek(ξ)
1√
2pi
e
−x2
2 e
−x2
2 [−∞,∞]
Uniform Legendre Pk(ξ) 12 1 [−1, 1]
Gamma Laguerre Lak(ξ)
xae−x
Γ(a+1) x
ae−x [0,∞]
Beta Jacobi Ja,bk (ξ)
(1−x)a(1+x)b
2a+b+1β(a+1,b+1) (1− x)a(1+ x)b [−1, 1]
Hence, the choice of the basis functions depends only on the distribution of the random variables
ξ (more specifically on their joint PDF), and it is not influenced by the type of system under study
(i.e., mixer, oscillator, multistage amplifier, microwave filter, etc.). In particular, if the random variables
ξ are independent, their joint PDF corresponds to the product of the distributions of each random
variable: in this case, the corresponding basis functionsϕi can be calculated as product combinations
of the orthogonal polynomials corresponding to each individual random variable φ [23]:
ϕj(ξ) =
N
∏
k=1
φik(ξk)
N
∑
k=1
ik ≤ P and 0 ≤ j ≤ M (7)
where N is the number of random variables considered, and P is the maximum order of the polynomials
in (3). Furthermore, for random variables with specific PDFs (indicated in the sequel as standard
distributions), the optimal basis functions are known and are formed by the polynomials of the
Wiener–Askey scheme [13], as shown in Table 1. For example, in the Gaussian PDF case, the basis
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functions are the Hermite polynomials; in the uniform PDF case, the basis functions are the Legendre
polynomials.
Now, since the PC basis functions are polynomials, they also include a constant term (corresponding
to a polynomial of degree zero). Such basis function is usually indicated asϕ0(ξ), and it is possible to
prove thatϕ0(ξ) = 1 for orthonormal basis functions. Indeed, Equation (4) for i, j = 0 becomes
< ϕ0(ξ),ϕ0(ξ) >=
∫
Ω
ϕ0(ξ)ϕ0(ξ)W(ξ)dξ. (8)
Let us assume ϕ0(ξ) = c, where c is an arbitrary real number. Hence, Equation (8) can be
written as
< ϕ0(ξ),ϕ0(ξ) >= c2
∫
Ω
W(ξ)dξ. (9)
Since W(ξ) is a probability density function (as discussed above), the integral of such a function
over the entire stochastic space is equal to 1, by definition. Hence, it is possible to write
< ϕ0(ξ),ϕ0(ξ) >= c2. (10)
It follows that c = 1 for orthonormal basis functions.
At this point, it is easy to derive Equations (5) and (6). Indeed, Equation (5) is given by
µ(Y(t, ξ)) =
∫
Ω
Y(t, ξ)W(ξ)dξ. (11)
Sinceϕ0(ξ) = 1, it is possible to write
µ(Y(t, ξ)) =
∫
Ω
Y(t, ξ)ϕ0(ξ)W(ξ)dξ =< Y(t, ξ),ϕ0(ξ) > . (12)
By expressing Y(t, ξ) via its PC model (3) and by considering the orthogonality of the PC basis
functions (4), leads to
µ(Y(t, ξ)) =< Y(t, ξ),ϕ0(ξ) >= α0(t). (13)
Similarly, Equation (6) can be derived as
σ2(Y(t, ξ)) =
∫
Ω
[Y(t, ξ)− µ(Y(t, ξ))]2 W(ξ)dξ
=
∫
Ω
[
Y2(t, ξ) + µ2(Y(t, ξ))− 2Y(t, ξ)µ(Y(t, ξ))]W(ξ)dξ
=
∫
Ω
[
Y2(t, ξ) + α20(t)− 2α0(t)Y(t, ξ)
]
W(ξ)dξ
=< Y(t, ξ), Y(t, ξ) > +α20(t)− 2α20(t).
Thanks to Equation (4), it is possible to write
σ2(Y(t, ξ)) =
M
∑
i=0
α2i (t)− α20(t) =
M
∑
i=1
α2i (t). (14)
Now, for random variables with arbitrary distribution, the basis functions can be computed via
several techniques, such as [32,34,35]. It is important to note that PC models can also be obtained
if the random variables ξ are correlated [13,23]: indeed, approaches based on suitable variable
transformations (such as the Karhunen-Loéve expansion [36] or the copula theory [14]) can be adopted.
Hence, without loss of generality, in the rest of the section only the case of independent random
variables will be considered.
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Once the basis functions have been estimated, the next step is to truncate the infinite PC
expansion (2) to a limited number of M+ 1 terms. Since the independent random variable Equation (7)
holds, it is possible to prove that the total number of basis functions M+ 1 in (3) can be expressed as
M+ 1 =
(N+ P)!
N!P!
. (15)
A PC model obtained via Equations (7) and (15) is formed by polynomials up to a maximum
degree P (also called order of the PC model): this truncation strategy is usually referred to as a “total
order expansion” [23]. Now the question arises as to how an order P that will give accurate results for
the specific problem at hand can be chosen. It has been proven in the literature that a relatively small
order 2 < P < 5 is sufficient to achieve the desired accuracy for many applications in the electronics
domain, since the variations in the parameter values induced by the tolerance of the manufacturing
process are relatively limited [37,38]. Hence, a popular strategy is to choose a priori the order of the
expansion P for the problem at hand. Alternatively, an adaptive strategy can be adopted based on
cross-validation in the estimation of stochastic moments, such as [39], or methods computing sparse
PC models, where only the significant terms out of all the M + 1 elements in (3) are used, see, for
example, [40,41].
A different truncation approach is called “tensor-product expansion” [23]: the PC basis functions
are formed by the product combination of the orthogonal polynomials corresponding to each individual
random variable φ, as in (7), but the maximum order of φ is chosen, rather than the maximum order
of the overall basis functionsϕ, leading to
M+ 1 =
N
∏
k=1
(pk+ 1) (16)
where pk is the maximum degree of the polynomials corresponding to the k-th random variable.
Note that the PC basis functions obtained via the “total order expansion” are a subset of the ones given
by the “tensor-product expansion” by choosing pk = p for k = 1, . . . , N and p = P. Given that one of
the main limits of the PC expansion is the rapid increase of the terms in (3) with respect to the number
of random variables and the order of the polynomial considered, as discussed in details in Section 5,
the “total order expansion” is commonly adopted as the truncation strategy.
Finally, in order to obtain a PC model in the form of Equation (3), the coefficients αi must be
computed. Note that an accurate estimation of such coefficients is fundamental for UQ purposes: for
example, stochastic moments such as mean and variance depend only on αi, see Equations (5) and (6).
However, differently from the basis functions, the PC coefficient estimation depends on the type of
system considered.
Indeed, modern high-speed ICs rely on heterogeneous devices and components (i.e., connectors,
operational amplifiers, filters, interconnections, etc.), where each type of electric and electronic
component has its unique characteristics and corresponding set of specifications that designers must
satisfy. Hence, it is possible to classify the different types of devices in broad classes, such as lumped
or distributed, passive or active, and linear or nonlinear. Note that any electric and electronic device or
component falls into multiple categories: a microstrip line is a distributed, linear, and passive element,
while a typical operational amplifier is a lumped, nonlinear, and active device.
These distinctions reflect important physical differences in the device’s behavior, leading to
different methods used to characterize them: for example, general linear and passive systems are
typically analyzed in the frequency domain by means of their transfer function, which can be expressed
in different representations (i.e., impedance, admittance, or scattering parameters), while nonlinear
(typically) active elements are mainly studied in the time domain. These differences require the
adoption of suitable methodologies to characterize the specific device or component considered:
the transfer function estimation is, in general, performed via full-wave electromagnetic simulations,
while SPICE-like circuit simulators are adopted for the time-domain analyses.
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Hence, different PC-based techniques have been developed over the years by the research
community tailored on the types of devices or components considered: lumped element
circuits [42–44], multiconductor transmission lines [45–47], generic linear multiport systems [37,39,48],
and nonlinear systems [38,49–53]. Additional details are given in the next section, where a review of
the main applications of the PC method in electrical and electronics problem is presented.
4. PC-Based Applications in Electronics
In general, there are two possible strategies to compute the PC coefficients for a specific application
at hand: intrusive or nonintrusive approaches. The first are sampling-based methods requiring to
solve the problem at hand multiple times for specific values of the random variables considered,
chosen according to a suitable sampling strategy [20,24]. Note that a deterministic problem is
solved at each iteration. In this regard, this strategy is similar to MC-based methods, with the
important difference that the number of samples required for the computation of PC models is
limited (unless the number of random parameters considered is high, as it will be discussed in
Section 5). The latter requires modification of the fundamental equations governing the system under
study (e.g., Telegrapher’s or modified nodal equations) in order to obtain a new system of equations
where the desired PC coefficients are the unknowns [23]. The main difference between these two
approaches is that nonintrusive techniques are easy to implement and use existing code as black-box
(no modifications of the system fundamental equations are required), while intrusive ones generally
lead to a coupled system of equations, which can be more expensive to solve with respect to the
original problem, but all the PC coefficients can be determined in a single run.
In the following, an overview of the characteristics of some popular PC-based techniques is
given, including spectral projection [13,23], linear regression [23,54,55], Galerkin projection-based
approaches [24,56,57], and stochastic testing [38,58,59].
• Spectral Projection or Collocation Approach: By definition, the PC coefficients αi can be
expressed as [13,23]
αi(t) = 〈Y(t, ξ),ϕi(ξ)〉 for i = 0, . . . , M. (17)
Note that Equation (17) can be directly obtained by projecting Equation (3) onto each basis
functionϕi for i = 0, . . . , M and by employing the orthonormal relation of Equation (4) (where
ai = 1 in Equation (4) for orthonormal basis functions). Now, the inner product in Equation (17)
can be written as a suitable multi-dimensional integral (see Equation (4)):
αi(t) =
∫
Ω
Y(t, ξ)ϕi(ξ)W(ξ)dξ for i = 0, . . . , M. (18)
In general, it is not possible to solve Equation (18) analytically, but numerical integration
techniques can be adopted. Indeed, let us consider a set of K values of the random variables
ξ, indicated with ξk for k = 1, . . . ,K, and the corresponding deterministic solutions Y(t, ξk);
Equation (18) can then be expressed as
αi(t) =
∫
Ω
Y(t, ξ)ϕi(ξ)W(ξ)dξ ≈
K
∑
k=1
Y(t, ξk)ϕi(ξk)wk for i = 0, . . . , M (19)
where the values ξk for k = 1, . . . ,K (also called quadrature points) and corresponding weights
wk depend on the particular numerical method adopted [60]. For example, the tensor-product
approach is an efficient technique when the number of random variables is small, whereas
sparse grid techniques (e.g., the Smolyak algorithm [61]) are proved to be more efficient for
a large number of random variables (see Appendix A). Note that various adaptive methods
for quadrature node selection have also been introduced in the literature: for example, in [62],
an adaptive algorithm based on nested sparse grids is proposed and applied to a stochastic
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eddy current NDT problems, a weighted Smolyak algorithm is presented in [63], an adaptive
hierarchical sparse grid collocation algorithm and a data-driven sparse grid approach are
illustrated in [64,65], respectively. In conclusion, a spectral projection can be considered as
a nonintrusive strategy, requiring a suitable deterministic problem to be solved K times [23,66].
• Linear regression is a nonintrusive approach whereby the PC coefficients are computed via a
suitable least square problem [23,54,55]. Indeed, let us consider again a set of K samples of our
random variables ξk for k = 1, . . . ,K, the corresponding values of the basis functionsϕi(ξk) and
of the stochastic process Y(t, ξk). Now, by looking at Equation (3), a suitable linear system can be
written as
~ϕ(ξk)~α(t) = ~Y(t, ξk) (20)
where~ϕ(ξk) and~Y(t, ξk) contain the basis functionsϕi(ξk) and realizations Y(t, ξk) computed
for the chosen K values of the random variables, respectively, and~α(t) collects the PC coefficients
to be determined.
If the number of K samples is greater than the M + 1 unknown PC coefficients, then the
system (20) is over-determined and can be solved as a least square problem [54]. Generally, a value
K ≈ 2(M+ 1) is considered to be sufficient for a robust solution and to prevent overfitting [67].
Linear regression has been a popular technique to determine the PC coefficients in various
stochastic problems in circuit analysis. However, the choice of the regression nodes highly impact
the accuracy of the results. As a result, various criteria have been proposed in the literature,
such as random sampling and Latin Hypercube-based approaches [68], which suffer from slow
convergence. An efficient D-optimal approach based on the optimization of a suitable information
matrix has been proposed [69]. Moreover, a sparse linear regression method for high-speed
circuits based on the modified Fedorov search algorithm is described in [70], which utilizes
comparatively few regression nodes for the PC coefficient computation. Linear regression has
been used with optimal regression nodes based on D-optimal design for microwave/RF networks
in a multi-dimensional UQ framework [71]. In [72], the regression nodes are selected by a
non-adaptive quasi-optimal technique (for least squares linear regression), which maximizes a
parameter based on the mutual column orthogonality and the determinant of the model matrix.
Various coherence-based random sampling schemes has also been derived from the properties of
Hermite and Legendre polynomials as proposed in [73].
• The Galerkin Projection method is an intrusive method for evaluating the desired PC coefficients.
As already mentioned, it generates a coupled system of deterministic equations where the PC
coefficients are the unknowns, and these equations can be solved by using suitable numerical
methods. Indeed, let us consider a general system of equations in the form of Equation (1).
Expressing the quantities in Equation (1) depending on the random variables ξ by means of the
PC expansion leads to
Y(x, t, ξ) = L
(
x, t;
M
∑
i=0
αi(t)ϕi(ξ)
)
. (21)
Now, it is possible to project Equation (21) onto each PC basis functionϕj as
〈
Y(x, t, ξ),ϕj(ξ)
〉
=
〈
L
(
x, t;
M
∑
i=0
αi(t)ϕi(ξ)
)
,ϕj(ξ)
〉
for j = 0, . . . , M. (22)
Note that starting from the initial stochastic problem of Equation (1), we have obtained a system
of M + 1 coupled deterministic equations in the form of Equation (22). Indeed, the projection
operator <·, ·> requires integration of the quantity of interest with respect to the random variables
ξ in the stochastic space Ω, as shown in Equations (4) and (18). By solving such system of
equations, the desired PC coefficients αi can be determined. In particular, the obtained coupled
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system of equations has the same form of the original problem of Equation (1) when no stochastic
effects are present: this problem can be solved by means of the same methods applicable to
the “original” problem under study, depending on the type of (linear or nonlinear) operator
L considered. Using the Galerkin Projection method offers an elegant way of computing the
PC coefficients, allowing its application to a wide variety of problems. For example, such
an intrusive approach has been adopted to solve transmission lines [47,74] or stochastic full
wave [75] problems. However, using the Galerkin method poses some challenges: Formulating
and solving the obtained coupled system of equations for the determination of PC coefficients
could be a difficult task. Furthermore, the method, for problems with a high-dimensional random
space [76,77] or when complex mathematical equations are considered, can result in a significant
computational cost.
• Stochastic Testing in [38,58], an efficient and accurate algorithm, was introduced for the UQ
of transistor-level circuits, which has been implemented in a SPICE-type stochastic simulator.
It utilizes a suitable set of K values of the random variables ξ to generate a new system of
deterministic coupled equations as a function of the PC coefficients, starting from the initial
stochastic equations. The first step is to select K testing nodes ξk for k = 1, . . . ,K (also known
as collocation points) from a large pool of candidate nodes (P+ 1)N generated by a suitable
collocation scheme (such as tensor product or sparse grid method [60], see the discussion in the
collocation approach above). The most important nodes are then selected based on the testing
node scheme in [38]. Hence, Equation (21) can be formulated as
R(~α(t), ξ) = {Y(x, t, ξ)−L (x, t; Y)} (23)
where R is the residual function and~α(t) is the vector of the PC coefficients such that αk(t)
for k = 1, . . . ,K. Finally, a system of coupled algebraic equations is generated by enforcing
the residual function to be zero at each of the testing nodes. The resulting equation can then
be directly solved by the stochastic testing solver in an intrusive way in order to estimate the
PC coefficients.
One of the advantages of stochastic testing method over other approaches is its efficiency. Indeed,
this method employs an efficient testing node scheme that significantly reduces the required
number of samples in comparison to the traditional tensor-product and sparse grid-based
methods [22,60]): K = M + 1. Moreover, a decoupling procedure applied inside the intrusive
solver makes the stochastic testing method computationally more efficient than Galerkin-based
approaches [38,58]. A nonintrusive formulation of the stochastic testing approach has been
presented in [59], while in [78], the stochastic testing method is applied to evaluate the
performance of a wireless links under the influence of a large number of random variables
in a nonintrusive manner.
Note that PC-based methods have been extensively used for UQ problems of electrical and
electronics circuits: many techniques have been developed addressing different types of problems.
Giving a complete overview of all the techniques presented in the literature in the last fifteen years is
prohibitive, given the high amount of publications in this area, see Figure 1. However, a brief list of
significant applications is given in the following.
The multi-element generalized PC method (ME-gPC) was introduced to address discontinuities
in the random space by decomposing the random inputs space into disjoint elements [79,80].
Multi-resolution schemes [81,82] allows one to represent the random variables in terms of polynomial
multi-wavelets. In [83–85], the PC expansion has been combined with model order reduction
techniques to study systems described by a large set of equations. In [86], stochastic spectral methods
have been applied to a hierarchical UQ of integrated circuits, while a gradient enhanced PC for
circuit simulation has been introduced in [87]. Recently, multi-fidelity UQ via PC has also received
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considerable interest [88]. In [89], a nonintrusive multi-fidelity approach, based on the regression
method, has been presented.
Notably, several techniques are able to compute a deterministic PC-based equivalent circuit
describing the performance variations in the original circuit under stochastic effects. In particular,
the port voltages and currents of such equivalent circuits are the PC coefficients of the voltage and
current at the port of the original circuit. Different techniques have been proposed, depending on the
particular system under study (i.e., lumped elements and transmission lines [90], general linear and
passive devices [48], and nonlinear circuits [59,91]). Such equivalent circuits are usually referred to
as “augmented circuits” in the PC jargon, since their number of ports are higher with respect to the
corresponding original circuit under stochastic effects.
5. High-Dimensional Problems
PC-based methods have been successfully adopted for different UQ problems with a relatively
small number of random variables, see, for example, [13,22,24,38,47,48,70,74,92]. However, specific
limitations and challenges arise in the application of the PC expansion when a high number of random
variables is considered [93]. Note that the number of terms M+ 1 in a PC model increases rapidly
with respect to the maximum degree of the polynomial basis functions P (also called order of the
expansion) and the number of random parameter N, as shown in Equation (15). While the order of
the expansion is usually limited for typical UQ problems due to the tolerances of the manufacturing
process [37,38], as discussed in Section 3.2, the number of geometrical or electrical parameters under
stochastic effects can be high, especially for complex circuits. Table 2 shows an example of the effect
of the number of random parameters N on the total number of terms in a PC model for different
expansion orders: clearly, the PC model complexity rapidly grows with respect to N, even for a small
degree of the polynomials (e.g., P = 2). Furthermore, the number of evaluations of the stochastic
process under study K to be performed in order to compute a PC model typically depends on M+ 1, as
described in the previous section, for different intrusive and nonintrusive techniques. Since simulations
(or measurements) of complex electromagnetic or electronic systems can be computational expensive,
it is of paramount importance to keep K as small as possible.
Hence, the number of random parameters has an effect on both the model complexity and
computational cost of any PC-based methods, and, when N is sufficiently high, the efficiency of such
approaches can be greatly reduced. In this section, we discuss and highlight the most recent PC-related
developments for UQ of high-dimensional problems by presenting techniques aiming at reducing the
number of samples needed to obtain an accurate PC model and then the ones limiting the number of terms
in the desired PC model.
Table 2. Number of terms (M+ 1) in a PC model (Equation (3)) with respect to the expansion order P
and number of random parameters N computed via Equation (15).
↓ N P = 1 P = 2 P = 3 P = 4 P = 5 P = 6 P = 7
1 2 3 4 5 6 7 8
2 3 6 10 15 21 28 36
3 4 10 20 35 56 84 120
8 9 45 165 495 1287 3003 6435
12 13 915 455 1820 6188 18,564 50,388
5.1. Efficient Sampling Strategies for High-Dimensional Problems
Adopting sparse grids is an efficient method to reduce the number of samples K needed to
compute a PC model, as discussed in Section 4 for the spectral projection or collocation approach.
Sparse grids based on the Smolyak algorithm [22,60,63] selects smaller subsets (or low order
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interactions) of the corresponding full tensor grids, based on suitable criteria. However, strategies
based on sparse grids also have some drawbacks. First, little flexibility is available to choose the number
and location in the stochastic space of the collocation nodes (predefined set of nodes). Furthermore,
while sparse grids offer a comparable accuracy for high dimensions, they also suffer from the curse of
dimensionality (though to a lesser extent). In particular, grids based on the Smolyak algorithm scales
as (2N)P/P! [22], while isotropic sparse grids scale as PlogN [23] for comparable accuracy. More details
about tensor products and sparse grids based on the Smolyak algorithm are given in Appendix A.
Various adaptive sparse grid methods have been proposed in the literature to further mitigate the curse
of dimensionality, such as nested sparse grids [62], weighted Smolyak algorithms [63], hierarchical [64]
and data-driven [65] sparse grids, and the dimension adaptive approach [94].
Recently, there has been a growing interest in the research community about tensor-based
methods [95] to solve high-dimensional UQ problems. Indeed, the application of such techniques
has grown rapidly: micromagnetics [96–98], model order reduction [99,100], big data [101–103],
signal processing [104–107], control design [108,109], and electronic design automation [93].
Basically, a tensor is a multi-dimensional (also known as multi-mode or multi-way) data array.
In general, a d-th order tensor A of size n1× n2× · · · × nd can be denoted as A ∈ Rn1×n2×···×nd ,
where the order of a tensor is the number of dimensions, also known as ways or modes. A vector a ∈ Rn
and a matrix A ∈ Rn1×n2 can be considered as special cases of tensors of order one and two, respectively.
The main benefit of tensor models is their multilinear structure giving a concise representation of
the underlying structure of the corresponding tensor, which is often low-rank. Indeed, in general,
the number of terms in a tensor grows exponentially with the dimension considered (the curse of
dimensionality), which makes it difficult to explicitly store a tensor. Therefore, it becomes necessary to
approximate higher-order tensors by suitable compressing schemes. This can be achieved by tensor
decomposition (primarily low-rank), which is able to compress and represent a high-dimensional
tensor by a smaller number of factors, significantly reducing the cost of storing high-dimensional data
arrays: typically, nd scalars are required to represent a tensorA, whereas, if its low-rank decomposition
exists, only ndr scalars are required to store the same tensor-based on canonical decomposition, where
r is the tensor rank [103].
Various tensor decomposition techniques have been presented in the last several years [95,104].
A literature study of low-rank tensor approximation techniques is carried out in [110]. The most
popular low-rank tensor decomposition techniques are the canonical polyadic, Tucker and tensor-train
decompositions. The properties, applications, and challenges of these techniques are discussed in [93].
Note that, often, the major part of the variation in the data considered is governed by a small
number of latent factors. In this case, it is possible to estimate the corresponding tensor efficiently
(using only a small number of simulations) by exploiting its low-rank part or other properties (such
as sparsity or symmetry [111]). This approach is referred to as tensor recovery, and several methods
have been proposed in the literature. For example, the low-rank property and the sparsity of the PC
expansion were utilized in [103] to estimate a full tensor by using a small number of simulations for
the high-dimensional UQ of ICs and micro-electromechanical systems. In [111], an underlying sparse
structure is exploited to recover a tensor by minimizing a suitable sparsity-measure. A canonical
polyadic decomposition-based method for down-link channel estimation was proposed in [112] for
millimeter wave MIMO-OFDM systems. A high-dimensional hierarchical UQ-based on ANOVA and
tensor-train decomposition has been developed in [113].
5.2. Optimization of PC Models
As discussed before, in the PC framework, the number of terms grows exponentially with respect
to the number of random variables, making it impossible to use standard linear truncation schemes
in a high-dimensional parameter space. However, it is possible to reduce the number of terms in
Equation (3) by using different approaches that rely on one principle: usually, not all the M + 1
coefficients in a PC model are relevant in accurately determining stochastic variations.
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As discussed in Section 3.2, the PC basis functions can be computed as a product combination of
orthogonal polynomials corresponding to each individual random variable: hence, basis functions given
by the products of polynomials corresponding to different random variables describe the interactions
among such variables. A hyperbolic truncation scheme is presented in [114], which considers the
predominant interactions among low-degree polynomial PC basis functions. Hence, among all the
M+ 1 coefficients in a PC model, only a suitable subset is considered and the rest of the coefficients
are discarded, resulting in a sparse PC expansion. Such a hyperbolic truncation scheme selects the basis
functions according to the following criteria:
‖d‖q ≤ P and ‖d‖q ≡
(
N
∑
k=1
iqk
)1/q
(24)
where ik is the index defined in (7) and 0 < q ≤ 1. The parameter q defines the sparsity level: for
values of q close to zero, the corresponding PC model retains only the low-order interactions, while
a value of q = 1 results in a PC model chosen according to (15). Note that choosing q = 0 means
keeping only the univariate polynomials among the entire basis functions (the ones depending only
on one random variable at the time). The impact of q on the sparsity of the resulting PC model is
illustrated in Figure 3, considering N = 2 and P = 5.
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(a) q = 1, N = 2, P = 5, set = 21
0 1 2 3 4 5
0
1
2
3
4
5
(b) q = 0.75, N = 2, P = 5, set = 16
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(c) q = 0.5, N = 2, P = 5, set = 12
Figure 3. The hyperbolic index set for different values of q. The degree of polynomials for the two
random variables is indicated in the x- and y-axes, while the blue exes (×) represent the corresponding
polynomial. The circles indicate which polynomials are retained for a specific value of q. Note that, if
q = 0, only the polynomials laying on the two axes are chosen. (a) shows polynomials retained for
q = 1; (b) shows polynomials retained for q = 0.75; (c) shows polynomials retained for q = 0.5.
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Moreover, in [115], an efficient adaptive algorithm is proposed to select a sparse basis by
optimizing the hyperbolic truncation scheme, which has been applied to UQ of nonlinear circuits.
To this purpose, a greedy iterative approach is used to adaptively increase q until the corresponding PC
model achieves the desired accuracy. Furthermore, the authors in [116] used the hyperbolic truncation
scheme in a power flow application. This is used in combination with a least squares problem and by
adding a penalty term, which further minimizes the high degree of interactions in an adaptive way.
Note that, sparse PC models can also be determined by using iterative algorithms not based on the
hyperbolic truncation scheme. Such algorithms are very useful when the system can be approximated
by a small number of terms (main interactions) that are not known upfront. The least angle regression
(LAR) algorithm proposed in [40] iteratively determines the significant basis sets, improving the overall
accuracy of the PC model. A weighted `1-minimization approach was proposed in [41] to obtain
sparse PC expansions suitable to solve differential equations with high-dimensional random inputs.
6. Conclusions
Thanks to its ability to accurately and efficiently capture stochastic variations, the PC expansion has
been extensively studied and applied for UQ problems in the electrical and electronics domains. In this
work, we provide an overview of the characteristics of PC-based methods and describe the unique
features of the application of the PC expansion for different relevant UQ applications. In particular,
the PC expansion is able to successfully tackle UQ problems with a relatively limited number of random
variables but suffers from the curse of dimensionality in high-dimensional parameter spaces. Indeed,
the number of basis functions in a PC model grows exponentially with respect to the number of random
variables, by construction, affecting both the model complexity and computational cost of any PC-based
methods. To tackle this issue, the research community is investigating several alternative approaches,
such as adaptive sparse grids and low-rank tensor-based methods.
Author Contributions: A.K., D.S. and T.D. contributed to the design and implementation of the research. A.K.
wrote the paper and acted as corresponding author.
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Appendix A. Numerical Quadrature
Numerical quadrature techniques are widely used to approximate integrals in stochastic spectral
methods. In this framework, a one-dimensional integral can be approximated by using a k-point
quadrature formula as ∫
Ω
f(x)W(x)dx ≈
k
∑
i=1
f(xi)wi (A1)
where f(x) is a function, W(x) is a weight function, k is the total number of quadrature points chosen
via suitable quadrature rules, and wi are the corresponding weights. The choice of the quadrature rules
and weights depends on the type of weight function W(x): for the stochastic problems considered
in this paper, W(x) corresponds to a probability density function of a random variable x on a set
Ω ⊆ RN=1, where N is the input dimension. Examples of possible quadrature rules are the Gauss [117]
and Clenshaw-Curtis [118] quadrature. Note that the Clenshaw–Curtis rule results in a nested set
of quadrature points: for instance, given a quadrature rule Qk, the construction of Q2k−1 requires
only the computation of k− 1 additional points, as the values Qk can be reused. The weight wi for
i = 1, . . . , k is given by the i-th roots of the orthogonal polynomials of the weighting function. Hence,
in order to solve (A1), it is sufficient to evaluate the function f(x) only on the quadrature nodes xi for
i = 1, . . . ,K.
Now, multi-dimensional integrals can be computed as
∫
Ω
f(~x)W(~x)d~x ≈
K
∑
i=1
f(~xi)wi (A2)
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where Ω ⊆ RN for N > 1, and K is the total number of quadrature points.
The K points and weights in a multi-dimensional case can be easily obtained by using a tensor
product of the quadrature points and weights chosen for each variable x ∈ ~x. However, the efficiency
of the tensor product-based approach decreases rapidly with respect to N, since the function f(~x) must
be evaluated for a large set of quadrature points.
Sparse grids based on the Smolyak algorithm [60,61] are often employed to lessen the impact of
the number of dimensions on the efficiency of numerical quadrature techniques.
Indeed, the Smolyak algorithm selects a subset of quadrature points from a full tensor product
grid and the corresponding weights are computed as given in [60,61]. By using Smolyak sparse grids,
the quadrature points are given by
HL,N =
⋃
L−N+1≤|~k|≤L
Θ
k1
1 × · · · ×ΘkNN (A3)
where the vector ~k is formed by the desired level (or order) used for each variable, here
|~k| = k1 + · · ·+ kN , and L is the maximum level assumed for the sparse grid. The symbol Θ denotes
the set of quadrature points used in each dimension. Moreover, the Smolyak grid is nested if it is
based on one-dimensional node schemes generating a nested set of points, e.g., the Clenshaw–Curtis
quadrature. However, if non-nested quadrature rules are chosen for some of the parameters, the
resulting sparse grid is not nested.
ξ1
ξ 2
(a) Full tensor product.
ξ1
ξ 2
(b) Sparse grids on Clenshaw–Curtis.
Figure A1. (a) Two-dimensional tensor product based on 17 samples for each variable chosen via the
Clenshaw–Curtis quadrature rule. (b) Corresponding Smolyak sparse grid H4,2.
In order to illustrate the grid construction based on the tensor product and sparse grid,
a two-dimensional example is used here. For each variable, 17 points are chosen via the
Clenshaw–Curtis quadrature rule (the resulting points are the extrema of the Chebyshev polynomials).
The corresponding tensor product grid is shown in Figure A1a and is formed by 17× 17 = 289 points.
The quadrature nodes for a level 4 sparse grid (H4,2) are given by Equation (A3): only the 65 points in
Figure A1b out of the total 289 are used.
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