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BOUNDARY LAYER SEPARATION AND LOCAL BEHAVIOR FOR THE
STEADY PRANDTL EQUATION
WEIMING SHEN, YUE WANG, AND ZHIFEI ZHANG
Abstract. In the case of favorable pressure gradient, Oleinik proved the global existence
of classical solution for the 2-D steady Prandtl equation for a class of positive data. In
the case of adverse pressure gradient, an important physical phenomena is the boundary
layer separation. In this paper, we prove the boundary layer separation for a large class
of Oleinik’s data and confirm Goldstein’s hypothesis concerning the local behavior of the
solution near the separation, which gives a partial answer to open problem 5 proposed by
Oleinik and Samokin in [15].
1. Introduction
In this paper, we study the 2-D steady Prandtl equation
(1.1)


u∂xu+ v∂yu− ∂2yu+ ∂xp = 0, x ≥ 0, y ≥ 0,
∂xu+ ∂yv = 0,
u|y=0 = v|y=0 = 0 and lim
y→+∞
u(x, y) = U(x),
where the outer flow
(
U(x), p(x)
)
satisfies
U(x)U ′(x) + p′(x) = 0.(1.2)
This system derived by Prandtl is used to describe the behavior of the solution near y = 0
for the steady Navier-Stokes equations with non slip boundary condition when the viscosity
coefficient ν tends to zero:
(1.3)


uν · ∇uν − ν∆uν +∇p = f ν ,
divuν = 0,
uν |y=0 = 0.
Roughly speaking, away from the boundary, the solution uν can be described by the Euler
equations; near the boundary y = 0, uν behaves as
uν(x, y) =
(
u(x, y/
√
ν),
√
νv(x, y/
√
ν)
)
,
where (u, v) satisfies the Prandtl type equation.
In general case, the inviscid limit problem is still open. However, there are some important
progress on the stability for some special boundary layer flows such as the Blasius flow
and shear flow [9, 5, 6]. For the unsteady Navier-Stokes equations with non slip boundary
condition, the inviscid limit was established in the following cases: (1) analytic data [16,
17, 20]; (2) the initial vorticity vanishing in a neighborhood of the boundary [11, 4]; (3) the
domain and the initial data having a circular symmetry [10, 14]; See the review paper [12]
for a complete introduction.
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Although the inviscid limit is not rigorously justified, the Prandtl equation is a good
model in engineering describing the behavior of the solution for the Navier-Stokes equations
at large Reynolds number. The goal of this paper is to study the boundary layer separation
phenomena based on the steady Prandtl equation (1.1). See [3, 7, 19] for the singularity
formation of the unsteady Prandtl equation.
The existence and regularity of solution for the system (1.1) was proved by Oleinik [15] for
a class of positive data u0(y) prescribed at x = 0. Indeed, if u0(y) > 0, the system (1.1) could
be viewed as a parabolic equation with the initial boundary condition where the variable x
is the time direction. For the favourable pressure gradient p′(x) ≤ 0, the solution is global
in x(see [21] for the unsteady case). On the other hand, for the adverse pressure gradient
p′(x) > 0, the boundary layer separation could occur in a finite time. Goldstein made a formal
asymptotic analysis for the solution near the separation point, i.e., ∂yu(x
∗, 0) = 0 based on
three key assumptions(see Page 47 in [8]):(1) there is a singularity at separation; (2)
there is a finite value of u at separation for y 6= 0; (3) a2 = 12(i.e., u = a2y2 + a3y3 + · · · at
x = 0). Related to assumption (3), Professor Hartree found (empirically) that in his solution
∂yu(x, 0) behaved near x = 0(corresponding to separation) like a multiple of x
r, where r is
certainly less than 1 and greater than 14 . Thus, he made the following formal expansion
u(0, y) =
1
2
y2 + a3y
3 + · · · ,
∂yu(x, 0) = α1x
1
2 + α2x
3
4 + α3x+ α4x
5
4 + · · · .
In a review paper [2], E claimed an important progress in an unpublished paper(joint with
Cafferalli): if the initial data u0(y) and the pressure p(x) satisfy
u0(y)
2 − 3
2
∂yu0(y)
∫ y
0
u0(z)dz ≥ 0, p′(x) ≥ α > 0,
then there exists an x∗ > 0 so that the solution can not be extended to x > x∗; moreover,
the sequence of uλ defined by
uλ(x, y) = λ
− 1
2u(x∗ − λx, λ 14 y)
is compact in C0(R+ ×R+). In some sense, this means that the solution behaves as
u(x, y) ∼ (x∗ − x) 12U0
( y
(x∗ − x) 14
)
, x < x∗.
In a recent important work [1], Dalibard and Masmoudi prove the boundary layer separa-
tion for a class of special data and p′(x) = 1, and show that the solution behaves near the
separation:
∂yu(x, 0) ∼ (x∗ − x)
1
2 , x < x∗.
This result is compatible with Goldstein’s assumption (3).
In the case of adverse pressure gradient, for general Oleinik’s data ensuring the existence
of the solution, whether the boundary layer separation can occur and the local behavior of
the solution near the separation is a long-standing problem. The following open problem was
proposed by Oleinik and Samokin (P.501 in [15]):
It would be interesting to study the local structure of the solution of the Prandtl system in
the vicinity of the separation point.
In this paper, we prove that the boundary layer separation can occur in a finite time for a
large class of Oleinik’s data in the case of the adverse pressure gradient. Moreover, we study
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the local behavior of the solution near the separation and confirm Goldstein’s assumption
(3): for x close to x∗,
∂yu(x, 0) ≤ C(x∗ − x)
1
4 .
Furthermore, there exists y(x) satifying
∫ y(x)
0 u(x, y
′)dy′ ≤ C(x∗ − x) 34 for any x close to x∗
so that
∂yu
(
x, y(x)
) ∼ (x∗ − x) 14 .
This result together with Dalibard and Masmoudi’s result shows that the solution has a
different separation rate when the point approaches the separation point along a different
curve. This complex local behavior of the solution near the separation is perhaps related to
Stewartson’s observation that some coefficients in the asymptotic expansion are not uniquely
determined [18].
The complete results and their proof will be presented in subsequent sections. In section
2, we review some classical results on the existence and regularity of the solution. In section
3, we prove the boundary layer separation. In section 4, we prove a lower bound on the
separation rate. In section 5, we study the local behavior of the solution near the separation.
In section 6, we extend our result to general adverse pressure gradient.
2. Oleinik’s result and Von Mises transformation
Let us first introduce a class of data denote by K, which satisfies
u ∈ C3,αb
(
[0,+∞))(α > 0), u(0) = 0, uy(0) > 0, uy(y) ≥ 0 for y ∈ [0,+∞),
lim
y→+∞
u(0, y) = U(0) > 0, uyy(y)− ∂xp(0) = O(y2).
For the data u0 ∈ K, Oleinik proved the existence of solution of the system (1.1)(see Propo-
sition 1.1 in [1] and Theorem 2.1.1 in [15]).
Proposition 2.1. If u0 ∈ K, then there exists X > 0 such that the steady Prandtl equation
(1.1) admits a solution u ∈ C1([0,X) ×R+) with the following properties:
1. Regularity: u is bounded and continuous in [0,X] × [0,+∞); uy, uyy are bounded
and continuous in [0,X) ×R+; and v, vy , ux are locally bounded and continuous in
[0,X) ×R+.
2. Non-degeneracy: u(x, y) > 0 in [0,X) × (0,+∞) and for all x¯ < X, there exists
y0 > 0,m > 0 so that
∂yu(x, y) ≥ m in [0, x¯]× [0, y0].
3. Global existence: if p′(x) ≤ 0, then the solution is global in x.
Oleinik’s proof is based on the Von Mises transformation:
ψ(x, y) =
∫ y
0
u(x, z)dz, w = u2.(2.1)
A direct calculation shows that
2∂yu = ∂ψw, 2∂
2
yu =
√
w∂2ψw.(2.2)
Then the new unknown w(x, ψ) satisfies
∂xw −
√
w∂2ψw = −2∂xp in [0,X) ×R+,(2.3)
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together with
w(0, ψ) = w0(ψ) = u0(y)
2, w(x, 0) = 0, lim
ψ→+∞
w(x, ψ) = U(x)2.(2.4)
From Lemma 2.1.9 and Lemma 2.1.11 in [15](or Lemma 3.1 in [1]), we know that
Lemma 2.2. Let u be a solution constructed in Proposition 2.1. It holds that
1. the solution w(x, ψ) is increasing with respect to ψ.
2. for any x ∈ [0,X1],X1 < X, there exists CX1 > 0 so that
|∂ψw(x, ψ)| ≤ CX1 ψ ≥ 0,
|∂2ψw(x, ψ)| + |∂3ψw(x, ψ)| ≤ CX1 ψ ≥ 1.
3. for any x ∈ [0,X),
lim
ψ→+∞
∂ψw(x, ψ) = 0, lim
ψ→+∞
∂2ψw(x, ψ) = 0.
The following lemma comes from Lemma 4 in [13], which is essentially given by Oleinik
[15].
Lemma 2.3. Let k1 = min0≤x≤x1 U(x)
2 and k2 = max0≤x≤x1 |p′(x)| for some x1 > 0.
Assume that for some k0, k > 0,
inf{∂ψw0(ψ) : 0 ≤ ψ ≤ k0} ≥ k.(2.5)
Then there exists a positive constant X0 depending only on k0, k, k1 and k2 so that the local
solution w(x, ψ) to (2.3) exists in {(x, ψ)|(x, ψ) ∈ [0,X0]× [0,+∞)}.
In the sequel, we first consider the case of ∂xp = 1 so that
U(x) =
√
2(x0 − x) for some x0 > 0.
We denote by X∗ the maximal existence time of the solution in Proposition 2.1 and X∗ =
min(X∗, x0). We say that xs is a separation point of u if ∂yu(x, 0)→ 0 as x→ xs.
In section 6, we will extend our result to general adverse pressure ∂xp ≥ c > 0.
3. Boundary layer separation
In this section, we prove the boundary layer separation for a large class of data in K.
Theorem 3.1. Fix any µ ∈ (0, 1). Let u be a solution constructed in Proposition 2.1 with
u0 ∈ K satisfying
‖∂yu0‖L∞(0,y0) ≤
1
2
ǫ0x
1
4
0 ,(3.1)
where y0 is determined by
Bx
3
4
0 = ψ0 =
∫ y0
0
u0(z)dz,
and ǫ0, B are positive constants depending only on µ. Then there exists a separation point
xs = X
∗ with X∗ < µ2x0.
Remark 3.1. For a large class of data in K, the condition (3.1) is satisfied. Indeed, u0 ∈ K
implies that ‖∂yu0‖L∞(0,+∞) < +∞ and
√
2x0 = lim
y→+∞
u0(y). Thus, given u0 ∈ K, we can
take x0 large enough compared with ‖∂yu0‖L∞(0,+∞) but without requirement on the size of
‖u0‖L∞(0,+∞) so that (3.1) holds. On the other hand, given x0 > 0, one can find u0 ∈ K with
small slope so that (3.1) is satisfied.
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3.1. One-side estimate on ∂2yu. The following lemma plays an important role in this paper.
Lemma 3.2. If ∂2yu0 ≥ −C1 and X∗ < x0, there exists a positive constant C2 depending on
C1 so that
∂2yu(x, y) ≥ −C2 in
[
0,X∗
)× [0,+∞).
Proof. By (2.2), it suffices to show that there exists a positive constant M so that
√
w∂2ψw ≥ −M in [0,X∗)× [0,+∞).
For any fixed x¯ ∈ (0,X∗), we denote
Dx¯ =
{
(x, ψ)|(x, ψ) ∈ [0, x¯)× [0,+∞)}.
Now we consider the function f = ∂xw =
√
w∂2ψw − 2 in Dx¯. Thanks to
√
w∂2ψw = 2∂
2
yu
and ∂2yu0 ≥ −C1, we have
f(0, ψ) =
√
w∂2ψw|x=0 − 2 ≥ −2C1 − 2.
Due to ∂2yu|y=0 = 2, we have
f(x, 0) = 0 for x ∈ [0,X∗),
and by Lemma 2.2,
lim
ψ→+∞
f = lim
ψ→+∞
√
w∂2ψw − 2 = −2 for x ∈ [0,X∗).
Therefore, we may assume that f achieves its negative minimum on Dx¯ at a point zmin ∈
(0, x¯]× (0,+∞). Then f(zmin) < 0 and at (x, ψ) = zmin,
∂xf ≤ 0, ∂ψf = 0, ∂2ψf ≥ 0.(3.2)
Taking ∂x to the equation (2.3), we find that
∂xf =
√
w∂2ψf +
f
w
+
f2
2w
in (0,X∗)× (0,+∞),
from which and (3.2), we infer that
f
w
+
f2
2w
≤ 0 at (x, ψ) = zmin,
which gives
−2 ≤ f(zmin) < 0.
Since x¯ is chosen arbitrarily, we conclude our conclusion. 
A direct consequence of this lemma is the following corollary.
Corollary 3.2. If X∗ < x0, then it holds that
∂yu(x, 0)→ 0 as x→ X∗.(3.3)
Proof. Since u0 is increasing in y, we have ∂yu(x, 0) ≥ 0 for x ∈ (0,X∗). If (3.3) does
not hold, then there exists a positive constant ǫ0 so that for any n ∈ N+, there exists a
xn ∈ (X∗ − 1n ,X∗) with
∂yu(xn, 0) ≥ ǫ0,
which along with Lemma 3.2 implies that
inf
{
∂yu(xn, y) : 0 ≤ y ≤ ǫ0
2C2
}
≥ ǫ0
2
.
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On the other hand, U(xn)
2 = 2(x0 − xn) ≥ 2(x0 −X∗) > 0. For any n, we can take xn as an
initial time. That is, by Lemma 2.3, there exists δ > 0 depending only on ǫ0 and x0−X∗ > 0
so that u can be extended to [0, xn + δ]. However, |X∗ − xn| → 0 as n → ∞ so that the
solution can be extended after x = X∗ by taking n big enough, which is a contradiction.
Then the corollary follows. 
3.2. Proof of Theorem 3.1. Now we are in a position to prove Theorem 3.1.
Proof of Theorem 3.1. Take a smooth cut-off function ϕ(ψ) so that
ϕ ≡ 1 in [0, δ
2
]
, ϕ ≡ 0 in (δ,+∞), 0 ≤ ϕ ≤ 1 in [0,+∞).
Therefore,
|∂2ψϕ| ≤
C
δ2
,(3.4)
where we take δ = x
3
4
0B with B large to be determined.
First of all, we have ∂ψw ≥ 0 and
0 ≤ (w(x, ψ)) 32 ≤ (2(x0 − x))
3
2 ≤ Cx
3
2
0 , in [0,X∗)× [0,+∞).(3.5)
We denote
Dµ =
{
(x, ψ) : (x, ψ) ∈ [0, (µ + (1− µ) 99
100
)X∗
]× [0,+∞)}.
By (2.3), we have
∂x
∫ δ
0
wϕdψ −
∫ δ
0
√
w∂2ψwϕdψ = −2
∫ δ
0
ϕdψ.
Thanks to
√
w∂ψw(x, 0) = 0, we get by integration by parts that
∂x
∫ δ
0
wϕdψ +
∫ δ
0
√
w∂ψ(
√
w)2∂ψϕdψ +
∫ δ
0
2
√
w(∂ψ
√
w)2ϕdψ = −2
∫ δ
0
ϕdψ.
Using the facts that ∫ δ
0
2
√
w(∂ψ
√
w)2ϕdψ ≥ 0,∫ δ
0
√
w∂ψ(
√
w)2∂ψϕdψ = −2
3
∫ δ
0
w
3
2 ∂2ψϕdψ,
we infer from (3.4) and (3.5) that
0 ≤
∫ δ
0
wϕdψ ≤
∫ δ
0
w0ϕdψ − 2x
∫ δ
0
ϕdψ +
2
3
∫ δ
0
dψx
3
2
0
C
δ2
x0.
This shows that
δx ≤ 2x
∫ δ
0
ϕdψ ≤ δ
2
2
‖∂ψw0‖L∞(0,δ) + C
x
5
2
0
δ
,
where we used w0(0) = 0 and 2∂yu0 = ∂ψw0. Hence,
x ≤ δ
2
‖∂ψw0‖L∞(0,δ) +C
x
5
2
0
δ2
.
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By (3.1) and 2∂yu0 = ∂ψw0, we have
‖∂ψw0‖L∞(0,ψ0) ≤ ǫ0x
1
4
0 ,
where ψ0 = Bx
3
4
0 = δ. Therefore, it holds that
x ≤ Bx
3
4
0
2
ǫ0x
1
4
0 +C
x0
B2
=
B
2
ǫ0x0 + C
x0
B2
.(3.6)
Now we first take B large enough so that
C
B2
≤ µ
2
4
,
and then take ǫ0 small enough so that
B
2
ǫ0 ≤ µ
2
4
.
Then we deduce from (3.6) that x ≤ µ22 x0, which implies
µX∗ <
(
µ+ (1− µ) 99
100
)
X∗ ≤ µ
2
2
x0.
That is, X∗ ≤ µ2x0. By the definition of X∗, we have
min{X∗, x0} = X∗ ≤ µ
2
x0.
Therefore, X∗ ≤ µ2x0. Then the theorem follows from Corollary 3.2. 
4. Goldstein’s hypothesis on the separation rate
In this section, we confirm Goldstein’s hypothesis concerning the separation rate of bound-
ary layer.
Theorem 4.1. Let u be a solution constructed in Proposition 2.1 with X∗ < x0. Then there
exists a positive constant C so that
∂yu(x, 0) ≤ C
(
X∗ − x) 14 for x ∈ (xnear,X∗),(4.1)
for some xnear close enough to X
∗ determined in Lemma 4.2.
The idea is that we find a curve (x, y(x)) such that ∂yu(x, y(x)) ≤ C
(
X∗−x) 14 , then using
one-side estimate in Lemma 3.2, we can deduce the separation rate of ∂yu(x, 0).
Lemma 4.2. If X∗ < x0, then there exists a positive function µ(x) defined on
(
xnear,X
∗)
so that for all x ∈ (xnear,X∗),
0 < µ(x) < C3
(
X∗ − x) 14 ,
0 < min
0≤y≤µ(x) 14
∂yu(x, y) ≤ C3
(
X∗ − x) 14 ,(4.2)
where C3 is a positive constant and xnear is any fixed point close to x
∗ so that ∂yu(x, 0) ≤ 12
for x ∈ (xnear,X∗).
Remark 4.1. Due to Corollary 3.2, xnear is well defined.
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Proof. For any x ∈ (xnear,X∗), we define
Ix =
{
v|v ≤ min
0≤y≤v 14
(∂yu)
4(x, y)
}
.
Then 0 ∈ Ix. Thanks to the choice of xnear, we have
v ≤ min
0≤y≤v 14
(∂yu)
4(x, y) ≤ (∂yu)4(x, 0) ≤ 1
24
< 1.(4.3)
Therefore, Ix is nonempty and bounded. Thus, we can take
µ(x) = sup
y∈Ix
y,
which is bounded and positive, since 0 < (∂yu(x, 0))
4 for x < X∗. Moreover, we have
µ(x) = min
0≤y≤(µ(x)) 14
(∂yu)
4(x, y),(4.4)
which implies that min
0≤y≤(µ(x)) 14
(∂yu)
4(x, y) > 0. Indeed, (4.4) follows from the fact that if g(y)
is continuous in y, then min
0≤y≤α
g(y) is continuous with respect to α.
For any x1 ∈
(
xnear,X
∗), we introduce
u˜(x˜, y) = u(x1 + x˜, y), x˜ ∈
[
0,X∗ − x1
)
.
Then u˜ is a solution to (1.1) with
u˜0(y) = u(x1, y) and U˜(x˜) =
√
2(x0 − x1 − x˜).
Let µ = µ(x1) for convenience and denote
u˜µ(x˜, y) =
1√
µ
u˜(µx˜, µ
1
4 y), x˜ ∈
[
0,
X∗ − x1
µ
)
.
Then u˜µ is a solution of (1.1) with
(u˜µ)0(y) =
1√
µ
u(x1, µ
1
4 y) and U˜µ(x˜) =
√
2
(x0 − x1
µ
− x˜
)
.(4.5)
We denote by Aµ the maximal existence time of u˜µ. Then we have
µAµ + x1 ≤ X∗.(4.6)
On the other hand, by (4.4) and (4.5), we have
∂y(u˜µ)0(y) =
1
µ
1
4
∂yu(x1, µ
1
4 y) =
∂yu(x1, µ
1
4 y)
min
0≤y≤µ 14
∂yu(x1, y)
≥ 1 y ∈ [0, 1],
and
U˜µ(0) ≥
√
2
(x0 − x1
µ
)
>
√
2(x0 −X∗),
where we used µ ≤ 1 due to (4.3). Then Lemma 2.3 ensures that there exists a positive
constant B depending only on x0−X∗ so that (u˜µ)(x˜, y) can be extended after x˜ = B. Then
B ≤ Aµ and hence by (4.6), we have
µ(x1) = µ ≤ 1
B
(
X∗ − x1
)
.
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Finally, since x1 is chosen arbitrarily and B depends only on x0 − X∗, we have µ(x) ≤
1
B
(
X∗ − x). Then by (4.4), we get
min
0≤y≤(µ(x)) 14
∂yu(x, y) = (µ(x))
1
4 ≤ C3
(
X∗ − x) 14 .
This completes the proof of the lemma. 
Now we prove Theorem 4.1.
Proof. For any x ∈ (xnear,X∗), we define
Tx =
{
v| min
0≤y≤v
∂yu(x, y) =
1
2
∂yu(x, 0)
}
.
Using the fact that for x ∈ (xnear,X∗),
lim
v→+∞
min
0≤y≤v
∂yu(x, y) = 0 <
1
2
∂yu(x, 0),
and min
0≤y≤v
∂yu(x, y) is continuous with respect to v, we deduce that the set Tx is nonempty
and bounded. We set v(x) = supy∈Tx y > 0.
First of all, if v(x) ≥ (µ(x)) 14 , then we get by Lemma 4.2 that
∂yu(x, 0) = 2 min
0≤y≤v(x)
∂yu(x, y) ≤ 2 min
0≤y≤(µ(x)) 14
∂yu(x, y) ≤ 2C3
(
X∗ − x) 14 .
While, if v(x) < (µ(x))
1
4 < C3
(
X∗ − x) 14 , then we have
∂yu(x, 0) ≤ 3C2C3
(
X∗ − x) 14 .
Indeed, if ∂yu(x, 0) > 3C2C3
(
X∗ − x) 14 , then there exists ξx ∈ (0, v(x)) ⊂ (0, C3(X∗ − x) 14 )
so that
∂2yu(x, ξx) =
−12∂yu(x, 0)
v(x)
≤ −
1
2∂yu(x, 0)
C3(X∗ − x) 14
≤ −3
2
C2,
which contradicts with Lemma 3.2. 
5. Local behavior near the separation
In this section, we further study the local behavior of the solution near the separation.
The following theorem gives a partial answer to open problem 5 proposed by Oleinik and
Samokin (P.501, [15]):
It would be interesting to study the local structure of the solution of the Prandtl system in the
vicinity of the separation point.
Theorem 5.1. Let u be a solution constructed in Proposition 2.1. If u satisfies ∂2yu ≤M0 in
[0,X∗)×R+, then for any x¯ < X∗ < x0, there exist a point (x˜, ψx˜) ∈ [x¯,X∗)×
[
0, (X∗− x˜) 34 )
and two positive constants c, C independent of the choice of x¯ so that
C(X∗ − x˜) 14 ≥ ∂ψw(x˜, ψx˜) ≥ c(X∗ − x˜)
1
4 .(5.1)
In Proposition 5.4, we will provide a sufficient condition ensuring that ∂2yu ≤M0 in [0,X∗)×
R+ holds. However, we don’t need the assumption ∂
2
yu ≤M0 in the following lemma.
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Lemma 5.2. Let
k ≥ 1
m+ 1
, m ≥ 1
3
, δ(x) = (X∗ − x)k.(5.2)
Then it holds that for any x¯ < X∗ < x0, there exists a point (x˜, ψx˜) ∈ [x¯,X∗)× [0, δ(x)) and
a positive constant c independent of the choice of x¯ such that
∂ψw(x˜, ψx˜) ≥ c(X∗ − x˜)km.(5.3)
Remark 5.3. As k ≥ 1
m+1 and m ≥ 13 , we have
km ≥ m
m+ 1
≥ 1
4
.(5.4)
Proof. Take any x¯ ∈ [X∗−1,X∗) and choose ϕ to be a smooth non-increasing cut-off function
so that
ϕ ≡ 1 in [0, 1
2
], ϕ ≡ 0 in (1,+∞), 0 ≤ ϕ ≤ 1 in [0,+∞).
Let ϕ¯(x, ψ) = ϕ
(
ψ
δ(x)
)
. Then we have
|∂ψϕ¯| ≤ C
δ(x)
, |∂2ψϕ¯| ≤
C
δ(x)2
,(5.5)
− ∂xϕ¯ ≥ 0, −∂xδ(x) ≥ 0.(5.6)
It follows from (2.3) that∫ δ(x)
0
∂xwϕ¯dψ −
∫ δ(x)
0
√
w∂2ψwϕ¯dψ = −2
∫ δ(x)
0
ϕ¯dψ.(5.7)
First of all, we get by (5.6) that∫ δ(x)
0
∂xwϕ¯dψ = ∂x
( ∫ δ(x)
0
wϕ¯dψ
)
−wϕ¯∂xδ −
∫ δ(x)
0
w∂xϕ¯dψ
≥ ∂x
( ∫ δ(x)
0
wϕ¯dψ
)
,
which gives ∫ X∗
x¯
∫ δ(x)
0
∂xwϕ¯dψdx ≥ −
∫ δ(x¯)
0
wϕ¯(x¯, ψ)dψ.(5.8)
Secondly, we get by integration by parts that
−
∫ δ(x)
0
√
w∂2ψwϕ¯dψ =
∫ δ(x)
0
2
√
w(∂ψ
√
w)2ϕ¯dψ +
∫ δ(x)
0
√
w∂ψ(
√
w)2∂ψϕ¯dψ
≥ −2
3
∫ δ(x)
0
w
3
2 ∂2ψϕ¯dψ,
which gives
−
∫ X∗
x¯
∫ δ(x)
0
√
w∂2ψwϕ¯dψdx ≥ −
2
3
∫ X∗
x¯
∫ δ(x)
0
w
3
2 ∂2ψϕ¯dψdx.(5.9)
Thirdly, we have
−2
∫ X∗
x¯
∫ δ(x)
0
ϕ¯dψdx ≤ −
∫ X∗
x¯
δ(x)dx.(5.10)
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Putting (5.7), (5.8), (5.9) and (5.10) together, we infer that∫ δ(x¯)
0
wϕ¯(x¯, ψ)dψ +
2
3
∫ X∗
x¯
∫ δ(x)
0
w
3
2∂2ψϕ¯dψdx ≥
∫ X∗
x¯
δ(x)dx.(5.11)
Next we argue by contradiction. Assume that
|∂ψw(x, ψ)| ≤ ǫk,mδ(x)m, x ∈ [x¯,X∗)× [0, δ(x)),(5.12)
where ǫk,m is a small positive constant to be determined. Then by (5.11) and (5.5), we have
1
k + 1
(X∗ − x¯)k+1 ≤ ǫk,m δ(x¯)
m+2
2
+
2
3
∫ X∗
x¯
∫ δ(x)
0
ǫ
3
2
k,mδ(x)
3
2
mψ
3
2
C
δ(x)2
dψdx
≤ 1
100
1
k + 1
(X∗ − x¯)k(m+2) + 1
100
1
k + 1
(X∗ − x¯)k( 3m2 + 12 )+1,
by taking ǫk,m small depending only on k,m. Since k ≥ 1m+1 ,m ≥ 13 , we have
k
(3m
2
+
1
2
)
+ 1 ≥ k + 1, k(m+ 2) ≥ k + 1.(5.13)
This shows that
(X∗ − x¯)k+1 ≤ 2
100
(X∗ − x¯)k+1,
which leads to a contradiction. 
Now we prove Theorem 5.1.
Proof. Take m = 13 , k =
1
1
3
+1
= 34 in Lemma 5.2. Then for any x¯ < X
∗ < x0, there exist a
point (x˜, ψx˜) ∈ [x¯,X∗)× [0, (X∗ − x˜) 34 ) and a positive constant c0 independent of the choice
of x¯ such that
∂ψw(x˜, ψx˜) ≥ c0(X∗ − x˜)
1
4 .(5.14)
Case1. If ψx˜ = 0, then by (2.2) and Theorem 4.1, we have
∂ψw(x˜, ψx˜) ≤ C(X∗ − x˜)
1
4 .
Case2. If 0 < ψx˜ < (X
∗ − x) 34 , we only need to consider the case
∂ψw(x˜, ψx˜) > (X
∗ − x˜) 14 .(5.15)
First of all, if ∂ψw(x˜, 0) >
1
4(X
∗− x˜) 14 , then we can replace (x˜, ψx˜) by (x˜, 0), and thus (5.1)
is satisfied by Theorem 4.1.
If ∂ψw(x˜, 0) <
1
4(X
∗ − x˜) 14 , then we proceed as following. Let (x˜, yx˜) correspond to be the
point (x˜, ψx˜) by Von Mises transformation. Set
y2 = inf
{
y1 ∈ [0, yx˜] : ∂yu(x˜, y) ≥ 1
2
∂yu(x˜, yx˜) in [y1, yx˜]
}
.
Thanks to ∂ψw(x˜, 0) <
1
4(X
∗ − x˜) 14 , we have by (5.15) and (2.2) that y2 > 0. Then we have
∂yu(x˜, y2) =
1
2
∂yu(x˜, yx˜).(5.16)
On the other hand, by the assumption ∂2yu ≤ M0 and Lemma 3.2, there exists a positive
constant M1 > 1 such that
−M1 ≤ ∂2yu ≤M1 [0,X∗)×R+,
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which along with (5.16) implies that
yx˜ − y2 ≥ ∂yu(x˜, yx˜)
2M1
.(5.17)
We have by (2.1) that
ψ(x˜, yx˜) =
∫ yx˜
0
udy =
∫ yx˜
0
∫ y′
0
∂yu(x˜, y
′′)dy′′dy′
≥
∫ yx˜
y2
∫ y′
y2
∂yu(x˜, y
′′)dy′′dy′ ≥ 1
2
∂yu(x˜, yx˜)
(yx˜ − y2)2
2
≥ 1
2
∂yu(x˜, yx˜)
1
2
(∂yu(x˜, yx˜)
2M1
)2
= c(∂yu(x˜, yx˜))
3,
(5.18)
where we used u|y=0 = 0, the definition of y2 and (5.17). Hence, by (2.2), we have
ψx˜ = ψ(x˜, yx˜) ≥ c(∂ψw(x˜, ψx˜))3,
which along with ψx˜ < (X
∗ − x) 34 gives
(X∗ − x) 34 > ψx˜ ≥ c(∂ψw(x˜, ψx˜))3.
Summing up, we obtain the upper bound. 
The following proposition is inspired by Lemma 3.2 in [1], while we remove the structure
assumption on initial data near y = 0 there.
Proposition 5.4. Let u be a solution constructed in Proposition 2.1 with u0 satisfying ∂
2
yu0 ≤
1 and X∗ ≤ x0. Then it holds that ∂2yu ≤ 1 in [0,X∗)×R+.
Proof. Let f = ∂xw =
√
w∂2ψw − 2. By (2.2), we have 2∂2yu =
√
w∂2ψw. Thus, we only need
to show that
f ≤ 0 in [0,X∗)×R+.
Assume that sup[0,X∗)×R+ f > ǫ0 for some ǫ0 > 0. We define
x1 = inf
{
x′ ∈ [0,X∗)|∃ψx′ ∈ R+ so that f(x′, ψx′) ≥ ǫ0
2
}
.
Due to ∂2yu0 ≤ 1, we have by (2.2) that
f |x=0 ≤ 2− 2 ≤ 0.(5.19)
Hence, 0 < x1 < X
∗.
In the following, we only consider f in [0, x1]×R+. It is easy to see that
∂xf − f(f + 2)
2w
−√w∂2ψf = 0.(5.20)
Now we consider the value of f+ on “parabolic boundary.” Thanks to w|ψ=0 = 0 and Lemma
2.2, we have
f |ψ=0 = ∂xw|ψ=0 = 0, lim
ψ→+∞
f(x, ψ) = −2 x ∈ [0,X∗).(5.21)
Hence, by (5.19) and (5.21),
f+ = 0 on [0,X
∗)× {ψ = 0} ∪ {x = 0} ×R+ ∪ [0, x1]× [Kx1 ,+∞)(5.22)
for some large constant Kx1 > 0.
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Using (2.1) and (2.2), a straight calculation yields
√
w∂ψf = 2u
1
u
∂3yu = 2∂
3
yu.
As |∂3yu| ≤ Cx1 and f+|ψ=0 = 0, we have√
wf+∂ψf → 0 as ψ → 0.
Then we get by integration by parts that∫
R+
√
wf+∂
2
ψf = −
1
2
∫
R+
∂ψ(
√
w)∂ψ(f+)
2 −
∫
R+
√
w(∂ψf+)
2.(5.23)
As f |ψ=0 = 2∂2yu|y=0 − 2 = 0 and |∂3yu| ≤ Cx1 , we have f ≤ Cx1y and hence,
f2+ ≤ Cx1y2.(5.24)
As ∂yu(x, 0) > 0 on [0, x1]×R+, there exist two positive constants Mx1 ,mx1 such that
Mx1 > ∂yu(x, 0) > mx1 x ∈ [0, x1].
Furthermore, there exists a positive constant δx1 so that
2Mx1 > ∂yu(x, y) >
mx1
2
x ∈ [0, x1], y ∈ [0, δx1 ].(5.25)
On the other hand, by (2.1) and u|y=0 = 0, we have
ψ(x, δx1) =
∫ δx1
0
udy ≥
∫ δx1
0
∫ y′
0
mx1
2
dy′′dy′ = cx1 > 0.(5.26)
Then we conclude that for any (x, ψ) ∈ [0, x1]× [0, cx1 ],
4
Mx1
mx1
1
y
≥ ∂ψw
2
√
w
=
2∂yu(x, y)
2u
≥ mx1
4Mx1
1
y
,
which along with (5.24) gives
∂ψw
2
√
w
f2+ → 0 as ψ → 0.
Then we get by integration by parts that
−1
2
∫
R+
∂ψ(
√
w)∂ψ(f+)
2 =
1
2
∫
R+
∂2ψ(
√
w)(f+)
2.(5.27)
Note that
∂2ψ(
√
w) =
(f + 2)
2w
− 1
4
(∂ψw)
2
w
3
2
,
f(f + 2)
2w
f+ ≤
(ǫ0
2
+ 2
) (f+)2
2w
on [0, x1]×R+.
The we infer that
1
2
d
dx
∫
R+
(f+)
2 +
1
8
∫
R+
(∂ψw)
2
w
3
2
(f+)
2 +
∫
R+
√
w(∂ψf+)
2 ≤ Cx1
∫
R+
(f+)
2
w
.(5.28)
By (5.25) and (2.2), we have
4Mx1 > ∂ψw(x, ψ) > mx1 x ∈ [0, x1], ψ ∈ [0, cx1 ].(5.29)
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By w|ψ=0 = 0 and (5.26), for fixed large K, there exists a positive constant ψx10 < cx1 so that
for x ∈ [0, x1], ψ ∈ [0, ψx10 ],
(∂ψw(x, ψ))
2
w
3
2
≥ (mx1)
2
(4Mx1)
3
2ψ
3
2
≥ K
mx1ψ
≥ K
w
.
On the other hand, since w is a non-decreasing function, we have
w ≥ mx1ψx10 = c˜x1 > 0 on [ψx10 ,+∞).
Then we infer that
Cx1
∫ ψx1
0
0
(f+)
2
w
≤ 1
8
∫
R+
(∂ψw)
2
w
3
2
(f+)
2,
Cx1
∫ +∞
ψ
x1
0
(f+)
2
w
≤ Cx1
∫
R+
(f+)
2,
which along with (5.28) give
1
2
d
dx
∫
R+
(f+)
2 ≤ Cx1
∫
R+
(f+)
2.(5.30)
Since f+ = 0 on {x = 0} ×R+, by Gronwall’s inequality, we have f+ = 0 in [0, x1] ×R+,
which is a contradiction to the definition of x1, and thus the proof is completed. 
Remark 5.5. In the proof of lemma, we use |∂3yu| ≤ Cx1 in order to show that
√
wf+∂ψf
and
∂ψw
2
√
w
f2+ vanish on ψ = 0. However, we don’t have this information in Proposition 2.1.
We can make it rigorous by the following argument.
By Theorem 2.1.14 in [15], we have |∂xw| ≤ Mx1ψ1−β , 0 ≤ x ≤ x1, 0 ≤ ψ ≤ ψ1, for some
0 < β < 12 . For convenience, we denote β =
1
2 − α where 0 < α < 12 . Then
|∂xw| ≤Mx1ψ
1
2
+α, 0 ≤ x ≤ x1, 0 ≤ ψ ≤ ψ1.(5.31)
As f = ∂xw, then we get
f+ ≤Mx1ψ
1
2
+α, 0 ≤ x ≤ x1, 0 ≤ ψ ≤ ψ1.(5.32)
This implies that for any x ∈ [0, x1],
∂ψw
2
√
w
f2+ ≤Mx1ψ
1
2
+2α → 0 as ψ → 0.
Take {ψn} such that ψn → 0, n → +∞ and ψn ∈ (0, ψ1]. Then by mean value theorem, for
any x ∈ [0, x1], there exists a family of points {(x, ξxn)} with ξxn ∈ (0, ψn) so that
|(∂ψ(
√
w∂xw))(x, ξ
x
n)| =
∣∣∣√w∂xw(x, ψn)−√w∂xw(x, 0)
ψn
∣∣∣
=
∣∣∣√w∂xw(x, ψn)
ψn
∣∣∣ ≤ ψαn → 0, n→ +∞.
(5.33)
Note that
∂ψ(
√
w∂xw) =
√
w∂2xψw +
∂ψw
2
√
w
∂xw,
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and by (5.31), for any x ∈ [0, x1],
∣∣∣ ∂ψw2√w∂xw
∣∣∣ ≤ Mx1ψ 12+α− 12 → 0 as ψ → 0. Then we have
by (5.33) that
√
w∂2ψxw(x, ξ
x
n)→ 0 as n→ +∞. Therefore,
√
w∂ψf(x, ξ
x
n)→ 0 as n→ +∞.
This shows that for any x ∈ [0, x1],
√
wf+∂ψf(x, ξ
x
n)→ 0 as n→ +∞.
6. General adverse pressure gradient
In this section, we present some key changes for general adverse pressure p, which holds
that for some constants C, c > 0,
0 < c < ∂xp < C, |∂2xp| ≤ C.
Now (U, p) satisfies the Bernoulli equation
U(x)2 = Const− 2p(x).
As 0 < c < ∂xp < C, there exists a point x0 such that U(x0) = 0 and U(x) > 0, x < x0.
We denote the first vanishing point of U by x0. Then we have Const− 2p(x0) = U(x0) = 0,
which implies
U(x)2 = 2p(x0)− 2p(x) = 2(p(x0)− p(x)) = 2
∫ x0
x
dp(x)
dx
dx.
Therefore,
2c(x0 − x) ≤ U(x)2 ≤ 2C(x0 − x).(6.1)
Using Von Mises transformation (2.1), we have
wx −
√
w∂2ψψw = −2
dp(x)
dx
in (0,X∗)× (0,+∞),
w0(ψ) = u
2
0(y(ψ)), w(x, 0) = 0, lim
ψ→+∞
w(x, ψ) = U(x)2.
(6.2)
Now we explain some key changes in the proof.
1. For the proof of the key Lemma 3.2, the main difference is that, at (x, ψ) = zmin ∈ Dx¯
where f = ∂xw takes its negative minimum, we have
c
f
w
+
f2
2w
<
dp(x)
dx
f
w
+
f2
2w
≤ 2d
2p(x)
dx2
≤ 2C,
which also implies
−C1 ≤ f(zmin) < 0.
For the other parts in section 3, we just use the fact ∂xp ≥ c > 0.
2. The arguments in section 4 just rely on Lemma 3.2.
3. The proof of Lemma 5.2(thus Theorem 5.1) just uses the fact that ∂xp ≥ c > 0.
4. For Proposition 5.4, the condition ∂2yu0 ≤ 1 is replaced by
∂2yu0 ≤
dp
dx
(0).(6.3)
Moreover, we need to assume that
d2p
dx2
≥ 0.(6.4)
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The main reason is that if d
2p
dx2
6= 0, then (5.20) becomes
∂xf −
f(f + 2 dp
dx
)
2w
−√w∂2ψf + 2
d2p
dx2
= 0,
where f = ∂xw. The condition (6.3) ensures that f+ ≤ 0 on {x = 0} ×R+, and the
sign of d
2p
dx2
in (6.4) ensures that the inequality (5.28) still holds so that we can draw
the conclusion
∂2yu ≤ C.
Acknowledgments
Z. Zhang is partially supported by NSF of China under Grant 11425103.
References
[1] A. Dalibard and N. Masmoudi, Separation for the stationary Prandtl equation, arXiv:1802.04039.
[2] W. E, Boundary layer theory and the zero-viscosity limit of the Navier-Stokes equation, Acta Math. Sin.,
16(2000), 207-218.
[3] W. E and B. Engquist, Blowup of solutions of the unsteady Prandtl’s equation, Comm. Pure Appl. Math.,
50(1997), 1287-1293.
[4] M. Fei, T. Tao and Z. Zhang, On the zero-viscosity limit of the Navier-Stokes equations in R3+ without
analyticity, J. Math. Pures Appl., 112(2018), 170-229.
[5] D. Gerard-Varet and Y. Maekawa, Sobolev stability of Prandtl expansions for the steady Navier-Stokes
equations, arXiv:1805.02928.
[6] D. Gerard-Varet, Y. Maekawa and N. Masmoudi, Gevrey stability of Prandtl expansions for 2-dimensional
Navier-Stokes flows, Duke Math. J., 167(2018), 2531-2631.
[7] I. Kukavica, V. Vicol and F. Wang, The van Dommelen and shen singularity in the Prandtl equtions,
Adv. Math., 307(2017), 288-311.
[8] S. Goldstein, On laminar boundary layer flow near a point of separation, Quart J Mech Appl Math,
1(1948), 43-69.
[9] Y. Guo and S. Iyer, Validity of steady Prandtl layer expansions, arXiv:1805.05891.
[10] M. C. Lopes Filho, A. L. Mazzucato and M. E. Taylor,Vanishing viscosity limits and boundary layers for
circularly symmetric 2D flows, Bull. Braz. Math. Soc., 39(2008), 471-513.
[11] Y. Maekawa, On the inviscid limit problem of the vorticity equations for viscous incompressible flows in
the half-plane, Comm. Pure Appl. Math., 67(2014), 1045-1128.
[12] Y. Maekawa and A. Mazzucato, The inviscid limit and boundary layers for Navier-Stokes flows, Handbook
of Mathematical Analysis in Mechanics of Viscous Fluids, (2017), 1-48.
[13] S. Matsui and T. Shirota, On Prandtl boundary layer problem, Lecture Notes in Num. Appl. Anal., 1985,
Volume 128, Pages 81-105.
[14] A. L. Mazzucato and M. E. Taylor, Vanishing viscosity limits for a class of circular pipe flows, Comm.
PDE, 36(2011), 328-361.
[15] O. A. Oleinik and V. N. Samokhin, Mathematical models in boundary layer theory, Applied Mathematics
and Mathematical Computation 15. Chapman & Hall/CRC, Boca Raton, FL, 1999.
[16] M. Sammartino and R. E. Caflisch, Zero viscosity limit for the analytic solutions of the Navier-Stokes
equations on a half-space. I. Existence for the Euler and Prandtl equations, Comm. Math. Phys., 192
(1998), 433-461.
[17] M. Sammartino and R. E. Caflisch, Zero viscosity limit for the analytic solutions of the Navier-Stokes
equations on a half-space. II. Construction for the Navier-Stokes solution, Comm. Math. Phys., 192
(1998), 463-491.
[18] K. Stewartson, On Goldstein’s theory of laminar separation, Quart J Mech Appl Math, 11(1958), 399-410.
[19] Y. Wang and S. Zhu, Separation of the two-dimensional unsteady Prandtl boundary layer under an adverse
pressure gradient, arXiv:1801.10481.
[20] C. Wang, Y. Wang and Z. Zhang, Zero-viscosity limit of the Navier-Stokes equations in the analytic
setting, Arch. Ration. Mech. Anal., 224(2017), 555-595.
SEPARATION AND LOCAL BEHAVIOR FOR THE STEADY PRANDTL EQUATION 17
[21] Z. Xin and L. Zhang, On the global existence of solutions to the Prandtl system, Adv. Math., 181(2004),
88-133.
School of Mathematical Sciences, Capital Normal University,100048, Beijing, P. R. China
E-mail address: wmshen@pku.edu.cn
School of Mathematical Sciences, Peking University, 100871, Beijing, P. R. China
E-mail address: yuewang37@pku.edu.cn
School of Mathematical Sciences, Peking University, 100871, Beijing, P. R. China
E-mail address: zfzhang@math.pku.edu.cn
