Abstract. In this paper we discuss the local regularity of solutions of a nonlocal system of equations which describe the motion of a viscoelastic medium in several space dimensions. Our main tool is the microlocal analysis combined with MacCamy's trick and the argument of the classical energy method.
Introduction
In this paper we discuss the local regularity of solutions of an integro-differential system which describes the motion of a linear viscoelastic medium in several space dimensions. The system is given by the following equations:
u\t{t, x) = qf(t, x)-^ruJ(t, 
2) u(0, x) = u0(x), ut(0, x) = ux(x), in R", where x = (xx, ... , x") £ R" and u = (ux, ... , un) denotes the displacement from equilibrium. We employ the convention of summation on repeated indices. The system (0.1) stands for the conservation of linear momentum. The integral terms are accountable for the effect of memory. Since these terms are nonlocal, the problem addressed in the present paper is a new kind in the subject of local regularity of solutions. The constituent law for a linear viscoelastic material with memory is given by (0.3) <Jia(t,x)= f K?f(t-s,x)eJfi(s,x)ds, where oya is the stress tensor and Sjp is the strain tensor defined by (0'4) e" = 2{dx-,+Jx-)-
The kernel function Kff is given by (0.5) Kff(t, x) = G°/(0, x)8(t) + H(t)^G^(t, x),
where G"f(t, x) is the relaxation function and 8(t), H(t) are the delta and Heaviside step functions, respectively. Since the relaxation function is derived from the density function of the stored energy, it satisfies the symmetry condition:
(0.6) G»/ = G% = Gj.
The conservation of linear momentum is expressed by d2 ■ d (0. 7) P'dt2U'= dx~a'a + ^'' f°r ' = *' '" ' "'
where p -p(t, x) is the density of the material and f = (f\, ... , fn) stands for the external force. We assume that the medium was undisturbed before the initial time t = 0, and that there is no external force. Then, (0.1) follows from (0.3) through (0.7). We note that if the density p depends on time, then the convolution structure of the memory kernel is broken. When the past history of the material for / < 0 is taken into account, it can be easily incorporated into the external force. Since the system is linear, we may use the superposition so that the effect of the external force can be separately studied by the same method of analysis with zero initial conditions. In fact, if the external force is C°°-smooth, then we may simply ignore it in view of our purpose. The system (0.1) is by now well understood in the context of the Cauchy problem and the initial-boundary value problem; see [3] . There are also some results on the nonlinear system. For extensive references, see [14] . On the other hand, the investigation of wave propagation and the effect of a memory term on the regularity of solutions is not complete yet, even though there are many earlier works on this. We cite [2] , [5] , [7] , [10] , [12] , [13] , and [14] among others.
Here we focus on the local regularity of solutions in conjunction with the propagation of singularities. Since the memory term is nonlocal, we cannot directly apply the known results on the propagation of singularities in linear elasticity. In fact, the nature of singularities in linear viscoelasticity is different from that in linear elasticity. The main difference lies in the possible emergence of stationary singularities. These singularities are weaker than those carried by the initial data, and they do not move away. This interesting phenomenon was first pointed out in [5] , and was completely analyzed in [10] for a linear homogeneous viscoelastic medium in one space dimension. The authors of [10] used the Laplace transform and obtained precise results on the propagation of singularities for various kinds of memory kernels. In particular, they showed that if the memory kernel is smooth, stationary singularities can appear. In the framework of local regularity, this result was extended to a one-dimensional nonhomogeneous medium in my previous work [11] . The method of [11] is different from those of all earlier works. It consists of the following three tools:
(i) MacCamy's trick, ( ii) Hormander's result on the propagation of singularities, and (iii) the argument of the classical energy method. In the present paper, we still employ these tools to work out a similar result in several space dimensions. However, completely new technical difficulties arise in the case of several space dimensions, particularly in using MacCamy's trick. The purpose of MacCamy's trick is to control the integral term, which is nonlocal. It consists in rewriting the original equation in an equivalent form where the integral term is of lower order. Obviously, it is easier to handle the integral term if the order becomes lower. For implementation of MacCamy's trick, we should solve a Volterra integral equation. In one space dimension, this is a fairly simple matter. But in several space dimensions, the integral kernel is a matrix pseudodifferential operator of order zero. This is a new kind of problem, and we present all the details for this in §3.
We shall outline the contents of other sections. In §1, we state the main result and sketch a general strategy of the proof. In order to justify the statement of the main result, we need a general existence theorem and the domain of dependence of solutions which is technically necessary in the proof of the main result. Hence, in §2, we establish the existence, uniqueness, and domain of dependence of solutions to the Cauchy problem. The existence of solutions is known in some particular function spaces. But we need it in a more general function space. The domain of dependence seems to be also known, at least as folklore. However, we could not find any appropriate reference which provides the proof of these results according to our need. Therefore, we present the details of the proof rather than beg the readers to believe the theorem. After all these preparations, we give the details of the proof of the main result in §4.
This paper has not discussed reflection of singularities on the boundary. It has been investigated by many people for hyperbolic equations, and it is known that the propagation of singularities can be very complex depending on the geometry of the boundary. In linear elasticity, it is also known that there can be singularities that run along the boundary. They are called Rayleigh waves, and were investigated in [16] . In case of a nonlocal system of equations, propagation of singularities near the boundary seems to be wide open for future investigation.
Finally, I would like to express my gratitude to Professor M. Renardy for useful information on this subject. I am also grateful to the anonymous referee for constructive comments. T]xR" xR") (resp. &m(Rn x R")) .
For a(t,s,x,cD£S"m([0, T]x[0, T]xR"xR"), a(t,s,x,Dx) denotes the pseudodifferential operator depending smoothly on t and 5 defined by (0.13) a(t,s,x,Dx)f=(2n)-" f a(t, 5, x, <J)e,-JC*«/(£)di, Jr" for each f(x) £ CffiR"). We can also define a(t, x, Dx) and a(x, Dx) by (0.13) if a{t,x,Z) £5"" ([0, T] x R" x Rn) and a(x,£) 6 5""(Rn Similarly, OPS-°°([0, T] x R") and OPS-°°(R") are also defined.
Statement of the main result
We first state the assumptions and the main result for the general form of equations (0.1), and then recap them for the special case of homogeneous isotropic media.
1.1. The general case. We note that all the coefficients of (0.1) are real valued, and make the following assumptions.
C°f(t, x) £ C°°([0, oo) x R") and all the (1.1) ,J derivatives of each C"r are bounded on [0, oo) x R". j 2) Cff't, x) = C'J>}(t, x) = Cf*(t, x), for all (t, x) £ [0, oo) x R» and every a, /?, / and j.
There is a positive constant Co such that holds for all (t, x) £ [0, oo) x i?" and |£| = 1. Under the above assumptions, it is easy to see that the algebraic multiplicity of each Xk is independent of (t, x, £) e [0, oo) x Rn x (R"\{0}) and that
Xx(t,x,c;)>{co\Z\2, for all (t, x, £) £ [0, oo) x Rn x Rn . We also have the following fact. For the proof of (1.8), we use (1.1) and (1.6) to represent the projection operator associated with Xk(t, x, %) in terms of the Dunford integral. Then the projection operator is used to express Xk(t, x ,£,) through the trace formula. Since the argument is standard in the theory of perturbation of eigenvalues, we omit the details.
Next we set (1.9) &k(t,x,T,Z,) = x2-Xk(t,x,c\), fork=l,...,p. If each bicharacteristic curve (t, x(t)) passing through (t*, x*), t* > 0, does not intersect the singular support of «o and ux at t = 0, then there is a function <j>(t, x) £ Cq°(R"+x) which is identically 1 in a neighborhood of (t*, x*) and such that (1.24) <pu£C°c(R;Hv+x(Rn)).
Furthermore, if, in addition, x* does not belong to the singular support of Uo and ux , then (1.25) <f>u£C°°(Rn+x).
A few remarks are in order concerning the scope of the above theorem. The theorem does not imply that stationary singularities must appear. Even if all the above assumptions are satisfied, singular initial data do not necessarily generate stationary singularities. An interesting example in one space dimension was given in [10] . However, we can easily obtain a sufficient condition for the emergence of stationary singularities as a byproduct from the proof of the above theorem. Since the condition involves a technical tool, we will postpone its presentation: see Proposition 4.12.
We note that (1.5) is the only assumption on the kernel functions for our result. The case of singular kernels is not addressed in this paper. A singular kernel can have a regularizing effect on solutions, and entirely different phenomena can occur. For various examples in one space dimension, the readers are again referred to [10] . It is known that some other condition on the memory kernel such as positive-definiteness enables the integral term to dissipate energy. This has been crucially used to obtain global solutions of nonlinear problems: see [ 14] for extensive references on this matter. This device does not improve the regularity of solutions, while it controls the growth of solutions if the kernel functions are smooth. In this paper, the asymptotic behavior of solutions is not an issue and such a condition, which is, in fact, consistent with real physics, does not help our analysis.
Next we shall outline the general strategy of the proof of the theorem. First of all, we need to make a precise statement on the existence and uniqueness of solutions to the Cauchy problem (0.1) and (0.2). We also need to investigate the domain of dependence of solutions, which is technically necessary in the process of the proof of Theorem 1.5. This will be done in §2. We then put the system (0.1) in the following form:
where L(t) and <&(t, s) stand for n x n matrices of differential operators of second order which depend smoothly on the parameters t and s, and u denotes the displacement vector with components u,■, i = 1, ... , n . We employ MacCamy's trick to reduce the order of the integral term. In contrast to the case of one space dimension, the use of MacCamy's trick involves manipulation of some pseudodifferential operators. We put
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where L(t) is a parametrix of L(t) so that the operator L(t)L(t) -I is regularizing. / is the n x n identity matrix. Then L(t)®(t, s) is an nxn matrix of pseudodifferential operators of order zero, and we solve for u, which can be represented by
Here R(t, s) is an operator which can be formally obtained through the standard procedure for Volterra integral equations. But we have to prove that R(t,s) is an nxn matrix of pseudodifferential operators of order zero which depend smoothly on t and 5 . For the proof of this, a result of Beals [1] is a key element. The details are given in §3. After this, we write (1.26) in terms of v so that v" = Lv-(2R,(t, t) + Rs(t, t))v -R(t, t)v,
Jo for some / £ C°°([0, oo) x Rn). We then diagonalize L(t) to treat the microlocal regularity of each component of v . Here, Hormander's result on the propagation of singularities is crucial. After we establish the local regularity of v, we translate it into the local regularity of u and complete the proof. The technical details are given in §4.
1.2. Homogeneous isotropic case. We will recap our main result in the context of a homogeneous isotropic medium in R3. In this case, (0.5) reduces to (1.30) Kff(t, x) = p(t)(8ij8aP + 8ip8aj) + q(t)8ia8jP , where 8tj is the Kronecker delta and p(t), q(t) are given by
Here p(t) and X(t) + \p(t) are associated with shear and volumetric deformation, respectively. By putting X = X(0), p = p(0), X(t) = j\X(t) and p(t) = j-tp(t), the equations of motion (0.1) reduce to
where the mass density is taken to be 1. Without the integral terms, these are the well-known equations of motion in linear elasticity for homogeneous isotropic media, where X, p are the Lame constants, and 5(3A+2^), p(3X + 2p)/(X+p) are called the modulus of compression and Young's modulus, respectively. It is natural to assume that 
This matrix has a simple eigenvalue (X + 2p)\£\2 and a double eigenvalue p\t;\2 for |£| > 0. Therefore, the conditions (1.6) and (1.7) also follow from (1.34).
Since the eigenvalues are independent of t and x, the bicharacteristic strips given by (1.15) through (1.22) are all straight lines. We now recap Theorem 1.5 in this special case. Let (t*, x*), t* > 0, be fixed. Then there are two cones in [0, oo) x R} with vertices at (t*, x*). The first cone consists of family of straight lines given by (1.36)
x = x* + y/pcl(t -f), 0<f <t*, |£| = 1.
It is evident that this generates a cone as £ runs through the unit sphere \£\ = 1. The second cone is generated by (1.37) x = x* + y/2jr+~Xct(t-t*), 0<t<f, |£| = 1.
If these two cones do not intersect the singular support of the initial data at t = 0, then (1.24) follows.
Existence, uniqueness, and domain of dependence
The existence theorem is known in some particular function classes which include the function space of finite natural energy. A more general result on the existence of solutions is necessary to justify the statement of Theorem 1.5, and the domain of dependence of solutions is used in its proof. The existence theorems for an initial-boundary value problem can be found in [3] and [14] , among others. Our existence theorem for the Cauchy problem is stated as follows.
Theorem 2.1. Let (u0, ux) £ Hv(Rn) x Hv-x(Rn), for some v £ R.
Under the assumptions (1.1) through (1.5), there is a unique solution u(t, x) of (0.1) and
for each k>l. Proof. Since all the coefficients in (0.1) are real, it is enough to consider only real-valued functions. We will adapt an argument for the symmetric hyperbolic system without an integral term; see [15] . Let us write (0.1) as
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where L(t) and ®(t, s) are matrix differential operators of second order which depend smoothly on t and 5. We need pseudodifferential operators whose symbols are defined by
(2.6) {Ve(Dx) : 0 < e < 1} is a bounded subset of OPS°(Rn).
From now on, the argument Dx will be suppressed. We also note that these operators map real valued functions to real valued functions, and define, for e>0,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Here we have used the notation (0.14) and (0.15) with [0, T] replaced by [0, oo) . Let (w0, wx) £ Co°°(Rn) x Clf(J?") and consider the Cauchy problem with any fixed e > 0:
(2.11) wft = Ge(t)wc+ ( NE(t,s)w£(s)ds, Jo (2.12) we(0) = w0, wf(0) = wi.
Since GE(t) and NE(t,s) are bounded linear operators from Hm(Rn) into itself, for each m £ R, depending smoothly on t and s, there is a unique solution we of (2.11) and (2.12) such that (2.13) ws £C°°([0,oo);Hk(Rn)), for all k £ Z+.
Next we will suppress the superscript e and derive estimates. For this, we use the notation (•, •) which stands for the inner product in L2(Rn), and note that all the functions are Rn valued. By applying A'' to both sides of (2.11), we obtain (A"tt>", A"w,) = {A'lGe(t)A-'tA'iw, A»w,) since {GE(t) : 0 < e < 1} is a bounded subset of OPS2([0, oo) x Rn) and the principal symbol of GE(t) is symmetric. Using this, we add (2.14) and (2.15) to obtain
where (HE(t))* is the adjoint of HE(t) and GEt(t) is the derivative of GE(t) in t. By virtue of the assumptions (1.1) through (1.4), we can apply Garding's inequality to the operator A^L(/)A_/i. Hence there are positive constants ax and a2 such that (2.19)
-(A^OA-^.^^a.ll^ll^^-azll^lli^,,,, for all R" valued <j> £ C §°(R") and all t > 0. Since
Next, by means of the identity (2.21) HE(ty = y/e((A»L(t)A-»y -(A"L(0A-"))w., we can derive (2.22 ) |<A"w,, (HE(t))*A»w)\ < a3(\\y,EA»wt\\2LHRn) + ||^A^||^l(/fn)), where 0:3 is a positive constant independent of e and t. We also use the identity (2.23) A"C7£,(0A-" = y/EA» Lt(t) A-»y/E, to obtain (2.24)
KA"G"(0A-"A"u>, A"w>| < a,\WEA^w\\2H,(Rn),
where 04 is a positive constant independent of e and t. It now follows from (2.18) and the above estimate that HA',ii»/Wlli»(jp)+«ill^A',ti;(OlliVi(ji.)
+ 2 J /Fa^N^s, q)w(n)dn,A^ws(s)\ ds, for all t > 0 and all 0 < e < 1, where as and a6 are positive constants. Now
Using the identity (2.27) A"tfe(f, »/) = ^£A"d>(r, q)A-^eA", and Holder's inequality, we can estimate each term of (2.26) so that \J Ij*A*NE(s, n)w(n)dn,A»ws(s)\ ds (2.28) <^ax\\y/tA*w{t)\fHXm + <*it j U^A^OOH2^)+ a8y ||^A^t(j(5)|||/1(/j")fij + a9?2y H^A^u;^)!!^,^^^, where ct-j, a% and ag are positive constants independent of e and t. 
for all t £ [0, T] and each p £ R. This can be obtained through a similar procedure as above, but without using y/E. Now suppose that (uq, ux) £ H"(Rn)xHu~x(Rn) is given. Then, we can approximate (uo,ux) by a sequence in Co°°(Rn) x Cff (/?") which converges to (u0, ux) in HV(R") x H"-x(Rn).
For each approximate data, we obtain a smooth solution. By means of (2.36), we obtain a true solution u in C([0, T]\ H"(Rn)) nCx([0, 71; Hv~x(Rn)). It follows from (2.1) that dtku£C([0,T];H»-k(Rn)),
for each k > 1. Here T can be arbitrarily large. Uniqueness follows by repetition of the above argument, and the proof is complete.
Next we state the domain of dependence of solutions. This is not of a sharp form, but it is enough for our purpose and the proof is simpler. Let us fix any t0 > 0 and x0 £ R" , and define for 0 < t <t0, e > 0 and n > 0, (2.37) ci(t) = {X£Rn: \\x -x0\\ < e + 2n(t0 -t)}.
Then Q(t) is a closed w-dimensional ball for each t, and Uo<«f0{(^> ^(0)} is a truncated cone in R"+x. For the time being, we suppress the dependence of Q,(t) on e > 0 and n > 0.
Theorem 2.2. Let u be a solution of'(0.1) a«d (0.2) vw'f/z (w0, «i) € H"(Rn) x H"~x(Rn), for some v £ R, under the assumptions (1.1) through (1.5). There is a positive constant r\ depending only on the coefficients of(0.l) such that if Q(0) is disjoint from supp«o U suppwi for some e > 0, then u = 0 in the set Uo<K,0{('>"('))>• Proof. We shall proceed in the spirit of [4] , which discussed the equations of homogeneous anisotropic elasticity. On account of the memory term, our calculations are more involved. We rewrite (0.1) as
where the subscripts a and /? denote the partial differentiation in jcq and Xp , respectively. Here, Ef, and Kf-are derived from the coefficients of (0.1) in an obvious manner. Let us assume (uo,ux)£CS°(R")xCox(Rn), so that the solution is smooth. For the above fixed to > 0 and x0 £ R" , we put for 0 < t < t0 , e>0 and r\ > 0, (2.39) r (0 = \f (u\u\ + C°fu>auj) dx. 
where C = (Ci.--.Cn) is the outward unit normal vector on dCl(t) with respect to the x variables. In fact, C = (x -xo)/\\x -xq\\ . We will estimate each integral of (2.41). In the following estimates, fc/'s denote positive constants which depend only on the coefficients of (2.38). First we observe the following identity as in [4] by using (1.2) and (1. for all 0 < t < to , and / qfuUt)uj,(t)dx ^(t, £2) = 0, for all 0 < t < t0.
We have established the above theorem for (u0, ux) £ C0DO(/?") x C03O(i?").
For (u0, ux) £ Hv(Rn) x Hu~x(Rn), v £ R, we start by finding a sequence {(uo, uk)}kL\ in Cox(Rn)xC0x(Rn) which converges to (u0, ux) in H"(Rn)x H"~X(R"). We can arrange that if (71(0, e) is disjoint from supp«o U supp«! for some £ > 0, then it is also disjoint from supp Mq U supp u\ . Now we apply the above theorem to the solution with the initial data (u § , u\) for each k. Then, we arrive at the conclusion for the true solution u by continuous dependence of solutions on the initial data.
Preliminaries for generalization of MacCamy's trick
In this section, we develop necessary tools for the proof of Theorem 1.5. First we recall some facts on the basic calculus of pseudodifferential operators. Proof. This follows from Lemma 3.4 above and Theorem 18.1.8 of [9] , which says that the above mapping defined by (3.9) is continuous from S?m\ (Rn x Rn)
x ^m'(Rn x Rn) to /9"n,+m2tRn x Rn} and the mapping from the left-hand side of (3.9) to (3.10) is continuous from 5em^(Rn x R") x ym'(Rn x Rn) tô m,+m2-ltRn XjR").
Lemma 3.7. Let A(t,x,£) = Ax(t, x, c\) + A2(t, x, tl), where Ax(t, x,£,) £ <9""-x([0, T]xRn x R") and A2(t,x,£)
£ ^m([0, T] x R" x R"), m£ R, are N x N matrices such that for some positive constant r\, Proof. There is a positive constant c such that A(t,x,tl) is invertible for |cj| > c. By virtue of (3.12), we can choose an N x N matrix E(t, x,Q £ S*-m([0, T]xR" x Rn) such that (3.15) E(t,x,Z) = A(t,x,trx, for \£\ > c. We then set (3.16) R(t, x, Dx) = I-A(t,x,Dx)E(t,x,Dx).
It follows from (3.10) that We claim that this B satisfies (3.13) and (3.14) . For this, we set which decay rapidly at infinity, (3.29) S"(R") = the dual of S"(Rn).
As above, if / is ^N valued and each component of / belongs to <9"(Rn) (resp. S"(R")), we still write / e S^(Rn) (resp. S"(R")).
For a linear operator B from &>(Rn) into S"(Rn), we define For the proof of this theorem, we need some preparation.
Lemma 3.11. For any m = mx + m2, mx > I, m2 > 1, (3.39) Am(t,s,x,Dx) = / Ami(t, n, x, Dx)Am2(n, s, x, Dx)dn.
We can easily derive (3.39) by induction.
Lemma 3.12. If m > mx + m2 + 2, then where Cx and C2 are nonnegative constants depending on kx, k2, lx and l2, and the summation is taken over (3.42) kx+k2 + lx+l2<mx + m2-l.
Hence, if mx + m2 + 2 < r + 1, then k2 + l2 + 2 < mx + m2 + 1 < r and thus, The following formula of expansion is also useful later on. According to Lemma 3.9, there is a positive constant dx depending on nx, «2 , «3 and «4 such that (3.50) \\La-yMP-sd^Aa(n,s,x,Dx)\\a,y < dx, and (3.51) \\LyMsdtm'Aa(t, n,x,Dx)\\y < dx, for all (n,s),(t,n) £ [0, T] x [0, T] and all a, P, y, £, Wi and m2 satisfying |q| < «3, |/?| < «4, y < a, 8 < ft, mx < nx and m2 < n2. Here || • ||Qi}, denotes the operator norm from H~^(R") into H-M(Rn) and || • \\y denotes the operator norm from H~Iy'(7?") into L2(Rn). Now we use to derive (3.48) with C = Q =f 2ni+"<d2. Next let us suppose that (3.48) is valid for 1 < /c < q, for some C > Cx . Then, again by Lemmas 3.11, 3.12 and 3.13, we have LaMfidtmidsm2A2{,+l)<J(t,s,x,Dx) = LaM^d^d^ j A2qa(t,n,x,Dx)A2a(n,s,x,Dx)dn = EzZ(ay)(s) F{LyMsdr'A2qa(t,n,x,Dx)} x{La-yM*>-sdsm>A2a(n,s,x,Dx)}dn, for mx < nx and m2 < n2. By means of (3.48) for k = q, we obtain Hence, if we take (3.57) C = max{Cx,2n'+n*C2}, (3.48) is valid for all k > 1. Next we fix any 1 < p < 2a -1. By the same argument as above, we have (3.58) \\LaM^dpd^A2ka+ll(t, s,x, Dx)\\a < Ck\t-s\k/k\, for all (t, s) £ [0, T] x [0, T], k > 1, mx < nx, m2 < n2 and (a, P) £ Z" x Z" satisfying |a| < «3 and \p\ < n4 , where C depends on nx, n2, n3, «4 , but is independent of k . With help of (3.48) and (3.58), we apply Lemma 3.9 to B and conclude the proof. 
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Consequently, u satisfies (3.59). Finally, the uniqueness of the solution of (3.59) follows from Gronwall's inequality, and the unique solution is represented by (3.60). 
Jo
We fix a positive number T such that Ri(t,x,Dx) = -R(t,t,x,Dx).
Jo By means of (4.1) and (4.6), we can deduce that (4.15) f£C°°([0,T];Hk(R")), for all k > 0.
4.2. Microlocal regularity along bicharacteristic strips. We need some preparation. Choose any (t0, x0, £o) £ [0, t*] x R" x R", <^0 ^ 0. By virtue of (1.1), (1.2), (1.3) and (1.6), there is a conic neighborhood J^ of (to, xo, £o) in [0, oo) x R" x (R"\{0}), Next let us fix any / = I, ... , p, and denote by T/(f) = (t, x(t), x(t), £(t)) the bicharacteristic strip which corresponds to &\(t, x,x,S,) defined by (1.9) and satisfies (4.25) x(t*)=x*, z(t*) = x\ c;(t*)=C, where t* > 0 is the same as above and (t* , £*) ^ (0, 0). We restrict to (4.39) w is H" at Ti(tm). Then, w is H" at T/(t), tm < t < tm+x. Proof. Let Bm(t, x, Dx) be the same as above, and set We need a special version of Theorem 18.1.35 of [9] . By virtue of this, Bm(t,x, Dx), Gx(t,x, Dx) and G2(t, x, Dx) are matrix pseudodifferential operators in (t, x) microlocally along T/(t). Consequently, we find that (4.52) y is Ha~x at T,(t), tm < t < tm+x, (4.53) yisH" atr,(tm), (4.54) h is Ha~x at T,(t), tm < t < tm+x. yk is H" at T,(t), tm < t < tm+x, for k / /. Using this, we consider (4.71) Qiy, -0uy, -Euyn -£6/,^ +£E/>;y;-I + P,.
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The right-hand side is Ha~x at Tt(t), t,"<t< tm+x , on account of (4.69) and (4.70). Now we apply Proposition 3.5.1 of [8] Proof. (4.76) can easily be shown by induction. We omit the details.
We proceed to prove the following result on the microlocal regularity along a bicharacteristic strip. Lemma 4.8. Let p£ R and suppose that v is a solution of(4.11) in (0, T)xRn such that v £ Ck([0, 71; H^~k(Rn)), for all k£Z+. Let T,(t) = (t, x(t),x(t), £(t)) be a bicharacteristic strip of (0.1). If (t, x(t)) is disjoint from the singular support of v at every t £[0, e], for some e > 0, then (4.80) dkv is i/"+1 at T,(t), for each 0 < t < T, for all k £ Z+ . for all k £ Z+. Let (t*, jc*) 6 Rn+X, 0 < t* < T, and assume that each bicharacteristic curve of (0.1) passing through (t*, x*) does not intersect the singular support of v near t = 0. Then, there is a function q>(t, x) £ Co°(R"+x) which is identically 1 in a neighborhood of (t*, x*) and such that (4.85) (pv £ C°°(R; H'1+2(Rn)).
Proof. Choose any (t* , £*) £ Rn+X\{0}. If 0>k{t*, x*, x*, £*) = 0, for some k = I, ... , p , then there is a bicharacteristic strip passing through (t*, x*, x*, £*) and the corresponding bicharacteristic curve does not intersect the singular support of v near t = 0. Therefore, we can apply Lemma 4.8 to find that (4.86) dkv is H^1 at (t*, x*, x*, £*), for all k £ Z+ . If 3»k(t*, x*, x*, £*) ? 0, for each k = l,...,p, then D2 + L(t, x, Dx) is microlocally elliptic at (t*, x*, x*, £*), and thus it follows from (4.11) that Then, there is a function 4>(t, x) £ C03O(7?',+1) which is identically 1 in a neighborhood of (t*, x*) and such that For the proof of this, we first observe the following fact. Proof. This is trivial for k -0. Suppose that (4.95) is valid for 0 < k < m. Then,
where L(s) is a parametrix of L(s) and
Jo By virtue of (4.6), (4.84), (4.99) and (4.100), it is easy to see that (4.103) 6m £ C°°([0, 71; Hp-x-2m(Rn)), It is now apparent that the representation formula (4.95) is valid for k = m+l. By induction, it is valid for all k £ Z+ .
Proof of Proposition 4.10. We apply L(t)k to (4.11) and write, by Lemma 4.11, Hence, if a bicharacteristic curve does not intersect the singular support of wo and ux at t = 0, then it does not intersect the singular support of v near t = 0. Now the hypotheses in Proposition 4.9 are satisfied, and (4.131) <j>v£Cco(R;Hv+2(R")),
for some 4> £ C0DO(i?'1+1) which is identically 1 in a neighborhood of (t*, x*). Next we write (4.10):
(4.132) u = v+ R(t,s,x,Dx)v(s)ds.
Jo Combining (4.125), (4.131) and (4.132), we find that (4.133) <t>u£CQO(R;H,/(Rn)).
We now improve the local regularity. It follows from ( We now combine (4.125), (4.131), (4.134) through (4.140) to obtain (1.24).
Next we further assume that Combining (4.157) through (4.162), we find from (4.149) that (4.163) u(t*) is H»+x at x*, but is not Hu+1 at x*.
The singularity described by (4.163) is a stationary singularity, because any bicharacteristic curve passing through (t*, x*) does not intersect the singular support of the initial data and because the location of singularity of the initial data at x* has not changed as time evolved. If there is c > 0 such that the above assumptions on t* are satisfied for each t* > c with the fixed x*, then (4.162) is true for all t* > c with the fixed x*. This can be easily implemented if v,(0) has compact support and (4.161) holds for all large t*. Hence we have proved the following.
