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Abstract
We show that every continuous product system of correspondences over a unital C∗–algebra
occurs as the product system of a strictly continuous E0–semigroup.
1 Introduction
E0–Semigroups on Ba(E), the algebra of all adjointable operators on a Hilbert module E over
a C∗–algebra B, give rise to product systems of correspondences over B. The first construction
of this sort is due to Arveson in his trailblazing paper [Arv89a] which marks the begin of the
modern theory of product systems. It took a whole serious of papers (Arveson [Arv89a, Arv90a,
Arv89b, Arv90b]) to show the converse statement, namely, that every product system of Hilbert
spaces (Arveson system, in the sequel) arises as the product system of an E0–semigroup on
B(H) for a Hilbert space H. For a long time there were no other proofs of this fact. Recently
Liebscher [Lie03] provided a different still very involved proof. In Skeide [Ske06a] we found
a short and self-contained proof and shortly after Arveson [Arv06] presented yet another short
proof. In Skeide [Ske06c] we showed that Arveson’s construction in [Arv06] leads to a result
that is unitarily equivalent to a special case of the construction in [Ske06a].
∗This work is supported by research funds of University of Molise and Italian MIUR.
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The first construction of a product system from an E0–semigroup on a general Ba(E) is
done in Skeide [Ske02] under the assumption that E has a unit vector.[1] The general case for
nonunital C∗–algebras (that is, in particular, without unit vectors) is discussed in Skeide [Ske04]
(based on the representation theory of Ba(E) in Muhly, Skeide and Solel [MSS06]).
It is the scope of these notes to prove the converse, every product system comes from an
E0–semigroup, in the special case of continuous product systems of correspondences over a
unital C∗–algebra. The general case will be treated in Skeide [Ske06b]. In several places in
these notes (Remark 4.1, Section 5) we will comment on what the differences and additional
complications are (beginning with a whole bunch of technically quite different variants). What
made us decide to publish the present case separately are two reasons: Firstly, it allows a com-
plete solution of the problem. By this we mean that we have a complete correspondence between
a sufficiently interesting class of E0–semigroups on the one side and a handy class of product
systems on the other side. Secondly, the special properties allow for a particularly simple treat-
ment, immitating the construction in [Arv06]. (Anyway, we point out in Section 5 that our
conditions are not that special. In fact, that part of the condition that allows to apply Arveson’s
construction are fulfilled by every Arveson system.)
2 The product system of an E0–semigroup
By S we denote either N0 = {0, 1, . . .} (discrete case) or R+ = [0,∞) (continuous time case).
Let E be a Hilbert B–module. Suppose that ϑ = (ϑt)t∈S is an E0–semigroup on Ba(E). By
this we mean that ϑ is a semigroup of unital endomorphisms ϑt of Ba(E). In these notes we
shall always assume that the ϑt are strict (that is, they are continuous for the strict topology
on bounded subsets of Ba(E) or, equivalently, already the action of ϑt(K(E)) of the compact
operators K(E) on E via ϑt is nondegenerate).
As discussed in [Ske04], using the results from [MSS06], with every ϑt (t > 0) we may asso-
ciate a correspondence Et over B and a unitary vt : E ⊙ Et → E such that ϑt(a) = ϑvt (a) := vt(a⊙
idt)v∗t . Moreover, there are bilinear unitaries us,t : Es ⊙ Et → Es+t such that (xrys)zt = xr(yszt)
where, following Arveson’s convention, we denote xsyt := us,t(xs ⊙ yt). Putting E0 = B (the
trivial correspondence over B) the families vt and us,t extend to time 0 by the canonical iden-
itifications. In other words, the family E⊙ = (Et)t∈S is a product system in the sense of Bhat
and Skeide [BS00, Definition 4.7]. If we wish to underline absence of continuity or measur-
ability conditions, we say E⊙ is an algebraic product system. Also, using the same notation
xyt := vt(x ⊙ yt), the vt fulfill (xys)zt = x(yszt).
[1]Apparently, there is a construction of a product systems from E0–semigroups on type II1 factors due to Alevras
in his thesis. But, still after several inquiries we do not have this thesis available.
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We do not give details as we shall discuss below a different construction in the special case
when E has a unit vector ξ (that is, 〈ξξ〉 = 1 so that, in particular, B is unital). We shall say,
E is unital, if it admits a unit vector. We just mention that, actually, all Et may be viewed as
correspondences over the range ideal BE := span〈E, E〉 of E. (For the right action this is trivial
as every Hilbert B–module may be considered as a Hilbert BE–module. For the left action it
means that already the action of BE on E is nondegenerate.) Furthermore, E⊙ together with
a family vt such that ϑvt gives back ϑt is determined up to isomorphism of product systems by
these properties. See [Ske04] for details. So, replacing B (and, therefore, also E0) with BE
we may assume that E is full, that is, B = BE. In this case, the constructions give the correct
structures also for time 0. Also, all Et are necessarily full. In general, for full product system E⊙
(that is, all Et are full) by a left dilation of E⊙ to a full Hilbert module E we shall understand a
family of unitaries vt : E⊙Et → E that fulfill (xys)zt = x(yszt). (Note that, using associativity, v0
is bound to be the canonical identification. In [Ske06b] we will discuss a version that includes
also the nonfull case.) For every left dilation the ϑvt define an E0–semigroup on Ba(E). So,
finding an E0–semigroup for a full product system is equivalent to find a left dilation.
We will now discuss the construction from Skeide [Ske02] of an algebraic product system
E⊙ from an E0–semigroup ϑ on Ba(E) for unital E. (This is a direct generalization of Bhat’s
construction in [Bha96] of an Arveson system from an E0–semigroup on B(H).) While in
Section 3 we will assume that ϑ is strictly continuous (that is, for every a ∈ Ba(E) the func-
tion t 7→ ϑt(a) is strictly continuos) or, equivalently (because all ϑt are contractive ∗–maps),
strongly continuous. It is the unit vector which will allow us, as in Skeide [Ske03b], to define a
continuous structure on E⊙.
2.1 Remark. As long as E is full over a unital C∗–algebra (or slightly more weakly, as long as
BE is unital) the assumption of a unit vector is not critical. Indeed, [Ske04, Lemma 2.2] asserts
that a finite direct sum En of copies of E has a unit vector. By inflation the E0–semigroup ϑ on
gives rise to an E0–semigroup ϑn on Ba(En) = Mn(Ba(E)) and ϑn is strictly continuous, if and
only if ϑ is strictly continuous. It is not difficult to show that ϑ and ϑn have the same product
system. (This follows simply because a left dilation vt of E⊙ to E gives rise to a left dilation
vnt : En ⊙ Et → En which induces ϑn and from the uniqueness of the product system.) In the
case when BE is nonunital, so that it is meaningless to ask for a unit vector, we do not know
how to impose a continuos structure on the product system E⊙. Anyway, the left dilation we
are going to construct from a continuous product system will be to a unital Hilbert module, so
in our context it is perfectly admissible to restrict our considerations to left dilations to unital
Hilbert modules.
If ξ ∈ E is a unit vector, we put Et := ϑt(ξξ∗)E. On Et we define a left action of B by setting
bxt := ϑt(ξbξ∗)xt. This left action is unital, so that Et is a correspondence over B. It is easy to
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check that
x ⊙ yt 7−→ ϑt(xξ∗)yt
defines an isometry vt : E ⊙ Et → E. Surjectivity follows from strictness of ϑt; see [Ske02,
Ske03b] for details. Obviously, ϑt(a) = vt(a ⊙ idt)v∗t . The restriction of vt to Es ⊙ Et ⊂ E ⊙ Et
defines a bilinear unitary us,t onto Es+t. (Clearly, us,t is into Es+t and bilinear. Surjectivity follows
from ϑs+t(ξξ∗)vt = vt(ϑs(ξξ∗) ⊙ idt).) We leave it as an exercise to check that E⊙ := (Et)t∈S with
the us,t is a (full, of course) product system and the the vt form a left dilation of E⊙ to E; see
again [Ske02, Ske03b] for details.
By [Ske02, Proposition 2.3] the product system does not depend on the choice of the unit
vector. Indeed, if ξ′ is another unit vector, then ϑt(ξ′ξ∗) defines an isomorphism from the product
system constructed from ξ to the product system constructed from ξ′.
We close this section on algebraic product systems with the construction from [BS00]
([BBLS04] for the general case) of an E0–semigroup for a product system when this prod-
uct system has a unital unit. A unit in a product system E⊙ = (Et)t∈S of correspondences Et
over a unital C∗–algebra B is a family ξ⊙ = (ξt)t∈S of vectors ξt ∈ Et with ξ0 = 1 which compose
as ξsξt = ξs+t. The unit is unital, if every ξt is a unit vector. (If a unit ξ⊙ is continuous in the
sense that the CP-semigroup T =
(
Tt
)
t∈S on B defined by setting Tt(b) = 〈ξt, bξt〉 is uniformly
continuous, then this unit may be “normalized” to a unital unit within the product system E⊙;
see Skeide and Liebscher [LS05, Example 4.2].)
We observe that a unital unit gives rise to an inductive system of isometric embeddings
ξs ⊙ idt : Et → Es ⊙ Et defined by setting (ξs ⊙ idt)xt = ξsxt.
2.2 Theorem [BBLS04, Section 4.4]. Let E denote the inductive limit over Et. All ξt ∈ Et are
imbedded to the same unit vector in E which we denote by ξ. For every t ∈ S the factorization
us,t : Es ⊙ Et → Es+t for s → ∞ gives rise to a factorization vt : E ⊙ Et → E of the inductive
limit and the vt form a left dilation of E⊙ to E. Moreover, ξξt = ξ so that the product system of
the E0–semigroup ϑ on Ba(E) defined by setting ϑt(a) = vt(a ⊙ idt)v∗t is ϑt(ξξ∗)E = Et including
the correct product system structure.
3 Continuous product systems
We pass now to the continuous case. The following Definition of continuous product system
is [Ske03b, Definition 7.1] except that we have removed that B is assumed unital. It is moti-
vated by the fact that every strictly continuous E0–semigroup acting on the operators of a unital
Hilbert module fulfills these requirements.
3.1 Definition. Let E⊙ = (Et)t∈R+ be a product system of correspondences over a C∗–algebra
B with a family i = (it)t∈R+ of isometric embeddings it : Et → Ê into a Hilbert B–module Ê.
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Denote by
CS i(E⊙) =
{
x =
(
xt
)
t∈R+ : xt ∈ Et, t 7→ itxt is continuous
}
the set of continuous sections of E⊙ (with respect to i). We say E⊙ is continuous (with respect
to i), if the following conditions are satisfied.
1. For every yt ∈ Et we can find a continuous section x ∈ CS i(E⊙) such that xt = yt.
2. For every pair x, y ∈ CS i(E⊙) of continuous sections the function
(s, t) 7−→ is+t(xsyt)
is continuous.
We say two embeddings i and i′ have the same continuous structure, if CS i(E⊙) = CS i′(E⊙).
Roughly speaking, E⊙ is a Banach subbundle of the trivial Banach bundle R+ × Ê that
contains enough continuous sections and the product system structure respects continuity of
sections. Note also that by [Ske03b, Proposition 7.9] Condition 1 may be replaced by the
weaker condition that for every t ∈ R+ the set {xt : x ∈ CS i(E⊙)} is total in Et. (The proof does
not depend on that the definition here is slightly more general, and presents a typical example of
dealing with continuous sections.) Note also that Condition 2 may be replaced with the weaker
condition that the function (s, t) 7→ 〈z, is+t(xsyt)〉 is continuous for every z ∈ Ê and every pair
x, y ∈ CS i(E⊙). (The proof is very much analogue to that of the well-known fact that on the
unitary group of a Hilbert space strong and weak topology coincide.)
Observe that, in particular, for every zs ∈ Es and every section x ∈ CS i(E⊙) the functions
t 7→ is+t(zsxt) and t 7→ it+s(xtzs) are continuous. (Simply choose a section y ∈ CS i(E⊙) with
ys = zs and keep s constant.)
Before we investigate the continuous structure of the product system of a strictly continuous
E0–semigroup we illustrate how strong the condition to be continuous at t = 0 is for a product
system.
3.2 Lemma. If B is unital, then a continuous product system E⊙ of correspondences over B
contains a continuous section ζ ∈ CS i(E⊙) that consists entirely of unit vectors and fulfills
ζ0 = 1. In particular, every Et contains a unit vector (and, therefore, is full).
P. By assumption 3.1(1) there exists a continuous section x such that x0 = 1 ∈ B = E0. As
1 is invertible and the invertible elements form an open subset ofB, the elements |xt| :=
√〈xt, xt〉
are invertible on an interval [0, ε] for a suitable ε > 0. We put yt = xt |xt|−1 for t ∈ [0, ε] and
yt = xt |xε|−1 for t > ε. Clearly, this defines a continuous section y. We define a section
ζ =
(
ζt
)
t∈R+ by setting ζt = yt−nεy
n
ε where n =
[ t
ε
]
is the unique integer such that t − nε ∈ [0, ε).
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By construction all ζt are unit vectors. As y is continuous, the section ζ is continuous for all
t < N0ε. If t = nε, then the left and right limit limit at t are
lim
δ→+0
it+δζt+δ = it(y0ynε) = itynε = itζt
lim
δ→+0
it−δζt−δ = it(yεyn−1ε ) = itynε = itζt.
So ζ is continuous.
Now let E be a unital Hilbert B–module and fix a unit vector ξ ∈ E. Suppose that ϑ =(
ϑt
)
t∈R+ is a strictly continuous E0–semigroup and dennote by E
⊙ its associated product system
constructed rom ξ as Et := ϑt(ξξ∗)E ⊂ E. Put Ê := E and let it denote the canonical embeddings
Et → Ê. Choose yt ∈ Et. Then x with xs := ϑs(ξξ∗)yt is a continuous section such that xt = yt.
Moreover, if x, y ∈ CS i(E⊙) is a pair of continuous sections, then
(s, t) 7−→ is+t(xsyt) = ϑt(xsξ∗)yt
is, clearly, continuous.
So far, this has been explained in [Ske03b, Section 7]. But, we mention that if ξ′ ∈ E is
another unit vector, then the isomorphism ϑt(ξ′ξ∗), clearly, sends continuous sections to contin-
uous sections. Therefore, the continuous structures of the product system constructed from ξ
and of the product system constructed from ξ′ coincide.
Without proof we state the following which improves on [Ske03b, Theorem 7.5] where the
unit ξ⊙ was required to be continuous.
3.3 Theorem. Let E⊙ be a continuous product system and let ξ⊙ be a unital unit in CS i(E⊙).
Then the E0–semigroup ϑ constructed from ξ⊙ by Theorem 2.2 is strictly continuous and the
continuous structure derived from ϑ coincides gives back the continuous structure of E⊙.
The proof is the same as in [Ske03b] but there we were interested only in continuous units.
The scope was rather to start with an algebraic product system and a continuous unit, leading
to an E0–semigroup by Theorem 2.2 which shows to be strictly continuous. We wanted to
convince ourselves that the induced continuous structure does not depend on the unit as long as
the units are sufficiently contionuous with respect to eachother.
Of course, also Theorem 3.3 shows that the continuous structure induced by a unital unit
does not depend on the choice. It is interesting to note that, so far, we do not know whether the
inductive limits contructed from different units are isomorphic. In fact, we strongly suspect that
they need not be isomorphic.
Finally, we mention that the continuous structure of a product system associated with a
strictly continuous E0–semigroup may equally well be expressed in terms of the left dilation
that gives back the E0–semigroup. In fact, the canonical embedding Et = ϑt(ξξ∗) → E is
nothing but vt(ξ ⊙ idt) : xt 7→ vt(ξ ⊙ xt) = ξxt.
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4 The construction
4.1 Remark. The basic idea of Skeide [Ske06a] (which we describe immediately for modules)
to find a left dilation of a product system E⊙ = (Et)t∈R+ was to start with a left dilation of the
discrete subsystem (Et)t∈N0 to a Hilbert module ˘E, that is, with a family of unitaries v˘n : ˘E⊙En →
˘E that fulfill the necessary associativity conditions. We put E := ˘E ⊙
∫ 1
0 Eα dα. The following
identifications
E ⊙ Et = ˘E ⊙
(∫ 1
0
Eα dα
)
⊙ Et = ˘E ⊙
∫ 1+t
t
Eα dα

(
˘E ⊙ En ⊙
∫ 1
t−n
Eα dα
)
⊕
(
˘E ⊙ En+1 ⊙
∫ t−n
0
Eα dα
)

(
˘E ⊙
∫ 1
t−n
Eα dα
)
⊕
(
˘E ⊙
∫ t−n
0
Eα dα
)
= E (4.1)
suggest, then, a family of unitaries vt : E ⊙ Et → E. The slightly tedious thing in [Ske06a] was
to show associativity, that, is that the vt form a dilation to E. But, by that method whenever
we are able to dilate the discrete subsystem (Et)t∈N0 of E⊙ we are also able to dilate the whole
product system E⊙.
Existence of the dilation of the discrete subsystem was settled in [Ske04, Theorem 6.6] for
full correspondences over a unital C∗–algebra and in [Ske04, main theorem] for strongly full
von Neumann correspondences. Here, for continuous product systems of full correspondences
over a unital C∗–algebra, the situation is even better. By Lemma 3.2 E1 contains a unit vector
ζ1. We do not know whether E⊙ has a unital unit. (In this case, the whole construction in the
remainder would be superfluous, as we could simply apply Theorem 2.2.) But, at least the
discrete subsystem (En)n∈N0 has a unital unit, namely, ξ⊙ = (ξn)n∈N0 with ξn := ζn1 . So, Theorem
2.2 provides us with a dilation at least of the discrete subsystem we can use as input for the
construction as indicated in (4.1).
It is this case, fixing a unit vector ζ1 ∈ E1, which was by treated by Arveson [Arv06] in a
different way. Roughly speaking, as explained in [Ske06c], the construction of [Arv06] can be
interpreted as exchanging in E = ˘E⊙
∫ 1
0 Eα dα the construction of the inductive limit (giving ˘E)
and the direct integral, and giving a very concrete interpretation of the elements of the inductive
limit over En ⊙
∫ 1
0 Eα dα =
∫ n+1
n
Eα dα in terms of sections of the product system with a handy
equivalence relation. As we do have unit vectors, we follow the same construction here.
Now we start with the construction. But, before we can really start we have to say a few
words about the direct integrals. If E⊙ is a continuous product system with continuous structure
defined by the family i of embeddings it : Et → Ê, then every section x =
(
xt
)
t∈R+ in E
⊙ gives
rise to a function t 7→ x(t) := it xt with values in Ê. Let 0 ≤ a < b < ∞. By
∫ b
a
Eα dα
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we understand the norm closure of the pre-Hilbert module that consists of continuous sections
x ∈ CS i(E⊙) restricted to [a, b) with inner product
〈x, y〉[a,b] :=
∫ b
a
〈xα, yα〉 dα =
∫ b
a
〈x(α), y(α)〉 dα.
Note that all continuous sections are bounded on the compact interval [a, b] and, therefore,
square integrable. As by Lemma 3.2 there is a continuous section of unit vectors, also
∫ b
a
Eα dα
contains a unit vector.
4.2 Proposition.
∫ b
a
Eα dα contains the space R[a,b) of restrictions to [a, b) of those sections x
for which t 7→ x(t) is right continuous with finite jumps (this implies that there exists a left limit)
in finitely many points and bounded on [a, b), as a pre-Hilbert submodule.
P. It is sufficient to observe that we may construct a right continuous section with left
limit in each point which has a determined jump in one specific point, r say, and is continuous
otherwise on [a, b)\{r}. Simply choose a continuous section that assumes at r the jumpsize and
multiply it by a sequence of continuous functions that L2–approximates the indicator function
of [r, b). Then the limit of this sequence has the desired property. Adding up a finite number of
such functions we produce a function that has exactly the same jumps as x, so that the difference
is continuous and, therefore, in R[a,b).
Of course, the inner product is definite on right continuous functions, that is, R[a,b) is indeed
a pre-Hilbert module. (This would fail, if we considered the interval [a, b].)
Let S denote the right B–module of all sections x = (xt)t∈R+ of E⊙ which are locally R, that
is, for every 0 ≤ a < b < ∞ the restriction of x to [a, b) is in R[a,b), and which are stable with
respect to the unit vector ζ1 ∈ E1, that is, there exists an α0 ≥ 0 such that
xα+1 = ζ1xα
for all α ≥ α0. By N we denote the subspace of all sections in S which are eventually 0, that
is, of all sections x ∈ S for which there exists an α0 ≥ 0 such that xα = 0 for all α ≥ α0. A
straightforward verification shows that
〈x, y〉 := lim
m→∞
∫ m+1
m
〈x(α), y(α)〉 dα
defines a semiinner product on S and that 〈x, x〉 = 0 if and only if x ∈ N. Actually, we have
〈x, y〉 =
∫ T+1
T
〈x(α), y(α)〉 dα
for all sufficiently large T > 0; see [Arv06, Lemma 2.1]. So, S/N becomes a pre-Hilbert module
with inner product 〈x + N, y + N〉 := 〈x, y〉. By E we denote its completion. (By arguments
similar to those in [Ske06c], the E here, indeed, is canonically isomorphic to the E discussed in
Remark 4.1.)
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4.3 Proposition. For every section x and every α0 ≥ 0 define the section xα0 as
xα0α :=

0 α < α0
ζn1 xα−n α ∈ [α0 + n, α0 + n + 1), n ∈ N0.
If x is in CS i(E⊙), then xα0 is in S. Moreover, the set {xα0 +N : x ∈ CS i(E⊙), α0 ≥ 0} is a dense
submodule of E.
P. Of course, xα0 is in S whenever x is continuous. So, let y be a section in S and choose
α0 such that yα+1 = ζ1yα for every α ≥ α0. Then, y = yα0 mod N. Now, if xn is a sequence
of continuous sections that approximates y in R[α0,α0+1), then x
α0
n approximates yα0 in S/N. That
is, the set is dense in E. Of course, the set of sections of the form xα0 is invariant under right
multiplication and modulo N also under addition.
Note that for the continuous section ζ of unit vectors from Lemma 3.2 also the section ζ0 is
continuous. (This follows just as in the proof of Lemma 3.2 now with ε = 1.)
4.4 Corollary. ξ := ζ0 +N is a unit vector in E.
4.5 Remark. Observe also that ζ0n = ξn = (ζ01 )n. So ζ0 interpolates the unit ξ⊙ of the discrete
subsystem in Remark 4.1.
After these preparations it is completely plain to see that for every t ∈ R+ the map x ⊙ yt 7→
xyt, where
(xyt)α =

xα−tyt α ≥ t,
0 else,
defines an isometry vt : E ⊙ Et → E, and that these isometries iterate associatively.
So far we discussed that part of the construction that is immediate, once the idea of the
module of stable sections and its inner product are understood. The remaining work, surjectivity
of the vt, continuity of the E0–semigroup and compatibility of the continuous structure arising
from that E0–semigroup with the original one, require a certain ammount of technical work and
cover the remainder of this section.
4.6 Proposition. Each vt is surjective.
P. By Proposition 4.3 it is sufficient to approximate every section of the form xα0 with
x ∈ CS i(E⊙), α0 ≥ 0 in the (semi-)inner product of S by finite sums of sections of the form
yzt for y ∈ S, zt ∈ Et. As what the section does on the finite interval [0, t) is not important for
the inner product, we may even assume that α0 ≥ t. And as in the proof of Proposition 4.3 the
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approximation can be done by approximating z in R[α0 ,α0+1) and then extending the restriction to
[α0, α0 + 1) stably to the whole axis.
So let α0 ≥ t and let x be a continuous section. We will approximate the contininuous section
α 7→ xα uniformly on the compact interval [α0, α0+1] (and, therefore, in L2) by finite sums over
sections of the form α 7→ yα−tzt. Choose ε > 0. For every β ∈ [α0, α0 + 1] choose nβ ∈ N, yβk ∈
Eβ−t, zβk ∈ Et such that ‖xβ −
∑nβ
k=1 y
β
kz
β
k‖ ≤ ε2 . Choose continuous sections y¯
β
k =
((y¯βk)α)α∈R+ ∈
CS i(E⊙) such that (y¯βk)β−t = yβk . For every β chose the maximal interval Iβ ⊂ [α0, α0 + 1] such
that ‖xα −
∑nβ
k=1(y¯βk)α−tzβk‖ < ε for all α ∈ Iβ. Of course, Iβ contains β and is open in [α0, α0 + 1],
because it is the inverse image of an open set under a continuous function. In other words, the
Iβ form an open cover of the compact set [α0, α0 + 1] so that we may choose a finite subcover
determined, say, by m values β1, . . . , βm ∈ [α0, α0 + 1]. By taking away from Iβi everything that
is already contained in Iβ1 ∪ . . .∪ Iβi−1 , we define a finite partition Ii of [α0, α0 + 1]. Taking away
the point α0+1 and adjusting the endpoints of the Ii suitably, we may assume that all Ii are right
open. Denote by II i the indicator function of Ii. Then, restriction of the piecewise continuous
section
α 7−→

0 α < t
m∑
i=1
nβi∑
k=1
(y¯βik )α−tzβik II i(α)) α ≥ t
to [α0, α0 + 1) is in R[α0 ,α0+1) and approximates α 7→ zα uniformly on [α0, α0 + 1) up to ε.
So, the vt form a dilation of E⊙ to E. To show that the associated E0–semigroup is continu-
ous, we show first that the dilation is continuous in the following sense.
4.7 Proposition. For every x ∈ E and every continuous section y ∈ CS i(E⊙) the function
t 7→ xyt is continuous.
P. As y is bounded locally uniformly, it is sufficient to show the statement for all x from a
dense subset of E. So suppose that x (modulo N) is given by a section in S of the form zα0 for
z ∈ CS i(E⊙) and α0 ≥ 0. To calculate ‖zα0yt − zα0ys‖ we have to integrate over α the values of∣∣∣zα0α−tyt − zα0α−sys∣∣∣2 for α in any unit interval such that α − t and α − s are not smaller than α0. So
|zα0yt − zα0ys|2 =
∫ d+1
d
∣∣∣zα0α+syt − zα0α+tys∣∣∣2 dα (4.2)
for all d ≥ α0. The function (α, t) 7→ zαyt is uniformly continuous on each interval [α0 + n, α0 +
n + 1) × [a, b] and it is bounded on every R+ × [a, b]. We fix a t, we choose a (sufficiently big)
d such that n = d + t − α0 is an integer and we choose ε ∈
(0, 12). Then in
|zα0yt − zα0ys|2 =
[∫ d+ε
d +
∫ d+1−ε
d+ε +
∫ d+1
d+1−ε
] ∣∣∣zα0α+syt − zα0α+tys∣∣∣2 dα
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the first and the last integral are bounded by ε times a constant which is independent on s ∈(
t − 12 , t + 12
)
. For such s, in the middle integral both α − t and α − s are in the same interval
[α0 + n, α0 + n + 1), so that both zα0α+syt and zα0α+tys depend uniformly continuously on α and
s ∈ (t−ε, t+ε). In particular, if s is sufficiently close to t, then both zα0α+syt and zα0α+tys are close to
their common limit zα0α+tyt uniformly in α. It follows that the middle integral goes to 0 for s → t.
Sending also ε → 0, we see that the left dilation is continuous.
Proposition 4.7 is more than what we actually need for continuity of the E0–semigroup, but
it shows that we have also a reasonable notion of continuous left dilation.
4.8 Corollary. The E0–semigroup ϑv is strictly continuous.
P. This is a more elaborate version of the proof of [BS00, Theorem 10.2] and a couple of
similar results about continuity of E0–semigroups we contructed in [Ske01, Ske03b, BBLS04].
We must show that for every a ∈ Ba(E) and every x ∈ E the function t 7→ ϑvt (a)x is continuous.
As usual with semigroups, it is sufficient to show continuity at t = 0. Let ζ be the continuous
section of unit vectors from Lemma 3.2 and recall that ζ0 = 1. In particular, for every x ∈ E by
Proposition 4.7 vε(x ⊙ ζε) = xζε converges to x1 = x for ε → 0. Thus, taking also into account
that vt(a ⊙ idt) = ϑvt (a)vt, we find that
ax − ϑvε(a)x = (ax − vε(ax ⊙ ζε)) + (ϑvε(a)vε(x ⊙ ζε) − ϑvε(a)x)
= (ax − (ax)ζε) + ϑvε(a)(xζε − x)
is small for ε sufficiently small.
By Corollay 4.4 E has a unit vector ξ. The only thing that remains to be shown is that the
continuous structure induced by ϑv and ξ is the same as the original one.
4.9 Proposition. A section x is in CS i(E⊙), if and only if t 7→ ϑvt (ξξ∗)xt = ξxt is continuous.
P. The forward implication is clear from Proposition 4.7. For the backward implication we
conclude indirectly. If x is not locally uniformly bounded, then neither is t 7→ ξxt, thus, this
function cannot be continuous. So, we may assume that x is locally uniformly bounded. Let us
calculate |ξxt − ξxs|2 as in (4.2). We find
|ξxt − ξxs|2 =
∫ d+1
d
|ξα+sxt − ξα+t xs|2 dα,
now for arbitrary d ≥ 0 because for α0 we may choose 0. If ε is small, then ξα+t is close to
ξα+t−δξδ uniformly in α and δ ∈ [0, ε] and locally uniformly in t. So, for s ∈ [t − ε, t] the integral
is close to ∫ d+1
d
|ξα+sxt − ξα+sξεxs|2 dα =
∫ d+1
d
|xt − ξεxs|2 dα = |xt − ξεxs|2
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locally uniformly in t. The function ε 7→ iε+s(ξεxs) is continuous. So, if ε is small, then
iε+s(ξεxs) is close to x(s). Thus, if ε is sufficiently small, then |ξxt − ξxs|2 is close to |x(t) − x(s)|.
We conlude that if t 7→ x(t) is not continuous, then neither is t 7→ ξxt.
We summarize.
4.10 Theorem. Every continuous product system of correspondences over a unital C∗–algebra
is the continuous product system associated with a strictly continuous E0–semigroup that acts
on the algebra of all adjointable operators on a unital Hilbert module.
5 Concluding remarks
In these notes we discussed the simplest case of the relation between product systems and
E0–semigroups for Hilbert modules. From every strictly continuous E0–semigroup acting on
the algebra of all adjointable operators on a unital Hilbert module (or, more generally, on a full
Hilbert module over a unital C∗–algebra; see Remark 2.1) we obtain a continuous product sys-
tem of correspondences over a unital C∗–algebra and by Theorem 4.10 every such product sys-
tem arises in that way. A different question is in how product systems classify E0–semigroups.[2]
By Lemma 3.2 the members in every continuous product system of correspondences over
a unital C∗–algebra have unit vectors. This allowed to adopt Arveson’s point of view for the
Hilbert space version in [Arv06] also for modules. In all other versions we shall discuss in
[Ske06b] (so far) we do not know about existence of unit vectors in the involved product sys-
tems.[3] Appart from a measurable version of the present notes (see below), these versions are:
1.) Algebraic product systems of full correspondences over a unital C∗–algebra or of strongly
full von Neumann correspondences. (Here the direct integrals will be with respect to the count-
ing measure and, therefore, the contructed E0–semigroup will not be continuous.) 2.) Strongly
continuous (or measurable) product systems of strongly full von Neumann correspondences.
For all these versions we have to stick to the results in [Ske04] about existence of left dila-
tions of the discrete subsystem and pass through the manipulations as indicated in (4.1) in full
generality.[4]
[2]If the E0–semigroups act on the same Ba(E), then we obtain the usual classification up to cocycle conjugacy;
see [Ske02, Theorem 2.4]. If two E0–semigroups act on two strictly isomorphic Ba(E), so that the two Hilbert
modules are Morita equivalent, then the E0–semigroups are cocycle conjugate, if and only if their product systems
are Morita equivalent by the same Morita equivalence; see [Ske04, Proposition 4.7]. However, it is easy to construct
example of E0–semigroups that act on nonisomorphic Ba(E), but have the same product systems.
[3]Full discrete product systems, for instance, need not have unit vectors, not even in the case of von Neumann
correspondences; see [Ske04, Examples 2.1 and 9.5].
[4]We should emphasize that the complications in Propositions 4.2, 4.3 and, in particular, surjectivity of the vt
in Proposition 4.6 (assuring that the endomorphisms ϑvt are unital) are not due to the construction in [Arv06] but
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As it is our definition of continuous product system that led to unit vectors, the reader
might object that this definition is too restrictive. The more important it is to underline that the
relevant part of the definition is, actually, less restrictive than Arveson’s. Namely, what we need
in order to show existence of unit vectors in the proof of Lemma 3.2 is only Property (1) of
Definition 3.1. An Arveson system, appart from its structure of an algebraic product system,
is a measurable bundle of Hilbert spaces Ht, t > 0 isomorphic to the trivial bundle (0,∞) × H0
for an infinite-dimensional separable Hilbert space H0. But this bundle is also continuous, and
adding a one-dimensional subspace of H0 at time t = 0 does not change this. Property (1) is
weaker, as we do not require that the injections it, t > 0 are surjective. The only difference
is that Arveson requires (more or less) that products of measurable sections are measurable,
while we require that products of continuous sections are continuous. In fact, the measurable
version we will treat in [Ske06a] will simply replace the condition about continuity of products
of continuous sections by measurability. Property (1) remains unchanged!
As far as von Neumann versions are concerned, for a normal E0–semigroup ϑ the family
of projection ϑt(ξξ∗) will no longer be strictly continuous but only strongly continuous (in the
strong topology of von Neumann modules). Consequently, in Property (1) continuous sections
will be replaced by strongly continuous sections. But then the arguments in the proof of Lemma
3.2 that led to unit vectors do no longer work. (The invertibles are not open for the strong
topology.)
As far as measurability is concerned we would like to say that in [Ske06a] we reduced
the problem to measurability of a certain unitary group. (This is much easier to treat than the
continuity problem of a proper E0–semigroup by applying the standard result [HP57, Theorem
10.2.3] of Hille and Phillips. See, for instance, the proof of [Arv89a, Proposition 2.5(i)].) This
procedure, which we explain very briefly, works also for modules. The basis is to contruct not
only a left dilation of the product system but also a right dilation, that is, a Hilbert space H with
a faithful nondegenerate representation of B and a family of left linear unitaries wt : Et⊙H → H
iterating associatively. Then ut := (vt⊙idH)(idE ⊙w∗t ) defines a unitary group acting on the Hilbert
space E ⊙H, which gives back ϑ as the restriction of the automorphism semigroup ut • u∗t , t ≥ 0
to Ba(E) ⊙ idH ⊂ B(E ⊙ H).[5] As for left dilations, for existence of a right dilation we need
a right dilation of the discrete subsystem of E⊙. For C∗–correspondences this is the result of
Hirshberg [Hir05], while for von Neumann correspondences this is our result [Ske04, Theorem
because the case of Hilbert modules is technically considerably more involved. (Also in a proof based on (4.1)
we have to face similar problems in showing that the three correspondences Et ⊙
∫ b
a
Eα dα and
∫ b+t
a+t
Eα dα and(∫ b
a
Eα dα
) ⊙ Et are isomorphic in the obvious way.) The proof in [Arv06] for the analogue of Proposition 4.6 for
Hilbert spaces is much simpler.
[5]The fact that this semigroup is nontrivial shows that the elements xyt ⊙ z and x ⊙ ytz in E ⊙ H, in general, are
different. So, the extension of the product to elements in the spaces of the left and the right dilation is no longer
associative.
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7.6]. In both cases the members En of the product system must have faithful left action of B, so
generality is slightly reduced.
Last but not least, we mention that, actually, Arveson [Arv06] constructed a right dilation of
the product system, while in [Ske06a] we constructed a left dilation. For Hilbert spaces there is
no problem in switching from left to a right dilation simply by reversiong in all tensor products
the order of the factors. (In fact, this is what we did in [Ske06c] in order to compare [Arv06]
with [Ske06a].) Nothing like this is possible for modules! (E ⊙ Et has no meaning. And also
the stability condition for section xα+1 = ζ1xα, written in the reverse order xα+1 = xαζ1 would
produce nonsense for the definition of the semiinner product on S.) This, clearly, underlines that
the “correct” product system associated with an E0–semigroup is the one that is connected with
the E0–semigroup by a left dilation, not by a right dilation. In fact, a right dilation gives rise to
a nondegenerate representation ηt(xt) : h 7→ xth of the product system, and this is what Arveson
constructed. Such a representation gives rise to an E0–semigroup on the von Neumann algebra
Bbil(H). Only in the von Neumann case, this algebra may be suitably interpreted as algebra of
operators on a von Neumann module, but a von Neumann module over the commutant of B. In
this case, the product system may be recovered as a family of intertwiner spaces. This is part of a
far reaching duality between a von Neumann correspondence and its commutant we introduced
in [Ske03a]. (This relation is explained in [Ske04, Sections 7 and 8] and in [Ske06d].) In the
C∗–case, this E0–semigroup does not give back uniquely the product system for which we give
a right dilation! Therefore, in the C∗–case only the E0–semigroups coming by left dilations and
not the E0–semigroup coming by nongegenerate representations, that is, by right dilations, have
a “good” relationship to product systems.
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