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ABSTRACT
Fast Algorithms for Wavelet-based Analysis of Hyperspectral Signatures
By 
Jiang Li
Dr. Lori Mann Bruce, Examination Committee Chair 
Assistant Professor of Electrical and Computer Engineering 
University o f Nevada, Las Vegas
Hyperspectral sensors promise great improvements in the quality o f information 
gathered for remote sensing applications. However, they also present a huge challenge to 
data storage and computing systems. Thus there is a great need for reliable compression 
schemes, as well as analysis tools that can exploit the hyperspectral data in a 
computationally efficient manner. It has been proposed that wavelet-based methods may 
be superior to currently used methods for the analysis of hyperspectral signatures. In this 
thesis, a wavelet-based method, as well as traditional analytical methods, was 
implemented and applied to hyperspectral images. The computational expense of the 
various methods are determined analytically and experimentally to show advantages of 
the wavelet-based methods. Various measures, including cross correlation, signal-to- 
noise ratios and Euclidean distance, are designed and implemented for comparing the 
differences that might exist between the outputs of the algorithms.
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CHAPTER 1 
INTRODUCTION
Remote sensing technology was developed to implement the measurement of the 
object properties on the earth’s surface as observed in some regions of the 
electromagnetic spectrum. Traditionally, remote sensing investigates object properties 
based on some spectral regions. Hyperspectral (or multispectral) remote sensing, 
however, investigates the object properties simultaneously in many narrowly defined 
spectral channels. Compared to the traditional remote sensing, hyperspectral remote 
sensing greatly enlarges the ranges of the observation of the natural phenomena and 
greatly improves the accuracy o f the measurement.
Spectral features are often extracted firom multispectral/hyperspectral data using 
multiresolutional decomposition known as the spectral fingerprint. The spectral 
fingerprint can be used to provide features that are compact, quantitative, and 
hierarchical. The method can be used to extract subtle features that are not readily 
detected visually, and these features have been shown to be useful in separating major 
atmospheric radiance features firom ground (or near-ground) surface radiance features 
[1,2,3]. While the spectral fingerprint method has proven to be quite powerful, it has also 
shown several shortcomings. 1) Its “traditional” implementation requires multiple 
convolutions with first-derivative Gaussian filters which are computationally expensive;
1
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2) it requires a truncation of the filter impulse response which can cause spurious errors; 
and 3) it provides information about the sizes and areas o f radiance features but not the 
shapes [1,2,3]. It is proposed that a wavelet-based spectral fingerprint can overcome 
these shortcomings while maintaining the advantages of the traditional method. In this 
study, the wavelet transform modulus-maximus (mod-max) method is investigated to 
generate a wavelet-based spectral fingerprint. The computation of the wavelet-based 
fingerprint is based on recent fast wavelet algorithms. The analysis consists of two parts: 
1) the computational expense of the new method is compared with the computational 
costs of current methods, and 2) the outputs of the wavelet-based methods are compared 
with those of current methods to determine any practical differences in the resulting 
spectral fingerprints.
Hyperspectral sensors promise great improvements in the quality of information 
gathered for remote sensing applications. However, they also present a huge challenge to 
data storage and computing systems. Thus there is a great need for reliable compression 
schemes, as well as analysis tools that can exploit the hyperspectral data in a 
computationally efficient manner. It has been proposed that wavelet-based methods may 
be superior to currently used methods for the analysis o f hyperspectral signatures. 
Possible benefits of wavelet-based methods include: 1) its computational expense could 
be greatly reduced as compared to current methods; 2) it could be capable of 
discriminating between various reflectance surface; and 3) it could lead to an optimized 
data compression scheme.
In this research, a wavelet-based method, as well as “traditional” analytical 
methods, is implemented and applied to hyperspectral images. The various methods are
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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compared in terms of computational expense and final output. Computational efficiency 
analysis for “traditional” and wavelet-based methods is also conducted. The 
computational expense of the currently used methods and the new methods are 
analytically determined. Furthermore, both methods are benchmarked for various state- 
of-the-art systems when applied to hyperspectral data. Finally, comparison analysis of 
“traditional” and wavelet-based methods is conducted. ‘Traditional” and wavelet-based 
methods are applied to a hyperspectral image database. The outputs are compared for the 
two methods. Metrics, including signal-to-noise ratios, cross correlation and vector 
distances, are used to determine and analyze any differences that might exist between the 
traditional and wavelet-based computation methods.
The materials in this thesis are organized into five chapters. Chapter 2 introduces 
basic knowledge about hyperspectral remote sensing, wavelet analysis and “traditional” 
analysis. This chapter consists of five sections. The introduction begins with traditional 
remote sensing. Various conceptions, means, significance, and applications are 
presented. Furthermore, as a relatively new remote sensing technique, hyperspectral 
remote sensing is introduced. Many of its advantages, superior to traditional remote 
sensing, are the reasons why the hyperspectral remote sensing is extensively accepted. 
For the sake of this research, information about hyperspectral signatures and radiance 
fingerprints is included in the second section. The third section introduces wavelets and 
wavelet transforms. This section includes the basic concepts of wavelets and wavelet 
transforms, different types of wavelet transforms, and implementation of wavelet 
transforms. The well-known filter tree decomposition algorithm of wavelet analysis, as 
well as the mod-max wavelet analysis method, is discussed. The fourth section is an
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4
introduction of “traditional” analysis method. The discussion starts with the introduction 
of Gaussian and first-derivative Gaussian filters. One of the objectives of this research is 
to form the scale-space image that is the basis of producing radiance fingerprints. Finally, 
a continuous wavelet transform (CWT) algorithm based on integer scales is introduced.
A detailed discussion of methodologies is carried out in Chapter 3. First, a simple 
introduction focuses on the development o f a hyperspectral signature database. The 
analyses of this research are based on this hyperspectral database. The database is 
analyzed using the “traditional” first-derivative Gaussian filtering method and a wavelet- 
based method. In the second section, the implementation of “traditional” algorithm is 
discussed. The third section of this chapter details the implementation of Mallat/Zhong 
wavelet algorithm. This algorithm is a fast implementation of the dyadic discrete wavelet 
transform.
Chapter 4 focuses specifically on the analysis of the computational efficiency. 
Compared to the traditional method, one of the advantages of the wavelet-based method 
is a great reduction in the computational expense. Analytical assessment is provided in 
the first section, where the order of complexity of different methods is computed. 
Experimental assessment is provided in the second section, where the assessment is based 
on several typical digital signal processing (DSP) chips. The computational efficiency is 
shown by the costs of the computation time.
In Chapter 5, various measure methods are developed to compare the outputs of 
the two methods developed in Chapter 3. Cross correlation, signal-to-noise ratios and 
Euclidean distance are used. Experimental results are provided. Finally, a statistical 
analysis of these results is provided.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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In Chapter 6, the conclusions and recommendations for this study are provided. 
First the research work is summarized. Then some conclusions are drawn. Finally, some 
useful future work is recommended.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2 
BACKGROUND
This research is an application of wavelet-based methods to the analysis of 
hyperspectral signatures. To understand this study better, some necessary background 
information about hyperspectral remote sensing, hyperspectral signatures and wavelet 
transform is provided in this chapter.
Hyperspectral Remote Sensing and Its Applications 
Remote sensing technology was developed to implement the measurement of the 
object properties on the earth’s surface. Remote sensing systems can provide scientists 
with a consistent and repetitive means of observing data about the earth’s environment 
[1,4]. These observations are invaluable to monitoring the earth’s system and the effects 
of mankind’s activities on the earth. Typically, the remote sensing process consists of the 
following several steps [4]. Firstly, the remote sensors are used to detect physical objects 
and obtain sensor data; secondly, some feature information is extracted from the sensor 
data; thirdly, according to the needs of the different data users, the extracted information 
is analyzed and utilized in various fields. These fields include environment monitoring, 
resource exploration, news media and military aims, etc. This process is illustrated in 
Figure 1. One type of remote sensors is an instrument that it is able to record 
electromagnetic radiation emitted or reflected from physical objects. Then, the physical
6







Applications of extracted 
information in various fields
Extracting feature information 
from sensor data
Remote Sensor 
detecting physical objects 
and obtaining sensor data
Figure 1 Overview of the Remote Sensing Process
features of the objects can be represented by the sensor data. Usually the sensor data are 
abstract and cannot be used conveniently. Thus, these data often need to be analyzed and 
converted into an alternative form for effective use; that is, certain information needs to 
be extracted from the raw remotely sensed data to meet the needs of scientists in specific 
disciplines. Finally the extracted information can be analyzed and utilized to address 
some specific practical problems, such as atmosphere monitoring, mineral exploration, 
water resources utilization and so on.
Many forms of remote sensing exist. However, the term “remote sensing”
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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typically refers to the investigation of object properties on the earth’s surface as observed 
in some regions of the electromagnetic spectrum. Traditionally, remote sensing 
investigates the object properties based on some spectral regions. Hyperspectral (or 
multispectral) remote sensing, however, is based on much more broadly defined spectral 
regions. The object properties are investigated simultaneously in many narrowly defined 
spectral channels. The Advanced Visible/InfraRed Imaging Spectrometer (AVIRIS) and 
the Hyperspectral Digital Image Collection Experiment (HYDICE) are two typical 
airborne hyperspectral remote sensors. In this study, HYDICE data is used to test the 
algorithms and compare various analysis methods. These hyperspectral remote sensors 
can provide as many as 200 or more channels, each only lOnm wide. That is, over 200 
images of the same area on the ground, observed in spectral bands about lOnm wide, can 
be produced simultaneously [1,4]. Compared to traditional remote sensing, the 
hyperspectral analyses greatly enlarge the ranges o f the observation of the natural 
phenomena and greatly improve the accuracy of the measurement. Hyperspectral data 
present opportunities for detailed investigation of biologic and geologic phenomena and 
for precise identifications of features.
The hypersepctral remote sensing technology plays a specially important role in a 
large variety of fields, such as environmental assessment and monitoring, global change 
detection, exploration and utilization of the earth resources, mapping, agriculture, 
meteorology, and even application to news media and military aims [1,4]. For example, 
in plant sciences, hyperspectral remote sensing technology is useful for detecting diseases 
and insect infestations, for forecasting accurate agricultural production, and for 
monitoring the influence o f human activities on natural resources. In addition, it
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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obviously has a great long-term significance for mapping and monitoring changes o f  the 
major ecological environments.
It is significant that a large amount of invaluable hypersepctral sensor data can be 
obtained by using the hyperspectral remote sensing technology. On the other hand, how 
to sufficiently and efficiently analyze and utilize these data becomes especially important 
problem. For example, the predicted rate of data production for all NASA (National 
Aeronautics and Space Administration) EOS (Earth Observing System) systems is about 
one terabyte (10'^ bytes) per day, with an accumulated database of about 10 petabytes 
(10‘® bytes) over the next 15 years [1]. Thus in the next section, some concepts and 
methods for efficiently analyzing hyperspectral sensor data is discussed.
Hyperspectral Signatures and Radiance Fingerprints 
Hyperspectral sensor data is generally represented in the form of a data cube 
which is a three-dimensional figure. The usual image, or map, forms two dimensions, 
and the accumulation of spectral data, as many narrow spectral bands are superimposed 
on each other, forms the third dimension. The hyperspectral signature is a reflectance 
curve as a function of wavelength. This curve can be related to the material on the 
earth’s surface at a specific location. The signature can be extracted firom the 
hyperspectral data cube through the following means: 1) locate a pixel in the two- 
dimensional map for a particular spectral channel and 2) track this pixel through the 
entire channels so that a continuous spectrum is obtained. The hyperspectral signature 
refers to a one-dimensional plot o f the intensity values of the pixel for each spectral 
channel. Figure 2 illustrates a hyperspectral data cube and the generation of a 
hyperspectral signature.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Generally, the hyperspectral data uniquely correspond to the certain 
environmental parameters or ground object measurement. Various types of materials or 
objects can be distinguished on the basis of differences in their hyperspectral signatures. 
In Figure 3, a hyperspectral image with respect to some electromagnetic wavelength, or 
spectral channel, is shown, and some hyperspectral signatures are generated based on this 
hyperspectral date cube. The positions of the pixels are indicated in the image, and the 
corresponding hyperspectral signatures are displayed. Some subtle differences exist 
between curves, and therefore developing some automated methods is useful and 
necessary for distinguishing the specific characteristics of different curves.
The spectral features of these different materials are often extracted from the 
hypersepctral data using a multiresolutional decomposition known as the spectral 
fingerprint. The spectral fingerprint can be used to provide features that are compact, 
quantitative, and hierarchical [1,2,3]. These features are useful in pattern recognition 
applications. Specifically, the spectral fingerprint can be used to extract subtle features






Figure 2 Hyperspectral Signature Stemming from Hyperspectral Data Cube
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that are not readily detected visually, and these features have been shown to be useful in 
separating major atmospheric radiance features from ground (or near-ground) surface 
radiance features[l,2,3]. For example cloud coverage can be separated from ground 
materials.
Pixel (60,100) Pixel (250,50)
Pixel (100,220) Pixel(200,270)
Figure 3 Different Hyperspectral Signatures versus Different Types of Materials
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The basic concept of radiance fingerprints is to locate the local points of inflection 
in the reflectance curves using scale-space filtering. To compute the radiance fingerprint, 
the hyperspectral reflectance curve is first decomposed into a scale-space image. The 
decomposition is traditionally calculated by convolving the spectral reflectance curves 
with Laplacian-of-Gaussian filters o f different widths and plotting the zero-crossings. A 
plot of the zero-crossings is graphed for the filter’s width versus wavelength of the 
spectral data. As the width increases, the number of zero-crossings carmot increase and 
adjacent zero-crossings eventually merge forming closed loops which resemble 
fingerprints. This process is based on the scale-space plot as originally defined by Witkin 







Figure 4 Radiance Fingerprint
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Wavelet Transform and Wavelet Analysis
Wavelet and Wavelet Transform 
One of the purposes of signal analysis is to extract relevant information from the 
transformed signals. The well-known Fourier transform, as a traditional and efficient 
transform method, has been extensively used in the diverse aspects of signal analysis. 
However, the Fourier transform is not always the best analysis method. For some special 
but important signal models which often appear in practical applications, new signal 
analysis methods have been developed. The wavelet transform, as a new and efficient 
signal analysis technique, is developing rapidly and is playing an important role in many 
signal analysis fields [6 ]. For example, in images, the boundaries of image structures are 
generally very important features. This is due to the fact that if one can detect the 
contours of small image structures, as well as the boundaries o f large objects, then one 
can recognize the images primarily. These edge features are often presented as sharp 
variation points. Therefore, the detection and analysis of the non-stationary signal with 
abrupt changes in time becomes the key to recognizing objects in images. As a matter of 
fact, such a class of problems could be encountered in such a variety of fields as 
computer vision, pattern recognition, and speech and image compression, texture 
analysis. It has been shown that wavelet analysis is superior to Fourier analysis in many 
applications where recognizing objects in images is necessary [11,13,32,38]. A 
comparison of these two analysis techniques is provided in the following text.
The Fourier transform is commonly used to analyze images. Fourier analysis can 
be utilized for transforming signal from the time domain to the frequency domain. As a 
result, the Fourier transform can work very well if the signal consists only of stationary
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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components, for instance, sine waves. However, for a non-stationary signal, such as an 
abrupt change in time, the frequency spectrum of the signal will spread out over the 
whole frequency axis. In this case, the time location of the abrupt change will be 
unknown, and thus the Fourier transform is not a sufficient analysis method. To solve 
this problem, a common technique is to introduce the concept o f windowed Fourier 
transform. That is, one might intuitively imagine looking at the non-stationary signal 
through a window over which the signal is approximately stationary. A deficiency, 
however, is that once the window is chosen, the time-frequency resolution will be fixed 
since the same window is used at all frequencies. As a result, the time resolution could 
be satisfactory at some frequencies, while the frequency resolution could be satisfactory 
at other frequencies, but both resolutions may not be satisfactory simultaneously [6 ]. 
However, it has been shown that the wavelet transform can be used to make the time 
resolution become arbitrarily good at high frequencies. At the same time, the wavelet 
transform could make the frequency resolution become arbitrarily good at low 
frequencies. Consequently, the wavelet transform becomes a more powerful tool in 
analyzing non-stationary signals [6 ].
The wavelet theory, as an entire and systematic theory, was formed in the 1980s, 
although some similar ideas and concepts emerged as early as the beginning of this 
century [6,7]. In the mid-80s, a research team in France, which was led by Morlet, 
Grossmann, and Meyer, provided strong mathematical foundations for the development 
of the wavelet theory. In the late 1980s, Daubechies and Mallat, in the signal processing 
field, made great contributions to the wavelet theory. Since then, a great deal of 
theoretical and practical research concerning wavelets has been conducted. The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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applications of wavelets were enlarged into a rich variety of fields and have been used for 
solving engineering and scientific problems [6,7].
A wavelet, y/ (%), is defined as a function that has an average value of zero and is 
finite in duration. That is,
+00
\̂(f{x)dx = 0, and lim ^(x) = 0 . (1)
Generally it is a single prototype function which is called a basic wavelet or mother 
wavelet.
A set of wavelet basis functions, y/̂ j, (%), can be generated by scaling and shifting 
the mother wavelet, such as the following
(2)
Vf I  f  /
where s, (s>0), and b are real numbers. The variable s indicates the scale (or width) of a 
particular basis function, and the variable b specifies its shifted position. The wavelets 
are the scaled and shifted versions o f the prototype mother wavelet, y/ (x). That is, such 
a set of wavelet basis functions, yr̂ j, (x ), are called wavelets.
There is an additional function associated with some but not all wavelet functions. 
It is the so-called smoothing function which can be used with the wavelet function in 
wavelet analysis. A smoothing function, ^ (x ), is such a function that its integral equals 
to 1 and it converges to 0 at infinity. In wavelet analysis, the wavelet function is 
analogous to a highpass filter and the smoothing function is analogous to a lowpass filter. 
There exist many different types of wavelet families. Figure 5 through 7 display some 
typical mother wavelets and the associated smoothing functions. The discussion of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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wavelets often begins with the Haar wavelet. It is the oldest and simplest wavelet 
function [8 ]. The Haar wavelet is discontinuous and similar to a step function. Ingrid 
Daubechies developed a well-known family of wavelets [7]. They are generally referred 
to as Daubechies n where n is the “order” of the wavelet. The order corresponds to the 
number of coefficients required to represent the wavelet function. That is, if the wavelet 
and smoothing functions are viewed as filters, the orders of the functions correspond to 
the orders of the filters. The order also refers to the “regularity” of the function. The 
lowest order Daubechies wavelet, Daubechies 1, represents the same wavelet as the Haar 
wavelet. Figure 5(a) displays the Haar wavelet and the associated smoothing function. 
Figure 5(b), 5(c) and 5(d) are the Daubechies 2, Daubechies 4 and Daubechies 7 wavelets 
and the associated smoothing functions, respectively. In Figure 5, the left always 
displays the wavelet function, and the right is the associated smoothing function. The 
Meyer wavelet and the associated smoothing function are defined in the frequency 
domain. They are displayed in Figure 6 . Figure 7 displays the Morlet wavelet and the 
Mexican Hat wavelet. These wavelets do not have the associated smoothing function. 
The Mexican Hat wavelet is a function which is proportional to the second derivative of 
the Gaussian function. The different types of mother wavelets are built to meet the needs 
of analyzing various signal models.
The wavelet transform of a function, f{x ) , is generally defined as
Wf{s,b)="  ̂f{x)yr^j,{x)dx, (3)
where Wf(s,b) are the wavelet transform coefficients. Note that actually it is a form of 
the inner product of the input function with the wavelet basis function. It also can be






Figure 5 Several Typical Wavelet Functions and Smoothing Functions 
(a) Haar Wavelet (b) Daubechies 2 (c) Daubechies 4 (d) Daubechies 7
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Figure 6 (a) Meyer Wavelet Function and (b) Smoothing Function
Figure 7 Morlet Wavelet and Mexican Hat Wavelet 
(a) Morlet Wavelet (b) Mexican Hat Wavelet
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thought of as a convolution of the transformed function with the basis wavelet,
 ̂x-b^
where
Wf(s,b)=( f̂ix),yr ĵ,(x)) = f(x) *yr̂ (b) = J / ( x ) - ^ * d[x:, (4 )
¥ s ( x ) = - j = r y f \ - l  (5 )
s j
which is the scaled version of the mother wavelet yj (x) at scale s, and
yf^{x)=y/^Ç—x ) = —j = y r ---- \
Vf I f ;
(6)
which is the reflected complex conjugate of the scaled wavelet y/ {̂x). If y/ (x) is real and 
even, as is often the case, then the ^^(x) will be the same as its reflected complex 
conjugate. As a matter of fact, y/ (x) has been supposed to be real and even in equation 
(3 ) .
With the inner product of the input function and each wavelet basis function, a 
wavelet transform coefficient is obtained. Since the wavelet basis functions result from 
scaling and shifting the basic wavelet, one can have a wavelet basis function at each 
scale. When using a set of wavelet basis functions with the wavelet transform, one 
obtains several sets of wavelet transform coefficients with each set corresponding to a 
particular scale. Furthermore, each set contains m coefficients, where m is the number of 
shifts for that particular scale. This is referred to as the wavelet decompositions of a 
function at different scales. The function is decomposed at different scales to obtain 
different wavelet transform coefficients which reflect different resolutions. The larger 
scales correspond to global views while the smaller scales correspond to detailed views 
of the input function. This is also the concept of the so-called multiresolutional analysis.
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The wavelet transform is a relatively recent signal processing technique, but its broad 
applications have proven very powerful in many fields [6,8,38].
Tvpes of Wavelet Transforms — CWT. WS and DWT
It is well known that the traditional Fourier transform is of three different but 
related types: the Continuous Fourier Transform (CFT), the Fourier Series expansion 
(FS) and the Discrete Fourier Transform (DPT).
The continuous Fourier transform builds the relationship between the continuous 
time signal, / ( f ) , and its continuous spectrum, Ficû). It can be defined as
+«o
F{co) = \f{t)e-^‘̂ dt 
f { t ) = — \F{co)ê ' d̂co
A periodic signal, / ( f ) , can be directly expanded to be the form of the Fourier 
series which is a finite or infinite sequence of Fourier coefficients, FÇjiCü), or briefly 
written as ,
1 rF.=F(n<a) = - j 7 ( / ) e - ' - “ dr
A




where T is the period of the signal and there exists T =2tiIcü .
The DPT is itself a finite-duration sequence rather than a function of a continuous 
variable. The discrete Fourier transform, F(Jc), of a finite-length sequence, is
defined as




1 ^  J— kn
(9)
f(.n)=—'£F(.k)e »
The DFT is inherently periodic. The FS representation of a periodic sequence 
corresponds to the DFT of the finite-length sequence. The DFT plays a key role in the 
implementation of a variety of digital signal processing algorithms. This is because an 
efficient algorithm, which is the well-known Fast Fourier Transform (FFT) algorithm, 
exists for the computation of the DFT [8,9].
Similar to the Fourier transform, three types of the wavelet transforms exist. 
They are the Continuous Wavelet Transform (CWT), the Wavelet Series expansion (WS) 
and the Discrete Wavelet Transform (DWT). The definition of the wavelet transform in 
equation (3) is actually a definition of the CWT, and a more generalized form of the 
CWT is provided in the equation (4). Given that s and b are the continuous variables, the 
continuous wavelet transform, Wf(s,b), of a function,/(x), with respect to the basis 
wavelet, , can be defined as
Wf{s,b)=“̂̂  f{x)yr]j,{x)dx, (10)
where
Vf
r x — b
1 . (11)
Note that in the definition of CWT, the scale s and shift b are specified by real numbers. 
As a result, the transform coefficients, Wf{s,b\ are continuous, and the transform is 
called the continuous wavelet transform. However, when the scale and shift variables
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are specified by integers rather than real numbers, the WS can be obtained.
If we discretize the scale and shift parameters to integer values, that is, let scale
s = jg^and b = s^k, then the corresponding basis wavelet becomes
-J¥].k̂ x) =  So 2 yr{So x - k ) , (1 2)
where -  oo < y, ̂  < oo are integers. Therefore, the wavelet series (WS) expansion, , 
of a function/(x) with respect to the basis wavelet ^yy.(x) can be represented as
Cjjc = J / W  y/]j,{x) dx. (13)
Note that if Sq = 2, the well-known dyadic basis wavelet and dyadic wavelet transform is 
obtained. That is,
—j
V Ty^(x)=2^y(2/x-A :), (14)
and
—J -Ho
Cjĵ  =2~ j  fix) yr\2^'x-k) dx. (15)
The dyadic wavelet transform has been used in the design o f several fast wavelet 
algorithms.
Based on the WS, the DWT can be derived. If the signal, / ( n ) , is an N sample 
sequence with finite energy, then one can use the discrete version of equation (15) to 
compute the DWT. The equation becomes a convolution summation of N terms. 
Similar to the CWT, one can first build a discrete wavelet basis, yTjj.(ji). When
compared to the CWT, the scale parameters are specified by integers rather than real 
numbers. This idea is the same as the WS. That is, the scale is defined as ^."'and the
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shift is defined as , where j  and k are integers. Thus the discrete wavelet basis.
WjjcW , can be expressed as
/  J, \n — fg K
(16)
Therefore, the discrete wavelet transform, Wf{j,k), o f a finite-length sequence, / ( « ) ,  
with period N, can be written as a form of circular convolution. The transform can again 
be expressed as an inner product except that it is a discrete inner product. That is.
where there exists
r M ) = - j = j V (18)
which is the scaled version of the mother wavelet yj (x) at scale s, and
¥jW) =¥s\-n) = - ^ y r ' (19)
Note that this convolution is a circular convolution. This concept corresponds to that of 
the DFT. In addition, as with the discussion of the WS, while letting fg = 2, the 
corresponding DWT is called the dyadic discrete wavelet transform.
Implementation of Wavelet Transform 
Wavelet analysis can be referred to as a process of projecting a signal onto the 
scaled and shifted versions of the mother wavelet. From the definition of the wavelet 
transform, one knows that the wavelet transform of a signal is a convolution of the signal
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with the basis wavelet function. In the signal processing fields, it is well known that the 
filtering concept is coincided with the concept of convolution. That is, for a linear time- 
invariant system, while a signal goes through a filter, we may theoretically express this 
process by completing the convolution between the signal and the filter. If one views a 
wavelet function as a filter, the wavelet transform is a filtering process. Furthermore, 
wavelet analysis can be viewed in terms of a filter bank [8 ]. The concept of a filter bank 
can be simply and intuitively viewed as a set of complementary low-pass and high-pass 
filters. As a matter of fact, a smoothing function, <pix), corresponds to a lowpass filter 
impulse response, and a basic wavelet function, yj (x ) , corresponds to a highpass filter 
impulse response. As a signal is convolved with scaled versions of the wavelet and 
smoothing functions, the process is similar to the signal passing through a filter bank.
Commonly, the high-frequency components of the signal include detail 
information. On the other hand, the low-frequency components of the signal include 
coarse information, or an approximation of the signal. As a proper example, in images 
high frequency information includes edges of objects while low frequency information 
can be viewed as the average or background of the image. If some high frequency 
components are removed, it will become difficult to detect objects. On the other hand, if 
some low frequency components are removed, one typically can detect the objects. 
Consequently, filter banks and wavelet analysis are often used in image analysis.
Suppose that ^(x) denotes a smoothing function. Similar to the generation of the 
basis wavelet, by scaling ^ (x ), we can produce the scaled version of the smoothing 
function, (pfx) , as the following




Then the approximation, A /(x ), of a signal, / ( x ) , at the scale (or resolution), s , can be 
expressed as the convolution of the signal with the dilated smoothing function,
= fi^) * (^) « (21)
Similarly, the detail, Df{x), of a signal, / ( x ) ,  can be expressed as the convolution 
between the signal and the scaled or dilated wavelet,
zy (% )= /(% )* y /% ), (22)
where the definition of yj îx) is the same as one in equation (5). Recall that the 
smoothing function corresponds to a lowpass filter and the wavelet function corresponds 
to a highpass filter. A /(x) is then the lowpass filtered signal and Df{x) is the highpass 
filtered signal. A set o f highpass and lowpass filtered signals is produced, similar to 
those produced by a conventional filter bank.
The wavelet analysis of the signal can be completed through convolutions defined 
in equation (21) and (22). However, in practical implementations, a more 
computationally efficient algorithm can be used. It is the so-called filter tree 
decomposition algorithm [8,9,10]. This algorithm can be illustrated in Figure 8 . The 
core of the filter tree algorithm is based on a dyadic DWT. In this algorithm, the scaled 
smoothing function is used as the low-pass filter, and the basis wavelet is used as the 
high-pass filter. They constitute a filter bank. This filter bank is used in an iterative 
fashion. Thus a wavelet analysis is completed and a group of wavelet decomposition 
coefficients are obtained. At each stage, the signal passes through a parallel highpass and 
lowpass filter. Two new signals emerge. One is the detail, the output of the highpass









Figure 8  Filter Tree Decomposition Algorithm
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filter. The other is the approximation, the output of the lowpass filter. As a result, the 
amount of output data is twice as much as that of original data. To avoid the increase in 
data, a decimation, or downsampling, is introduced. The downsampling is a process in 
which every n'* sample is eliminated. In the wavelet transform, an « = 2 downsampling 
is utilized. Thus every other sample is removed. Downsampling by a factor of 2 causes 
the spectrum of the signal to “stretch” to twice the origianl width. As a result, the same 
highpass and lowpass filters can be utilized in the next stage to filter the approximation 
signal. This process can be illustrated in Figure 9. At each stage, this decomposition 
process can be repeated iteratively, and the newly generated approximation signal is used 
as the original signal of the next stage. The filter tree algorithm of the wavelet transform 
is proven to be computationally efficient, so it is extensively used in the digital 










Figure 9 Spectral Decomposition Resulting from DWT Filter Tree Algorithm
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Mod-Max Wavelet Analysis 
One application of the filter tree decomposition algorithm for wavelet transforms 
is the implementation of the wavelet transform modulus-maximum (mod-max) method. 
The mod-max wavelet analysis is a process of detecting the local extrema of the DWT at 
each scale, s = 2̂ . The values o f wavelet transform coefficients are set to zero for those 
locations which are not coincided with local extrema. On the other hand, the modulus of 
wavelet transform coefficients is kept at any location which coincides with a local 
extremum [12,13-17]. Figure 10 illustrates this process. Figure 10(a) displays a dyadic 
discrete wavelet decomposition, and {Df(x) through {DfÇx) }g represent the first five 
dyadic detail signals which result from the highpass filter in the filter bank. {A/(x)>5 is 
the approximation signal which is the output of the lowpass filter in the filter bank at the 
scale 2^. Figure 10(b) is a mod-max representation of the DWT coefficients. The mod- 
max detection is an adaptive process that locates the sharp variation points existing in a 
signal [11]. Through the mod-max wavelet analysis, information about abrupt changes 
and slow variations across multiple scales can be obtained. It provides not only the 
location of the sharp changes but also quantitative information o f signal variations [12]. 
This advantage can be observed from Figure 10(b). Across multiple scales, the stronger 
features of signal variations remain present through larger scales. On the contrary, the 
weaker features of signal variations disappear as the scale increases. Moreover, the 
amplitudes o f the impulses also reflect the strong or weak extent of signal variations. 
Due to these advantages, the wavelet transform mod-max method has been extensively 
applied in image processing, computer vision, pattern recognition and many other fields.




Figure 10 (a) Filter Tree Decomposition o f Signal and (b) Mod-Max Representation
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Traditional Analysis
Gaussian and First-Derivative Gaussian Filters 
Mathematically, a Gaussian function, G (x ), with a mean, 77, and a standard
deviation, o (o > 0 ), can be written as
-exp (23)
A first-derivative Gaussian function, G^ g.(x), with a mean, 77, and a standard deviation, 
o , (o > 0 ) , can be defined as
(24)
Figure 11 illustrates several Gaussian and first-derivative Gaussian functions with various 
means and standard deviations.
One of the properties o f the Gaussian function is that it can be conveniently scaled 
and shifted. Note that the mean and the standard deviation essentially reflect the 
concepts o f the shift and the scale, respectively. satisfies the criteria for a




X  — (25)
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(a)
Figure 11 Gaussian and First-derivative Gaussian Functions Scaled by o and Shifted 
by Tj.(a.) 7] =0, o = 1 , (b) 77 = 0 ,  o  = 2 ,  (c) 77 = 0 ,  o = 3 , (d)7? = 5 , o = 1.5
where Ĝ Ĉx) is the Gaussian function with a zero-mean and a standard deviation 




Then if <7̂  ̂ is primary variance (or width), is a scaled (or dilated) and shifted
wavelet function. That is, the shift parameter corresponds to the mean, 77, and the scale 
parameter corresponds to the standard deviation, o .
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In the applications of the multiresolutional analysis, the symbol o is called the 
scale. If we view as a lowpass filter, then it can be used to filter a signal, / ( x ) ,
via convolution. The filtered outputs can reflect the features of the original signal under 
the situations of different resolutions.
When implementing the traditional method, it is typical to use first-derivative or 
second-derivative of Gaussian filters. This stems from the fact that when one convolves 
a first-derivative Gaussian filter with a spectral curve, the inflection points will produce 
extrema in the output curve (or signal). It is equivalent to a Canny edge detector [18]. If 
a second-derivative Gaussian filter is used, the inflection points will produce zero- 
crossings in the output curve. It is equivalent to a Marr and Hildreth edge detector [19]. 
The extrema are often easier to track in order to generate the spectral fingerprint displays. 
Using the Caimy edge detector, one can look at inflection points as edges in images, and 
the analogous problem can be encountered and solved in the situation of two dimension. 
As a matter of fact, one-dimensional sharp variations can coincid with two-dimensional 
image edges. Also, the Gaussian mask, or filter, has been shown to be optimal for 
detecting edges via multiresolutional analysis [18]. If an edge is blurred, the situation is 
analogous to analyzing a sharp edge with a higher scale Gaussian. This is illustrated in 
Figure 12. Either way, the resulting spectral fingerprints are theoretically identical and 
can reflect the identical spectral features. One simply tracks the extrema, or zero- 
crossings, across the scales to produce the spectral fingerprint. This process is illustrated 
in Figure 13. For this research, the implementation o f the algorithm is based on the first- 
derivative Gaussian filter.
As mentioned above, the standard deviation, o , of the Gaussian function
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
33
represents the scale of the multiresolutional decomposition. With respect to different 
scales, new Gaussian filters, with different means and standard deviations, can be 
produced by scaling and shifting the original Gaussian filter. Therefore, at each scale, an 
output curve can be obtained by convolving the original hyperspectral signature with the 
scaled and shifted first-derivative Gaussian filter. All of these output curves are then 





Figure 12 Illustration of Detecting Inflection Points Using Gaussian Filters
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Scale-Space Image and Spectral Fingerprint 
While implementing the multiresolutional decomposition of hyperspectral 
signatures and extracting spectral features, the traditional algorithm requires multiple 
convolutions of the original signal with the first-derivative Gaussian filters. This can be 
represented mathematically by letting / ( x )  denote a hyperspectral curve, and 
G^(x) denote a first-derivative Gaussian filter. The convolution is then expressed as
-H»
F(x,(T) =  /(x )* G X x ) = j" /(x -y )G X yM y, (27)
where F (x ,o )  is the results of the hyperspectral curve filtered by the first-derivative 
Gaussian filter. F{x,o) can also be thought of as detail signals resulting from the 
multiresolutional decomposition o f the hyperspectral curve. In this case, the symbol o , 
can be referred to as the scale, and thus a group of details, F(x, o ) ,  represent a scale- 






Figure 13 Scale-Space Image
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Typically, a spectral feature refers to a hill or valley contained between two 
adjacent inflection points of a hyperspectral curve. A scale-space contour refers to an 
image of the inflection points of a function (or signal) filtered as various scales. An 
example of a scale space contour is shown in Figure 14. As the scale increases, the 
number o f inflection points decreases. As a result, the contours usually appear as an 
assemblage of closed arches, each corresponding to a spectral feature of the signature. 
The characteristic shape of the contours leads to the nickname of a spectral fingerprint 
when this technique is applied to hyperspectral signatures. The exact locations of the 
arch closures and the rate at which they close can provide important information about 
the spectral features. For example, arches that close at larger scales indicate relatively 
stronger features. On the other hand, arches that close at smaller scales indicate relatively 
weaker features [2,3,20]. In fact, locations of arch closures have been used for separating 
cloud cover from ground-surface materials in hyperspectral images [20].
Figure 14 Spectral Fingerprint
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Introduction to a CWT Algorithm Based on Integer Scales 
Since the DWT utilizes only dyadic (^ = 2-') scales, tracking extreme through 
scale-space images can be difficult. Also, important arch closures can appear at incorrect 
scales as a result of tracking from Sq=2  ̂ to = 2-'^ .̂ Consequently, the use of integer
scales could be beneficial. In this section, a fast algorithm for computing the wavelet 
transform at integer scales is briefly reviewed. A fast continuous wavelet transform 
algorithm is described by M. Unser, A. Aldroubi and S. Schiff [21]. This algorithm is an 
implementation of the continuous spline wavelet transform at any integer scale m. For 
this algorithm, the signal transformed, f(x) , and the wavelet function, y/ (%), are both B- 
spline functions of degree riy and n̂ , respectively. Therefore the review of this 
algorithm will begin with an introduction to B-spline functions.
A Box Spline (B-spline), or polynomial spline, is such a function that it can be 
generated from the repeated convolution of the unit rectangular pulse with itself. If we 
denote the B-spline function of order m as P"'ix), then it can be produced by
p' îx) = P° (28)
where P° is a B-spline o f degree zero, which is defined as a unit rectangular pulse. The 
B-spline function has two basic properties [21]. The first property is that B-spline 
function of degree n (odd) is still B-spline function when dilated by an integer factor m. 
That is, there exists a sequence u (̂k) such that,
(29)
K"‘y »
In fact, this equation is valid for B-spline functions of even degree, provided that m is
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odd. The second property is that the convolution of two B-spline functions of degree n, 
and «2 is B-spline function of degree (Wj H-zij +1).
For this algorithm, the original signal /(% ), a spline function of degree , can 
be represented by a B-spline expansion as
/(%) =9(%) W  =  A:), (30)
k
where q(Jc) is the B-spline coefficient [21]. Similarly, the wavelet function ip{x), a 
spline function of degree , can be represented by a B-spline expansion as
y/{x) = p(%)* P”- (%) =  ̂  pQ̂ ) - P"- ix -k ) ,  (31)
it
where p{k) is the B-spline coefficient. Due to equation (29), the wavelet function 
^ ^ (x ) , dilated by integer scale m, can be expressed as
J k
where [/?]-[•„(^) is referred to as the upsampling of the signal p(Jc) by the factor, m. 
That is, (m-1 ) zeros are placed between each of the samples of p(k) . Therefore, from 
the convolution property of B-spline, the continuous wavelet transform of f(x) at 
integer scale, m, can be written as
WfimM =  / ( x )  « r .(* )  = E ( [ / ’]t»C':) • “?(<:) *q(,k)) ■ ^ '* - * '( è -k),  (33)
k
where b is referred to as the continuous shift, and
Wm W  = (-^ ) = f — 1 • (34)
Vm J
This wavelet transform operation can be implemented by a single convolution in the
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discrete B-spline domain [21, 22, 23]. That is,
== &?]?,.(/:)'tffZ'C*:) * ? ( * : ) (g, , ) 
where is discrete B-spline of order («j +1) [21,24].
This algorithm can be implemented in a fast manner, which consists of three steps 
which are a “smart” implementation of equation (35) so that the computational cost can 
be greatly reduced [21]. The first two steps compute the wavelet transform to obtain so- 
called auxiliary functions, {k). The last step obtains the wavelet coefficients by 
filtering the auxiliary functions,(A :), with the upsampled B-spline coefficients, 
[/?]^^(A:), of the wavelet function, y/(x). Step 1 is an initialization process which is 
required to compute the initial auxiliary function. From equation (30) and (35), the first 
auxiliary function, / j  (A:), can be computed as following,
/,(A) = g(A:) =  [ / ( t )  *(6"̂  )-'(t)] *6~+":+'(A:) = / ( t )  *(,":(&). (36)
Note that this step is not dependent on the scale, m, and is only computed once. 
Therefore, its computational cost is not counted in the overall computational expense of 
the algorithm. Step 2 is called the iterated moving sum, which is to compute the 
remaining auxiliary functions, f„(.k). That is,
= C (^ )  * # )  *6"'":+'(A:). (37)
This filtering process can be implemented by the cascade of a series of (n^ +1) moving 
sum filters, r^(A:), which is shown to be computationally efficient [21]. The moving sum 
filter, Ay (A), can be expressed as a recursive form, that is,
0  = /"y(A:-l) + (A + /(j + m) -  ry_, (A + ZJ, (38)
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where is a proper offset and where an initial condition is r^(A) = / ,(A ). Therefore the 
operations required at this step are only {2-(n  ̂-f-l)> additions per sampling point [21]. 
Again, it is not dependent on the scale, m. Step 3 is called the zero-padded filter. At 
this step the final wavelet coefficients are computed as the following,
MyW,A) =[p]T^(A) = [p]T ,W  . (39)
where p is referred to as a finite impulse response (FIR) operator and has the length of
rip. Thus, at this step, the operations required are f(»^ -1)>  additions and  ̂
multiplies per samphng points [21]. Consequently, for this algorithm, the total operations 
required per sample become { + 1)> additions and }  multiplies.
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WAVELET ANALYSIS OF HYPERSPECTRAL 
SIGNATURES
Chapter 3 details the methodologies used in this thesis for the analysis of 
hyperspectral data. The hyperspectral data, which is used and analyzed in this thesis, was 
provided by the Spectral Information Technology Applications Center (SITAC). The 
first section of this chapter will detail how a database of hyperspectral signatures was 
obtained firom the provided hyperspectral imagery. The second section provides 
information about “traditional” or currently used methods. The third section details the 
wavelet-based implementations used in this thesis.
Hyperspectral Database 
In this study, a set of 4 hyperspectral data sets is obtained firom the SITAC. 
Interactive Data Language (DDL®) software is used for spectral and radiometric 
calibration, conversion to radiance, and pixel correction. The sensor type is HYDICE 
and the SITAC tape ID is IHDOIO. The image dates are 06/22/95 and 06/29/95. Each 
data cube is of the size (320 pixels) x (320 pixels) x (210 spectral channels). Each pixel 
exhibits a “continuous” spectrum, which is referred to as a hyperspectral signature. 
Figure 15 displays single channel images obtained firom each of these 4 hyperspectral 
data sets.
40
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Figure 15 Hyperspectral Data Sets, (a) cr02m20_bil.cub, (b) cr04ml 30_bil.cub, 
(c) cr23m06_bil.cub, (d) cr31m261_bil.cub.
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For this research, one-dimensional spectral curves and two-dimensional images 
from the three-dimensional hyperspectral data cubes are extracted and displayed. 
Matlab® software is used for completing these tasks. The Matlab® routines provide 
graphical-user-interfaces (GUIs) for “point-and-click” selection of hyperspectral 
signatures, as well as batch-mode extraction o f multiple signatures. An example is 





Figure 16 Example of GUI Interface Used to Extract Data from Hyperspectral Cubes
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of the data set.
Using the Matlab® routines for selecting hyperspectral signatures, a database of 
hyperspectral curves was constructed. In this research, the hyperspectral curve database 
consisted of 100 hyperspectral curves. These included 25 randomly chosen spectral 
curves from each of the 4 data sets described above. For each data set, the 25 curves 
were determined randomly by using a two-dimensional uniform distribution of 
dimensions 320 x 320. Figure 17 illustrates this process. 25 points were drawn from 
the uniform distribution, and the coordinates within the distribution corresponded to the 








Figure 17 Two-dimensional Uniform Distribution Used for 
Randomly Selecting Hyperspectral Curves from Data Set
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Implementation of Traditional Methods 
Currently, spectral features are often extracted from multispectrai/hyperspectral 
data using what is known as a spectral fingerprint. Traditionally, its implementation 
requires multiple convolutions with first-derivative Gaussian filters. In this section, we 
discuss how the traditional method is implemented and applied to the hyperspectral 
signature database.
In this study, the multiresolutional decomposition analysis is based on the 
hyperspectral signature. Thus, a hyperspectral signature is first extracted from the image 
cube, and first-derivative Gaussian filtering is then applied to the signal. An example is 
shown in Figure 18. The cr02m20_bil.cub data set is used for this example. The selected 
pixel point is at the coordinate (85, 159). The hyperspectral image and the generated 
hyperspectral signature are shown in Figure 18. Multiresolutional decomposition is 
applied to the example hyperspectral signature. The results form a scale-space image, 
and it is shown in Figure 19. Obviously, it can be seen that, as the scale increases, the 
number of inflection points decreases. The key features of the signal can be represented 
by the inflection points. Moreover, sharper variations (or inflection points) represent 
stronger features. The decreasing of the number of inflection points with the increasing 
of scale means that the weaker features disappear at smaller scales and the stronger 
features remain present through larger scales. This is also the reason why the key 
features of the signal can be represented by the scale-space image and the spectral 
fingerprint. The scales at which extrema go to zero correspond to the scales at which 
arches close in the spectral fingerprint. These locations have been shown to be useful in 
recognizing and removing cloud cover form hyperspectral images [20].
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Figure 18 Channel 20 Image from Hyperspectral Cube — cr02m20_bil.cub 
Along with an Extracted Hyperspectral Signature
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Figure 19 Results of Traditional Methods — Direct Convolution with Gaussian Filters
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Implementation of Wavelet-based Methods 
The scale-space image can be easily computed using the wavelet transform. In 
this section, a fast wavelet-based algorithm, the Mallat/Zhong wavelet algorithm, will be 
introduced and implemented. To compare with the results of the traditional method, the 
same example hyperspectral signatiue, which is displayed in Figure 18 and discussed in 
the last section, is used as an example in the wavelet analysis.
Wavelet Function and First-Derivative Gaussian Function 
As mentioned in Chapter 2, a smoothing function, is such a function that 
its integral is equal to 1 and that it converges to 0 at infinity. A wavelet function, y/ (x ), 
is such a function that its integral is 0 and it converges to 0 at infinity. Suppose that a 
Gaussian function is chosen as the smoothing function. Its first-derivative and second- 
derivative are defined as yf°{x) and yf’{x) , respectively. That is
,  . (40)
ax
By definition, the function ^"(x)and y/‘‘’ix) satisfy the criteria for wavelet functions. 
Thus, there exist the following wavelet transforms, W“f(x) and W/ f (x ) ,
fix) = fix) *yr“̂ (x) = fix) * d̂(f>Xx) _ _ difix)*<p^jx))dx
(41)
(hf
where the scaling operation of a function, a(x) , is defined as
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From equation (41), the wavelet transforms, Wff(x) and W^f(x) , respectively
represent the first and second derivative of the signal smoothed at the scale s. 
Mathematically, the extrama of the first derivative of the function correspond to the zero- 
crossings of the second derivative of the function. These locations also correspond to the 
inflection points of the original function. Therefore, the local extrema of Wff(x)
correspond to the zero-crossings of fix) and to the inflection points of the smoothed
signal /(%)*f),(x) [11].
It is easy to see that if the wavelet function is the first-derivative Gaussian 
function, then equation (41) is identical to the traditional scale-space image 
implementation using first-derivative Gaussian filters as discussed in Chapter 2. Again 
the scale factor is equivalent to the standard deviation o f the Gaussian function. If the 
wavelet function is the second-derivative Gaussian function, then the zero-crossings of 
W/ fix) will be detected. According to the discussion in Chapter 2, essentially the same 
scale-space image can be obtained from these zero-crossings.
Introduction to Mallat/Zhong Fast Wavelet Algorithm 
A fast algorithm can be used for the implementation of the wavelet transform in 
order to avoid the computational expense o f the direct convolution of the traditional 
algorithm. One such algorithm is described by Mallat and Zhong for computing a 
discrete wavelet transform which utilizes the dyadic scales [11].
In the Mallat/Zhong fast wavelet algorithm, a quadratic spline wavelet is used to
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approximate the first-derivative Gaussian function. The corresponding smoothing 
function is approximated by a cubic spline function. These two functions are displayed 
in Figure 20.
The B-spline function was discussed in Chapter 2. One of the advantages of the 
B-spline function is the fact that it is flexible enough to approximate virtually any 
desirable wavelet shape [21]. The B-spline is a Gaussian-like function. According to the 
Central Limit Theorem (CLT), the B-spline, P"'{x) , converges to a Gaussian as m goes
Quadratic Spline Wavelet
Cubic Spline Smoothing Function
Figure 20 Quadratic Spline Wavelet and Corresponding Smoothing Function
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to infinity, and thus the B-spline function of higher degree is particularly well localized in 
both time and frequency. That is also one of its advantages which makes it superior to 
other smoothing functions and wavelets [10, 21]. A cubic spline is a fourth-order B- 
spline function and the quadratic spline is defined as the first derivative of the cubic 
spline function [10].
The Mallat/Zhong wavelet algorithm is essentially an implementation of the 
dyadic discrete wavelet transform. Suppose that the original signal is a discrete 
sequence, / ( n ) , of finite energy. As described in Chapter 2, the dyadic discrete wavelet
decomposition of the original signal / ( n )  at scale 2-' consists of an approximation and a
detail. For this case, we denote the approximation and the detail at scale 2-' as S^f and
Ŵ jf, respectively. Then the dyadic discrete wavelet transform can be represented by the
sequence of discrete signals
(43)
where S^f is referred to as the approximation at scale 2^, which provides the signal
components below the scale 2  ̂. Here the symbol J stands for the maximum scale at 
which the original signal is decomposed. Suppose that the original signal has a finite 
number N of nonzero sampling points, and N is equal to the power of 2. Then for this 
algorithm, there exists the relationship between J and N
y  = log; (/V) 4-1. (44)
Thus in this algorithm, we decompose any discrete signal of N sampling points over /  
scales.
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Implementation of Mallat/Zhong Fast Wavelet Algorithm 
For computer implementation of this algorithm, the cubic spline smoothing 
function and the quadratic spline wavelet can be characterized by two discrete filters, the 
low-pass filter H, and the high-pass filter G, respectively. The coefficients, or the finite 
impulse responses, of the filters are given in Table 1. The computation o f these 
coefficients requires further knowledge. The pertinent information can be obtained in the 
references [10, 11].
Table 1 Coefficients of the Filters H and G that 






The notation Ĥ  and Gp denote the upsampling of the filters H and G by the
dyadic factor of 1’’ , that is (2'’ —1) zeros are placed between each of the coefficients of 





fix) = fix) *Ĥ  
k =k + l
end of while.
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This process computes the dyadic discrete wavelet transform, /(% ), of the signal 
Ŝ t f ix ) . At each scale 2*, it decomposes f(x) into f{x) and f (x ) .
Figure 21 illustrates the filter tree decomposition of Mallat/Zhong fast wavelet 
algorithm. Minor differences exist between this filter tree and that discussed in Chapter 
2. The main differences have two points. Firstly, it is easy to see that there is no 





Figure 21 Mallat/Zhong Fast Wavelet Algorithm
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scales in the Mallat/2^ong algorithm. Despite these difierences, one can show that their 
results are essentially equivalent [8, 10].
Due to discretization, the wavelet extremum corresponding to an inflection point 
in the original spectral curve do not have the same amplitude at all scales as they should 
in the continuous model. The constant coefficients compensate for this discrete effect
[11]. The values of corresponding to the filters are displayed in Table 2. To avoid
discontinuities at the boundaries of the convolution results, the endpoints of the original 
spectral curve are extended by using mirror reflections [11].
Table 2 Constant Coefficients for the Quadratic 
Spline Wavelet. (For k >5, =1)
K 1 2 3 4 5
4 1.50 1.12 1.03 1.01 1.00
In the testing of this algorithm, the same hyperspectral signatures, as those used in 
the testing of the traditional algorithm, are used. Also, note that a continuous of scales 
can be use with the traditional first-derivative Gaussian filtering method. However, for 
comparison purposes, only the scales 2-' for 0 < J < /  are used. Figure 22 illustrates the 
results of the wavelet decomposition, using Mallat/Zhong fast wavelet algorithm, of an 
example hyperspectral signature. The hyperspectral curve illustrated in Figure 18 is also 
used in this example. Again, the outputs form a scale-space image.
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Figure 22 Results of Wavelet-based Methods — Mallat/Zhong Algorithm




The computational efficiency analysis of the radiance fingerprint methods can be 
divided into two portions: 1) the analytical assessment and 2) the experimental 
benchmarking. Two algorithms, the direct convolution with the first-derivative Gaussian 
filter and the Mallat/Zhong wavelet algorithms, are assessed analytically and 
experimentally. For thoroughness, three other wavelet methods are analytically assessed. 
These include a filter tree decomposition algorithm, a standard continuous wavelet 
transform algorithm, and a fast algorithm for computing the CWT at integer scales.
Analytical Assessment of the Computational Expense 
In this study, the analytical assessment o f the computational expense is based on 
the comparison o f the order of complexity for several different methods. For each 
method, the order of complexity is derived and analyzed. Through comparing the orders 
of complexity, it is easy to see the computational efficiency of the fast wavelet-based 
algorithm is superior to the traditional method using the direct convolution.
Computational Expense of the Traditional Algorithm 
The “traditional” algorithm refers to the method of decomposing an input signal 
via direct convolution of the signal with the first-derivative Gaussian filter. The
55
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
56
following is a detailed analysis of the order of complexity for this traditional algorithm. 
The order of complexity for the direct convolution method is
0 (N -^ s ) ,  (45)
s=l
where N is the number of samples in the original spectral signature and J is the total 
number of scales utilized. At each scale, s, a direct convolution must be performed. Let 
L be the length of the original first-derivative Gaussian filter. At the first scale, the 
operations required are L multiplies per sampling point of the spectral signature and {L-1} 
additions per sampling point of the spectral signature. Therefore for the first scale, a 
constant o f {C=2L-1} operations must be performed per sample. At each scale, the 
filters are dilated by the scaling factor 5 , or a. Thus, the length of the Gaussian filter 
becomes {L-s}. At scale s, the number o f operations per sampling point is {lLs-1}, 
which becomes {2Ls} for very large scales. With N samples, the number of operations 
per scale is {2LsN}. For the total J scales, the number of operations must be summed,
J
such that the number of operations becomes {2LN -^ s } .  Here 2L is a constant, thus
J
the order of complexity becomes 0(W • ^ 5 ) .
s=l
Computational Expense of the Filter Tree 
Decomposition Algorithm
In Chapter 2, the filter tree decomposition algorithm was discussed. It is a fast
implementation of DWT. Its implementation is based on the use o f filter banks and the
downsampling operation, or decimation.
The order of complexity for the filter tree decomposition algorithm described in




For this algorithm, the high-pass and low-pass filters have the same length and are 
independent of the scale. Thus, let L the length of the filter. At each scale, the filter tree 
is composed of an elementary cell constructed of a high-pass filter and a low-pass filter. 
The operations required in each cell are {2-L} multiplies per sampling point of the 
spectral signature and {2-(L-1)} additions per sampling point of the spectral signature. 
Therefore for each scale, a constant of {C=2-(2L-I )} operations must be performed per 
sample. At each scale, the output of the low-pass filter is downsampled by 2 and passed 
on to the next cell. Assuming L«N ,  at scale s, the number of samples in the signal
decomposed is For the total J scales, the number of the sampling points is
^ + •(! —2"^), which becomes 2W for large scales.
Therefore, the order of complexity is {2C-N}, or 0(N).
Computational Expense of the Mallat/Zhong 
Wavelet Algorithm
The DWT algorithm described above is valid only for wavelets which have 
corresponding highpass and lowpass filters. The Gaussian wavelets used for scale-space 
images do not have corresponding highpass and lowpass filters [25]. The Mallat/Zhong 
wavelet algorithm is an implementation of the dyadic discrete wavelet transform can be 
used with Gaussian wavelets. The order of complexity for the Mallat/Zhong wavelet 
algorithm is
O(iV-logW), (47)
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where N is the number of sampling points in the original spectral signature. This is 0(N) 
per scale with a total of log(N) possible scales. At the K'’' scale, a direct convolution 
must be performed to compute the wavelet transform, and a direct
convolution must be performed to compute the “approximation signal” 5̂ *., / ( x ) . Let
the length the original filter G be L and the length of the original filter i f  be M. At the 
first scale, the operations required are {L+M} multiphes per sampling point of the 
spectral signature and {(L-1 )+(M-l)} additions per sampling point of the spectral 
signature. Therefore for the first scale, a constant of {C=2L+2M-2} operations must be
performed per sample. At each scale, the filters are upsampled by a factor of 2 .̂ This
introduces 2 -̂1 zeros between each sample of the filters, which theoretically would 
increase the lengths L and M at each scale. However, the algorithm can be implemented 
in such a way as to avoid the multiplies/additions with the zero-samples of the filters. 
For example, when implementing this algorithm on a DSP chip, one would use an 
indirect addressing mode indexed by the amount of upsampling at each scale. In this 
way, the order of complexity is independent of the scale. Thus for each scale, the order 
of complexity is {C-N}, or 0(N). Since this method uses dyadic scales, there are at most 
log(N) scales [26]. As a result, the total order of complexity is O(N-logN).
Computational Expense of the Standard 
CWT Algorithm
For a standard continuous wavelet transform (CWT) without the use of filter 
banks, the order of complexity is the same as for the direct convolution of a first- 
derivative Gaussian filter. That is.
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0 (N -^ s ) ,  (48)
where N is the number of sampling points in the original spectral signature and J is the 
total number of scales utilized. This stems from the discussion in Chapter 2 about the 
similarities between the direct convolution and the continuous wavelet transform. At 
each scale, s, a direct convolution must be performed. Let L be the length of the original 
wavelet function. At the first scale, the operations required are L multiplies per sample of 
the spectral curve and {L-1} additions per sample of the spectral curve. Therefore for the 
first scale, a constant of {C=2L-1} operations must be performed per sample. At each 
scale, the wavelet functions are dilated by the scaling factor s. Thus, the length of the 
wavelet function becomes {L-s}. At scale s, the number o f operations per sample is 
{2Ls-l}, which becomes {2Ls} for very large scales. Thus, for N samples, the number of 
operations per scale is {2LsN}. For the total P scales, the number of operations must be
J
summed, such that the number of operations becomes {2LN -^s)} .  Here 2L is a
J
constant, thus the order of complexity becomes 0{N - ^ s ) .
Computational Expense of a CWT Algorithm 
Based on Integer Scales
Since the traditional first-derivative Gaussian filtering algorithm can be utilized at 
a continuum o f scales other than 2-' scales, as a complementation, a fast algorithm for the 
computation of the CWT at integer scales is also analyzed in this thesis. This algorithm 
utilizes B-spline (or polynomial spline) functions for the wavelet functions. The spline 
functions can easily be used to approximate the first-derivative Gaussian filter. The
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algorithm consists o f three steps: 1) initialization, 2) iterated moving sum, and 3) zero- 
padded filtering [21]. One can go through these three steps and calculate the number of 
multiphes and additions required per scale. The algorithm is discussed in detail in
Chapter 2. The number of multiphes required is }, where is the length of the
kernel representing the B-spline coefficients o f the wavelet function, y/(x), that have 
been upsampled by a factor o f s, the integer scale. The number of additions required is 
{In+n^+l},  where n is the degree of the spline fimction representing the wavelet
function, y/ (x ). The number of total operations per scale is then { (2n 4- ̂  ■n^->r\)-N}.
Since n and are constants, the order of complexity per scale is 0{N) , which is the 
same as the order of complexity per scale of the DWT algorithm.
Discussions
The results of the computational expense analysis are summarized in Table 3.
Table 3 Results of Analytical Assessment for Computational 
Efficiency of Several Radiance Fingerprint Methods
Radiance Fingerprint Methods Order of Complexity
Traditional method 0 (N -^ s )
s=\
Filter Tree method 0(/V)
Mallat/Zhong wavelet method 0(N - log N)
Standard CWT method 0 (N -^ s )
T=l
A CWT method based on integer scales 0{N) per scale
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Through the analytical comparisons of five algorithms, particularly between the 
traditional method and the MaUat/Zhong wavelet-based method, it is clear that the 
Mallat/Zhong fast wavelet algorithm greatly reduces the computational expense as 
compared to the traditional method of direct convolution with first-derivative Gaussian 
filters. This conclusion can be further verified by the following experimental assessment.
Experimental Assessment of the Computational Expense 
In this study, one of main tasks is to make a comparison of computational 
efficiency between the traditional method and the MaUat/Zhong wavelet-based method 
since these two methods are being investigated for use with hyperspectral signatures. 
Thus in this section, the experimental assessment wUl focus on these two methods.
The experimental analysis of the radiance fingerprint methods is based on specific 
computer hardware. As mentioned above, when implementing the algorithms on digital 
signal processing (DSP) chips, the advantages of the algorithms can be observed more 
clearly. The experimental assessment of the computational expense of the radiance 
fingerprint methods can be determined by the number of floating-point operations 
completed during the computation of the scalar decompositions, or scale-space images. 
Note that the MaUat/Zhong algorithm can be implemented in such a way that the zero- 
multipUes are not computed. Thus, the specific computer codes must be written such that 
the zero-multipUes, due to upsampled filters, are not actuaUy computed. Based on 
HYDICE data, there exist 210 spectral channels. Therefore, one-dimensional 
hyperspectral signatures have N=210 samples. Due to using o f dyadic discrete wavelet 
transform, the number of the wavelet decomposition scales are determined to be 9. As a 
result, for the method of the direct convolution with first-derivative Gaussian filters, the
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total number of addition operations, with respect to a total of 9 possible scales, is 
386,325, and the total number of multiply operations, with respect to a total of 9 possible 
scales, is 390,144. Here the calculation of the operation number is based on the normally 
defined linear convolution in the signal processing analysis. Similarly, for the 
Mallat/Zhong algorithm, there are approximately a total of 10,901 addition operations 
and a total of 18,776 multiple operations, corresponding to a total of 9 possible scales. 
Here the calculation of the operation number is the same as that of the traditional method, 
except that the operation number include only that of convolution of the signal with the 
non-zero samples in the filters. For a practical view of the difference in the 
computational expense, typical microprocessor chips were chosen to evaluate the 
computational efficiency based on the criteria of time costs. Since the addition and 
multiply operations can require a different number o f clock cycles for some 
microprocessor chips, here the number o f the operations for the addition and multiply is 
computed separately. For the Motorola DSP56002 and the Texas Instruments 
TMS320C30 chips, it takes 60ns to implement a floating-point addition or a floating­
point multiply. For the Intel 333MHz Pentium 11 and the Sun 333MHz UltraSPARC-lli 
chips, it takes 3ns to finish a floating-point addition or a floating-point multiple. As a 
result. Table 4 lists the experimental data of the computational expense, and Figure 23 
illustrates the contrast of the computational efficiency. Note the fact that here some 
advantages of DSP chips, such as direct memory access (DMA) operation, special 
addressing modes and multiplier accumulator (MAC) operations, are not used to compute 
the cost of time. If considering these advantages, it can take much less time for the DSP 
chips, DSP56002 and TMS320C30, to finish the same amount floating-point operations.
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Table 4 Experimental results o f computational expense
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Figure 23 Experimental Assessment of Computational Efficiency
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CHAPTERS
SCALE-SPACE IMAGE COMPARISON 
ANALYSIS
Various methods are implemented for comparing the outputs of the radiance 
fingerprint algorithms. These methods are designed to determine and analyze any 
differences that might exist between the experimental outputs of the algorithms. The two 
algorithms being compared are the traditional first-derivative Gaussian filtering method 
and the Mallat/Zhong DWT algorithm. Note the fact that the tracking of the extrema (in 
order to go from scale-space image to radiance fingerprint) is identical for the two 
methods under investigation. Therefore, comparing the scale-space image is sufficient. 
The methods for comparison include a normalized cross correlation, signal-to-noise 
ratios, and normalized Euclidean distance measures. The comparison is performed at 
each scale of the decomposition, or scale-space image.
Normalized Cross Correlation 
In signal analysis, there is often a need to measure or specify the interdependence 
or association between signal values. For example, one might need to investigate the 
correlation of the present values of a signal with its own past values, or the dependence of 
the values of one signal upon values of some other signals. For this study, a comparison 
between two signals (outputs of two methods under investigation) is required. Thus, a
65
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quantitative indicator of correlation between signals is needed. The correlation function 
is used to meet this need and is applicable to statistical signal analysis. It is a tool for 
measuring the similarity between signals.
An auto-correlation function, o^ix) , is defined to implement the measures of the
correlation of a signal, f {x ) , with its own past, present, and future values. It can be 
expressed as
1 TP f ( a ) =  hm —  J / ( y ) / ( y  + x)dy, (49)
^  -M/2
where M is an interval o f distance or time [30].
A system is shift-invariant if a shift, or delay, o f the input causes a corresponding 
shift in the output. Specifically, suppose that an input, jc(f), goes through a system to 
produce an output, y (r). Then the system is said to be shift-invariant when for all the
input with values x,(r) = x fr-fg ) produces the output with values (f) = y(t -  fg ) [9].
One can show that equation (49) gives the same result for / ( y  + u) as f o r / ( y ) . That is, 
a shift in / (x )  does not change ç)^(x) [30]. This is one of the properties of the auto­
correlation function. What is more, the auto-correlation function has a maximum at 
X = 0, so that
|(g^(x)|<{g^(0), fbrall x # 0 .  (50)
To evaluate the correlation or dependence between two signals, / ( x )  and g(x), 
the cross correlation function, (x ) , can be used. Similar to the auto-correlation 
function, Çff(x), the cross correlation function, <Pfg(x), can be defined as
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1 T= \f^y')8iy + x)dy, (51)
where M is an interval of distance or time [30]. The cross correlation function reduces to 
the auto-correlation function when two signals, / ( x )  and g (x ) , are identical, and a 
maximum value occurs at x = 0. If two signals, / ( x )  and g (x ), are identical except for 
a linear shift, k, then the maximum value of the cross correlation function, (x), occurs 
at x = k .
For this research, a normalized cross correlation, ^^(x), at each scale, is defined
as
(52)
whereE = , T is the traditional Gaussian filtered signal, W is the
result of Mallat/Zhong wavelet algorithm and i is the index of output sampling points at 
each scale. Here the energy, E, normalization is used so that it is more convenient to 
quantitatively evaluate the results of correlation analysis. After normalization, the values 
of the cross correlation coefficients are limited to the range |p,l].
Note that if the two signals are identical, ^(0) = 1. If the two signals are identical 
except for a linear shift of k samples, r (y )= W (y  +  /:), then çÇk) = l. For this research, 
the entire cross correlation is computed, and the maximum value and its shift, k, is 
recorded. The results are displayed in Table 5 for an example hyperspectral signature. 
This is the same example signal as the one used in Chapter 3 and plotted in Figure 18. 
Figure 24 shows an example plot of the maximum cross correlation values for various
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wavelet decomposition scales. Figure 25 displays an example normalized cross 
correlation plot for varying scales, and it can be seen that the maximum values occur at
X =  0 .
Table 5 Maximum Values of Cross Correlation Coefficients and Its Shift
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Figure 24 Normalized Cross Correlation Maxima for Example Hyperspectral Signature
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Figure 25 Normalized Cross Correlation at Each Scale
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
70
Signal-to-Noise Ratios 
Another tool utilized to evaluate the similarity between signals is signal-to-noise 
ratio (SNR). The signal-to-noise ratio is a common measure of the amount of 
degradation of a signal by additive noise. It is defined as the ratio of signal variance (or 
power) to noise variance (or power) [30]. Commonly this ratio is expressed in decibels 
(dB), such that
(P ^SAP = 10-log,0 s = 20. log ,0 * J ’ (53)
where P / and refer to the signal variance (or power) and noise variance (or power),
respectively. Generally, larger SNR values indicate that it is relatively easier to 
recognize or extract the signal from the noise. In this research, the concept of SNR is 
utilized, but different definitions of the signal and the noise are utilized. These 
definitions are specific to this research.
For this study, the signal-to-noise ratio is defined as
SAP = 10-log10 (54)
where T is the traditional Gaussian filtered signal, W is the result of Mallat/Zhong 
wavelet algorithm and i is the index of output sampling points at each scale. That is, 
when the signals exactly match, the SNR is equal to zero. The SNR is computed for each 
scale of the decomposition, or scale-space image. The results are listed in Table 6 for an 
example hyperspectral signature that is the same example signal as the one used in the 
previous section. Figure 26 shows an example plot of the SNR for various wavelet 
decomposition scales.
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Table 6 Values of Signal-to-Noise Ratio at Each Scale
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Figure 26 Signal-to-Noise Ratio Plot for Example Hyperspectral Signature
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Normalized Euclidean Distance 
The Euclidean distance refers to a vector distance between two vectors, or
discrete signals. Suppose that two vectors are defined as U =  and
V = jvjjVj, ,v^ ] \  respectively. The difference of two vectors, ü and v , can form a
new vector, n . The norm o f the vector n is defined as the Euclidean distance between 
vectors U and v , so that
(55)
t=i
Euclidean distance is illustrated in Figure 27. One common way of defining a vector 
norm is in terms of an inner product. Thus, the Euclidean distance between vectors ü 
and V , can be rewritten as
Euclidean Distance
Figure 27 Euclidean Distance between Vectors
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\n\\ = ((M -  v), (M -  v))>^ = ((« - v f  .(U-v)Y\  (56)
where the symbol T means a transpose o f the vector.
Since a discrete signal can be represented as a vector in the Euclidean space, the 
Euclidean distance is another tool to measure the similarity between two signals. In this 
study, one can view the scale-space image as a collection of vectors, one for each scale. 
As a result, Euclidean distances can be used to measure the difference between the results 
of the two methods. For this research, a normalized Euclidean distance measure is 
utilized to compare the outputs of the two methods at each scale. This measure is 
defined as
Eucl (57)
where T is the traditional Gaussian filtered signal, W is the result of Mallat/Zhong 
wavelet algorithm and i is the index o f output sampling points at each scale. The 
Euclidean distance is measured for each scale. Furthermore, it is computed for various 
linear shifts in W. Thus, it is very similar to the normalized cross correlation, except that 
the Euclidean distance is minimized to zero when the two methods produce identical 
results. It is also very similar to normalized root-mean-squared (RMS) error. To 
compute the RMS error, one simply divides by the total number of samples before taking 
the square-root. Table 7 lists the results for an example hyperspectral signature (the 
same one used in previous sections). The table lists the minimum Euclidean distance for 
various scales. Figure 28 shows an example plot of the minimum Euclidean distances 
for various wavelet decomposition scales. Again the same example signature is used.
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Table 7 Minimum Euclidean Distance for Various Scale
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Figure 28 Normalized Euclidean Distance Minima for Example Hyperspectral Signature
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Mean and Variance of Errors 
In Chapter 3, it was discussed that a hyperspectral signature database can be 
obtained by randomly extracting 100 hypespectral signatures from a set of 4 
hyperspectral data cubes. Two methods, the traditional first-derivative Gaussian filtering 
method and the Mallat/Zhong wavelet-based method, are applied to analyze these 
signatures. Various error analysis methods, as discussed in sections above, are used to 
compare the errors that might exist between the outputs of the two algorithms. For this 
research, since HYDICE data result from the 210 spectral channels, the extracted 
hyperspectral signatures have 210 samples. Also, due to using the dyadic discrete 
wavelet transform, the number of the wavelet decomposition scales is determined to be 9. 
Therefore, at various scales, the results of error analysis using various methods are 
obtained for a specific hyperspectral signature. For total 100 hyperspectral signatures in 
the constructed database, numerous error results can be generated. To statistically assess 
these errors, the mean (or average), , and variance, o ^, of the error measures are used. 
For this study, each of these error measures discussed in the previous sections are applied 
to the 100 hyperspectral signatures in our database. For each error measure, the mean 
and variance of the 100 errors are computed. The resulting means and variances are 
hsted in Table 8. and (Ĵ orr correspond to the normalized cross correlation method.
and correspond to the signal-to-noise ratio method. and correspond 
to the normalize Euclidean distance method. Also, the averages, corresponding to every 
ji and , are computed and listed in Table 8. Figure 29 illustrates these results. In 
Figure 29(a), for various scales are displayed. In Figure 29(b),
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ĉorr, (̂ Inr \̂uc vorious sceIcs are shown. Again, it can be seen that relatively 
little error is induced by using the Mallat/Zhong algorithm while the computational 
expense is greatly reduced.
Table 8 Means and Variances of Results from Various Error Analysis 
Methods for 100 Randomly Extracted Hyperspectral Signatures
Scale t^Corr crLr
(xlO"')
f^SNR ŝrn M euc
(xlO-')
1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.9966 0.0061 0.5810 0.1774 0.0263 0.5183
3 0.9986 0.0002 0.2841 0.0385 0.0120 0.0546
4 0.9972 0.0023 0.2842 0.1545 0.0155 0.0636
5 0.9984 0.0013 0.4562 0.1172 0.0111 0.0259
6 0.9984 0.0021 0.1706 0.1108 0.0081 0.0206
7 0.9945 0.0080 0.2497 0.2789 0.0154 0.0198
8 0.9641 0.2088 0.4372 0.0116 0.0382 0.0438
9 0.9796 0.0305 1.2769 0.0581 0.0325 0.0391
Average 0.9919 0.0288 0.4155 0.1052 0.0177 0.0873
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Figure 29 Illustration o f (a) Mean and (b) Variance of Results 
from Various Error Analysis Methods
reproduction protiibited without permission.
CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS
In this thesis, the basic knowledge of hyperspectral remote sensing and wavelets 
is introduced. The wavelet transform tool is used to analyze hyperspectral signatures. 
Traditional and wavelet-based methods are implemented for computing radiance 
fingerprints. The computational efficiency of various methods is compared. This 
comparison is conducted analytically and experimentally. Various error measures are 
used to determine differences in the results of two methods: a traditional first-derivative 
Gaussian filtering method and the Mallat/Zhong wavelet-based method. Some expected 
results are obtained.
The results of this preliminary study indicate that a wavelet-based method is 
feasible and practical for the analysis o f hyperspectral imagery via the radiance 
fingerprint. Furthermore, the results indicate that particular wavelet-based methods are 
computationally efficient as compared to the traditional first-derivative Gaussian filtering 
method. From the experimental assessment of the two methods, it is clear that the 
computational expense is greatly reduced. For HYDICE data, the computational expense
of the Mallat/Zhong wavelet-based method is about of the expense of the
traditional method. This corresponds to the result of the analytical assessment, where the
78
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order of complexities are O ( N - ^ s )  and O(Af-logAf) for the traditional method and
J=I
the Mallat/Zhong method, respectively. In this research, the number of sampling points 
of each hyperspectral signature is 210. While implementing the multiresolutional 
decomposition and feature extraction of the hyperspectral signature based on the dyadic 
scales, the total number of utilized scales is 9. If more sampling points are analyzed at 
each scale, the number o f utilized scales is increased. Thus, an even greater improvement 
in computational efficiency will be achieved. Through applying several different error 
measures to the outputs of the algorithms, it was concluded that some differences exist 
between the traditional first-derivative Gaussian filtering method and the Mallat/Zhong 
DWT algorithm. However, the induced errors are relatively small. While a relatively 
small amount of error is induced, the computational expense is greatly reduced. This 
result shows that the wavelet-based method is a feasible analysis tool for hyperspectral 
signatures.
While the preliminary results of this study are satisfactory, much further research 
is necessary. Here some useful future work is recommended. First of all, it is 
recommended that the next work include the construction of radiance fingerprints from 
the scale-space images. In this research, the scale-space images are obtained. One can 
investigate or develop certain algorithms and software to form the spectral fingerprints 
conveniently. This work is useful because it has been proposed that radiance fingerprints 
can enclose much information existing in hyperspectral signatures. Once the radiance 
fingerprints are available, one could extract many significant object properties from them.
In this research, we implement a method for randomly extracting hyperspectral 
signatures from an image cube. As stated in earlier chapters, these signatures can be used
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for discriminating between various materials and objects within remotely sensed images. 
We recommend the use of wavelet-based features for this pattern recognition problems. 
Wavelet-based features have proven to be useful in characterizing spectral signatures in 
other applications [37,38]. Thus, we suspect that they could prove useful in hyperspectral 
imaging.
Finally, the concept of the adaptive wavelet can be applied to analyze the 
hypersepctral signatures. It is a relatively higher requirement. In this research, two 
mother wavelets, the first-derivative Gaussian wavelet and the quadratic spline wavelet, 
are developed to implement the analysis of the hyperspectral signatures. In fact, there 
exist more types of mother wavelets. Applying other mother wavelets to the analysis of 
the hypersepctral signatures could prove very useful. Furthermore, the application of 
adaptive wavelets could aid in selecting the “best” mother wavelet for analyzing specific 
types of hyperspectral signatures.
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