Let and be nite alphabets, and let f be a map from to . Then the deterministic automaticity of f, A f (n), is de ned to be the size of the minimum nitestate machine that correctly computes f on all inputs of size n. A similar de nition applies to languages L. We denote the nondeterministic analogue (for languages L) of automaticity by N L (n).
We prove that A f (n) n + 1 ? blog`nc, where`= j j. We also prove that A f (n) > n ? 2 log`n ? 2 log`log`n for almost all functions f.
In the nondeterministic case, we show that there exists a c such that for almost all unary languages L, we have N L (n) > cn= logn for all su ciently large n. The proof is based on a new enumeration method for languages accepted by unary q-state NFAs.
If L is not a regular language, then it follows from a result of R. Karp that lim sup n!1 A L (n)=n 1=2. We conjecture that if L 0 , then this bound can be improved to ( p 5 ? 1)=2.
Finally, we give some lower bounds for nondeterministic automaticity for nonregular languages.
1 Introduction.
In a previous paper 24], the third author and Y. Breitbart examined the notion of automaticity, a measure of descriptional complexity for functions and languages de ned over nite alphabets . Their work covered the case k = j j 2. In this paper we will examine the same notion, but concentrate on the unary case, when k = j j = 1.
We will use the following notation: n = + + 2 + + n . We will be concerned with nite automata that can compute functions. A deterministic nite automaton with output (DFAO) is a sextuple M = (Q; ; ; q 0 ; ; ), where Q is a nite nonempty set of states, (the input alphabet) and (the output alphabet) are nite nonempty sets, is the transition function mapping Q into Q, q 0 is the initial state, and is an output function mapping Q into . We emphasize that is complete; i.e., it is de ned for all members of Q . The machine M computes a function g M from to as follows: g M (w) = ( (q 0 ; w)).
In the case where = f0; 1g, this avor of automaton coincides with the ordinary notion of automaton and acceptance/rejection. In this case we can associate a set of nal states F such that F = fq 2 Q : (q) = 1g. The language accepted by M is then L(M) = fw 2 : (q 0 ; w) 2 Fg.
By jMj we will mean the \size" of the automaton M, which we de ne to be the cardinality of the set Q of states in M. Let and be nite alphabets, and let f be a map from to . Then the (deterministic) automaticity of f is a function A f (n) de ned as follows:
A f (n) = min fjMj : M 2 DFAO and 8 w 2 n f(w) = g M (w)g:
Roughly speaking, A f (n) counts the minimum number of states in any DFAO M that simulates f correctly on all strings of length n; how M behaves on longer strings is unspeci ed. In general, there may be many di erent automata for which the number of states is a minimum.
If L is a language, then we write A L (n) for the automaticity of the characteristic function L (w), de ned as follows:
L (w) = 1; if w 2 L; 0; otherwise.
In this case, A L (n) = min fjMj : M 2 DFA and L(M) \ n = L \ n g:
There is also a nondeterministic analogue of automaticity N L (n), which we de ne only for languages L: N L (n) = min fjMj : M 2 NFA and L(M) \ n = L \ n g:
We note that our model of nondeterministic nite automaton is that de ned in 12], and allows transitions only on single letters and the empty string .
We will sometimes use the following terminology. We say that a function f : ! is an nth-order approximation to a function g : ! if f(w) = g(w) for all w with jwj n. Similarly, we say that a language L is an nth{order approximation to a language L 0 if we have L \ n = L 0 \ n . The implied constant in the big-O bounds in this paper may depend on k = j j and = j j, but not on n.
Properties of Automaticity
In this section we recall from 24] some of the properties of deterministic and nondeterministic automaticity. 2. For each w 2 with jwj n, de ne S w (n) = f(w)f(w0)f(w00) f(0 n?jwj ). Let S(n) be the collection fS w (n) : w 2 n g. For strings in S(n), de ne the partial order as follows: x y if x is a pre x of y. Then A f (n) equals the cardinality of the set of maximal elements (under ) of S(n).
Proof. In the unary case, the sequences S 0 (n); S 00 (n); etc. are nothing more than the su xes of the sequence S (n). Thus there is a connection with string-matching.
Let us introduce some notation. We say that the string x is a factor of a string y if there exist strings w; z such that y = wxz. If = f0g, and f : ! , we de ne
. We call w(f) the characteristic word of f.
Lemma 2 Let = f0g,`= j j 2, and let f : ! be any function. Let w = w(f) = w 0 w 1 w 2 : : : be the characteristic word of f, so w i = f(0 i ). Then A f (n) = n + 1 ? t, where t is the length of the longest (possibly empty) su x of w 0 w 1 : : : w n that is also a factor of w 0 w 1 : : : w n?1 .
Proof. If there is such a su x of length t, then there exists m < n such that w m+1?t w m = w n+1?t w n :
Hence S 0 n?k (n) is a pre x of S 0 m?k (n) for 0 k t ? 1. It follows that A L (n) n + 1 ? t.
On the other hand, if A L (n) < n + 1 ? t, then S 0 n?t(n) would be a pre x of S 0 i(n) for some i < n ? t, contradicting the maximality of t.
It is easy to see that A f (n) n+1; in fact, this bound can be attained for any particular value of n by setting f(0 i ) = 0 for 0 i < n, and f(0 n ) = 1. We have S = 0 n 1, and none of the successive su xes are pre xes of any other su x.
A more interesting question is to ask about the behavior of A f (n) for any xed f, as n ! 1. We will prove the following: Theorem 3 Let = f0g and`= j j 2. Then for any function f : ! the inequality A f (n) n + 1 ? blog`nc holds for in nitely many n. Proof. De ne n = n(m) =`m + m ? 1. Note that m = blog`nc. Consider the string S = f( )f(0)f(0 2 ) f(0 n ) = w 0 w 1 w n : Contained in the string S are`m + 1 (overlapping) factors of length m, where by factor we mean a string of consecutive symbols. Hence there must be some factor x that appears at least twice in S . Choose x so that n 0 = n 0 (m), the position at which the second occurrence (counting from the left) of x ends, is as small as possible.
Let the rst occurrence of x be w k w k+1 w k+m?1 , and let the second occurrence be w n 0 +1?m w n 0 . Then, by Lemma 2,  A f (n 0 ) n 0 + 1 ? m n + 1 ? m = n + 1 ? blog`nc:
To see that the inequality is true for in nitely many n 0 , it remains to see that n 0 (m) is strictly increasing. Suppose n 0 (m + 1) n 0 (m). Then there would be a factor of length m whose second occurrence ends at a position n 0 (m + 1) ? 1, contradicting the minimality of n 0 (m). This completes the proof.
Is it possible to explicitly construct an f for which n ? A f (n) = O(log n)? The answer is yes.
Looking at the proof of the previous theorem, we see that what we are trying to do is construct an in nite sequence such that the longest factor that occurs twice in any pre x of length n is O(log n). This can be done as follows. First, we provide a solution when`= 3: we write down all possible binary strings of length 0, 1, 2, etc., separated by 2's: 2202120020121021120002001201020112100210121102111200002 Suppose we consider a pre x P of length n. Between any two occurrences of 2 in P, there is a string we have strings of 0's and 1's of length log 2 n. Any factor of length at least 2 + 2 log 2 n must contain two 2's. But then this can't possibly match an earlier factor. It follows that all duplications must be of length < 2 + 2 log 2 n.
To make this work with a binary alphabet, we simply recode: we replace each 0 by 0, each 1 by 10 and each 2 by 11. The same argument as before works, and we have now expanded the string by a factor of at most 2. Hence the longest duplication is of length < 4 + 4 log 2 n.
It follows that for this f we have n ? A f (n) = O(log n).
A construction improving the 4 to 2 was given independently by Condon, Hellerstein, Pottle, and Wigderson 9] .
We now prove the following \almost all" result:
Theorem 4 Suppose = f0g and j j =` 2. Then for almost all functions f : ! we have A f (n) > n ? 2 log`n ? 2 log`log`n for all su ciently large n. Proof. Let it follows that the number of functions from n to that are given by DFAO's with q states is bounded above by`q +1 (q + 1)=(`? 1). Now set q = c(n), where c(n) = n ? 2 log`n ? 2 log`log`n:
Then, since the total number of functions from n to is`n +1 , the probability that a randomly chosen function f satis es A f (n) c(n) is bounded above by n + 1 ? 2 log`n ? 2 log`log`n (`? 1)n 2 (log`n) 2 = O 1 n(log n) 2 
! :
Since P n 2 1 n(logn) 2 converges, by the Borel-Cantelli lemma 11, p. 188], we must have A f (n) > c(n) for all su ciently large n.
For languages, we immediately get the following corollary:
Corollary 5 For almost all languages L 0 , we have A L (n) > n ? 2 log 2 n ? 2 log 2 log 2 n for all su ciently large n. 4 An Upper Bound on the Number of Distinct Unary NFA Languages
In this section, we digress brie y to prove an upper bound on the number of distinct unary languages accepted by NFAs with q states. This bound will be used in the next section.
Theorem 6 There are O(q= log q) q distinct unary languages accepted by NFAs with q states.
The basic idea of the proof is to nd a decomposition for such languages that can be completely described by a small number of parameters.
The proof depends on a number of lemmas. First, we introduce some notation borrowed from the computer language APL. We assume that L a is a unary language. We say that L is c-monotonic if, for all n 0, we have a n 2 L implies a n+c 2 L. We also say that L is c-periodic after N if, for all n N, we have a n 2 L i a n+c Proof. Let w = a n be a string in L(M; s), let (p 0 ; p 1 ; : : : ; p n ) be an accepting path for w, and let p i = s, a state contained in a cycle C of length c. Then we can create an accepting path for a n+c by arriving at p i , going around the states of C, returning to p i , and then continuing to p n . Lemma 9 Let M, s, and L(M; s) be as in Lemma 8. Then L(M; s) is c-periodic after (c + 1)(q ? 1). Proof. Suppose w = a`2 L = L(M), with` (c + 1)q ? 1, and suppose there exists an accepting path for w containing a state s, where s lies in a cycle of length c in G(M). We will show how to produce an accepting path that contains s for a`? kc , for some integer k 0. The result will then follow from Lemma 8.
Let the accepting path for w be P = (p 0 ; p 1 ; : : : ; p`), and let i be the smallest index such that p i = s. Divide the accepting path into the pre x P = (p 0 ; p 1 ; : : :; p i = s) and the su x S = (p i = s; p i+1 ; : : : ; p`). Note that P and S together contain i+1+`?i+1 =`+2 > (c+1)q states. Let p 0 be any state that occurs most frequently in P, and s 0 be any state that occurs most frequently in S. The total number of occurrences of both p 0 and s 0 in P and S is c+2.
If any two of the occurrences of p 0 or two of the occurrences of s 0 in P are separated by a subpath P 0 of length k 0 (mod c), then we obtain an accepting path for a`? kc by simply cutting out P 0 .
Otherwise, assume that no two occurrences of p 0 or s 0 are separated by a subpath of length 0 (mod c). Call this Assumption A. We will shorten the path as follows: we cut out both the section between some occurrence of p 0 in P and the last occurrence of p 0 in P, By cutting out both corresponding sections, we obtain an accepting path for a`? kc for some k.
Next, we prove a lemma about directed graphs. We say that a graph G is of girth c if every directed cycle is of length c. If G is acyclic, its girth is de ned to be in nite.
Lemma 10 Let G be a digraph on q vertices of girth > 2q=3. Then there exists at least one vertex v that lies in every cycle.
Proof. Any two directed cycles in G must have > 2q=3+2q=3?q = q=3 vertices in common. Hence, any three directed cycles must have > 2q=3 + q=3 ? q > 0 vertices in common. The result now follows from a theorem of Kosaraju 16] ; also see 1, 26] .
The next lemma introduces the decomposition we will use to count the number of languages accepted by a unary NFA with q states.
Lemma 11 Let M be a unary NFA with q states. Then there exists an integer r 0, a strictly increasing sequence c 1 < c 2 < < c r , languages L 1 ; L 2 ; : : :; L r , and an NFA M r+1 such that
and, for 1 i r, the language L i is c i -monotonic and c i -periodic after (c r + 1)(q ? 1). We are now ready to prove Theorem 6. The idea is to count the number of languages accepted by an NFA with q states by parameterizing the decomposition given in Lemma 11.
Proof. We can completely specify any language accepted by an NFA with q-states by providing:
1 with length congruent to j (mod c i ). And if this string is contained in L t , for t < i, it need not be mentioned; thus it actually su ces to give the shortest such string s not contained in 1 t<i L t . But then s is completely determined by the cardinality of L i;j . We now bound the number of possibilities in each of these parts as follows: v. Now consider the portion P of the accepting path from v to p f . Either P is of length < q 0 , or again, by the pigeonhole principle, some state must be repeated. Let p 0 be the rst repeated state. Since v is in every cycle, we must have p 0 = v. Continuing in this fashion, we see that every accepting path of length q 0 can be split into three parts: an (i) initial portion of length < q 0 , (ii) a concatenation of cycles (possibly 0) beginning and ending at v, and (iii) a tail of length < q 0 . These accepting paths are completely speci ed by providing (i) the list of lengths of acyclic paths from p 0 to v, which is a subset of 0; q 0 ), (ii) the set of possible cycle lengths, which is a subset of (2q 0 =3; q 0 ], and (iii) the lengths of acyclic paths from v to any nal state, which is a subset of 0; q 0 ). It follows that there are at most 2 q 0 2 q 0 =3 2 q 0 = 2 7q 0 =3 possibilities for B. Multiplying this by the 2 q 0 possibilities for A gives a total of at most 2 10q 0 =3 languages accepted by an NFA with underlying graph having nite girth 2q 0 =3. Thus the total number of possibilities for L(M r+1 ) is 2 10q 0 =3 + 2 q 0 . By multiplying all four of these bounds together, we see that the number of distinct languages accepted by unary NFAs with q states is O(q= log q) q . Theorem 15 Let n be a non-negative integer. Then f n = a 1 (n). Theorem 18 Let L = L F , the unary Fibonacci language. Suppose F n ? 2 k F n+1 ? 3.
Then A L (k) = F n?1 .
Proof. First we show that A L (k) F n?1 . Since A L (k) is an increasing function of k, it su ces to prove this for k = F n ? 2. D 1 = fx i : 0 i F n?2 g D 2 = fx i : F n?2 < i < F n?1 g
We will show that D 1 D 2 consists of F n?1 pairwise incomparable strings under the pre x ordering. From this the result will follow. First, we show that all the elements of D 1 are mutually incomparable under the ordering. This follows because each string in D 1 is as long or longer than x F n?2 , which is of length (F n ?2)?F n?2 +1 = F n?1 ?1. But according to Corollary 17, d(i#f; j#f) F`+ 2 ?1, where`= d(i (F) ; j (F) ). Since i; j F n?2 , it follows that` n ? 3. Hence we have d(i#f; j#f) F n?1 ? 1, which means that the two strings x i and x j di er in a position which is, at worst, their rightmost position. Thus, x i and x j are incomparable.
Next, we show that all the elements of D 2 are mutually incomparable under . Let i; j be distinct integers such that F n?2 < i; j < F n?1 . Then i and j both have a 1-bit corresponding to the summand F n?2 in their Fibonacci representation. Thus a n?3 (i) = a n?3 (j) = 1. Since Fibonacci representations do not contain consecutive 1's, it follows that a n?4 (i) = a n?4 (j) = It remains to show that for F n ? 2 k F n+1 ? 3, we have A L (k) F n?1 . Again, since A L (k) is increasing, it su ces to show this for k = F n+1 ? 3. Let y i = f i::F n+1 ?3 . As above, we partition the collection fS 0 i : 0 i F n+1 ? 3g as follows: D = fy i : 0 i < F n?1 g N = fy i : F n?1 i F n+1 ? 3g
We will show that every string in N is a pre x of some longer string in D N. Actually, it su ces to show that y F n?1 is a pre x of y 0 , for it would then follow that y F n?1 +i is a pre x of y i for 1 i F n ? 3 In the last theorem of this section, we prove a somewhat stronger result than Conjecture 14 under a somewhat stronger hypothesis. To see that the constant 3=4 is best possible, consider L = f0 2 i : i 0g. For this L we have A L (2 n ) = 1 + 3 2 n?2 for n 3.
7 Lower Bounds for Nondeterministic Automaticity for Nonregular Languages
In this section we are interested in obtaining lower bounds, similar to that given in Karp's theorem, for the nondeterministic automaticity of nonregular languages.
Theorem 21 There exists a constant c 0 (which does not depend on L) such that if L 0 is not regular, then N L (n) c 0 (log n) 2 =(log log n) in nitely often.
Proof. Suppose, to the contrary, that L is nonregular and N L (n) < c 0 (log n) 2 =(log log n) 2 (log log n)). Assuming the Extended Riemann Hypothesis (ERH), we have N L 2 (n) = O((log n) 4 =(log log n)).
The proof depends on the observation that if a number congruent to 1 (mod 8) \looks like a square" modulo all \small" primes, then it is in fact a square.
More precisely, for r a positive integer 1 (mod 8) that is not a square, de ne h(r) to be the least odd prime p such that the Jacobi symbol r p = ?1. A simple probabilistic model gives this better bound (and more), and it is also supported by the available numerical evidence; see, for example, 4].
Proof of Theorem 22.
We construct an NFA M such that L(M) \ n = L 2 \ n as follows: we \guess" an odd prime p and on input 0 j , compute j (mod p) with a cyclic counter. If j p = ?1 (which depends only on j (mod p)), then j cannot be a square, and so we accept. We do this for all odd primes p < J(n). We also have a nondeterministic transition from the initial state to a counter (mod 8), and accept if j 6 1 (mod 8).
The number of states needed is therefore 9 + P 2<p J(n) p, which is O((log n) 2 (log log n)) assuming Conjecture 23, or O((log n) 4 =(log log n)) assuming ERH.
We can also give an example of a nonregular unary language with poly-logarithmic nondeterministic automaticity where the bound does not depend on unproved hypotheses. First, we prove a simple lemma: Lemma 24 De ne (x) = P p x log p. Then (x) > :23x for x 2. Proof. Rosser Theorem 25 De ne L 3 = f0 n : n 1 and the least positive integer not dividing n is not a power of 2g. Then N L 3 (n) = O((log n) 3 =(log log n)).
Proof. The language L 3 is not regular, since it is proved in 2] that L 3 is not regular.
Let n be a xed integer > 0; we show how to construct an NFA accepting an nth-order approximation to the language L 3 . The construction of our NFA is based on the following two observations: (i) if 0 n 2 L 3 , then there exists a prime power p k , with p 3, k 1 and p k 4:4 log n such that n 6 0 (mod p k ) and n 0 (mod 2 s ) where s 0 is an integer with 2 s < p k < 2 s+1 ;
(ii) if there exists a prime power p k (p 3, k 1) such that n 6 0 (mod p k ) and n 0 (mod 2 s ) with s 1 and 2 s < p k < 2 s+1 , then 0 n 2 L 3 .
Proof of (i): let 0 n 2 L 3 , and let t be the least integer not dividing n. Then t is not a power of 2. Clearly t is a prime power. Furthermore, we claim that t 4:4 log n. Suppose not; then n is divisible by all the integers 4:4 log n. Hence n lcm 1 k 4:4log n k = e (4:4logn) e (4:4logn) > n; a contradiction. (Here (x) = P p k x log p, and we have used Lemma 24.)
We have n 6 0 (mod t). Also n 0 (mod 2 s ) for 2 s < t; for otherwise the least integer not dividing n would be a power of 2.
Proof of (ii): suppose n 6 0 (mod p k ) (p 3, k 1) and n 0 (mod 2 s ) for s 1 with 2 s < p k < 2 s+1 . Let t be the least integer not dividing n. Then t p k . However, since n 0 (mod 2 s ) for all s with 2 s t, t is not a power of 2. Hence 0 n 2 L 3 .
Now an NFA can be constructed using these two observations, as follows: we nondeterministically \guess" an odd prime power p k 4:4 log n, and then, on input 0 r (with r n), compute r (mod p k 2 s ) for s satisfying 2 s < p k < 2 s+1 . We accept if r 6 0 (mod p k ) and r 0 (mod 2 s ). This requires 1+ P p k 4:4 logn O((p k ) 2 ) states, which is O((log n) 3 =(log log n)).
Our last result is the following: de ne S(q; k) = fr 2 ZZ 0 : r 6 0 (mod q) and r 0 (mod 2 k )g: have N L f = f(5 log n)O((log n) 2 =(log log n)):
Before giving the proof, we remark that the function f(x) = x satis es the hypotheses. In this case, we obtain the language L 3 above.
Furthermore, suppose we de ne lg (i) x as follows: lg x = 1, if x 2, and lg x = log 2 x if x > 2. Also, lg (1) x = lg x, and lg (i) = lg lg (i?1) x for i 2. Then the function lg (i) x satis es the hypotheses. Thus, using the series of functions lg (1) x; lg (2) x; lg (3) x; : : :, we can obtain a language with nondeterministic automaticity arbitrarily close to the bound O((log n) 2 =(log log n)).
Proof. First we show that L f is not regular. We do so by assuming that the complement L f is in fact regular, and obtaining a contradiction.
For each positive integer k, let q k be the largest odd prime power p e for which k = Since L f is regular, we may write L f = j2A (0 t j ) 0 s j for some nite set A and non-negative integers s j ; t j . If t j = 0, then L f is nite, and the result follows immediately. Otherwise, assume t j 1. Since 0 m k 2 L f , we may write m k = s j + nt j for some j 2 A and integer n 0. We may assume that k is su ciently large such that every non-zero t j divides m k . De ne n 0 = n + m k =t j . Then 2m k = s j + n 0 t j .
Hence 0 2m k 2 L f . Let r be the least odd prime power > q k . Note that, by our hypothesis on the range of blog 2 f(p e )c, we have blog 2 f(r)c = k + 1. Then 2m k 6 0 (mod r) and 2m k 0 (mod 2 blog 2 f(r)c ). Thus 0 2m k 2 L f . This contradiction proves that L f is not regular.
It remains to give an upper bound on the size of the smallest NFA accepting some nthorder approximation to L f . First we prove the following lemma: Lemma 27 Let n be an integer 3. Then the least odd prime power nondivisor of n is 5 log n.
Proof. From the proof of Lemma 24, we know that 0 (x) = X p k x p 3 log p :84x ? log x > :75x for x 101. For 3 x 101, it can be veri ed by a short computation that 0 (x) :21x. Now if n has no odd prime power nondivisor 5 log n, it must be the case that n is divisible by all the odd prime powers 5 log n. Hence n e 0 (5log n) e 1:05log n > n, a contradiction. Now if n 2 A f , and n 2, then n 2 S(q; k) for some odd prime power q. We claim that in fact there exists an odd prime power q 5 log n for which n 2 S(q; k). For by Lemma 27, the least odd prime power q 0 which is a nondivisor of n is 5 log n. Let k 0 = blog 2 f(q 0 )c. If 2 k 0 j =n, then n 6 2 S(q; k) for all k k 0 , and hence for all0 . But q j n for all odd prime powers q < q 0 , so n 6 2 S(q; k) for all odd prime powers q < q 0 . Therefore n 6 2 A f , a contradiction. Hence 2 k 0 j n, and so n 2 S(q 0 ; k 0 ).
The total number of states needed to accept an nth-order approximation to L f is therefore 1 + X q 5 log n k=blog 2 f(q)c q 2 k < f(5 log n) X q 5 logn q2B q = f(5 log n)O((log n) 2 =(log log n)): This completes the proof of Theorem 26.
