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Résumé
Depuis quetques années, le commerce électronique est en pleine évolution. Et
pour cause, l’avancement des technologies favorise le développement et
l’accroissement de l’utilisation de l’Internet. Cependant, l’exécution de
transactions dans un environnement tel que l’internet impose des contraintes
nouvelles aux systèmes transactionnels
• Transactions à durée indéfinie (moyennement longue)
• Fiabilité du réseau de communication non garantie
• Possibilité de pertes de participants durant la transaction
• Sources de données hétérogènes
• Technologies du Web en pleine évolution
• Coordonnateur non propriétaire des données
Les modèles transactionnels précédents ont tenté de fournir des solutions à
certaines de ces nouvelles contraintes. Dans bien des cas, les propriétés d’isolation
et d’atomicité des transactions ont été relaxées. Cependant, la plupart des modèles
proposés relèguent au programmeur la lourde tâche de gérer les fautes, de tenir
compte des contraintes particulières des services Web et de mettre en oeuvre les
solutions compensatoires pour les transactions qui ne peuvent être avortées’. Mais
jusqu’à présent, aucun modèle n’a offert de support conceptuel et méthodologique
au concepteur de ces transactions d’affaires qui doit tenir compte des contraintes
ci-dessus.
Afin d’offrir une solution adéquate et facile d’implémentation aux problèmes des
transactions d’affaires sur Internet, nous proposons dans ce mémoire un modèle et
un cadre de conception pour les transactions entre clients et services Web. Notre
Pour plus de flexibilité, la propriété d’isolation n’est pas assurée par ces protocoles. Il faut donc
voir à réparer la situation dans le cas de l’annulation d’une transaction dont les effets ont déjà été
rendus visibles.
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modèle, Temporal 1ansaction Model for J’b Service Coordination, se distingue
par l’introduction de nouveaux concepts tels que le vote temporisé, la définition
d’une action par défaut et les actions de compensation. Ces concepts offrent un
soutien au concepteur de transactions d’affaires qui doit voir à ce que la
transaction réalise les objectifs d’affaires (prioritaires ou secondaires), tout en
palliant les fautes et en offrant des solutions compensatoires dans le cas où
certaines actions ne peuvent être complètement annulées (ex. on souhaitera
envoyer un message d’excuse à un invité suite à l’annulation d’une réception
pourtant confirmée par un précédent courriel.). Tout en assurant la fiabilité
transactionnelle et de bonnes performances, le modèle offre des structures
conceptuelles facilitant la mise en oeuvre de solutions transactionnelles flexibles
tenant compte des particularités des services Web. Une implémentation de base a
été réalisée pour expérimenter l’utilisation de notre modèle. Les résultats
confirment nos attentes concernant les propriétés du modèle et son apport à la
conception facilitée de transactions Web flexibles.
Mots clés transaction, services Web, commerce électronique, coordination,
Internet, protocole transactionnel, systèmes distribués.
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Abstract
In the last few years. electronic commerce has been in constant evolution. The
latest advancement in technologies favours the development and the increase in
the use of the Internet. The Internet imposes new constraints on transactional
systems:
• Undefined length transactions (long in average)
• Less than perfect communication network reliability
• Possibility of dropping a participant during the transaction
• Data exchanged flot defined universally
• Web technologies constantly evolving
• The coordinator is not the data owner
The previous models tried to solve some of these new constraints. In many cases,
the isolation and atomicity properties of the transactions were relaxed. Most of
these models let the programmer handle the tasks of managing errors, making sure
the different constraints of Web services are met and to establish compensation
actions for transactions that can’t be cancelled. 2 Up to now, no model offered a
conceptual and methodological support for the designer of business transactions
that needs to meet the constraints exposed previously.
b be able to offer an adequate and easy to implement solution to the problems
posed by business transactions over the Internet, we propose in this document a
model and a design framework for the transactions between clients and Web
services. Our model, Temporal Transaction Model for Web Service Coordination,
differs from previous models by the inclusion of new concepts such as ternporized
voting, default action definition and compensation actions. These concepts offer
2 b allow more fiexibïlïty. the isolation property is flot guaranteed by these protocols. It is then
necessary to correct the situation when cancelling a transaction whose effects have already been
made visible.
Iv
support to the business transaction designer that needs to insure the realization of
business goals (primary or secondary), while maintaining fault tolerance and
offering compensation solutions when certain actions cannot be completely
cancelled (i.e. we wish to send an apology message to an invitee afier a confirmed
reception was cancelled). The model offers conceptual structures facilitating the
conception of flexible transactional solutions meeting the particularities of Web
services while maintaining reliability and good performances. A base
implernentation bas been done to experiment with the use of our model. The
results confirm our expectations concerning the model properties and its
contribution to a facilitated design of flexible web transactions.
Keywords: transaction, Web services, electronic commerce, coordination, Internet,
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Chapitre 1. Introduction
1.1 Contexte du domaine de recherche
Un des centres d’intérêt de la recherche en commerce électronique est
présentement le développement de nouvelles technologies facilitant l’échange de
dormées entre diverses entités. Avec la progression massive de l’internet, de
nouvelles possibilités sont apparues pour les échanges de données. Il est
maintenant possible de procéder à des échanges avec des systèmes se trouvant au
quatre coins du monde à l’aide de ce réseau unique. L’information peut
maintenant voyager d’un service d’entreprise à un autre service d’entreprise de
façon transparente. Les contraintes suivantes ont cependant complexifié ces
échanges:
• La multiplicité et la diversité des types de systèmes pouvant procéder à
l’échange de données.
• Les données échangées sont plus difficilement décodables étant donné
l’absence d’un modèle universel définissant leur syntaxe et leur
sémantique.
• Le lien d’échange, I’ Internet, n’offre pas de garantie de fiabilité.
• Des transactions à durée indéfinie (les transactions sur l’Internet sont
généralement beaucoup plus longues que celles typiquement effectuées
dans un système de base de données fermé).
L’arrivée des services Web a modifié les méthodologies d’échange de données.
Les services Web peuvent être perçus comme étant des points d’accès à des
services ou des données contrôlés par une entreprise. Toutes les règles d’accès
sont déterminées et implantées par le service Web responsable d’assurer l’intégrité
des infonnations dont il contrôle l’accès. Un service Web peut permettre à une
entreprise d’offrir ses services sur l’Internet. Ces services peuvent aller, chez un
2libraire par exemple, de la simple consultation des titres de livres disponibles à la
vente automatisée de ces livres.
Un point important à retenir à propos des services Web est qu’ils permettent à
l’entreprise de maintenir un contrôle sur les données rendues disponibles et sur la
façon dont elles sont accédées. Les services Web permettent à l’entreprise d’offrir
plus qu’un accès à ses données, une entreprise peut, par l’entremise d’un service
Web offrir des services particuliers à ses clients. Ces services peuvent varier d’un
traitement de données à un système plus complexe d’échange d’information
complet. Là où les services Web se démarque des solutions précédentes, c’est par
l’établissement du standard des échanges de données faits avec ces services Web.
En offrant une porte d’accès standardisé sur un média aussi polyvalent que
l’Internet, l’audience atteignable par les services Web est considérable.
Cependant. les services Web en eux-mêmes n’ont pas résolu tous les problèmes
inhérents à l’échange de données sur l’Internet. Par exemple, lorsque les données
désirées par le client proviennent de plusieurs services Web, ce dernier doit utiliser
divers mécanismes pour synchroniser ses échanges avec les différents services
Web. Ces mécanismes sont souvent regroupés sous le terme coordination de
services Web. Ces mécanismes évoluent rapidement et, pour la majorité, utilise
des modèles transactionnels complexes.
Des recherches au cours des années $0-95 {Molinal927, Ansaril992,
Resende 1994] ont permis le développement de divers modèles transactionnels dits
«avancés)) permettant certaines dérogations aux propriétés ACID (atomicité,
cohérence, isolation, durabilité) définissant traditionnellement les transactions.
Ces propriétés ACID seront exposées plus en détails dans le chapitre 2. Il était
souhaitable de relâcher certaines de ces propriétés pour permettre plus de
flexibilité, en particulier, dans la gestion des transactions longues plus susceptibles
de causer des étreintes fatales, des annulations de transaction en cascade ou des
goulots d’étranglement dans le système de transaction. Bien qu’elles partagent
3plusieurs des caractéristiques des transactions envisagées par ces modèles avancés
(en particulier leur longue durée), les transactions déployées sur l’Internet (dont les
opérations font appel aux services Web) nécessitent la définition de nouveaux
protocoles tenant compte des propriétés souhaités dans ce nouveau contexte.
1.2 Motivation
Lorsque l’utilisation d’un seul service Web est requise pour compléter la
transaction désirée, il est possible pour le client d’utiliser un simple système
d’échange et de compléter la transaction directement avec le service Web. Mais
qu’arrive-t-il lorsque la transaction requiert la participation de plusieurs services
Web? Comment doit-on procéder lorsque le résultat d’un service Web conditionne
le résultat final d’une transaction impliquant plusieurs services Web? Que doit-il
se passer lorsque des participants décident de quitter ou sont victimes d’une panne
en cours de transaction? Comment peut-on pallier les fautes dans les échanges de
messages? Comment éviter qu’une transaction longue paralyse des services Web
dans l’attente d’une décision de validation ou d’annulation? Les entreprises ne
peuvent tolérer de voir leurs ressources paralysées par des individus sur l’Internet.
Pour combler ces besoins particuliers à l’utilisation des services Web, nous avons
élaboré un nouveau protocole transactionnel. Notre modèle est nommé
«Temporal Transaction Model for Web Service Coordination » (TTMWS).
1.3 Contributions principales
Des protocoles existants proposent une solution partielle à cette problématique.
Certains sont orientés vers les transactions dans les bases de données et certains
sont orientés vers les transactions déployées sur le Web. Notre protocole s’inspire
de ces modèles, qui définissent une infrastructure complète pour ces solutions
partielles. Notre modèle se démarque cependant en offrant une solution complète
mais aussi un outillage plus complet et plus concret que ces autres protocoles. Cet
4outillage comprend une infrastructure complète, extensible ainsi qu’une
implémentation de référence.
Le modèle «Temporal Transaction Model for Web Service Coordination » propose
une solution nouvelle au problème de la coordination transactionnelle des services
Web. Notre modèle permet entre autres
• De maintenir les propriétés ACID lorsque nécessaire.
• De prendre en compte les particularités des transactions longues
monopolisatrices de ressources.
• De coordonner l’accès aux données appartenant à des services Web
distincts et non à un propriétaire unique centralisé.
• De tenir compte des contraintes temporelles imposées par les services Web
participants.
• De gérer la coordination de solutions de compensation pour les actions ne
pouvant être annulées.
Les transactions déployées sur le Web, souvent appelées transactions d’affaires,
sont généralement de longue durée et leurs conditions de validation ou
d’annulation dépendent des buts visés (logique d’affaires) par l’application qui les
lancent. Pour affiner la gestion de cette logique d’affaires, la transaction a été
divisée en un ensemble de sous-transactions simples. Chaque sous-transaction
dispose d’un coordonnateur responsable de contrôler l’exécution et de décider de
la validation ou non de la sous-transaction. Le protocole de validation de notre
modèle est une variante du «2 phase commit>) [Mohan 1923]. Des nouveaux
éléments ont été ajoutés à ce protocole tel qu’un élément de temporisation qui
permet de tenir compte des contraintes temporelles émises par les services Web
participants. Pour tenir compte de la nature irréversible de certaines opérations
offertes par les services Web, nous avons ajouté au protocole des mécanismes
permettant l’activation d’actions de compensation en cas d’annulation de la
transaction. Des mécanismes de traitement des exceptions ont aussi étés inclus
dans notre modèle pour gérer les fautes et les dépassements de délai d’attente
5éventuellement levés par les services Web. La nécessité de prendre en compte ces
particularités des transactions d’affaires est généralement soulignée par les équipes
s’intéressant aux protocoles de transactions d’affaires. À notre connaissance,
aucune ne propose toutefois de mécanismes concrets pour les mettre en oeuvre. La
conception des mécanismes de gestion des contraintes temporelles, de tolérance
aux fautes ainsi que de compensation est généralement laissée entièrement à la
charge d’un concepteur ingénieux. En plus de répondre aux propriétés souhaitées
des transactions d’affaires (cohérence. durabilité, atomicité et isolation relaxées),
notre modèle se veut donc également la base d’un cadre de conception facilitée
pour des transactions d’affaires flexibles.
Pour accompagner notre modèle, une implémentation de base a été développée.
Plateforme d’expérimentation, cette implémentation permet au développeur,
intéressé par l’utilisation de notre modèle de transactions d’affaires, de disposer
d’un cadre de conception opérationnel et extensible. L’implémentation offre les
structures de communication, de traitement des exceptions, de temporisation et
compensation nécessaires pour la mise en oeuvre de transactions d’affaires
impliquant des services Web. De plus, cette implémentation a été conçue avec le
souci d’en faire une réalisation facilement extensible. Il est donc simple de greffer
des modules à cette implémentation pour en changer le comportement selon les
besoins du développeur.
1.4 Structure du mémoire
Le chapitre suivant présente l’état de l’art. Les principaux modèles transactionnels
ayant été développés au cours des 25 dernières années y sont exposés. Cet examen
chronologique des modèles transactionnels nous permet de constater l’évolution
du domaine de recherche. Ainsi, il nous est possible d’évaluer les capacités et
lacunes des modèles présentement disponibles.
6Le chapitre 3, expose la problématique de la coordination des services Web. Les
différents problèmes y sont exposés de façon complète en relation avec
l’environnement des services Web pour lequel notre modèle transactionnel est
destiné.
Le chapitre 4 expose le modèle transactionnel que nous avons élaboré et le
chapitre 5 présente une application mettant en oeuvre le modèle développé.
finalement le chapitre 6 résume ce travail et présente les travaux futurs.
Chapitre 2. État de l’art
Les systèmes d’échanges de données ont grandement évolué au cours des vingt
dernières années. Cette évolution a été favorisée tout récemment par les
avancements en matière de commerce électronique. Un échange de données ou un
travail sur un ensemble de données est souvent appelé transaction. C’est pourquoi
les modèles développés procédant à ces échanges sont souvent nommés modèles
transactionnels.
Dans les sections suivantes, nous allons examiner, de façon chronologique,
différents modèles transactionnels clés afin de permettre une compréhension plus
approfondie des solutions mises en oeuvre pour réaliser les propriétés associées
aux modèles transactionnels, qu’ils soient de type traditionnel, avancé ou destinés
aux affaires sur le Web.
Les modèles transactionnels dits traditionnels ou avancés concernent le plus
souvent les transactions effectuées dans le contexte des bases de données. Quant
aux modèles transactionnels d’affaires, ils impliquent généralement des services
Web. Les services Web sont en quelque sorte des services d’échange de données
utilisés par des protocoles d’affaires. Ils seront examinés plus en profondeur dans
la section 2.5.
2.1 Transaction et opérations
Une transaction est une séquence d’opérations sur des données ayant les propriétés
ACID. Une transaction se conclut soit par un succès, soit par un échec. Le succès
est nommé « commit » en anglais et validation en français. L’échec est nommé
« abort » en anglais et annulation en français.
Une opération est une unité simple de travail, requise par une transaction, qui
s’exécute dans le cadre de celle-ci. D’une façon simplifiée, une opération est un
8élément simple intrinsèque à la transaction. Chaque opération d’une transaction
est indivisible. Dans certains cas, il est possible que les opérations seffectuent de
façon concurrente.
Durant l’exécution d’une transaction, les opérations effectuent un certain travail
sur les données. On nomme état intermédiaire la forme modifiée des données
précédant la validation de la transaction. De la première opération à l’opération de
validation la transaction est dans un état intermédiaire.
2.2 Les propriétés ACID
Tous les systèmes transactionnels tentent de respecter un ensemble de propriétés
connues sous le nom ACID [Haerderl983, Coulouris200l]. L’acronyme ACID
provient des propriétés suivantes atomicité, cohérence, isolation et durabilité.
2.2.1 Atomîcité
L’atomicité est la propriété selon laquelle une transaction est considérée atomique
si et seulement, si elle est entièrement complétée ou entièrement annulée. En
d’autres mots, l’atomicité implique que les effets désirés par la transaction sont
tous effectués ou aucun d’eux ne doit l’être. Dans un système transactionnel.
l’atornicité nous certifie que toutes les opérations d’une transaction ont été
effectuées correctement, ou bien tous leurs effets seront annulés. Si une portion de
la transaction est déjà effectuée et qu’elle doit être annulée, des mécanismes de
recouvrement devront s’enclencher pour annuler les effets produits.
Par exemple, dans une transaction bancaire, un transfert de fonds peut échouer
pour plusieurs raisons mais l’atornicité nous certifie que dans tous les cas, un
compte ne sera pas débité sans que l’autre soit crédité. La transaction doit être
complétée dans son ensemble ou ne pas l’être du tout.
92.2.2 Cohérence
La cohérence est la propriété selon laquelle une transaction doit laisser les données
dans un état cohérent après complétion. Cette propriété implique d’une transaction
qu’elle ne brise aucune règle ou contrainte d’intégrité du système d’échange de
données.
Si, par exemple, une des contraintes d’intégrité d’un système bancaire implique
qu’après la transaction tout compte bancaire doit avoir un solde positif, alors toute
transaction s’effectuant dans ce système bancaire doit respecter cette contrainte
pour préserver la contrainte de cohérence. Si le respect d’une de ces contraintes
ou règles n’est pas possible alors la transaction doit être armulée.
2.2.3 Isolation
La propriété d’isolation est la propriété qui stipule que les effets d’une transaction
ne sont visibles aux transactions concurrentes qu’après la complétion de la
transaction. Le système doit être capable de maintenir isolé les effets des
différentes transactions concurrentes se déroulant dans le système d’échange de
données. Les états intermédiaires d’une transaction ne doivent pas être visibles
par aucune autre transaction avant que cette transaction n’ait validé ses effets.
L’exécution de transactions est dite sérielle lorsque dans un ensemble de
transactions à exécuter, toute transaction se termine entièrement avant que la
prochaine ne soit lancée. Dans une exécution sérielle, à tout moment, une seule
transaction ne doit être en exécution dans le système.
Dans un système avec concurrence, la sérialisabilité est la propriété selon laquelle
l’exécution d’un ensemble de transactions concurrentes produit le même résultat et
les mêmes effets sur les données qu’une exécution sérielle de ces mêmes
transactions. La sérialisabilité implique l’isolation et c’est d’ailleurs par ce
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mécanisme que beaucoup de systèmes de données procèdent pour garantir
l’isolation.
Dans l’exemple du système bancaire, cela signifie qu’il est seulement possible de
voir les données avant le transfert de fond et après la complétion de ce dernier. Si
l’opération implique tout d’abord le débit du compte débiteur et ensuite le crédit
du compte créditeur, alors il est impossible d’apercevoir les données au moment
où le compte débiteur a été débité mais où le créditeur n’a pas encore été crédité,
et cela même si on a tenté de lire ces données durant le transfert.
Dans un cas où l’isolation n’est pas respectée. il serait possible pour une
transaction concurrente d’obtenir l’état intermédiaire où le compte débiteur a déjà
été débité et d’effectuer une autre opération sur ce compte. Si, entre temps, la
transaction primaire de transfert de fond est annulée avant validation, alors cette
seconde transaction se retrouve avec des données erronées.
2.2.4 Durabîlité
La dernière propriété dans l’expression ACID est la durabilité. Cette propriété
certifie que les effets d’une transaction qui a été complétée avec succès seront
propagés dans la mémoire permanente (par exemple sur un disque dur). Ceci
implique que même dans le cas d’une panne du système, les modifications seront
conservées.
Dans le système bancaire cela implique que même si le système est victime d’une
panne, une fois le transfert de fond validé, ses effets, c’est-à-dire les changements
de solde des comptes affectés, seront toujours présents après reprise du service. Si
la validation n’avait pas encore été effectuée, alors le système doit disposer de
mécanismes de recouvrement pour retourner dans l’état précédent le début de la
transaction. Par la suite, la transaction doit être relancée.
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2.3 Les modèles transactionnels traditionnels
Les modèles transactionnels traditionnels ont été pour la plupart développés pour
les bases de données. Généralement Fenvironnement créé par un système de base
de données est conçu pour faciliter les transactions. Dans une base de données, de
façon générale, le temps de transmission des données est relativement court.
Plusieurs usagers peuvent tenter d’accéder à une ressource de la base de données
en même temps. Ce phénomène se nomme concurrence.
La concurrence dans les systèmes transactionnels est un phénomène selon lequel
plus d’une transaction sont en compétition pour l’accès à certaines données en
même temps. Il est possible que des transactions concurrentes, de par leurs
opérations se retrouvent en conflit. Un conflit est une situation ou l’ordre des
opérations se produisant sur la ressource modifie les effets obtenus. Examinons
les cas où des conflits se produisent.
Supposons que deux transactions concurrentes tentent d’accéder à une ressource
en même temps. Considérons que nous ayons des opérations d’écriture et des
opérations de lecture. Il existe trois combinaisons d’opérations pour ces deux
transactions concurrentes. La première combinaison est celle où une opération de
lecture est suivie par une autre opération de lecture. Cette combinaison ne pose
pas de problèmes puisque la ressource demeure intacte et donc les deux opérations
obtiendront un même résultat, peu importe l’ordre d’exécution. La seconde
combinaison est celle où une opération de lecttire est suivie d’une opération
d’écriture ou vice-versa. Cette combinaison pose problème puisque, l’opération
d’écriture modifiant la valeur de la ressource, la valeur obtenue par l’opération de
lecture dépend de l’ordre d’exécution de ces opérations. La dernière combinaison
est celle où une opération d’écriture est suivie d’une autre opération d’écriture.
Cette combinaison pose problème puisque la valeur de la ressource dépend de
l’ordre d’exécution de ces opérations. La gestion de la concurrence n’est donc pas
une opération simple.
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Les protocoles dits traditionnels visent tous l’application et le maintien des
propriétés ACID dans les bases de données. Le premier protocole présenté est le
verrouillage en deux phases. Ce protocole est dit pessimiste puisqu’il présume
qu’il y aura toujours conflit en présence de concurrence et gère les accès aux
ressources durant l’exécution pour prévenir ces conflits. Le prochain protocole
présenté est le contrôle de concurrence par estampilles. Ce protocole valide
chaque opération au moment de son exécution et résout les conflits en annulant les
transactions immédiatement lors de l’apparition d’une opération en conflit. Le
dernier protocole est le contrôle de concurrence par méthodes optimistes. Ce
protocole est dit optimiste en ce quil laisse l’exécution se faire sans blocage des
ressources et procède à la vérification de l’intégrité du résultat de la transaction au
moment de sa validation.
2.3.1 Verrouillage en deux phases
Un exemple bien connu de protocole transactionnel traditionnel est le verrouillage
en deux phases (Two Phase Locking) aussi connu sous l’abréviation «2PL»
[Eswaranl976, Bernsteinl9$1, Coulouris200l]. Ce protocole utilise les verrous et
est composé. comme son nom l’indique, de deux phases.
Les verrous, (connus sous le nom de <docks » en anglais) sont des mécanismes de
blocage des ressources. Un verrou peut autoriser l’accès à une ressource ou non.
Il existe deux types de verrous les verrous en lecture et les verrous en écriture.
Les transactions doivent procéder à l’acquisition des verrous pour toutes les
ressources auxquelles elles doivent accéder. Advenant le cas ou une ressource est
déjà verrouillée par une autre transaction, la requête d’acquisition du verrou est
suspendu et la transaction doit attendre que le verrou soit levé sur la ressource pour
continuer son exécution.
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Une transaction doit, avant de lire une certaine ressource, obtenir un verrou de
lecture pour cette ressource. Ce verrou empêche les opérations d’écriture des
autres transactions sur cette ressource.
La transaction désirant modifier une valeur de ressource doit obtenir un verrou en
écriture sur cette ressource. Le verrou en écriture, permet à la transaction détenant
le verrou de modifier la valeur de la ressource. II est possible pour la transaction
détenant le verrou en écriture de lire la valeur de la ressource, mais les autres
transactions du système n’y ont accès ni en lecture, ni en écriture. Le verrou en
écriture est donc considéré comme une protection augmentée du verrou en lecture.
Dans le protocole de verrouillage en deux phases, la première phase est la phase
d’acquisition des verrous et la seconde phase est la phase de relâchement des
verrous. Lors de la phase d’acquisition, la transaction doit acquérir un verrou pour
chaque ressource qu’elle utilisera. La sérialisabilité des transactions exige la
sérialisabilité des accès à une ressource par les transactions concurrentes, toutes
paires d’opérations conflictuelles doivent donc être exécutées dans le même ordre.
Pour s’en assurer, il est impossible de procéder à l’acquisition ou l’augmentation
d’un verrou après le premier relâchement de verrou. L’augmentation d’un verrou
est l’échange d’un verrou en lecture pour un verrou en écriture.
Dans le protocole à verrouillage en deux phases, il existe des risques d’étreinte
fatale. Une étreinte fatale est une situation où deux transactions sont bloquées en
attente d’un verrou sur une ressource détenue par l’autre et où la reprise de chaque
transaction est dépendante du relâchement du verrou chez l’autre.
Examinons un exemple. Les opérations suivantes se passent en ordre
chronologique. Une transaction obtient un verrou V(A) sur une ressource A. Elle
effectue une lecture L(A) et une écriture E(A). Une transaction concurrente
obtient un verrou V(3) sur une ressource B. Elle effectue une lecture L(B) et une
écriture E(B). La première transaction tente de verrouiller la ressource B et la
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seconde tente de verrouiller la ressource A. Le système ne pourra donc pas
continuer et se bloquera. Des mécanismes de prévention ou de détention des
étreintes fatales peuvent être mis en oeuvre pour éviter ou résoudre ces situations
de blocage.
2.3.2 Contrôle de concurrence par estampilles
Un autre mécanisme de contrôle de la concurrence est celui par utilisation
d’estampilles [Bernsteinl98l, Coulouris200l]. Une estampille, de l’anglais
«timestamp » est un indice de temps associée à la transaction. U estampille est
unique et indique le temps à laquelle la transaction a démarrée son exécution. Les
requêtes d’une transaction pour une ressource peuvent donc être ordonnées en
fonction de l’estampille de la transaction.
L’estampille peut être tirée de l’horloge du système ou encore être un compteur
numérique incrémenté à chaque nouvelle requête d’estampille.
Les règles de contrôle de concurrence sont basées sur les opérations de lecture et
d’écriture. Les règles sont les suivantes
• Une requête en lecture d’une transaction sur une ressource n’est valide que
si la ressource en question a été modifiée pour la dernière fois par une
transaction ayant une estampille antérieure à celle de la transaction
courante.
• Une requête d’écriture d’une transaction sur une ressource n’est valide que
si la ressource en question a été consultée ou modifiée uniquement par des
transactions à estampilles précédent celle de la transaction courante.
Chaque opération d’une transaction est donc validée immédiatement après son
exécution. La validation se fait donc en cours d’exécution plutôt qu’à la fin de
l’exécution de la transaction. Dans le cas où une opération de la transaction
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contrevient aux règles de contrôle de concurrence, la transaction à laquelle cette
opération appartient est annulée et peut être relancée ultérieurement.
2.3.3 Modèles optimistes
Les méthodes à verrous sont considérées comme étant pessimistes. Pour éviter de
procéder au blocage des ressources, des modèles dits optimistes ont été élaborés
[Kungl98l, Coulouris200l]. Ces modèles sont dits optimistes puisqu’ils
permettent aux transactions d’effectuer leur travail sur des versions provisoires des
ressources en espérant que les conflits transactionnels ne surgiront pas.
Les méthodes optimistes divisent l’exécution de la transaction en trois phases
distinctes. Ces trois phases se déroulent dans l’ordre suivant la phase de travail, la
phase de validation et la phase de mise à jour.
Durant la phase de travail, toutes les transactions ont une version provisoire des
ressources qu’elles mettront à jour. Cette version provisoire des ressources est
générée à partir de la dernière version validée du système. La version provisoire
des ressources «est pas visible à l’extérieur de la transaction et elle sera
abandonnée si la transaction annule. Si la transaction doit accéder en lecture à
certaines ressources ne faisant pas partie de la version provisoire, les opérations de
lecture de ces ressources seront effectuées sur la dernière version validée du
système. Toutes les opérations de modification des ressources seront cependant
effectuées sur la version provisoire des objets.
Durant la phase de validation, la transaction est vérifiée pour s’assurer que ses
opérations ne sont pas entrées en conflit sur les ressources modifiées avec une
autre transaction, causant ainsi une perte d’intégrité des données. Si l’intégrité est
confirmée, la transaction est validée. Dans le cas où des conflits existent, des
mécanismes de résolution de conflit devront être appliqués. Il est possible que soit
la transaction courante ou celles avec lesquelles elle est en conflit soient annulées.
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Lorsque la transaction est validée, tous les changements appliqués à la version
provisoire sont rendus permanent. Cette phase est nommé phase de mise à jour.
Dans le cas des transactions procédant uniquement à des opérations de lecture, la
phase de mise à jour «est pas requise. Pour les transactions avec des opérations
de modification des ressources, la version provisoire est copiée par-dessus la
version système et ces changements sont rendus durables.
2,4 Les modèles transactionnels avancés
Les transactions d’une durée générale plus longue imposent de nouvelles
contraintes aux systèmes transactionnels. Ces contraintes différentes ont favorisés,
dans les années quatre vingt et quatre vingt dix, l’émergence de nouveaux modèles
transactionnels plus avancés. Des modèles, tels que les transactions imbriquées,
les Sagas et les transactions flexibles sont apparues. La propriété commune de ces
modèles est le relâchement d’une des propriétés ACID, l’isolation. Ces
relâchements pen-nettent d’accommoder les nouvelles contraintes tout en
conservant une certaine fiabilité du modèle transactionnel.
En relâchant la contrainte d’isolation, ou encore en imposant des contraintes à
cette propriété, ces nouveaux modèles maximisent la concurrence entre les
transactions tout en prévenant les coûteuses étreintes fatales ou encore la paralysie
des ressources par des conflits transactionnels.
2.4.1 Transactions imbriquées (1981)
Les transactions imbriquées ont introduit l’utilisation d’un arbre transactionnel
[Resendel994. Coulouris200l]. Cet arbre contient toutes les sous-transactions
nécessaires à l’exécution de la transaction sous forme hiérarchique. Ainsi la
transaction racine est une composition de sous-transaction. Une sous-transaction
17
est perçue par son parent comme étant atomique au niveau des échecs et de la
concurrence.
De cet arbre de sous-transaction ressort deux nouveaux éléments possibles; le
succès ou l’échec partiel. La dépendance parent/enfant permet maintenant de
différer du résultat absolu tout en conservant le résultat global constant.
Autrement dit, il est possible quun enfant échoue sans que le parent échoue lui
aussi. Il existe aussi la possibilité pour le parent de lancer une exécution
alternative pour combler l’échec de son enfant. Les sous-transactions étant
organisées sous une forme hiérarchique, il est possible que deux sous transactions
au même niveau hiérarchique soient exécutées en concurrence.
Dans le modèle des transactions imbriquées, l’enfant hérite des verrous de son
parent. Un seul enfant à la fois obtient ces verrous. Sans quoi, des incohérences
pourraient surgir puisque chaque enfant est une sous-transaction indépendante.
Lorsqu’un enfant effectue sa validation, le parent hérite des verrous et cet état est
provisoire jusqu’à ce que la racine procède à sa propre validation. Dans le cas
d’une annulation au niveau de l’enfant, l’annulation est définitive mais locale. Les
répercussions dépendent donc du comportement du parent.
En appliquant un filtre sur la portée des sous-transactions, les résultats des enfants
ne sont pas visibles entre eux, ni pour le parent jusqu’à ce que l’enfant valide sa
transaction. Seul le résultat global de la transaction racine est visible aux autres
transactions concurrentes du système transactionnel. La transaction racine ne peut
valider qu’après la fin de l’exécution de tous ses enfants. Dans le cas de
l’aimulation de la transaction racine, alors toutes ses sous-transactions sont aussi
annulées.
Les transactions imbriquées ont donc permis un plus grand niveau d’indépendance




Une saga est une transaction à long déploiement temporel qui peut s’écrire sous la
forme d’une séquence de sous-transactions qu’il est possible d’entrelacer avec des
transactions concurrentes [Molinal 987]. Dans cette séquence, les effets de chaque
sous-transaction sont visibles par les autres transactions concurrentes dans le
système transactionnel.
Les sagas ont introduit un nouveau concept: la compensation. Dans un système
utilisant les sagas, les effets d’une sous-transaction sont rendus visible
immédiatement. Il devient nécessaire de définir une opération de compensation
pour défaire les effets de cette sous-transaction advenant une annulation de la
transaction. La compensation est une transaction alternative qui doit s’exécuter
dans le cas où la transaction originale ne peut pas valider et/ou n’obtient qu’un
succès partiel. Dans les transactions longues, telles que les Sagas, l’utilisation
d’un mécanisme d’aimutation directe imposerait, lors de l’annulation d’une
transaction, que toutes les transactions concurrentes, partageant des ressources
avec la transaction annulée, soient aussi annulées. Ce qui serait potentiellement
très coûteux en terme de performances. Ainsi l’introduction de la compensation
permet de diminuer ces coûts en permettant à une solution de compensation de
rectifier l’annulation de la transaction sans procéder à Fannulation des transactions
concurrentes.
Pour maintenir l’atomicité dans un système utilisant le modèle des Sagas, les sous
transactions doivent être de type tout ou rien. Advenant le cas où une des sous
transactions échoue alors les transactions compensatoires doivent être lancées pour
toutes les sous-transactions incluses dans la Saga courante.
La transaction compensatoire est complètement indépendante de la transaction
primaire, elle ne doit pas absolument s’exécuter mais doit absolument être définie
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pour toute transaction. Il incombe au système transactionnel de compenser pour
toute transaction partiellement accomplie.
2.4.3 Transactions flexibles (1992)
Les transactions flexibles sont définies comme étant la composition des trois
éléments suivants; un ensemble de sous-transactions, un ensemble de dépendances
intra-transactionnelles et un ensemble d’états finaux acceptables définissant le
succès d’une transaction flexible {Ansaril992].
L’ensemble de sous-transactions est composé des sous-transactions composant la
transaction racine. Chaque sous-transaction peut-être soit compensable ou non,
d’où la dénomination de transactions flexibles. Lorsqu’une sous-transaction est
établie comme étant compensable, il devient possible pour cette sous-transaction
d’effectuer sa validation localement et de rendre ses effets visibles à l’extérieur
avant la validation globale de la transaction. Dans le cas d’une sous-transaction
non compensable, elle devra attendre, à la fin de ses opérations, pour la transaction
racine qui décidera à savoir si elle doit valider ou annuler. Les effets d’une sous-
transaction non compensable ne sont donc visibles à l’extérieur qu’après la
validation de la transaction.
Les transactions flexibles ont été conçues pour sexécuter sur plusieurs
plateformes de données indépendantes. Ceci nécessite l’emploi d’un contrôleur
central qui coordonne la suite des sous-transactions.
L’ensemble de dépendances intra-transaction fournit une base dc références
permettant de garantir qu’une sous-transaction dans un groupe donné n’effectuera
pas une certaine portion de son exécution avant un certain point. Ce point peut
être défini comme étant un état de la transaction, une certaine sortie des sous
transaction ou un certain temps prédéfini.
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Les dépendances concernant l’état, définissent un certain état à atteindre avant
l’entreprise d’une action au niveau d’une sous-transaction. Ces états sont définis
comme suit
• Dépendance de lancement: ces dépendances empêche le lancement d’une
sous-transaction avant l’exécution d’un événement tel que
o Le lancement d’une autre sous-transaction.
o La validation d’une autre sous-transaction.
o La préparation à la validation d’une autre sous-transaction.
o L’ annulation d’une autre sous-transaction.
• Dépendances de validation: ces dépendances empêche la validation d’une
sous-transaction avant l’exécution d’un événement tel que:
o La validation d’une autre sous-transaction.
o La préparation à la validation d’une autre sous-transaction.
o L’annulation d’une autre sous-transaction.
• Dépendances d’annulation: ces dépendances empêche une sous-
transaction d’annuler sans l’exécution d’un événement tel que:
o Une annulation partielle de la transaction.
o Une validation partielle de la transaction.
Les dépendances concernant une certaine sortie des sous-transactions permettent la
mise en attente d’une sous-transaction jusqu’à ce que la sortie attendue se
produise.
Les dépendances de temps définissent une contrainte de temps pour l’exécution
d’une certaine action au niveau des sous-transactions. Ces dépendances sont
définies comme suit:
• Lancement temporisé: le lancement de la sous-transaction attends un
moment précis avant d’être effectué.
• Validation temporisée: la validation de la sous-transaction attends un
moment précis avant d’être effectué.
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Annulation temporisée: l’annulation de la sous-transaction attends un
moment précis avant d’être effectué.
Les conditions de validation ou d’annulation d’une transaction flexible sont
définies dans l’ensemble des états finaux acceptables. Chaque état est défini
comme étant la conjonction des états des sous-transactions. Si un état inclus dans
cet ensemble est atteint durant l’exécution des sous-transactions, l’exécution de la
transaction est stoppée et il n’est plus nécessaire de lancer de sous-transaction
supplémentaire, même si elles sont dans l’ensemble de sous-transactions.
L’implémentation d’un tel modèle requiert cependant une grande vigilance au
niveau des dépendances pour s’assurer du respect de la propriété d’isolation, et ce,
même dans la forme relâchée.
2.5 Les modèles transactionnels orientés affaires
Les modèles transactionnels traditionnels disposent d’une logique prédéfinie
atomique. En d’autres termes, une transaction s’exécutant dans ces modèles doit
s’exécuter complètement ou être annulée. Les modèles transactionnels orientés
affaires ont introduits l’application d’une logique d’affaires. Ces modèles plus
récents ont donc besoin d’une plus grande flexibilité quant au comportement des
transactions.
La logique d’affaires, aussi nommée logique applicative, est donnée au
coordonnateur gérant l’exécution de la transaction d’affaires par l’application.
Le but d’une transaction d’affaires est de coordonner l’exécution d’une suite
d’opérations, souvent faiblement couplées, qui coopèrent dans l’achèvement d’un
objectif plus large que le but de chaque opération. Pour simplifier la gestion de
l’exécution d’une transaction d’affaires, elle est souvent divisée en sous-
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transactions qui contiennent un nombre plus restreint d’opérations que la
transaction.
Les modèles transactionnels orientés affaires sont pour la plupart très récents. Une
différence majeure avec les modèles précédents est que leur application n’est plus
spécifique à l’échange de données entre des bases de données mais plutôt à
l’échange de données entre des systèmes d’échange de données divers et
totalement indépendants. Le système couramment utilisé au cours des dernières
années est le service Web.
Pour comprendre avec quoi traite ces modèles transactionnels orientés affaires,
regardons tout d’abord ce qu’est un service Web.
25.J Service Web
Pour l’instant, la définition de ce qu’est (ou doit être) un service Web précisément
n’est pas encore finalisée. Par contre, la notion générale acceptée est celle d’un
point d’échange de données ou de services répondant à des appels distants de
demande de service [Sun-JWSDPI. Les services Web sont utilisés comme des
blocs de construction définis par différents groupes pour interagir dans un échange
d’informations. Ces échanges d’informations sont aussi définis comme étant des
transactions.
Un service Web diffère d’une application Web. L’application Web offre un système
complet et autonome (fonctions et interfaces graphiques. etc.) utilisable à distance.
Le service Web est une fonctionnalité, utilisable à la carte, faite pour être invoquée
à distance par un client. On peut également voir un service Web comme un point
d’échange de données ou de service. Le service Web a été conçu pour procéder
efficacement à cet échange de données avec un client de service Web. Complète en
soi, l’application Web interagit avec un fureteur Internet qui sert lui simplement
d’écran d’affichage à distance. Une application Web peut d’ailleurs faire appel à
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un service Web pour retrouver ses données. Elle-même n’a toutefois pas été
conçue pour être utilisée par une autre application, conime c’est le cas des services
Web.
Pour faciliter la création et la conversation avec ces divers services Web, des
protocoles d’échanges ont étés définis. Il est évident que ces règles sont présentes
pour certifier un échange de données sécuritaire et fiable pour tous les utilisateurs
des services Web.
Le point d’échange du service Web est défini grâce à une interface décrite dans le
langage standardisé WSDL qui est une extension de XML [Christensen200l]. Le
document WSDL (Web Service Description Language) contient les informations
pour utiliser le service Web défini. Ce document est défini en XML [W3C-XML].
Les interactions avec un service Web sont généralement réalisées par un échange
de messages ou de données sur un support défini en XML.
Un exemple simple de service Web serait un service de rapport d’indice boursier.
Dans cet exemple, le client fait la requête d’un indice pour un titre boursier
particulier. Le service Web accepte la requête, traite la requête dans son service de
données et retourne le résultat au client.
2.5.2 BTP (2002)
L’objectif premier de BTP (Business Transaction Protocol) est de faciliter les
transactions entre plusieurs systèmes indépendants. [OASIS-BTPI Pour se faire,
un protocole complet d’échange d’information a été défini. Ces systèmes pouvant
se trouver dans une même entreprise ou dans plusieurs entreprises indépendantes,
l’importance de la généralisation est d’autant mise en valeur que le nombre de
systèmes différents, pouvant être requis de travailler conjointement, est grand. Le
système d’échange de données privilégié par les concepteurs de BTP est
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évidemment le service Web. Mais il est bien de noter qu’il est possible d’adapter
aisément BTP pour tout autre type de système d’échange de données.
Un des avantages de BTP est que c’est un protocole général qui s’implémente à
l’extérieur des systèmes existants. Cela permet de maintenir une très grande
compatibilité avec bon nombre de systèmes normalement incompatibles. De plus.
chacun des systèmes participants est indépendant et autonome. Cela permet de
maintenir une grande flexibilité au niveau des participants.
Service de location de voiture
BTP
Service de réservation de vol d’avion
- BTP
Figure 1 : Diagramme de superposition de BTP aux systèmes existants.
L’ordre fonctionnel dans BTP est maintenu grâce à l’utilisation d’un arbre
transactionnel. Dans l’arbre, chaque unité reçoit un rôle. Le premier rôle est celui
de supérieur. Le supérieur reçoit, coordonne et distribue les tâches aux
subordonnés. Les subordonnés quant à eux s’occupent de préparer, effectuer et
conclure les transactions requises par le supérieur. Le modèle de rôle étant
hiérarchisé, il est possible qu’une unité soit à la fois supérieure et subordonné. De
façon générale, dans un modèle simple avec seulement deux unités, le supérieur
Agence de voyage
BTP
Service de réservation de chambre d’hôtel
BTP
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est celui qui lance la transaction et le subordonné est celui qui effectue la
transaction. Un supérieur peut d’ailleurs transiger avec plusieurs subordonnés à la
fois.
L’implémentation de BIP a été divisée en deux types d’unités fonctionnelles qui
agissent en tant que supérieures. Les deux types d’unités sont les coordonnateurs
et les composeurs. Une unité de type coordonnatrice se chargera d’obtenir une
réponse uniforme de toutes les unités qui lui sont subordonnées. Un composeur
agira différemment puisqu’il lui sera possible de choisir ou de tolérer que certains
subordonnés valident et que d’autre annulent selon la logique qui lui est impartie.
La propriété ACID ainsi relâchée est l’atomicité.
Si le rôle d’un supérieur est
• D’obtenir de tous ses subordonnés la confirmation ou l’annulation de la
transaction, il est alors nommé coordonnateur atomique.
• De choisir un sous ensemble de ses subordonnés comme étant la solution
transactionnelle, il est alors nommé composeur cohésif.
• De confirmer ou dinfirmer à son supérieur la transaction, il est alors
nommé sous-coordonnateur.
• De choisir le sous-ensemble de ses inférieurs comme étant la solution et de
confirmer ou infirmer la transaction à son supérieur, il est alors nommé
sous-composeur.
La portée des décisions d’un subordonné est en général limitée et peut parfois
entraîner l’achèvement ou l’annulation d’une transaction. Si ce subordonné
dispose du rôle de supérieur sur d’autres subordonnés et que son rôle de supérieur
est cohésif, il est alors appelé sous-composeur. Si son rôle est atomique, il est
alors appelé sous-coordonnateur.
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Dans la figure ci-dessus,
• Si A exige que B et E valident pour valider. A est dit coordonnateur
atomique.
• Si A peut prendre la décision de valider sans que B ou
nécessairement, A est dit composeur cohésif.
• Si B se doit d’obtenir de C et D qu’ils valident alors B
coordonnateur.
• Si B peut prendre la décision de valider sans que C ou
nécessairement, B est dit sous-composeur.
• C, D et E sont dits participants.
Dans BTP. les relâchements de la propriété d’atomicité sont les suivants
• Consensus d’opinion: par l’utilisation d’un protocole décisionnel à deux
phases, BTP garanti que chaque sous atome sera dirigé vers le résultat
approprié pour le résultat choisi de la transaction.
• Coordination de type ouvert: l’application est laissée libre dans le choix de
coordination appliquée aux deux phases. La logique d’affaires est ainsi
appliquée à chaque atome.
• La cohésion et les atomes : par l’utilisation d’atome, il est possible de
définir la portée de chaque décision, ce qui donne une plus grande





flexibilité au coordonnateur transactionnel. La cohésion quant à elle
permet de conserver la logique d’affaires simple et cohérente.
2.5.3 CovaTM (2002)
L’objectif de CovaTM (Cooperation, Advanced Transaction Model) est de
simplifier les transactions entre plusieurs systèmes indépendants. L’innovation de
CovaTM se situe au niveau de l’introduction de méthodologies avancées pour la
parade ou le traitement des erreurs [Jiang2002-l. Jiang2002-2].
Pour permettre aux transactions de s’effectuer de façon concurrente, fiable et
relativement efficace, CovaTM divise l’exécution de chaque transaction en sous-
transaction. Chaque unité sous-transactionnelle est quant à elle hautement
couplée.
Chaque transaction dispose de plusieurs états dans lesquels elle peut évoluer.
L’état initial, N, est l’état dans lequel une transaction est générée et placée avant
exécution. L’état suivant, E, est l’état d’exécution dans lequel une transaction
effectue les changements pour lesquels elle a été conçue. Si la transaction se
termine avec succès, elle est alors déplacée dans l’état S. Si elle ne se termine pas
avec succès elle est dans l’état F. L’état A est un état dans lequel une transaction a
été interrompue sans être complétée.
Il est à noter qu’une transaction étant composée de plusieurs sous-transactions, un
système de gestion d’exceptions est en place pour gérer toute erreur pouvant se
produire durant l’exécution de chacune de ces sous-transactions.
Un état acceptable est un état dans lequel, les objectifs T de la transaction ont été
rencontrés par les sous-transactions. Pour définir la validité d’un état acceptable,
des priorités de dépendances sont définies entre les sous-transactions. Ces
dépendances sont dites positives si une transaction doit attendre le résultat positif
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d’une sous-transaction pour s’exécuter et négative si une transaction doit attendre
l’annulation d’une autre transaction avant de s’exécuter.
Un prédicat de précédence est aussi défini pour chaque sous-transaction. Ce
prédicat booléen définit l’ordre plus formel dans lequel les unités doivent être
exécutés.
Pour s’assurer que les tâches qui ont besoin de s’exécuter à un instant précis le
soient, un prédicat temporel peut aussi être défini pour spécifier les bornes
temporelles dans lesquelles une transaction doit s’exécuter.
Le lot de transactions est coordonné par un administrateur transactionnel. Cet
administrateur est soit une personne ou un logiciel conçu pour coordonner le
lancement des diverses sous-transactions et gérer les diverses erreurs ou
exceptions non traitées par le mécanisme de traitement des exceptions qui peuvent
se produire durant l’exécution. Il est possible qu’un administrateur soit en charge
de la transaction principale et que d’autres soient en charge des sous-transactions.
2.5.4 WS-x (2002)
WS-x est un ensemble de protocoles conçu pour élaborer un environnement dans
lequel les transactions sur service Web sont facilitées.
2.5.4.1 WS-Coordination
WS-Coordination défini un cadre de travail extensible dans lequel les activités de
coordination sont favorisées [Cabrera2003-fl. Les activités de coordination sont
gérées par un coordonnateur et un ensemble de protocoles de coordination. WS
Coordination se charge de fournir au protocole spécifique de coordination les
infrastrtyctures nécessaires. L’environnement de travail de WS-Coordination
permet aux participants d’atteindre un résultat d’entente satisfaisant pour les
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activités distribuées. WS-Coordination n’est cependant pas lié exclusivement aux
transactions, il peut aussi être utilisé avec une variété de protocoles pour
applications distribuées.
Le coordonnateur, unité principale de WS-Coordination, est en fait un service de
coordination. Ce service est la composition des trois sous-services suivants: un
service «activation, un service d’enregistrement et un ensemble de protocoles de
coordination spécifique.
Le service d’activation penriet aux applications de créer un contexte de
coordination. Ce contexte de coordination sera conservé et utilisé par le
coordonnateur dans le cadre des activités de coordination. Ce service est une
portion optionnelle du coordonnateur.
Le service d’enregistrement est quant à lui une portion obligatoire du
coordonnateur. L’opération d’enregistrement permet aux services Web, nommés
participants, de s’enregistrer auprès du coordonnateur pour participer dans les
activités du protocole de coordination.
L’ensemble de protocoles spécifiques de coordination contient la définition pour
tous les types de coordination supportés par le coordonnateur.
Pour pemiettre au coordonnateur ou au participant d’identifier un problème au
niveau de la coordination, des exceptions ont été définies à même la définition de
WS-Coordination. Voici la liste des exceptions définies
• Invalid State: Cette exception se produit lorsque le coordonnateur ou le
participant se retrouve dans un état invalide.
• Invalid Protocol: Lancée soit par le coordonnateur ou le participant, cette
exception signale l’utilisation d’un message d’un protocole autre que celui
en cours d’utilisation.
j• Invalid Parameter: Dans le cas d’un paramètre invalide dans un message
reçu soit par le coordonnateur ou le participant. cette exception est
propagée.
• No Activity: Si un participant n’envoie pas de message pendant une
période jugée trop longue alors le coordonnateur envoie cette exception.
• Context Refused: Dans le cas ou le participant ne peut accepter le contexte
proposé par le coordonnateur, il lance cette exception.
• Already Registered: Si le participant tente de s’enregistrer auprès du
coordonnateur pour le même protocole de la même activité plus d’une fois,
le coordonnateur retourne cette exception.
2.5.4.2 WS-Transaction
Comme mentionné précédemment, WS-Coordination a été défini pour interagir
avec une suite de protocoles de coordination spécifiques. Un des protocoles
spécifiques est WS-Transaction tCabrera2002l.
La spécification de WS-Transaction définit deux types de coordination ainsi que
leurs protocoles respectifs.
Le premier type de coordination est la transaction atomique. La transaction
atomique est utilisée pour coordonner les transactions à court déploiement. Ces
transactions sont exécutées dans un domaine de confiance limitée. Le nom de
transaction atomique vient de leur propriété «tout ou rien ». La définition des
transactions atomiques a été justifiée par le besoin des systèmes transactionnels de
coordonner des systèmes et plateformes différentes.
Dans les activités atomiques, les actions précédant l’opération de validation sont
invisibles aux transactions concurrentes dans le système. La validation est
effectuée par le coordonnateur et la décision finale est prise par vote. Tous les
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subordonnés procèdent au vote et le coordonnateur analyse leurs réponses et
décide du résultat final, validation ou annulation.
Les transactions atomiques utilisent W$-Coordination pour effectuer les
opérations suivantes
• Créer le contexte de coordination d’une nouvelle transaction atomique.
• Ajouter un coordonnateur interposé à une transaction existante.
• Propager les messages du contexte de coordination entre les participants.
• Enregistrer la participation dans le protocole de coordination.
Le second type de coordination est la transaction d’affaires. La transaction
d’affaires est utilisée pour coordonner les activités à long déploiement temporel et
dont le but est d’appliquer une logique d’affaires lors du traitement des exceptions.
Le caractère particulier des activités à long déploiement rend prohibitif le coût
associé au verrouillage des ressources. Pour pallier à ce problème, les actions sont
exécutées de façon immédiate et permanente. La définition des transactions
d’affaires est motivée par le besoin des processus d’affaires existants et des
systèmes de flot de travail à coordonner des activités sur différentes
implémentations. La transaction d’affaires est généralement désignée comme une
transaction constituée d’une séquence de sous-transactions atomiques.
La transaction d’affaires peut être divisée en portées. Une portée est une activité
d’affaires consistant en un travail générique effectué dans un ensemble
d’opérations sur un ensemble de service Web qui requièrent un résultat commun.
Les portées sont organisées en niveaux hiérarchiques. La hiérarchie permet au
parent de choisir quelles transactions enfants sont à inclure dans le résultat final de
la transaction globale. Elle permet aussi au parent de traiter les exceptions d’un
enfant.
La transaction d’affaires permet à une sous-transaction de quitter l’exécution.
Cela permet, entre autres, de déléguer une portion du travail à une autre portée.
Cela implique cependant que la liste des participants à la transaction sera
dynamique plutôt que statique, comme dans le cas des transactions atomiques.
Une transaction d’affaires peut aussi décider de son résultat final sans que le
coordonnateur n’ait procédé au vote. Ainsi, dans le cas d’un échec, la notification
d’échec pourra être transmise et traitée avant le vote.
Dans le cas d’une transaction atomique, les erreurs, exceptions et problèmes sont
souvent traités par une annulation suivie d’une reprise de la transaction. Dans le
cadre d’une transaction d’affaires cette méthode n’est pas nécessairement
désirable. Les mécanismes de traitement des exceptions pour les transactions
d’affaires sont donc définis pour conserver la logique d’affaires. Des mécanismes,
tels que la compensation, sont donc utilisés pour renverser les effets des
transactions échouées.
Les transactions d’affaires diffèrent des transactions atomiques des façons
suivantes:
• Une transaction d’affaires peut requérir beaucoup de ressources. Plusieurs
transactions atomiques peuvent être sollicitées.
• La perte de l’état d’une transaction d’affaires peut avoir des répercussions
considérables dû à la perte d’informations historique.
• Dû à la visibilité des transactions internes à la transaction d’affaires, les
impacts sur un système externe peuvent être coûteux dans le cas d’un
échec.
• Le temps de réponse à une requête peut être très long.
Pour solutionner ces problèmes, les principes de design suivant ont été incorporés
dans la spécification des transactions d’affaires
• Tous les changements d’états sont enregistrés sur un média permanent.
• Tous les messages de requête sont confirmés de façon à détecter les
problèmes le plus tôt possible.
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• Une réponse est définie comme une opération séparée plutôt que la sortie
de la requête.
Une transaction d’affaires utilise les fonctions suivantes du protocole WS
Coordination:
• Créer une transaction d’affaires dans un type WS-Coordination.
• Propager les messages du contexte entre les participants.
• Interposer un coordonnateur comme subordonné au coordonnateur courant.
• S’enregistrer pour participer dans une activité du protocole de
coordination.
• De façon facultative, créer une portée d’affaires qui est une portion d’une
transaction d’affaires globale.
25.5 WSFL
WSFL (Web Service Flow Language) est un langage basé sur XML servant à la
description de compositions de service Web comme étant une part du processus
d’affaires [Leymann200lj. Conçu, tout comme WS-x. par IBM, ce langage fait
partie de l’environnement de travail technologique pour service Web. WSfL
propose deux types de compositions de service Web. Le premier compose un
processus d’affaires exécutable connu sous le nom de flowModel. Le second type
spécifie une collaboration d’affaires connue sous le nom de globalModel.
L’unité de travail dans WSFL est une activité. Les activités sont représentées par
des éléments dans un graphe lié. Le lien de données et le lien de contrôle
représentent les données et les éléments de contrôle entre les diverses activités.
Un lien de données spécifie que son activité d’origine fournit des données au
moteur de flot comme partie du contexte de processus, qui doit ensuite passer ces
données à l’activité de destination. Les données circulent toujours sur le lien de
contrôle. Cependant, le lien de contrôle n’est pas nécessairement direct et peut
inclure plusieurs activités.
jIl y a tout au plus un lien de contrôle entre toute paire d’activité et le modèle doit
être acyclique, ceci a pour effet d’éliminer les boucles dans le contrôle de flot.
Cependant, le modèle supporte les activités récurrentes par l’utilisation d’un
mécanisme à condition de sortie qui boucle jusqu’à ce que la condition de sortie
soit vraie. Le modèle de contrôle de flot supporte aussi les embranchements
multiples et les regroupements de flot. Les activités sans transition entrante sont
nommées les activités de départ et celles sans transition sortante sont nommées les
activités de fin.
Un des objectifs du langage WSfL est de permettre aux services Web d’être
l’implémentation des activités du processus d’affaires. Chaque activité est
associée avec un service responsable de l’exécution du processus. Cette relation
définit l’association entre les activités qui participent dans le flot d’opérations et
les opérations offertes par le service.
Une activité peut avoir un message d’entrée, un message de sortie et plusieurs
messages d’erreur. Chaque message peut avoir plusieurs parties et chaque partie
est définie dans un système typé.
Le modèle global, quant à lui, fournit un moyen pour modéliser les interactions
entre partenaires d’affaires. Cette composition fournit une description de la façon
dont les services Web doivent interagir entre eux. Ces interactions sont modélisées
par des liens entre des points terninaux de service Web, chaque lien correspondant
à une interaction d’un service Web avec une opération d’un autre service Web.
2.6 Discussion
L’examen de ces divers protocoles nous a permis de dresser le panorama des
principaux systèmes transactionnels développés depuis une vingtaine d’années.
Cet état de l’art met en évidence la transformation des préoccupations au fil des
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ans et donc l’évolution des contraintes prise en compte durant l’élaboration des
différents protocoles transactionnels. On comprend également mieux les apports
techniques de chacun.
Le besoin de réaliser des séquences d’opérations respectant les propriétés ACID a
motivé la création des premiers systèmes transactionnels. Des protocoles fiables
employant des stratégies diverses (verrouillage en deux phases, contrôle de la
concurrence par estampille, modèles optimistes, etc.) ont été mis au point pour y
parvenir.
Les modèles transactionnels dits traditionnels sont fortement concentrés sur
l’application et le maintien des propriétés ACID dans les systèmes qu’ils régissent.
Les besoins évoluant avec la taille et la complexité des applications, il est devenu
nécessaire d’accroître la flexibilité et la performance des modèles transactionnels.
Les modèles avancés sont ainsi venus répondre à un certain nombre de nouvelles
contraintes telles la participation de plusieurs systèmes de bases données et
l’exécution de transaction relativement longues. Ces modèles avancés ont proposé
des techniques de décomposition de transactions complexes en sous-transactions et
ont introduit la notion de transaction de compensation. Ainsi, certains modèles
permettent à des sous-transactions d’être validées malgré un résultat «imparfait»
mais acceptable. D’autres permettent la validation de sous-transactions sans
attendre la validation de la transaction mère. Si ta transaction mère devait être
annulée, des techniques de compensation ont été imaginées pour permettre de
corriger au mieux les effets irréversibles des sous-transactions déjà validées.
Toutes ces techniques ont pour but d’augmenter la concurrence entre transactions,
de mieux gérer les fautes et de réduire les annulations en cascade de transactions
longues et interdépendantes.
Les modèles dits traditionnels et les modèles avancés maintiennent la contrainte
d’assurer l’atomicité. la cohérence et la durabilité des transactions. C’est
essentiellement la propriété d’isolation qui est ici remise en cause. Encore plus
que leurs prédécesseurs, les modèles transactionnels orientés affaires mettent
l’accent sur la prise en compte des transactions à long déploiement et s’autorise
plus systématiquement à briser l’atomicité de la transaction en permettant que
certaines sous-transactions soient annulées ou non exécutées. Ainsi, la logique
d’affaire peut commander la validation d’une sous-transaction et l’annulation
d’une autre pour que la transaction racine soit validée. Il est également important
de constater que dans le cas des transactions d’affaires sur le Web, le
coordonnateur principal n’est plus nécessairement le propriétaire des données et
les opérations sur celles-ci doivent s’effectuer dans un contexte contractualisé.
Les protocoles proposés pour les transactions d’affaires tentent de répondre aux
nouveaux besoins du Web mais offrent encore trop peu de support au concepteur
de ces transactions complexes. Les problèmes concernant la gestion des
exceptions, la spécification des solutions de compensation, la prise en compte des
contraintes contractuelles temporelles avec les services Web sont autant de
problèmes que le concepteur de transactions doit lui-même gérer sans réel soutien
technique ou conceptuel. Les problèmes, brièvement exposés ici, sont détaillés
dans le chapitre suivant. Le modèle que nous proposons dans ce mémoire se veut
une solution aux manquements conceptuels et méthodologiques des modèles de
transactions d’affaires actuels.
Chapitre 3. Problématique détaillée
Les modèles développés jusqu’à présent offrent des solutions à diverses
contraintes rencontrées dans les systèmes transactionnels. Notre modèle propose
une solution particulière pour la problématique des systèmes transactionnels
utilisant les services Web. Examinons donc les problèmes pour lesquels nous
avons explorés diverses solutions.
3.1 Vers un accès facilité à de multiples systèmes de
données indépendants
La multiplication des systèmes d’échange de données a emmené la multiplication
des complications engendrées par la communication avec ceux-ci. Le coût
exorbitant pour procéder à la mise à jour de ces systèmes de données vers un
système centralisé met un frein à l’adoption d’un standard. L’Internet étant la voie
d’échange d’information par excellence de nos jours, la solution d’adaptation se
devra donc d’être compatible avec tous les systèmes de données et adapté à une
utilisation sur l’Internet. Les services Web sont donc tout désignés puisqu’ils
s’adaptent sur mesure à tout système de données et ont été directement conçus
pour offrir une ouverture des données et services sur le Web.
3.2 Transaction à durée indéfinie
Un problème des transactions complexes se déroulant entre parties disposant
chacune d’une logique d’affaires propre est la durée. Si l’on ajoute à cela les
délais de communication non négligeables engendrés par l’utilisation de systèmes
répartis partout à travers le monde, nous retrouvons une situation où les
transactions seront de durée variable et potentiellement très longue. La logique
d’affaires peut parfois impliquer seulement quelques secondes de traitement. Mais
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elle peut aussi impliquer un traitement se déroulant sur plusieurs heures, voire
plusieurs jours.
Les protocoles traditionnels et plus modernes qui font utilisation de verrous se
retrouvent donc largement inefficaces devant de telles transactions. La durée des
transactions étant longue, elle requiert F application des verrous sur les ressources
pour de très longues périodes. Un effet direct d’un verrou appliqué pour une
longue période est la diminution de la concurrence possible dans le système. Sans
concurrence dans le système, la performance globale du système diminue
grandement.
3.3 Fiabilité du réseau de communication non garantie
L’Internet et autres moyens de communication sont généralement faillibles. Les
échanges entre les parties transactionnelles sur le Web ne peuvent être considérés
comme étant aussi fiables que ceux effectués localement avec des bases de
données. Dans les bases de données, les échanges ont en général Lieu sur un
réseau local où les chances d’erreurs sont beaucoup plus faibles que dans un
réseau ouvert comme l’Internet. Il faudra donc prévoir des moyens de pallier aux
fautes ou de compenser pour les échecs liés au médium de communication ou
encore aux fautes des systèmes impliqués.
34 Possibilité de pertes de participants durant la
transaction
En plus d’envisager les risques de défaillance du lien de communication, il faut
également prévoir la possibilité qu’un participant ne soit plus joignable durant la
transaction. Il est aussi possible que ce dernier, à cause d’une faute du système ou
suivant la logique d’affaires, ne participe plus à la transaction. Il faut donc prévoir
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des stratégies qui permettront au mécanisme de coordination de corriger la
situation en cas de désistement volontaire ou non de participants.
3.5 Sources de données hétérogènes
L’échange de données entre un service Web et son client exige une certaine entente
préalable sur le format et la sémantique de ces données. Ces données sont souvent
représentées par des objets, c’est-à-dire une structure de données (ensemble
d’attributs) avec des opérations de manipulation (méthodes) et une identité.
À l’heure actuelle, il existe plusieurs méthodologies de partage de données mais
aucune n’est encore universelle. La méthodologie la plus courante est l’emploi
d’une ontologie qui définit le langage commun utilisé par les participants dans une
conversation et dont il partage implicitement la sémantique. L’ontologie définit
les concepts utilisés dans ce langage et les relations logiques qu’ils entretiennent
entre eux. Ces concepts peuvent être représentés par des objets i.e. des éléments
composés de données (attributs) et d’opérations de manipulation (méthodes).
Il n’existe pas, pour le moment d’ontologie universelle contenant tous les objets
d’un domaine particulier et reconnu officiellement comme langage universel. Il
existe des langages de définition de structure, tels que RDF (Resource Description
Frarnework) [W3C-RDF] et DAML (DARPA Agent Markup Language) [DARPA
DAMLI, qui permettent de préciser la sémantique des objets utilisés. Ces langages
permettent de définir de façon semi-automatisée des relations entre différents
objets ainsi que leur structure relative.
Dans le cas où les participants utilisent des ontologies différentes, de nouveaux
outils et techniques d’alignement syntaxique et sémantique permettent de
transformer les données dans le langage respectif des participants. Ces
méthodologies sont cependant encore en cours de développement et requièrent,
pour l’instant, une intervention humaine pour définir la mise en correspondance
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des concepts. Parmi ces outils, on peut mentionner EasyTransform (outil de mise
en correspondance de schéma de données). Dans un premier temps, cet outil
permet d’extraire automatiquement les schémas XML définissant respectivement
les données sources et cibles. À l’aide de différentes fonctionnalités et d’une
interface graphique conviviale, l’utilisateur peut définir la mise en
correspondances des concepts sources vers ceux de la cible. L’outil génère alors
automatiquement le programme XSLT qui permettra de transformer les données
source dans le format de la cible, conformément à l’alignement défini. Pour plus
d’information sur cet outil, vous pouvez consulter le mémoire de maîtrise de Mmc.
Rachida Elaroussi-Chentoufi intitulé «Mise en correspondance syntaxique et
sémantique de documents d’affaires pour les échanges inter-entreprises. » présenté
à l’Université de Montréal en 2004 [Elaroussi2004].
Un autre centre d’intérêt des chercheurs dans ce domaine est l’élaboration du Web
sémantique (http://www.semantic-Web.org/). L’idée derrière le Web sémantique
est de proposer un Web intelligent dans lequel les données, auxquelles on donne
une signification bien définie, sont reliées entre elles de façon à ce qu’elles
puissent être utilisées directement par des machines dans diverses applications.
Ainsi la conversion requise pour l’échange des données entre les partis serait
automatisée par des moteurs d’inférence plutôt que par l’utilisateur.
3.6 Technologies en pleine évolution
Les technologies entourant l’Internet sont en évolution constante. Leur relative
jeunesse fait que, souvent, d’une version à l’autre, les améliorations apportées sont
majeures et changent le plan de développement d’une solution de façon
considérable. De plus, il arrive, fréquemment, que certaines solutions déjà en
place ne soient pas compatibles avec les nouvelles solutions développées parce
que la structure a trop changé. Il faut donc établir une certaine base de
fonctionnement facilement modifiable et prévoir des effectifs pour la mise à jour
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des méthodes d’échange de données au fur et à mesure que les tecimologies sous
jacentes évoluent.
3.7 Adaptation des contraintes transactionnelles au
contexte du Web
Dans les systèmes traditionnels de gestion de base de données, les contraintes
étaient bien connues : le modèle de transaction implémenté devait assurer les
propriétés ACID des transactions. Avec la venue de l’Internet, les méthodes
transactionnelles utilisées ont changées. rendant les contraintes transactionnelles
traditionnelles non pertinentes.
Un des facteurs à avoir changé est la localité des données. Dans une base de
données, le système de gestion des transactions est local et propriétaire des
données. Un système affectant plusieurs bases de données possédait donc un
contrôleur local pour chacune des bases de données qu’il exploitait. Dans le
contexte de l’Internet, cela n’est plus possible puisque le client n’est pas le
propriétaire des données et na en général, aucun droit.
Les services Web sont un bon moyen de permettre un accès contrôlé et fixe à des
usagers de l’Internet aux données locales. Dans ces circonstances, le service Web
agit comme agent de contrôle sur les données échangées et permet de conserver
une certaine main mise sur les règles d’accès aux données. Le service Web
implémente localement son propre protocole d’accès concurrent aux données.
La coordination globale d’accès aux ressources des services Web doit néanmoins
être mise en oeuvre. Un protocole de coordination transactionnel traditionnel n’est
cependant plus adéquat dans le contexte des service Web car n’étant plus
propriétaire des données, il devient déraisonnable pour le client d’exiger le
verrouillage des ressources pour plusieurs minutes, voire heures ou même jours,
sur des données qui lui sont gracieusement fournies par le service Web.
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38 Discussion
Les divers problèmes exposés dans cette section justifient l’élaboration de notre
modèle. Le modèle que nous proposons (et décrirons dans les prochaines sections)
a pour but d’offrir un meilleur support conceptuel et méthodologique prenant en
compte les particularités des transactions d’affaires que nous venons d’exposer ici.
Les protocoles proposés jusqu’ici semblent se contenter de répondre aux aspects
techniques de la communications entre client et services Web, sans offrir de
soutien particulier au concepteur de transaction qui doit tenir compte d’une
logique d’affaires souvent complexe.
Par exemple, en introduisant la notion d’une interface transactionnelle pour les
services Web, notre modèle permet au concepteur d’une transaction de faire
communiquer ses coordonnateurs transactionnels avec les services Web sur la base
d’une ontologie commune. Ainsi, on sait au préalable que certains messages
standards (tels « commit », « abort », etc.) sont reconnus par les services Web et le
concepteur de la transaction n’a donc pas à gérer tous les problèmes liés aux
différences ontologiques entre services. Un exemple de cette réalisation est
présenté au chapitre 5.
Par ailleurs, pour tenir compte de certains aspects contractuels qui régissent les
interactions entre clients et services web, nous avons introduit le concept de
temporisation qui permet à un service Web d’annoncer la durée de son engagement
dans une transaction. Ainsi, il devient possible pour une entreprise. fournissant
gracieusement ses ressources via un service Web, d’éviter la monopolisation de ses
données en limitant le temps maximal de leur verrouillage par exemple.
Les problèmes de fiabilité du réseau de communication et de possibilité de pertes
de participants durant la transaction sont partiellement résolus par l’élément de
temporisation que notre modèle introduit. Mais pour signaler ces défaillances de
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façon plus efficaces et pour pallier à leurs conséquences, notre modèle inclut
également des mécanismes pour le traitement des exceptions et et la mise en
oeuvre de solution de compensation. Ces éléments seront expliqués plus en détails
dans le chapitre suivant.
Plusieurs des problèmes ici mentionnés ont déjà été soulevés dans le cadre de
travaux antérieurs sur les transactions d’affaires, mais aucun mécanisme ou
approche méthodologique précise n’a été réellement proposé pour y répondre. Par
les réponses conceptuelles et méthodologiques qu’il apporte, notre modèle se
distingue ainsi des autres. Notre implémentation (chapitre 5) permet de
1’ expérimenter.
Chapitre 4. Présentation du modèle
transactionnel proposé (f Temporal Transaction
Model for Web Service Coordination))
Notre modèle a été conçu pour la coordination des services Web. Il supporte
l’exécution de transactions sur des systèmes distants indépendants ayant comme
point d’entrée les services Web. II permet l’exécution de transactions d’affaires
tout en offrant les propriétés suivantes
• La participation de plusieurs services Web distincts, propriétaires de leurs
données, au cours d’une même transaction.
• L’accommodation des particularités des transactions longues.
• La gestion et la coordination de solutions de compensation pour les actions
ne pouvant être annulées.
• Le maintien des propriétés ACID lorsque nécessaire.
• La prise en compte des contraintes temporelles imposées par les services
Web participants.
4.1 Le modèle de transaction
4.1.1 Spécification de la transaction
Notre modèle se charge de la coordination des transactions d’affaires impliquant
des services Web. Les services Web utilisés dans les transactions sont nommés les
participants.
Une transaction d’affaires est une transaction dont le but est déterminé par la
logique d’affaires et dont le déploiement temporel est potentiellement long. La
logique d’affaires, ou logique applicative. définit les objectifs, les contraintes de
réalisation et l’éventuelle réaction compensatoire de la transaction. On peut
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définir la logique d’affaire par un ensemble de règles. Dans le cas des transactions
d’affaires, nous identifions quatre grandes catégories de règles. La première
catégorie (Rhuts) détermine les conditions/objectifs/buts d’affaires que la
transaction doit réaliser pour pouvoir être validée. Ces buts visent généralement la
réussite de la totalité ou d’un sous-ensemble des activités dont la transaction est
responsable. La seconde catégorie (Rordre) englobe les règles de coordination. Les
règles de coordination ont pour but de définir l’agencement séquentiel et/ou
parallèle des activités composant une transaction. La troisième catégorie est celle
des règles de traitement des exceptions Les règles de traitement des
exceptions spécifient les actions à effectuer pour régler le problème soulevé par
une exception pendant la transaction. Finalement, la catégorie des règles de
compensation (R) permet de spécifier le recouvrement au mieux » des
transactions qui ne peuvent être annulées (par exemple, si certains de leurs effets
ont déjà été rendus publics).
Comme on vient de le voir, les règles de la logique d’affaires spécifient les
objectifs visés par l’application. Pour réaliser ces objectifs, on propose de
décomposer le problème en buts élémentaires (e.g. buta) et en buts complexes
(e.g. bttt X buta ou (but b et bute)). Chaque but est assigné à une transaction.
Un but élémentaire n’est pas décomposable et sa réalisation dépend d’une seule
transaction. Une transaction responsable d’un but complexe fait appel à des sous-
transactions pour réaliser chacun de ses sous-buts. Selon la spécification de ce but
complexe. il est possible que la transaction responsable puisse être validée même
si certains des sous-buts ne sont pas satisfaits (e.g. Dans l’exemple précédent,
butX peut être validé même si but b échoue). De cette façon, on peut permettre
qu’une transaction complexe soit validée malgré un résultat global « dégradé » dû
à des sous-transactions avortées.
4.1.2 Exécution de la transaction
Les transactions d’affaires que nous considérons se déploient sur le Web, donc
dans un environnement distribué. L’application initiant une transaction d’affaires
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constitue la partie cliente alors que les services Web agissent comme serveurs. La
coordination de la transaction, dépendante de la logique applicative, s’effectue
donc du côté client.
Cette coordination est assurée par une arborescence de coordonnateurs, un par
sous-transactions. Chaque coordonnateur commande et surveille l’exécution des
opérations de la sous-transaction qu’il coordonne. Il décide également de la
validation de cette sous-transaction conjointement avec les coordonnateurs des
transactions mères. Son comportement est régi par les règles par la logique
applicative (R-buts, Rordre, Rcxcept et C’est le coordonnateur à la racine de
l’arborescence qui prend ultimement les décisions concernant la transaction
globale.
La décomposition de la transaction complexe en sous-transactions affine la
granularité de la coordination et permet ainsi de réagir plus subtilement aux fautes
et à l’échec des requêtes faites auprès des services Web invoqués. On évite ainsi
l’annulation en bloc d’une transaction; coûteuse en temps. en ressources, voire en
argent.
Les coordonnateurs implémentent un protocole de décision basé sur l’usuel
protocole «Two Phase Commit ». Comme son nom l’indique, ce protocole de
validation est composé de deux phases distinctes : la phase de vote et la phase de
décision.
Phase de vote: Le coordonnateur principal demande à chacun de ses enfants
d’émettre un vote concernant la validation de la sous-transaction qu’il coordonne.
Chaque coordonnateur enfant fait de même en cumulant les votes de ses propres
enfants puis en évaluant, selon les règles de la logique applicative, si les votes de
ses enfants permettent ou non de satisfaire les objectifs visés par la transaction
(Rbt5). Si oui, le coordonnateur transmet à son parent un vote de validation
assurant qu’il est en mesure d’atteindre ses objectifs. Autrement, il lui transmet un
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vote d’annulation. C’est donc au coordonnateur à la racine de l’arborescence que
revient la décision ultime d’annuler ou de valider la transaction globale. On passe
alors à la phase de « décision ».
Phase de décision : Selon les votes obtenus, si les règles de la logique applicative
commande d’annuler, le coordonnateur principal transmet une décision
d’annulation à chaque coordonnateur enfant. Par contre, si la logique applicative
commande de valider la transaction, la décision ne sera pas nécessairement
uniforme : il se peut que certaines sous-transactions soient validées alors que
d’autres nécessitent d’être annulées (e.g. si l’objectif est de satisfaire (buta ou
but b), on peut décider de valider buta et d’annuler but b). Le coordonnateur
transmet alors à ses enfants une décision de validation ou d’annulation, selon ce
que la logique applicative prescrit pour chacun. Chaque sous-coordonnateur
procède de la même façon en appliquant la décision transmise par son
coordonnateur parent. S’il avait voté pour une annulation, un sous-coordonnateur
annulera nécessairement sa transaction. Par contre, s’il avait voté pour une
validation, il peut se voir forcé d’annuler étant donné la décision du
coordonnateur parent.
Notre modèle de transaction d’affaires se déroule en quatre phases, les deux
dernières étant celles du protocole de décision:
• Phase d’enregistrement des participants.
• Phase d’exécution des opérations de la transaction.
• Phase de vote.
• Phase de prise de décision.
Avant de débuter la transaction à proprement parler, le client (e.g. l’application ou
l’utilisateur) doit procéder à la sélection des services Web offrant les données ou
services requis pour la transaction. Pour sélectionner ces services Web, on peut
généralement recourir à un service de registre tel que UDDI [OASIS-UDDI].
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Pour procéder à l’enregistrement des services Web qui participeront à la
transaction, le client envoie un message au service Web lui signifiant que sa
participation est requise pour une transaction. Puisquil peut interagir avec
plusieurs clients de façon concurrente, le service Web renvoie alors au client un
identificateur de conversation. Le client utilisera cet identificateur dans ses
prochaines requêtes pour rappeler au service Web le contexte de leur conversation.
Cette phase d’enregistrement vient compléter l’arborescence de coordination en
associant. à chaque coordonnateur feuille, un service Web participant dont il
devient le client. Une fois l’enregistrement des services Web participants terminé,
la transaction démarre et le coordonnateur principal exécute les opérations qui la
composent. Ces opérations peuvent prendre la forme, entre autres, d’une requête à
un service Web ou d’un appel à une sous-transaction. La coordination des
opérations est spécifiée par les règles de Rorcjre. À la fin de ces opérations, chaque
coordonnateur feuille émet un vote pour signaler à son coordonnateur parent s’il
est prêt à valider ou s’ils doit annuler les effets des requêtes faites auprès de son
service Web. À leur tour, les coordonnateurs parents analysent les votes de leurs
enfants, à la lumière des buts à atteindre (Rbt), et déterminent s’ils doivent valider
ou annuler leurs sous-transactions respectives chacun signale son vote à son
parent. Le vote du coordonnateur au sommet de l’arborescence détermine
ultimement le résultat de la transaction globale. La décision est alors propagée, en
sens inverse, aux coordonnateurs enfants...
Le diagramme d’états de la figure 3 résume le déroulement d’une transaction
selon notre modèle.
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4.1.3 Spécificîtés du modèle
Pour répondre aux problèmes exposés précédemment, de nouveaux éléments ont
du être introduits dans notre modèle. Examinons donc ces nouveaux éléments et la
réponse qu’ils offrent aux problèmes exposés précédemment.
4.1.3.1 Une interface transactionnelle pour les services Web
Les transactions d’affaires agissent sur des données dont les services Web
participants sont les propriétaires. Les coordonnateurs de transaction ne peuvent
verrouiller ces ressources ou les modifier arbitrairement sans passer par
l’intermédiaire du service Web. Ainsi, on doit également s’en remettre au service
Web pour assurer la consistance de ces données et leur durabilité. Afin d’assurer
les propriétés ACID d’une transaction d’affaires. il est nécessaire de savoir si les
services Web assurent ces mêmes propriétés dans le cadre d’une conversation.
Nous proposons donc que les services Web participants à une transactions
d’affaires implémentent une interface transactionnelle (beginTransaction,
Figure 3 Diagramme d’états d’une transaction
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commitQ, abortO). La réalisation de ces opérations est laissée à la discrétion du
service Web. Nous savons simplement qu’elles offrent les garanties ACID.
4.1.3.2 Temporisation des transactions
Pour répondre aux problèmes de perte de messages, réagir à Féventuelle
défaillance des services Web participants et prendre en compte la non propriété des
données modifiées par la transaction, nous introduisons un élément de
temporisation dans notre modèle.
La solution proposée consiste à permettre à un service Web de fixer, pour chaque
transaction initiée, le délai pendant lequel il garantit pouvoir annuler les effets de
cette transaction si on le lui demande. Après ce délai, l’annulation de la
transaction n’est plus garantie, et certains des effets risquent davoir déjà été
rendus publics. Le cas échéant, il faudra alors envisager une solution de
compensation. Comme on peut le deviner, cette temporisation a l’avantage de
permettre aux services Web une gestion plus acceptable de leurs ressources en
évitant que certaines transactions ne monopolisent trop longuement leurs données.
Cette solution est exposée plus en détail dans le chapitre 4.2.1.
4.1.3.3 Compensation
Évidemment, avec un environnement comme l’Internet, les possibilités
d’exceptions, d’échec ou de succès partiel sont nombreuses. Il est aussi possible
que certains services Web ne puissent pas annuler certaines opérations qu’elles
auraient déjà validées unilatéralement. Pour répondre à ce problème, un autre
élément a été introduit: l’utilisation d’actions compensatoires. Lorsqu’on souhaite
annuler une transaction dont certains des effets ne peuvent plus être annulés, on
peut tenter de corriger la situation «au mieux » au moyen d’une action
compensatoire. Cette action est donc en elle-même une transaction. Les actions
compensatoires sont de type atomique. Advenant l’échec d’une action
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compensatoire, ses effets seront tous annulés et l’action compensatoire devra être
reprise. Cette solution est exposée plus en détail dans le chapitre 4.2.2.
4.2 Particularités du modèle
42.1 Temporisation des transactions
Le protocole décisionnel étant la validation en deux phases (Iwo phase commit),
l’exécution de la validation se fait par une phase de vote suivie d’une phase de
décision.
Les transactions d’affaires se déroulant sur une période relativement longue, il est
possible qu’un événement perturbe le cours de la transaction. Pour assurer une
continuité dans la décision des coordonnateurs en face de tels événements, une
action par défaut peut être définie par le service Web. Pour éviter que le service
Web soit en attente infinie d’une réponse de son coordonnateur advenant une faute
ou une perte de message, nous avons ajouté un élément de temporisation aux
opérations se déroulant dans la transaction. Sans cet élément de temporisation, un
service Web, advenant la perte d’un message ou une faute au niveau du
coordonnateur, pourrait ne jamais recevoir de réponse et demeurer bloqué en
attente de la réponse.
Exemple: Soit une arborescence de coordination composée de trois niveaux
hiérarchiques. Le coordonnateur situé au niveau supérieur de l’arborescence de
coordination, nommé racine, prend toutes les décisions concernant le résultat
global de la transaction. Les coordonnateurs aux niveaux intermédiaires, entre ta
racine et les feuilles, communiquent avec la racine et agissent comme subordonnés
de la racine mais supérieurs aux feuilles. Quant aux noeuds feuilles, situés au bas
de F arborescence, ils relaient les opérations de la transaction aux services Web et
interagissent ainsi avec eux à titre de clients. Lors du lancement de la transaction,
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tous les coordonnateurs sont créés, les liens sont établis entre eux et les services
Web participants sont enregistrés.
Examinons cet exemple sous l’angle de la gestion du temps et des délais. Lorsque
la transaction débute, les opérations qui composent la transaction sont exécutées et
les requêtes aux services Web concernés sont donc effectuées via leur interface
transactionnelle. Supposons qu’une panne de réseau survient (sans perte de
messages!) et qu’un des coordonnateurs n’arrive plus (temporairement) à
communiquer avec un service Web auprès duquel il a amorcé une transaction (un
ensemble de requêtes) et qui lui a confirmé être prêt à en valider les effets. Étant
donné la panne, le service Web demeure dans l’attente de la décision (de validation
ou d’annulation) de son coordonnateur tant que la communication ne peut être
rétablie. Cette situation peut être gênante et pénalisante pour l’entreprise qui offre
le service Web et qui doit garantir la réservation des ressources promises pour cette
transaction. Pour pallier ce problème, nous proposons de permettre aux services
Web de fixer un délai d’annulation. À chaque requête reçue dans le cadre d’une
transaction, le service Web répond en notifiant son client du délai qui lui reste pour
annuler la transaction. À l’échéance de ce délai, le service Web se réserve le droit
de valider durablement les effets de la transaction et de les rendre visibles, même
s’il n’a pas reçu de décision de validation de son coordonnateur. Pour signaler
l’expiration du délai et sa décision unilatérale de validation, le service Web lève
une exception. On suppose qu’il n’y a pas de perte de message et que l’exception
levée sera tôt ou tard acheminée au coordonnateur. De toute façon, celui-ci avait
été prévenu du délai imposé par le service Web lorsque ce dernier a répondu à sa
dernière requête. Le coordonnateur devra tenir compte de la décision unilatérale
du service Web. S’il devait décider d’annuler la transaction, le coordonnateur
devra plutôt se contenter de compenser les effets de la transaction. En pire cas, si
l’action compensatoire échoue ou n’est pas possible, il devra signaler son échec,
par une exception, à son coordonnateur parent,
4.2.2 Compensation
La compensation est une teclmique employée pour renverser les effets d’une
transaction qui ne peut malheureusement être totalement annulée (par exemple, si
certains de ses effets ont déjà été rendus visibles). La compensation est donc
utilisée lorsqu’il est impossible d’annuler les effets de la transaction et qu’on
souhaite néanmoins réparer au mieux la situation par une solution alternative
acceptable. Dans le cas d’une transaction atomique (e.g. où tout doit être annulé),
les mécanismes de compensation seront utilisés pour réparer et neutraliser au
mieux, (voire payer pour) les effets de la transaction qu’on aurait souhaité annuler.
Dans le cas d’une transaction d’affaires contenant plusieurs sous-transactions, les
mécanismes compensatoires seront utilisés pour renverser le résultat d’un sous-
ensemble des sous-transactions afin, là aussi, d’obtenir réparation. Ainsi, il est
possible de ne modifier que partiellement le résultat global de la transaction pour
réparer les choses et retrouver un état consistant au vu de la logique d’affaires.
Exemple : Soit deux services Web participants (WSA et WSB), leur
coordonnateurs clients respectifs (A et B) et, le coordonnateur principal C de la
transaction. Selon les règles de la logique d’affaires (Rb1t). le coordonnateur C
doit voir à ce que, A et B valident leurs transactions respectives auprès de WSA et
WSB ou bien tout doit être annulé. Suite à la requête de son client A, le participant
WSA répond en spécifiant que le délai pour une éventuelle annulation est fixé au
temps T. Le coordonnateur B vote pour une annulation alors que A vote pour une
validation. Le coordonnateur C décide donc d’annuler A et B. Une exception
surgit toutefois au niveau du coordonnateur A lui rappelant que le délai est écoulé
et que la transaction auprès de WSA est maintenant validée, forcé d’annuler, le
coordonnateur A devra recourir aux actions compensatoires pour tenter de défaire
les effets commis par WSA. Autrement, il signalera son échec au coordonnateur C
en levant une exception.
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De cet exemple, on constate que la compensation nécessite des opérations de
renversement du côté du service Web participant ainsi qu’une coordination
particulière des actions compensatrices du côté du coordonnateur.
L’offre et l’implémentation des opérations de renversement et de compensation
sont laissées la discrétion du développeur du service Web. Entre autres,
Strandames et Karisen [Strandans2OO2] suggèrent qu’un service Web enregistre
dans un journal, pendant l’exécution de la transaction, les opérations à effectuer
pour éventuellement « défaire » les actions de cette transaction.
Au niveau du coordonnateur, notre modèle propose que son comportement
compensatoire soit celui dicté par les règles Rcomp de la logique applicative. Il est
possible que ces règles nécessitent l’intervention de l’utilisateur pour rég[er les
choix de compensation complexes, ambigus ou litigieux [Biswas2004].
D’un point de vue logique, la compensation est une transaction en elle-même.
Cette transaction peut être complexe ou élémentaire. À proprement parler elle ne
diffère pas d’une transaction régulière si ce n’est qu’elle doit être validée sous
peine de précipiter te système en état d’échec. Advenant l’échec «une transaction
de compensation, le système requérra l’intervention de l’utilisateur pour
solutionner le problème.
4.2.3 Motivations d’imposition d’une interface
tra nsaction ne I le
Dans les modèles de transactions classiques, il revenait au gestionnaire de
transactions d’appliquer les bonnes stratégies et protocoles pour assurer les
propriétés ACTD. Dans le cas des transactions d’affaires impliquant des services
Web, l’accès et le contrôle des ressources n’appartient plus au gestionnaire de
transactions ce sont les services Web qui les gèrent localement. Ainsi pour
assurer les propriétés ACID d’une transaction «affaires, on doit s’en remettre aux
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services Web pour assurer localement l’isolation des différentes transactions
touchant ce service Web et la durabilité des effets des opérations invoquées. Les
services Web peuvent utiliser des stratégies différentes pour réaliser ces propriétés,
mais il est important qu’elles puissent les garantir. Quant à Fatomicité et la
cohérence globale, elles sont définies par les règles de la logique d’affaires et
demeurent donc à la charge de la transaction d’affaires.
Les concepts importants de notre modèle de transactions peuvent être récapitulés
par les points suivants
• L’arborescence de coordination est formée de coordonnateurs dont chacun
coordonne une partie de la transaction globale.
• La décision globale est déterminée après l’analyse des votes de chacun des
sous-coordomrnteurs.
• La communication dans l’arborescence de coordination s’effectue toujours
sur un lien parent/enfant.
• S’il y a levée d’exception, celle-ci se propage dans l’arborescence de
coordination jusqu’à ce qu’un des coordonnateurs puisse la traiter.
Pour structurer les idées et les éléments du modèle que nous venons d’introduire,
les sections suivantes présentent le modèle UML décrivant notre modèle
transactionnel.
4.3 Vue structurelle
La structure de la transaction repose sur ses éléments coordonnateurs. Comme le
montre le diagramme de classes de la Figure 4, une transaction est composée de
noeuds T-coordonnateur organisés en arborescence. On remarquera que la
structure s’inspire ici du patron de conception « Composite ».
Un T-coordonnateur peut être vu comme une spécialisation transactionnelle du
modèle de coordonnateurs proposé pour le protocole WS-Coordination. Les
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coordonnateurs T-coordonnateur super gèrent la préparation, le vote et la décision
d’une transaction tout en coordonnant les sous-transactions qui la composent.
Quant aux coordonnateurs T-coordonnateur WSclient, aux feuilles de l’arbre,
ceux-ci jouent le rôle de clients auprès des services Web participants et voient
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Figure 4 Diagramme de classe UML du modèle transactionnel.
Chaque T-coordonnateur enfant doit préalablement s’enregistrer auprès de son T-
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defaultCemmil(in t transld, eut ciTent)
abefl(m t transld)
cemmit(int: tmnsld)
requesi(in ep: Opname, in arg: ListcArg>,
eut ansur vote)
coordonnateur doit également créer et maintenir à jour un objet
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ContexteIansaction qui renseigne sur l’état actuel de cette transaction (validée,
annulée, en préparation, etc.).
Les objets T-coordonnateur communiquent entre eux selon les liens
d’enregistrement parent-enfant. À chaque lien est associé un objet I”ote&Decision
dans lequel sont enregistrés (1re phase) le vote émis par le T-coordonnateur enfant
puis (2 phase) la décision transmise par le T-coordonnateur parent.
Rattachés aux feuilles de l’arborescence, nous retrouvons les services Web visés
par la transaction d’affaires pour satisfaire ses objectifs. Chaque service Web est
une boîte noire, développée par une tierce partie. On ne connaît pas les détails de
son contenu mais on souhaite néanmoins interagir avec lui de façon
transactionnelle afin de pouvoir garantir certaines propriétés de la transaction
d’affaires. En effet, si un des services Web participants n’assure pas localement
l’isolation et la durabilité des effets des opérations invoquées, on ne peut garantir
l’isolation et la durabilité globales de notre transaction d’affaires. C’est pourquoi
notre modèle propose que chaque service Web participant soit accessible via une
interface transactionnelle (InteifaceTransactionnelle). Si l’interface attendue par
notre modèle n’est pas celle originellement proposée par le service Web, on peut
introduire un adaptateur (cf. patron de conception Adapter) pour convertir les
requêtes du T-coordonnateur WSclient en un ensemble équivalent d’opérations
intelligibles par le service Web.
4.4 Vue dynamique
Pour étudier et illustrer le déroulement d’une transaction telle que proposée par
notre modèle, nous considérons l’exécution d’une transaction impliquant trois
services Web un service de réservation de vol d’avion et les systèmes de
réservation de chambres des hôtels A et B. respectivement.
5$
Le but de la transaction considérée ici est de réserver un vol d’avion et une ou
l’autre des chambres d’hôtel, mais pas les deux réserver Vol et éserverChA xou
réserverChB,). Pour ce faire, on décide de décomposer la transaction principale en
deux sous-transactions. La première sous-transaction est la disjonction (xou) entre
les deux participants offrant des chambres d’hôtels. La seconde sous-transaction
est la conjonction entre cette disjonction et le service offrant le vol d’avion.
L’arborescence de coordination pour cette transaction est donc composée de cinq
noeuds un coordonnateur T-coordonnateur WSclient pour chacun des services
Web, un T-coordonnateur super pour la sous-transaction disjonctive et un autre, à
la racine, pour la conjonction de la transaction globale.
L’exécution de la transaction est découpée en deux scénarios. Le premier scénario
«Préparation!Vote » décrit la phase de préparation et de vote dc la transaction. Le
second scénario «Décision > décrit la phase de décision qui suit. Nous utiliserons
les diagrammes de collaboration d’UML pour illustrer ces deux scénarios et leurs
variantes qui tiennent compte du traitement des exceptions et des actions
compensatoires.
4.4.1 Exécution normale
Nous considérons ici le cas où la transaction s’effectue de façon régulière, sans
levée d’exception et autres problèmes. Voici le diagramme de collaboration
(figure 5) décrivant l’exécution normale du scénario «PréparationlVote » de notre
exemple.
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la I beginTransaction(oié trans I)
2a I request(reoervefligft,
[RighOETo, from, to, date], eut airlineFlight)
2a 2 defaultCommit(translDl eut conaitTime)’
lbla prepareø
2b la vote(out vote)
Le diagramme nous montre les phases de préparation et de vote de la transaction.
Avant d’exécuter leurs requêtes, les clients T-coordonnateur WScÏient initient une
transaction auprès du service Web l’identificateur retourné permettra au client
d’identifier le contexte transactionnel (du service Web) dans lequel ses requêtes
s’inscrivent. Ces requêtes sont adressées au service Web à l’aide de l’opération
request. Les clients peuvent consulter le délai d’annulation imposé par le service
Web pour cette transaction en invoquant l’opération defauÏtCom,nit(in iransld, oui
rime). Le client peut alors mettre à jour le contexte de la transaction (setState(’st,)).
Un point intéressant à noter est que dans cet exemple, il a été choisi de donner au
coordonnateur principal (main) un comportement favorisant le parallélisme. Cette
exécution parallèle est spécifiée au coordonnateur par les règles Rorre de la logique











lb lb I beginTransaction(outlranoi3)
2b lb I request(reoerveRoom,[rooml)ipe, date],
eut roomOffeiot)
2b lb 2 defaultCommit(trans3, eut cûmmitTime)
airlrneX
lb lai beoTranoartior(outlran:2)
2b la t requeol(recnveoom,]roeuiTjpe, date],
eut roomOfferA)
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Figure 5 Diagramme de collaboration de la phase de préparation d’une transaction
normale.
Passons maintenant à la phase de décision décrite par le diagramme de
collaboration de la Figure 6.
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Figure 6 Diagramme de collaboration de la phase de décision d’une transaction normale.
Dans ce diagramme, la décision de valider la transaction est propagée dans
l’arborescence de coordination. Chaque coordonnateur vérifie au préalable le
contexte pour s’assurer que la transaction est bien dans un état lui permettant
d’être validée (i.e. elle n’a pas encore été validée, ni annulée, mais est bel et bien
en attente de validation). Les effets de la transaction seront, par cette opération,
rendus durable au niveau des participants.
4.4.2 Exécution avec exceptions et compensation
Au cours de l’exécution d’une transaction, différents problèmes peuvent survenir.
Si on peut les anticiper, il se trouvera des règles dans Rexcepg spécifiant les
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circonstances où un coordormateur doit lever des exceptions et comment il doit les
traiter. Ceci dit, il est possible qu’un coordonnateur n’ait aucune directive pour
traiter une exception. Dans ce cas, il transmet l’exception à son coordonnateur
parent pour quil puisse la traiter.
Parmi les exceptions possible d’anticiper, on trouve l’exception
expiredcommited(t) levée par un T-coordonnateur WSclient lorsqu’un service
Web décide de valider ses effets unitatéralement suite à l’expiration du délai
d’annulation qu’il avait fixé.
Si l’exception survient alors que le coordonnateur n’a pas encore transmis son
vote, ce dernier pourra ajuster son vote sachant qu’une de ses sous-transactions ne
peut plus être annulée et qu’on devra éventuellement se contenter d’une
compensation.
Si l’exception survient après que le coordonnateur ait transmis un vote de
validation pour ce service Web, on choisira de ne rien faire en attendant la décision
du coordonnateur parent. Le coordonnateur parent connaît les délais d’annulation
de ses sous-transactions : il n’a qu’à consulter le contexte de ses sous-transactions.
Si ce dernier décide malgré tout OEannuler la transaction, le coordonnateur
responsable devra initier une transaction de compensation pour « défaire » et
corriger au mieux la transaction qui ne peut plus être annulée. Il faut que la
transaction de compensation puisse finalement être validée, autrement la
transaction se trouve en état d’échec et la cohérence de la transaction n’est plus du
tout assurée.
À noter que si le coordonnateur transmet un vote d’annulation à son parent, il peut
dès que possible annuler toutes ses sous-transactions. Donc en principe, on ne
devrait pas se retrouver dans une situation où l’exception expired connnited(t) est
levée après que le coordonnateur ait voté pour une annulation t devrait déjà être
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annulée! Si cela se produit tout de même, on devra compenser la transaction t à
défaut de pouvoir l’annuler.
Le diagramme de collaboration de la figure 7 illustre le traitement d’une exception
nécessitant une transaction de compensation.
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Figure 7: Diagramme de collaboration décrivant le traitement d’une exception et l’initiation
d’une transaction de compensation.
L’exception expiredcommited(t) est donc levée au niveau du service Web
transactionnel. La première vérification est faite au niveau du coordonnateur
airlineX qui, lors de la réception de la décision d’annulation de son parent, lance
une transaction de compensation auprès ce service Web.
L’utilisation d’une interface transactionnelle permet d’adapter une grande variété
de services Web construits indépendamment de notre modèle. De plus l’utilisation
de la compensation ainsi que de la temporisation des transactions permet d’obtenir
une plus grande fiabilité de ces transactions tout en ne monopolisant pas les
ressources de façon irrationnelle. Ces éléments permettent à notre protocole d’être
attifant autant pour les développeurs que pour les entreprises offrant les services
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Web. Passons maintenant à l’examen de l’implémentation de ce protocole réalisée
dans le cadre de ce travail.
Chapitre 5. Présentation de l’implémentation du
modèle
Le premier objectif lors de l’implémentation a été de fournir une structure de base
qui permettrait d’exécuter des transactions avec des services Web. Une fois cette
structure de base établie, elle a été améliorée pour tenir compte des divers
problèmes non solutionnées par les protocoles existants. L’implémentation du
modèle a servi de banc d’essai et de moyen de validation du modèle tout au long
de son élaboration. La problématique ayant été établie avant l’implémentation, le
travail effectué lors de l’implémentation a permis de valider le choix des solutions
à intégrer dans le modèle. Il arrive parfois que la théorie et la pratique soient
complexes à concilier et donc certaines fonctionnalités diffèrent légèrement entre
ce que la théorie explique et ce que la pratique est en mesure de fournir.
Un exemple simple de divergence est le transfert d’objets imbriqués dans une
conversation entre le client et le service Web. En théorie, cela est relativement
simple, mais en pratique, les technologies sous jacentes aux services Web ne le
permettent pas encore sans la définition d’un filtre de sérialisation. Or, la
définition d’un tel filtre complexifie la création d’un client et déroge des efforts de
normalisation de l’équipe travaillant sur le protocole d’échange communément
utilisé avec les services Web.
L’implémentation du modèle transactionnel a été conçue pour expérimenter les
différentes méthodologies exposées précédemment. L’accent a d’abord été mis sur
le développement des unités de communication qui permettent l’échange
d’informations entre le client et les services Web. Les services Web ainsi que la
portion de communication ont donc été développés dans un premier temps pour
s’assurer qu’ils pouvaient échanger des informations entre eux. Par la suite,
différentes solutions ont été explorées. Le contexte de l’implémentation est celle
d’une suite de services Web offrant différents produits et services. Le client doit
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donc sélectionner les offres l’intéressant et le protocole transactionnel élaboré à
partir de notre modèle prend ensuite la transaction en main.
Pour bien comprendre l’ampleur et la complexité de l’implémentation d’un tel
modèle transactionnel, il est nécessaire de comprendre les technologies sous
jacentes. Examinons-les donc.
5.1 Les technologies utilisées
5.1.1 Les technologies des services Web
Depuis quelques années, les échanges de données sur l’Internet ont évolués
grandement. Avec le besoin de structure et de sémantique dans les échanges, des
nouvelles teclmologies ont dû être mises en place pour faciliter ces échanges et
garantir une certaine cohésion entre les différents services procédant à l’échange
des données.
5.1.1.1 XML
La technologie la plus couramment utilisée pour assurer cette cohésion dans le
domaine des services Web est XML (eXtensible Markup Language) [W3C-XMLJ.
C’est une décision logique puisque jusqu’à présent, XML a démontré qu’il était la
méthode la plus polyvalente et universelle pour procéder à l’échange de données
structurées entre des instances conversationnelles. XML est connu depuis un
certain temps par les développeurs et chercheurs. De ce fait ses principes et son
utilisation sont bien connus par les gens les plus susceptibles de concevoir des
services Web.
Pour s’assurer que tous les lecteurs comprennent bien le fonctionnement d’XML,





<Nom de famille>Robert</Nom de famille>
</Nom>
<Date de naissance>l2/l2/75</Date de naissance>
</Personne>
La principale propriété de XML est évidemment sa structure. Cette structure est
composée de balises qui définissent les données intercalées. Cette simplicité rend
XML facilement lisible pour un lecteur humain. Il faut cependant que les balises
aient une signification pour qu’un humain puisse les lire. Lorsque la génération
est automatisée, comme c’est généralement le cas. les balises ne sont pas toujours
lisibles. Par contre, un document XML est pratiquement impossible à interpréter
pour un ordinateur sans une structure de données prédéfinie, un schéma de
données ou encore un protocole définissant la structure du document et la façon
d’interpréter chaque balise. Il est aussi bon de noter qu’il n’existe pas de structure
prédéfinie pour les documents XML autre celle qui dicte qu’ils doivent former un
arbre complet et balancé. Autrement dit, une balise se doit d’être fermée sans quoi
l’arbre ne sera pas balancé. Le nom des balises n’est régi par aucune règle, elles
peuvent donc être choisies à la guise du concepteur du document XML, tant que
chaque balise est fermée.
C’est avec ces informations à l’esprit que les services Web ont été développés.
Lorsqu’un service Web est défini, il faut créer une structure XML qui permettra à
tout individu. ou service, intéressé à transiger avec ce service de le faire avec une
aisance relative. Les messages entre le client et le service Web seront aussi
échangés en XML.
5.1.1.2 SOAP
Pour permettre t’échange de données entre deux points, un protocole de
communication est requis. Le protocole couramment utilisé pour cette tâche entre
les services Web est celui défini par le groupe Apache. Ce protocole est nommé
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SOAP qui signifie «Simple Object Access Protocol» [Gudgin2003]. Le but
premier de SOAP est de permettre à des objets simples d’être transférés entre des
entités sans arrangement préalable quant à ce que sont ces objets. La seule
restriction est que les objets doivent être relativement simples et utiliser des types
pré-définis dans le protocole SOAP sans quoi il sera nécessaire de définir des
filtres de sérialisation. Ce qui n’est pas, pour l’instant, une pratique soutenue par
le groupe de support de SOAP. Le groupe de support de SOAP suggère plutôt de
procéder au transfert de plusieurs objets simples que le transfert d’objets
composites. Cela permet de conserver les conversations SOAP conforme au
standard et minimise les chances d’erreurs dans le filtre de sérialisation.
L’enveloppe des messages SOAP est définie en XML et le contenu des messages
est aussi défini ou converti en XML. Les objets inclus dans les messages sont
sérialisés et décrits en XML sous une fonTie structurée telle que celle exposée dans
l’exemple précédent. La sérialisation des objets inclus dans le message permet
d’obtenir une formulation de l’objet indépendante de la plate-forme où la
sérialisation est effectuée. Ainsi il est possible de transporter l’objet généré vers
une plate-forme différente et de le régénérer. Cette transformation est aussi
indépendante du langage de programmation utilisé. Il est donc possible de passer
d’un client Java sur Unix vers un service Web en C# sur une plate-forme Microsoft
de façon transparente.
SOAP est maintenant dans un état avancé et les progrès depuis son introduction,
en 1999, sont nombreux. En utilisation depuis plusieurs années, son usage et sa
définition sont bien connus des développeurs et chercheurs, ce qui en fait un
médium idéal pour le développement rapide de mécanismes de communication de
messages et d’objets entre deux points sur l’Internet.
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5.1.1.3 Le protocole de communication
Évidemment SOAP en lui-même ne fournit pas de mécanisme de communication
de bas niveau. La communication à proprement parler doit donc être établie par
un protocole sous-jacent sur l’Internet. Ce protocole de communication sous
jacent indépendant est utilisé pour permettre le flot de messages SOAP d’une
extrémité du lien à l’autre. Les tâches attribuées à ce protocole sont d’établir des
points terminaux de communication physique. Une fois ces points terminaux
établis, une route de communication sera établie et c’est par cette route que les
messages SOAP circuleront. La tolérance aux fautes de la communication ainsi
que la direction des paquets sont aussi souvent attribuées au protocole de
communication.
La ressemblance avec le système postal est frappante. Chaque point terminal est
semblable à une boîte postale et le protocole de communication est semblable au
travailleur de la poste. Les messages SOAP sont quant à eux les colis à être
échangés entre les boîtes postales.
Dans le cas d’une communication s’effectuant sur un lien public tel que l’Internet,
le protocole de communication doit aussi fournir des fonctionnalités
supplémentaires telles qu’une sécurité accrue, un moyen d’encrypter les messages
et un moyen d’authentification.
Il existe plusieurs protocoles fournissant les fonctions désirées pour ce travail,
mais le plus souvent utilisé est HTTP (Hypertext Transfer Protocol). D’autres
protocoles peuvent aussi être utilisés avec un degré de fiabilité et de rapidité
variable tels que SMTP (Simple Mail Transfer Protocol), FTP (File Transfer




Pour standardiser la façon de décrire les services offerts par un service Web et
faciliter ainsi l’automatisation de leur utilisation, un langage structurel a été mis en
place. Ce langage nommé WSDL (Web Service Definition Language) fournit la
structure et les données minimales requises à une description universelle des
requêtes auxquelles peut répondre un service Web [Christensen200 1].
WSDL est un langage basé sur XML conçu pour la description de service sur le
Web. Chaque service est en lui-même un ensemble de points d’accès. Chaque
point d’accès opère soit comme un point de service orienté fonction ou un point de
service orienté document. Un point de service orienté fonction effectue un travail
selon la fonction pour laquelle il a été programmé; comme par exemple effectuer
des traitements sur des informations simples ou locales. Un point de service
orienté document, quant à lui, va soit échanger des informations sur la base des
documents reçus ou effectuera d’autres opérations basées sur le document défini
par la transaction.
L’information du fichier WSDL est une définition de la structure des messages et
opérations qui seront transmises sur le protocole d’échange de messages tel que
SOAP. Cette information a été conçue de façon à être extensible et à permettre
l’échange de messages sur mesure. L’information est aussi très peu restrictive
quant au protocole d’échange de messages et au protocole de communication
utilisés pour effectuer les transactions.
Le fichier WSDL fournit aussi la description des points de services terminaux pour
le service Web. En théorie seule cette information est requise pour la création d’un
client capable d’exploiter ce service Web.
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5.1.1.5 JWSDP
La création d’un service Web n’est pas une activité qui est encore commune.
Cependant plusieurs outils sont à la disposition de tous pour favoriser le
déploiement de cette technologie. Un des outils les plus complet à ce jour est celui
de Sun Microsystems; JWSDP (Java Web Service Developer Pack) [Sun-JWSDP].
Comme son nom Findique, cet outil permet la création de services Web dans le
langage de programmation Java. Ce langage est bien adapté puisque les appels de
méthodes distantes (RPC, Remote Procedure Cali) sont gérés de façon native. De
plus, ce langage est très bien adapté à l’Internet et ses différentes particularités.
Finalement il est aussi porté sur un très grand nombre de plates-fonnes, ce qui en
fait un langage idéal pour les multitudes de serveurs appelés à fournir un
environnement pour les services Web.
5.1.2 Les clîents de services Web
À l’heure actuelle, il existe trois grandes méthodologies de conception des clients
pour Féchange de données avec les services Web. Ces méthodologies étant
relativement différentes l’une de l’autre, elles influent grandement sur la flexibilité
et le développement du client.
La méthode la plus ancienne et aussi la moins flexible est celle par souche
statique. Le client est statique et doit être codé avec les informations complètes du
service Web. Toutes les procédures permises par le service Web ainsi que les
données à transférer doivent être connues et définies avant la compilation du
client. Pour créer les souches statiques, le document de description du service
Web, WSDL, est requis ainsi qu’un compilateur qui générera les souches. Cette
méthode est la plus simple et la plus rapide pour créer un client. Cependant, à la
moindre modification du service Web, il faut recompiler tous les clients utilisant
les souches statiques. Même un changement aussi simple que le changement
d’adresse du serveur nécessite la recompilation de tous les clients.
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La seconde méthodologie de création des clients est légèrement plus flexible
puisqu’elle utilise un ensemble de mandataires dynamiques qui, au moment de
l’exécution, vont se charger de créer les souches et donc de cacher aux clients les
détails exacts concernant le service Web. Ce service mandataire étant créé au
moment de l’exécution, le client le perçoit comme une instance fixe du service
Web qui ne change pas et reçoit les données par l’entremise de ce mandataire. Il
n’est donc pas nécessaire de recompiler le client lors de modifications mineures au
niveau du service Web mais de simplement modifier les paramètres du service
mandataire.
La troisième méthodologie de création des clients est la plus flexible, mais aussi la
plus complexe à implémenter correctement. Cette méthodologie est nommé DII
(Dynamic Invocation Interface) et permet de créer le client avec une connaissance
minimale du service Web. Tous les paramètres de la communication avec les
services Web sont définis au moment de l’exécution. Les objets nécessaires à la
communication sont aussi générés à l’exécution. Pour concevoir un client
fonctionnel, il faut disposer de l’adresse du fichier WSDL. Les informations
requises à la génération des objets de communication seront extraites de ce fichier.
Les informations concernant les méthodes invocables sur ce service Web seront
aussi récupérées du document WSDL. Une fois ces étapes terminées, il faut
invoquer les méthodes de la même façon que pour les autres méthodologies, c’est
à-dire par un message SOAP.
5.1.3 Ontologie
Pour permettre la simplification des échanges entre les diverses entités d’une
même conversation, il est désirable de définir un ensemble d’objets susceptibles
d’être échangés et interprétés sérnantiquernent durant les conversations. Cette
syntaxe et sémantique (reconnues et comprises par les parties) constituent un
vocabulaire qu’on nomme ontologie. Une ontologie est généralement définie en
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XML. Tous les objets au sein de cette ontologie sont définis dans le même
document XML par des étiquettes définissant chaque type primaire inclus dans
l’objet ainsi que sa structure interne. Il est à noter que l’ontologie comme telle
n’indique pas le langage de définition de l’objet ni les méthodes d’exploitation de
l’objet. Cela permet de conserver l’ontologie polyvalente et compatible avec une
variété de plates-formes et environnements.
5.1.4 UDDI
Pour permettre à un client potentiel de retrouver les services Web offrant les
services ou données auquel le client est intéressé, un service de publication doit
être implémenté. Le service de publication communément utilisé est UDDI
(Universal Description, Discovery, and Integration) [OASTS-UDDI]. Ce répertoire
offre des outils d’enregistrement et de recherche pour les services Web et les
clients potentiels. Dû à la complexité technique et au faible volume d’utilisation
des données d’enregistrement, pour l’implémentation actuelle du modèle
transactionnel, un service d’enregistrement simplifié a été conçu.
5.2 Implémentation
Maintenant que les technologies sous-jacentes à l’implémentation du protocole
transactionnel sont toutes clairement identifiées, examinons les détails de cette
implémentation. Commençons par l’ontologie.
5.2.1 Définîtion de l’ontologie
La représentation courante de l’ontologie est celle d’un schéma XML. Ce format
permet de représenter chaque objet avec le nom des attributs et leur type de façon
à ce que le lecteur puisse les comprendre.
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<element name=” ID” type=”long” />
<element name=”date” type=”dateTime”/>










Cette ontologie définit les éléments qui ont été nécessaires pour rendre
l’implémentation fonctionnelle. Une ontologie étant fortement liée à son domaine,
il sera nécessaire de la redéfinir si le cadre des transactions change ou si les
données à échanger ne correspondent pas avec celles définies ici. Chacun des
éléments définis ici, est un élément qui est échangé à un moment particulier de
l’échange transactionnel dans le protocole.
L’objet TransactionlD permet au service Web de conserver une référence avec les
différents clients qui effectuent des transactions avec ce service. Il est ainsi aussi
plus simple de maintenir un état pour chaque transaction puisqu’elle devient
unique et facile à identifier. Les états valides d’une transaction sont les suivants;
initialisée, en opération, validée et annulée. Un état peut aussi servir à maintenir
des données supplémentaires concernant la transaction au niveau du service Web.
Les objets ValidityDelay et Cost ont été établis pour permettre une certaine
cohérence dans les transactions. ValidityDelay représente le délai pour lequel
l’action contractée auprès du service Web sera considérée comme valide. Après
l’expiration de ce délai, l’action par défaut sera exécutée. Il s’agit donc de
l’élément de temporisation. Si la transaction est encore dans la phase
d’initialisation et qu’aucune ressource n’a encore été verrouillée, elle est
automatiquement abandonnée ou annulée. Les chances que les coûts d’annulation
soient importants avant que les ressources n’aient été modifiées sont faibles
comparativement à une validation suivie d’une compensation. Si, par contre, la
transaction a déjà procédé à la modification de ressources, l’action par défaut est la
validation.
L’objet Cost quant à lui représente un coût pour effectuer la transaction. Ce coût,
dans l’implantation courante, représente un coût monétaire, mais pourrait tout
aussi bien représenter le nombre de cycles de processeur pour effectuer le travail
ou encore le nombre d’unités d’échange requises. L’utilité de ce coût se situe
surtout au niveau de la logique de décision. Ainsi, il est possible pour le client de
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favoriser une solution à une autre pour des raisons de coût. Il est aussi possible
que le coordonnateur soit en mesure de changer de solution en cours de route pour
une solution moins coûteuse.
L’objet Cost à l’origine devait servir pour l’expression des coûts de validation et
des coûts d’annulation. Et l’objet ValidityDelay devait servir pour l’expression
des délais de validité des opérations précédant la validation ou l’annulation.
Cependant, la récupération de tous ces objets après chaque opération s’est révélée
très lente et peu efficace. Pour améliorer cela et permettre une mise à jour plus
rapide de l’affichage des données à l’écran, un objet combinant tous ces objets a
été créé. Cet objet est nommé DualCost. Il devient ainsi simple d’obtenir une
mise à jour sur l’état de la transaction auprès du service Web et d’avoir les
informations à l’aide d’une seule requête d’information. Les informations
contenues dans cet objet sont donc les coûts de validation, les coûts d’annulation et
le délai de validité des informations. Dans le cadre du modèle, ces optimisations
ne sont pas nécessaires et plusieurs requêtes seront effectuées pour obtenir l’état de
la transaction.
L’ objet WebServiceDescription contient les informations nécessaires pour
permettre la communication d’un client avec ce service Web. Ces informations
sont l’adresse du point de connexion ainsi que le nom de contact du service. Pour
permettre au service de registre de communiquer des informations au client et de
permettre la recherche au travers de ces informations, une description a aussi été
ajoutée. L’information de version sert à maintenir les informations concernant les
services Web et permettre, advenant un changement de version au niveau du
service Web, aux clients de détecter le changement et de potentiellement modifier
son comportement selon la version.
Le dernier objet, Offer, est l’un des plus fréquemment utilisé. L’utilisation de cet
objet permet de définir un objet ou un service offert par le service Web. Il devient
donc la référence d’échange entre le client et le service Web. Le scénario
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contextuel de l’implémentation étant la vente et l’achat de biens et services ayant
une relation entre eux et nécessitant une coordination, la structure de l’objet Offer
a été élaborée pour la description du bien ou du service en question. Les
informations telles que l’ID, la description, les options et le prix décrivent l’objet
et ses attributs. L’attribut date maintient la date d’entrée en vigueur de l’offre.
L’attribut expiration maintient la date OEexpiration de l’offre. Cette expiration est
celle où l’offre deviendra invalide ou encore le moment où l’annulationlvalidation
d’une transaction concernant cette offre devient impossible. finalement le dernier
attribut est celui de la validité. Cet attribut est utilisé dans le cadre du service Web
pour différencier une offre ayant été validée ou encore ayant expirée. Elle devient
donc invalide dans le sens qu’elle ne peut plus être offerte à un autre client.
5.2.2 Architecture et composantes logicielles
L’architecture de l’implémentation se divise en deux grandes sections.
La première section est la portion serveur. Cette portion est composée uniquement
des services Web. L’architecture des services Web a été pensée en fonction de la
simplicité d’implémentation. Il est ainsi simple pour quelqu’un d’utiliser les
modules de cette implémentation, de les modifier légèrement et d’obtenir une
implémentation fonctionnelle en peu de temps. Cette implémentation fonctionnera
selon le modèle transactionnel exposé dans ce document.
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La portion serveur se charge donc d’offrir au client des biens et services que le
client peut utiliser ou acquérir. Pour permettre l’expérimentation du modèle
transactionnel au niveau de la coordination des services Web, plusieurs services
Web indépendants ont été implémentés et mis à la disposition des clients via le
service de registre simplifié. Les services offrent tous plusieurs offres simultanées
dans un domaine particulier. Par exemple, le service offrant des véhicules de
promenade offre une berline de luxe, une fourgonnette et une voiture sport. Les
prix des objets offerts varient ainsi que les options offertes. Par contre, le
fonctionnement du service reste constant peu importe l’offre choisie.
La seconde section est la portion client. Le client implémenté est un client
complet indépendant. Il ne requiert qu’une machine virtuelle Java et les packages
Java pour être exécuté. Le client contient le nécessaire pour générer
l’arborescence de coordination des transactions. Le client sera en charge de
rechercher le registre et d’établir la liste des offres répondant à ses besoins.
Ensuite, la logique d’affaires devra être établie et transmise à l’arborescence de
coordonnateurs. Une fois la logique d’affaires ainsi que la liste des offres choisies
transmises aux coordonnateurs, ces derniers se chargeront de la transaction en
appliquant le modèle transactionnel défini.
Figure 8 Architecture client-serveur.
78
5.2.3 Le côté serveur; les services Web
La structure d’un service Web est généralement composée de trois parties; l’unité
de communication, l’unité de logique d’affaires et l’unité de données. L’unité de
communication se charge de recevoir les requêtes et fourni les moyen d’accès au
service Web. Cette unité est donc la porte d’entrée du service Web et le lien entre
les clients et la logique d’affaires du service Web. L’unité de logique d’affaires
prend les décisions concernant le comportement du service Web, elle contrôle
aussi l’accès aux données. L’unité de données sert de lien entre l’unité de logique
d’affaires et le serveur de base de données, lorsqu’il y en a un, ou la structure de
données le cas échéant. Ces trois parties travaillent en harmonie pour offrir le
service tout en maintenant le travail de chacune des parties bien divisé. Ceci
permet donc de mieux saisir le déroulement d’une activité au sein du service lui
même. Optionnellement, un service Web peut aussi être le client d’un autre
service Web. Pour se faire une unité client doit être intégrée au service Web.
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Pour respecter cette division logique, trois unités ont donc été conçues dans
l’implémentation courante. L’implémentation peut varier d’une entreprise à
l’autre, l’implémentation présentée ici est celle qui a été implémentée pour valider
le modèle transactionnel présenté. Certaines fonctions doivent cependant être
assurées par tout service Web désirant transiger avec un client utilisant le modèle
décrit sans quoi, l’application du modèle transactionnel deviendra moins fiable ou
même impossible. Ces fonctions sont les suivantes; assurer la durabilité des
transactions validées, être capable de fournir un vote, répondre à une annulation ou
une validation. La façon dont ces mécanismes sont implantés à l’interne importe
Figure 9: Structure d’un service Web.
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peu. La présentation suivante est une implémentation possible réalisée pour
respecter la division et les concepts présentés précédemment.
5.2.3.1 L’unité de communication
La première unité est l’unité de communication. Cette unité est la porte d’entrée et
de sortie pour les échanges de données. Elle effectue tout le travail de
communication avec les clients. Pour maintenir un certain contrôle sur l’accès aux
données elle se charge de l’attribution du numéro de transaction ainsi que du
maintien d’une liste de clients.
Pour rendre cette unité un peu plus utile, des tâches telles que le maintien de
statistiques concernant l’utilisation ainsi que le maintien d’un log des
communications lui ont été ajoutées. Ces statistiques peuvent aussi être
distribuées à l’unité de logique d’affaires si cela est pertinent.
5.2.3.2 L’unité de logique d’affaires
Cette seconde unité est en charge de valider les échanges de données en fonction
de la logique d’affaires associée avec le service Web. Une logique simple lui
permettant de participer au vote a été associée au prototype. Cette unité est en
charge de valider ou d’annuler les transactions. La gestion des exceptions se fait
dans cette unité. Dans l’implémentation, le service Web votera pour la validation
si aucun autre client n’a procédé à la validation d’une transaction pour l’offre et
pour l’annulation le cas échéant.
Il est évident que cette section serait largement plus volumineuse dans le cas d’une
implémentation d’entreprise. Par exemple cette unité pourrait être en charge des
décisions à propos de quel type d’offre sont disponibles selon le type de client.
Idéalement, la logique d’affaires pourrait être décrite dans un système de règles tel
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que JRules et un moteur d’inférence pourrait être utilisé pour s’assurer que le
déroulement des activités au sein de cette unité répond à ces règles.
5.2.3.3 L’unité de coordination des données
Cette troisième unité est en fait le lien contrôlé entre l’unité de logique «affaires
et le système de gestion de base de données de l’entreprise avec lequel le service
Web interagit. En considérant la variété de type de base de données, il est
approprié que ce module soit détaché du module de logique d’affaires. Dans le cas
de l’implémentation courante, le système de gestion de base de données a été
simulé par une structure de données conservée directement à l’intérieur de l’unité
de coordination des données. Le système de gestion des données est donc
simplifié comparativement à celui utilisé en entreprise.
5.2.3.4 Architecture générale des services Web
Pour permettre une création plus rapide et plus aisée des services Web ayant les
fonctionnalités requises par le modèle transactionnel proposé, deux classes
définissant le noyau minimal d’un service Web ont été créées. Seul le
comportement propre de l’unité de logique d’affaires et les données ont besoin
d’être rajoutées pour terminer la création d’un nouveau service Web. Ainsi
l’interface «accès au modèle transactionnel est toujours respectée. Pour procéder
à la création d’un nouveau service Web, il suffit de créer une nouvelle classe
dérivant de la classe WebServicelmplementation se trouvant dans le package
WebService et d’implémenter les méthodes abstraites. Une fois compilé et
déployé, le nouveau service Web devrait pouvoir participer au vote, à la validation
ou à l’annulation des transactions tout en fournissant une durabilité des effets des
transactions.
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5.2.4 Le côté client
Dans le cadre d’un modèle transactionnel de coordination de service Web, la tâche
d’un client est plus complexe que celle du service Web. Le client doit tout d’abord
répertorier les services Web offrant des offres devant participer à la transaction.
Les règles de la logique d’affaires doivent ensuite être définies par l’application ou
l’usager. Pour permettre la définition de ces règles de logique d’affaires, nous
avons élaboré un langage. Ce langage nommé BTCL (Business Transaction
Coordination Language) permet la définition de règles pour la coordination des
participants. Une fois la liste des participants et des règles de la logique d’affaires
définies, elles doivent être transmises à l’arborescence de coordonnateurs qui se
chargera de la transaction selon le modèle exposé dans ce document.
Le client a été séparé en unités de petite taille. La séparation est de type
fonctionnelle et regroupe dans une même unité un ensemble de tâches semblables.
Chacune des tâches est relativement simple tout en maintenant une cohérence
d’opération.
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Une interface graphique a été ajoutée au client pour en faciliter l’utilisation.
Cependant, il est possible de créer un client sans interface graphique qui serait tout
aussi fonctionnel.
Examinons maintenant les modules de logique du client, tels qu’ils ont été
implémentés.
5.2.4.1 L’unité d’interrogation du registre
Le premier module à entrer en action dans le cours d’une transaction est le module
d’interrogation du registre. Ce module est en charge de récupérer auprès du
registre les informations concernant les services Web. L’interrogation du registre
figure 10 : Structure interne d’un client.
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se fait à l’aide d’une requête avec mots clés. Le registre recherche donc les mots
clés dans le nom ou la description des services Web enregistrés et retourne leurs
informations sous la forme d’objets WebServiceDescription, exposé
précédemment dans l’ontologie.
Une fois la liste récupérée, ce module, couplé à une interface graphique, affiche la
liste à l’usager, lui permettant de procéder à une sélection des offres à inclure dans
la transaction globale. La liste des offres sélectionnées est conservée dans une
liste d’objets nommés WebServiceOffer. Une capture d’écran de cette étape est
disponible ci-dessous. Cette capture d’écran montre la liste des offres et services
Web disponible dans la portion supérieure. La portion inférieure est quant à elle la
liste des offres sélectionnées par l’usager comme étant celles qui devraient
participer à la transaction.
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Figure 11 : Capture d’écran de l’interface graphique permettant l’interrogation du registre
et la sélection des offres qui seront part de la transaction.
Un objet WebServiceOffer est la conjonction d’un objet Offer et d’un objet
WebServiceDescription. Il contient donc la description de l’offre et les
































ce dernier. Les informations concernant l’offre faite par le service sont incluses
pour s’assurer que le client et le service Web discutent bien de la même offre
lorsqu’ils procéderont à la transaction.
5.2.4.2 L’unité BTCL
Nous avons conçu le langage BTCL (Business Transaction Coordination
Language) pour permettre l’expression de la logique d’affaires d’une transaction.
Ce langage est utilisé pour composer une série de règles qui seront utilisées pour
transmettre l’information au coordonnateur lors de la création de l’arbre
transactionnel. Dans l’implémentation actuelle, ces règles sont exprimées en texte
lisible par l’usager mais dans une implémentation commerciale, un système
pourrait permettre de générer des règles dans un système tel que JRules ou
Ru1eML. Il deviendrait ainsi possible d’utiliser un moteur d’inférence lors de
l’application de ces règles.
L’arbre transactionnel est composé par un ensemble de sous-transactions
combinées pour former la transaction. La division de la transaction se fait par
paire de participants. Avec la composition des paires il est possible de définir le
comportement de la transaction. Ces paires sont exprimées par des règles BTCL.
Une règle BTCL est composée d’un identificateur, de deux opérandes, d’un
opérateur et facultativement d’options. L’identificateur est un nom unique
permettant de référer à la règle comme opérande. Les opérandes sont soit un
participant à la transaction ou un identificateur d’une autre règle BTCL. Ceci
permet de combiner les règles de façon à obtenir un arbre binaire. L’opérateur
permet la définition du comportement pour la sous-transaction régie par cette
règle.
Pour le moment, les seuls opérateurs définis sont la conjonction et la disjonction.
La conjonction « AND» implique que les deux opérandes seront invoqués et que
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les deux auront le même résultat transactionnel. La disjonction « OR » implique
qu’un seul des deux opérandes sera validé et que l’autre sera annulé.
Les options facultatives ont été conçues pour permettre plus de flexibilité dans la
définition du comportement acceptable dans la transaction. Par exemple, dans le
cas où une exception se produit dans un service Web participant sans que la
transaction ne soit annulée, il n’est pas toujours désirable d’annuler la sous-
transaction de ce participant. Si cette sous-transaction est une opération de
conjonction et que la phase de vote est encore à venir, le vote du coordonnateur
pourra être modifié, sinon, la sous-transaction pourra procéder avec le reste de ses
participants. Ainsi, il est possible daffiner le comportement de chaque sous-
transaction en cas d’exceptions.
Il est possible de définir les règles BTCL de deux façons; du haut vers le bas et du
bas vers le haut. La définition du haut vers le bas implique que les opérations sont
définies de façon globale dans la transaction en partant de la racine de l’arbre et en
descendant jusqu’aux feuilles, c’est-à-dire, de la transaction vers la définition des
sous-transactions. La définition du bas vers le haut implique que les opérations
sont d’abord définies dans les sous-transactions et par la suite entre les sous
transactions pour former la transaction globale.
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Figure 12 : Exemple d’entrée de règles BTCL via le module d’entrée du bas vers le haut.
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Figure 13: Exemple d’entrée de règles BTCL via l’entrée manuelle du haut vers le bas.
Le module servant à l’entrée des règles BTCL interagit avec l’usager de l’interface
graphique pour permettre la définition du comportement désiré des différentes
sous-transactions.
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Une fois les règles BTCL définies, un arbre de coordination est défini. Cet arbre
contient tous les éléments nécessaires pour exécuter la transaction et permet
d’obtenir un résultat cohérent de chaque noeud de l’arbre.
5.2.4.3 L’unité du protocole de transaction
L’unité du protocole de transaction contient l’arborescence de coordination de la
transaction. Cette arborescence est composée des coordonnateurs qui effectueront
la coordination de la transaction. Chaque noeud de l’arbre est un coordonnateur en
charge d’une sous-transaction. Cette sous-transaction peut soit agir directement
sur les participants ou être composée de sous-transactions. Le comportement de
chaque coordonnateur est exprimé par une règle BTCL comme présenté
précédemment.
U arborescence de transaction est pour le moment binaire, ce qui signifie que
chaque noeud dispose d’au plus de deux enfants. Cette décision a été prise au
niveau de l’implémentation pour simplifier la définition des règles de coordination
et la génération de l’arbre.
5.2.4.4 La structure de l’arbre de transaction
La racine et les noeuds intermédiaires agissent d’une façon très similaire. Dans le
processus décisionnel, il incombe à la racine de lancer les ordres au cours de la
transaction. Ces décisions sont transmises aux enfants de la racine qui vont se
charger d’exécuter la décision et prenant eux-mêmes la décision à savoir quelles
actions transmettre à leurs enfants respectifs. La racine est aussi le seul noeud avec
lequel les éléments extérieurs tel que Finterface graphique du client peuvent
interagir.
Les éléments feuilles sont une instance de l’unité de communication qui se charge
de relayer les décisions des unités de coordination vers le service Web et de relayer
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les exceptions de ce dernier au coordonnateur. En d’autres mots, elles sont les
liens transportant les informations du client au service Web et du service Web au
client. Ces informations sont à la fois des données et des rapports d’erreurs
lorsque celles-ci surviennent au niveau tant du service lui-même que de la
communication entre les deux instances.
L’arbre transactionnel est entièrement généré par l’unité de traitement des règles
BTCL. Cette unité de traitement génère d’abord les éléments feuilles qui sont des
unités de transaction. Une fois les feuilles générées, il est plus facile de les
associer avec leurs parents qui sont des coordinateurs.
5.2.5 Protocole décisionnel
Une fois l’arbre transactionnel établi, le protocole décisionnel est le prochain
module à entrer en action. Pour permettre à l’usager de visualiser ce qui se passe
dans la transaction à tout moment, l’interface graphique affiche l’arbre sous forme
de cellules carrées détenant les informations pertinentes pour chaque noeud.
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Figure 14: Module du protocole décisionnel. Présentation de l’arbre et des actions possibles
au moment de la création.
De plus, pour laisser un maximum de latitude à l’usager de l’application
implémentée, la possibilité de choisir le moment d’exécution de la prochaine
action lui est laissée. Évidemment, l’ordre logique des actions doit être préservé
pour obtenir un résultat valide et pertinent à la transaction en cours. Cependant, il
est possible d’effectuer les opérations dans un ordre incohérent et constater la
capacité des modules à réagir devant l’incohérence.
Pour obtenir la confirmation de disponibilité et de volonté de participation des
différents services Web, la première opération à exécuter est nommée «Enrol >.
Celle-ci s’assure que les services Web sont prêts à participer dans la transaction et
que l’offre sélectionnée est toujours valide. Cette étape est la phase
d’enregistrement des participants. Le service Web retourne l’identificateur de
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Figure 15 : Module du protocole décisionnel. Présentatîon de l’arbre après l’opération de
« Forward Operation ».
La première étape décisionnelle est celle de la requête de vote. Cette opération,
nommée « forward Operation », est celle où les services Web procèdent à la
manipulation des données. Une fois la manipulation terminée, le résultat, soit
positif ou négatif. est propagé dans l’arbre et les données de validation sont
rendues disponibles au fur et à mesure de leur propagation. Le délai accepté est
retourné au client par le service Web. La portion effectuant le travail sur les
ressources transmet à l’application le délai acceptable maximal avant la validation
ou l’annulation.
Les opérations possibles suivantes sont soit l’annulation complète par l’usager ou
la validation. L’opération de validation est finale si elle saccomplit complètement
sans fautes. Si des exceptions surviennent, des actions compensatoires seront
entreprises selon les options définies dans les règles BTCL. L’annulation
complète entraîne quant à elle le coût d’annulation auprès des services Web ayant
déjà effectué un certain travail. Elle est cependant finale en ce que la transaction
est considérée comme terminée et aucune action compensatoire ne sera prise, sauf
dans le cas où certaines actions définitives ont déjà été entreprises par certains
92
services Web et qu’elles doivent être annulées. (Par exemple, dans un contexte à
validation présumée avec dépassement de délai.)
Que ce soit pour une annulation ou pour validation partielle, les opérations
compensatoires seront exécutées selon les options définies dans les règles BYCL.
Maintenant que les principes de fonctionnement ont été examinés, voyons son
fonctionnement à l’aide d’un exemple.
5.3 Exemple de fonctionnement
Nous avons choisi d’illustrer le comportement de notre implémentation à partir du
scénario typique de réservation d’un «forfait vacances » effectué par une agence
de voyage. Ce scénario est approprié dans le cadre d’un système de coordination
de services Web puisqu’il implique plusieurs fournisseurs de services
indépendants. Pour les fins de l’exemple, les services Web créés sont les suivants
• Un service de réservation de vols d’avion.
• Un service de location de voiture de courtoisie.
• Deux services de réservation de chambre d’hôtel.
• Un service de réservation de billets de cinéma.
Ces services sont tous indépendants et respectent tous le standard exposé
précédemment. Il devient donc ainsi possible de procéder à des tests typiques
d’utilisation de notre modèle sur ce scénario.
Le but fixé de notre exemple est de réserver un vol d’avion, une chambre d’hôtel,
une voiture et finalement un billet de cinéma à l’aide de l’application. Des
contraintes supplémentaires peuvent être ajoutées, mais pour la simplicité de
l’exemple, elles seront mises de côté. Ce genre de réservation est généralement
atomique. Ainsi, advenant l’impossibilité de réserver un des éléments du forfait,
l’annulation de tous les autres éléments devra être entreprise.
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Procédons au lancement de l’application. La fenêtre de la figure 16 apparaît donc.
(Note cette fenêtre est celle de la figure 11)
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Figure 16 Exemple de fonctionnement; écran de sélection initial.
L’usager doit maintenant sélectionner les offres qui l’intéresse concernant chacun
des types d’éléments dont il a besoin pour réussir la réservation de son voyage.
Supposons, pour les besoins de l’exemple, que deux vols d’avion satisfont les
besoins du client. Ces deux vols sélectionnés sont donc ajoutés à la liste des offres
impliquées dans la transaction. On suppose que l’usager sélectionne également
une offre pour une voiture, une chambre d’hôtel et un billet de cinéma. Les offres
ainsi sélectionnées sont affichées dans la partie inférieure de la fenêtre de sélection
(tel qu’illustré par la figure 17).
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Figure 17 : Exemple de fonctionnement; écran de sélection après sélection.
Lors de la prochaine étape, l’usager devra spécifier les règles BTCL définissant la
transaction d’affaires à effectuer. C’est à partir de ces règles qu’on construira la
structure arborescente de la transaction.. Les figures 1$ à 23 illustrent le processus
de définition des règles BTCL via une séquence d’interfaces graphiques. Dans le
cas présent, ces règles stipulent que la transaction de réservation devra valider
exactement un des deux vols proposés et la conjonction de toutes les autres offres



































16995$ Febroary 162035 164421
25995$ Fe6roaryi5?005 164427
259 995 February 182005 184427
259 99$ Fetruary 182005 184427
129595 Febraary 18 2005 18434E
6990$ Febroaly 182005 164341
950$ Februaryl820J5 184314
lOgOS Febraary 182005 164344
9505 Februate 182035 184520
950$ Fetroarv 152005 184620
9505 Februaro 182005 184440
9506 Februaryl8200S 184511
rW,r Serte
1ueen size bed wth ostO, le w,rxloW
Qseen onze bed Wrth ourorde o roirrw
3ueen suce 55e wittr ostorle rrrdoW
Twrn beds munubar
Sofa 5e-i
15e Lord ol 0e R ego Oie Retors 0f Tire l0rg
15e Lord 0f tee Rngs Tire Retors al Tire 4rng
Ire Ljr4 of8e Rings 1irt Relurs 0f Tire K-rg
Tire Lord 0f tire Rings TOc Roture 0f Tee long
Tire Lord vi tire Rings Tire Retors 0f Tire Ring
lire LOrd 0115e Rings Ton Retard vi le Kig
Seledesi ferres ta erdrd 81e fransacc
Opirons
7 seats non-san VO errgine
Dorval Fort Lauderiale




Y.u selected 5 j5ers Flease input 5e trarsad ut utrjcrire r BTCL
0CC narne Web serece narne
WSOO CarkentaSerece
rASai FhiReerar-nSvrvrce
Selecoeti oqfers ta partrapate In bansactrOEt
Prodvct Optcrns
0009e Caravan 7 seats mni-var VO espine
Ar Canada Domai FoO Laurterdale
Pnce Exprratrnn
79955 Fehruary18200 172955
279 958 Febraarv 18 2055 172856
Ada rite ESt raie Rensove raie
Run tansadron
Figure 18 : Exemple de fonctionnement; écran d’entrée des règles BTCL.
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Figure 19 : Exemple de fonctionnement; écran de saisie de la première règle.
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Figure 21 : Exemple de fonctionnement; écran de saisie de la troisième règle.
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Figure 22: Exemple de fonctionnement; écran de saisie de la quatrième règle.
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Figure 25 : Exemple de fonctionnement; écran après l’action « Enrol ».
Et poursuivons avec la réservation des ressources avec l’action « Forward
Operation )).
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Figure 26: Exemple de fonctionnement; écran après l’action « Forward Operation ».
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Pour illustrer l’un des comportements particuliers de la transaction, laissons la
contrainte temporelle d’un des vols d’avion du service de réservation de vol
d’avion expirer. Une exception sera générée et traitée par le coordonnateur local
de cette sous-transaction. Comme nous sommes dans une sous-transaction de
disjonction, le coordonnateur local devra faire appel à l’autre élément de cette
sous-transaction afin que la transaction globale soit validée.
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Figure 27: Exemple de fonctionnement; écran de constat d’expiration de délai chez le
participant WSOI. L’exception d’annulation a été traitée par le coordonnateur RULEO.
Examinons maintenant un cas où la compensation est utilisée. Dans ce cas, c’est
le délai d’attente de validation du service de réservation d’automobile qui expire
générant une exception qui sera traitée par le coordonnateur racine, qui procédera
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figure 28: Exemple de fonctionnement; écran de constat de validité de la transaction à 59
secondes avant l’expiration du délai pour Je participant WSOO.
L’opération de compensation est notée par Findicateur «Abort override» dans
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Figure 29: Exemple de fonctionnement; écran de constat de l’action de compensation.
L’exception levée par le participant WSOO a été propagée du coordonnateur RULEI au
coordonnateur RULE3 qui a lancé une opération d’annulation.
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Dans le cas où tout se passe bien, la transaction se termine en ayant fait la
réservation de tous les éléments sélectionnés, selon les règles d’affaires définies.
5.4 Discussion
L’implémentation est donc un outil important pour la promotion de notre modèle.
Cet outil permet de simplifier la tâche des développeurs de transactions d’affaires
en leur offrant des interfaces simples pour spécifier les règles d’affaires qui
définissent le comportement particulier de leurs transactions (buts, délais,
exception, compensation, etc.). En lui fournissant une structure de base autant du
côté client que du côté des services Web, il est possible d’obtenir plus rapidement
un prototype fonctionnel que dans le cas de l’utilisation des protocoles proposés
jusqu’ici dans la littérature qui laissent une grande partie du travail entièrement à
la charge du développeur..
Cette structure a été conçue pour être extensible et facile d’adaptation aux besoins
des développeurs. L’exemple de l’agence de voyage présenté dans la section
précédente a permis de faire une première évaluation du modèle et de valider
rapidement si le modèle conviendra à l’implémentation désirée par les
développeurs.
L’implémentation fournit aux développeurs des outils de traitement des
exceptions, de compensation tout en maintenant la conformité à notre modèle.
Chapitre 6. Conclusion et travaux futurs
6.1 Conclusion
La recherche en commerce électronique n’est certainement pas terminée, ce
domaine étant en pleine expansion et les structures informatiques étant en
constante évolution, le potentiel de développement de nouvelles technologies est
très important. L’Internet fournit des challenges autrefois insoupçonnés qui
rendent les protocoles transactionnels (fiables et performants dans le cadre de base
de données locales) peu adéquats pour répondre aux besoins générés par le
nouveau contexte du Web..
Les nouveaux protocoles, tels que celui présenté dans ce document, permettent de
résoudre les problèmes nouveaux posés par les contraintes de l’Internet. En
faisant appel à la coordination de plusieurs services Web, il devient possible
d’effectuer des transactions d’affaires déployées sur le Web et pouvant donc être
de longue durée. Les protocoles disponibles offrent de grandes améliorations
quant à leur satisfaction des contraintes particulières de l’Internet. Cependant,
aucun n’offrait de solution complète à la problématique soulevée au chapitre 3.
Cette problématique étant le point de fondement du TTMWS, chacun des sous
problème inclus dans cette problématique a été étudié et une solution élaborée
pour rendre le TTMWS le plus fiable possible. Grâce à l’intégration de
mécanismes tels que la temporisation, l’action par défaut, la compensation et le
traitement spécifique des exceptions, le modèle que nous proposons facilite le
développement de transactions obéissant à des règles d’affaires diverses tout en
assurant la fiabilité et la cohérence du résultat.
Les mécanismes inclus dans TTMWS permettent d’obtenir un protocole fiable,
capable de coordonner des transactions à long déploiement temporel impliquant
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plusieurs services Web. Malgré des événements imprévisibles tel que la perte de
messages et la perte de participants, la cohérence de l’état de la transaction sera
maintenue tout au long de son exécution. En cas d’annulation, les mécanismes de
compensation se chargeront de réparer la situation. De plus, une première
implémentation fonctionnelle a permis d’étudier le comportement du modèle
TTMWS. L’implémentation réalisée se veut flexible et facilement extensible de
façon à pouvoir mettre en oeuvre des transactions d’affaires obéissant à différentes
règles et pouvoir éventuellement ajouter des extensions au modèle lui-même
L’utilisation de règles pour la définition du comportement, le soin apporté à
l’extensibilité et l’établissement de la structure de base, sont tous des éléments
permettant à l’implémentation d’être un support clé facilitant la promotion du
TTMWS.
La standardisation d’un protocole tel que TTMWS permettrait d’accélérer la
conception et le déploiement des mécanismes d’exploitation des services Web.
Une plus grande facilité d’exploitation des services Web favorisera aussi la
multiplication des transactions automatisées, plus efficaces et moins coûteuses.
Travaux futurs
Les travaux futurs possibles dans le cadre du modèle transactionnel exposé dans ce
document sont surtout dans le domaine de la définition plus complète du langage
BTCL. Jusqu’à présent, les opérateurs et comportements définis sont ceux qui
étaient requis pour l’implémentation. Par contre, dans des situations plus
complexes, des opérateurs tels que les opérateurs mathématiques d’addition, de
soustraction, de multiplication et de division pourraient être requis. De plus, une
série d’options supplémentaires pourraient être définies pour permettre une
définition encore plus précise du comportement du coordonnateur lors des
différentes exceptions.
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Les méthodologies de consultation des données sont pour le moment externes au
processus décisionnel dans l’implémentation. Pour le traitement de données à
faible taux de modification, cela ne pose pas de problèmes. Dans les cas où le taux
de modification est très élevé, les informations recueillies pourraient avoir changé
entre le moment de la consultation et l’interaction avec le protocole décisionnel,
causant ainsi une manipulation de données erronées. Une légère modification de
l’implémentation dans ce domaine serait aussi un travail futur à envisager.
L’inclusion d’un système de définition de règles autant dans le client que dans les
services Web permettrait d’utiliser des moteurs d’inférence pour établir le
comportement de ces unités en rapport avec la logique d’affaires. La redéfinition
du langage BTCL dans un système de règles simplifierait la génération des règles
BTCL par inférence de la logique d’affaires incluse dans les différentes unités.
La recherche dans les méthodologies de compensation de transaction fait évoluer
rapidement la façon dont les services Web sont perçus. Les avantages de la
compensation sont de permettre une plus grande liberté quant au comportement et
aux décisions de chaque service Web engagé dans une transaction. Advenant un
problème ou une annulation, la compensation se chargera de rectifier la situation.
Le mécanismes intégrés dans TTMWS, bien qu’encore au stade primitifs
permettent d’entrevoir de grandes possibilités à ce niveau. L’amélioration des
mécanismes utilisés lors de la compensation est aussi un domaine d’intérêt.
Les technologies qui permettront de simplifier l’intégration d’un modèle
transactionnel tel que TTMWS avec les services Web actuels retiennent
évidemment aussi l’attention. Le Web sémantique ainsi que l’avancement des
teclmologies de conversion et d’uniformisation des données permettent de croire
que dans un avenir rapproché, des systèmes de conversion des structures de
données permettront à tous les services Web de communiquer entre eux et aux
clients de communiquer avec ces services Web sans même connaître au préalable
le format de doimées utilisé par ces derniers. L’intégration des mécanismes
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nécessaires pour procéder à ces conversions de façon automatisée est un domaine
où l’implémentation du TTMWS pourrait grandement bénéficier en permettant la
simplification de l’élaboration d’une structure de base fonctionnelle pour ce
protocole.
L’implémentation du TTMWS nous a permis de valider le modèle sur un prototype
fonctionnel et à l’aide de divers exemples, d’explorer les diverses possibilités lors
de l’élaboration du modèle. Ce prototype est réutilisable, extensible et modifiable
rapidement pour obtenir une implémentation spécifique par un développeur
intéressé à utiliser notre modèle. Le prototype fournit donc un noyau autour
duquel gravitent les différents éléments tels que les données et les clients
d’affaires. L’interface graphique du client logiciel étant modulaire, il est possible
de la redéfinir pour obtenir une interface plus adaptée au type de transactions
visées. L’implémentation fournit donc un framework de coordination de services
Web à l’aide du protocole TTMWS.
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