In this project, we aimed to improve the runtime of Minisat, a Conflict-Driven Clause Learning (CDCL) solver that solves the Propositional Boolean Satisfiability (SAT) problem. We first used a logistic regression model to predict the satisfiability of propositional boolean formulae after fixing the values of a certain fraction of the variables in each formula. We then applied the logistic model and added a preprocessing period to Minisat to determine the preferable initial value (either true or false) of each boolean variable using a Monte-Carlo approach. Concretely, for each MonteCarlo trial, we fixed the values of a certain ratio of randomly selected variables, and calculated the confidence that the resulting sub-formula is satisfiable with our logistic regression model. The initial value of each variable was set based on the mean confidence scores of the trials that started from the literals of that variable. We were particularly interested in setting the initial values of the backbone variables correctly, which are variables that have the same value in all solutions of a SAT formula. Our Monte-Carlo method was able to set 78% of the backbones correctly. Excluding the preprocessing time, compared with the default setting of Minisat, the runtime of Minisat for satisfiable formulae decreased by 23%. However, our method did not outperform vanilla Minisat in runtime, as the decrease in the conflicts was outweighed by the long runtime of the preprocessing period.
PROBLEM AND MOTIVATION
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SIGCSE '17 March 08-11, 2017, Seattle, WA, USA true/false values to the variables such that the overall formula evaluates to true. For instance, P ∧ (Q ∨ ¬R), is a Boolean formula with three Boolean variables. This formula evaluates to true when P , Q, and R are all set to true. Most state-of-the-art complete SAT solvers use the ConflictDriven Clause Learning (CDCL) algorithm. Though able to solve large industrial formulae, the CDCL algorithm cannot efficiently solve random formulae of even moderate size (300-500 variables). Our goal is to improve the runtime of Minisat, a CDCL SAT solver, on random Boolean formulae, with machine learning.
BACKGROUND AND RELATED WORK
The SAT problem is one of the most studied NP-complete problems because of its theoretical significance and practical applications [6] . Our work is inspired by the works of Xu, et al. who successfully applied machine learning to SAT problems. In [5] , they used a machine learning algorithm to create an ensemble SAT-solver, SATzilla, which uses several SAT-solvers as subroutines and makes a per-instance decision on which solver to pick for a given input formula. In another work [4] , Xu, et al used machine learning to predict the satisfiability of hard Boolean formulae and obtained 70% accuracy. In our project, instead of using machine learning to optimize the selection of SAT-solvers, we aimed to exploit the learnability of satisfiability to improve the performance of a particular solver, Minisat [1] . Minisat uses the CDCL algorithm, which selects a variable from the formula to "branch on", fixes its value to either true or false, simplifies the formula with this assignment, and then recursively solves the rest of the formula. When a conflict (i.e., a contradiction) is detected at a certain branching level, the algorithm backtracks. Though Minisat uses a heuristic to optimize the selection of the branching variable [1] , it does not make intelligent choices when assigning values to these variables. We aim to use machine learning to set the default branching values of variables before running the CDCL algorithm, in order to decrease the number of conflicts, and thus decrease the runtime of Minisat.
APPROACH AND UNIQUENESS
Our project relied on the hypothesis that if at each branching point, the branching variable is set to the value that is more likely to lead to a solution, then a solution would be found relatively quickly.
We first trained a logistic regression model to predict the satisfiability of random Boolean formulae represented in conjunctive normal form(CNF). A CNF formula is composed of 
There is a well-known polynomialtime procedure for converting arbitrary SAT formulae into 3-CNF form [3] , so this restriction in clause length does not compromise generality. We created the training data for our learning model by first generating random 3-CNF formulae with 300 variables. Since we planned to apply our fitted model to make predictions about the formulae that are generated by the CDCL process, we generated additional instances by randomly fixing n% of the variables in these formulae, for varying values of n. We extracted 10 features from each of these formulae to create individual training examples -these features are listed in Table 1 . The selection of the features was inspired by [4] . The target variable is a binary value that indicated whether the formula in question was satisfiable. Building this regression model constitutes the offline phase of our new solver.
In the online phase of the solver, we added a preprocessing period to Minisat to determine the preferred initial value of each Boolean variable with a Monte-Carlo approach. Concretely, to determine the preferred initial value of a variable v, we first set v to true and conducted a Monte-Carlo simulation starting from the remaining (simplified) formula. In each Monte-Carlo trial, we randomly fixed the values of n% of the variables, and calculated the likelihood that the resulting formula was satisfiable, with our logistic regression model. A mean likelihood score was computed by averaging the scored from the outcomes of many trials. We repeated the same operations with v set to false. We then set v to the value (i.e., true or false) that suggested a higher chance of leading to a satisfiable solution, based on the outcome of the Monte-Carlo simulations. We were particularly interested to gauge the effectiveness of our model in correctly setting the values of so-called "backbone variables" -those variables that have the same value in all solutions of a SAT formula [2] .
We evaluated the performance of the preprocessing period by the ratio of backbones it set correctly, the number of conflicts the subsequent CDCL run yielded, and the actual runtime of Minisat. Since our method was geared towards finding solutions quickly, we focused our attention on satisfiable Boolean formulae. 
RESULTS AND CONTRIBUTIONS
As shown by Table 2 , our regression model achieved an accuracy of 70% in predicting satisfiability when n was 0%, and an accuracy of 78% when n was set to 4%. The best performance of the Monte-Carlo method was obtained when n was set to 4%. On average, it set 78% of the backbones correctly.
Compared with the default setting of Minisat (which always sets the branching variable to false), our method yielded an average decrease in conflicts of 23% and outperformed default Minisat in terms of conflicts in 55% of the test cases. However, it did not outperform vanilla Minisat in runtime, as the decrease in the conflicts was outweighed by the long runtime of the preprocessing period.
