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Vorwort des Herausgebers
Mehrtra¨geru¨bertragungsverfahren zur Datenu¨bertragung erfreuen sich zunehmender Ak-
zeptanz fu¨r praktische Anwendungen. Orthogonal Frequency Division Multiplexing
(OFDM), eine drahtlose Variante der Mehrtra¨geru¨bertragungstechnik wird z.B. fu¨r di-
gitales Fernsehen (DVB-T), in drahtlosen lokalen Netzwerken (IEEE 802.11a) oder fu¨r
WiMax verwendet. Fu¨r drahtgebundene Anwendungen wird die Mehrtra¨geru¨bertragungs-
technik als Discrete Multi Tone (DMT) bezeichnet und z.B. fu¨r DSL (Digital Subscriber
Line) Anwendungen genutzt. Durch die inha¨rent langen Symboldauern in der Mehrtra¨ger-
technik werden die aufwandsarme Unterdru¨ckung von Symbol- und Tra¨gernebensprechen
sowie eine einfache Kanalentzerrung mo¨glich. Daru¨ber hinaus ero¨ffnet die Anwendung
der Mehrtra¨gertechnik eine Adaption an den aktuellen ¨Ubertragungskanal und damit die
effiziente Nutzung der verfu¨gbaren ¨Ubertragungsressource.
Die vorliegende Dissertation behandelt drahtgebundene ¨Ubertragungssysteme, das ¨Uber-
tragungsmedium ist eine Twisted Pair Transmission Line. Deren ¨Ubertragungseigenschaf-
ten a¨ndern sich u¨ber der Zeit nur selten und geringfu¨gig. Dennoch ko¨nnen plo¨tzlich auf-
tretende Sto¨rungen die ¨Ubertragungsqualita¨t massiv beeintra¨chtigen, insbesondere wenn
es bei einer sehr massiven Sto¨rung zum Abbruch der Verbindung kommt und ein ver-
gleichsweise kostspieliger, lange dauernder Neuaufbau notwendig wird. In der vorliegen-
den Arbeit werden Ansa¨tze beschrieben, mit denen ein Verbindungsabbruch mo¨glichst
vermieden wird. Beim Auftreten einer Sto¨rung wird zuna¨chst versucht, die Kommunika-
tion zwischen Sender und Empfa¨nger u¨ber die Protokolldaten aufrecht zu erhalten, an-
schließend den Kanal zu vermessen und die Strecke entsprechend (durch vera¨ndertes Bit
und Power Loading auf die einzelnen Subtra¨ger) zu adaptieren.
Die Dissertation Mehrtra¨gerverfahren mit dynamisch-adaptiver Modulation zur unter-
brechungsfreien Datenu¨bertragung in Sto¨rfa¨llen liefert folgende Beitra¨ge zum Fortschritt
von Wissenschaft und Technik:
• Die Entwicklung von Methoden, die die ¨Ubertragungsqualita¨t der Protokolldaten in
Mehrtra¨gerverfahren bei einer Sto¨rung schrittweise verbessern ko¨nnen
• Die Weiterentwicklung bekannter ARQ-Verfahren zum inkrementellen ARQ zur
Steuerung der ¨Ubertragung von Protokolldaten
• Die Angabe von Strategien zur Positionierung besonders relevanter Information in-
nerhalb von DMT-Symbolen
• Die Optimierung des Gesamtsystems, unter anderem durch Scha¨tzmethoden fu¨r die
Rauschleistung auf einzelnen Subtra¨gern und Anwendung der automatischen Mo-
dulationsklassifikation
• Die Angabe eines Verfahrens zur kondensierten Darstellung von Bit Loading und
Power Loading Look Up Tables und damit zum zeito¨konomischen Austausch der
Bit und Power Loading Information
• Beitra¨ge zum Aufbau hochverfu¨gbarer Netzwerke, die sich dynamisch an vera¨nder-
te ¨Ubertragungsbedingungen anpassen
Die Arbeit von Herrn Edinger wurde am Lehrstuhl fu¨r Elektrotechnik der Universita¨t
Mannheim von Herrn Prof. Dr.-Ing. Dr.-Ing. E.h. Norbert Fliege betreut.
Karlsruhe, im Juni 2008
Friedrich Jondral
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Zusammenfassung
Die vorliegende Arbeit ist im Rahmen eines Forschungsprojekts der Deutschen For-
schungsgemeinschaft (DFG) im Schwerpunktprogramm TakeOFDM entstanden. Ziel der
Arbeit ist die Untersuchung und Entwicklung von Methoden, um drahtgebundene ¨Uber-
tragungssysteme gegen Sto¨rungen robust zu machen, die u¨blicherweise zu einem Abbruch
der Verbindung fu¨hren. Die untersuchten Kana¨le sind zeitlich a¨ußerst langsam vera¨nder-
lich, was eine sehr genaue Anpassung der ¨Ubertragungsparameter an die jeweiligen ¨Uber-
tragungsbedingungen ermo¨glicht. Als ¨Ubertragungsverfahren kommt OFDM bzw. DMT
zum Einsatz, ein Mehrtra¨gerverfahren, das fu¨r die Lo¨sung der Aufgabenstellung geradezu
pra¨destiniert ist.
Kernpunkt der Arbeit bildet die Entwicklung von Methoden zur dynamischen oder Run-
time Adaption, d.h. zur Anpassung der ¨Ubertragungsparameter an vera¨nderte Kanalei-
genschaften wa¨hrend der Laufzeit des Systems. Zentral ist hierbei die Beobachtung, dass
verla¨sslicher Empfang der Protokolldaten fu¨r die Aufrechterhaltung der Verbindung ab-
solut notwendig ist, wa¨hrend eine kurzfristige Sto¨rung von Nutzdaten akzeptiert werden
kann. Durch Optimierung der einzelnen Schritte wa¨hrend der dynamischen Adaption kann
auch die geforderte ¨Ubertragungsqualita¨t der Nutzdaten schneller wieder hergestellt wer-
den, als dies durch Verbindungsabbruch und Neuaufbau der Verbindung mo¨glich wa¨re.
Eine neuartige Erweiterung der herko¨mmlichen ARQ-Funktionalita¨t, das sogenannte in-
krementelle ARQ, gewa¨hrleistet, dass eine Anpassung der ¨Ubertragungsparameter und
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Kapitel 1
Einleitung
Die Mehrtra¨ger-Datenu¨bertragungsverfahren OFDM (Orthogonal Frequency Division
Multiplexing) und DMT (Discrete Multi-Tone), die drahtgebundene Anwendung von
OFDM, haben in den letzten Jahren eine große Anzahl von Anwendungsbereichen der
Datenu¨bertragung erobert. Digitales Fernsehen, drahtloser Internetzugriff, ADSL, Mo-
bilfunkdienste, in all diese Anwendungsbereichen wird OFDM bzw. DMT verwendet.
OFDM ist pra¨destiniert fu¨r die Datenu¨bertragung mit hohen Datenraten u¨ber frequenzse-
lektive und zeitvariante ¨Ubertragungskana¨le. Eine lange Symboldauer sowie die Verwen-
dung orthogonaler Basisfilter zur ¨Ubertragung der Daten ermo¨glichen eine Unterdru¨ckung
von Effekten wie Symbol- und Tra¨gernebensprechen (engl. Inter-Symbol Interference,
ISI, und Inter-Carrier Interference, ICI), sowie eine einfache Entzerrung des Kanalein-
flusses. Außerdem ermo¨glicht die Verwendung von Mehrtra¨gerverfahren eine Adaption
an den jeweiligen ¨Ubertragungskanal und so eine mo¨glichst effiziente Ausnutzung der zur
Verfu¨gung stehenden Ressourcen.
In der vorliegenden Arbeit werden drahtgebundene ¨Ubertragungssysteme betrachtet. Das
verwendete ¨Ubertragungsmedium (Twisted-Pair Transmission Line) unterscheidet sich
durch seine spezifischen Eigenschaften grundlegend von anderen ga¨ngigen ¨Ubertragungs-
medien wie den bei Powerline-Communications verwendeten Hoch- bzw. Mittelspan-
nungsleitungen [34] sowie dem freien Raum, der bei drahtloser Kommunikation das
¨Ubertragungsmedium darstellt.
Twisted-Pair Leitungen besitzen vergleichsweise einfach zu handhabende Eigenschaften.
Ihre ¨Ubertragungsfunktion a¨ndert sich im Zeitverlauf nur a¨ußerst geringfu¨gig. Aufgrund
dieser Tatsache lassen sich eventuell auftretende ¨Anderungen durch Mittelung von Emp-
fangsdaten u¨ber la¨ngere Zeitra¨ume leicht erkennen und kompensieren.
Hochspannungsnetze sind prinzipiell bezu¨glich ihrer ¨Ubertragungseigenschaften eng mit
Twisted-Pair Leitungen verwandt. Allerdings kommt es aufgrund von dynamischen Last-
schwankungen und gelegentlichen Umschaltungen von Teilnetzen mitunter zu plo¨tzli-
chen Vera¨nderungen der gesamten Netztopologie zwischen zwei miteinander verbunde-
nen Stationen. Solche Topologiea¨nderungen fu¨hren dazu, dass sich die ¨Ubertragungsfunk-
tion von einem Moment auf den anderen schlagartig a¨ndert. An Systeme fu¨r Powerline-
Communications mu¨ssen daher ho¨here Anforderungen bezu¨glich ihrer Fa¨higkeit, solche
¨Anderungen zu erkennen und schnell kompensieren zu ko¨nnen, gestellt werden. Insbe-
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sondere muss die Kanalentzerrung dynamisch an gea¨nderte Kanalparameter angepasst
werden ko¨nnen.
Ein weiterer Unterschied zwischen Twisted-Pair ¨Ubertragungen und Powerline ¨Ubertra-
gungen besteht darin, dass Twisted-Pair Leitungen in der Regel exklusiv einer einzigen
Verbindung zur Verfu¨gung stehen, d.h. eine Punkt-zu-Punkt Verbindung zwischen ge-
nau zwei Kommunikationseinrichtungen besteht. Ein Powerline Kanal ist hingegen eher
als Bus-Topologie zu interpretieren, bei der sich mehrere Kommunikationseinheiten das
¨Ubertragungsmedium teilen [3].
Drahtlose Kana¨le lassen sich meist lediglich durch statistische Eigenschaften charakte-
risieren. In Sekundenbruchteilen ko¨nnen zwei Verbindungsteilnehmer mit vo¨llig unter-
schiedlichen ¨Ubertragungsfunktionen konfrontiert sein. Zusa¨tzlich fu¨hren schon geringe
¨Anderungen der ra¨umlichen Position der Teilnehmer zu nahezu unvorhersehbaren ¨Ande-
rungen der ¨Ubertragungsfunktion. Sendesignale werden an Gegensta¨nden in der Umge-
bung wie Hauswa¨nden, Ba¨umen und Passanten reflektiert und ko¨nnen die Empfangs-
station auf vielen unterschiedlichen Wegen erreichen. Diese Wege haben unterschied-
liche Laufzeiten und durch Reflektion auch unterschiedliche Phasen. Ihre Kombination
im Empfa¨nger fu¨hrt zu sogenanntem Fading, der Auslo¨schung bestimmter Frequenzbe-
reiche. Eine Anpassung an die spezifischen Kanaleigenschaften ist aufgrund der starken
zeitlichen Varianz von drahtlosen Kana¨len kaum mo¨glich. Um verla¨ssliche Kommunikati-
on zu ermo¨glichen, werden leistungsfa¨hige Kanalcodierungsmethoden verwendet, die die
Auslo¨schung von Daten in bestimmten Frequenzbereichen kompensieren ko¨nnen. Zusa¨tz-
lich mu¨ssen ha¨ufig sogenannte Pilotto¨ne oder Trainingssequenzen gesendet werden, die
zumindest fu¨r kurze Zeit eine Erfassung der aktuellen Kanalparameter erlauben. Durch
die Verwendung von Codierung und Trainingssequenzen wird die effektive Datenrate je-
doch deutlich reduziert.
Twisted-Pair Leitungen ermo¨glichen dagegen eine a¨ußerst exakte Erfassung der aktuel-
len ¨Ubertragungseigenschaften, die fu¨r lange Zeit gu¨ltig bleibt. Dadurch ko¨nnen ¨Ubertra-
gungsraten erreicht und Modulationsformen verwendet werden, die fu¨r andere ¨Ubertra-
gungsmedien nicht anwendbar sind. Da eine solch gute Anpassung an den ¨Ubertragungs-
kanal mo¨glich ist, wurden in den letzten Jahren Methoden entwickelt, auch das letzte
Qua¨ntchen an zusa¨tzlicher ¨Ubertragungskapazita¨t des Kanals nutzbar zu machen. Bei-
spielsweise ist bei DSL (Digital Subscriber Line) Technologien das theoretisch mo¨gliche
Maximum nahezu erreicht.
Urspru¨nglich wurden die unterschiedlichen DSL Standards entwickelt, um multimediale
Dienstleistungen wie Video-on-Demand ermo¨glichen zu ko¨nnen [11]. Joseph Leichleider
von Bellcore erkannte, dass bei vielen Anwendungen weitaus mehr Daten bezogen als
zuru¨ckgesendet werden mu¨ssen. Fu¨r den Downstream (Daten vom Provider zum Nutzer)
wurden daher ho¨here Datenraten bereitgestellt als fu¨r den Upstream (Anfragen vom Nut-
zer zum Provider), man spricht aus diesem Grund von asymmetrischem DSL (ADSL).
ADSL, in Deutschland vor allem vertreten durch T-DSL der Deutschen Telekom AG,
ist fu¨r den Massenmarkt konzipiert. Die zu u¨berbru¨ckenden ¨Ubertragungsstrecken von
der Vermittlungsstelle bis zum Endnutzeranschluss betragen in der Regel lediglich einige
hundert Meter bis maximal etwa vier Kilometer und sind daher leicht zu handhaben. Die
Gro¨ße des Absatzmarktes ermo¨glichte eine sta¨ndige Reduktion der Kosten fu¨r die ¨Uber-
3tragungseinrichtungen (DSL-Modems), sodass die großen Anbieter sie heute quasi gratis
mit Vertragsabschluss vertreiben.
Am Lehrstuhl fu¨r Elektrotechnik der Universita¨t Mannheim wurde in den letzten Jahren
ein alternativer Weg beschritten. Die hier entwickelten ¨Ubertragungseinrichtungen sind
vorwiegend fu¨r den industriellen Einsatz in der Fernwirktechnik konzipiert. Oft steht in
Industrieanlagen Infrastruktur zur Verfu¨gung, die mittels OFDM-Technik zur breitbandi-
gen ¨Ubertragung von Daten genutzt werden kann. Eine kostspielige Verlegung von Glas-
faserleitungen oder die Installation von drahtloser ¨Ubertragungstechnik kann somit ver-
mieden werden. Allerdings mu¨ssen Daten ha¨ufig u¨ber gro¨ßere Strecken von einigen Ki-
lometern La¨nge mit hoher Verla¨sslichkeit u¨bertragen werden. Zusa¨tzlich sind industrielle
Umgebungen durch eine ho¨here Dichte von Sto¨rern gekennzeichnet. Elektromagnetische
Abstrahlungen von Maschinen, Stromleitungen oder anderen ¨Ubertragungseinrichtungen
ko¨nnen durch Einkopplung in die Twisted-Pair Leitungen die ¨Ubertragungsqualita¨t mas-
siv beeintra¨chtigen.
Dennoch wird eine hohe Robustheit sowie eine geringe Latenzzeit gefordert. Die vorlie-
gende Arbeit baut auf bereits bestehenden Forschungsergebnissen auf. Insbesondere die
Arbeiten von Carsten Bauer [6] und Johannes Schwarz [65] werden durch die vorliegen-
den Ergebnisse weiterentwickelt. Adaptionsmo¨glichkeiten, die in ihren Arbeiten aufge-
zeigt wurden, ko¨nnen durch die hier vorgelegten Resultate auch unter extrem schlechten
Bedingungen verwendet werden.
Die vorliegende Arbeit ist wie folgt gegliedert.
Im na¨chsten Kapitel 2 werden zuna¨chst die theoretischen Grundlagen der Mehrtra¨ger-
verfahren OFDM und DMT dargestellt. Die Simulationsmodelle des verwendeten ¨Uber-
tragungssystems, des ¨Ubertragungskanals, sowie der auftretenden Sto¨rungen werden ein-
gefu¨hrt.
Kapitel 3 zeigt Mo¨glichkeiten auf, die betrachteten ¨Ubertragungskana¨le realistisch nach-
zubilden. Es werden standardisierte Kanalmodelle erkla¨rt und die Grundlagen aus Kapitel
2 anhand eines Beispiels verdeutlicht.
Kapitel 4 erla¨utert verschiedene Mechanismen, die fu¨r einen erho¨hten Schutz der Proto-
kolldaten verwendet werden ko¨nnen. Zuna¨chst wird angenommen, dass die vorliegende
Sto¨rung bekannt ist, die Anpassung an die Sto¨rung wird dann als statische Adaption be-
zeichnet.
In der Realita¨t sind die tatsa¨chlichen Kanalparameter bei Auftreten einer Sto¨rung zuna¨chst
nicht bekannt. Die einzelnen Adaptionsmaßnahmen mu¨ssen somit dynamisch und auto-
nom ergriffen werden. Kapitel 5 erkla¨rt die einzelnen Arbeitsschritte, die no¨tig sind, um
eine erfolgreiche dynamische Adaption an die vera¨nderten Kanalparameter zu erreichen.
Zentrale Bedeutung hat hierfu¨r das sogenannte inkrementelle ARQ, eine neuartige Erwei-
terung herko¨mmlicher ARQ-Verfahren, das in Abschnitt 5.2 beschrieben wird.
Das folgende Kapitel 6 stellt einige Werkzeuge zur Verfu¨gung, die das Gesamtsystem
optimieren, um eine zu¨gige Durchfu¨hrung der dynamischen Adaption zu ermo¨glichen.
Beispielsweise muss im weiteren Verlauf der dynamischen Adaption die Rauschleis-
tung auf allen Subtra¨gern gescha¨tzt werden. Herko¨mmliche Verfahren, die auf Entschei-
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dungsru¨ckfu¨hrung beruhen, weisen einige Schwachstellen auf. Abschnitt 6.1 beschreibt
eine Mo¨glichkeit, diese Schwachstellen zu u¨berwinden.
Abschnitt 6.2 zeigt, wie der Informationsaustausch wa¨hrend der dynamischen Adaption
mo¨glichst zeiteffizient erfolgen kann. Zusa¨tzlich ko¨nnen die hier aufgezeigten Verfahren
den beno¨tigten Speicherplatz fu¨r wichtige ¨Ubertragungsparameter reduzieren.
Schließlich ermo¨glichen die Ergebnisse in Abschnitt 6.3 eine differenzierte Analyse des
Adaptionserfolgs.
Kapitel 7 zeigt anhand einiger ausgewa¨hlter Beispiele, wie sich die einzelnen Schritte der
Adaption analysieren lassen, welchen Einfluss die unterschiedlichen Adaptionsmethoden
auf die Dauer der Adaption haben und welche Parameter im Rahmen des Systementwurfs
von Bedeutung sind.
Abschließend werden die Ergebnisse im letzten Kapitel zusammengefasst und bewertet.
Die Ergebnisse der vorliegenden Arbeit wurden in Beitra¨gen auf dreizehn internationalen
Konferenzen pra¨sentiert. Die entsprechenden Beitra¨ge werden in den jeweiligen Kapiteln
erwa¨hnt.
Kapitel 2
Das Mehrtra¨gerverfahren OFDM bzw.
DMT
OFDM und DMT sind Synonyme fu¨r das gleiche ¨Ubertragungsverfahren. Fu¨r drahtlose
Kommunikationssysteme hat sich die Bezeichnung OFDM (Orthogonal Frequency Divi-
sion Multiplexing) eingebu¨rgert. Fu¨r drahtgebundene Kommunikationssysteme verwen-
det man die Bezeichnung DMT (Discrete Multi-Tone).
Die grundlegende Idee besteht darin, die gesamte frequenzselektive Bandbreite, die fu¨r
die Datenu¨bertragung genutzt wird, in viele kleinere Frequenzba¨nder, sogenannte Sub-
tra¨ger, zu unterteilen. Die Da¨mpfung dieser einzelnen Frequenzba¨nder kann jeweils na¨he-
rungsweise als konstant betrachtet werden, was eine leichte Entzerrung mithilfe eines
sogenannten Frequenzbereichsentzerrers ermo¨glicht.
OFDM bzw. DMT ko¨nnen also als eine Art Frequenzmultiplex angesehen werden. Die
ersten Mehrtra¨gersysteme verwendeten Filterba¨nke, um die einzelnen Frequenzba¨nder
voneinander zu trennen. Um Interferenz zwischen benachbarten Subtra¨gern zu vermeiden,
mussten sogenannte Guard-Ba¨nder vorgesehen werden. Diese reduzierten die effektiv ver-
wendbare Bandbreite erheblich. Es zeigte sich, dass auf diese Guard-Ba¨nder verzichtet
werden kann, wenn die Informationen der einzelnen Subtra¨ger auf zueinander orthogo-
nale Basisfunktionen moduliert werden. Die Diskrete Fourier Transformation (DFT) und
ihre inverse Transformation, die Inverse Diskrete Fourier Transformation (IDFT) stellen
eine elegante Mo¨glichkeit dar, die Daten zu modulieren (mit Hilfe der IDFT) und zu de-
modulieren (mit Hilfe der DFT). Das eigentliche DMT-Symbol im Zeitbereich besteht
aus einer ¨Uberlagerung vieler modulierter und gewichteter orthogonaler Basisfunktionen.
In der Praxis werden IDFT und DFT mit einer La¨nge M verwendet, die eine Potenz von
zwei ist, sodass M = 2a wobei a eine natu¨rliche Zahl mit u¨blicherweise a > 5 bezeichnet.
Dies ermo¨glicht eine sehr effiziente Berechnung, man spricht daher von der Fast Fourier
Transform (FFT bzw. IFFT).
Im Frequenzbereich besteht das DMT-Symbol aus einer Reihe von komplexwertigen
Symbolen cn, 1 ≤ n ≤ M, deren Eigenschaften durch die genutzte Konstellationsform
bestimmt sind. Je nach Konstellationsform la¨sst sich eine unterschiedliche Anzahl an Bits
pro Subtra¨ger verwenden. Fu¨r die ¨Ubertragung von b Bits sind 2b Signalpunkte no¨tig.
Jeder Signalpunkt beschreibt dann eindeutig eine bestimmte Sequenz von b Bits.
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2.1 Schematischer Aufbau eines DMT-Systems
Im Folgenden wird anhand der Abbildung 2.1 der grundlegende Aufbau eines DMT-
Systems beschrieben und der Weg der Daten vom Sender zum Empfa¨nger nachvollzo-
gen. Den einzelnen funktionalen Blo¨cken wird spa¨ter jeweils ein gesonderter Abschnitt






































Abbildung 2.1: Schema eines DMT-Systems
Die im Sender seriell eintreffenden bina¨ren Sendedaten werden zuna¨chst im Seri-
ell/Parallel Wandler zu Blo¨cken einer festen La¨nge zusammengefasst. Die La¨nge eines
Blocks btot ha¨ngt von der Anzahl der Bits ab, die u¨ber den Kanal u¨bertragen werden
ko¨nnen. Bevor die eigentliche ¨Ubertragung beginnt, wird der Kanal wa¨hrend der soge-
nannten Initialisierungsphase ausgemessen (vgl. Abschnitt 2.2) und die freien Systempa-
rameter werden so bestimmt, dass die Datenrate maximiert wird, ohne dass die gewu¨nsch-
te Fehlerrate der Daten u¨berschritten wird. Man spricht hierbei vom sogenannten Bit und
Power Loading. Die zugrunde liegenden Algorithmen werden in Abschnitt 2.5 beschrie-
ben.
Nach Ablauf des Loadings sind insbesondere die Bit Allocation Table (BAT) und die
Power Allocation Table (PAT) festgelegt. Die BAT gibt an, wie viele Bits bn auf jedem
Subtra¨ger n u¨bertragen werden sollen. Sie bestimmt also die Konstellationsgro¨ße fu¨r jeden
Subtra¨ger. Die PAT gibt an, mit welcher Sendeleistung pn die Signale jedes einzelnen
Subtra¨gers n u¨bertragen werden sollen.





Die Summierung wird hierbei nur u¨ber die ersten M/2 Werte durchgefu¨hrt. Bei drahtloser
Kommunikation wird das Sendesignal auf eine Tra¨gerfrequenz (z.B. 900 MHz oder 1.8
GHz in GSM-Mobilfunknetzen) aufmoduliert. Das Zeitsignal kann daher komplexe Werte
annehmen. Fu¨r die drahtgebundene ¨Ubertragung ist jedoch eine Basisbandu¨bertragung
ohne Aufmodulation auf eine Tra¨gerfrequenz sinnvoller, da fu¨r niedrige Frequenzbereiche
die ¨Ubertragungsqualita¨t in der Regel am besten ist (vgl. Kapitel 3). Dies bedeutet jedoch,
dass das verwendete Zeitsignal reellwertig sein muss.
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Das Zeitsignal wird bei DMT durch die IFFT generiert. Das Ergebnis der IFFT ist dann
reellwertig, wenn die Eingangsignale der IFFT komplex konjugiert vorliegen [28]. Daher
kann also nur die Ha¨lfte der Eingangswerte der IFFT frei gewa¨hlt werden.
Die Datenblo¨cke der La¨nge btot werden nun entsprechend den Eintra¨gen der BAT parti-
tioniert und jeweils aufeinanderfolgende Bitsequenzen der La¨nge bn werden dem soge-
nannten Quadratur-Amplituden Modulator zugefu¨hrt. Dieser fu¨hrt die Bitfolgen fu¨r jeden
Subtra¨ger in eine komplexe Zahl cn u¨ber. Quadratur-Amplituden Modulation (QAM) wird
in Abschnitt 2.4 na¨her behandelt.
Das DMT-Symbol, bestehend aus M komplexen Signalwerten, liegt nun im Frequenzbe-
reich vor. Zuna¨chst sind alle Werte cn auf eine mittlere Sendeleistung von eins normiert
(vgl. Abschnitt 2.4.2).
Der folgende Block multipliziert die einzelnen Werte cn mit einer reellwertigen Zahl, ent-
sprechend der Eintra¨ge der PAT (vgl. Abschnitt 2.5.3) und passt damit die Sendeleistung
der einzelnen Subtra¨ger an die Kanaleigenschaften an.
Die Transformation der Sendedaten in den Zeitbereich erfolgt wie bereits beschrieben im
IFFT-Block. Der Vektor der ersten M/2 komplexwertigen Subtra¨gerinformationen wird
um ihre komplex konjugierten Werte erweitert und das Resultat der IFFT ist ein Block
von reellwertigen Abtastwerten der La¨nge M.
Die ¨Ubertragung dieser reellwertigen Information erfolgt wieder seriell. Der ¨Ubertra-
gungskanal verzerrt das Sendesignal aufgrund von verschiedenen Pha¨nomenen, die in Ab-
schnitt 2.2 betrachtet werden. Durch den Wechsel der ¨Ubertragung eines DMT-Symbols
auf das na¨chste entstehen beispielsweise Phasenspru¨nge, die einen Einfluss auf die Emp-
fangsdaten haben. Um dies kompensieren zu ko¨nnen, muss der Sendevektor mit Redun-
danz versehen werden. Man spricht hier von einem Guard Intervall (GI) oder Cyclic Pre-
fix. Die letzten LG Werte des Sendevektors im Zeitbereich werden kopiert und an den
Anfang des Sendevektors eingefu¨gt. Das Einschwingverhalten des Kanals kann dadurch
quasi ausgeblendet werden und es wird jeweils nur der stationa¨re Kanalzustand beobach-
tet [4].
Zusa¨tzlich ist die Datenu¨bertragung durch Sto¨rungen beeintra¨chtigt. Die Sto¨rung nn kann
allgegenwa¨rtiges Weißes Gaußsches Rauschen sein, insbesondere in Industriegebieten tre-
ten jedoch auch ha¨ufig schmalbandige und breitbandige Sto¨rungen auf, die als gefiltertes
oder gefa¨rbtes Rauschen nur Teilbereiche der gesamten verwendeten Bandbreite betref-
fen.
Im Empfa¨nger werden die seriellen Eingangsdaten wieder zu Blo¨cken der La¨nge M + LG
zusammengefasst. Die ersten LG Werte, das Guard Intervall, werden entfernt. Die restli-
chen M Werte werden der FFT zugefu¨hrt.
Die Information liegt danach wieder im Frequenzbereich vor. Ein sogenannter One-Tap
Frequency Domain Equalizer (FEQ) kann die Verzerrungen durch den Kanal durch Mul-
tiplikation jedes Empfangswertes rn auf Subtra¨ger n mit einem komplexwertigen Faktor
kompensieren (Siehe Abschnitt 2.2.1).
Die Gewichtung mit den Leistungsfaktoren der PAT wird im folgenden Block ru¨ckga¨ngig
gemacht. Am Eingang des Entscheiders sind wiederum sa¨mtliche Sendeleistungen auf
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allen Subtra¨gern auf 1 normiert. Eine mo¨gliche durchschnittliche Leistung der Empfangs-
werte Pr > 1 ist durch den Einfluss der Rauschleistung zu erkla¨ren (vgl. Gleichung
(2.19)).
Die inverse QAM (IQAM) Operation ermittelt aus den empfangenen Signalpunkten die
vermutlich gesendeten Konstellationspunkte. Hierbei wird die Wahrscheinlichkeit einer
Fehlentscheidung minimiert, indem ein Maximum Likelihood Empfa¨nger verwendet wird
[61]. Na¨heres hierzu findet sich in den Abschnitten 2.4 und 2.4.1.
Am Ausgang des IQAM-Blocks liegen schließlich wieder bina¨re Empfangsdaten vor. Die
Blo¨cke der La¨nge btot werden seriell an die Empfangsseite ausgegeben und von ho¨heren
Protokollschichten entgegengenommen.
2.2 Kanaleinfluss
In diesem Abschnitt sollen die Transformationen, die der Kanal auf den Sendedaten
ausfu¨hrt, na¨her betrachtet werden. Es werden sowohl systematische ¨Anderungen behan-
delt, die durch die ¨Ubertragungsfunktion des Kanals hervorgerufen werden, als auch sto-
chastische ¨Anderungen der Sendesignale, die auf Sto¨reinflu¨sse zuru¨ckzufu¨hren sind.
Wie sich der ¨Ubertragungskanal realistisch modellieren la¨sst, wird in Kapitel 3 erla¨utert.
2.2.1 Systematischer Kanaleinfluss
Im Zeitbereich entspricht die ¨Ubertragung eines zeitbegrenzten zeitdiskreten Signals s[n]
u¨ber einen Kanal mit der auf Lh Werte zeitbegrenzten und zeitdiskreten Kanalimpulsant-
wort h[n] der diskreten Faltung von Signal und Impulsantwort. Das Empfangssignal r[n]
la¨sst sich daher schreiben als
r[n] = s[n] ∗ h[n] =
Lh−1∑
k=0
h[k] · s[n − k] . (2.2)
Aufgrund von Einschwingvorga¨ngen des Kanals ist die Empfangsfolge r[n] la¨nger als die
urspru¨ngliche Sendefolge s[n]. Ihre La¨nge Lr betra¨gt mit der La¨nge Ls des Sendesignals
Lr = Ls + Lh.
Erfu¨llt die La¨nge des Cyclic Prefix die Ungleichung
LG ≥ Lh − 1 (2.3)
und wird das Sendesignal vor der ¨Ubertragung um das Guard Intervall erga¨nzt, so ent-
spricht im beibehaltenen Abschnitt des Empfangssignals nach Entfernung des Guard In-
tervalls die lineare Faltung einer zyklischen Faltung und es gilt
r[n] = s[n] ∗ h[n] = s[n] ⊛ h[n] . (2.4)
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Damit la¨sst sich im Frequenzbereich die ¨Ubertragung der Signalfolge schreiben als
R[k] = S [k] · H[k] , (2.5)
mit R[k] t dr[n], S [k] t ds[n] und H[k] t dh[n], wobei der Operator t d die FFT der
La¨nge M bezeichnet.
Ist Ungleichung (2.3) nicht erfu¨llt, so ist die Verwendung der DFT zur Transformation in
den Frequenzbereich nicht gerechtfertigt. Signalkomponenten von vorausgehenden und
nachfolgenden DMT-Symbolen verfa¨lschen das Signal des aktuellen DMT-Symbols. Man
spricht dann von Symbolu¨bersprechen (engl. Inter Symbol Interference, ISI). Außerdem
ist die Orthogonalita¨t der Subtra¨ger nicht la¨nger gewa¨hrleistet, so dass auch Signalkom-
ponenten von benachbarten Subtra¨gern im Frequenzbereich einander sto¨ren. Man spricht
hier von Tra¨geru¨bersprechen (engl. Inter Carrier Interference, ICI).
Im Folgenden wird grundsa¨tzlich die Annahme getroffen, dass die La¨nge des Cyclic Prefix
Ungleichung (2.3) erfu¨llt. In diesem Fall tritt weder ICI noch ISI auf und der systemati-
sche Kanaleinfluss kann vollsta¨ndig kompensiert werden.
Die komplexwertigen Kanalkoeffizienten Hn fu¨r jeden Subtra¨ger n, wobei n = 0 . . . M−1,





h[k] · WnkN mit WnkN = exp
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Von Bedeutung fu¨r die weiteren Betrachtungen ist vor allem die Da¨mpfung (engl. At-
tenuation) des Kanals. Sie gibt an, wie stark ein Signal bei der ¨Ubertragung durch den
Kanal abgeschwa¨cht wird. Wie in Abschnitt 3.3 noch gezeigt wird, ist diese Da¨mpfung
fu¨r unterschiedliche Subtra¨ger unterschiedlich groß. Man spricht deshalb auch von fre-
quenzselektiven Kana¨len.
Als Maß fu¨r die Da¨mpfung wird im Folgenden der Da¨mpfungsparameter gn verwendet
und es gilt
gn = |Hn|2 . (2.7)
Der Kanal da¨mpft nicht nur die Sendeleistung der gesendeten Daten, sondern es kommt
auch zu einer Drehung der Empfangssignale in der komplexen Ebene. Man spricht hier
von einem systematischen Phasenfehler.
Sowohl die Da¨mpfung als auch die Phasendrehung der Signale soll im Empfa¨nger kom-
pensiert werden. Der Frequenzbereichsentzerrer (FEQ) fu¨hrt hierfu¨r auf jedem Subtra¨ger
eine komplexwertige Multiplikation des Empfangssignals Rn mit dem Entzerrerkoeffizi-
enten En durch. Es soll gelten
S n = Rn · En . (2.8)
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Umformen nach En und Einsetzen von Gleichung (2.5) fu¨hrt auf
En =
S n
S n · Hn
= Hn−1 . (2.9)
Die optimalen Entzerrerkoeffizienten sind also gerade die Kehrwerte der Kanalkoeffizien-
ten.
2.2.2 Stochastischer Kanaleinfluss
In realen ¨Ubertragungssystemen sind die tatsa¨chlichen Kanalparameter niemals in Rein-
form zu beobachten. Jegliche ¨Ubertragung und Messung von Empfangsdaten ist durch
Sto¨rungen beeintra¨chtigt. Die tatsa¨chlichen Kanalparameter ko¨nnen daher nur gescha¨tzt
werden.
Im Frequenzbereich lassen sich die durch Rauschen beeintra¨chtigten Empfangssymbole
schreiben als
Rn[k] = S n[k] · Hn + Nn[k] , (2.10)
wobei Nn[k] ein Sample eines komplexwertigen Weißen Gaußschen Rauschprozesses auf
Subtra¨ger n des k-ten DMT-Symbols repra¨sentiert.
Scha¨tzung der Kanalkoeffizienten
Sind die Sendewerte S n[k] bekannt, so kann ein Scha¨tzwert ˆHn[k] fu¨r den Kanalkoeffizi-
















wobei der letze Ausdruck aufgrund der Annahme von weißem gaußverteiltem Rauschen
verschwindet und daher




Die Varianz des Rauschens und damit die Rauschleistung PN (beide sind identisch, da das
Rauschen mittelwertfrei ist) kann wie folgt gescha¨tzt werden.
Mit den Scha¨tzwerten ˆHn fu¨r die Kanalkoeffizienten betra¨gt der Scha¨tzwert der Sto¨rung
ˆNn[k] auf Subtra¨ger n fu¨r das k-te DMT-Symbol
ˆNn[k] = Rn[k] − S n[k] · ˆHn . (2.14)
Die Sendesignale S n[k] werden weiterhin als bekannt angenommen.








Rn[k] − S n[k] ˆHn
) (





Rn[k]R∗n[k] − Rn[k]S ∗n[k] ˆH∗n − S n[k] ˆHnR∗n[k] + S n[k] ˆHnS ∗n[k] ˆH∗n
}
(2.17)







{(S n[k]Hn + Nn[k]) (S ∗n[k]H∗n + N∗n[k])} (2.18)
= |Hn|2 PS ,n + PN,n , (2.19)
wobei PS ,n die bekannte mittlere Sendeleistung darstellt, da der Mittelwert der Sendesym-
bole bei den hier verwendeten Konstellationen verschwindet, und PN,n die unbekannte und
zu scha¨tzende tatsa¨chliche Rauschleistung ist.







(S n[k]Hn + Nn[k]) S ∗n[k] ˆH∗n
}
(2.20)









S ∗n[k]H∗n + N∗n[k]
)} (2.22)
= ˆHnH∗nPS ,n (2.23)
E
{
S n[k] ˆHnS ∗n[k] ˆH∗n
}
=
∣∣∣ ˆHn∣∣∣2 PS ,n (2.24)
Einsetzen der letzten Ergebnisse in Gleichung (2.17) ergibt schließlich
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ˆPN,n = PN,n + |Hn|2 PS ,n − Hn ˆH∗nPS ,n − ˆHnH∗nPS ,n +
∣∣∣ ˆHn∣∣∣2 PS ,n . (2.25)
Fu¨r korrekte Scha¨tzung der Kanalkoeffizienten, d.h. wenn Gleichung (2.13) erfu¨llt ist,
verschwinden die vier letzten Terme und die Scha¨tzung der Rauschleistung ist ebenfalls
korrekt. Anderenfalls ergibt sich ein systematischer Scha¨tzfehler eN gema¨ß
eN = ˆPN,n − PN,n =
(
|Hn|2 − Hn ˆH∗n − ˆHnH∗n +
∣∣∣ ˆHn∣∣∣2) PS ,n . (2.26)
2.3 Signal-zu-Rausch Verha¨ltnis
Aus den Ergebnissen des letzten Abschnitts la¨sst sich das Signal-zu-Rausch Verha¨ltnis
(engl. Signal to Noise Ratio, SNR) fu¨r jeden Subtra¨ger bestimmen. Das SNR ist das
wichtigste Maß fu¨r die Qualita¨t eines Subtra¨gers. Je besser das SNR, desto weniger Feh-
ler treten auf diesem Subtra¨ger auf. Sa¨mtliche spa¨ter vorgestellten Adaptionsmaßnahmen
beruhen letztendlich auf Methoden, das SNR fu¨r einzelne Subtra¨ger oder Gruppen von
Subtra¨gern zu erho¨hen.
Das SNR wird am Empfa¨nger berechnet. Von Bedeutung ist daher nicht die tatsa¨chliche
Sendeleistung der Signale, sondern die determinierte und nur vom Kanaleinfluss abha¨ngi-
ge Empfangsleistung ˆPR,n (die eigentliche Empfangsleistung entha¨lt auch eine Rausch-
komponente). Diese ha¨ngt von der Da¨mpfung des Kanals gema¨ß
ˆPR,n =
∣∣∣ ˆHn∣∣∣2 PS ,n (2.27)





∣∣∣ ˆHn∣∣∣2 PS ,n
ˆPN,n
. (2.28)
Das SNR wird meist in logarithmischem Maßstab angegeben, da frequenzselektive
Kana¨le in der Regel SNR-Werte u¨ber mehrere Gro¨ßenordnungen aufweisen.
Der Zusammenhang zwischen linearer und logarithmischer Darstellung ist durch
SNRlog = 10 log10 SNRlin (2.29)
gegeben.
2.4 Modulationsarten und Konstellationsformen
Die einfachste Modulationsform ist die Pulsamplitudenmodulation (PAM). Die Konstel-
lationspunkte oder Symbole cn sind dann entweder rein reell- oder rein komplexwertig.
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Abbildung 2.2 zeigt eine rein reellwertige 8-PAM Konstellation. Jeder Signalpunkt re-
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Abbildung 2.2: Reellwertige 8-PAM Konstellation
Eine ¨Uberlagerung zweier identischer PAM-Konstellationen in zwei orthogonal zuein-
ander stehenden Richtungen (vorzugsweise die reelle und imagina¨re Achse) fu¨hrt auf
die sogenannte Quadratur-Amplituden-Modulation (QAM). Die Symbole cn besitzen hier
sowohl einen reellwertigen als auch einen komplexwertigen Anteil. Man unterscheidet
weiterhin quadratische Konstellationen sowie Stern- oder Kreuzkonstellationen. Als Bei-
spiele sind eine quadratische 64-QAM in Abbildung 2.3 und die Kreuzkonstellation einer
32-QAM in Abbildung 2.4 angegeben.
Bei den abgebildeten QAM-Konstellationen betra¨gt der minimale Abstand dmin zwischen
zwei Konstellationspunkten jeweils dmin = 2. Die mittlere Signalenergie PS einer QAM-


















· 2 (M − 1)3 (2.31)
angeben.
Fu¨r quadratische Konstellationen ist die Anzahl der Bits b eine gerade Zahl, wa¨hrend b
fu¨r Kreuzkonstellationen ungerade ist. Prinzipiell sind auch 48-QAM oder a¨hnliche Kon-
stellationen mo¨glich, allerdings repra¨sentiert jeder Konstellationspunkt einer 48-QAM
log2 48 ≈ 5.58 Bits, was die Handhabung solcher Konstellationen problematisch macht.
In der folgenden Tabelle 2.1 sind die mittleren Signalenergien fu¨r Konstellationsformen
mit ganzzahliger Anzahl von Bits und dmin = 2 von 4-QAM bis 4096-QAM aufgelistet.
Aus der letzten Spalte der Tabelle la¨sst sich ablesen, dass sich die mittlere Signalenergie
fu¨r jedes zusa¨tzliche Bit ungefa¨hr verdoppelt, was einer Erho¨hung um ca. 3 dB entspricht.
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Abbildung 2.4: 32-QAM Konstellation
Der Spezialfall der 8-QAM wurde in Tabelle 2.1 bewusst ausgelassen, da fu¨r diese Kon-
stellation keine Kreuzkonstellation existiert. Die optimale Konstellation fu¨r eine 8-QAM
stellt die sogenannte zirkula¨re Konstellation dar, alternativ ist eine suboptimale recht-
eckige Anordnung der Konstellationspunkte mo¨glich. Fu¨r die u¨brigen Kreuzkonstellatio-
nen ist hingegen die rotationssymmetrische Anordnung der rechteckigen Anordnung der
Konstellationspunkte vorzuziehen, wie Smith [68] gezeigt hat. Dennoch wird in der Pra-
xis oft die rechteckige Anordnung verwendet, da sie bedeutend einfacher zu modulieren
und demodulieren ist.
Obwohl die Kreuzkonstellationen in rotationssymmetrischer Anordnung die zur
Verfu¨gung stehende Sendeenergie geringfu¨gig besser ausnutzen (die von ihnen abgedeck-
te Fla¨che na¨hert einen Kreis besser an) als quadratische Konstellationen, werden sie im
Folgenden nicht na¨her betrachtet, da der Entscheider fu¨r Kreuzkonstellationen aufwa¨ndi-
ger ausfa¨llt. Ein weiterer Schwachpunkt ist, dass fu¨r Kreuzkonstellationen kein vollsta¨ndi-
ges Gray Mapping (vgl. Abschnitt 2.4.1) mo¨glich ist.
Die quadratischen QAM-Konstellationen wurden von Campopiano und Glazer [10] vor-
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b M PS 10 log10(PS ) [dB]
2 4 2 3.0103
4 16 10 10.0000
5 32 20 13.0103
6 64 42 16.2325
7 128 82 19.1381
8 256 170 22.3045
9 512 330 25.1851
10 1024 682 28.3378
11 2048 1322 31.2123
12 4096 2730 34.3616
Tabelle 2.1: Energie fu¨r quadratische und Kreuzkonstellationen
geschlagen. Neben den Kreuzkonstellationen gibt es eine Reihe von Konstellationsfor-
men, die bezu¨glich der Sendeenergie effizienter sind, jedoch konnten sie sich aufgrund
der komplexeren Entscheiderstrukturen nie wirklich durchsetzen. Selbst in ju¨ngster Zeit
wird jedoch weiter an neuen innovativen Konstellationsformen geforscht [57].
2.4.1 Gray Mapping
Die Zuordnung der einzelnen Bitkombinationen zu den Konstellationspunkten ist durch
das sogenannte Mapping festgelegt. Prinzipiell kann eine beliebige eindeutige Zuordnung
gewa¨hlt werden. Es zeigt sich allerdings, dass es bestimmte Zuordnungen gibt, die die
Bitfehlerrate minimieren.
Symbolfehler und Bitfehler
Im folgenden Abschnitt 2.5 wird die Wahrscheinlichkeit einer Fehlentscheidung analy-
siert. Eine Fehlentscheidung liegt immer dann vor, wenn ein bestimmter Konstellations-
punkt gesendet wurde, im Empfa¨nger jedoch die Annahme getroffen wird, dass ein ande-
rer Konstellationspunkt gesendet wurde. Man spricht hierbei auch von einem Symbolfeh-
ler. Symbolfehler treten statistisch gesehen am ha¨ufigsten zwischen direkt benachbarten
Konstellationspunkten auf.
Abbildung 2.5 zeigt hierzu ein Beispiel. Abgebildet ist ein Ausschnitt einer Konstellation
mit zwei benachbarten Konstellationspunkten A und C. Es sei Punkt A gesendet, jedoch
aufgrund der Verzerrungen durch den Kanal und Rauschen Punkt B empfangen worden.
Der Empfa¨nger nimmt an, dass der zu B am na¨chsten liegende Konstellationspunkt gesen-
det wurde (der ML-Entscheider sucht nach der minimalen euklidischen Distanz), na¨mlich
C. Damit liegt eine Fehlentscheidung vor. Es tritt 1 Symbolfehler auf.




Abbildung 2.5: Ungu¨nstiges Mapping
Punkt A besitzt die Bitkombination, auch Label genannt, 0110. Das Label von A unter-
scheidet sich in 3 Bitpositionen vom Label von C. Bei der obigen Fehlentscheidung fu¨hrt




Abbildung 2.6: Gu¨nstiges Mapping
Abbildung 2.6 zeigt die gleiche Situation, jedoch ist das Label von Punkt C gea¨ndert und
unterscheidet sich nun nur noch in einer Bitposition vom Label des Punktes A. Der gleiche
Symbolfehler fu¨hrt nun auch nur auf einen Bitfehler.
Ein Mapping, das die Labels aller Konstellationspunkte so zuweist, dass sich die Labels
benachbarter Konstellationspunkte in nur einer Bitposition unterscheiden, bezeichnet man
als Gray Mapping oder Gray Labeling. Es minimiert bei Annahme von weißem Gauß-
schen Rauschen die Bitfehlerwahrscheinlichkeit der Datenu¨bertragung [2]. Zweidimen-
sionale Gray Mappings ko¨nnen hierbei als ¨Uberlagerung zweier eindimensionaler Gray
Mappings gewonnen werden [67].
2.4.2 Gray Mapping Algorithmus
Anhand eines Beispiels wird nun beschrieben, wie sa¨mtliche 2b Bitkombinationen oder
Labels einer M-QAM ihren Konstellationspunkten zugeordnet werden. Betrachtet wird
eine 64-QAM mit Labels der La¨nge 6 Bits. Der Konstellationspunkt, der zu dem Label
000101 geho¨rt, soll bestimmt werden. Das ho¨chstwertige Bit steht ganz links (in diesem
Fall mit der Wertigkeit 25 = 32) und das niederwertigste Bit ganz rechts. Die Dezimaldar-
stellung des Labels ist daher 5.
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Algorithmus 2.1 stellt eine von vielen Mo¨glichkeiten dar, ein Gray Mapping fu¨r M-QAM
zu implementieren.
Algorithmus 2.1: Gray Mapping von Signalpunkten
Eingabe : b = bk, k = 1 . . . log2 M
M
Ausgabe : s = α + jβ
Daten : d, dx, dy, n
// Initialisierung:





3: dx = 1, dy = 1
4: s = 0
//Berechnung des Konstellationspunktes:
5: for n ← 1 to log2(M)2 do
6: dx = dx · b2n−1
7: dy = dy · b2n
8: s = s + d · (dx + jdy)
9: d = d/2
end
Dieser Algorithmus verschiebt einen Konstellationspunkt s ausgehend vom Nullpunkt
iterativ an die richtige Stelle. Das Inkrement der Positionsa¨nderung d wird dabei so initia-
lisiert, dass am Ende des Algorithmus dmin = 2 gilt. Die Variablen dx und dy geben an, ob
die Verschiebung um d in positive oder negative Richtung erfolgt. Jeweils 2 Bits bestim-
men somit eine diagonale Verschiebung. Die ersten beiden Bits legen fest, in welchem
Quadranten der Konstellationspunkt liegt.
Die Arbeitsweise des Algorithmus wird nun verdeutlicht, indem das Label b = 000101
einer 64-QAM Konstellation seinem Konstellationspunkt s zugeordnet wird.
Fu¨r eine 64-QAM wird d auf den Wert d =
√
64
2 = 4 initialisiert. Im ersten Iterationsschritt
werden die ersten beiden Bitpositionen betrachtet. Ungerade Bitpositionen werden jeweils
der x-Achse bzw. der reellen Achse zugewiesen und gerade Bitpositionen der y-Achse
bzw. der imagina¨ren Achse. Es gilt dx = 1 · 1 = 1 und dy = 1 · 1 = 1. Damit ist s =
0 + 4 · (1 + j) = 4 + 4 j.
Abbildung 2.7 illustriert das Beispiel. Nach diesem ersten Iterationsschritt ist der Punkt s
durch das Dreieck im rechten oberen Quadranten repra¨sentiert. Allgemein wird in diesem
Schritt eines der vier Dreiecke erreicht sein.
Im na¨chsten Iterationsschritt werden die na¨chsten beiden Bitpositionen verwendet. Es gilt
nun d = 2, dx = 1 ·1 = 1 und dy = 1 · (−1) = −1. Damit ist s = (4+4 j)+2 · (1− j) = 6+2 j,
was dem beschrifteten Quadrat in Abbildung 2.7 entspricht. Allgemein wird in diesem
Schritt eines der 16 Quadrate erreicht.
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Abbildung 2.7: Arbeitsweise des Gray Mapping Algorithmus
Im letzten Iterationsschritt wird dem Konstellationspunkt schließlich seine endgu¨ltige Po-
sition zugewiesen. Es ist d = 1, dx = 1 · 1 = 1 und dy = −1 · (−1) = 1. Somit wird
s = (6 + 2 j) + 1 · (1 + j) = 7 + 3 j zugewiesen, wiederum ist der entsprechende Konstella-
tionspunkt in Abbildung 2.7 beschriftet.
Der soeben beschriebene Algorithmus implementiert den QAM Modulationsblock aus
Abbildung 2.1. Zusa¨tzlich ist am Ausgang des QAM-Blocks die mittlere Signalleistung
PS auf PS = 1 fu¨r alle Konstellationsgro¨ßen normiert. Hierfu¨r muss lediglich der resul-
tierende Wert s durch die entsprechende mittlere Signalenergie der Konstellation geteilt
werden, die in Tabelle 2.1 angegeben ist.
2.5 Bit und Power Loading
Mit den Grundlagen der letzten Abschnitte la¨sst sich nun einer der zentralen Punkte des
DMT erla¨utern. DMT erlaubt eine optimale Anpassung an die Gegebenheiten der ¨Uber-
tragungsstrecke. Sowohl die Sendeleistung als auch die Anzahl an Bits, die verwendet
werden soll, kann fu¨r jeden Subtra¨ger separat bestimmt werden. Zentrales Kriterium fu¨r
die Auswahl von Sendeleistung und Konstellationsgro¨ße ist das SNR des entsprechenden
Subtra¨gers.
2.5.1 Bestimmung der Symbolfehlerrate
Die Symbolfehlerwahrscheinlichkeit (engl. Symbol Error Rate, SER) Psym fu¨r quadrati-
sche M-QAM Konstellationen la¨sst sich nach Proakis [61] ausdru¨cken durch




= 1 − 1 + 2P√M − P√M2 , (2.32)
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wobei P√M das SER einer PAM mit
√


























gewonnen wird durch Normierung der Verteilung auf Varianz σ2 = 1 und Mittelwert



















In Gleichung (2.32) kann der quadratische Term vernachla¨ssigt werden, so dass in sehr
guter Na¨herung gilt:

























In der letzten Zeile wurde die Q-Funktion durch die erfc Funktion (komplementa¨re Er-
ror Function) ersetzt, die in vielen Mathematik-Programmen, wie beispielsweise Matlab
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2.5.2 Bestimmung der Bitfehlerrate
Aus der Symbolfehlerrate la¨sst sich na¨herungsweise die Bitfehlerrate (engl. Bit Error Ra-




· Psym . (2.42)
Diese Na¨herung ist sehr genau bei gutem bis moderatem SNR. Fu¨r niedriges SNR wird
die Na¨herung jedoch ungenau.
Formeln von Yang und Hanzo
Yang und Hanzo geben in [77] Formeln fu¨r die direkte Berechnung des BER von quadra-
tischen QAM-Konstellationen an. ¨Ahnliche Ergebnisse finden sich auch in [36].
Anhand der 16-QAM Konstellation von Abbildung 2.8 soll die Vorgehensweise verdeut-
licht werden. Das verwendete Gray Mapping weicht von dem beschriebenen Algorithmus
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Abbildung 2.8: 16-QAM Konstellation mit Gray Mapping
Die Bit-Labels der Konstellationspunkte ko¨nnen als 4-Bit Sequenz i1q1i2q2 geschrieben
werden, wobei i1 und i2 In-Phase Bits repra¨sentieren (reale Achse) und q1 und q2 Quadra-
tur Bits (imagina¨re Achse) repra¨sentieren.
Wie bereits erwa¨hnt, lassen sich In-Phase- und Quadraturkomponenten als ¨Uberlagerung





(Q (√γ) + Q (3√γ)) , (2.43)






und N0/2 die Rauschleistungsdichte darstellt.
Gleichung (2.43) la¨sst sich folgendermaßen interpretieren. Angenommen, der Konstella-
tionspunkt mit dem Label 0001 wurde gesendet. Ein Bitfehler fu¨r Bit i1 = 0 tritt auf, wenn
der Realteil des Rauschvektors den Empfangspunkt um mehr als d nach links verschiebt.
In diesem Fall wird Punkt 1001 empfangen. Ein Fehler tritt ebenfalls auf, wenn der Real-
teil des Rauschvektors den Empfangspunkt um mehr als 3d nach links verschiebt. Dann
wird Punkt 1011 empfangen.





2Q (√γ) + Q (3√γ) − Q (5√γ)) . (2.45)




abgezogen werden, da, falls beispielsweise Punkt
0011 gesendet wurde, zwar fu¨r Bit q2 ein Bitfehler auftritt, wenn Punkt 0010 oder Punkt
0110 empfangen wird, nicht jedoch wenn Punkt 0111 empfangen wird.






Das Prinzip la¨sst sich auch auf ho¨herstufige Konstellationen anwenden, fu¨r die in [77]
eine rekursive Formel angegeben ist.
Bemerkenswert ist die Tatsache, dass nicht alle Bitpositionen der Labels einer QAM Kon-
stellation das gleiche BER aufweisen. Fu¨r eine Konstellation mit b Bits gibt es b2 unter-
schiedliche Klassen mit unterschiedlichem BER.
In der Regel kann man annehmen, dass Bitfehler am Ha¨ufigsten durch Rauschvektoren der
La¨nge d verursacht werden, wa¨hrend Rauschvektoren der La¨nge 3d viel seltener auftreten.
Vernachla¨ssigt man nun die entsprechenden Terme der Q-Funktion in obigen Gleichungen
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Das heißt, Bits i1 und q1 weisen nur etwa halb so viele Bitfehler auf wie Bits i2 und q2.
Das Ergebnis la¨sst sich entsprechend fu¨r ho¨herstufige Konstellationen erweitern. Eine 64-
QAM besitzt drei unterschiedliche Bitklassen und die erste Klasse weist nur ein Viertel
so viele Bitfehler auf wie die dritte Klasse.
Intuitiv leuchtet das Ergebnis ein. In Abbildung 2.8 sind die ersten zwei Bits jedes La-
bels innerhalb des selben Quadranten identisch, wa¨hrend die letzten zwei Bits ha¨ufiger
wechseln. Die ersten Bits sind daher bei fehlerhafter Entscheidung fu¨r ein benachbartes
Empfangssymbol seltener verschieden als die letzten beiden Bits. Ein Symbolfehler fu¨hrt
entsprechend seltener zu einem Bitfehler fu¨r diese Bits.
Formeln von Cho und Yoon
Cho und Yoon [12] geben eine geschlossene Lo¨sung fu¨r die Bitfehlerwahrscheinlichkeit
von quadratischen und sogar rechteckigen QAM-Konstellationen an.
Fu¨r quadratische M-QAM Konstellationen mit Gray Mapping lautet ihre Lo¨sung fu¨r die




























Hieraus la¨sst sich wiederum durch Mittelung u¨ber alle Bitpositionen innerhalb des Labels











Diese Lo¨sung ist noch genauer als die von Yang und Hanzo. Durch Vernachla¨ssigung
von Termen ho¨herer Ordnung in den letzten beiden Gleichungen gelangt man zu den
Approximationen von Yang und Hanzo und anderen Autoren.
Abbildung 2.9 stellt die Berechnung des BER einer 16-QAM Konstellation aus der Sym-
bolfehlerrate nach Gleichung (2.42) dem Ergebnis nach Cho und Yoon gema¨ß Gleichung
(2.51) gegenu¨ber.
Zur Verdeutlichung wurde ein linearer Maßstab fu¨r das BER gewa¨hlt. Wa¨hrend bei niedri-
gen SNR-Werten ein deutlicher Unterschied besteht, fu¨hren beide Formeln ab einem SNR
von etwa 7 dB auf das gleiche Ergebnis. Fu¨r den Fall der 16-QAM liefert die Formel von
Yang und Hanzo nach Gleichung (2.49) exakt die gleichen Werte wie die von Cho und
Yoon.
In den folgenden Kapiteln wird aufgrund ihrer Genauigkeit die Formel von Cho und Yoon
verwendet, um theoretische Ergebnisse herzuleiten und unterschiedliche Verfahren mit-
einander zu vergleichen.
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Abbildung 2.9: Vergleich der Formeln zur Berechnung des BER einer 16-QAM
2.5.3 SNR und gewu¨nschte Bitfehlerrate
Im letzten Abschnitt wurde gezeigt, wie bei gegebenem SNR und gegebener Konstellati-
onsgro¨ße das resultierende BER berechnet werden kann. Bei der Datenu¨bertragung geht
man den umgekehrten Weg. Man mo¨chte eine bestimmte Bitfehlerrate erreichen, die so-
genannte Ziel- oder Target Bitfehlerrate PTbit und wissen, welches SNR hierzu no¨tig ist. Im
Folgenden wird zuna¨chst angenommen, dass die Konstellationsgro¨ße M festgesetzt ist.
Die Formeln von Yang und Hanzo und von Cho und Yoon lassen sich nur a¨ußerst schwie-


















wobei PTbit die Zielfehlerrate darstellt. Auflo¨sen nach dem beno¨tigten Target SNR, im Fol-
genden als SNRT bezeichnet, fu¨hrt auf














Dieser Wert ha¨ngt sowohl von der gewa¨hlten Konstellationsgro¨ße M als auch von der
Ziel-Bitfehlerrate ab. Der Ausdruck erfc−1(·) bezeichnet die inverse komplementa¨re Error
Function. Fu¨r PTbit = 10−6 sind Werte fu¨r SNR
T und verschiedene Konstellationsgro¨ßen in
Tabelle 2.2 angegeben.
Eine Erho¨hung der Konstellationsgro¨ße und damit der Bitzahl um zwei Bits geht ungefa¨hr
einher mit einer Vervierfachung des beno¨tigten SNR.
Da die Werte der SNRT weit gro¨ßer als 7 dB sind, kann unter Beru¨cksichtigung von Abbil-
dung 2.9 davon ausgegangen werden, dass die Approximation in Gleichung (2.53) a¨ußerst
genau ist und praktisch kein Fehler gemacht wird.
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b M SNRT 10 log10(SNRT) [dB]
2 4 22.60 13.54
4 16 110.21 20.42
6 64 452.77 26.56
8 256 1797.00 32.55
10 1024 7084.78 38.50
12 4096 27925.25 44.46
Tabelle 2.2: Target SNR fu¨r M-QAM und Zielfehlerrate PTbit = 10−6
In der Tat ko¨nnen die resultierenden Bitfehlerraten durch Einsetzen der Werte fu¨r SNRT in
die Gleichung von Cho und Yoon u¨berpru¨ft werden. Die gewu¨nschte Bitfehlerrate PTbit =
10−6 wird im Rahmen der Rechengenauigkeit exakt erreicht.
Bei relativ hoher Ziel-Bitfehlerrate, beispielsweise PTbit ≥ 10−3, ko¨nnen zwar Probleme
mit der Approximation auftreten. Im Rahmen der hier betrachteten Datenu¨bertragung sind
jedoch nur Werte PTbit ≤ 10−4 sinnvoll.
Fu¨r ein wa¨hrend der Initialisierungsphase gemessenes Signal-zu-Rausch Verha¨ltnis, im
Folgenden als SNRM bezeichnet, kann nun die Sendeleistung PT angepasst werden. Der






Wird die Kanalscha¨tzung und Ermittlung der Werte SNRM mit auf eins normierter
Referenz-Sendeleistung durchgefu¨hrt, so sind die Werte PT fu¨r die einzelnen Subtra¨ger
gerade die Eintra¨ge der Power Allocation Table.
Mit den Werten aus Tabelle 2.2 bedeutet dies, dass bei gegebenem SNRM eine ¨Ubertra-
gung von zwei zusa¨tzlichen Bits ungefa¨hr die vierfache Sendeleistung erfordert.
2.5.4 Waterfilling und Hughes Hartogs Algorithmus
Bei realen ¨Ubertragungskana¨len liegen auf unterschiedlichen Subtra¨gern unterschiedli-
che SNR vor. Die Gesamtsendeleistung des Systems ist beschra¨nkt. In der Regel ist eine
Zielfehlerrate PTbit vorgegeben, die auf allen Subtra¨gern erreicht werden soll. Es stellt sich
dann die Frage, wie viele Bits pro DMT-Symbol u¨bertragen werden ko¨nnen, ohne die
Sendeleistung und die gewu¨nschte Bitfehlerrate zu u¨berschreiten.
In manchen Anwendungen muss hingegen eine bestimmte Anzahl an Bits pro DMT-
Symbol u¨bertragen werden. Ebenfalls ist ein bestimmtes PTbit gegeben. Es stellt sich in
diesem Fall die Frage, wie die Zielvorgaben mit mo¨glichst geringer Sendeleistung, also
mo¨glichst großer Effizienz erreicht werden ko¨nnen.
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Im ersten Szenario spricht man von einem sogenannten Rate Maximization Problem. Die
Datenrate pro DMT-Symbol soll maximiert werden. Im zweiten Szenario spricht man von
einem sogenannten Power Minimization Problem. Die Gesamtsendeleistung soll mini-
miert werden.
Shannon hat in seinem bahnbrechenden Artikel A Mathematical Theory of Communica-
tion [66] eine Formel fu¨r die Kanalkapazita¨t C eines bandbegrenzten ¨Ubertragungskanals
mit AWGN (Additive White Gaussian Noise) entwickelt:
C = W · log P + N
N
= W · log (1 + S NR) , (2.55)
wobei P die Sendeleistung, N die Rauschleistung und W die Bandbreite des Signals an-
gibt.
Diese theoretische Kanalkapazita¨t ist in der Praxis jedoch nur von untergeordnetem Inter-
esse, da nicht bekannt ist, wie C im jeweiligen Fall erreicht werden kann.
Hughes-Hartogs [41] hat einen in der Praxis leicht anwendbaren Algorithmus entwickelt,
der fu¨r einen gegebenen ¨Ubertragungskanal die optimale Bit- und Leistungsverteilung
berechnet. Er verwendet hierfu¨r einen Greedy Ansatz. Das bedeutet, dass der Algorithmus
iterativ ein kleines Teilproblem lo¨st und dabei der globalen Lo¨sung schrittweise na¨her
kommt, bis schließlich das Gesamtproblem gelo¨st ist [72].
Die Grundidee besteht darin, ausgehend von den gemessenen SNRMi , den SNR auf allen
Subtra¨gern i, sowie dem Ziel-BER PTbit schrittweise einem Subtra¨ger zwei zusa¨tzliche Bits
zuzuordnen. So ist gewa¨hrleistet, dass nur quadratische Konstellationen verwendet wer-
den. Fu¨r jeden Subtra¨ger wird die zusa¨tzliche Sendeleistung berechnet, die fu¨r die ¨Uber-
tragung der zwei zusa¨tzlichen Bits beno¨tigt wu¨rde. Schließlich wird derjenige Subtra¨ger
i gewa¨hlt, der die geringste zusa¨tzliche Sendeleistung beno¨tigt, um diese Bits aufzuneh-
men. Die Sendeleistung des Subtra¨gers i wird auf den neuen Wert aktualisiert und der
Vorgang wiederholt sich, bis entweder die gewu¨nschte Anzahl an Bits verteilt ist oder die
zur Verfu¨gung stehende Gesamtsendeleistung erscho¨pft ist.
In folgender ¨Ubersicht ist der Ablauf des Algorithmus in Pseudocode angegeben. Einga-
bedaten sind die wa¨hrend der Initialisierungsphase gemessenen SNR-Werte, SNRMi , die
gewu¨nschte Fehlerwahrscheinlichkeit, PTbit, sowie die Gesamtsendeleistung Ptot. Ausgabe-
werte sind die Anzahl an Bits pro Subtra¨ger bi sowie die Sendeleistungen Pi pro Subtra¨ger.
Die Werte SNRTb geben das beno¨tigte SNR zur ¨Ubertragung von b Bits bei der gewu¨nsch-
ten Bitfehlerrate an. Sie lassen sich nach Gleichung (2.53) berechnen.
Da die SNRMi durch ¨Ubertragung einer Pseudozufallssequenz mit Sendeleistung Pref auf






Die vom Algorithmus berechneten Sendeleistungen Pi beziehen sich ebenfalls auf die
Referenzleistung Pref, so dass fu¨r die tatsa¨chliche absolute Sendeleistung
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Algorithmus 2.2: Bit- und Leistungsverteilung nach Hughes-Hartogs
Eingabe : SNRMi , Ptot, PTbit
Ausgabe : bi, Pi
Daten : SNRTb
// Initialisierung:
1: bi ← 0, Pi ← 0, ∀ i ∈ [0 . . . M/2 − 1]




∀ i ∈ [0 . . . M/2 − 1]
// Bitverteilung:
3: while ∑i Pi < Ptot do
4: ℓ ←
{




5: Pℓ ← Pℓ + ∆Pℓ






8: Zuweisungen des letzten Schrittes zuru¨cknehmen
Pabsi = Pi · Pref (2.57)
gilt.
In Schritt 8 werden die Zuweisungen des letzten Iterationsdurchganges ru¨ckga¨ngig ge-
macht. Dies stellt sicher, dass die Gesamtsendeleistung nicht u¨berschritten wird. In der
Regel wird dadurch ein geringer Bruchteil der Sendeleistung nicht genutzt werden. Er
kann jedoch auch beispielsweise auf alle genutzten Subtra¨ger proportional zu ihrer Sen-
deleistung Pi verteilt werden. Dies fu¨hrt allerdings auf leicht unterschiedliche BER fu¨r
die Subtra¨ger (vgl. Abschnitt 5.7).
Die Eintra¨ge der BAT sind nun die Werte bi und die Eintra¨ge der PAT sind die Werte Pi.
Die angefu¨hrte Version des Algorithmus ist ein Rate Maximization Problem.









bi ≤ bT do
ersetzt, wobei bT die zu u¨bertragende Anzahl an Bits pro DMT-Symbol ist, so wird statt-
dessen das entsprechende Power Minimization Problem gelo¨st. Es kann in beiden Ver-
sionen vorkommen, dass einige Subtra¨ger ungenutzt bleiben, wenn die entsprechenden
SNR-Werte zu schlecht sind.
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2.5.5 Bit und Power Loading mit Channel Gap
Der Algorithmus von Hughes-Hartogs ist leicht zu verstehen und zu implementieren. Je-
doch besitzt er eine relativ lange Laufzeit. Die Rate Maximization Version beispielsweise
verteilt jeweils zwei Bits pro Durchlauf der While Schleife, bis schließlich btot Bits ver-
teilt sind. In jedem Schleifendurchlauf mu¨ssen die Werte ∆Pi nach dem kleinsten Eintrag





Die Gesamtanzahl der Bits ist vor Beginn des Algorithmus unbekannt. Bei guten SNR






Außerdem ist die Berechnung von Gleichung (2.53) aufgrund der erfc Terme aufwa¨ndig
und nicht leicht auf Signalprozessoren zu implementieren (eine geschlossene Lo¨sung exis-
tiert nicht, es muss numerische Integration erfolgen oder, was schneller ist, auf tabellierte
Werte zuru¨ckgegriffen werden). Fu¨r jede Ziel-Fehlerrate und Konstellationsgro¨ße muss
diese Berechnung allerdings nur einmal durchgefu¨hrt werden.
Eine alternative Methode zur Berechnung von BAT und PAT verwendet daher den soge-
nannten Channel Gap Γ. In [13] wird die Vorgehensweise erla¨utert.
Die theoretisch maximale Anzahl an Bits, die u¨ber einen Kanal i mit S/N-Verha¨ltnissen
SNRMi u¨bertragen werden kann lautet mit Gleichung (2.55)
btheoi = log2(1 + SNRMi ) , (2.58)








Der Channel Gap Γ gibt an, wie groß der Abstand zur theoretisch erreichbaren Kanalka-
pazita¨t ist, wenn zur Modulation der Daten QAM-Signale verwendet werden.
Der Wert des Channel Gap wird in der Literatur u¨blicherweise fu¨r eine bestimmte
gewu¨nschte Symbolfehlerrate PTsym als konstant angenommen. Beispielsweise wird in [13]
PTsym = 10−7 der Wert Γ = 9.8 angegeben. Tatsa¨chlich ha¨ngt dieser Wert jedoch sowohl
von PTsym als auch von der durchschnittlichen Anzahl nN na¨chster Nachbarn von Konstel-
lationspunkten der QAM-Konstellation ab. Die Werte nN schwanken je nach Konstellati-
onsgro¨ße zwischen 2 ≤ nN < 4 und der jeweilige exakte Wert von Γ betra¨gt










Eine numerische Auswertung der Werte Γ fu¨r unterschiedliche Symbolfehlerwahrschein-
lichkeiten zeigt, dass die Schwankung der Werte fu¨r verschiedene Konstellationsgro¨ßen
recht gering ausfa¨llt.
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Die Berechnung der Bitbeladung nach Gleichung (2.59) hat den Vorteil, dass fu¨r ein be-
stimmtes Γ lediglich eine einfache Division und Berechnung des Logarithmus notwendig
sind. Der Rechenaufwand ist stark reduziert und es kann fu¨r gegebenes SNRMi sofort das
bi berechnet werden.
In [17] wird gezeigt, wie auch unterschiedliche Leistungsverteilungen mit Hilfe der Chan-
nel Gap Berechnungen erreicht werden ko¨nnen. Eine Reihe von Bit und Power Loading
Algorithmen werden angegeben. Diese sind zwar verglichen mit der optimalen Lo¨sung
von Algorithmus 2.2 weniger effizient, allerdings sind die Abweichungen von der optima-
len Lo¨sung gering und die entwickelten Algorithmen bieten den Vorteil einer bedeutend
schnelleren Laufzeit.
2.5.6 Alternative Ansa¨tze fu¨r Bit und Power Loading
Ein grundsa¨tzliches Problem bei Gleichung (2.59) ist die Tatsache, dass die berechneten
Werte bi kontinuierlich sind. Um sinnvolle Werte zu erhalten, mu¨ssen die Resultate dis-
kretisiert werden. Im vorliegenden Fall von quadratischen QAM-Konstellationen erfolgt
dies durch Verwendung des na¨chstho¨heren oder na¨chstniedrigeren Vielfachen von zwei.
Je nachdem, ob der Wert nach oben oder unten diskretisiert wird, wird zu viel Sende-
leistung verwendet, oder es bleibt Sendeleistung ungenutzt. Dies fu¨hrt zu suboptimalen
Ergebnissen. In der Literatur ist eine Reihe von Lo¨sungsansa¨tzen fu¨r dieses Diskretisie-
rungsproblem angegeben.
Bei den vorgestellten Algorithmen geht es entweder darum, die optimale Lo¨sung in kurzer
Zeit zu finden, oder mit extrem schnellen aber suboptimalen Algorithmen die optimale
Lo¨sung mo¨glichst gut zu approximieren.
Fu¨r die weiteren Untersuchungen der vorliegenden Arbeit wird der Algorithmus von
Hughes-Hartogs verwendet. Er wird allgemein als optimale Lo¨sung angesehen. Die rela-
tiv lange Laufzeit des Algorithmus stellt in der verwendeten Simulationsumgebung kein
Problem dar.
2.5.7 Bit und Loading mit Unequal Error Protection
Einzelne Daten ko¨nnen bereits wa¨hrend der Bit- und Leistungsverteilung besonders
geschu¨tzt werden. Verschiedene Onlinedienste verlangen beispielsweise unterschiedliche
Dienstgu¨ten oder Quality of Service (QoS). So kann etwa bei Online-Telefonie eine ho¨he-
re Bitfehlerrate akzeptiert werden, als bei Dateitransfers. Umgekehrt erfordert Online-
Telefonie eine fixe Datenrate wa¨hrend bei Dateitransfers auch variable Datenraten akzep-
tabel sind. Unterschiedliche Dienste erfordern also unterschiedliche Kombinationen aus
geforderter Bitfehlerrate und geforderter Datenrate.
Sollen unterschiedliche Datenstro¨me mit unterschiedlichen Dienstgu¨te-Anforderungen
gemeinsam u¨bertragen werden, so kann den einzelnen Datenstro¨men unterschiedlicher
Schutz garantiert werden. Man spricht in diesem Zusammenhang von Unequal Error Pro-
tection (UEP).
2.6. ARQ UND BEC 29
Durch Modifikation und Erweiterung der Loading Algorithmen ko¨nnen die vorhandenen
Ressourcen so verteilt werden, dass alle QoS-Anforderungen mo¨glichst gut erfu¨llt wer-
den. Im Abschnitt 4.5 werden die entsprechenden Algorithmen und ihr Potenzial fu¨r die
dynamische Adaption na¨her untersucht.
2.6 ARQ und BEC
Bezu¨glich der Fehlerbehandlung gibt es in der Kommunikationstechnik zwei grundlegen-
de Methoden, die man anwenden kann, um die Robustheit von ¨Ubertragungssystemen zu
verbessern. Vorwa¨rts gerichtete Fehlerkorrektur (engl. Forward Error Correction, FEC)
verwendet Kanalcodierung, die es dem Empfa¨nger erlaubt, zersto¨rte Daten wieder herzu-
stellen. Andererseits erlaubt die ru¨ckwa¨rts gerichtete Fehlerkorrektur (engl. Backward Er-
ror Correction, BEC) die Erkennung von Fehlern. Fehlerhafte Datenpakete ko¨nnen dann
mit Hilfe eines Automatic Repeat Request (ARQ) Protokolls erneut vom Sender angefor-
dert werden.
FEC wird im na¨chsten Abschnitt eingehender behandelt. In diesem Abschnitt wird
zuna¨chst die generelle Funktionsweise des ARQ-Protokolls erla¨utert. Drei Varianten des
ARQ-Prinzips werden in der Reihenfolge ansteigender Komplexita¨t erla¨utert. Die Dar-
stellung folgt dabei [52].
2.6.1 Stop-and-Wait ARQ
Die einfachste Variante eines ARQ-Protokolls ist das sogenannte Stop-and-Wait (SAW)
ARQ. Hier wird jedes Datenpaket einzeln positiv (ACK) oder negativ (NACK) quittiert
und das na¨chste Datenpaket erst gesendet, wenn die Quittung fu¨r das letzte Datenpaket


























Abbildung 2.10: Stop-and-Wait ARQ
In dieser und den folgenden beiden Abbildungen sind die Stationen als Receiver und
Transmitter gekennzeichnet. Tatsa¨chlich erfolgt die ¨Ubertragung in beiden Richtungen
gleichzeitig (Duplexbetrieb) und jede Station fungiert sowohl als Sender als auch als
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Empfa¨nger. Abgebildet ist aus Gru¨nden der einfacheren Darstellbarkeit lediglich eine
¨Ubertragungsrichtung.
Der Sender in Abbildung 2.10 beginnt mit der ¨Ubertragung des ersten Pakets, nach einer
gewissen Verzo¨gerung aufgrund der beschra¨nkten physikalischen Ausbreitungsgeschwin-
digkeit der Signale und Verarbeitungszeiten innerhalb beider Stationen wird das Paket
korrekt empfangen und mit einem ACK quittiert. Das zweite Paket wird jedoch fehlerhaft
empfangen und mit einem NACK quittiert. Der Sender wiederholt die ¨Ubertragung des
zweiten Pakets (es erfolgt eine sogenannte Retransmission), es wird nun korrekt empfan-
gen usw.
Es fa¨llt auf, dass zwischen zwei u¨bertragenen Paketen eine gewisse Zeitspanne, die soge-
nannte Idle Time, liegt, wa¨hrend derer keine ¨Ubertragung stattfinden kann, weil noch auf
die Besta¨tigung des vorigen Pakets gewartet wird. Der Datendurchsatz des Stop-and-Wait
ARQ ist daher gering.
2.6.2 Go-Back-N ARQ
Eine Weiterentwicklung des Stop-and-Wait ARQ, das den Datendurchsatz erho¨ht, ist das
Go-Back-N ARQ. In Abbildung 2.11 ist der Ablauf dargestellt.
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Abbildung 2.11: Go-Back-N ARQ mit N = 7
Der Sender u¨bertra¨gt in jedem Zeitschlitz ein neues Datenpaket. Die Zeit zwischen dem
Versenden eines Paketes und dem Empfang der dazugeho¨rigen Quittung wird als Round-
Trip Delay bezeichnet. Im vorliegenden Beispiel betra¨gt das Round-Trip Delay sieben
Zeitschlitze.
Paket drei wird fehlerhaft empfangen. Der Empfa¨nger quittiert dies mit einem NACK. Der
Sender u¨bertra¨gt weiterhin neue Datenpakete und empfa¨ngt das NACK fu¨r Paket drei erst,
nachdem bereits Paket neun gesendet wurde. Als na¨chstes wird nun Paket drei wiederholt.
Ebenfalls werden alle auf Paket drei folgenden Pakete wiederholt, unabha¨ngig davon, ob
sie fehlerhaft empfangen wurden oder nicht. Der Empfa¨nger quittiert alle auf das erste
fehlerhafte Paket folgenden Pakete mit einem NACK, bis schließlich das Paket drei erneut
und im Beispiel diesmal korrekt empfangen wird. Anschließend fa¨hrt die ¨Ubertragung mit
den folgenden Paketen fort.
2.6. ARQ UND BEC 31
Das Verwerfen auch korrekt empfangener Pakete hat den Vorteil, dass Pakete immer in der
richtigen Reihenfolge empfangen und abgespeichert werden ko¨nnen. Es muss keine Um-
sortierung und Zwischenspeicherung empfangener Pakete erfolgen. Natu¨rlich wird dieser
Vorteil dadurch erkauft, dass teilweise unno¨tig Datenpakete wiederholt werden mu¨ssen.
2.6.3 Selective-Repeat ARQ
An dieser Stelle setzt das sogenannte Selective-Repeat ARQ an. Hier werden nur
tatsa¨chlich fehlerhaft empfangene Pakete erneut u¨bertragen. Der Ablauf ist in Abbildung
2.12 dargestellt.

































Abbildung 2.12: Selective-Repeat ARQ
Paket drei wird fehlerhaft empfangen. Der Sender empfa¨ngt das NACK nach ¨Ubertra-
gung von Paket sieben und u¨bertra¨gt Paket drei anschließend erneut, gefolgt von Paket
acht. Paket sieben wird ebenfalls fehlerhaft empfangen, gefolgt von korrektem Empfang
von Paket drei. Paket drei wird im Empfa¨nger nach Paket zwei einsortiert. Der Sender
u¨bertra¨gt jeweils nur die explizit vom Empfa¨nger angeforderten Pakete.
Wird das gleiche Paket mehrfach fehlerhaft empfangen, kann es zu langen Verzo¨gerungen
bei der Weiterleitung empfangener Pakete an ho¨here Protokollschichten kommen. Große
Paketspeicher sind in Sender und Empfa¨nger erforderlich, um korrekte Einsortierung der
empfangenen Pakete und Zwischenspeicherung gesendeter Pakete zu gewa¨hrleisten. In
der Praxis wird eine obere Grenze fu¨r die Speichergro¨ße verwendet. Eine Reihe von Ver-
fahren wurde entwickelt, um hohen Durchsatz trotz beschra¨nkter Datenpuffer zu errei-
chen. Einige Verfahren vermeiden ein ¨Uberlaufen der Puffer. Andere, wie beispielsweise
das von Yu und Lin [79] entwickelte, verwenden Algorithmen, die den ¨Uberlauf am Sen-
der erkennen und entsprechende Gegenmaßnahmen ergreifen ko¨nnen.
2.6.4 Weitere Aspekte des ARQ
Meist wird bei der Analyse von ARQ-Protokollen ein fehlerfreier Ru¨ckkanal oder Feed-
back Kanal vom Empfa¨nger zum Sender angenommen. In der Realita¨t kann davon nicht
ausgegangen werden. Es kann geschehen, dass ein Paket als fehlerhaft quittiert empfan-
gen wird, obwohl es korrekt empfangen wurde. Ebenso kann ein fehlerhaftes Paket als
korrekt quittiert empfangen werden. Ein Paketza¨hler (Counter CNT) innerhalb der Pro-
tokolldatenpakete kann verwendet werden, um solche Fehler zu erkennen (vgl. Abschnitt
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5.1.2). Der Sender erho¨ht den Paketza¨hler mit jedem gesendeten Paket und verwendet
fu¨r wiederholte Pakete den entsprechenden urspru¨nglichen Za¨hlerwert. Da nur eine be-
schra¨nkte Anzahl an Bits fu¨r den Wert CNT zur Verfu¨gung steht, erfolgt die Za¨hlung
durch Modulo-Bildung.
Fu¨r die weiteren Betrachtungen der vorliegenden Arbeit wird aufgrund von Demonstra-
tionszwecken das einfache Stop-and-Wait ARQ verwendet. Eine ¨Ubertragung der Ergeb-
nisse auf effizientere ARQ-Varianten ist leicht mo¨glich, erfordert aber entsprechend recht
komplizierte Protokoll-Funktionalita¨t, die nur schwer in Diagrammen darstellbar ist.
2.7 Kanalcodierung und FEC
Bei der Kanalcodierung oder vorwa¨rtsgerichteten Fehlerkorrektur (FEC) wird der Sen-
deinformation eine bestimmte Menge an Redundanzinformation hinzugefu¨gt. Bei fehler-
haftem Empfang der Gesamtinformation hofft man, dass die zusa¨tzliche Redundanzin-
formation ausreicht, um die Fehler in den empfangenen Daten, die hierbei sowohl in der
eigentlichen Nutzinformation als auch in der Redundanz auftauchen ko¨nnen, zu korrigie-
ren.
2.7.1 Block- und Faltungscodierung
Man unterscheidet bei der Kanalcodierung grundlegend zwischen Blockcodierung und
Faltungscodierung. Bei der Blockcodierung werden die Daten in Abschnitte einer be-
stimmten La¨nge aufgeteilt, jeder dieser Blo¨cke wird separat kodiert und separat u¨ber-
tragen. Die Korrekturfa¨higkeit solcher Codes ist in der Regel gut vorhersagbar und be-
herrschbar.
Im Gegensatz dazu erfolgt bei der Faltungscodierung im Allgemeinen eine kontinuier-
liche Codierung und Decodierung der Sendeinformation. Die Korrekturfa¨higkeit ha¨ngt
stark von der Fehlerstatistik, d.h. der Auftrittsha¨ufigkeit aber auch der La¨nge einzelner
Fehlerbu¨ndel ab.
Im Rahmen dieser Arbeit sollen Codierungsmo¨glichkeiten nur am Rande erwa¨hnt werden.
Es wurden aus der Vielzahl der Codes zwei Codierungsarten herausgegriffen, die sich
in den letzten Jahren in der Praxis bewa¨hrt haben und in vielen Systemen zum Einsatz
kommen. Als Beispiel fu¨r Blockcodes werden Reed-Solomon Codes betrachtet [8]. Bei
den Faltungscodes werden Trellis Codes mit Viterbi-Decodierer herangezogen [32], die
beispielsweise im Mobilfunk zur Anwendung kommen. Es wurde keine Soft-Decodierung
verwendet.
2.7.2 Vergleich von Codierung mit adaptiver Modulation
Bei der Bearbeitung der vorliegenden Aufgabenstellung trat die Frage auf, in wie weit
Codierung verwendet werden soll. Aktuelle Systeme verwenden zur Fehlerkontrolle
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grundsa¨tzlich irgendeine Art von Codierung. Zur Beantwortung der Frage, welchen Vor-
teil Codierung gegenu¨ber adaptiver Modulation bietet und um herauszufinden, ob die Auf-
gabenstellung mo¨glicherweise lediglich durch Verwendung von Codierung gelo¨st werden
kann, wurde eine umfassende Untersuchung von vielen Modell-Szenarien durchgefu¨hrt
[70].
Verwendet wurde ein abstraktes Kanalmodell wie in Abbildung 2.13 dargestellt.
SNR
Subtra¨ger mit niedrigem SNR
Frequenz
Subtra¨ger mit hohem SNR
Abbildung 2.13: Abstraktes Kanalmodell
Einige Subtra¨ger, die zusammenha¨ngend gruppiert sind, weisen ein gutes SNR auf,
wa¨hrend der Rest der Subtra¨ger vergleichsweise niedrige SNR-Werte aufweist. Das Sys-
tem mit Codierung verwendet auf allen Subtra¨gern die gleiche Modulation, na¨mlich 4-
QAM und die gleiche Sendeleistung. Es werden verschiedene Codierungsvarianten unter-
sucht und die resultierenden Bitfehlerraten und erreichbaren Datenraten verglichen.
Dem codierten System wird ein System gegenu¨bergestellt, das adaptive Modulation ver-
wendet. Es nutzt die gleiche Gesamtsendeleistung wie das codierte System. Allerdings
ko¨nnen Bits und Sendeleistungen optimal verteilt werden. Als Ziel-Bitfehlerrate wird
10−4 gewa¨hlt, da niedrigere Fehlerraten sehr lange Simulationslaufzeiten der Codieral-
gorithmen erfordern, um eine signifikante Zahl von Fehlerereignissen zu erhalten.
Als Beispiel soll nun die Situation betrachtet werden, dass 20 Subtra¨ger mit guten ¨Uber-
tragungsverha¨ltnissen vorhanden sind, die ein SNR von 15 dB aufweisen. Die restlichen
Subtra¨ger weisen ein SNR von 3 dB auf. Insgesamt werden 378 Bits verteilt, da dies ge-
nau der Codewortla¨nge eines RS-Codes mit einer Symbolla¨nge von sechs Bits entspricht.
Faltungscodes der Coderaten R = 1/2 und R = 1/3 mit unterschiedlicher Faltungstiefe
werden betrachtet. Die erreichbare Anzahl an Nutzinformationsbits wird zusammen mit
den erreichten BER fu¨r jede Codierungsvariante aufgetragen. Schließlich wird dies mit
der Datenrate verglichen, die mit adaptiver Modulation erreicht wird.
Ergebnisse sind in Abbildung 2.14 dargestellt. Es stellt sich heraus, dass der RS-Code
selbst bei maximaler La¨nge der Redundanz die geforderte Bitfehlerrate nicht erreicht.
Faltungscodes mit Coderate 1/3 sind ebenfalls nicht in der Lage, die geforderte Fehlerrate
zu erreichen. Als einzige Codierungsvariante besitzen Faltungscodes mit Coderate 1/2
und großer Faltungstiefe das Potenzial, a¨hnliche Datenraten wie die adaptive Modulation
bereitzustellen. Allerdings ist es bei Verwendung von Codierung nicht mo¨glich, gezielt
eine vorgegebene Bitfehlerrate zu erreichen. Dies ist ein weiterer Vorteil der dynamischen
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Viterbi R = 1/3
Viterbi R = 1/2
Abbildung 2.14: Vergleich von Codierung und adaptiver Modulation
Adaption, da hier eine bestimmte Bitfehlerrate mit der minimalen Sendeleistung erreicht
wird.
2.7.3 Bedeutung von Codierung im weiteren Verlauf der Arbeit
Die durchgefu¨hrten Untersuchungen haben gezeigt, dass der Nutzinformation sehr viel
Redundanz hinzugefu¨gt werden muss, um sie sicher vor Sto¨rungen schu¨tzen zu ko¨nnen
und dass der Code unter Umsta¨nden nicht in der Lage ist, die geforderte Bitfehlerrate
einzuhalten. Da angenommen wird, dass Sto¨rungen nur selten auftreten, stellt es eine Ver-
schwendung von Ressourcen dar, diese Redundanz auch dann mit zu u¨bertragen, wenn
keine Sto¨rung vorliegt. In den na¨chsten Kapiteln werden Methoden entwickelt, die eine
Anpassung der ¨Ubertragungsparameter an plo¨tzlich auftretende Sto¨rungen erlauben. Falls
eine Sto¨rung auftritt, wird die geforderte Bitfehlerrate nach eine kurzen Transitionspha-
se wieder erreicht. Dabei ist gewa¨hrleistet, dass die zur Verfu¨gung stehenden ¨Ubertra-
gungsressourcen jederzeit optimal ausgenutzt werden, wobei es zu einer Reduktion der
Gesamtbitzahl des DMT-Symbols kommen kann.
Simulationsergebnisse haben gezeigt, dass dies bezu¨glich der gemittelten Gesamtdaten-
rate weitaus effizienter ist, als sta¨ndig Redundanz zu u¨bertragen, auch wenn sie nicht
beno¨tigt wird.
Codierung kann selbstversta¨ndlich auf die vorgestellten Methoden aufgesattelt werden,
um die ohnehin sehr geringen Bitfehlerraten, die durch die Verwendung adaptiver Modu-
lation bereitgestellt werden, noch weiter zu reduzieren. Hierfu¨r ist nur eine relativ geringe
Menge an Redundanzinformation no¨tig, allerdings sind einige Beschra¨nkungen bezu¨glich
der Struktur des DMT-Symbols und der verwendeten Codes zu beachten, die aber hier
nicht na¨her erla¨utert werden sollen. Die zu beachtenden Restriktionen sind in [74] ausfu¨hr-
licher beschrieben.
Eine weitere Mo¨glichkeit, Codierung und adaptive Modulation zu kombinieren, stellt die




In den Arbeiten von Bauer [6], Trautmann [73] und Schwarz [65], auf denen die vor-
liegenden Ergebnisse aufbauen, wurde der ¨Ubertragungskanal als zirkulante Matrix der
Dimension M × M und die Sendesymbole als Blockmatrix der Dimension M × K mo-
delliert, wobei K die Anzahl der verwendeten DMT-Symbole bezeichnet. Auftretende
Sto¨rungen lassen sich ebenfalls in Matrixschreibweise angeben, sodass sich das gesamte
¨Ubertragungssystem effizient als Multiplikation mehrerer Matrizen simulieren la¨sst.
Diese Vorgehensweise ist fu¨r die vorliegende Arbeit nicht wa¨hlbar. Die zu implementie-
rende Adaption greift wa¨hrend der Laufzeit des Systems bzw. der Simulation in die Struk-
tur der einzelnen Symbole ein. Daher wurde eine iterative Simulationsmethode gewa¨hlt,
die sich an der Discrete Event Simulation orientiert. Die einzelnen Adaptionsschritte las-
sen sich so zeitlich genau nachverfolgen und in ihren Auswirkungen auf das Gesamtsys-
tem analysieren.
Ein wesentlicher Aspekt der Simulationsumgebung ist die Nachbildung realer Kanalei-
genschaften. In diesem Kapitel wird zuna¨chst ein Systemmodell eingefu¨hrt, das einige
wichtige Parameter fu¨r die betrachteten ¨Ubertragungseinrichtungen festlegt. Anschlie-
ßend werden mo¨gliche Sto¨reinflu¨sse besprochen und schließlich wird ein mathematisches
Modell zur physikalischen Modellierung der Kanaleigenschaften angegeben. Anhand ei-
niger Anwendungsbeispiele wird abschließend die Leistungsfa¨higkeit der Modelle de-
monstriert.
3.1 Wichtige Systemparameter
In Anlehnung an die Arbeiten von Bauer [6], die ein latenzoptimiertes DMT-System fu¨r
den Einsatz im Bereich der Fernwirktechnik zum Thema hatten, werden viele der dort
verwendeten Systemparameter u¨bernommen. Dies erlaubt einen Vergleich der in der vor-
liegenden Arbeit entwickelten Methoden mit dem real existierenden System.
Die verwendete Abtastfrequenz fS betra¨gt 1024kHz. Die La¨nge M der FFT und IFFT
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betra¨gt 128 Samples. Das Guard Intervall besitzt eine La¨nge LG von 32 Samples. Die
DMT-Symbolrate R betra¨gt damit R = 1024·103128+32 = 6400 Symbole pro Sekunde. Aufgrund
der blockorientierten Signalverarbeitung verursachen große Werte M eine erho¨hte Latenz
der Datenu¨bertragung. Die relativ geringe La¨nge der hier verwendeten FFT-Operationen
gewa¨hrleisten eine geringe Latenz der Datenu¨bertragung und damit eine schnelle Ent-
deckung von und Adaption an Vera¨nderungen der ¨Ubertragungsqualita¨t [18].
3.2 Modellierung von Sto¨rungen
Reale DMT-Systeme sind von einer ganzen Reihe von Sto¨reinflu¨ssen betroffen. Eine De-
finition von Interferenz aus [7] gibt drei unterschiedliche Sto¨rungsklassen an:
• Breitbandige Sto¨rungen
• Schmalbandige Sto¨rungen
• Extrem schmalbandige Sto¨rungen
Bereits im letzten Kapitel wurde der Einfluss von AWGN analysiert. Daneben kommt
es aufgrund von Schaltvorga¨ngen elektrischer Einrichtungen und Gera¨te zu sogenanntem
Impulse Noise (IN) und aufgrund der Einkopplung externer periodischer oder modulierter
Signale in die ¨Ubertragungsleitung zu schmalbandigen Sto¨rungen (engl. Narrow Band-
width Interference, NBI). Im Folgenden werden IN und NBI na¨her betrachtet.
3.2.1 Impulse Noise
In der Literatur wird Impulse Noise als einer der Haupt-Sto¨rfaktoren bei der ¨Ubertra-
gung u¨ber drahtgebundene Systeme angegeben. Allerdings gestaltet sich die Erfassung
seiner statistischen Eigenschaften durch ein mathematisches Modell a¨ußerst schwierig.
Eine Mo¨glichkeit ist daher, in großangelegten Messkampagnen (wie beispielsweise von
der Deutschen Telekom im Jahre 1994 durchgefu¨hrt [37], [38]) reale Daten aufzuzeichnen
und diese zur Simulation zu verwenden.
Aus den gewonnenen Daten lassen sich als zweite Mo¨glichkeit statistische Eigenschaf-
ten wie beispielsweise Histogramme der Amplitudenverteilung, Inter-Arrival Zeiten und
Dauer der einzelnen Impulse ableiten. Einige Publikationen geben basierend auf diesen
statistischen Eigenschaften vereinfachte Modelle zur rechnerbasierten Erzeugung von Im-
pulse Noise an [50], [53].
In [80] wird der Einfluss von Impulse Noise auf DSL- ¨Ubertragungen untersucht. Model-
lierung von Impulse Noise ist nicht leicht, daher verwenden die Autoren aufgezeichnete
Messwerte und leiten daraus unterschiedlich starke und lange Impulssto¨rer ab. Die Auto-
ren kommen zu dem Ergebnis, dass fehlerfreie ¨Ubertragung nur durch Kombination von
tiefem Interleaving und Verwendung eines 6 dB Margin (Sicherheitsabstand zu minimal
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beno¨tigtem SNR) erreicht werden kann. Es muss ein Kompromiss getroffen werden zwi-
schen Latenz der ¨Ubertragung aufgrund von Interleaving, zwischen erreichtem Schutz der
Daten und maximaler Reichweite der ¨Ubertragung.
Wie Messungen gezeigt haben, spielt Impulse Noise bei den Systemen, die in der vor-
liegenden Arbeit betrachtet werden, keine signifikante Rolle. Die vorgestellten Systeme
sind außerdem robust genug, um eine kurzzeitige Fehlerha¨ufung tolerieren zu ko¨nnen.
Ohnehin sind die in [80] geforderten Interleavertiefen so groß, dass die Latenz der Da-
tenu¨bertragung fu¨r die anvisierten Echtzeitanwendungen inakzeptabel wa¨re.
3.2.2 Narrow Bandwidth Interference
In [7] wird ein einfaches Modell zur Simulation von NBI angegeben. In [65] werden eine
Reihe von Modellen mit unterschiedlicher Komplexita¨t entwickelt, um NBI zu simulie-
ren. Wichtige Parameter des NBI sind die Mittenfrequenz der Sto¨rung, die Bandbreite
sowie die Leistung der Sto¨rung. Es zeigt sich, dass die Auswirkungen von NBI am gra-
vierendsten sind, wenn die Mittenfrequenz der Sto¨rung genau in der Mitte zwischen den
Mittenfrequenzen zweier benachbarter Subtra¨ger liegt. Aufgrund der beschra¨nkten spek-
tralen Auflo¨sung der DFT kommt es zum sogenannten Leakage Effekt. Hierbei wird die
Sto¨rleistung der schmalbandigen Sto¨rung auf eine Reihe benachbarter Subtra¨ger verteilt,
sodass nicht nur Subtra¨ger nahe der Mittenfrequenz des NBI-Sto¨rers, sondern gro¨ßere Be-
reiche der ¨Ubertragungsbandbreite gesto¨rt werden. Ein Beispiel fu¨r eine solche schmal-
bandige Sto¨rung findet sich in Abbildung 4.17. In [65] werden Methoden beschrieben,
wie der Sto¨reinfluss des schmalbandigen Rauschens kompensiert werden kann. Hierfu¨r
mu¨ssen auf einigen Subtra¨gern, sogenannten Beobachtungstra¨gern, eventuell vorhandene
Bits auf andere Subtra¨ger verteilt werden, sodass auf diesen Beobachtungstra¨gern reines
Rauschen empfangen und ausgewertet werden kann. Die Ergebnisse der vorliegenden Ar-
beit ermo¨glichen unter Anderem, dass eine solche Umverteilung auch unter ungu¨nstigsten
Bedingungen erfolgen kann.
3.3 Modellierung des ¨Ubertragungskanals
Im Rahmen der vorliegenden Arbeit kommt der realistischen Modellierung des ¨Uber-
tragungskanals eine wichtige Bedeutung zu. Da nicht vorgesehen war, die untersuch-
ten Methoden in Hardware zu realisieren, wurde große Sorgfalt verwendet, Modelle mit
mo¨glichst exakter physikalischer Nachbildung tatsa¨chlicher ¨Ubertragungsbedingungen
zur Verfu¨gung zu stellen.
Bei der Entwicklung von DSL-Modems fu¨r den kommerziellen Massenmarkt muss ei-
ne Reihe von Testszenarien erfolgreich bewa¨ltigt werden ko¨nnen. In den Kindertagen
von DSL wurden reale Topologien aufgebaut, um die entwickelten Gera¨te zu testen. Bei
der Vielzahl der vorgeschriebenen Testszenarien und -varianten ist dies heute nicht mehr
mo¨glich. Stattdessen werden repra¨sentative Test-Topologien in den einschla¨gigen Stan-
dards abstrakt angegeben und die tatsa¨chlichen ¨Ubertragungseigenschaften dieser Topo-
logien werden durch physikalische Nachbildung (Physical Modelling) ermittelt.
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Im Folgenden wird die Nachbildung von Twisted-Pair Leitungen beschrieben. Die Dar-
stellung orientiert sich vor allem an [44] und [69]. Abschließend werden einige interessan-
te Simulationsergebnisse pra¨sentiert, um die Leistungsfa¨higkeit des Modells zu demons-
trieren.
3.3.1 Basisblock der Leitungssimulation
In den relevanten Standards werden die Simulationsparameter meist durch Messungen
von realen Leitungen gewonnen. Die Parameter gliedern sich in prima¨re und sekunda¨re
Leitungsparameter. Als prima¨re Leitungsparameter bezeichnet man Widerstand R, Induk-
tivita¨t L, Kapazita¨t C und Leitwert G. Mit diesen Parametern la¨sst sich ein abstraktes







U(x) U(x + dx)
I(x + dx)
- -
Abbildung 3.1: Zweitormodell einer ¨Ubertragungsleitung
Eine reale Leitung kann man sich als Kaskade solcher Segmente vorstellen.
Die prima¨ren Leitungsparameter R, L, C und G werden in unterschiedlichen Standards
und Lehrbu¨chern unterschiedlich definiert. In der Regel werden sie fu¨r eine Reihe von
Referenz-Frequenzpunkten experimentell bestimmt und dann durch parametrisierte Funk-
tionen interpoliert.
Beispielsweise gibt der Standard ITU-G996.1 [44] Formeln zur Berechnung von R und
L an. Im Folgenden wird zur Vereinfachung der Schreibweise stillschweigend vorausge-
setzt, dass alle Parameter eigentlich Ableitungen nach der La¨nge des Leitungssegments
sind. Im oben genannten Standard wird der Wert fu¨r C als frequenzunabha¨ngig angenom-
men. G wird als vernachla¨ssigbar definiert und auf 0 gesetzt.
Widerstand R und Induktivita¨t L sind wie folgt gegeben:
R( f ) =
(




L( f ) =








wobei roc, ac, L0, L∞, fm und b Variablen sind, die vom Kabeltyp und den elektrischen
Eigenschaften des Kabels abha¨ngen. In der Literatur sind sie fu¨r wichtige Kabeltypen
tabellarisch aufgelistet.
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In [69] werden einige Gleichungen aufgestellt, die das vereinfachte Modell der ITU-T
erweitern. Diese Gleichungen stellen einen Kompromiss zwischen stark vereinfachten und
unno¨tig komplizierten Leitungsmodellen dar. Sie werden von nun an als Referenz fu¨r die
Kanalmodellierung verwendet.
Die Gleichungen fu¨r die Leitungsparameter sind wie folgt definiert:






L( f ) wie in Gleichung (3.2) gegeben
C( f ) = c∞ + c0 · f −ce (3.4)
G( f ) = g0 · f ge , (3.5)
wobei ros, c∞, c0, ge und ce ebenfalls leitungsabha¨ngige Parameter sind, die tabelliert
angegeben werden.
3.4 ABCD-Modell































Abbildung 3.2: Verallgemeinertes Zweitormodell einer ¨Ubertragungsleitung
Die Richtung der Stro¨me wurde wie gezeigt gewa¨hlt, um eine Hintereinanderschaltung
mehrerer Zweitore zu erleichtern.
Ein wichtiger Wert ist das Verha¨ltnis




A · U2 + B · I1
, (3.7)
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wobei die Frequenzabha¨ngigkeit der Variablen auf der rechten Seite der Gleichung nicht
explizit angegeben ist, um die Notation zu vereinfachen.
In vollsta¨ndigen ¨Ubertragungssystemen sind an beiden Enden der ¨Ubertragungsstrecke
sowohl eine Quelle (Source) als auch eine Last (Load) vorhanden. Die Quelle hat eine














Abbildung 3.3: ABCD Modell mit Quelle und Last






A U2 + B I2
C U2 + D I2
=
A ZL · I2 + B I2
C ZL · I2 + D I2
=
A ZL + B
C ZL + D
(3.8)
berechnet.
Ebenso kann T ( f ) durch ZL ausgedru¨ckt werden:
T ( f ) = ZL
A ZL + B
. (3.9)
Fu¨r das ¨Ubertragungssystem aus Abbildung 3.3 la¨sst sich die ¨Ubertragungsfunktion H( f )
angeben als





· T ( f ) . (3.10)
Die letzte Gleichung resultiert aus
US = ZS · I1 + U1 , (3.11)
und daher
H( f ) = U2
ZS · I1 + U1
=
U2







woraus Gleichung (3.10) folgt.
H( f ) kann nun mit Hilfe von Gleichung (3.9) folgendermaßen ausgedru¨ckt werden:
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H( f ) =
A ZL+B
C ZL+D · ZL(
A ZL+B
C ZL+D + ZS
)




C ZL+D + ZS
)
(C ZL + D)
=
ZL
A ZL + B +C ZL ZS + D ZS
. (3.13)
Entsprechend Gleichung (3.6) ko¨nnen die Verha¨ltnisse zwischen Stro¨men und Spannun-





















ausgedru¨ckt werden, wobei K und M gewa¨hlt wurden, um Verwechslung mit anderen
Funktionen oder Leitungsparametern zu vermeiden.
Wenn das Verha¨ltnis VLVS gema¨ß Gleichung (3.14) berechnet wird, fu¨hrt ein Vergleich mit











gilt, wobei A bis D vom urspru¨nglichen Φ aus Gleichung (3.6) stammen.
Die neue Matrix Φ′ kann daher als Produkt zweier Matrizen geschrieben werden:











In der letzten Gleichung steht die Matrix Φ0 fu¨r die ABCD-Matrix der Quelle. Der große
Vorteil des ABCD-Modells besteht darin, dass die Gesamt- ¨Ubertragungsfunktion einer
¨Ubertragungsleitung oder Topologie als Produkt der ¨Ubertragungsmatrizen der einzelnen
Teilbausteine berechnet werden kann.
3.4.1 Matrizen fu¨r spezielle Teilbausteine
Nun werden die Werte der ABCD-Parameter der ¨Ubertragungsmatrizen durch prima¨re
und sekunda¨re Leitungsparameter ausgedru¨ckt. Sekunda¨re Leitungsparameter sind Werte,
die aus den prima¨ren Parametern abgeleitet werden. Die beiden wichtigsten Werte sind die
Propagationskonstante γ und die charakteristische Impedanz Z0.
Die Propagationskonstante γ ist als
γ = α + j β =
√
(R + jωL) · (G + jωC) (3.17)
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definiert.
Der Realteil von γ wird Da¨mpfungsfaktor α genannt. Sein Wert wird ha¨ufig in Np (Neper)
angegeben, wobei Neper als log(x) definiert ist und 1 dB etwa 8.686 Np entspricht. Die
Da¨mpfung eines Stu¨ckes Twisted-Pair Leitung mit Einheitsla¨nge dx = 1 betra¨gt daher
ungefa¨hr 8.686α dB
Der Imagina¨rteil von γ wird als Phasenkonstante β bezeichnet.




G + jωC . (3.18)
Wenn eine Leitung mit ihrer charakteristischen Impedanz abgeschlossen wird, entstehen
an der Abschlussstelle keinerlei Reflexionen. Jeder andere Leitungsabschluss fu¨hrt dazu,
dass elektromagnetische Wellen reflektiert werden und in Ru¨ckrichtung u¨ber die Leitung
laufen.
Mit diesen beiden sekunda¨ren Parametern betragen die Werte der ABCD-Matrix eines
einfachen Leitungssegments der La¨nge d:
Φ =
[






Ein sogenannter Gauge Change, eine Verbindung zweier Leitungssegmente mit unter-
schiedlichem Durchmesser (auch Splicing genannt), kann modelliert werden, indem die
beiden ABCD Matrizen mit den jeweiligen Werten fu¨r γ, Z0 und d multipliziert werden.
Auch Bridged Taps (nicht terminierte Stichleitungen) ko¨nnen mit ABCD-Matrizen mo-










3.4.2 Symmetrie von ¨Ubertragungsleitungen
Bereits seit langem bestand die Vermutung, dass Twisted-Pair Leitungen symmetrisch
bezu¨glich beider Endpunkte sind. Allerdings gab erst Galli [30] einen formalen Beweis,
dass diese Vermutung tatsa¨chlich korrekt ist, wenn gewisse Bedingungen erfu¨llt sind.
Mit der gleichen Notation von ABCD-Matrizen wie in [69] la¨sst sich zeigen, dass al-
le aus Twisted-Pair Leitungen aufgebauten Netztopologien Symmetrie aufweisen, wenn
Quellen- und Lastwiderstand zur Terminierung der Leitung identisch sind. Besitzen sie
nicht den gleichen Wert, sind die ¨Ubertragungsfunktionen von beiden Endpunkten aus




Wenn eine Leitung mit ihrer charakteristischen Impedanz abgeschlossen wird, treten keine
Reflektionen an den Endpunkten auf. Da die charakteristische Impedanz sowohl reelle als
auch imagina¨re Anteile besitzt, unterdru¨ckt ein Abschluss mit einem reellen Widerstand
nicht alle Reflexionen. Wa¨hrend der Wert Z0 besonders fu¨r relativ niedrige Frequenzen
stark variiert, konvergiert er fu¨r sehr hohe Frequenzen.
Der Eingangswiderstand Z1, in Gleichung (3.8) definiert, konvergiert gegen die charakte-
ristische Impedanz Z0 fu¨r sehr lange Leitungen, oder wenn ZL = Z0, was deutlich wird,
wenn man die Werte von (3.19) in (3.8) einsetzt:
Z1 =
ZL cosh(γd) + Z0 sinh(γd)
ZL · 1Z0 sinh(γd) + cosh(γd)
=
ZL + Z0 tanh(γd)













oder, wenn ZL = Z0:
Z1 =
Z0 + Z0 tanh(γd)
1 + tanh(γd) = Z0 . (3.24)
Fu¨r sehr hohe Frequenzen verschwindet der Imagina¨rteil von Z0, wa¨hrend der Realteil
konvergiert, so dass na¨herungsweise gilt Z0 ≈ 105Ω.
3.4.4 Zusa¨tzliche Filter
In realen ¨Ubertragungssystemen wird das zu u¨bertragende Signal gefiltert, um zu verhin-
dern, dass unerwu¨nschte Signalanteile die Information sto¨ren. Beispielsweise blendet ein
Hochpassfilter die Gleichstromkomponente des Empfangssignals aus.
Der Filtertyp, der fu¨r diese Aufgabe verwendet wird, beeinflusst die Impulsantwort des
¨Ubertragungssystems. Wenn H( f ) die ¨Ubertragungsfunktion der Leitung und Hhp( f ) die
¨Ubertragungsfunktion des Hochpass Filters repra¨sentieren, gilt fu¨r die System- ¨Ubertra-
gungsfunktion HS ( f )
HS ( f ) = H( f ) · Hhp( f ) . (3.25)
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Im Zeitbereich la¨sst sich die Impulsantwort hs[n] des Systems als inverse Fourier Trans-
formation von H[k], der abgetasteten ¨Ubertragungsfunktion HS ( f ) berechnen und als zir-
kula¨re Faltung ausdru¨cken
hs[n] = h[n] ⊛ hhp[n] . (3.26)
Es gibt daher keine allgemeingu¨ltige Impulsantwort fu¨r einen spezifischen Kanal, sondern
die Impulsantwort ha¨ngt von dem verwendeten Hochpassfilter ab. Je steiler die ¨Ubertra-
gungsfunktion des Filters ist, desto mehr Welligkeit weist die Impulsantwort auf. Anderer-
seits fu¨hrt eine niedrige Filterordnung auf suboptimale Unterdru¨ckung der Gleichstrom-
komponente (vgl. Abbildung 3.7).
3.5 Simulationsergebnisse
3.5.1 Charakterisierung von ¨Ubertragungsleitungen
In der Literatur werden ¨Ubertragungsleitungen durch ihre Topologie sowie die Kabelty-
pen ihrer einzelnen Segmente charakterisiert. In der Terminologie des ADSL Standards
werden die Stationen oder ATUs (ADSL Transceiver Unit) bei Verteiler und Teilnehmer
mit ATU-C (fu¨r Central Office) und ATU-R (fu¨r Remote End) bezeichnet. In nordameri-
kanischen Standards ist die La¨nge der Leitungssegmente in Fuß (ft) angegeben. Ein Fuß
entspricht ca. 0.3048 Meter. Amerikanische Leitungsarten sind entweder AWG (American
Wire Gauge) oder PIC, abha¨ngig davon, welches Material als Dielektrikum zur Isolation
verwendet wird (Polyethylen oder Papier). Die Durchmesser der Leitungssegmente wer-
den durch eine Kennzahl charakterisiert, wobei gro¨ßere Kennzahlen kleinere Durchmes-
ser repra¨sentieren. Die wichtigsten Vertreter der verschiedenen Kabeltypen sind AWG22,
AWG24 und AWG26. In den unterschiedlichen Standards sind Tabellen mit den Konstan-
ten zur Berechnung der prima¨ren und sekunda¨ren Leitungsparameter der verschiedenen
Kabeltypen angegeben.
Europa¨ische Kabeltypen tragen die Abku¨rzung PE. La¨ngenangaben erfolgen in Meter und
wichtige Kabeltypen sind PE04, PE06 und PE08.








Abbildung 3.4: Schema der Testtopologie
Alle Kabelsegmente dieser Topologie sind vom Typ AWG26 (es gibt keine ¨Anderungen
des Durchmessers), ein Bridged Tap (Stichleitung) kommt vor, die Segmentla¨ngen sind
in Fuß angegeben und jedes Teilsegment besitzt eine unterschiedliche La¨nge. Die Quell-
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und Lastwidersta¨nde ko¨nnen, mu¨ssen aber nicht angegeben sein. Um die ¨Ubertragungs-
funktion eindeutig zu identifizieren, mu¨ssen sie jedoch spezifiziert sein. Wenn sie nicht
explizit angegeben werden, nimmt man u¨blicherweise eine Terminierung der Leitung in
ihrer charakteristischen Impedanz an.
3.5.2 Validierung der Modelle
In der Literatur lassen sich nur schwer Referenzen finden, in denen tatsa¨chliche ¨Ubertra-
gungsfunktionen auf Grundlage der verwendeten Leitungsmodelle abgebildet sind. Eine
Referenz findet sich in [30]. Drei verschiedene Topologien werden dort pra¨sentiert und
die entsprechenden ¨Ubertragungsfunktionen verglichen.
Um zu pru¨fen, ob die Simulationsumgebung korrekt rechnet, werden die drei ¨Ubertra-
gungsfunktionen reproduziert. Die erste Topologie ist in Abbildung 3.4 dargestellt. Die
zweite Topologie findet sich in Abbildung 3.5. Die zwei Topologien repra¨sentieren den





ZS = 500Ω ZL = 100Ω
Abbildung 3.5: Zweite Topologie aus [30]
Fu¨r die dritte Topologie gilt ZL = ZS = 100Ω. Es stellt sich heraus, dass die ¨Ubertra-
gungsfunktionen, wie in Abschnitt 3.4.2 erla¨utert, tatsa¨chlich symmetrisch sind, wenn
beide Impedanzen den gleichen Wert besitzen.
Die entsprechenden ¨Ubertragungsfunktionen ohne zusa¨tzliche Filterung sind in Abbil-
dung 3.6 dargestellt. Sie entsprechen exakt den Abbildungen in Gallis Artikel.













beide Topologien mit Abschluss 100 Ω
Abbildung 3.6: Resultierende ¨Ubertragungsfunktionen
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3.5.3 Impulsantwort
In diesem Abschnitt wird der Einfluss der Filterordnung auf die Impulsantwort untersucht.
Es wird die zweite ¨Ubertragungsfunktion aus dem letzten Abschnitt verwendet, bei der
Quell- und Lastwiderstand identisch 100Ω betragen.
Wie weiter oben erwa¨hnt, hat die Filterordnung ebenfalls einen Einfluss auf die Impuls-
antwort. In Abbildung 3.7 wird dies verdeutlicht. Hier sind Impulsantworten fu¨r den mitt-
leren ¨Ubertragungskanal in Abbildung 3.6 mit unterschiedlichen Filterordnungen n von
Butterworth Filtern abgebildet.



















t n = 2
n = 4
n = 6
Abbildung 3.7: Einfluss der Filterordnung auf die Impulsantwort
Es la¨sst sich erkennen, dass eine ho¨here Ordnung des Filters zu mehr Welligkeit in der
Impulsantwort und damit zu einer la¨ngeren Dauer der Impulsantwort fu¨hrt.
3.5.4 Leitungsabschluss mit charakteristischer Impedanz
Wird das Ende der ¨Ubertragungsleitung mit einer Impedanz abgeschlossen, die ungleich
der charakteristischen Impedanz ist, so kommt es zu Reflektionen des elektromagneti-
schen Signals. Dieser Effekt ist umso ausgepra¨gter, je ku¨rzer die Leitung ist. Fu¨r lange
¨Ubertragungsleitungen fu¨hrt die Da¨mpfung der Signalleistung zu einer Reduktion des
Effekts. Abbildung 3.8 zeigt die Topologie, die zur Verdeutlichung dieser Thematik ver-
wendet wird.
ATU-C ATU-R
ZL = 600ΩZS = 600Ω
500 m
AWG24
Abbildung 3.8: Einzelner Leitungsabschnitt mit geringer La¨nge
Abbildung 3.9 zeigt die Wirkung eines nichtidealen Leitungsabschlusses von 600Ω. Re-
flektionen des Signals verursachen periodisch auftretende Schwankungen des Da¨mp-
fungsverlaufs, da sich die reflektierten Signale u¨berlagern und invertierte Phasen bei den
entsprechenden Frequenzen das Signal auslo¨schen.
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Abbildung 3.9: Reflektionen aufgrund von nichtidealem Leitungsabschluss
Wenn stattdessen ZL = ZS = Z0 gewa¨hlt wird, treten keine Reflektionen auf und die ¨Uber-
tragungsfunktion ist glatt, wie in Abbildung 3.10 gezeigt. Außerdem kann man erkennen,
dass die Da¨mpfung weit geringer ausfa¨llt als im Fall von nichtidealem Leitungsabschluss.















Abbildung 3.10: Vermeidung von Reflektionen bei idealem Leitungsabschluss
3.5.5 Einfluss von Stichleitungen
In diesem Abschnitt wird eine Topologie mit einer Stichleitung (engl. Bridged Tap) unter-
sucht. Zuna¨chst wird die Position des Bridged Tap variiert und die Vera¨nderung der ¨Uber-
tragungsfunktion beobachtet. In einem zweiten Beispiel ist die Position des Bridged Tap
fixiert und die La¨nge des Bridged Tap wird variiert. Beide Leitungsenden sind mit iden-
tischen Impedanzen abgeschlossen, um Symmetrie der ¨Ubertragungsfunktion zu gewa¨hr-
leisten.
Einfluss der Position der Stichleitung
Die Topologie des ersten Experiments ist in Abbildung 3.11 angegeben. Der Pfeil deutet
die Richtung an, in die der Bridged Tap verschoben wird.
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ATU-C ATU-R
1000ftZS = 100Ω ZL = 100Ω
l1 5000ft - l1
AWG24
Abbildung 3.11: Variable Position der Stichleitung
Abbildung 3.12 zeigt die ¨Ubertragungsfunktion fu¨r verschiedene Werte von l1, der Posi-
tion des Bridged Tap. Es fa¨llt auf, dass die Frequenzen der Auslo¨schungen unvera¨ndert
bleiben. Lediglich die Da¨mpfung a¨ndert sich geringfu¨gig fu¨r die verschiedenen Werte von
l1.















l1 = 1000 ft
l1 = 2000 ft
l1 = 3000 ft
Abbildung 3.12: ¨Ubertragungsfunktion fu¨r unterschiedliche Positionen der Stichleitung
Einfluss der La¨nge der Stichleitung
Im zweiten Experiment bleibt die Position des Bridged Tap konstant und seine La¨nge wird
variiert. Die Topologie ist in Abbildung 3.13 gezeigt.
ATU-C ATU-R
lbtZS = 100Ω ZL = 100Ω
AWG24
2000 ft 3000 ft
Abbildung 3.13: Variable La¨nge der Stichleitung
Der vera¨nderliche Parameter ist die La¨nge des Bridged Tap lbt. Abbildung 3.14 zeigt die
resultierenden ¨Ubertragungsfunktionen fu¨r einige Werte.
Mit zunehmender La¨nge des Bridged Tap verringert sich die Frequenz der ersten
Auslo¨schung. Unter Umsta¨nden ko¨nnen so auch mehrere Auslo¨schungen im betrachte-
ten Frequenzbereich auftreten, wie in Abbildung 3.15 gezeigt ist.
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lbt = 100 ft
lbt = 200 ft
lbt = 500 ft
Abbildung 3.14: ¨Ubertragungsfunktion fu¨r unterschiedliche La¨ngen der Stichleitung















lbt = 1000 ft
lbt = 2000 ft
Abbildung 3.15: ¨Ubertragungsfunktion fu¨r unterschiedliche La¨ngen des Bridged Tap
3.6 Testkanal mit Bit und Power Loading
Die vorigen Abschnitte haben gezeigt, dass mit den zur Verfu¨gung stehenden Metho-
den beliebige Netztopologien und deren ¨Ubertragungseigenschaften modelliert werden
ko¨nnen. Im Rahmen der vorliegenden Arbeit ko¨nnen jedoch nur exemplarisch einige Test-
kana¨le gezeigt und verwendet werden, anhand derer die Resultate verdeutlicht werden.
Beispielhaft soll hier eine ¨Ubertragung u¨ber den Testkanal mit der Topologie aus Abbil-
dung 3.16 analysiert werden.
S1 S28000 ft 2000 ft
ZS = 120Ω ZL = 120Ω
1000 ft
AWG26
Abbildung 3.16: Topologie des Testkanals
Hieraus la¨sst sich mit den beschriebenen Methoden die ¨Ubertragungsfunktion des Kanals
fu¨r die Systemparameter aus Abschnitt 3.1 ermitteln. Sie ist in Abbildung 3.17 dargestellt.
Abgebildet sind die Da¨mpfungskoeffizienten gi gema¨ß Gleichung (2.7). Als Gesamtsen-
deleistung wird ein Wert von Ptot = 25 dBm angenommen. Damit gilt fu¨r die Referenz-
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wobei N die La¨nge der FFT bezeichnet.
Fu¨r die Leistung des AWGN wird ein Wert von PN = −120 dBm/Hz angesetzt. Ther-
misches Rauschen wird bei Zimmertemperatur in der Literatur allgemein mit etwa
−140 dBm/Hz angegeben.





und damit gilt fu¨r die Rauschleistung pro Subtra¨ger PN,i
PN,i = PN · Bcarr . (3.29)





Die entsprechenden Werte sind in Abbildung 3.18 in dB dargestellt.
Lediglich der Maßstab und die Einheit der y-Achse haben sich gea¨ndert, die Form der
Kurve ist bei beiden Bildern identisch.
Fu¨r den gegebenen Beispielkanal soll nun gema¨ß Abschnitt 2.5.4 die optimale Bit- und
Leistungsverteilung fu¨r eine Bitfehlerrate PTbit = 10−6 gefunden werden.
Abbildung 3.19 zeigt das Ergebnis.
Auf Subtra¨gern mit hohem SNR ko¨nnen viele Bits u¨bertragen werden. Ist die Bitbeladung
auf zwei benachbarten Subtra¨gern um zwei Bits reduziert, so tritt ein charakteristischer
3.6. TESTKANAL MIT BIT UND POWER LOADING 51












Abbildung 3.18: S/N-Verha¨ltnisse des Testkanals























Abbildung 3.19: Optimale Bit- und Leistungsverteilung fu¨r Testkanal
Sprung in der Leistungsverteilung auf und die verringerte Konstellation beno¨tigt nur et-
wa ein Viertel der Sendeleistung der gro¨ßeren Konstellation (vgl. Abschnitt 2.5.3). Um
die geforderten Bitfehlerraten einzuhalten, muss bei Subtra¨gern gleicher Konstellations-
gro¨ße die Sendeleistung mit ansteigendem Subtra¨gerindex sukzessive erho¨ht werden, da
der Kanal Tiefpasscharakter aufweist.
Einige Subtra¨ger bleiben ungenutzt, obwohl prinzipiell eine ¨Ubertragung mo¨glich wa¨re.
Es sind dies Subtra¨ger am unteren und am oberen Ende des genutzten Spektrums. In
diesen Frequenzbereichen sind Effekte der Anti-Aliasing und Anti-Imaging Filter zu
beobachten. Da in der vorliegenden Arbeit keine Festlegung fu¨r diese Filter getroffen
wird, gewa¨hrleistet eine Nichtnutzung der Frequenzbereiche die Allgemeingu¨ltigkeit und
¨Ubertragbarkeit der Ergebnisse fu¨r unterschiedliche Filter-Konfigurationen.
In realen Implementierungen eines DMT-Systems sind die analogen Filter der Hardware
festgelegt und ko¨nnen in die ¨Ubertragungsfunktion des Kanals eingerechnet werden, so
dass eine auf die jeweiligen Gegebenheiten angepasste Simulation durchgefu¨hrt werden
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kann.
Fu¨r den Beispielkanal ko¨nnen insgesamt 410 Bits pro DMT-Symbol mit einer Bitfehler-
rate von 10−6 u¨bertragen werden. Mit der verwendeten Abtastrate des Systems resultiert
eine Symbolrate von 6400 Symbolen pro Sekunde, was auf eine Datenrate des Systems
von 2.624 Mbit/s fu¨hrt.
Kapitel 4
Unequal Error Protection fu¨r
Protokolldaten und Nutzdaten
In diesem Kapitel wird das Modell der Datenu¨bertragung weiter verfeinert. Die u¨ber-
tragenen Daten werden in Protokoll- und Anwender- oder Nutzdaten differenziert. Den
Protokolldaten kommt innerhalb des DMT-Symbols besondere Bedeutung zu. Nach einer
Erkla¨rung des bekannten ISO-OSI Schichtenprotokolls werden Maßnahmen dargestellt,
bereits vor Beginn der Datenu¨bertragung Protokolldaten und Nutzdaten unterschiedlich
gut vor Fehlern zu schu¨tzen.
Bei der sogenannten statischen Adaption geht es darum, bei bekannter Sto¨rung die ¨Uber-
tragungsparameter so anzupassen, dass der geforderte Schutz fu¨r Protokoll- und Anwen-
derdaten wieder hergestellt wird.
Abschließend wird gezeigt, dass ein gleichwertiger Schutz von Protokoll- und Anwender-
daten im weiteren Verlauf der Arbeit in der Regel Vorteile gegenu¨ber unterschiedlichem
Fehlerschutz bietet.
4.1 Schichtenmodell der Datenu¨bertragung
In Kapitel 2 wurde beschrieben, wie Daten mit Hilfe des DMT-Verfahrens u¨bertragen wer-
den ko¨nnen. ¨Uber die Natur dieser Daten wurden bislang keine Aussagen getroffen. Prin-
zipiell hat man es in vielen Kommunikationsanwendungen mit einer Schichtenarchitektur
zu tun. Das bedeutet, dass ausgehend von einer Anwendung, der sogenannten Application
Layer, schrittweise Daten gekapselt und abstrahiert werden. Jede Schicht kommuniziert
nur mit der jeweils ho¨heren und niedrigeren Schicht [33]. In jeder tieferen Schicht werden
spezifische Informationen hinzugefu¨gt, man spricht hier von Protokollinformationen der
entsprechenden Schicht, und die Informationen der ho¨heren Schichten werden transpa-
rent, das heißt ohne Betrachtung ihres Inhalts, weitergeleitet.
Abbildung 4.1 verdeutlicht den Sachverhalt. Die letzten drei Schichten eines ¨Ubertra-
gungsmodells sind dargestellt. Die Aufgaben der einzelnen Schichten werden von soge-
nannten Instanzen der jeweiligen Schicht u¨bernommen. Man kann sie sich als Programm-
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Protokoll (1)Instanz (1) Instanz (1)
Instanz (2) Instanz (2)
Instanz (3)Instanz (3) Protokoll (3)
Protokoll (2)
Abbildung 4.1: Abstraktes Schichtenmodell
code oder Hardwareeinheiten mit bestimmter Funktionalita¨t vorstellen. Jede Instanz kom-
muniziert u¨ber das Protokoll der jeweiligen Schicht mit der Partner-Instanz. Auf unterster
Schicht erfolgt die eigentliche physikalische Datenu¨bertragung u¨ber das Medium. Daten-
transport zwischen den einzelnen Schichten findet lediglich mit der na¨chstho¨heren und












Abbildung 4.2: Datenstruktur auf verschiedenen Schichten
Abbildung 4.2 zeigt die Struktur der u¨bermittelten Datenpakete auf den einzelnen Schich-
ten. Von Schicht vier werden Nutzdaten an Schicht drei u¨bergeben. Diese Nutzdaten set-
zen sich aus Nutzdaten der Schicht fu¨nf sowie Protokolldaten der Schicht vier zusammen.
Lediglich in der ho¨chsten Schicht kommen reine Nutzdaten einer Anwendung, beispiels-
weise Messdaten, zur ¨Ubertragung.
In Schicht drei werden den Nutzdaten der Schicht vier Protokolldaten der Schicht drei hin-
zugefu¨gt. In Schicht zwei werden diese Daten als Nutzdaten von Schicht drei fu¨r Schicht
zwei interpretiert und Protokolldaten fu¨r Schicht zwei hinzugefu¨gt.
Die weiß hinterlegten Daten werden jeweils als transparente Daten behandelt und fu¨r die
Kommunikation zwischen Instanzen der gleichen Schicht sind nur die grau hinterlegten
Protokolldaten dieser Schicht relevant.
In der vorliegenden Arbeit werden vor allem die Daten der Schicht eins (im OSI-ISO
Schichtenmodell die Bitu¨bertragungsschicht, die direkt auf das ¨Ubertragungsmedium zu-
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greift) sowie die Daten der Schicht zwei (im OSI-ISO Modell die Sicherungsschicht)
betrachtet. Beide Schichten fassen die Funktionalita¨t des DMT-Transceivers zusammen.
4.2 Protokolldaten, ESC und Nutzdaten
Bei den in dieser Arbeit betrachteten Transceivern und ¨Ubertragungskana¨len sind jeweils
zwei Endgera¨te (auch als Stationen bezeichnet) u¨ber einen exklusiv genutzten physikali-
schen Kanal (z.B. eine Kupferleitung) miteinander verbunden.
Eine strikte hierarchische Trennung der beiden untersten Schichten ist bei der Implemen-
tierung von DMT-Systemen nicht sinnvoll. Beispielsweise fu¨hrt eine ¨Anderung der Kon-
stellationsgro¨ße eines Subtra¨gers in der physikalischen Schicht zu einer ¨Anderung der
Gesamtdatenrate des ¨Ubertragungssystems. Schicht zwei sollte sofort u¨ber eine solche
¨Anderung informiert sein und gegebenenfalls eine solche ¨Anderung selbst herbeifu¨hren
ko¨nnen.
Die Funktionalita¨t des Systems selbst wird durch das zugrundeliegende ¨Ubertragungspro-
tokoll bereitgestellt. Um u¨berhaupt eine Verbindung aufbauen zu ko¨nnen, muss zuna¨chst
Protokollinformation zwischen den Transceivern ausgetauscht werden.
Die eigentliche Aufgabe der ¨Ubertragungseinrichtungen ist die ¨Ubertragung der Nutz-
daten. Um dieser Aufgabe nachkommen zu ko¨nnen, muss jedoch ebenfalls jederzeit ei-
ne Kommunikation der Stationen u¨ber die Protokolldaten mo¨glich sein. Wa¨hrend eine
kurzfristige Sto¨rung der Nutzdaten zwar Konsequenzen fu¨r die zugrundeliegende An-
wendung haben kann (beispielsweise eine fehlerhaft empfangene Datei oder fehlerhafter
Empfang von Messdaten), ist die Verbindung selbst durch eine solche Sto¨rung von Nutz-
daten nicht gefa¨hrdet. Meist stellen ho¨here Schichten u¨ber ihre jeweiligen Protokolldaten
eigene Fehlererkennungs- oder Fehlerkorrekturmo¨glichkeiten bereit, so dass fehlerhafte
Nutzdaten auf unteren Schichten die jeweilige Anwendung gar nicht direkt betreffen.
Sind Protokolldaten der DMT- ¨Ubertragung fehlerhaft, kann dies jedoch zur ¨Ubernahme
falscher Verbindungsparameter fu¨hren, was unweigerlich einen Verbindungsabbruch zur
Folge hat.
Die Protokolldaten innerhalb des DMT-Symbols werden in Anlehnung an [6] Embedded
Service Channel (ESC) genannt.
In vielen Bereichen existieren bereits Standards und Regulierungen fu¨r drahtgebundene
¨Ubertragungssysteme. Es gibt jedoch auch noch Anwendungsgebiete in denen proprieta¨re
Systeme von Grund auf neu entworfen werden und bei denen neuartige Protokolle zum
Einsatz kommen ko¨nnen, die die vorliegenden Ideen implementieren. Ein Beispiel ist die
Powerline-Datenu¨bertragung.
Im weiteren Verlauf dieses Kapitels werden einige alternative Ansa¨tze betrachtet, das
DMT-Symbol zu strukturieren und die ¨Ubertragung beider Datenstro¨me zu gewa¨hrleisten.
Es wird gezeigt, dass einige dieser Ansa¨tze einander gegenseitig ausschließen, wa¨hrend
andere gewinnbringend kombiniert werden ko¨nnen, um die Gesamtperformanz des Sys-
tems zu verbessern.
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4.3 Positionierung von Protokolldaten
In Kapitel 2 wurde nicht zwischen Protokolldaten und Nutzdaten unterschieden. Auf allen
Subtra¨gern wurde die gleiche Bitfehlerwahrscheinlichkeit erreicht, indem Bit und Leis-
tung entsprechend verteilt wurden. Die eben angestellten Betrachtungen lassen es jedoch
wu¨nschenswert erscheinen, dass Protokolldaten besser geschu¨tzt werden ko¨nnen als Nutz-
daten.
In den folgenden Abschnitten dieses Kapitels wird zuna¨chst dargestellt, welche Mo¨glich-
keiten bestehen, bereits zu Beginn der Datenu¨bertragung eine erho¨hte Sto¨rsicherheit der
Protokolldaten zu erreichen. Die Bitfehlerwahrscheinlichkeit der Protokolldaten ist durch
PPbit angegeben, wa¨hrend fu¨r die Nutzdaten eine Bitfehlerwahrscheinlichkeit von PNbit gel-
ten soll. Im zweiten Schritt wird untersucht, welche Mo¨glichkeiten bestehen, bei Auftreten
einer Sto¨rung und Kenntnis dieser Sto¨rung die geforderte ¨Ubertragungsqualita¨t (Quality
of Service, QoS) wiederherzustellen. Es lassen sich zwei grundsa¨tzliche Ansa¨tze unter-
scheiden, na¨mlich lokale Ansa¨tze und globale Ansa¨tze.
• Lokale Maßnahmen beschra¨nken sich auf einzelne Subtra¨ger oder Bereiche von
Subtra¨gern. Solche Maßnahmen sind leicht zu implementieren. Allerdings ist ihre
Anwendbarkeit beschra¨nkt und sie sind in der Regel weniger effektiv als globale
Maßnahmen.
• Globale Maßnahmen betrachten das gesamte DMT-Symbol mit allen Subtra¨gern.
Sie erfordern einen ho¨heren Koordinations- und Rechenaufwand als lokale Maß-
nahmen, ko¨nnen dafu¨r jedoch optimale Resultate erreichen und sind sehr effektiv.
Ein weiterer grundsa¨tzlicher Punkt ist die Beweglichkeit und Flexibilita¨t der Protokoll-
daten innerhalb des DMT-Symbols. Protokolldaten ko¨nnen fest bestimmten Subtra¨gern
zugeordnet werden. Andererseits ko¨nnen durch Scrambling (pseudo-zufa¨llige Verwu¨rfe-
lung der Bits innerhalb eines DMT-Symbols) und durch Interleaving (Verwu¨rfelung der
Bits mehrerer aufeinanderfolgender DMT-Symbole) einzelne Protokollbits sta¨ndig auf an-
deren Subtra¨gern und auf anderen Bitpositionen innerhalb der Konstellation positioniert
sein.
Zweifellos ist die erste Mo¨glichkeit unflexibel. Die zweite Mo¨glichkeit bietet hervorra-
gende Frequenzdiversita¨t, allerdings nur a¨ußerst geringe Kontrollmo¨glichkeiten bezu¨glich
der Positionierung der Protokolldaten.
Ein Kompromiss, bei dem Protokolldaten zwar innerhalb des DMT-Symbols beweglich
sind, jedoch nicht pseudo-zufa¨llig sondern kontrolliert ihre Position a¨ndern ko¨nnen, liefert
die besten Ergebnisse. Auf diese Thematik wird im Folgenden noch ha¨ufiger einzugehen
sein.
4.4 Einfluss der Konstellationsgro¨ße
Eine kurze Anha¨ufung (Burst) von fehlerhaften Nutzdaten ist fu¨r viele Anwendungen to-
lerierbar, wa¨hrend fehlerhafte Protokolldaten zum Verlust der Verbindung fu¨hren ko¨nnen.
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Unequal Error Protection (UEP), d.h. unterschiedlicher Schutz fu¨r Protokoll- und Nutz-
daten ist daher wu¨nschenswert, insbesondere in Systemen, die BEC verwenden.
Zuna¨chst sollen einige Eigenschaften der Quadratur-Amplituden Modulation (QAM) un-
tersucht werden, die man nutzen kann, um verbesserten Schutz fu¨r Protokolldaten zu
gewa¨hrleisten.
Es stellt sich die Frage, ob einige Subtra¨ger besser geeignet sind, Protokolldaten zu
transportieren, als andere. Im Folgenden werden nur a¨quidistante quadratische QAM-
Konstellationen betrachtet. Nach [61] kann, wie in Gleichung (2.53) angegeben, das er-
forderliche Ziel-SNR, um eine bestimmte Bitfehlerrate PTbit mit einer Konstellation, die
b = log2 M Bits u¨bertra¨gt, zu erreichen, berechnet werden als














Abbildung 4.3 zeigt, wie sich die Bitfehlerrate vera¨ndert, wenn sich die AWGN Rausch-
leistung auf einem Subtra¨ger verdoppelt, also um ca. 3 dB erho¨ht. Das SNR des Sub-
tra¨gers verringert sich dadurch um 3 dB. Angegeben ist in der Abbildung jeweils das SNR
vor Verdoppelung der Rauschleistung. Es werden quadratische QAM-Konstellationen fu¨r



















Abbildung 4.3: Verschlechterung des BER aufgrund eines 3 dB Anstiegs der Rauschleis-
tung
Die resultierenden BER liegen deutlich u¨ber dem Ziel-BER von 10−6. Erstaunlicherweise
zeigen gro¨ßere Konstellationen ein geringfu¨gig besseres BER als kleinere Konstellatio-
nen. Das urspru¨ngliche SNR hat keinen Einfluss auf das resultierende BER. Ebensowe-
nig beeinflussen die Leistungsskalierungsfaktoren oder die Da¨mpfungskoeffizienten der
¨Ubertragungsfunktion des Kanals das Ergebnis.
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Diese Ergebnisse legen nahe, dass Protokolldaten auf Subtra¨gern mit hoher Modulations-
stufe positioniert werden sollten, da diese einen, wenn auch gering ausfallenden, verbes-
serten Schutz gegen eine Erho¨hung der Rauschleistung gewa¨hrleisten.
4.4.1 Anfa¨ngliches Loading fu¨r SER
In vielen Systemen wird das anfa¨ngliche Bit und Power Loading so durchgefu¨hrt, dass
gleiche Symbolfehlerrate (SER) statt gleichem BER fu¨r alle Subtra¨ger erreicht wird. Be-
sonders fu¨r Systeme, die Codierung verwenden, kann es vorteilhafter sein, gleiches SER
auf allen Subtra¨gern zu verwenden. In Abbildung 4.4 wird die Verschlechterung des SER
fu¨r unterschiedliche Konstellationsgro¨ßen und ein Ziel-SER von 10−6 dargestellt, wenn
die Rauschleistung wiederum verdoppelt wird.














Abbildung 4.4: Auswirkung der Erho¨hung der Rauschleistung auf das SER
Tatsa¨chlich steigt das SER fu¨r gro¨ßere Konstellationen. Das BER fu¨r die jeweilige Kon-
stellationsgro¨ße nimmt jedoch schneller ab, als das SER zunimmt, da die Verbindung zwi-
schen BER und SER fu¨r eine Konstellation mit b Bits na¨herungsweise folgendermaßen
angegeben werden kann (vgl. Gleichung (2.42)):
SER ≈ b · BER . (4.2)
4.4.2 Pseudohierarchische Modulation
Es ist bekannt, dass nicht alle Bits innerhalb einer QAM-Konstellation mit Gray Labe-
ling die gleiche Fehlerrate aufweisen (vgl. Abschnitt 2.5.2). Fu¨r eine Konstellation, die b
Bits u¨bertra¨gt, gibt es b/2 unterschiedliche BER-Klassen. Hierarchische Modulation wird
zum Beispiel bei digitaler Videou¨bertragung (engl. Digital Video Broadcasting, DVB)
verwendet [63]. Hierbei werden unterschiedliche minimale Distanzen zwischen Konstel-
lationspunkten fu¨r unterschiedliche Datenklassen (niedrig auflo¨sende Bilddaten fu¨r eine
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Grundversorgung und hochauflo¨sende Bilddaten in Bereichen mit guter Empfangsqua-
lita¨t) mit unterschiedlichem Fehlerschutz und Robustheit verwendet. Simulationen haben
gezeigt, dass die Verwendung von direkter hierarchischer Modulation fu¨r die vorliegende
Arbeit nicht empfehlenswert ist [17].
Allerdings sind auch fu¨r a¨quidistante QAM geringe Qualita¨tsunterschiede im BER er-
reichbar, wenn ein Gray Mapping verwendet wird, bei dem beispielsweise die ersten zwei
Bits der Labels innerhalb eines Quadranten konstant sind (vgl. Abschnitt 2.4.2). Diese
ersten beiden Bits ko¨nnen dann fu¨r die ¨Ubertragung von Protokollinformation verwendet
werden.
Die Ergebnisse wurden nach Gleichung (2.50) berechnet und sind in Abbildung 4.5 dar-
gestellt. Wiederum wurde ein Ziel-BER von 10−6 verwendet. Die durchgezogene Kur-
ve zeigt das BER gemittelt u¨ber alle Bits der entsprechenden Konstellation, wenn die
Rauschleistung verdoppelt wird. Die gestrichelte Kurve zeigt das BER, gemittelt nur u¨ber
die ersten beiden Bits (Best Protected Bits, BPB) des Labels.












Abbildung 4.5: Mo¨glichkeiten der pseudohierarchischen Modulation
Wiederum weisen gro¨ßere Konstellationen eine gro¨ßere Verbesserung des BER auf, wenn
diese pseudohierarchische Modulation verwendet wird.
4.4.3 Anzahl der Protokolldatenbits je DMT Symbol
Bisher wurde die Frage ausgespart, wie viele Protokollbits eigentlich u¨bertragen werden
sollen. Diese Zahl ha¨ngt unter anderem von der zula¨ssigen ¨Ubertragungszeit fu¨r eine kom-
plette Aktualisierung der Bit und Power Allocation Tables (BAT und PAT) ab. Jeder BAT
Eintrag wird durch 4 Bits dargestellt. Abbildung 4.6 zeigt fu¨r ein System mit 64 Sub-
tra¨gern, wie die Anzahl der DMT-Symbole nsym, die fu¨r eine solche Aktualisierung no¨tig
sind, von der Anzahl der Protokollbits pro Symbol und der Anzahl der Bits zur Darstel-
lung eines PAT Eintrags (von 6 bis 16) abha¨ngt (vgl. auch Abschnitt 6.2.6).
Je gro¨ßer die Zahl der Protokollbits pro DMT-Symbol, umso schneller ist die Adapti-
on, umso ho¨her ist allerdings auch die Fehleranfa¨lligkeit der Information. Abha¨ngig von


















Abbildung 4.6: Anzahl der beno¨tigten Symbole fu¨r eine Aktualisierung von BAT und PAT
der geplanten Anwendung muss sorgfa¨ltig zwischen diesen beiden Aspekten abgewogen
werden.
In Abha¨ngigkeit von der mittleren Bitfehlerrate pbit la¨sst sich die Blockfehlerwahrschein-
lichkeit pblk fu¨r einen Datenblock der La¨nge lbl Bits berechnen.
Es gilt
pblk = 1 − (1 − pbit)lbl . (4.3)
Abbildung 4.7 zeigt die Blockfehlerwahrscheinlichkeit fu¨r unterschiedliche BER und
Blockla¨ngen von 20, 40 und 300 Bits.
























Blocklänge = 20 Bits
Blocklänge = 40 Bits
Blocklänge = 300 Bits
Abbildung 4.7: Zusammenhang zwischen Blockfehlerwahrscheinlichkeit und BER
Je kleiner die Blockla¨nge, umso geringer ist auch die Blockfehlerwahrscheinlichkeit. Im
Folgenden wird jedoch der Wert von 40 Protokolldatenbits pro DMT-Symbol verwendet.
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Abschnitt 5.1.2 legt die Gru¨nde hierfu¨r dar. Der Wert von 40 Bits hat sich als guter Kom-
promiss herausgestellt, um sowohl die erforderlichen Daten wa¨hrend der Adaption rasch
austauschen zu ko¨nnen, als auch eine relativ geringe Blockfehlerrate zu erzielen.
Im ¨Ubrigen verwendet auch ATM (Asynchronous Transfer Mode) einen Protokoll-Header
von 40 Bits La¨nge [45], was bei der Auswahl eines geeigneten Fehlererkennungsmecha-
nismus in Abschnitt 5.1.2 von Bedeutung sein wird.
4.5 Loading Algorithmen fu¨r zwei Datenklassen
UEP kann auch direkt verwendet werden, und zwar bereits wa¨hrend des anfa¨nglichen
Bit und Power Loadings. Einige Subtra¨ger erhalten dabei einen sta¨rkeren Schutz, d.h.
ein kleineres Ziel-BER als andere. Die Subtra¨ger mit niedrigerem BER ko¨nnen dann fu¨r
die ¨Ubertragung von Protokolldaten genutzt werden, wa¨hrend die u¨brigen Subtra¨ger fu¨r
Nutzdaten verwendet werden.
Die Autoren von [40] geben einen heuristischen Algorithmus an, der die no¨tigen Bit- und
Leistungszuteilungen durchfu¨hrt und dabei die Nutzdatenrate maximiert. Im Prinzip wer-
den hierbei die besten Subtra¨ger (diejenigen mit dem ho¨chsten SNR) den Protokolldaten
zugeordnet. Dies la¨sst allerdings wenig Freiraum fu¨r die Positionierung der Protokollda-
ten. Mo¨glicherweise werden Protokoll-Subtra¨ger (im Folgenden einfach Protokolltra¨ger)
u¨ber die gesamte ¨Ubertragungsbandbreite verstreut. Eine solche Konfiguration ist sehr
anfa¨llig gegenu¨ber schmalbandigen Sto¨rungen, die an zufa¨lligen Mittenfrequenzen auf-
treten ko¨nnen.
Mit den Betrachtungen aus Kapitel 2 folgt, dass fu¨r bestimmte Subtra¨ger die Fehlerwahr-
scheinlichkeit reduziert wird, indem entweder die Konstellationsgro¨ße bei gleicher Sen-
deleistung reduziert wird, oder aber bei gleicher Konstellationsgro¨ße die Sendeleistung
erho¨ht wird.
In der Regel ist die Anzahl der zu u¨bertragenden Protokolldaten festgelegt und nicht va-
riabel, wa¨hrend die Anzahl der Nutzdatenbits pro DMT-Symbol maximiert werden soll.
Es stellt sich die Frage, welche der beiden Optionen zur Fehlerreduktion gewa¨hlt werden
sollte und welche Subtra¨ger den Protokolldaten zugeordnet werden sollten. Im Folgenden
sind einzelne Subtra¨ger exklusiv entweder Nutzdaten oder Protokolldaten zugeordnet. Die
Menge aller Subtra¨ger S wird also in zwei disjunkte Teilmengen S P und S N aufgeteilt, von
denen die eine (S P) den Protokolldaten und die andere (S N) den Nutzdaten zugeordnet ist.
In Anlehnung an die ¨Uberlegungen aus Abschnitt 2.5.4 la¨sst sich das Problem als Opti-
mierungsaufgabe stellen, die sowohl eine Power Minimization Komponente als auch eine








62 KAPITEL 4. UEP F ¨UR PROTOKOLL- UND NUTZDATEN
unter den Bedingungen ∑
i






PPi ≤ Ptot (4.6)
und
Pbit,i ≤ PPbit ∀i ∈ S P , (4.7)
Pbit,i ≤ PNbit ∀i ∈ S N . (4.8)
Die Nebenbedingungen der Optimierung (engl. Constraints) bestehen in der Verteilung
der festgelegten Anzahl an Protokollbits in Gleichung ( 4.5), wobei bPi die Anzahl der Bits
eines Subtra¨gers mit Protokolldaten angibt. Des Weiteren darf die Gesamtsendeleistung
nicht u¨berschritten werden (Gleichung (4.6) und schließlich sollen die beiden unterschied-
lichen Target-BER fu¨r beide Datenklassen nicht u¨berschritten werden (Gleichungen (4.7)
und (4.8)).
Es soll also die optimale Bit- und Leistungsverteilung gefunden werden, die die Bitzahl
pro DMT-Symbol maximiert. Wird davon ausgegangen, dass die Anzahl der Protokollda-
ten pro DMT-Symbol festgelegt ist, ist dies a¨quivalent zur Maximierung der Nutzdaten.
Zuna¨chst werden die Protokolldaten verteilt, mit der Restleistung wird anschließend die
Nutzdatenrate maximiert. Ist selbst die Verteilung der Protokolldaten nicht mo¨glich, da
der Kanal zu schlechte ¨Ubertragungseigenschaften aufweist, findet die Datenu¨bertragung
gar nicht erst statt.
4.5.1 Berechnung der optimalen Lo¨sung
Um die optimale Lo¨sung des obigen Optimierungsproblems zu finden, mu¨ssten im Prinzip
alle Mo¨glichkeiten der Partitionierung der Subtra¨germenge S in die disjunkten Teilmen-
gen S P und S N betrachtet werden. Fu¨r jede dieser Partitionierungen wird dann zuna¨chst
die feste Anzahl BPtot an Protokollbits mit der Power Minimization Version von Algorith-
mus 2.2 auf die Subtra¨ger in S P verteilt. Durch die Minimierung der hierzu notwendigen
Sendeleistung ist gewa¨hrleistet, dass eine maximale Anzahl an Nutzdatenbits auf die Sub-
tra¨ger in S N verteilt werden kann. Fu¨r die Verteilung der Nutzdatenbits wird die Rate Ma-
ximization Version von Algorithmus 2.2 verwendet. Schließlich wird aus allen Mo¨glich-
keiten diejenige gewa¨hlt, die die Anzahl der Nutzdatenbits maximiert. Fu¨hren mehrere
Mo¨glichkeiten auf die gleiche maximale Anzahl, so sollte diejenige mit der geringsten
beno¨tigten Gesamtsendeleistung gewa¨hlt werden.
Stehen insgesamt N Subtra¨ger zur Verfu¨gung, so bestehen mit den zwei unterschiedlichen
Datenklassen 2N verschiedene Mo¨glichkeiten der Partitionierung der Subtra¨ger. Fu¨r reale
Systeme mit 64 oder mehr Subtra¨gern ist daher ein Auffinden der optimalen Lo¨sung durch
Evaluierung aller Mo¨glichkeiten nicht durchfu¨hrbar.
4.5. LOADING ALGORITHMEN F ¨UR ZWEI DATENKLASSEN 63
4.5.2 Heuristik zur Berechnung der Lo¨sung
In [40] wird eine Heuristik fu¨r die Partitionierung der Subtra¨ger in Nutzdatentra¨ger und
Protokolldatentra¨ger angegeben.
Da die Protokolldaten mit ho¨herem Schutz, das heißt geringerer Bitfehlerrate u¨bertragen
werden sollen, muss fu¨r einen beliebigen Subtra¨ger mit gegebenem SNR bei ¨Ubertragung
der gleichen Anzahl an Bits mehr Leistung aufgewendet werden, wenn Protokolldaten
u¨bertragen werden sollen. Die Sendeleistung zur ¨Ubertragung der Protokolldaten soll mi-
nimiert werden. Daher sollten Protokolldaten auf den Subtra¨gern positioniert werden, die
die besten S/N-Verha¨ltnisse aufweisen.
Zuna¨chst werden alle Subtra¨ger nach ihren SNR-Werten geordnet. Beginnend mit einigen
wenigen der besten Subtra¨ger in der Teilmenge S P werden Protokoll- und Nutzdatenbits
verteilt. In jeder Iteration wird der Subtra¨ger mit dem besten SNR aus der Teilmenge
S N in die Teilmenge S P hinzugenommen. Die Anzahl der erreichbaren Nutzdatenbits nN
wird mit jeder Iteration ansteigen, bis schließlich ein Maximum u¨berschritten wird und
nN wieder abnimmt. Das Optimierungsproblem ist ein konvexes Problem, was bedeutet,
dass ein eindeutiges globales Maximum existiert. Sobald die Anzahl nN wieder abnimmt,
kann also der Algorithmus abgebrochen werden.
Abbildung 4.8 zeigt die optimale Bit- und Leistungsverteilung fu¨r den Testkanal aus Ab-
bildung 3.18 fu¨r BPtot = 40, also 40 Protokollbits und PPbit = 10−7 und PNbit = 10−4.
























Abbildung 4.8: Heuristische Bit- und Leistungsverteilung fu¨r zwei Datenklassen
In der BAT sind die Protokolldatentra¨ger durch den dunkleren Grauton gekennzeichnet.
Insgesamt ko¨nnen 402 Nutzdatenbits u¨bertragen werden. Die Protokolldaten sind am un-
teren Ende des nutzbaren Spektrums positioniert, was zu erwarten war, da hier die S/N-
Verha¨ltnisse am gu¨nstigsten sind. Die minimal mo¨gliche Anzahl an Subtra¨gern fu¨r 40
Protokollbits, na¨mlich vier, erweist sich als optimal im Sinne der Heuristik. Andere Er-
gebnisse sind mo¨glich, wenn die maximale Anzahl an Bits pro Subtra¨ger nicht (wie fu¨r
die vorliegende Arbeit der Fall) auf zwo¨lf beschra¨nkt wird.
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Eine randomisierte Suche u¨ber mo¨gliche alternative Verteilungen fu¨r die Protokolldaten
fu¨hrt auf das interessante Ergebnis in Abbildung 4.9.
























Abbildung 4.9: Optimale Bit- und Leistungsverteilung fu¨r zwei Datenklassen
Durch Verwendung dieser BAT und PAT lassen sich zwei zusa¨tzliche Nutzdatenbits u¨ber-
tragen. Die beno¨tigte Gesamtsendeleistung ist sogar geringer als die aus Abbildung 4.8.
Das Problem ist jedoch, dass diese Lo¨sung vom heuristischen Algorithmus nicht gefun-
den wird. Wa¨hrend die Heuristik bei Verwendung effizienter Algorithmen kaum rechen-
aufwa¨ndiger ist, als der herko¨mmliche Loading Algorithmus fu¨r nur eine Datenklasse,
erfordert das Auffinden einer noch besseren Lo¨sung ein mehr oder weniger zufa¨lliges
Herumprobieren, das sich nur schwer automatisieren la¨sst.
Der Abstand der heuristischen Lo¨sung zur verbesserten Lo¨sung betra¨gt jedoch lediglich
zwei Bits, die kleinste mo¨gliche Abweichung. In der Regel ist ein solch geringer Un-
terschied akzeptabel und man wird die suboptimale Heuristik aufgrund ihrer geringen
Laufzeit der Suche nach einer optimalen Lo¨sung vorziehen.
4.5.3 Alternative Bit und Leistungsverteilungen
Neben der bezu¨glich der Nutzdatenrate optimalen Bit- und Leistungsverteilung ko¨nnen
auch andere Algorithmen zur Verwendung kommen, wenn Maximierung der Nutzdaten-
rate nicht das Prima¨rziel ist.
Mo¨gliche Varianten des Loading Algorithmus
Beispielsweise kann eine Verteilung der Protokolldaten u¨ber die gesamte nutzbare spek-
trale Bandbreite sinnvoll sein, um Frequenzdiversita¨t zu erreichen. Mit einer Variante des
obigen Algorithmus lassen sich bestimmte Subtra¨ger, beispielsweise a¨quidistant verteilte,
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fu¨r die ¨Ubertragung von Protokolldaten reservieren. Der Algorithmus bestimmt dann die
Anzahl der Bits pro Subtra¨ger optimal bezu¨glich der Minimierung der hierfu¨r notwendi-
gen Sendeleistung. Dies maximiert die Anzahl an Nutzdatenbits unter der Nebenbedin-
gung einer vorgegebenen Menge S P.
Bei Vorgabe von S P kann es optimal sein, einige Subtra¨ger doch nicht zu verwenden. Die
nicht genutzten Subtra¨ger ko¨nnen dann fu¨r Nutzdaten verwendet werden.
Eine weitere Mo¨glichkeit ist die Angabe, dass alle Subtra¨ger aus S P verwendet werden
mu¨ssen. In diesem Fall werden auch ungu¨nstige Subtra¨ger mit wenigstens zwei Protokoll-
datenbits beladen.
Schließlich besteht die Mo¨glichkeit, neben S P auch die Anzahl der Bits pro Subtra¨ger
festzulegen. Um Frequenzdiversita¨t zu erreichen, ist es eher ungu¨nstig, einige Subtra¨ger
mit 12 Bits und andere mit lediglich 2 Bits zu beladen. Eine gleichma¨ßige Beladung mit
beispielsweise 4 Bits ermo¨glicht bessere Ergebnisse.
4.5.4 Evaluierung der Varianten
Eine Analyse der genannten Varianten zeigt, dass in der Regel die erreichbare Anzahl an
Nutzdatenbits umso gro¨ßer ist, je mehr Freiheitsgrade dem Algorithmus belassen werden.
Je mehr Nebenbedingungen bestehen, desto weniger Optimierungsmo¨glichkeiten hat der
Algorithmus und desto geringer fa¨llt die Nutzdatenrate aus.
¨Uberdies besteht eine Reihe von Problemen, beispielsweise bei Verwendung von a¨quidi-
stanter Anordnung von Subtra¨gern fu¨r Protokolldaten. Welcher Abstand soll zwischen be-
nachbarten Protokolltra¨gern verwendet werden? Mo¨glicherweise mu¨ssen Subtra¨ger aus-
gelassen werden, da ihr SNR zu schlecht ist. Eine allgemeine Faustregel zur Anordnung
der Protokolldaten la¨sst sich nicht angeben. Fu¨r jeden ¨Ubertragungskanal muss durch
Auswertung verschiedener Alternativen eine im Rahmen der Nebenbedingungen optima-
le Lo¨sung gefunden werden.
4.6 Adaption bei Kenntnis der Sto¨rung
Die vorigen Abschnitte haben Mo¨glichkeiten aufgezeigt, bereits von Beginn der Da-
tenu¨bertragung an die Fehleranfa¨lligkeit der Protokolldaten im Vergleich zu der der Nutz-
daten zu reduzieren. Wa¨hrend der Datenu¨bertragung kann es jedoch ebenfalls zu un-
vorhersehbaren Vera¨nderungen der S/N-Verha¨ltnisse kommen. Schmalbandige Sto¨rungen
ko¨nnen auftreten oder thermische und physikalische Vera¨nderungen der ¨Ubertragungsbe-
dingungen ko¨nnen eine Erho¨hung der AWGN Leistung verursachen.
Zuna¨chst sollen in diesem Abschnitt Mo¨glichkeiten untersucht werden, bei exakter Kennt-
nis der Sto¨rung gleichbleibend guten Schutz der Protokolldaten zu gewa¨hrleisten. Es wird
hierbei auch von statischer Adaption gesprochen. Im folgenden Kapitel werden die Er-
gebnisse dahingehend erweitert, dass auch bei anfa¨nglicher Unkenntnis der tatsa¨chlichen
Sto¨rung entsprechende Schutzmaßnahmen getroffen werden ko¨nnen. Man spricht dann
von dynamischer Adaption.
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Prinzipiell ist die Situation einer Vera¨nderung der S/N-Verha¨ltnisse und Kenntnis der ak-
tuellen Werte sehr a¨hnlich der gerade beschriebenen bei der Bit- und Leistungsverteilung
vor Beginn der Datenu¨bertragung wa¨hrend der Initialisierungsphase. Der Unterschied im
Vergleich zur Initialisierungsphase besteht darin, dass die zur Verfu¨gung stehende Sen-
deleistung bereits verteilt ist und BAT und PAT konfiguriert sind. Sa¨mtliche Adaptions-
maßnahmen ko¨nnen also nur durch Umverteilung der Eintra¨ge von BAT und/oder PAT
erfolgen.
Es lassen sich zuna¨chst zwei grundsa¨tzlich unterschiedliche Strategien identifizieren.
Bei der lokalen Adaption bleibt die Position der Protokolldaten unvera¨ndert. Bei der glo-
balen Adaption liegt prinzipiell exakt der gleiche Fall vor wie wa¨hrend der Initialisierung.
Es wird eine optimale Positionierung der Protokolldaten unter den vera¨nderten Verha¨ltnis-
sen ermittelt. Jegliche wa¨hrend der Initialisierungsphase verwendeten Nebenbedingungen
ko¨nnen auch hier beibehalten werden. Alternativ ko¨nnen auch einige Nebenbedingungen
fallen gelassen werden, um bessere Ergebnisse zu ermo¨glichen.
Immer, wenn ein Subtra¨ger durch erho¨hte Rauschleistung gesto¨rt wird, bestehen prinzipi-
ell drei Mo¨glichkeiten, die ¨Ubertragungsqualita¨t wieder herzustellen.
• Erho¨hung der Sendeleistung:
Der Leistungsskalierungsfaktor des entsprechenden Subtra¨gers (PAT-Eintrag) kann
erho¨ht werden, um das urspru¨ngliche Ziel-SNR fu¨r diesen Subtra¨ger wieder herzu-
stellen.
• Reduktion der Modulationsordnung:
Eine Reduktion der Modulationsordnung (Konstellationsgro¨ße bzw. BAT-Eintrag)
um zwei Bits, wobei der vorherige Leistungsskalierungsfaktor beibehalten wird, ist
ungefa¨hr gleichwertig mit einer Erho¨hung der Sendeleistung um den Faktor vier.
Die Datenrate wird jedoch durch diese Operation gea¨ndert.
• Umverteilung von Bits und Sendeleistung:
Die gesto¨rten Bits des betroffenen Subtra¨gers ko¨nnen auf andere Subtra¨ger verteilt
werden. Auch die entsprechenden Sendeleistungen mu¨ssen dann umverteilt werden.
Diese Mo¨glichkeit kann die Gesamtdatenrate des Systems vera¨ndern, muss es aber
nicht.
Alle genannten Methoden werden in aktuellen DSL-Standards unterstu¨tzt. Sie erfordern
jedoch eine Neukonfiguration des Senders und beno¨tigen daher bei der dynamischen Ad-
aption einen verla¨sslichen, fehlerfreien Austausch der entsprechenden Protokollinforma-
tionen vom Empfa¨nger zum Sender u¨ber den Ru¨ckkanal.
Im Allgemeinen wird eine Anpassung der ¨Ubertragungsparameter an die vera¨nderten
Bedingungen eine Reduktion der Datenrate mit sich bringen. Bei paketvermittelter Da-
tenu¨bertragung ist dies kein Problem, lediglich der Durchsatz der Verbindung wird redu-
ziert.
Bei leitungsvermittelter Datenu¨bertragung mu¨ssen Anpassungen in ho¨heren Protokoll-
schichten vorgenommen werden. Im Folgenden wird angenommen, dass Funktionalita¨t
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zur dynamischen Ratenanpassung in ho¨heren Protokollschichten vorhanden ist und die
Ratenanpassung schnell durchgefu¨hrt werden kann.
Ein Sonderfall tritt ein, wenn mehrere Verbindungen gemultiplext u¨bertragen werden. Der
Nutzdatenstrom besteht dann aus mehreren Teildatenstro¨men mit konstanter festgelegter
Datenrate. Muss die Gesamtdatenrate der ¨Ubertragung reduziert werden, so ko¨nnen einige
der Teildatenstro¨me ausgeschlossen werden. Die u¨brigen Stro¨me ko¨nnen dann weiterhin
ungehindert u¨bertragen werden [6].
Globale und lokale Adaptionsmethoden werden anhand der Bit- und Leistungsverteilung
von Abbildung 4.8 und einer schmalbandigen Sto¨rung demonstriert, die die S/N-Verha¨lt-
nisse wie in Abbildung 4.10 dargestellt vera¨ndert.











Abbildung 4.10: Schmalbandige Sto¨rung verschlechtert SNR
Die BER der einzelnen Subtra¨ger werden durch die Sto¨rung ebenfalls verschlechtert. Sie
sind zusammen mit dem Ziel-BER fu¨r Protokoll- und Nutzdaten in Abbildung 4.11 dar-
gestellt.











Abbildung 4.11: Verschlechterung der BER
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4.6.1 Lokale Schutzmaßnahmen
Bei lokalen Schutzmaßnahmen behalten die Protokolldaten ihre Position bei. Sa¨mtliche
Maßnahmen zielen darauf ab, die Ziel-Bitfehlerrate auf den Subtra¨gern der Protokolldaten
wieder herzustellen. Hierzu muss das S/N-Verha¨ltnis dieser Subtra¨ger verbessert werden.
Mit den Ergebnissen aus Kapitel 2 folgt, dass dies entweder geschehen kann, indem dem
jeweiligen Subtra¨ger zusa¨tzliche Sendeleistung zugefu¨hrt wird, oder indem die Bitbela-
dung des Subtra¨gers verringert wird. Beide Maßnahmen besitzen Vor- und Nachteile.
Reduzierung der Bitbeladung
Wird die Konstellationsgro¨ße auf einem gesto¨rten Protokolltra¨ger um zwei Bits redu-
ziert, so entspricht dies in etwa einer vierfachen Sendeleistung fu¨r die verbleibenden Bits.
Natu¨rlich ist diese Maßnahme nur fu¨r Subtra¨ger mit mindestens vier Bits anwendbar.
Sie bietet den Vorteil, dass keine Umverteilung von Sendeleistung erfolgen muss. Al-
lerdings wird durch diesen Eingriff die Protokolldatenrate pro DMT-Symbol reduziert.
Das bedeutet, dass Kommandos und Protokollinformationen u¨ber mehrere DMT-Symbole
aufgeteilt und im Empfa¨nger entsprechend wieder zusammengesetzt werden mu¨ssen. Die-
se Partitionierungsarbeit erho¨ht den Verwaltungsaufwand, insbesondere wenn in weitem
Rahmen variable Gro¨ßen von Protokollpaketen angenommen werden ko¨nnen. Eine Re-
duktion der Konstellationsgro¨ße und Bitbeladung ist jedoch im Allgemeinen kein Pro-
blem, wenn eine ¨Ubertragung mit variabler Bitrate verwendet wird.
Liegen Anwendungen vor, die eine konstante Bitrate beno¨tigen, muss auf eine Umver-
teilung der Bitbeladung zuru¨ckgegriffen werden. Beispielsweise ko¨nnen in der Literatur
bekannte Bit-Swap-Algorithmen verwendet werden [81], [39]. Dies fu¨hrt gewo¨hnlich zu
einer Erho¨hung des durchschnittlichen BER, wenn kein Sicherheitsabstand (Margin) ver-
wendet wird.
Ein weiterer Nachteil der Methode ist in Abbildung 4.12 dargestellt.









Abbildung 4.12: BER bei Reduktion der Konstellationsgro¨ße
Da die Konstellationsgro¨ße um jeweils zwei Bits reduziert werden muss, ist die Auswir-
kung auf das BER a¨ußerst grobko¨rnig. Um das Ziel-BER von 10−7 fu¨r die Protokolldaten
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mindestens zu erreichen, mussten die beiden mittleren Subtra¨ger auf vier Bits und die
beiden a¨ußeren Subtra¨ger der Protokolldaten auf acht Bits reduziert werden.
Das resultierende BER zeigt, dass nun weitaus bessere Bitfehlerraten erreicht werden, als
eigentlich gefordert. Es wird also Sendeleistung ineffizient genutzt.
Der Vorteil der Methode ist allerdings, dass die PAT unvera¨ndert weiterverwendet werden
kann. ¨Anderungen treten nur in der BAT auf.
Erho¨hung der Sendeleistung
Das gro¨ßte Problem bei dieser Maßnahme ist die Tatsache, dass sa¨mtliche zur Verfu¨gung
stehende Sendeleistung bereits fu¨r das verwendete Loading verbraucht ist. Soll die Sen-
deleistung fu¨r einige oder alle Protokolltra¨ger erho¨ht werden, muss diese Sendeleistung
von den Nutzdatentra¨gern abgezogen werden.
Dies kann auf mehrere Arten erfolgen. Abbildung 4.13 zeigt eine Mo¨glichkeit, bei der
zuna¨chst die beno¨tigte Sendeleistung fu¨r die Protokolldaten berechnet wurde und an-
schließend die u¨brige Sendeleistung zur Maximierung der Nutzdatenrate verwendet wur-
de.
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Abbildung 4.13: Erho¨hung der Sendeleistung fu¨r Protokolltra¨ger
Wa¨hrend urspru¨nglich 402 Bits an Nutzdaten pro DMT-Symbol u¨bertragen werden konn-
ten (vgl. Abbildung 4.8), sind mit der angepassten Verteilung nur noch 384 Nutzdaten-
bits zu u¨bertragen. Auffa¨llig ist die hohe Sendeleistung, die fu¨r die Protokolldaten aufge-
wendet werden muss. In bestimmten Anwendungen ko¨nnen Beschra¨nkungen der maxi-
malen Sendeleistung vorliegen, insbesondere wenn Richtlinien zur elektromagnetischen
Abstrahlung (EMC-Richtlinien) beachtet werden mu¨ssen.
Statt wie in Abbildung 4.13 die Nutzdatenrate unter der Bedingung zu maximieren, dass
die Zielfehlerrate fu¨r Nutzdaten erreicht wird, kann auch die Bitverteilung der Nutzdaten
beibehalten werden, wenn eine Erho¨hung der Bitfehlerrate der Nutzdaten akzeptabel ist.
Ein solcher Ansatz fu¨hrt auf Abbildung 4.14.
Es stellt sich bei dieser Methode die Frage, wie die Restleistung auf die einzelnen Nutzda-
tentra¨ger aufgeteilt werden soll. Optimal wa¨re eine Verteilung, bei der alle Subtra¨ger die
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Abbildung 4.14: BER mit Beibehaltung der BAT
gleiche Bitfehlerrate aufweisen. Allerdings ist dies ein weiteres Optimierungsproblem,
das nicht leicht zu lo¨sen ist. Stattdessen kann die restliche Sendeleistung auch proportio-
nal zur urspru¨nglichen Sendeleistung auf die einzelnen Nutzdatentra¨ger verteilt werden.
Dies ist leicht zu bewerkstelligen und liefert zufriedenstellende Ergebnisse. Abbildung
4.15 zeigt die entsprechende ¨Anderung der PAT, die hierfu¨r vorgenommen wurde.


















Abbildung 4.15: Urspru¨ngliche und angepasste PAT
Zusammenfassend la¨sst sich sagen, dass eine Erho¨hung der Sendeleistung nicht fu¨r al-
le beliebigen Sto¨rungen zu empfehlen ist. Am nu¨tzlichsten ist sie, wenn die Leistung
der Sto¨rung gering ist oder der PAT-Eintrag des Subtra¨gers klein ist. Daher ist es am
sinnvollsten, Protokolldaten auf Subtra¨ger mit sehr kleinen Leistungsfaktoren zu positio-
nieren, wenn diese Methode verwendet werden soll. Dabei ist es unerheblich, ob diese
Subtra¨ger wenige oder viele Bits u¨bertragen.
4.6.2 Globale Schutzmaßnahmen
Wie oben erwa¨hnt, sind die globalen Schutzmaßnahmen a¨quivalent der Situation wa¨hrend
der Initialisierungsphase. Durch Aufgabe einiger Nebenbedingungen lassen sich verbes-
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serte Ergebnisse erreichen, wenn Verwendung identischer Nebenbedingungen keine zu-
friedenstellenden Resultate erlaubt.
In der Regel werden die Protokolldaten neu positioniert, um den gea¨nderten Rauschbe-
dingungen Rechnung zu tragen. Die Nutzdatenrate ist reduziert.
Abbildung 4.16 zeigt die optimale Verteilung von Protokoll- und Nutzdaten unter Beru¨ck-
sichtigung der neuen S/N-Verha¨ltnisse.
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Abbildung 4.16: Optimale BAT und PAT
Es ko¨nnen maximal 392 Nutzdatenbits u¨bertragen werden, was einer Reduktion der Nutz-
datenrate um 12 Bits pro DMT-Symbol gegenu¨ber der Situation vor Auftreten der Sto¨rung
entspricht.
Die Protokolldaten sind nun nicht mehr auf benachbarten Subtra¨gern positioniert. In den
Abschnitten 5.1 und 5.2 wird noch na¨her auf Aspekte der Positionierung von Protokoll-
daten eingegangen.
4.7 Verwendung von UEP oder EEP
Durch Verwendung von UEP ko¨nnen die Protokolldaten bereits wa¨hrend der Initialisie-
rungsphase besser geschu¨tzt werden, als die Nutzdaten. Ein weiteres Beispiel soll de-
monstrieren, dass dieser Schutz aber unter Umsta¨nden nicht ausreicht, um verla¨ssliche
Protokollkommunikation zu gewa¨hrleisten.
Die gestrichelte Kurve in Abbildung 4.17 zeigt einen Beispielkanal, abgeleitet von
tatsa¨chlichen Messungen in einem Powerline Kommunikationsnetzwerk, anhand dessen
einige Simulationsergebnisse erla¨utert werden sollen. Zum Einsatz kommt ein DMT-
System mit 64 unabha¨ngigen Subtra¨gern, von denen die ersten und letzten vier unmo-
duliert bleiben.
Wird UEP verwendet mit einem Ziel-BER von 10−7 fu¨r die Protokolldaten, 40 Protokoll-
bits pro DMT-Symbol und einem Ziel-BER von 10−4 fu¨r Nutzdaten, so legt der Algorith-
mus aus [40] nahe, dass es am vorteilhaftesten ist, die Subtra¨ger mit dem besten SNR
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Abbildung 4.17: ¨Ubertragungskanal fu¨r die Simulation.
(Subtra¨ger 55 bis 58) fu¨r Protokolldaten zu nutzen. Dies fu¨hrt auf eine Nutzdatenrate von
382 Bits pro DMT-Symbol.
Nach Auftreten der NBI-Sto¨rung sind diese Protokolltra¨ger am sta¨rksten betroffen. Die
gemittelte Bitfehlerrate fu¨r die Protokolldaten betra¨gt 0.22, das mittlere BER der Nutzda-
ten 0.0092.
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Abbildung 4.18: Bitfehlerraten von Protokoll- und Nutzdaten.
Abbildung 4.18 zeigt allgemein, welche BER fu¨r Protokoll- und Nutzdatentra¨ger jeweils
fu¨r unterschiedlich starke Erho¨hungen der Rauschleistung auftreten. Gezeigt sind nur Er-
gebnisse fu¨r Subtra¨ger mit b = 2 bzw. b = 12 Bits. Ergebnisse fu¨r die u¨brigen Konstella-
tionsgro¨ßen liegen zwischen diesen beiden Kurven.
Der erho¨hte Schutz der Protokolldaten durch UEP bietet nur einen deutlichen Vorteil,
wenn der Anstieg der Rauschleistung kleiner als etwa 7 dB ist.
Es ko¨nnte nun argumentiert werden, dass die Verwendung von UEP ohne Nutzung von
Kanalcodierung fu¨r die besser geschu¨tzten Bits nicht sinnvoll ist. Fu¨r Codierung hingegen
sind Scrambling und Interleaving von Vorteil. Bei den Protokolldaten sollte Scrambling
dann nur u¨ber Subtra¨ger mit erho¨htem Schutz erfolgen. In diesem Fall sollten die Sub-
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tra¨ger u¨ber das gesamte Spektrum verteilt und im besten Fall alle mit der gleichen Anzahl
an Bits beladen sein, um Frequenzdiversita¨t auszunutzen.
Wie die vorigen Abschnitte gezeigt haben, la¨uft diese Forderung der Tatsache zuwider,
dass die UEP-Loading Algorithmen die Protokolltra¨ger in der Regel in einem schmalen
Frequenzband auf benachbarten Subtra¨ger positionieren.
In obigem Beispiel ko¨nnten jedoch 5 Protokolltra¨ger verwendet werden, von denen jeder
8 Bits u¨bertra¨gt. Wenn Subtra¨ger 20, 30, 40, 50 und 60 genutzt werden, kann sogar die
Nutzdatenrate von 382 Bits pro DMT-Symbol beibehalten werden. In der Regel wird je-
doch eine Abweichung der Positionierung der Protokolldaten gegenu¨ber dem optimalen
UEP-Loading auf eine Reduktion der erreichbaren Nutzdatenrate fu¨hren.
Wie die folgenden Kapitel zeigen, besitzt die Verwendung von Equal Error Protection
(EEP) eine Reihe von Vorteilen. Beispielsweise ko¨nnen die Protokolldaten innerhalb des
DMT-Symbols auf beliebigen Subtra¨gern und Bitindizes positioniert werden, ohne dass
BAT und PAT gea¨ndert werden mu¨ssen. Dies ermo¨glicht ein Ausweichen der Protokollda-
ten auf ungesto¨rte Frequenzbereiche, wenn die aktuell verwendeten Protokolltra¨ger bei-
spielsweise von einer schmalbandigen Sto¨rung betroffen sind.
Die Verwendung von UEP ist dann gerechtfertigt, wenn die Nutzdaten tatsa¨chlich nur eine
bedeutend geringere ¨Ubertragungsqualita¨t erfordern, als die Protokolldaten. Beispielswei-
se kann dies bei der ¨Ubertragung von Sprachinformation mo¨glich sein. UEP erreicht dann
ho¨here Nutzdatenraten als die Verwendung von EEP. Die Verwendung von UEP erfordert
in jedem Fall sorgfa¨ltiges Cross-Layer Design, damit UEP und dynamische Adaption sich
nicht gegenseitig behindern [24].
Im Folgenden wird weitestgehend EEP verwendet, um Protokolldaten und Nutzdaten in-
nerhalb des DMT-Symbols zu verteilen und zu positionieren. Dies schließt jedoch nicht
aus, dass die Protokolldaten bevorzugt behandelt werden. In der Tat ist dies eine der
Grundideen bei der dynamischen Adaption, die im na¨chsten Kapitel erkla¨rt wird.
4.8 Informationsaustausch wa¨hrend der Adaption
In den vorigen Abschnitten wurde deutlich, dass die Adaption an vera¨nderte Kanaleigen-
schaften entweder durch ¨Anderungen der BAT, der PAT oder beider Tabellen bewerkstel-
ligt wird. Lokale Maßnahmen vera¨ndern nur wenige Eintra¨ge der Tabellen, wa¨hrend bei
globalen Maßnahmen in der Regel alle Eintra¨ge beider Tabellen aktualisiert werden.
BAT Eintra¨ge sind in der vorliegenden Arbeit eine gerade Zahl zwischen 0 und 12,
wa¨hrend die PAT-Eintra¨ge im Prinzip kontinuierliche Werte mit einem großen positiven
Wertebereich annehmen ko¨nnen. In realen Systemen mu¨ssen PAT-Eintra¨ge mit einer be-
stimmten Anzahl an Bits repra¨sentiert werden. Um eine akzeptable Genauigkeit zu er-
reichen, sollte eine mo¨glichst hohe Anzahl an Bits gewa¨hlt werden. Prinzipiell la¨sst sich
sagen, dass BAT-Eintra¨ge weniger Platz beno¨tigen als PAT-Eintra¨ge (vgl. Abschnitt 6.2).
Dies hat Implikationen fu¨r die Wahl geeigneter Adaptionsverfahren. Sa¨mtliche bisher vor-
gestellten Adaptionsverfahren werden empfa¨ngerseitig berechnet, da nur die Empfangs-
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station die relevanten Informationen u¨ber den Zustand der Kanalparameter besitzt. Da-
mit die Anpassung tatsa¨chlich wirksam werden kann, mu¨ssen die ¨Anderungen von BAT
und/oder PAT auch der Sendestation mitgeteilt werden.
Je mehr Informationen hierfu¨r ausgetauscht werden mu¨ssen, desto anfa¨lliger sind sie fu¨r
Sto¨rungen. Unter diesem Gesichtspunkt erscheint es wu¨nschenswert, eine Maßnahme zu
treffen, die mit mo¨glichst wenigen ¨Anderungen auskommt, beispielsweise die erwa¨hnte
Reduktion der Konstellationsgro¨ße einiger weniger Subtra¨ger.
Andererseits zeigen die Ergebnisse des letzten Abschnitts, dass globale Anpassung die
besten Ergebnisse erzielt, sie bringt dabei allerdings auch den gro¨ßten Kommunikations-
aufwand mit sich.
Eine Mo¨glichkeit, beide Ansa¨tze zu kombinieren, besteht darin, zuna¨chst Adaptionsmaß-
nahmen mit geringem Kommunikationsaufwand durchzufu¨hren, um verla¨sslichen Aus-
tausch von Protokolldaten wieder zu ermo¨glichen. In einem na¨chsten Schritt ko¨nnen dann
weiterfu¨hrende Adaptionsmaßnahmen kommuniziert werden.
4.9 Fundamentales Problem der dynamischen Adaption
Die ¨Uberlegungen des letzten Abschnitts weisen auf das fundamentale Problem bei der
dynamischen Adaption hin. Es muss ein Informationsaustausch zur Durchfu¨hrung der
Anpassung an auftretende Sto¨reinflu¨sse erfolgen. Dieser Informationsaustausch erfolgt
u¨ber die Protokolldaten. Sind jedoch Protokolldaten selbst von der Sto¨rung betroffen, kann
dieser Informationsaustausch stark behindert oder ga¨nzlich unmo¨glich gemacht werden.
Wa¨hrend in diesem Kapitel die Anpassung an bekannte Sto¨reinflu¨sse betrachtet wurde,
sind diese Einflu¨sse in einer realen Umgebung zuna¨chst unbekannt, was die Anpassung
zusa¨tzlich erschwert.




Das vorige Kapitel befasste sich mit der Fragestellung, wie eine Anpassung an vera¨nder-
te Kanalbedingungen durchgefu¨hrt werden kann. Hierbei wurde angenommen, dass die
Sto¨rungsparameter bekannt sind und es wurden optimale und suboptimale Ansa¨tze zur
Wiederherstellung der geforderten ¨Ubertragungsqualita¨t fu¨r Nutz- und Protokolldaten un-
tersucht.
In diesem Kapitel wird die Aufgabenstellung dahingehend erweitert, dass die Sto¨rungs-
parameter nicht bekannt sind. In diesem Fall muss zuna¨chst verla¨ssliche Kommunikation
u¨ber die Protokolldaten wieder hergestellt werden. Man spricht in diesem Zusammen-
hang von dynamischer Adaption oder Runtime Adaption, da die ¨Ubertragungsparameter
wa¨hrend der laufenden Datenu¨bertragung aktualisiert werden mu¨ssen.
Der Ablauf der dynamischen Adaption la¨sst sich in mehrere Teilaufgaben gliedern:
• Sicherung der Protokolldaten
• Scha¨tzen der Rauschleistung
• Berechnung angepasster ¨Ubertragungsparameter
• Austausch und Aktualisierung der ¨Ubertragungsparameter
• Kontrolle des Adaptionserfolgs
In diesem Kapitel soll der erste Punkt na¨her untersucht werden. Um eine Sicherung
gesto¨rter Protokolldaten wa¨hrend der Laufzeit zu ermo¨glichen, wird die Funktionalita¨t
herko¨mmlicher ARQ-Protokolle erweitert. Treten fehlerhafte Protokollpakete auf, so wird
schrittweise die Wahrscheinlichkeit korrekten Empfangs erho¨ht. Dieser Ansatz wird im
Folgenden als inkrementelles ARQ bezeichnet und ist einer der zentralen Punkte der vor-
liegenden Arbeit. Zuna¨chst werden Methoden vorgestellt, die vo¨llig blind arbeiten. Da-
nach wird eine Mo¨glichkeit vorgestellt, die einzelnen Adaptionsschritte zu synchronisie-
ren, was vo¨llig neue Adaptionsmo¨glichkeiten ero¨ffnet und eine Sicherung der Protokoll-
daten auch unter extrem schlechten Bedingungen ermo¨glicht.
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5.1 Ablauf der dynamischen Adaption
Eine Reihe von Methoden zur dynamischen Adaption wurde bereits entwickelt und
kommt in vielfa¨ltigen Standards zum Einsatz. Grundlegende Schwachstelle dieser Metho-
den ist die implizite Annahme, dass die Information zur Umsetzung dieser Maßnahmen
fehlerfrei empfangen werden kann.
Adaptionsmaßnahmen mu¨ssen grundsa¨tzlich empfa¨ngerseitig berechnet werden. Nur der
Empfa¨nger kann Kanalparameter und Rauschleistung scha¨tzen und entsprechende Adap-
tionsmaßnahmen auswa¨hlen. Um ihre Wirkung zu entfalten, mu¨ssen die empfa¨ngerseitig
getroffenen Entscheidungen im Sender umgesetzt werden. Hierzu ist fehlerfreier Infor-
mationsaustausch zwischen Empfa¨nger und Sender u¨ber den Ru¨ckkanal erforderlich und,
da ein ARQ mit Quittierung verwendet wird, auch in umgekehrter Richtung.
Ist die Kommunikation gesto¨rt, so bedeutet ein la¨ngerer Informationsaustausch auch eine
ho¨here Fehleranfa¨lligkeit der sensiblen Daten.
Im na¨chsten Abschnitt wird zuna¨chst betrachtet, welche Sto¨rungen eine DMT- ¨Ubertra-
gung treffen ko¨nnen und welche Maßnahmen notwendig sind, um sie zu u¨berwinden und
die geforderte Dienstgu¨te wieder herzustellen.
5.1.1 Typologie von Sto¨rungen
Jedes DMT-Symbol entha¨lt sowohl Protokolldaten als auch Nutzdaten. Die Anordnung
der Protokolldaten innerhalb des DMT Symbols hat Einfluss darauf, welche Sto¨rungen
auftreten ko¨nnen und welche Sto¨rungen besonders ha¨ufig auftreten.
Abbildung 5.1 zeigt eine abstrakte Darstellung des DMT-Symbols im Frequenzbereich.
Protokolldaten sind durch das dunklere Grau gekennzeichnet, Nutzdaten werden durch
das hellere Grau repra¨sentiert.
Abbildung 5.1: Abstrakte Darstellung des DMT Symbols
Abbildung 5.1 stellt gleichzeitig den einfachsten und den Idealfall der Datenu¨bertragung
dar, dass keine Sto¨rung vorliegt. Beide Datenklassen ko¨nnen mit ihren Ziel-Bitfehlerraten
u¨bertragen werden.
Abbildung 5.2 zeigt den Fall, dass ein Teil der Nutzdaten von einer Sto¨rung betroffen ist,
wa¨hrend die Protokolldaten ungesto¨rt u¨bertragen werden ko¨nnen.
Abbildung 5.2: Sto¨rung von Nutzdaten
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Das BER der betroffenen Subtra¨ger wird durch die Sto¨rung erho¨ht. Eine Mo¨glichkeit
ist es, solche Sto¨rungen durch Verwendung von Kanalcodierung aufzufangen. Es kann
allerdings vorkommen, dass die Sto¨rung zu stark ist, um Fehlerkorrektur zu ermo¨glichen.
Selbst in diesem Fall kommt es jedoch nicht unbedingt zu einem Abbruch der Verbindung.
Bedenklicher ist die Situation, wenn, wie in Abbildung 5.3 dargestellt, Protokolldaten von
einer Sto¨rung betroffen sind.
Abbildung 5.3: Sto¨rung der Protokolldaten
Fehlerhaft empfangene Protokolldaten ko¨nnen zur Verwendung fehlerhafter Verbindungs-
parameter fu¨hren, was unweigerlich zu einem Abbruch der Verbindung fu¨hrt. Daher muss
versucht werden, die Auftrittswahrscheinlichkeit fehlerhafter Protokolldaten zu minimie-
ren, das Auftreten fehlerhafter Protokolldaten sofort zu erkennen und geeignete Maß-
nahmen zu treffen, um eine bestehende Sto¨rung der Protokolldaten mo¨glichst rasch zu
eliminieren.
5.1.2 Struktur der Protokolldaten
Wie bereits erwa¨hnt, kann zur Erkennung oder Behebung von Sto¨rungen der Protokollda-
ten ein fehlererkennender oder fehlerkorrigierender Code, also FEC verwendet werden.
Der Empfa¨nger wird in die Lage versetzt, selbsta¨ndig und ohne weitere Information die
urspru¨nglich gesendeten Daten zu extrahieren [29] [60]. Da hierfu¨r jedoch in der Regel ei-
ne gro¨ßere Menge an Redundanz no¨tig ist, um gute Korrekturfa¨higkeiten zu erreichen, ist
diese Methode fu¨r die Protokolldaten, die verglichen mit den Nutzdaten nur einen kleinen
Teil des DMT-Symbols ausmachen, nicht zu empfehlen.
Eine sinnvollere Herangehensweise ist die Verwendung von BEC. Bei gesto¨rtem Empfang
von Protokollinformation ko¨nnen die fehlerhaften Daten nochmals angefordert werden.
Dabei genu¨gt eine relativ geringe Menge an Redundanz, um Fehler entdecken zu ko¨nnen.
Protokolle, die BEC verwenden, wenden ein Automatic Repeat Request Protokoll (ARQ)
an. Abha¨ngig von der speziellen Anwendung unterscheidet man verschiedene Varianten
des ARQ (vgl. Abschnitt 2.6).
Die Grundfunktionalita¨t des ARQ ist jedoch bei allen Varianten identisch. Abbildung 5.4
zeigt die Strukturierung der Protokolldaten in verschiedene funktionale Felder. Es wurde
angenommen, dass 40 Bits an Protokolldaten pro DMT-Symbol verwendet werden. Dies
ist eine vergleichsweise hohe Anzahl, was allerdings im Folgenden gerechtfertigt wird.
Die 40 Protokolldatenbits sind in fu¨nf Bytes aufgeteilt. Das erste Byte, gekennzeichnet
als CTRL, entha¨lt Kontrollinformation, die fu¨r den Ablauf des ARQ sowie allgemeine
Steuerfunktionen der Verbindung no¨tig ist. Die ersten sechs Bits dieses ersten Bytes bein-
halten den Befehlscode des Protokollpakets, gekennzeichnet als CMD, und geben an, wel-
che Protokollfunktion ausgefu¨hrt werden soll, bzw. welche Protokolldaten das Datenpaket
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DAT 1 DAT 2 DAT 3 CRCCTRL
CNT ACMD
Abbildung 5.4: Struktur der Protokolldaten
beinhaltet. Beispielsweise kann eine neue BAT und PAT u¨bertragen werden oder die Ver-
wendung einer neuen BAT/PAT-Kombination angefordert werden. Mit sechs Bits lassen
sich insgesamt 26 = 64 verschiedene Befehle codieren, was fu¨r die meisten Anwendungen
ausreichend sein sollte.
Das na¨chste Bit, bezeichnet mit CNT, wird als Za¨hler verwendet. Es kann zwei verschie-
dene Zusta¨nde annehmen und seine Funktionalita¨t wird in Abschnitt 5.2 eingehender
erla¨utert. Das letzte Bit des ersten Bytes, bezeichnet mit A, ist das sogenannte Acknowled-
ge-Bit. Es dient der Quittierung empfangener Daten. Wird ein Paket korrekt vom Sender
empfangen, setzt der Empfa¨nger in seinem na¨chsten Protokollpaket an den Sender das
Acknowledge-Bit auf ACK (beispielsweise 1). Wurden die Daten fehlerhaft empfangen,
wird der entgegengesetzte Wert (beispielsweise 0) gesendet, was auch als Not Acknowled-
ge (NACK) bezeichnet wird. Man nennt diese Vorgehensweise, in dem mit jedem Daten-
paket auch gleich eine Quittierung des Empfangs in Gegenrichtung u¨bertragen wird, auch
Piggybacking [59].
Die na¨chsten drei Bytes, bezeichnet mit DAT 1 bis DAT 3, enthalten die eigentliche Infor-
mation des Befehls. Einfache Kommandos beno¨tigen u¨berhaupt keine zusa¨tzliche Infor-
mation. Ein Update von BAT und PAT erfordert allerdings den Austausch einer betra¨cht-
lichen Informationsmenge. Ein einzelnes DMT-Symbol kann die erforderlichen Daten
nicht aufnehmen, daher muss die Information u¨ber mehrere aufeinanderfolgende DMT-
Symbole verteilt werden. Um auch den Austausch gro¨ßerer Informationsmengen in kurzer
Zeit zu ermo¨glichen, wurde eine relativ hohe Anzahl an Protokollbits gewa¨hlt (vgl. Ab-
schnitt 6.2.6).
Schließlich entha¨lt das letzte Byte einen sogenannten Cyclic Redundancy Check, kurz
CRC. Dies ist eine Art Pru¨fsumme, die durch bina¨re Division einer Bina¨rzahl durch ein
festgelegtes Pru¨fpolynom berechnet wird. Im vorliegenden Fall betra¨gt die La¨nge des
CRC acht Bits. In vielen Anwendungen werden weitaus la¨ngere Pru¨fsummen von 16, 32
oder auch 64 Bits verwendet. Das CRC-Feld soll jedoch lediglich das Vorhandensein von
Fehlern in den Protokolldaten jedes einzelnen DMT-Symbols anzeigen ko¨nnen. Um die
Menge der Protokolldaten mo¨glichst gering zu halten, sollte ein mo¨glichst kurzes CRC
gewa¨hlt werden. Um die effektive Protokolldatenrate zu erho¨hen, sollte ebenfalls eine
mo¨glichst große Anzahl an Protokolldaten gewa¨hlt werden, die mit dem CRC geschu¨tzt
werden. Als Kompromiss resultierte in der vorliegenden Anwendung die Anzahl von 40
Protokollbits mit einem 8-Bit CRC.
Es ist bekannt, dass die Auswahl eines geeigneten CRC-Polynoms eine schwierige Auf-
gabe ist [51]. In [47] werden jedoch eine Reihe bekannter und neuer CRC-Pru¨fpolyno-
me verglichen und Richtlinien zur Auswahl gegeben. Es ist insbesondere zu beachten,
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dass die Leistungsfa¨higkeit der Fehlererkennung eines Polynoms auch von der La¨nge der
Gesamtnachricht, in diesem Fall 40 Bits, abha¨ngt. Auch der Header von ATM-Paketen
umfasst 40 Bits und verwendet ein Pru¨fpolynom von 8 Bits [45]. Aufgrund der Bedeu-
tung der ATM- ¨Ubertragungstechnik gibt es einige Untersuchungen, die geeignete 8-Bit
Pru¨fpolynome identifiziert haben. Dabei stellte sich heraus, dass das im ATM-Standard
verwendete Polynom nicht das bestmo¨gliche ist.
Nach [5] la¨sst sich das am besten geeignete Pru¨fpolynom g(x) wie folgt angeben:
g(x) = x8 + x5 + x3 + x2 + x + 1 . (5.1)
Simulationsergebnisse haben gezeigt, dass die La¨nge des CRC ausreicht, um die im Fol-
genden dargestellte Funktionalita¨t des ARQ-Protokolls zu gewa¨hrleisten.
5.1.3 ARQ fu¨r dynamische Adaption
Es wird nun davon ausgegangen, dass Protokolldaten von einer Sto¨rung betroffen sind.
Es ist fu¨r die Betrachtung zuna¨chst unerheblich, ob auch Nutzdaten gesto¨rt sind. Zwei
unterschiedliche Szenarien sind denkbar.
Im ersten Szenario ist lediglich eine ¨Ubertragungsrichtung von einer Sto¨rung der Proto-
kolldaten betroffen. Abbildung 5.5 verdeutlicht den Sachverhalt.
Station 1 Station 2
Abbildung 5.5: Eine ¨Ubertragungsrichtung gesto¨rt
In diesem Fall ist die ¨Ubertragung der Protokolldaten von Station 1 zu Station 2 gesto¨rt.
Es wird hier keine Unterscheidung in Master und Slave getroffen, da beide Stationen
bezu¨glich ihrer Funktionalita¨t nach Ablauf der Initialisierungsphase identisch sind. Stati-
on 2 erkennt, dass Protokolldaten gesto¨rt empfangen werden und fordert Retransmissions
an. Station 1 empfa¨ngt NACKs ungesto¨rt von Station 2 und kann daraus auf die Natur der
Sto¨rung schließen. Sind Retransmissions weiterhin erfolglos, was ebenfalls von beiden
Stationen festgestellt werden kann, mu¨ssen weitere Maßnahmen getroffen werden.
Station 2 kann Station 1 mehrere Adaptionsmo¨glichkeiten vorschlagen. Es kann hierbei
auf globale und lokale Maßnahmen aus Kapitel 4.6 zuru¨ckgegriffen werden. Beispiels-
weise kann mit lokalen Maßnahmen, die nicht tiefer in die Struktur des DMT-Symbols
eingreifen, begonnen werden, und wenn sie nicht zum Erfolg fu¨hren, schrittweise auf
wahrscheinlich effektivere Maßnahmen u¨bergegangen werden.
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Wenn nur eine ¨Ubertragungsrichtung von der Sto¨rung betroffen ist, kann also prinzipiell
die intakte ¨Ubertragungsrichtung verwendet werden, um den Adaptionsprozess zu steu-
ern. Erfolg und Misserfolg einer Maßnahme kann sofort erkannt werden. Allerdings be-
sitzt dieser Ansatz einen Schwachpunkt, auf den in Abschnitt 5.3.1 noch na¨her eingegan-
gen wird.
Problematischer ist die Situation, wenn beide ¨Ubertragungsrichtungen von einer Sto¨rung
betroffen sind, wie in Abbildung 5.6 gezeigt.
Station 1 Station 2
Abbildung 5.6: Beide ¨Ubertragungsrichtungen gesto¨rt
In diesem Fall werden die Protokolldaten in beiden Richtungen fehlerhaft empfangen und
keine der Stationen kann den Adaptionsvorgang steuern.
Die Herausforderung besteht darin, Methoden bereitzustellen, die eine autonome Wieder-
herstellung verla¨sslicher Kommunikation u¨ber den ESC ermo¨glichen.
Je nach Verwendung von UEP oder Verwendung von identischem BER fu¨r Protokoll- und
Nutzdaten ergeben sich verschiedene Mo¨glichkeiten und Restriktionen. Grundlegendes
Problem ist die Synchronisierung der einzelnen Methoden. Es muss sichergestellt wer-
den, dass beide Stationen daru¨ber unterrichtet sind, welche Adaptionsmaßnahme gerade
verwendet wird.
Dies kann entweder erfolgen, indem eine bestimmte Reihenfolge der Maßnahmen einge-
halten wird. Alternativ ko¨nnen auch blind Maßnahmen im Sender getroffen werden, die
dann in der Empfangsstation identifiziert und entsprechend ausgewertet werden.
5.2 Inkrementelles ARQ
Bei herko¨mmlichen ARQ-Systemen erfolgt bei einer fehlerhaften ¨Ubertragung eines Pa-
ketes die erneute ¨Ubertragung dieses Paketes, eine sogenannte Retransmission. Liegt die
Sto¨rung, die den Fehler verursacht hat, weiterhin vor, so ist diese Retransmission mo¨gli-
cherweise wiederum fehlerhaft. Insbesondere bei hohem BER ko¨nnen so mehrere Re-
transmissions no¨tig sein, bis ein Paket schließlich fehlerfrei empfangen und mit einem
ACK quittiert werden kann. Dies fu¨hrt auf einen signifikant verringerten Durchsatz der
Datenu¨bertragung (siehe Abschnitt 7.2).
Um den Durchsatz der ¨Ubertragung mo¨glichst hoch zu halten, existiert eine Reihe von
Ansa¨tzen. Die meisten lassen sich unter dem Begriff Hybrid-ARQ zusammenfassen, einer
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Kombination von Vorwa¨rts-Fehlerkorrektur und ARQ. Allerdings gibt es auch alternative
Ansa¨tze ohne Verwendung von Codierung. Eine Verwendung von verschiedenen ARQ-
Varianten in Abha¨ngigkeit der Fehlerrate schla¨gt beispielsweise [78] vor. In [54] wird
gezeigt, dass sich fu¨r jede Bitfehlerrate des Kanals (wobei hier von einem BSC (bina¨rer
symmetrischer Kanal) ausgegangen wird), eine optimale Blockla¨nge fu¨r die Datenu¨ber-
tragung finden la¨sst, die den Durchsatz des Systems optimiert. Dieser Ansatz wird in der
vorliegenden Arbeit jedoch aufgrund des eher geringen Verbesserungspotentials und der
resultierenden großen Blockla¨ngen nicht weiter verfolgt.
Das sogenannte inkrementelle ARQ setzt an einer anderen Stelle an und verwendet nicht
nur Retransmissions, sondern versucht die Ursache der Fehler selbst zu beheben. Der zen-
trale Punkt dieses Ansatzes ist, dass eine Verschmelzung der physikalischen Schicht (Mo-
dulation) mit der Verbindungsschicht (ARQ) erfolgt. Dadurch ist es mo¨glich, bei Emp-
fang eines oder mehrerer aufeinander folgender NACKs die Modulation dahingehend zu
a¨ndern, dass beispielsweise fehlerhafte Subtra¨ger von der Datenu¨bertragung ausgeschlos-
sen werden und somit die Ursache des Fehlers eliminiert wird. Wa¨hrend [42] vorschla¨gt,
ein Hybrid-ARQ mit sogenanntem blindem Power Ramping zu kombinieren, geht der hier
verfolgte Ansatz weiter und a¨ndert sowohl die Sendeleistung als auch die Bitposition der
Protokolldaten.
Das ARQ-Protokoll selbst wird hierbei durch eine spezielle Adaptionsphase erweitert,
in der seine Funktionalita¨t gea¨ndert ist. Wa¨hrend dieser Phase wird versucht, einen feh-
lerfreien Empfang von Daten wieder herzustellen, indem verschiedene Adaptionsschritte
durchlaufen werden. Die einzelnen Schritte folgen einem bestimmten Schema, das bei-
den Transceivern bekannt sein muss. Zwei mo¨gliche Ansa¨tze werden im Folgenden na¨her
beschrieben.
Zuna¨chst wird in Abschnitt 5.3 eine Methode vorgestellt, die blind arbeitet und durch Aus-
probieren verschiedener Kombinationen eine Konfiguration sucht, die verla¨ssliche und
fehlerfreie Kommunikation erlaubt. Die vorgestellte Variante ist bewusst einfach gehal-
ten, kann daher aber auch keinen Erfolg garantieren. Es soll lediglich anhand eines kon-
kreten Beispiels gezeigt werden, welche Probleme bei der autonomen Wiederherstellung
verla¨sslicher Protokolldatenkommunikation auftreten. Bereits durch Verwendung dieser
Methode kann die Verbindungsstabilita¨t jedoch bedeutend verbessert werden. In den fol-
genden Abschnitten wird diese Methode erweitert und modifiziert.
Beispielsweise wird in Abschnitt 5.4 der Ablauf der Adaptionsschritte synchronisiert, was
unter Umsta¨nden zu einem schnelleren Adaptionserfolg fu¨hrt, in jedem Fall aber bessere
Ergebnisse als die blinde Methode erreichen kann.
Abbildung 5.8 zeigt den herko¨mmlichen Betrieb des ARQ-Protokolls in vereinfachter
Darstellung. Es wird angenommen, dass die Transceiver zuerst empfangen, die Empfangs-
daten sofort verarbeiten und danach gleich senden ko¨nnen. Dies ist zwar in der Realita¨t
nicht gegeben und die Idle Time (vgl. Abschnitt 2.6.1) umfasst in der Regel mehrere
DMT-Symbole, aber die Darstellung wird hierdurch stark vereinfacht. Eine Erweiterung
auf realistische Szenarien ist leicht mo¨glich, die Arbeitsweise des ARQ Protokolls erfolgt
dann lediglich mit gro¨ßerem Delay.
Im Bild gezeigt ist eine obere Sendestation (Station 1) und eine untere Sendestation (Sta-
















Abbildung 5.7: ARQ-Betrieb ohne Fehler
tion 2). Die Zeit verla¨uft von links nach rechts. Die Schreibweise E|S bedeutet, dass die
entsprechende Station E empfa¨ngt und S sendet. Zum Zeitpunkt t = 0 kann Station 1
natu¨rlich noch nichts empfangen. Dies ist der Beginn der Datenu¨bertragung. Acknowled-
ge und Not-Acknowledge werden mit A und N abgeku¨rzt. In einem ersten Schritt sendet
die untere Station lediglich ACKs und NACKs an die obere Station, die fortlaufend durch-
nummerierte Symbole an die untere Station sendet. T x bedeutet hierbei, dass Symbol x
u¨bertragen wird und Rx bedeutet, dass Symbol x bei der unteren Station empfangen wird.
In der vorliegenden Konfiguration kann lediglich maximal ein fehlerhaftes Paket ausste-
hen bzw. neu u¨bertragen werden mu¨ssen. Die einzelnen Symbole mu¨ssen daher lediglich
durch einen Ein-Bit-Index oder Za¨hler (das Feld CNT in Abschnitt 5.1.2) gekennzeichnet
sein, um Retransmissions von neuen Paketen unterscheiden zu ko¨nnen. Werden ande-
re ARQ-Varianten verwendet, kann es zu mehreren ausstehenden Paketen kommen. Der
Counter muss in diesem Fall entsprechend viele Werte annehmen ko¨nnen, um die einzel-
nen Pakete und Retransmissions unterscheiden zu ko¨nnen.
Abbildung 5.8 zeigt eine Datenu¨bertragung mit Fehlern. Ein ¨Ubertragungsfehler ist durch
eine gestrichelte Verbindungslinie gekennzeichnet. Der entsprechende Empfangswert ist














Zeit1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 170
R1|A
Abbildung 5.8: ARQ-Betrieb mit einfachen Fehlern
Wie bereits erwa¨hnt, ko¨nnen sowohl Acknowledges als auch Datenpakete fehlerhaft sein.
Im ersten Fall (im Bild zum Zeitpunkt t = 4) wiederholt Station 1 das zuvor gesendete
Paket, da nicht klar ist, ob ein ACK oder NACK empfangen wurde. Station 2 erkennt
anhand der Ein-Bit Kennzeichnung, ob eine Retransmission erfolgt ist, oder nicht. Ein
erneut u¨bertragenes Paket hat den gleichen Za¨hlerwert wie das zuvor empfangene Paket.
Ein neues Paket hat den entsprechenden inversen Bitwert. Im zweiten Fall (im Bild bei
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t = 9) sendet Station 2 ein NACK und Station 1 wiederholt das zuvor gesendete Paket
ebenfalls. Station 2 kann schließlich wie oben beschrieben anhand des Ein-Bit Za¨hlers
u¨berpru¨fen, dass tatsa¨chlich eine Retransmission erfolgt ist.
Das Protokoll muss auch bei Mehrfachfehlern korrekt arbeiten. Bei stark gesto¨rter ¨Uber-
tragung ko¨nnen mehrere Retransmissions no¨tig sein, bis ein Datenpaket fehlerfrei emp-
fangen wird. Abbildung 5.9 zeigt ein solches Beispiel. Erst bei der fu¨nften ¨Ubertragung


















Abbildung 5.9: ARQ-Betrieb mit einfachen Fehlern
5.3 Inkrementelles ARQ ohne Synchronisierung
Wenn der Kanal stark gesto¨rt ist, wird, wie das vorige Beispiel gezeigt hat, die Daten-
u¨bertragung a¨ußerst ineffizient. Eine mehrfache ¨Ubertragung des selben Symbols kann
sinnvoll sein, wenn kurze Fehlerbu¨ndel auftreten, die nur eines oder wenige Symbole
betreffen. Ist die Sto¨rung von Dauer, ist es sinnvoller, den Einfluss der Sto¨rung zu mindern,
oder die Sto¨rung zu umgehen.
Dies kann beispielsweise fu¨r schmalbandige Sto¨rungen geschehen, indem Frequenzse-
lektivita¨t fu¨r die Protokolldaten bereitgestellt wird. Wie bereits in Kapitel 4 erla¨utert,
ko¨nnen die Protokolldaten unter bestimmten Bedingungen relativ frei im DMT-Symbol
positioniert werden. Tritt nun eine schmalbandige Sto¨rung auf, von der die Protokollda-
ten betroffen sind, ko¨nnen sie an eine andere Stelle im DMT-Symbol verschoben werden.
Abbildung 5.10 zeigt schematisch, wie solche alternative Positionen der Protokolldaten
aussehen ko¨nnten. Es ist sinnvoll, nur Positionierungen zu wa¨hlen, bei denen die fu¨r Pro-
tokolldaten verwendeten Subtra¨germengen gegenseitig disjunkt sind.
Fu¨r Sto¨rungen, die alle Subtra¨ger betreffen, wie beispielsweise eine Erho¨hung der AWGN
Leistung, ko¨nnen ebenfalls unterschiedliche Konfigurationen (Kombination aus Bit- und
Leistungsverteilung sowie Position der Protokolldaten) vorberechnet werden, die den
Schutz der Protokolldaten bei Auftreten bestimmter Sto¨rungen erho¨hen.
Diese verschiedenen Konfigurationen mu¨ssen bereits vor Auftreten der tatsa¨chlichen
Sto¨rung beiden Transceivern bekannt sein. Beispielsweise ko¨nnen sie wa¨hrend der Initia-
lisierungsphase ausgetauscht oder im laufenden Betrieb dynamisch aktualisiert werden.
Tritt nun eine Sto¨rung auf, ko¨nnen sa¨mtliche Konfigurationen durchprobiert werden, bis
eine gefunden wird, die verla¨ssliche Datenu¨bertragung ermo¨glicht. Verla¨ssliche ¨Ubertra-






Abbildung 5.10: Alternative Positionen fu¨r Protokolldaten
gung muss in beiden ¨Ubertragungsrichtungen mo¨glich sein. Der Adaptionsvorgang ist
daher erst beendet, wenn beide Transceiver fehlerfrei empfangen ko¨nnen.
5.3.1 Funktionalita¨t bei einer gesto¨rten ¨Ubertragungsrichtung
Wie zuvor beschrieben, kann lediglich eine ¨Ubertragungsrichtung von der Sto¨rung be-
troffen sein. Ist beispielsweise die Senderichtung von Station 2 zu Station 1 gesto¨rt, so
detektiert Station 1 die Sto¨rung und kann u¨ber die ungesto¨rte Ru¨ckrichtung Station 2 mit-
teilen, dass eine Sto¨rung vorliegt.
Eine solche Sequenz ist in Abbildung 5.11 illustriert.
-|T1















Abbildung 5.11: ARQ-Betrieb mit einer gesto¨rten ¨Ubertragungsrichtung
Station 1 empfa¨ngt dreimal hintereinander ein fehlerhaftes Symbol von Station 2. Bei der
dritten Retransmission (zum Zeitpunkt t = 6) sendet Station 1 u¨ber das CMD-Feld der
Protokollinformation einen sogenannten Change Befehl. In der DAT-Information wird
angegeben, welche Konfiguration Station 2 fu¨r die ¨Ubertragung des na¨chsten Symbols
verwenden soll. Da diese Information intakt bei Station 2 ankommt, kann sie die Um-
stellung auf Konfiguration 2 durchfu¨hren und das ACK fu¨r Paket 1 erneut u¨bertragen.
Station 1 geht davon aus, dass der Befehl korrekt empfangen und durchgefu¨hrt wurde und
stellt den Empfang auf Konfiguration 2 um. Auch diese Konfiguration ist jedoch von der
Sto¨rung beeinflusst.
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Es werden nun Konfigurationen 3 und 4 getestet und bei Konfiguration 4 ist schließlich
fehlerfreier Empfang bei Station 1 mo¨glich. Station 2 beha¨lt Sendekonfiguration 4 fu¨r die
weitere ¨Ubertragung bei und Station 1 kann neue Pakete u¨bertragen.
Problematisch hierbei ist, dass Station 1 nicht wissen kann, ob Station 2 korrekt empfa¨ngt,
oder nicht. Falls der Empfang bei Station 2 ebenfalls gesto¨rt ist (vgl. Abbildung 5.6),
beginnt auch sie mit einer Change Sequenz.
Da in diesem Fall der Empfang in beiden Richtungen fehlerhaft ist, werden sa¨mtliche
Change Befehle nicht ausgefu¨hrt, es kann also nicht zu fehlerfreier Kommunikation kom-
men.
In diesem Worst-Case Fall muss ein anderer Weg beschritten werden.
5.3.2 Blinde Sicherung der Protokolldaten
In [27], wurde ein Schema vorgestellt, das eine Wiederherstellung verla¨sslicher Protokoll-
kommunikation ermo¨glicht, indem sa¨mtliche Kombinationen von vorbereiteten Sende-
und Empfangskonfigurationen systematisch durchprobiert werden. Ein mo¨glicher Ablauf
der Sequenz ist in Abbildung 5.12 gezeigt.
In diesem Beispiel wird angenommen, dass vier unterschiedliche Konfigurationen vor-
handen sind und Konfiguration eins, die beide Stationen zuvor verwendet haben, gesto¨rt
ist. Diese erste Konfiguration muss bei der Sequenz nicht beru¨cksichtigt werden. Die No-
tation E|S bedeutet in dieser Abbildung, dass die entsprechende Station mit Konfiguration
E empfa¨ngt und mit Konfiguration S sendet. Fu¨r beide Stationen wechselt die Empfangs-
konfiguration alle drei Zeitschritte, wa¨hrend die Sendekonfiguration mit jedem Zeitschritt
wechselt. Die dicken Verbindungslinien zeigen an, zu welchen Zeitpunkten Kommuni-
kation u¨berhaupt mo¨glich ist, falls diese Konfiguration nicht von einer Sto¨rung betroffen
ist.
Zeit1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 170
4|23|4 4|3 4|4 2|42|2 2|3 3|2 3|3 3|4
3|2 3|3 3|4 4|2 4|3 4|4 2|2 2|3 2|4
Abbildung 5.12: Suchsequenz bei gesto¨rter ¨Ubertragung in beiden Richtungen
Fu¨r jede Station gibt es drei mo¨gliche Empfangs- und drei mo¨gliche Sendezeitpunkte.
Je nachdem, zu welchem Zeitpunkt beide Stationen die Suchsequenz beginnen, liegen
diese Zeitpunkte unterschiedlich. Im vorliegenden Beispiel wird deutlich, dass die Dauer
der Sequenz unterschiedlich ausfallen kann, je nachdem, welche Konfigurationen sichere
¨Ubertragung ermo¨glichen.
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Sobald eine Station fehlerfrei empfa¨ngt, beha¨lt sie die entsprechende Empfangskonfigu-
ration bei und teilt diese im DAT-Feld der Protokollinformation der anderen Station mit.
Sobald auch die andere Station fehlerfrei empfa¨ngt, kann sie aus dem DAT-Feld auslesen,
welche Sendekonfiguration sie verwenden soll und gleichzeitig mit dem na¨chsten Sym-
bol der Partnerstation mitteilen, mit welcher Konfiguration sie senden soll. Ein weiteres
Beispiel soll diesen Sachverhalt verdeutlichen.
Zeit1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 170
4|23|4 4|3 4|4









Abbildung 5.13: Suchsequenz mit kurzer Dauer
Abbildung 5.13 zeigt den Fall, dass Station 2 mit Konfiguration 3 empfangen kann und
Station 1 mit Konfiguration 2. Gestrichelte Linien symbolisieren fehlerhaften Empfang.
Ab dem Zeitpunkt t = 9 ist verla¨ssliche Protokollkommunikation wiederhergestellt und
die na¨chsten Adaptionsschritte ko¨nnen eingeleitet werden.
Zeit1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 170
4|23|4 4|3 4|4
3|2 3|3 3|4 4|2 4|3 4|4 2|2 2|4
4|2 4|3 4|4 4|2
2|4
4|2 4|2
Abbildung 5.14: Suchsequenz mit la¨ngerer Dauer
Abbildung 5.14 zeigt den Fall, dass Station 1 mit Konfiguration 4 empfangen kann und
Station 2 mit Konfiguration 2. In diesem Fall ist die Sequenz erst zum Zeitpunkt t = 16
beendet.
Im Folgenden wird eine Sequenz, die der Sicherung verla¨sslicher Protokollkommunikati-
on dient, als Sicherungssequenz bezeichnet. Im na¨chsten Abschnitt wird eine Sicherungs-
sequenz mit Synchronisierung vorgestellt, in Abschnitt 7.6 wird eine weiter Variante der
Sicherungssequenz vorgestellt, die zusa¨tzlich Kanalinformation mit einbezieht.
5.4 Inkrementelles ARQ mit Synchronisierung
Im letzten Abschnitt wurde gezeigt, dass ein Hauptproblem bei der dynamischen Adap-
tion die Synchronisierung von Sende- und Empfangskonfigurationen der Transceiver ist.
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Verla¨ssliche ¨Ubertragung ist u¨berhaupt nur dann mo¨glich, wenn Sender und Empfa¨nger
die gleiche Konfiguration verwenden.
Der Adaptionsablauf la¨sst sich signifikant beschleunigen, wenn es gelingt, eine sta¨ndi-
ge Synchronisation von Sender und Empfa¨nger der beiden Transceiver zu gewa¨hrleisten.
Wenn der Startzeitpunkt der Adaption verla¨sslich signalisiert werden kann, mu¨ssen nicht
alle mo¨glichen Kombinationen von Sende- und Empfangskonfigurationen getestet wer-
den, sondern es kann mit jedem Zeitschritt eine neue Konfiguration verwendet werden, bis
zwei Konfigurationen gefunden sind, die fehlerfreien Empfang in beiden ¨Ubertragungs-
richtungen gewa¨hrleisten.
Eine mo¨gliche Signalisierungsmethode ist etwa die Verwendung eines speziellen Bitmus-
ters. Dieses darf wa¨hrend der regula¨ren Datenu¨bertragung nicht vorkommen und muss
gute Detektionseigenschaften besitzen. Eine andere Mo¨glichkeit der Signalisierung be-
steht darin, wa¨hrend einer Symbolzeit ein spezielles Leistungsprofil zu u¨bertragen, bei
dem zum Beispiel die Sendeleistung in einem schmalen Band konzentriert ist.
Es kann gezeigt werden, dass beide Ansa¨tze unter widrigen Rauschbedingungen fehl-
schlagen ko¨nnen. ¨Uberdies ist die zweite Methode unter Umsta¨nden nicht einsetzbar, da
in vielen Anwendungen Regulationen bezu¨glich der erlaubten Leistungsdichten in be-
stimmten Frequenzba¨ndern beachtet werden mu¨ssen.
Hier wird daher vorgeschlagen, wa¨hrend einer DMT-Symbolzeit ein sogenanntes All-Zero
Symbol (AZS) zu u¨bertragen [26]. Das bedeutet, es werden lediglich Nullen u¨bertragen,
die Sendeenergie fu¨r ein Symbol wird also auf Null reduziert. Das Empfangssignal besteht
in diesem Fall lediglich aus Rauschen.
Im Folgenden werden verschiedene Ansa¨tze, den Empfang eines solchen All-Zero Sym-
bols zu detektieren, untersucht und mathematisch analysiert.
5.4.1 Modellbildung
Wie bereits dargestellt wurde, sind in realen Systemen immer einige Subtra¨ger von der
Datenu¨bertragung ausgeschlossen. Im Folgenden sei mit N die Anzahl der tatsa¨chlich
zur Datenu¨bertragung genutzten Subtra¨ger bezeichnet. Jeder dieser Subtra¨ger sendet
ein komplexwertiges Sendesymbol x, das einen Signalpunkt einer quadratischen QAM-
Konstellation repra¨sentiert. Die minimale Distanz zwischen benachbarten Signalpunkten
fu¨r jeden Subtra¨ger ha¨ngt von dem gewu¨nschten Ziel-BER und dem SNR auf diesem
Subtra¨ger ab.
Fu¨r die folgende Analyse wird angenommen, dass ein Bit und Power Loading Algorith-
mus verwendet wurde, um die Datenrate fu¨r ein bestimmtes Ziel-BER bei beschra¨nkter
Gesamtsendeleistung zu maximieren. Auf jedem verwendeten Subtra¨ger liegt daher das
gleiche BER vor.
In diesem Szenario ist die kleinstmo¨gliche Konstellation die 4-QAM mit einem Sendeal-
phabet von vier Konstellationspunkten, von denen jeder zwei Bits darstellt. Es la¨sst sich
zeigen, dass die 4-QAM Konstellation bei vorgegebenem BER eine geringfu¨gig gro¨ßere
minimale Distanz hat als ho¨herstufige QAM-Konstellationen. Diese besitzen jedoch eine
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gro¨ßere mittlere Sendeleistung als die 4-QAM. In der folgenden Darstellung sollen daher
die vier Punkte der 4-QAM betrachtet werden, was eine Worst-Case Analyse darstellt. Die
hergeleiteten Ergebnisse fallen noch besser aus, wenn ho¨herstufige QAM-Konstellationen
verwendet werden.
Weiterhin wird o.B.d.A. angenommen, dass die ¨Ubertragungsleistung q der 4-QAM auf
eins normiert ist (q = 1).
Das empfangene Signal rn auf Subtra¨ger n kann folgendermaßen geschrieben werden:
rn = xn + wn , (5.2)
wobei wn einen Abtastwert eines komplexwertigen zirkula¨ren weißen Gaußschen Rausch-
prozesses mit Varianz σ2 darstellt und xn das Sendesignal, einen Konstellationspunkt der
4-QAM.
Das ¨Ubertragungssignal jedes einzelnen der N verwendeten Subtra¨ger ist also entweder
±
√
2/2 ± j√2/2, wenn ein Informations-Symbol u¨bertragen wird oder das Sendesignal
ist auf allen N Subtra¨gern xn = 0, wenn das All-Zero Symbol u¨bertragen wird. Das Emp-
fangssignal besteht im letzteren Fall lediglich aus Rauschen (rn = wn).
Real- und Imagina¨rteil von wn sind statistisch unabha¨ngig und gema¨ß einer Normalvertei-
lung N(0, σ2/2) (Normalverteilung mit Mittelwert 0 und Varianz σ2/2) verteilt. Um die
Analyse zu vereinfachen, wird angenommen, dass alle Subtra¨ger die gleiche Rauschleis-
tung besitzen. Dies stellt wiederum den Worst-Case dar, wenn hierfu¨r die Rauschleistung
des am sta¨rksten gesto¨rten Subtra¨gers angesetzt wird.
5.4.2 Entscheidung aufgrund des Absolutwerts fu¨r jeden Subtra¨ger
In diesem Abschnitt wird zuna¨chst eine Analyse des zu erwartenden Absolutwerts der
empfangenen komplexwertigen Rauschwerte im Frequenzbereich fu¨r jeden einzelnen
Subtra¨ger durchgefu¨hrt, wenn das All-Zero Symbol u¨bertragen wurde.
Die Absolutwerte des empfangenen Rauschens (ihre Absta¨nde vom Ursprung) folgen ei-
ner Rayleigh-Verteilung [61]. Dies ist in Abbildung 5.15 dargestellt. Ein Histogramm u¨ber
50.000 Empfangswerte bei einer Rauschleistung von −10 dB ist mit der entsprechenden
Rayleigh Verteilung u¨berlagert.
Man kann nun einen Schwellenwert (Threshold) t festlegen und es als Hinweis auf ein
Auftreten des All-Zero (Sub-)Symbols fu¨r jeden Subtra¨ger werten, wenn der Rauschwert
rn einen Absolutwert besitzt, der kleiner als t ist. Die Wahrscheinlichkeit korrekter De-
tektion des All-Zero Subsymbols (Subsymbol, da die Entscheidung zuna¨chst fu¨r jeden
Subtra¨ger einzeln gefa¨llt wird) nach dieser Methode, bezeichnet mit P1Z, kann nach [9]
ausgedru¨ckt werden als
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Abbildung 5.15: Rayleigh-Verteilung der Rauschwerte
und ist eine Funktion der Rauschleistung und des Schwellenwerts. Theoretische Werte
sind in Abbildung 5.16 zusammen mit Simulationsergebnissen fu¨r einen Schwellenwert
von t = 0.9 dargestellt.











Abbildung 5.16: Detektionsrate fu¨r das All-Zero Subsymbol, t = 0.9
In einem zweiten Schritt kann eine Mehrheitsentscheidung u¨ber alle N verwendeten Sub-
tra¨ger berechnet werden, um die Wahrscheinlichkeit PNZ fu¨r korrekte Detektion des All-









)k · (1 − P1Z)N−k . (5.4)
Ergebnisse fu¨r diese Methode auf Basis der Mehrheitsentscheidung sind fu¨r verschiedene
Werte N in Abbildung 5.17 gezeigt. Der Schwellenwert betra¨gt weiterhin t = 0.9. Je
gro¨ßer N ist, umso gro¨ßer ist die Wahrscheinlichkeit korrekter Detektion des AZS auch
fu¨r hohe Rauschleistungen.
Bisher wurde nur die Wahrscheinlichkeit berechnet, dass das All-Zero Symbol entdeckt
wird, wenn es tatsa¨chlich u¨bertragen wurde. Es muss jedoch auch sichergestellt werden,
90 KAPITEL 5. DYNAMISCHE ADAPTION













Abbildung 5.17: Detektionsrate fu¨r Methode mit Mehrheitsentscheidung
dass Informationssymbole korrekt erkannt werden. Die Verwechslung eines Informations-
symbols mit einem All-Zero Symbol muss ebenso vermieden werden wie der umgekehrte
Fall.










Abbildung 5.18: Zwei Klassen rauschbehafteter Empfangswerte
Dieses Problem soll anhand eines einzelnen Subtra¨gers mit q = 1 und einer Rauschleis-
tung von −5 dB verdeutlicht werden. Viele empfangene Punkte haben einen Abstand vom
Ursprung, der kleiner als q ist. Abbildung 5.18 zeigt 10000 empfangene rauschbehaftete
Samples, wobei der Konstellationspunkt xn =
√
2/2 · (1 + j) u¨bertragen wurde. Samples
mit einem Absolutwert kleiner als der Threshold t = 0.9 sind hellgrau markiert, die u¨bri-
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gen Samples sind dunkelgrau markiert. Der schwarze Kreis mit Radius t = 0.9 zeigt die
Grenze zwischen beiden Klassen von Samples. Offensichtlich besitzt eine große Zahl von
Samples einen Abstand vom Ursprung kleiner als t. Sie zeigen damit fa¨lschlicherweise
den Empfang des All-Zero Subsymbols an.
Leider kann eine Formel fu¨r das Verha¨ltnis der hellgrauen Punkte zur Gesamtzahl fu¨r ge-
gebenes SNR, t und q nicht geschlossen angegeben werden, man kann jedoch numerische
Integration verwenden, um dieses Verha¨ltnis zu berechnen.
Wenn ein Informations-Subsymbol auf einem Subtra¨ger gesendet wurde, ist die Wahr-
scheinlichkeitsdichte, dass ein Sample rn am Punkt x + j · y empfangen wird gegeben
durch







(x − xd)2 + (y − yd)2
))
, (5.5)
wobei xd und yd Real- und Imagina¨rteil des Informationssymbols repra¨sentieren. Da hier
nur die 4-QAM betrachtet wird, kann o.B.d.A. xd = yd = 1√2 gesetzt, also lediglich einer
der vier Konstellationspunkte herangezogen werden.
Die Wahrscheinlichkeit P1e (e fu¨r error), ein Informations-Subsymbol fa¨lschlicherweise als
All-Zero Subsymbol zu klassifizieren, ist damit als Integral u¨ber einen Kreis mit Radius t
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x, y|x2 + y2) < t2
}
. (5.7)
Es besteht noch eine alternative Berechnungsmo¨glichkeit fu¨r P1e . Nach [31] kann die
Wahrscheinlichkeitsdichtefunktion (engl. Probability Density Function, PDF) von |rn| fol-
gendermaßen angegeben werden:
f (|rn|) = 2|rn|
σ2
· exp










wobei I0 die modifizierte Besselfunktion erster Art und nullter Ordnung ist. Damit ergibt
sich alternativ
P1e = P(|rn| ≤ t) =
∫ |rn |=t
|rn |=0
f (|rn|)d|rn| . (5.9)
Abbildung 5.19 zeigt Ergebnisse fu¨r unterschiedliche Werte t und verschiedene Rausch-
leistungen. Ein kleinerer Threshold verringert die Fehlerwahrscheinlichkeit. Allerdings
wird eine solche Verringerung von t auch zu schlechteren Detektionsergebnissen fu¨r das
All-Zero Symbol fu¨hren, wenn es tatsa¨chlich u¨bertragen wurde.


















Abbildung 5.19: Fehlerhafte Detektion des All-Zero Subsymbols
Mit diesem Ergebnis kann man nun die kombinierte Wahrscheinlichkeit P1c (c fu¨r combi-











und schließlich la¨sst sich durch Verwenden einer Mehrheitsentscheidung u¨ber N Sub-




















)k · (1 − P1e)N−k (5.12)
berechnen.
Ergebnisse sind in Abbildung 5.20 gegeben. Sie zeigen hervorragende ¨Ubereinstimmung
mit Simulationsergebnissen.
5.4.3 Entscheidung aufgrund der Subtra¨ger-Energie
Statt des Absolutwerts empfangener Samples auf jedem Subtra¨ger, kann man auch die
Energie der Empfangssamples rn betrachten. Diese Empfangsenergien |rn|2 sind fu¨r je-
den einzelnen Subtra¨ger gema¨ß einer Chi-Square Distribution mit zwei Freiheitsgraden
verteilt, oder, was a¨quivalent ist, gema¨ß einer Exponentialverteilung:
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mit Parameter λ = 2 wenn die Rauschwerte einer Standard-Normalverteilung (mit Varianz
eins) folgen.
Um eine beliebige Varianz beru¨cksichtigen zu ko¨nnen, muss diese Formel folgenderma-









Ein Histogramm fu¨r 50000 Samples bei einer Rauschleistung von −10 dB ist in Abbildung
5.21 mit der entsprechenden Exponentialverteilung u¨berlagert.



















Abbildung 5.21: Energie der Rauschsamples folgt Exponentialverteilung
Mit einem Threshold t kann nun wiederum die Wahrscheinlichkeit berechnet werden, dass
die Energie eines empfangenen Rauschwertes kleiner als t ist:
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Diese Wahrscheinlichkeit sei wieder mit P1Z bezeichnet. Fu¨r ein festes t soll angenom-
men werden, dass das All-Zero (Sub-)Symbol gesendet wurde, wenn die Energie des
Rauschwerts rn kleiner als t ist. Fu¨r t = 0.9 wird die Wahrscheinlichkeit korrekter De-
tektion P1Z in Abbildung 5.22 fu¨r unterschiedliche Rauschleistungen mit Simulationser-
gebnissen verglichen.











Abbildung 5.22: Detektionsrate fu¨r All-Zero Subsymbol, t = 0.9
Fu¨r die Energie-Methode kann, wie bereits im vorigen Abschnitt, ebenfalls eine
Mehrheitsentscheidung berechnet werden. Die kombinierte Detektionsgenauigkeit fu¨r
Informations- und All-Zero Symbole ist in 5.23 gezeigt.












Abbildung 5.23: Kombinierte Detektion von All-Zero und Informations-Symbolen
Ein Vergleich der Gleichungen (5.15) und (5.3) verdeutlicht, dass Detektion des All-Zero
Symbols aufgrund des Absolutwerts oder der Energie der Empfangswerte im Prinzip a¨qui-
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Welche der beiden Methoden in einem realen System verwendet werden soll, ha¨ngt von
den jeweiligen Eigenschaften der verwendeten Signalprozessoren ab, fu¨r die eine der bei-
den Methoden bezu¨glich Rechengeschwindigkeit oder Einfachheit der Implementierung
gu¨nstiger sein kann.
5.4.4 Entscheidung aufgrund der mittleren Symbol-Energie
Schließlich kann die Detektion des AZS auch auf Grundlage der gemittelten Varianz u¨ber








Es wird zuna¨chst der Fall betrachtet, dass das All-Zero Symbol u¨bertragen wurde. Ein Re-
sultat aus der Wahrscheinlichkeitstheorie besagt, dass dann die Verteilung von σ2sym = σSZ
(SZ fu¨r Symbolvarianz im Fall des All-Zero Symbols) durch eine Normalverteilung ap-
proximiert werden kann. Der Erwartungswert von σ2SZ ist natu¨rlich gerade σ2, die gleiche
Rauschleistung wie fu¨r jeden einzelnen Subtra¨ger. Mit w1 und w2 seien die empfangenen
Real- und Imagina¨ranteile der empfangenen Rauschwerte bezeichnet. Die Varianz des














)2 − 2 (w21 + w22)σ2 + σ4)} (5.19)
= E
{
w41 + 2w21w22 + w42
}










σ4 − σ4 (5.21)
= σ4 . (5.22)
Die Varianz σ2VZ von σ2SZ, berechnet u¨ber N Subtra¨ger ist daher σ2VZ =
σ4
N und fu¨r große
N ist σ2SZ na¨herungsweise normalverteilt gema¨ß
N(σ2, σ4/N) = N(σ2, σ2VZ) . (5.23)
Fu¨r eine Rauschleistung von −10 dB und N = 100 sind Histogrammwerte fu¨r 50000
Symbolvarianzen in Abbildung 5.24 gezeigt. Die u¨berlagerte korrespondierende Normal-
verteilung zeigt die exzellente ¨Ubereinstimmung der gerade hergeleiteten Formeln.
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Abbildung 5.24: All-Zero Symbol Varianz folgt Normalverteilung
Mit Gleichung (5.23) kann man die Wahrscheinlichkeit berechnen, dass die Symbolvari-
anz kleiner als ein Threshold t ist:




















Abbildung 5.25: Detektionsrate fu¨r All-Zero Symbol
Fu¨r ein festes t la¨sst sich die Wahrscheinlichkeit PZ bestimmen, dass das All-Zero Symbol
korrekt detektiert wird. Ergebnisse fu¨r t = 1 sind in Abbildung 5.25 fu¨r Rauschleistun-
gen von −2 dB bis 2 dB und unterschiedliche N gezeigt. Ab einem SNR von ca. 2 dB
wird praktisch perfekte Detektion erreicht. Je gro¨ßer N, desto steiler ist die Steigung der
Kurven.
Auch die Wahrscheinlichkeit, dass ein All-Zero Symbol detektiert wird, obwohl
tatsa¨chlich ein Informationssymbol u¨bertragen wurde, kann berechnet werden. Wieder
wird davon ausgegangen, dass auf allen Subtra¨gern 4-QAM mit auf eins normierter Sen-
deleistung verwendet wird.
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Der Real- und Imagina¨rteil der rauschbehafteten Empfangsinformation sei mit r1 und r2
bezeichnet. Der Wert µ2 sei der Mittelwert der ¨Ubertragungsleistung pro Dimension (mit
den bisher getroffenen Voraussetzungen gilt µ = 1/
√
2). Der Erwartungswert der Varianz,































= 1 + σ2 . (5.29)






















)2} − 2 (1 + σ2) E {r21 + r22} + (1 + σ2)2 (5.32)








= 1 + 4σ2 + 2σ4 − 1 − 2σ2 − σ4 (5.34)
= σ4 + 2σ2 , (5.35)














µ2 + 2µw1 + w21 + µ2 + 2µw2 + w22
)2} (5.37)
= 1 + 4σ2 + 2σ4 . (5.38)
Wie in Bild 5.26 gezeigt, ist die Varianz der Empfangswerte fu¨r ein Informationssymbol
σ2SI daher fu¨r große N na¨herungsweise normalverteilt gema¨ß
N
(








Die Wahrscheinlichkeit Pe, dass ein Informationssymbol fa¨lschlicherweise als All-Zero
Symbol detektiert wird, ist damit
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t − (1 + σ2)√
2 · σ2VI
 . (5.40)
Die kombinierte Detektionsgenauigkeit fu¨r sowohl Informations- als auch All-Zero Sym-
bole ist in Abbildung 5.27 gezeigt.












Abbildung 5.27: Detektionsergebnisse fu¨r All-Zero und Informations-Symbole
All-Zero Symbol Detektion aufgrund der Symbolenergie liefert etwas bessere Ergebnisse
als die zwei anderen Detektionsmethoden, falls derselbe Wert N verwendet wird. Dies
liegt daran, dass die Kurven fu¨r Pc steilere Steigung haben als die Kurven PNc , wenn t
jeweils so gewa¨hlt wird, dass vergleichbare Detektionsergebnisse erreicht werden.
Wenn der Schwellenwert t zu groß ist, verschlechtern sich die Ergebnisse fu¨r kombinierte
Detektion von All-Zero und Informations-Symbolen bei allen vorgestellten Detektions-
methoden. Um einen optimalen Wert fu¨r diesen Parameter zu finden, sollte daher in realen
Anwendungen mit unterschiedlichen Varianten experimentiert werden.
Eine Erweiterung der Ergebnisse, wenn unterschiedliche Konstellationsformen und un-
terschiedliche SNR auf den einzelnen Subtra¨gern verwendet werden, ist leicht mo¨glich.
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Mit den Ergebnissen aus Abschnitt 2.3 folgt, dass die hergeleiteten Resultate weiterhin
gu¨ltig sind, wenn das effektive SNR des jeweiligen Subtra¨gers herangezogen wird. Da
vor dem Entscheider die mittlere Sendeleistung auf allen Subtra¨gern auf eins normiert
wird, kann der gleiche Threshold fu¨r alle Subtra¨ger verwendet werden. Simulationsergeb-
nisse haben gezeigt, dass die Tatsache, dass bei ho¨herstufigen Konstellationen manche
Konstellationspunkte eine ho¨here Sendeleistung als die mittlere Sendeleistung besitzen,
keinen signifikanten Einfluss auf die Leistungsfa¨higkeit der Detektion hat.
5.4.5 Synchronisierte Sicherungssequenz
Wie die Analyse der All-Zero Symbol Detektion ergeben hat, ist ab einer Rauschleistung
von etwa −3 dB, also einem effektiven SNR von ca. 3 dB quasi perfekte Erkennung von
All-Zero- und Datensymbolen mo¨glich. In diesem Abschnitt soll dargestellt werden, wie
das All-Zero Symbol eingesetzt werden kann, um den Adaptionsprozess gegenu¨ber der
blinden Sicherungssequenz in Abschnitt 5.3.2 zu beschleunigen und zu vereinfachen.
Zeit1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 170
4|31|1 1|Z 2|2 3|3 Z|3 5|3 6|Z 6|3
3|Z 3|4 3|5
6|3
3|6 Z|6 3|61|1 Z|2 2|3
Abbildung 5.28: ARQ Sicherungssequenz mit All-Zero Symbol Synchronisierung
Wenn das All-Zero Symbol zur Synchronisierung benutzt wird, kann es den Start der
Suchsequenz signalisieren und Sender und Empfa¨nger beider Stationen ko¨nnen simul-
tan durch die verschiedenen alternativen Konfigurationen wechseln. Sobald verla¨ssliche
Kommunikation mo¨glich ist, wird dies wieder durch das All-Zero Symbol signalisiert. Der
gesamte Prozess kann so bedeutend schneller ablaufen, wie in Abbildung 5.28 dargestellt.
Die Schreibweise E|S bedeutet wieder, dass die Station mit Konfiguration E empfa¨ngt
und mit Konfiguration S sendet. Ein Z zeigt die ¨Ubertragung oder den Empfang eines
All-Zero Symbols an. Es wird aufgrund der Resultate obiger Analyse angenommen, dass
dieses immer korrekt empfangen wird. Gestrichelte Verbindungen deuten eine gesto¨rte
¨Ubertragung an.
5.5 Vergleich beider Adaptionsmethoden
Die Methode ohne Synchronisierung aus Abschnitt 5.3.2 erreicht bereits eine deutliche
Verbesserung gegenu¨ber herko¨mmlichen ARQ-Systemen. Insbesondere fu¨r schmalbandi-
ge Sto¨rungen ko¨nnen mit einer Reihe von alternativen Konfigurationen mit unterschied-
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licher Positionierung der Protokolldaten im DMT-Symbol exzellente Ergebnisse erzielt
werden.
Die La¨nge der Suchsequenz ha¨ngt bei dieser Methode jedoch im Mittel von der Anzahl
der betrachteten Konfigurationen ab und steigt quadratisch mit ihr an. Da sa¨mtliche Kon-
figurationen zwischen beiden Transceivern ausgetauscht werden mu¨ssen, sollten in der
Praxis nur wenige Konfigurationen verwendet werden.
Ein weiteres Problem stellt die Auswahl sinnvoller Konfigurationen dar. Da in der Regel
nicht bekannt ist, mit welchen Sto¨rungen zu rechnen ist, mu¨ssen hier durch Simulation
Kompromisse zwischen Leistungsfa¨higkeit und Komplexita¨t gefunden werden. Ist jedoch
im Vorfeld bekannt, dass bestimmte Sto¨rmuster auftreten ko¨nnen, ko¨nnen hierauf spe-
ziell abgestimmte Konfigurationen vorberechnet werden, was die Leistungsfa¨higkeit der
Methode verbessert.
Die Methode mit Synchronisierung ermo¨glicht die Verwendung einer gro¨ßeren Zahl an
Konfigurationen, da hier die La¨nge der Suchsequenz linear mit der Anzahl der Konfi-
gurationen anwa¨chst. ¨Uberdies ist es mo¨glich, die einzelnen Konfigurationen ad hoc zu
berechnen, beispielsweise nach Maßgabe eines Algorithmus der beiden Transceivern be-
kannt ist. Ein solcher Algorithmus wird im folgenden Abschnitt beschrieben. In diesem
Fall entfa¨llt auch der zusa¨tzliche Kommunikationsaufwand fu¨r den Austausch der alter-
nativen Konfigurationen.
Prinzipiell ist daher die Methode mit Synchronisierung durch das All-Zero Symbol vor-
zuziehen. Die Methode ohne Synchronisierung kann dennoch fu¨r einfache Systeme ver-
wendet werden, die nicht genu¨gend Rechenleistung besitzen, um die statistischen Aus-
wertungen zur Erkennung des All-Zero Symbols durchzufu¨hren oder die Alternativen in
Echtzeit zu berechnen. Selbst mit dieser vergleichsweise einfachen Maßnahme la¨sst sich
die Verla¨sslichkeit und Sto¨rsicherheit des Systems signifikant erho¨hen.
5.6 Neue Adaptionsmo¨glichkeiten durch Nutzung des
AZS
Die Adaptionsmethode mit Synchronisierung kann prinzipiell genauso genutzt werden,
wie die Synchronisierung ohne Adaption. Es ko¨nnen einige vorberechnete alternative
Konfigurationen in bestimmter Reihenfolge durchgetestet werden. Die Verwendung von
Synchronisierung mit Hilfe des AZS ero¨ffnet aber auch weitergehende Adaptionsmo¨glich-
keiten.
Es kann nun ein Algorithmus verwendet werden, mit dessen Hilfe eine große Menge alter-
nativer Konfigurationen erzeugt werden kann, ohne dass sie vorher ausgetauscht werden
mu¨ssen. Sender und Empfa¨nger beider Transceiver ko¨nnen jeweils ad hoc die na¨chste zu
verwendende Konfiguration gema¨ß dem Algorithmus berechnen.
An den Algorithmus sollte die Forderung gestellt werden, dass die Wahrscheinlichkeit
korrekten Empfangs mit jeder neuen Konfiguration, also mit jeder Iteration des Algorith-
mus erho¨ht wird.
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Die einfachste Mo¨glichkeit besteht zuna¨chst darin, die Protokolldaten bei Beibehaltung
von BAT und PAT innerhalb des DMT-Symbols zu verschieben. Wie in Abschnitt 4.7
dargestellt, la¨sst sich dies nur bewerkstelligen, wenn EEP verwendet wird, da sonst fu¨r
jede neue Position der Protokolldaten eine unterschiedliche BAT und PAT erforderlich
wa¨re.
Außerdem ist es fu¨r eine effiziente Implementierung des Algorithmus wu¨nschenswert,
dass die Protokolldaten jeweils auf benachbarten Subtra¨gern, fortlaufend innerhalb des
DMT-Symbols bewegt werden.
Wird angenommen, dass die Protokolldaten in der ersten, nun gesto¨rten, Konfiguration auf
den Subtra¨gern mit den niedrigsten Indizes positioniert sind, kann in jeder neuen Konfi-
guration der erste Protokolltra¨ger um eine Position nach oben verschoben werden, bis alle
mo¨glichen Positionen unter Beibehaltung von BAT und PAT durchprobiert wurden.
Ein alternativer Ansatz ist es, die einzelnen Bitpositionen innerhalb des DMT-Symbols
ohne Beru¨cksichtigung der einzelnen Subtra¨gergrenzen zu betrachten und die Protokoll-
daten in jeder neuen Konfiguration beispielsweise um 10 Bits nach hinten zu verschieben.
Bei Auftreten einer schmalbandigen Sto¨rung kann diese Maßnahme bereits gute Ergeb-
nisse erzielen und wieder eine verla¨ssliche Protokollkommunikation ermo¨glichen.
Reicht diese Maßnahme nicht aus, so ko¨nnen BAT und PAT vera¨ndert werden. Mit den
Ergebnissen aus Abschnitt 4.6 bietet sich an, die Bitbeladung auf allen Subtra¨gern um
zwei Bits zu reduzieren. Bei Beibehaltung der PAT entspricht dies auf allen Subtra¨gern,
die weiterhin mindestens zwei Bits u¨bertragen, einer Erho¨hung der Sendeleistung um
das Vierfache. Abbildung 5.29 zeigt, wie diese Methode arbeitet. Abgebildet sind die
urspru¨ngliche BAT aus Abbildung 3.19 und zwei Iterationen der entsprechend um zwei
Bits reduzierten BATs.

















Abbildung 5.29: Prinzip der BAT Reduzierung
Die Protokolldaten ko¨nnen nun wiederum von links startend nach rechts durch das DMT-
Symbol verschoben werden.
In der Regel werden einige Subtra¨ger, die vorher lediglich zwei Bits u¨bertragen haben,
durch diese Reduzierung der Bitbeladung zu ungenutzten Subtra¨gern (vgl. Abbildung
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5.29). Die freiwerdende Sendeleistung sollte genutzt werden, um die Bitfehlerwahrschein-
lichkeit der u¨brigen weiterhin genutzten Subtra¨ger weiter zu verringern.
Eine Mo¨glichkeit besteht darin, wie in Abschnitt 4.6.1 beschrieben, die freie Leistung pro-
portional auf alle Subtra¨ger zu verteilen. Da nicht bekannt ist, welche Sto¨rung tatsa¨chlich
vorliegt, ist dies eine sinnvolle Lo¨sung.
Eine alternative Mo¨glichkeit ist es, die Leistungen so zu verteilen, dass sich unter Annah-
me der urspru¨nglichen SNR gleiche BER auf allen Subtra¨gern ergeben. Je nach Art der
tatsa¨chlichen Sto¨rung kann dies zu besseren Ergebnissen fu¨hren. Wie diese Umverteilung
geschehen kann wird im folgenden Abschnitt 5.7 erla¨utert.
In jedem Fall ist die Wahrscheinlichkeit, eine Konfiguration zu finden, die verla¨ssliche
Kommunikation erlaubt mit dieser erweiterten Suchsequenz bedeutend gro¨ßer als mit der
Methode ohne Synchronisierung.
5.7 Umverteilung der Sendeleistungen fu¨r gleiche BER
Die Aufgabe besteht darin, bei vorgegebener BAT die Sendeleistung so zu verteilen, dass
gleiches BER auf allen verwendeten Subtra¨gern erreicht wird. Dies stellt ein neues Op-
timierungsproblem dar, das sich nicht leicht lo¨sen la¨sst. In [56] ist ein Algorithmus an-
gegeben, der die BER optimiert, wenn sa¨mtliche Subtra¨ger die gleiche Modulationsform
verwenden. Fu¨r unterschiedliche Konstellationsgro¨ßen la¨sst sich eine Heuristik anwen-
den, die sehr gute, wenn auch leicht suboptimale Ergebnisse liefert.
Zur Verdeutlichung der Herangehensweise sollen zuna¨chst lediglich drei Subtra¨ger mit
unterschiedlicher Bitbeladung und unterschiedlichen SNR betrachtet werden.
Der erste Subtra¨ger hat ein SNR von 20 dB und u¨bertra¨gt vier Bits, die beiden anderen
Subtra¨ger haben jeweils ein SNR von 30 dB und u¨bertragen sechs und acht Bits. Die zur
Verfu¨gung stehende Sendeleistung betrage Ptot = 5.
Wird fu¨r alle drei Subtra¨ger gema¨ß Gleichungen (2.53) und (2.54) die beno¨tigte Sende-
leistung berechnet, um ein bestimmtes BER im Bereich von 10−1 bis 10−10 zu erreichen
und das Ergebnisse wie in Abbildung 5.30 dargestellt, so erkennt man, dass die beno¨tigte
Sendeleistung eine nahezu lineare Funktion der logarithmischen Bitfehlerrate ist.
Fu¨r die einzelnen Subtra¨ger ko¨nnen Geradengleichungen aufgestellt werden, indem
beno¨tigte Sendeleistung und erreichtes BER fu¨r zwei Stu¨tzpunkte (x1,y1) und (x2,y2) be-
rechnet werden, wobei x fu¨r BER und y fu¨r Sendeleistung steht. Es gilt dann fu¨r die
Geradengleichungen auf Subtra¨ger n
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wobei die letzte Gleichung auch als




geschrieben werden kann, womit eine Multiplikation eingespart wird und eine Addition
hinzukommt, was unter Umsta¨nden auf ga¨ngigen Signalprozessoren effizienter ist.
Werden viele Subtra¨ger n verwendet, ko¨nnen sa¨mtliche Geradengleichungen zu einer ein-








die lediglich noch nach yges = Prmtot aufgelo¨st werden muss, um das BER fu¨r alle Sub-
tra¨ger zu erhalten.
Fu¨r das Beispiel mit den drei betrachteten Subtra¨gern ergibt sich Abbildung 5.31. Das
BER, das fu¨r alle Subtra¨ger erreicht wird, kann abgelesen werden, wo die Summensende-
leistung gleich Ptot ist.
Die einzelnen Sendeleistungen ko¨nnen wiederum durch Einsetzen dieses BER in die ent-
sprechenden Geradengleichungen erhalten werden, was auf eine sehr effiziente Berech-
nung fu¨hrt und in Echtzeit mo¨glich ist.
Die Berechnung kann zusa¨tzlich beschleunigt werden, indem eine Tabelle mit den ent-
sprechenden Werten mn und bn fu¨r sa¨mtliche relevanten Kombinationen von Bitbeladung
und SNR vorberechnet wird, in der die jeweiligen Werte dann nur noch ausgelesen werden
mu¨ssen.
Fu¨r das Beispiel ergeben sich die folgenden Sendeleistungen PS und tatsa¨chlichen BER:
104 KAPITEL 5. DYNAMISCHE ADAPTION















Abbildung 5.31: Gesamtsendeleistung fu¨r alle Subtra¨ger
Subtra¨ger 1 2 3
b 4 6 8
SNR 20 30 30
PS 1.6407 0.6745 2.6848
BER 3.803 · 10−9 4.225 · 10−9 4.473 · 10−9
Tabelle 5.1: Sendeleistungen und BER fu¨r das Beispiel










Abbildung 5.32: Nahezu gleiches BER auf allen Subtra¨gern
Die erreichten tatsa¨chlichen Bitfehlerraten auf den einzelnen Subtra¨gern sind nicht abso-
lut gleich, was auf Modellfehler in der Approximation durch eine Gerade zuru¨ckzufu¨hren
ist. Allerdings liegen sie weitaus na¨her beisammen, als dies durch eine proportionale Ver-
teilung der Sendeleistung der Fall wa¨re.
Fu¨r die BATs aus Abbildung 5.29 zeigt Abbildung 5.32 die resultierenden BER bei Ver-
wendung der oben beschriebenen Methode der Verteilung der Restleistung, wa¨hrend Ab-
bildung 5.33 die resultierenden BER bei Verwendung von proportionaler Verteilung der
freien Sendeleistung zeigt.
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Abbildung 5.33: BER bei proportionaler Leistungsverteilung
Die Version mit anna¨herend gleichen BER auf allen Subtra¨gern ist insbesondere geeig-
net, wenn die auftretende Sto¨rung eine gleichma¨ßige Erho¨hung der AWGN Leistung im
gesamten Frequenzbereich ist.
5.8 Beru¨cksichtigung von Kanalinformation
Simulationsergebnisse haben gezeigt, dass die Sicherung der Protokolldaten zusa¨tzlich
verbessert werden kann, wenn vor Auswahl einer Konfiguration, die verla¨ssliche Proto-
kollkommunikation erlaubt, Kanalinformation mit einbezogen wird.
Hierfu¨r ist eine Scha¨tzung der aktuellen Rauschleistung no¨tig, die jedoch erst im folgen-
den Kapitel beschrieben wird. Ist eine solche Scha¨tzung vorhanden, kann gezielt eine
Konfiguration ausgewa¨hlt werden, die eine bestimmte Fehlerwahrscheinlichkeit gewa¨hr-
leistet.
Hierzu wird lediglich der Start des Scha¨tzvorgangs durch das AZS signalisiert. Nach einer
bestimmten Anzahl an DMT-Symbolen, die zur Scha¨tzung herangezogen werden, erfolgt
die Auswertung der gesammelten Informationen. Die eigentliche Sicherungssequenz be-
ginnt erst danach. Zu diesem Zeitpunkt ist dann bekannt, welche Bitfehlerraten die einzel-
nen alternativen Konfigurationen unter Beru¨cksichtigung der gescha¨tzten Rauschleistung
ungefa¨hr erreichen ko¨nnen.
Die einzelnen Konfigurationen werden wie zuvor der Reihe nach verwendet. Mit Hilfe
des AZS ko¨nnen beide Transceiver dann diejenige Konfiguration signalisieren, die zur
weiteren ¨Ubertragung genutzt werden soll. In Kapitel 7 wird diese Vorgehensweise im




Sobald zuverla¨ssige Protokollkommunikation erreicht ist, beginnt der eigentliche Adapti-
onsvorgang, der sowohl fu¨r Nutzdaten als auch fu¨r Protokolldaten die geforderten Bitfeh-
lerraten wieder herstellt.
Die einzelnen Adaptionsphasen sollten mo¨glichst reibungslos und rasch ablaufen. Hierfu¨r
ko¨nnen einzelne Funktionen des Systems auf die Mo¨glichkeiten der dynamischen Ad-
aption hin angepasst werden. Im folgenden Abschnitt wird zuna¨chst eine Methode zur
Scha¨tzung der Rauschleistung hergeleitet, die ohne Verwendung von Pilotto¨nen oder Re-
dundanz auskommt.
Der Informationsaustausch, der zwischen beiden Transceivern erfolgen muss, um dem
jeweiligen Sender die aktualisierte BAT und PAT mitzuteilen, kann mit den Maßnahmen
in Abschnitt 6.2 beschleunigt werden.
Schließlich sollte der Adaptionserfolg auch kontrolliert werden. Hierzu ko¨nnen die Algo-
rithmen aus Abschnitt 6.3 hilfreich sein.
6.1 Verla¨ssliche Scha¨tzung der Rauschleistung
Nachdem die verla¨ssliche ¨Ubertragung von Protokolldaten u¨ber den ESC gesichert ist,
ko¨nnen Maßnahmen getroffen werden, um auch die ¨Ubertragungsqualita¨t der Nutzdaten
wiederherzustellen. Zuna¨chst ist unklar, ob u¨berhaupt Nutzdaten gesto¨rt sind, es sei denn,
eine Sto¨rung von Nutzdaten kann von ho¨heren Protokollschichten signalisiert werden.
In jedem Fall muss a¨hnlich der Vorgehensweise wa¨hrend der Initialisierungsphase die
Rauschleistung auf allen Subtra¨gern ermittelt werden.
Zur Scha¨tzung des SNR existieren in der Literatur eine Reihe unterschiedlicher Ansa¨tze.
Pauluzzi und Beaulieu [58] haben einige Methoden fu¨r den AWGN Kanal, auf den sich
auch die folgenden Betrachtungen konzentrieren, zusammengefu¨hrt und verglichen.
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Prinzipiell kann unterschieden werden zwischen Scha¨tzverfahren, bei denen das Sende-
signal bekannt ist (engl. Data Aided, DA), und Scha¨tzverfahren, die ohne Kenntnis des
Sendesignals arbeiten (engl. Non-Data Aided, NDA). Erstere reduzieren die effektive Da-
tenrate des Systems. Letztere lassen sich wiederum untergliedern in Verfahren, die ent-
schiedene Symbole zur Scha¨tzung heranziehen (Decision Directed, DD) und Verfahren,
die lediglich die Leistung der empfangenen Symbole betrachten.
6.1.1 Decision Directed Estimation
Die Datenu¨bertragung soll nicht unterbrochen werden, um beispielsweise kontinuierlich
Trainingssymbole wie wa¨hrend der Initialisierungsphase zu u¨bertragen. Ein gelegent-
liches Einschieben von Trainings-Subtra¨gern, sogenannten Piloten, auf einzelnen Sub-
tra¨gern ist zwar mo¨glich, ohne die Datenrate zu sehr zu reduzieren, allerdings wird hier-
durch die Anzahl relevanter Scha¨tzwerte, auf deren Grundlage die Rauschleistung berech-
net werden kann, stark reduziert und die Dauer des Scha¨tzprozesses erho¨ht.
Eine Alternative zur Verwendung von Trainingsdaten stellt die Ausnutzung von Entschei-
dungsru¨ckkopplung dar. Nach dem Entscheider liegen Scha¨tzwerte der gesendeten Daten
vor. Sind diese korrekt, weil die Rauschleistung gering ist, so kann ohne Beeintra¨chtigung
der Datenrate eine verla¨ssliche Scha¨tzung der Rauschleistung gewonnen werden. Man
spricht daher auch von Decision Directed Estimation (DDE). Ist jedoch die Rauschleis-
tung groß, so wird es zu Fehlentscheidungen kommen. Diese Fehlentscheidungen fu¨hren
zu einer Unterscha¨tzung der tatsa¨chlichen Rauschleistung.
6.1.2 Unterscha¨tzung der Rauschleistung durch DDE
Fu¨r jeden Subtra¨ger la¨sst sich das komplexwertige Empfangssignal r angeben als
r = x + e , (6.1)
wobei x einen Konstellationspunkt einer quadratischen QAM Konstellation repra¨sentiert
und e ein Rauschsample eines zweidimensionalen zirkula¨ren weißen Gaußschen Rausch-
prozesses mit Mittelwert Null.
Fu¨r beliebige quadratische QAM-Konstellationen, die b Bits mit N = 2b Konstellati-
onspunkten u¨bertragen, la¨sst sich die mittlere Sendeenergie E in Abha¨ngigkeit von der
minimalen Distanz dmin = 2d zwischen benachbarten Signalpunkten angeben als (vgl.
Gleichung (2.31))
E = d2 · 2(N − 1)3 . (6.2)
Wie erwa¨hnt, werden die Konstellationen oft so normiert, dass die mittlere Sendeleistung
eins betra¨gt (E = 1). In diesem Fall la¨sst sich die Distanz d fu¨r eine Konstellation mit N
Konstellationspunkten angeben durch




2(N − 1) . (6.3)
O.B.d.A. wird fu¨r den Rest dieses Abschnitts jedoch d = 1 verwendet, um die Darstellung
zu vereinfachen.
Die Verwendung von Decision Feedback (Entscheidungsru¨ckfu¨hrung) soll anhand eines
Beispiels fu¨r eine 16-QAM Konstellation erla¨utert werden.
Abbildung 6.1 zeigt eine 16-QAM Konstellation mit Entscheidungsbereichen. Angenom-
men, der komplexwertige Konstellationspunkt q1 wurde gesendet, aufgrund von Rausch-
einfluss wird jedoch Signalpunkt r empfangen.
Der tatsa¨chliche Rauschvektor e kann mit e = r − q1 berechnet werden. Der Empfa¨nger
verwendet einen Maximum Likelihood (ML) Entscheider, um fu¨r jedes empfangene
Sample denjenigen Konstellationspunkt zu ermitteln, der am wahrscheinlichsten gesen-
det wurde. Das ML-Entscheidungskriterium ordnet einen Empfangspunkt demjenigen
Konstellationspunkt zu, in dessen Entscheidungsbereich, der von den gestrichelten Li-
nien begrenzt ist, der Empfangspunkt fa¨llt. Auf diese Weise wird die Wahrscheinlich-
keit einer Fehlentscheidung unter AWGN minimiert. Im obigen Beispiel entscheidet der
Empfa¨nger aufgrund des Maximum Likelihood Kriteriums, dass Konstellationspunkt q1
gesendet wurde.
Das entschiedene oder gescha¨tzte Empfangssignal wird mit qˆ bezeichnet. Ausgehend von
dieser Scha¨tzung des Sendesignals wird die Scha¨tzung des Rauschvektors eˆ entsprechend
eˆ = qˆ − r (6.4)
berechnet.
Wenn der tatsa¨chliche Rauschvektor e den empfangenen Signalpunkt nicht aus dem Ent-
scheidungsbereich des Sendepunktes hinausbewegt, ist die Entscheidung korrekt und da-
mit auch der gescha¨tzte Rauschvektor gleich dem tatsa¨chlichen Rauschvektor. Es gilt
eˆ = e
Wird angenommen, es wurde Konstellationspunkt q1 gesendet, aber diesmal Signalpunkt
s empfangen, so fu¨hrt das ML-Kriterium auf qˆ = q2. Es tritt eine Fehlentscheidung auf.
Wa¨hrend der tatsa¨chliche Rauschvektor den Wert e = q1 − s hat, fu¨hrt das ML Kriterium
auf den Wert eˆ = qˆ − s = q2 − s.
Die tatsa¨chliche Rauschleistung wird unterscha¨tzt. Insbesondere gilt in diesem Fall |eˆ| <
ddec, wobei ddec die Entscheidungsschwelle (der minimale Abstand eines Konstellations-
punktes zur Grenze seines Entscheidungsbereiches) der 16-QAM Konstellation darstellt.
Fu¨r Abbildung 6.1 gilt ddec = d = 1, wie oben definiert.
Ist der Absolutwert des Real- oder Imagina¨rteils eines Rauschvektors gro¨ßer als ddec, so
resultiert eine Fehlentscheidung, es sei denn, der Rauschvektor verschiebt den empfan-
genen Signalpunkt so u¨ber den a¨ußeren Rand der Konstellation hinaus, dass er den Ent-
scheidungsbereich des gesendeten Konstellationspunktes nicht verla¨sst.















Abbildung 6.1: 16-QAM Konstellation mit Entscheidungsbereichen
Die grau hinterlegten Kreise in Abbildung 6.1 markieren Bereiche, in denen empfangene
Signalpunkte auf Werte |eˆ| ≤ ddec fu¨hren, unabha¨ngig davon, welcher Signalpunkt gesen-
det wurde. Weiße Gebiete kennzeichnen Regionen, in denen |eˆ| > ddec.
Das gescha¨tzte SNR, ρˆ la¨sst sich nun mit M Empfangswerten als Verha¨ltnis der Signal-















und eˆm das m-te Sample des gescha¨tzten Rauschens ist.
Abbildung 6.2 zeigt die Auswirkung von Fehlentscheidungen auf die Genauigkeit der
SNR-Scha¨tzwerte. Fu¨r jedes tatsa¨chliche SNR wurden 500.000 Empfangssamples aus-
gewertet, um daraus das gescha¨tzte SNR zu berechnen. Es wurden verschiedene QAM
Konstellationen betrachtet.
Abbildung 6.3 gibt den Scha¨tzfehler an, der fu¨r die einzelnen Konstellationsgro¨ßen ent-
steht. Der dargestellte Scha¨tzfehler berechnet sich als das gescha¨tzte SNR minus das
tatsa¨chliche SNR in Dezibel. Wenn das wahre SNR niedrig ist, wird die Scha¨tzung feh-
lerhaft. Es wird hierbei stets ein zu hoher SNR-Wert gescha¨tzt. Wu¨rde eine Adaption
aufgrund solcher Scha¨tzwerte durchgefu¨hrt, ha¨tte man mit einer drastischen Erho¨hung
der Bitfehlerrate zu rechnen (vgl. Abbildung 6.13).
Zur weiteren Verdeutlichung wird ein beispielhaftes DMT-System mit einer FFT-La¨nge
von 128 Samples und 64 unabha¨ngigen Subtra¨gern betrachtet. Subtra¨ger 5 bis 59 ko¨nnen
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Abbildung 6.2: Fehlerhafte SNR-Scha¨tzung aufgrund von Fehlentscheidungen




















Abbildung 6.3: SNR-Offset aufgrund von Fehlentscheidungen
fu¨r die Datenu¨bertragung genutzt werden. Ein Bit und Power Loading Algorithmus wird
verwendet, um eine Bitfehlerrate von 10−6 bei beschra¨nkter Gesamtsendeleistung zu errei-
chen. Abbildung 6.4 zeigt die vorliegenden SNR vor (urspru¨ngliches SNR) und nach (neu-
es SNR) Auftreten einer Sto¨rung, die die Leistung des Hintergrundrauschens um 20 dB
erho¨ht. Ebenfalls sind SNR-Scha¨tzwerte eingezeichnet, die mit DF (Decision Feedback)
auf Grundlage von 500 bzw. 2000 Samples berechnet wurden. Wie man sieht, fu¨hrt eine
Erho¨hung der Stichprobengro¨ße nicht zu einer merklichen Verbesserung der Scha¨tzge-
nauigkeit.
Es besteht zwar keine Mo¨glichkeit, das Auftreten von Fehlscha¨tzungen aufgrund von
DDE grundsa¨tzlich zu verhindern. Allerdings ko¨nnen Methoden angewandt werden, die
die resultierende Unterscha¨tzung der Rauschleistung korrigieren ko¨nnen.
6.1.3 Verbesserte Genauigkeit der DDE Scha¨tzung
Mit nle sei die Anzahl der Rauschwerte bezeichnet, fu¨r die gilt |eˆ| ≤ ddec und ngt bezeichne
die Anzahl der Rauschwerte, fu¨r die gilt |eˆ| > ddec. Das Verha¨ltnis
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kann verwendet werden, um die Genauigkeit der Rauschscha¨tzung signifikant zu verbes-
sern.
6.1.4 Empirische Ergebnisse










Abbildung 6.5: R fu¨r unterschiedliche Konstellationsgro¨ßen und SNR-Werte
Unter Verwendung von Simulationsergebnissen zeigt Abbildung 6.5 das Verha¨ltnis R fu¨r
verschiedene Konstellationsgro¨ßen (quadratische N-QAM fu¨r N = 4 bis N = 4096, also
fu¨r 2 bis 12 Bits) und unterschiedliche SNR-Werte.
Im folgenden Abschnitt wird eine Formel hergeleitet, die R exakt berechnet. Numerische
Integrationsmethoden ko¨nnen dann verwendet werden, um R fu¨r beliebige Konstellatio-
nen und Rauschleistungen zu berechnen.
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6.1.5 Theoretische Herleitung
Es seien mit xR und xI der Real- (oder In-Phase-) und der Imagina¨r- (oder Quadratur-)
Anteil von x bezeichnet. Entsprechend sind eR und eI Real- und Imagina¨rteil von e aus
Gleichung (6.1).
Eine zweidimensionale Gaußsche Wahrscheinlichkeitsdichte (PDF) fu¨r einen Vektor e =
(eR, eI)T und Mittelwert x = (xR, xI)T ist gegeben durch [48]
pe(e) = 1√(2π)2 |V|e−
1
2 (e−x)T V−1(e−x) , (6.8)











Da die statistischen Eigenschaften von In-Phase- und Quadraturkomponente unkorrelliert
sind, wird aus V eine Diagonalmatrix. Somit ist die Berechnung der Invertierten und der
Determinante von V trivial. Außerdem gilt im vorliegenden Fall σ21 = σ22 = σ2.
Nach einigen Umformungen kann Gleichung (6.8) dargestellt werden als





Hierbei ist die Varianz des zweidimensionalen Rauschprozesses, σ2N in eine In-Phase- und
Quadraturkomponente aufgeteilt und damit σ2 = σ2N2 .
Fu¨r die Konstellation aus Abbildung 6.1 ist beispielhaft eine zweidimensionale Gaußver-
teilung mit Mittelwert bei einem der inneren Konstellationspunkte, na¨mlich x = 1+j, u¨ber
den grau hinterlegten Kreisen ausgewertet in Abbildung 6.6 dargestellt.
Die Wahrscheinlichkeit Ple dass |eˆ| ≤ ddec ist genau das Volumen oberhalb aller Kreise,
das berechnet werden kann, indem das zweidimensionale Integral u¨ber Gleichung (6.10)
fu¨r jeden Kreis berechnet wird und diese Teilergebnisse fu¨r alle Konstellationspunkte und












pe(eR, eI) dA . (6.11)
In Gleichung (6.11) entha¨lt die Menge D die Koordinaten fu¨r alle Konstellationspunkte,
beispielsweise gilt fu¨r eine 16-QAM D = {−3d,−d, d, 3d}. Die Integrationsfla¨che A ist








)2 ≤ d2dec , (6.12)
R aus Gleichung (6.7) kann nun berechnet werden als














Abbildung 6.6: Zweidimensionale Gaußsche PDF fu¨r Sendesymbol x = 1 + j
R = 1 − Ple . (6.13)
Die Auswertung der obigen Formel kann beschleunigt werden, indem nur ein Teil der
Konstellationspunkte beru¨cksichtigt wird. Aufgrund der Symmetrie von quadratischen
QAM Konstellationen muss lediglich ca. ein Achtel aller Konstellationspunkte (ein hal-
ber Quadrant inklusive der Punkte auf der Diagonalen) betrachtet werden. Die Ergebnisse
mu¨ssen dann noch entsprechend gewichtet werden.
Leider ist dieser Ansatz zur Berechnung von R rechentechnisch noch immer a¨ußerst
aufwa¨ndig, insbesondere fu¨r große Konstellationen, da hierfu¨r eine große Anzahl von
zweidimensionalen Integralen numerisch ausgewertet werden mu¨ssen.
6.1.6 Effizientere Berechnung von R
Die Berechnung von R kann auch effizienter vorgenommen werden. Hierzu sei beispiel-
haft eine Pulsamplitudenmodulation (PAM) wie die 8-PAM in Abbildung 6.7 betrachtet.
Gleichung (6.1) ist noch immer gu¨ltig, allerdings repra¨sentieren r, x und e nun reellwerti-
ge Signale.
Es soll nun peˆ(n) berechnet werden, die PDF von eˆ nach ML Entscheidung. Man kann
hierzu annehmen, dass ein gescha¨tztes Rauschsample nach ML-Entscheidung gegeben
ist durch eˆ = n. Wie in der obigen Abbildung gezeigt, gibt es acht verschiedene Emp-
fangswerte, die auf solch einen Scha¨tzwert fu¨hren. Wenn beispielsweise x = −7 der u¨ber-
tragene Konstellationspunkt war, gibt es acht verschiedene tatsa¨chliche Rauschwerte e,
die auf einen gescha¨tzten Rauschwert n fu¨hren, fu¨r die na¨mlich gilt r = n + 2c, mit
c = 0, 1, 2, . . . , 7.
Allgemein ko¨nnen fu¨r eine PAM mit M Konstellationspunkten und Sendesymbol x die M
zu betrachtenden Empfangswerte als r = −M − x + n + 2c geschrieben werden, wobei
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Abbildung 6.7: 8-PAM mit Empfangswerten
c = 0, 1, . . . , M − 1. Außerdem existieren M verschiedene mo¨gliche Sendesymbole x, die
allerdings alle mit gleicher Wahrscheinlichkeit u¨bertragen werden. Es kann nun gezeigt




(M − |c|) · pG(2c + n) , (6.14)






Diese Formel ist jedoch nur gu¨ltig, falls |n| < ddec. Gescha¨tzte Rauschwerte mit |n| ≥
ddec ko¨nnen fu¨r Empfangswerte auftreten, die am rechten oder linken Rand der PAM-




pG(2c + |n|) . (6.16)
Abbildung 6.8 zeigt die PDF von eˆ fu¨r eine 8-PAM und ein SNR von 10 dB.













Abbildung 6.8: PDF von eˆ
Wie in Abschnitt 2.4 erkla¨rt, kann eine QAM-Konstellation als zweidimensionale recht-
winklige ¨Uberlagerung zweier PAM-Konstellationen interpretiert werden. Da die Real-
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und Imagina¨ranteile der Rauschsamples statistisch unabha¨ngig sind, ist es mo¨glich, die
Verteilung der Rauschwerte in zwei Dimensionen durch Kombination der Ergebnisse
fu¨r den eindimensionalen Fall zu berechnen. Wenn der Real- und Imagina¨rteil eines
Rauschwertes n durch nR und nI gegeben sind, ergibt sich als zweidimensionale PDF
peˆ(nR, nI)
peˆ(nR, nI) = peˆ(nR) · peˆ(nI) . (6.17)
Ergebnisse fu¨r eine 64-QAM, die als Kombination zweier 8-PAM Konstellationen aufge-




























Abbildung 6.9: Zweidimensionale Wahrscheinlichkeitsverteilung von eˆ
Der Parameter Ple kann nun berechnet werden, indem das Integral der zweidimensionalen
PDF u¨ber der Fla¨che eines Kreises mit Radius eins (mit Radius ddec im allgemeinen Fall)
und Mittelpunkt im Ursprung ausgewertet wird. Damit la¨sst sich schließlich auch R nach
Gleichung (6.7) berechnen.
Abbildung 6.10 zeigt die berechneten Werte von R fu¨r verschiedene Konstellationsgro¨ßen
und SNR. Im Vergleich mit Abbildung 6.5 la¨sst sich die exzellente ¨Ubereinstimmung der
simulierten Werte mit den analytisch hergeleiteten u¨berpru¨fen.
6.1.7 Reduktion des Berechnungsaufwands
Um das Verha¨ltnis R zur Verbesserung der DF-Scha¨tzung des SNR und der Rauschleis-
tung nutzen zu ko¨nnen, muss man die in Abbildung 6.10 gezeigten Kurven invertieren.
Eine Mo¨glichkeit besteht darin, einen Lookup Table zu verwenden, um aus einem gemes-
senen Wert ˆR das tatsa¨chliche SNR abzuleiten.
Es ko¨nnen jedoch auch die Kurven fu¨r R an einigen Stu¨tzpunkten von SNR-Werten her-
angezogen und interpolierende Kurven fu¨r Funktionen SNRest berechnet werden, die von
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Abbildung 6.10: R fu¨r unterschiedliche Konstellationen und SNR-Werte
N und R abha¨ngen. Fu¨r die Interpolationskurven ko¨nnen sowohl rationale Funktionen als
auch Polynome zum Einsatz kommen, abha¨ngig davon, welche Methode den geringsten
Interpolationsfehler liefert. Ein gewisser Fehler la¨sst sich natu¨rlich nicht vermeiden, aber
die Interpolationsmethode ermo¨glicht eine rasche Berechnung von SNR-Scha¨tzwerten,
wenn ein bestimmtes ˆR vorliegt.
6.1.8 Simulationsergebnisse
Es soll nun untersucht werden, welche Verbesserung der Scha¨tzgenauigkeit mo¨glich ist,
wenn die obige Scha¨tzmethode angewendet wird. Hierzu wird noch einmal das Szenario
aus Bild 6.11 herangezogen.
















Abbildung 6.11: Verbesserte SNR-Scha¨tzung
Abbildung 6.11 zeigt die SNR-Scha¨tzung, die sich mit der verbesserten Methode ergibt.
Sie liegt deutlich na¨her an den exakten Werten. Fu¨r die verbesserte Scha¨tzung wurden
ebenfalls 2000 Stichprobenwerte verwendet.
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Die Scha¨tzwerte von Subtra¨ger zu Subtra¨ger weisen jedoch noch immer betra¨chtliche
Abweichungen auf. Wenn weißes Rauschen vorliegt, was im vorliegenden Beispiel der
Fall ist, ko¨nnen die Rauschleistungen u¨ber alle Subtra¨ger gemittelt werden. Dies fu¨hrt auf
eine noch weiter verbesserte Scha¨tzung. Ergebnisse sind in Abbildung 6.12 gezeigt. Der
Scha¨tzfehler ist nun nahezu vernachla¨ssigbar klein.
















Abbildung 6.12: Verbesserte und gegla¨ttete SNR-Scha¨tzung
Abbildung 6.13 zeigt, welche BER erreicht werden, wenn Adaption auf Grundlage der
entsprechenden SNR-Scha¨tzungen erfolgt. Fu¨r herko¨mmliche DF-Scha¨tzung ist das re-
sultierende BER inakzeptabel schlecht, da die SNR-Werte u¨berscha¨tzt werden. Fu¨r die
gegla¨ttete verbesserte SNR-Scha¨tzung wird das Ziel-BER von 10−6 mit guter Genauigkeit
erreicht.








Abbildung 6.13: BER nach Adaption mit herko¨mmlicher DF-Scha¨tzung und verbesserter
Methode.
Auch die Rauschleistung schmalbandiger Sto¨rungen kann zuverla¨ssig ermittelt werden.
Als Beispiel hierfu¨r wird eine schmalbandige Sto¨rung mit einer Bandbreite kleiner als ein
Subtra¨gerabstand und der Mittenfrequenz exakt zwischen Subtra¨gern 10 und 11 betrachtet
[65]. Aufgrund des Leakage Effekts der DFT (vgl. Abschnitt 3.2.2) sind nicht nur direkt
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betroffene Subtra¨ger gesto¨rt, sondern die Rauschleistung verteilt sich auch auf benach-
barte Tra¨ger und selbst weiter entfernte Subtra¨ger ko¨nnen noch betra¨chtliche Anteile der
Rauschleistung aufweisen.


















Abbildung 6.14: Verbesserte DF-Scha¨tzung fu¨r realistischen Kanal und schmalbandige
Sto¨rung
Abbildung 6.14 zeigt sowohl das urspru¨ngliche SNR, das fu¨r das Bit Loading genutzt
wurde, sowie das tatsa¨chliche SNR nach Auftreten der Sto¨rung. Die grauen Kurven stel-
len Scha¨tzwerte aufgrund von reinem DF dar. Wie im letzten Beispiel fu¨hren falsche Ent-
scheidungen zu einer Fehlscha¨tzung der tatsa¨chlichen Rauschleistung. Der verbesserte
DF-Scha¨tzwert kommt dagegen dem wahren SNR sehr nah.
6.2 Kompakte Darstellung von BAT und PAT
In diesem Abschnitt wird untersucht, wie die Informationen in BAT und PAT mo¨glichst
platzsparend dargestellt werden ko¨nnen, um ihre ¨Ubertragungszeit und den Speicherbe-
darf zu minimieren.
Wa¨hrend der Initialisierungsphase (vgl. Abschnitt 2.2) wird der ¨Ubertragungskanal ver-
messen, indem eine bekannte Pseudo-Zufallsfolge mit identischer Referenzleistung Pr
auf allen Subtra¨gern gesendet wird. Das empfangene Signal wird ausgewertet und auf
Basis dieser Ergebnisse wird eine optimale Bit- und Leistungsverteilung berechnet. Diese
Verteilungen werden bei beiden Stationen einer Punkt-zu-Punkt Verbindung in der Regel
unterschiedlich sein und mu¨ssen der jeweils anderen Station u¨bermittelt werden. Auch
wa¨hrend der dynamischen Adaption werden aktualisierte BAT und PAT u¨bermittelt.
Da nur quadratische QAM-Konstellationen betrachtet werden, ist die Anzahl der Bits bn
auf Subtra¨ger n eine gerade Zahl. Die optimale Sendeleistung fu¨r Subtra¨ger n wird in der
PAT bezogen auf die Referenzleistung Pr (in der Regel gilt Pr = 1) angegeben:
Popt,n = PS,n · Pr , (6.18)
wobei PS,n als relative Sendeleistung fu¨r Subtra¨ger n bezeichnet wird.
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Abbildung 6.15: Beispielhafte Bit- und Leistungsverteilung
Abbildung 6.15 zeigt ein Beispiel fu¨r eine Bit- und Leistungsverteilung fu¨r ein DMT-
System mit 64 frei verwendbaren Subtra¨gern.
In realen DMT-Anwendungen besteht eine Obergrenze fu¨r die Bitzahl pro Subtra¨ger, die
maximal u¨bertragen werden kann. Wenn dieser Wert als bmax = 14 gewa¨hlt wird, ko¨nnen
die Werte bn mit jeweils vier Bits u¨bertragen werden, wie beispielsweise im ADSL-
Standard ([1]). Ebenso ist auch die Anzahl der Bits, die zur ¨Ubertragung der Power Al-
location Table Werte zur Verfu¨gung steht, beschra¨nkt. Der ADSL-Standard sieht hierbei
zwo¨lf Bits fu¨r jeden Wert vor.
Wenn Adaption wa¨hrend der Laufzeit des Systems [19] mo¨glich sein soll, muss eine kom-
plette BAT und PAT ausgetauscht werden. Diese Protokolldaten auf Verbindungsebene
(Link-Level) werden u¨ber den Embedded Service Channel innerhalb des DMT-Symbols
u¨bertragen. In der Regel betra¨gt die Anzahl der Protokollbits pro DMT-Symbol ein Viel-
faches von acht Bits, in der vorliegenden Arbeit werden 40 Bits verwendet, wovon 24 Bits
reine Protokollinformation sind (vgl. Abschnitt 5.1.2).
Wenn der Embedded Service Channel drei Bytes an Protokolldaten umfasst, kann die






Symbolen u¨bertragen werden. Wird eine FFT-La¨nge von beispielsweise 512 Werten ver-
wendet, so wa¨chst dieser Wert auf das etwa Vierfache, na¨mlich 171 Symbole. Man kann
festhalten, dass fu¨r Systeme mit einer großen FFT-La¨nge eine kurze ¨Ubertragungszeit fu¨r
Aktualisierungen von BAT und PAT besonders wichtig ist.
Damit das System in der Lage ist, sich schnell an plo¨tzlich auftretende Sto¨rungen anzupas-
sen (was besonders relevant in der Prozessdatenkommunikation [6] ist), ist es wu¨nschens-
wert, die Zeit fu¨r ein BAT/PAT-Update zu minieren [27].
Zuna¨chst soll kurz auf Mo¨glichkeiten eingegangen werden, die ¨Ubertragung der BAT zu
beschleunigen. Eine weitere Mo¨glichkeit, die beno¨tigte Zeit fu¨r ein Update der System-
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parameter zu verringern ist z.B. die Reduktion der Bitanzahl, die fu¨r eine Repra¨sentation
der PAT-Eintra¨ge verwendet wird.
Der Abschnitt 6.2.2 bescha¨ftigt sich mit dem Zusammenhang zwischen Rauschleistung
und relativer Sendeleistung. In Abschnitt 6.2.3 wird der Einfluss herko¨mmlicher Re-
pra¨sentationsformen fu¨r die relativen Sendeleistungen auf die Signal-zu-Rausch Verha¨lt-
nisse und die Bitfehlerraten untersucht. Eine neuartige Repra¨sentation, die auf Lookup
Tables basiert [22], wird in den Abschnitten 6.2.4 und 6.2.5 vorgestellt und analysiert.
6.2.1 Kompakte Repra¨sentation der BAT
Die BAT Eintra¨ge liegen als diskretisierte geradzahlige Werte vor. Sie lassen sich mit vier
Bits pro Subtra¨ger darstellen. Wie in Abbildung 6.15 zu erkennen, besitzen benachbarte
Subtra¨ger aufgrund der Arbeitsweise des Bit und Power Loading Algorithmus und der
Tatsache, dass die verwendeten ¨Ubertragungskana¨le in der Regel Tiefpasscharakter auf-
weisen, ha¨ufig die gleiche Bitbeladung.
Es ist nun mo¨glich, Gruppen von benachbarten Subtra¨gern mit gleicher Bitbeladung zu-
sammenzufassen und die entsprechenden BAT-Eintra¨ge nicht einzeln fu¨r jeden Subtra¨ger,
sondern als einen Bit-Beladungswert bn zusammen mit einem Multiplikator mn, der die
Anzahl der benachbarten Subtra¨ger angibt, darzustellen [20]. In obigem Beispiel ko¨nnte
die BAT beispielsweise mit folgenden Wertepaaren dargestellt werden:
BAT = [(4, 0), (6, 12), (6, 10), (23, 8), (9, 6), (9, 4), (2, 2), (5, 0)] ,
wobei (mn, bn) jeweils eine Gruppe von mn benachbarten Subtra¨gern mit bn Bits bezeich-
net.
Die Subtra¨ger werden von links nach rechts betrachtet und mit den Bit-Beladungswerten
und den dazugeho¨rigen Multiplikatoren kann die urspru¨ngliche BAT konstruiert werden.
Bleiben am oberen Rand des ¨Ubertragungsspektrums einige Subtra¨ger ungenutzt (bn = 0),
so muss dieser Wert mit dem entsprechenden Multiplikator nicht u¨bertragen werden, da
er, falls er fehlt, aus den u¨brigen Paaren abgeleitet werden kann.
Der gro¨ßte Wert mn in obigem Beispiel betra¨gt m4 = 23, was mit fu¨nf Bits repra¨sentiert
werden kann. Da insgesamt sieben Wertepaare u¨bertragen werden mu¨ssen, kommt die al-
ternative Darstellung der BAT mit 7 ·5+7 ·4 = 63 Bits aus. Die herko¨mmliche Darstellung
beno¨tigt 64 · 4 = 256 Bits.
Natu¨rlich bietet eine solche alternative Darstellung der BAT nur einen Vorteil, wenn rela-
tiv große Subtra¨gergruppen gebildet werden ko¨nnen. Sind benachbarte Subtra¨ger ha¨ufig
mit unterschiedlich vielen Bits beladen, so fu¨hrt diese Darstellung womo¨glich zu einer
Erho¨hung des Platzbedarfs gegenu¨ber der konventionellen Darstellung. Eine Lo¨sung ist,
beide Darstellungen zu vergleichen und bei der ¨Ubertragung der BAT die verwendete
Darstellung durch Setzen eines Ein-Bit-Flags zu kennzeichnen.
Da auch der Multiplikator mit unterschiedlich vielen Bits dargestellt werden kann, und
da hierbei ein jeweils unterschiedlicher Platzbedarf resultieren kann, kann zusa¨tzlich die
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Bitla¨nge der Multiplikator-Darstellung u¨bertragen werden und hierfu¨r die optimale La¨nge
gewa¨hlt werden.
6.2.2 Zusammenhang zwischen ¨Ubertragungsleistung und Rausch-
leistung
Fu¨r quadratische QAM-Konstellationen, in denen alle Konstellationspunkte den gleichen
Abstand voneinander haben (Equispaced Square QAM), mit K = 2bn Konstellationspunk-
ten, kann entsprechend Gleichung (2.53) das beno¨tigte SNR zum Erreichen einer Ziel-
Bitfehlerrate von rB folgendermaßen angegeben werden:
SNR = 23(K − 1)
erfc−1







Aufgrund der beschra¨nkten Bitzahl fu¨r die Darstellung der Werte der relativen Sendeleis-
tungen gibt es eine obere Grenze Pmax fu¨r die darstellbaren Werte. Ebenso la¨sst sich ein
minimaler Wert, beispielsweise Pmin = 0.1 definieren. Der Wert null muss nicht repra¨sen-
tiert werden, da Subtra¨ger, die nicht mit Daten beladen sind, automatisch eine Sendeleis-
tung von null besitzen. Alle genutzten Subtra¨ger besitzen eine Sendeleistung gro¨ßer als
null.
Um die Notation zu vereinfachen, wird im Folgenden der Index n in PS,n ausgelassen, da





wobei PN die Rauschleistung fu¨r den betrachteten Subtra¨ger darstellt, bedeutet die Ein-
schra¨nkung Pmin ≤ PS < Pmax, dass bestimmte QAM-Konstellationen nur in spezifischen
Bereichen der Leistung des Hintergrundrauschens verwendet werden ko¨nnen. Also gilt
PN,min ≤ PN < PN,max wobei
PN,min =
3Pmin
2(K − 1) ·
erfc−1










2(K − 1) ·
erfc−1







Abbildung 6.16 zeigt die Rauschleistungen fu¨r verschieden große Konstellationen, fu¨r die
0.1 ≤ PS < 4 gilt und fu¨r die ein BER von rB = 10−6 erreicht werden soll. Es zeigt sich,
dass sich die einzelnen Bereiche fu¨r mehrere QAM-Gro¨ßen u¨berlappen. Das effektive
SNR ist konstant fu¨r einen beliebigen Punkt auf einer der schwarzen Linien, daher ist PS
eine linear wachsende Funktion von PN.
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Abbildung 6.16: Zusammenhang von Rauschleistung und Konstellationsgro¨ße
6.2.3 Konventionelles Quantisierungsschema
In DMT-Anwendungen, insbesondere ADSL-Systemen, werden die wertkontinuierlichen
Parameter PS u¨ber einen linearen Quantisierungsprozess fu¨r die ¨Ubertragung vorbereitet.
Der ADSL-Standard sieht zwo¨lf Bits fu¨r die ¨Ubertragung vor, na¨mlich in Form einer
Bina¨ren Festkommazahl mit drei Bits vor dem Bina¨rpunkt (entspricht dem Dezimalpunkt
im Zehnersystem) und neun Bits hinter dem Bina¨rpunkt. Die quantisierten Werte werden








wobei q die Bitzahl zur Darstellung von ˆPS ist und speziell fu¨r den ADSL-Standard q =
12. Es gilt immer ˆPS ≤ PS, da eine Quantisierung durch Aufrunden nach oben zu einer
Verletzung der Beschra¨nkung der Gesamtsendeleistung fu¨hren ko¨nnte.





Als Konsequenz der Quantisierung ist das resultierende SNR′ kleiner als das SNR, das
nach Gleichung (6.19) berechnet wurde. Die maximale Verschlechterung, das Worst-Case
SNR, betra¨gt
SNR′ = PS − emax
PN
, (6.25)












(K − 1) · PN
 (6.26)
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entspricht.
Abbildung 6.17 zeigt die SNR′, die tatsa¨chlichen Signal-zu-Rausch Verha¨ltnisse nach der
Quantisierung fu¨r eine 16-QAM mit einem Ziel-BER von 10−4 und 0.1 ≤ PS < 4.















Abbildung 6.17: Einfluss der Quantisierung auf das tatsa¨chliche SNR
Abbildung 6.18 zeigt die r′B, die tatsa¨chlichen Bitfehlerraten nach der Quantisierung fu¨r
die gleichen Parameter wie in der vorigen Abbildung.













Abbildung 6.18: Einfluss der Quantisierung auf das tatsa¨chliche BER
Fu¨r geringe Rauschleistungen sind die Werte SNR′ relativ gesehen niedrig und daher die
r′B relativ groß, wa¨hrend fu¨r hohe Rauschleistungen das Gegenteil gilt. Dies bedeutet aber,
dass bei besseren Bedingungen schlechtere Ergebnisse erzielt werden.
6.2.4 Lookup Table Schema
Im Vergleich mit der Methode, die ˆPS wie in Gleichung (6.23) zu berechnen, hat die Ver-
wendung eines Lookup Tables bei der Quantisierung einige Vorteile. Ein Lookup Table
mit linear ansteigenden Eintra¨gen kann Informationen u¨ber die konkreten Werte von Pmin
und Pmax mit einbeziehen. Da Werte außerhalb dieses Bereiches nicht abgebildet werden
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mu¨ssen, kann die Granularita¨t innerhalb des Intervalls feiner sein. Wenn Pmax auf den Wert
4 gesetzt wird, kann unter Beibehaltung von q = 12 außerdem entweder der Bina¨rpunkt
eine Bina¨rziffer nach links verschoben werden und damit der maximale Quantisierungs-
fehler auf emax = 12q−2 verringert werden, oder es kann das ho¨chstwertige Bit ganz elimi-
niert und q = 11 gesetzt werden. Da das Hauptziel darin besteht, die ¨Ubertragungszeit fu¨r
PAT-Eintra¨ge zu reduzieren, wird die zweite Mo¨glichkeit weiterverfolgt.
Ergebnisse sind in Abbildung 6.19 dargestellt. Es zeigt sich, dass die Verbesserung nur
marginal ausfa¨llt. Dennoch werden etwas bessere Ergebnisse erreicht, obwohl die Bitan-
zahl zur Darstellung von ˆPS um ein Bit reduziert wurde.













Abbildung 6.19: Vergleich der urspru¨nglichen und der Lookup Table Darstellung von PS





wobei M = 2q.
Die Werte ˆPS,k fu¨r k = 0 . . . M − 1 in dem Lookup Table weisen a¨quidistante Quantisie-






Abbildung 6.20: ¨Aquidistante Quantisierungsabsta¨nde im Lookup Table
Wa¨hrend der Wert q um ein Bit reduziert werden konnte, sind die r′B noch immer hoch
fu¨r niedrige PN und niedrig fu¨r hohe PN. Wenn das mittlere BER u¨ber alle Subtra¨ger
berechnet wird, dominiert der gro¨ßte Wert das Ergebnis. Da generell keine Information
vorhanden ist, welcher Verteilung die Werte PS folgen, ist es schwierig, einen gewichteten
Durchschnitt des mittleren r′B zu berechnen. Es ist deshalb wu¨nschenswert, gleiche BER
fu¨r alle Subtra¨ger zu erreichen.
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6.2.5 Verbessertes Lookup Table Schema
In diesem Abschnitt werden Ergebnisse entwickelt, die es erlauben, einen Lookup Table
zu konstruieren, der konstante r′B fu¨r alle Subtra¨ger gewa¨hrleistet.
Hierzu la¨sst sich Gleichung (6.25) wie folgt umformulieren (SNRT ist das Ziel-SNR)








und nach emax auflo¨sen:
emax · SNRT
PS




· PS . (6.29)




= β · PS (6.30)
gesetzt werden. Hieraus folgt, dass der maximale Quantisierungsfehler nicht mehr kon-







Abbildung 6.21: Linear anwachsende Quantisierungsabsta¨nde im Lookup Table
Der verbesserte Lookup Table sieht dann wie in Abbildung 6.21 aus. Die maximalen
Quantisierungsfehler lassen sich ausdru¨cken als
emax,k = dk = ˆPS,k − ˆPS,k−1 . (6.31)
Ausgehend von
ˆPS,k − ˆPS,k−1 != β ˆPS,k (6.32)




(1 − β)k ·
ˆPS,0 . (6.33)
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Mit der Beobachtung dass ˆPS,M = Pmax kann schließlich auch








Abbildung 6.22 vergleicht die erreichten r′B unter Verwendung des verbesserten Lookup
Table Schemas mit der urspru¨nglichen linearen Quantisierung.











verbessertes Lookup Table BER
simuliertes BER
Ziel BER
Abbildung 6.22: Vergleich der urspru¨nglichen und verbesserten Lookup Table Darstellung
von PS
Wie man sieht, sind die resultierenden r′B tatsa¨chlich konstant. Auch die SNR
′ sind kons-
tant und ko¨nnen folgendermaßen angegeben werden:







Fu¨r einen großen Bereich von PN Werten (und damit auch PS Werten) liefert das verbes-
serte Lookup Table Schema weitaus bessere Ergebnisse als das urspru¨ngliche Quantisie-
rungsschema. Die Erho¨hung des BER fu¨r die u¨brigen Werte ist vergleichsweise klein.
6.2.6 Weitere Reduktion der PAT- ¨Ubertragungszeit
Wenn die Anzahl q der Bits pro PAT-Eintrag weiter reduziert wird, erho¨ht sich der Maxi-
malwert der r′B, der Worst-Case BER.
Abbildung 6.23 zeigt die entsprechende Werte fu¨r q = 8 . . . 11.
Selbst fu¨r q = 8 liegt die Kurve unterhalb des ho¨chsten Wertes r′B des urspru¨nglichen
Quantisierungsschemas.
In Anlehnung an das Beispiel aus Abschnitt 6.2 kann nun in Abha¨ngigkeit von q die
Anzahl der DMT-Symbole (und damit die ¨Ubertragungszeit) berechnet werden, die fu¨r
6.2. KOMPAKTE DARSTELLUNG VON BAT UND PAT 127
















Abbildung 6.23: Auswirkung einer weiteren Reduktion von q auf das Worst-Case BER
die ¨Ubertragung einer kompletten BAT/PAT-Kombination beno¨tigt wird. Abbildung 6.24
zeigt das Ergebnis fu¨r eine FFT-La¨nge von 512 Werten und einer Breite des Embedded
Service Channel von drei Bytes.
























Abbildung 6.24: Dauer der BAT/PAT ¨Ubertragung
Die Anzahl der Symbole ist linear in q.
6.2.7 Erweiterung und Vergleich mit Companding
In diesem Abschnitt sollen die erarbeiteten Resultate in den Kontext bereits existierender
spezieller Quantisierungsmethoden eingeordnet werden und auf beliebige Konstellations-
gro¨ßen erweitert werden.
In der Pulse Code Modulation (PCM) wird sogenanntes Companding seit vielen Jahren
verwendet, um Sprachsignale darzustellen [43]. Eine spezielle Kennlinie, bezeichnet als
µ-law wird verwendet, um die Eingangs-Sprachsignale zu quantisieren. Auch hierbei wird
die Quantisierung so durchgefu¨hrt, dass Sprachsignale sowohl mit geringer als auch mit
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großer Amplitude a¨hnliche SNR aufweisen. Diese Methode kann ebenfalls verwendet
werden, um PAT-Eintra¨ge zu repra¨sentieren.
Die Gleichung, um fu¨r ein Eingangssignal x die µ-law Quantisierung F(x) zu berechnen
lautet
F(x) = sgn(x) ln (1 + µ|x|)
ln (1 + µ) , −1 ≤ x ≤ 1 , (6.36)
wobei µ = 255, was 8 Bits entspricht.
Da in der vorliegenden Anwendung nur positive Werte vorkommen, la¨sst sich die ange-
passte Formel zur Quantisierung schreiben als
F(x) = ln (1 + µx)
ln (1 + µ) , −1 ≤ x ≤ 1 . (6.37)
Insbesondere gilt bei der PAT-Quantisierung µ = 2q − 1. Die inverse Operation (Expansi-
on), die verwendet werden kann, um einen Lookup Table auf Grundlage der µ-law Quan-
tisierung zu erstellen ist gegeben durch
F−1(y) = 1
µ
[(1 + µ)y − 1] . (6.38)
Um den Wertebereich von beispielsweise Pmin = 0.1 bis Pmax = 4 zu quantisieren, gilt










ln 1 + µ PminPmax
ln(1 + µ) (6.40)
und
wmax =
ln 1 + µPmaxPmax
ln(1 + µ) = 1 . (6.41)
Abbildung 6.25 zeigt, dass die Ergebnisse fu¨r beispielsweise q = 11 denen sehr a¨hnlich
sind, die in Abschnitt 6.2.5 entwickelt wurden. Dennoch fu¨hrt µ-law Quantisierung nicht
auf eine vollkommen flache BER-Kurve.
6.2.8 Einfluss unterschiedlicher Konstellationsgro¨ßen
Bisher wurden nur Ergebnisse fu¨r 16-QAM pra¨sentiert. In diesem Abschnitt werden die
Ergebnisse auf unterschiedliche Konstellationsgro¨ßen ausgedehnt und der gemeinsame
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verbessertes Lookup Table BER
µ−Law BER
Ziel BER
Abbildung 6.25: Leistungsfa¨higkeit der µ-law Quantisierung
Einfluss von b, der Anzahl der Bits, die pro QAM-Konstellationspunkt codiert sind und
q, der Anzahl der Bits um die quantisierten PS darzustellen, auf SNR′ wird untersucht.
Wa¨hrend einige DMT-Systeme die gleiche QAM-Konstellation fu¨r alle Subtra¨ger verwen-
den (insbesondere in der drahtlosen ¨Ubertragung), werden in der Regel unterschiedliche
Konstellationsgro¨ßen auf unterschiedlichen Subtra¨gern verwendet. Der Wert q ist jedoch
immer der selbe, unabha¨ngig davon, welche und wie viele Konstellationsgro¨ßen verwen-
det werden.
Abbildung 6.26 stellt die r′B fu¨r quadratische K-QAM Konstellationen mit K = 2b fu¨r
unterschiedliche Werte b und verschiedene Werte q dar. Das Ziel-BER betra¨gt wie zuvor
10−6. Der Einfluss der Konstellationsgro¨ße (eine Variation von b) auf das Ergebnis ist
eher gering verglichen mit einer ¨Anderung von q. Dieses Ergebnis legt nahe, dass das
gemittelte r′B u¨ber alle Subtra¨ger mit unterschiedlichen Konstellationsgro¨ßen sehr nahe an
dem Wert von Gleichung (6.35) liegen wird.
6.3 AMC in Mehrtra¨gersystemen
Automatische Modulations-Klassifizierung (engl. Automatic Modulation Classifica-
tion, AMC) ist eine vielversprechende Technik, um zu pru¨fen ob der Runtime-
Adaptionsprozess erfolgreich war. Außerdem kann sie verwendet werden, um neuarti-
ge Adaptionsmethoden zu entwickeln. In diesem Abschnitt wird AMC angewendet, um
anhand rauschbehafteter Empfangsdaten zwischen drei QAM-Konstellationen zu unter-
scheiden.
Im na¨chsten Abschnitt erfolgt zuna¨chst ein ¨Uberblick u¨ber bestehende AMC-Methoden,
dann werden einige neuartige Methoden mit geringer Komplexita¨t vorgestellt und ihre
Leistungsfa¨higkeit untersucht. Die Darstellung folgt im Wesentlichen [25].






















Abbildung 6.26: Auswirkung der Kombination verschiedener q und b Werte auf das
Worst-Case BER
6.3.1 Einfu¨hrung und Stand der Technik
AMC kann verwendet werden, um nach Ablauf der dynamischen Adaption zu pru¨fen, ob
die Umverteilung der Bitbeladung und Sendeleistung tatsa¨chlich so erfolgt ist, wie gefor-
dert. Zwar wird eine fehlerhafte Durchfu¨hrung der Adaption auch an einem fehlerhaften
CRC-Syndrom erkennbar sein, allerdings liefert ein solches Syndrom keine Information
u¨ber die Art und Position des Fehlers. Mo¨glicherweise wurden lediglich fu¨r einige Sub-
tra¨ger fehlerhafte Adaptionsbefehle ausgefu¨hrt. Diese ko¨nnen dann gezielt noch einmal
angesprochen werden. Eine weitere Mo¨glichkeit ist, dass zwar die Adaptionsbefehle kor-
rekt durchgefu¨hrt wurden, allerdings nicht ada¨quat auf die tatsa¨chliche Sto¨rung angepasst
waren. Dieser Fall la¨sst sich ebenfalls durch Anwendung von AMC erkennen.
Eine weitere Anwendungsmo¨glichkeit von AMC, die hier nur kurz erwa¨hnt werden soll,
besteht darin, am Sender autonom eine Reduktion der Bitbeladung auf einzelnen oder al-
len Subtra¨gern durchzufu¨hren. Diese ko¨nnen durch Verwendung von AMC am Empfa¨nger
erkannt werden und der Empfa¨nger kann in der Folge seine Empfangsparameter entspre-
chend auf den Sender einstellen. Dies eru¨brigt den Informationsaustausch wa¨hrend der
Adaption. Allerdings wird gezeigt werden, dass diese Methode nur bei SNR oberhalb von
ca. 10 dB erfolgversprechend ist.
Das Hauptproblem bei der Verwendung von AMC in Mehrtra¨gersystemen besteht dar-
in, dass mo¨glicherweise eine große Anzahl an Subtra¨gern vorhanden ist und AMC fu¨r
jeden Subtra¨ger separat durchgefu¨hrt werden muss, da nicht jeder Subtra¨ger die gleiche
Modulation verwendet. Daher ist es notwendig, schnelle AMC-Methoden mit geringer
Komplexita¨t zu verwenden.
AMC ist seit einigen Jahren insbesondere im milita¨rischen Bereich ein aktives For-
schungsgebiet. Es konnte gezeigt werden, dass Maximum Likelihood (ML) Methoden
optimale Klassifikationsergebnisse erreichen [76]. Diese Methoden sind jedoch nume-
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risch so aufwa¨ndig, dass sie in Mehrtra¨gersystemen nicht direkt anwendbar sind. Daher
wurden viele Techniken entwickelt, die eine geringere Komplexita¨t als der ML-Ansatz
besitzen, jedoch nahezu optimale Ergebnisse erreichen. Einige Ansa¨tze sind die Verwen-
dung von Higher Order Statistics (HOS), wie etwa Kumulanten [14] und Momente [64],
Feature Extraction mit nachfolgender Klassifikation durch ku¨nstliche Neurale Netzwerke
[55], Fuzzy Logic [75] und Statistical Sampling Methoden (beispielsweise Monte Carlo
Markov Chain Techniken [49] oder Gibbs Sampling [15]).
Es ist bemerkenswert, dass viele der genannten Publikationen nur Signalkonstellationen
betrachten, die sich relativ deutlich voneinander unterscheiden (entweder bezu¨glich der
durchschnittlichen Sendeleistung oder der geometrischen Eigenschaften der Konstellatio-
nen). Viele der oben erwa¨hnten Methoden lassen sich nicht anwenden, wenn die Signal-
konstellationen, die klassifiziert werden sollen, sehr a¨hnlich sind.
Im Folgenden werden mehrere Methoden geringer Komplexita¨t vorgestellt, um zwischen
quadratischen QAM-Konstellationen zu unterscheiden, die 2, 4 und 6 Bits u¨bertragen.
Durch eine Kombination von Methoden in einem zweistufigen Prozess ko¨nnen die Ergeb-
nisse weiter verbessert werden.
6.3.2 Modellbildung
Das Signalalphabet einer QAM-Konstellation la¨sst sich als Menge von Punkten in der
komplexen Signalebene darstellen. Sa¨mtliche Konstellationspunkte der hier betrachteten
quadratischen QAM-Konstellationen besitzen den gleichen minimalen Abstand dmin von
ihren na¨chsten Nachbarn.
Die drei mo¨glichen Konstellationen, die klassifiziert werden sollen, sind 4-QAM, 16-
QAM, und 64-QAM. Diese Konstellationen werden der AMC Terminologie folgend als
Konstellations-Kandidaten ωk bezeichnet, mit k ∈ {1, 2, 3}. Jeder dieser Konstellations-
Kandidaten u¨bertra¨gt bk Bits mit b1 = 2, b2 = 4 und b3 = 6, und besitzt Nk Konstellati-
onspunkte, na¨mlich N1 = 4, N2 = 16 und N3 = 64.
Außerdem sind wie in Abschnitt 2.1 beschrieben am Entscheidereingang, wo AMC er-
folgt, alle Konstellationen normiert, so dass sie eine mittlere Sendeleistung von eins auf-
weisen. Die minimale Distanz dk




2(Nk − 1) (6.42)
angegeben werden.
Zum Zeitpunkt n hat ein Sample eines Konstellationspunktes sk(n) ∈ ωk die Form
sk(n) = α
k


















132 KAPITEL 6. IMPLEMENTIERUNG DER DYNAMISCHEN ADAPTION








Abbildung 6.27: Die drei betrachteten Konstellationen, 4-QAM (+), 16-QAM (×) und
64-QAM (·)
Abbildung 6.27 zeigt die drei Konstellations-Kandidaten.
Da die Modulation des zu u¨bertragenden Signals durch die FFT die einzelnen Subtra¨ger
voneinander trennt, kann AMC fu¨r jeden Subtra¨ger unabha¨ngig von den anderen durch-
gefu¨hrt werden. Das Sendesignal eines jeden Subtra¨gers ist durch einen zirkula¨ren kom-
plexen AWGN Prozess g(n) gesto¨rt. Die rauschbehafteten Empfangswerte r(n) lassen sich
angeben als
r(n) = xn + j yn = sk(n) + g(n) . (6.45)
Die Varianz σ2 des zweidimensionalen Rauschprozesses wird dabei als bekannt ange-
nommen.
Ein Scha¨tzwert fu¨r σ2 ist in realen Anwendungen u¨blicherweise vorhanden, entwe-
der durch Beobachten reiner Rauschwerte (vgl. Abschnitt 2.2.2), Verwendung von Pi-
lottra¨gern oder Trainingssequenzen, oder durch Anwendung von Decision Feedback Me-
thoden wa¨hrend der laufenden Datenu¨bertragung wie beispielsweise in [23] und Abschnitt
6.1 beschrieben.
Außerdem wird angenommen, dass kein konstanter Phasenfehler vorhanden ist, da die-
ser fu¨r DMT-Systeme in der Regel wa¨hrend der Kanalscha¨tzung (vgl. Abschnitt 2.2.1)
eliminiert werden kann.
Das Problem besteht nun darin, die korrekte Konstellation ωk aus einem Vektor r =
(r(1), r(2), . . . , r(N)) bestehend aus N Empfangswerten zu scha¨tzen, die alle derselben
Konstellation angeho¨ren.
Abbildung 6.28 zeigt jeweils N = 1000 verrauschte Empfangspunkte der drei Konstella-
tionen fu¨r ein SNR von 10 dB. Wa¨hrend die 4-QAM leicht identifiziert werden kann, ist
es weitaus schwieriger, 16-QAM und 64-QAM zu unterscheiden.
Die folgenden Simulationen wurden durchgefu¨hrt, indem 1000 Iterationen fu¨r jede Kom-
bination von ωk, N und SNR-Wert ausgewertet wurden.
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Abbildung 6.28: Von links nach rechts: 4-QAM, 16-QAM und 64-QAM
6.3.3 Signalraum-Konzepte
Bei der in diesem Abschnitt betrachteten Methode wird die komplexe Signalebene in zwei
Bereiche aufgeteilt. In eine innere quadratische Region, zentriert im Ursprung und mit ei-
ner Seitenla¨nge von ls = 2·ds und den Rest der Ebene, außerhalb des Quadrates. Abha¨ngig
vom SNR und der Konstellationsgro¨ße, wird nach einem Wert ds gesucht, der die beste
Separation der drei Konstellationskandidaten erlaubt, bezu¨glich des Bruchteils der Signal-
punkte, die innerhalb des Quadrates empfangen werden. Die Wahrscheinlichkeit, dass ein
Signalpunkt innerhalb des Quadrates empfangen wird, sei mit ps bezeichnet.
Abbildung 6.29 illustriert, wie ps fu¨r eine 16-QAM, ein SNR von 10 dB und einen Wert
von ds = 0.9 ermittelt wird. Das Verha¨ltnis der grauen Punkte innerhalb des Quadrates
zur Gesamtzahl der Punkt ergibt gerade ps.








Abbildung 6.29: Ermittlung von ps
Ergebnisse fu¨r die drei Konstellations-Kandidaten bei einem SNR von 10 und 20 dB sind
in Abbildungen 6.30 und 6.31 fu¨r unterschiedliche ds dargestellt.
Fu¨r ein SNR von 0 dB ist eine eindeutige Unterscheidung praktisch unmo¨glich. Bei
10 dB SNR kann man zumindest die 4-QAM leicht identifizieren. Bei 20 dB SNR ko¨nnen
schließlich alle drei Konstellationen leicht unterschieden werden. Die beste Trennung der
einzelnen Kurven ist hier bei Werten von etwa ds = 0.45 und ds = 0.8 gegeben. Optimale
Werte ds und ihre korrespondierenden Wahrscheinlichkeiten ps lassen sich so empirisch
fu¨r alle interessierenden SNR bestimmen. Fu¨r den Klassifikationsprozess werden dann
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Abbildung 6.30: SNR =10 dB























Abbildung 6.31: SNR =20 dB
die tatsa¨chlich ermittelten Werte ps fu¨r alle Konstellations-Kandidaten mit den empirisch
bestimmten Werten verglichen, die bei den optimalen Positionen ds, die die beste Sepa-
ration der einzelnen Kurven ermo¨glichen, auftreten. Derjenige Konstellations-Kandidat,
der die geringste Abweichung zu den empirischen Werten aufweist, wird schließlich als
Klassifikationsergebnis ausgewa¨hlt.
Diese Methode soll im Folgenden als SQUARE Klassifikation bezeichnet werden.
6.3.4 Higher Order Statistics Methoden
Higher Order Statistics (HOS) kann verwendet werden, um aus den Empfangsdaten Merk-
male fu¨r die Klassifikation zu extrahieren, die relativ robust gegenu¨ber Modell-Fehlern
sind [71].
Momente zweiter Ordnung (Second Order Moments) fu¨r einen komplexwertigen stati-
ona¨ren Zufallsprozess y(n), wobei die y(n) hier fu¨r die empfangenen QAM-Symbole ste-
hen, ko¨nnen folgendermaßen berechnet werden:
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Konstellation C20 C21 C40 C41 C42
4-QAM 0 1 −1 0 −1
16-QAM 0 1 −0.6800 0 −0.6800
64-QAM 0 1 −0.6190 0 −0.6190










Der Wert C21 ist die mittlere Energie der Konstellation (fu¨r den betrachteten Fall gleich
eins, wie im letzten Abschnitt erkla¨rt).





























∣∣∣ ˆC220∣∣∣2 − 2 ˆC221 , (6.47)
wobei {·}∗ die komplexe Konjugation darstellt.
Theoretische Werte ohne Einbeziehung von Rauschen fu¨r die drei Konstellations-
Kandidaten sind in Tabelle 6.1 aufgelistet. Die Modulationsarten, die in [71] verwen-
det werden (z.B. Phase Shift Keying (PSK) and Pulse Amplitude Modulation (PAM)),
ko¨nnen sa¨mtliche Werte zur Klassifikation nutzen. Fu¨r die hier verwendeten Konstella-
tionsarten sind jedoch nur C40 und C42 relevant, weil sie fu¨r alle Konstellationen unter-
schiedlich sind. Fu¨r rauschbehaftete Werte ist eine verla¨ssliche Klassifikation aufgrund
dieser Parameter jedoch immer noch problematisch, da 16-QAM und 64-QAM nicht ein-
deutig unterschieden werden ko¨nnen.
Man kann allerdings eine spezielle Eigenschaft der Kumulanten ausnutzen und eine der
Konstellationen bei der ¨Ubertragung um 45 Grad rotieren. Diese Rotation muss natu¨rlich
sowohl im Sender als auch im Empfa¨nger bekannt sein. Die rauschfreien Werte fu¨r C40
und C42 einer derart rotierten Konstellation besitzen den gleichen Absolutwert, aber unter-
schiedliches Vorzeichen: C40 ist positiv, C42 ist negativ. Durch Betrachtung von Abbildung
136 KAPITEL 6. IMPLEMENTIERUNG DER DYNAMISCHEN ADAPTION
6.30 la¨sst sich erkennen, dass es weitaus schwieriger ist, 16-QAM und 64-QAM zu unter-
scheiden, als beide von 4-QAM zu unterscheiden. Entsprechend ist es am sinnvollsten, die
16-QAM Konstellation zu rotieren. Die rauschfreien theoretischen Werte fu¨r die rotierte
16-QAM sind dann C40 = 0.6800 und C42 = −0.6800.
Abbildung 6.32 zeigt die neue Situation mit Rotation der 16-QAM. Obwohl die Sende-
leistung der Konstellationen nicht vera¨ndert wurde, ist der zur Verfu¨gung stehende Platz
effizienter ausgenutzt.








Abbildung 6.32: Die drei Konstellationen, 4-QAM (+), 16-QAM rotiert (×) und 64-QAM
(·)
Fu¨r den Klassifikationsprozess mit rauschbehafteten Samples genu¨gt es, zu pru¨fen, ob C40
und C42 unterschiedliches Vorzeichen aufweisen, ohne die tatsa¨chlichen Werte zu beru¨ck-
sichtigen. Mit dieser Methode gelingt es, 16-QAM selbst unter schlechten Rauschverha¨lt-
nissen verla¨sslich zu klassifizieren.
Abbildung 6.33 zeigt die Wahrscheinlichkeit korrekter Klassifikation Pcc der 16-QAM fu¨r
diese Methode bei unterschiedlichen SNR-Werten und verschiedenen Stichprobengro¨ßen
N.












Abbildung 6.33: Leistungsfa¨higkeit des 16-QAM Klassifikators
Perfekte Erkennung der 16-QAM wird ab einem SNR oberhalb von 8 dB erreicht, selbst
wenn nur N = 100 Samples zur Verfu¨gung stehen. Simulationsergebnisse zeigen, dass
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niemals 16-QAM klassifiziert wird, wenn tatsa¨chlich 4-QAM oder 64-QAM u¨bertragen
werden. Der Scha¨tzer ist daher sehr robust.
6.3.5 Optimale Klassifikation mit dem ML Kriterium
Die optimale Klassifikationsregel ist durch das Maximum Likelihood Kriterium gegeben.
Es wird angenommen, dass alle Konstellationspunkte von der selben Konstellation, einem
der drei Konstellations-Kandidaten, stammen. Wie im letzten Abschnitt beschrieben, wird
die 16-QAM um 45 Grad rotiert.
Jeder Konstellations-Kandidat besitzt eine charakteristische Wahrscheinlichkeitsdichte-
funktion (PDF) p(x, y), die fu¨r Punkte r(n) = xn + j yn als













angegeben werden kann, wobei σ2 die eindimensionale Varianz des additiven weißen
Gaußschen Rauschprozesses g(n) darstellt und xm und ym die Koordinaten aller Nk rausch-
freien Konstellationspunkte sk aus Gleichung (6.43) sind.
Fu¨r einen Vektor r = (r(1), . . . , r(N)) mit N empfangenen Samples der gleichen Konstel-
lation kann der ML-Klassifikator wie folgt beschrieben werden [62]:





ln(p(xn, yn)) . (6.50)
Generell ist eine Implementierung des ML-Klassifizierers in der Praxis jedoch nicht
durchfu¨hrbar, da er mit hohem Rechenaufwand verbunden ist. Selbst wenn Lookup Tables
verwendet werden, fu¨hrt dies zu einem hohen Speicherbedarf.
Abbildung 6.34 zeigt Simulationsergebnisse fu¨r die kombinierte Klassifikationsleistung
u¨ber alle Konstellations-Kandidaten und Stichprobengro¨ßen von N = 100, N = 200, und
N=500.
Selbst fu¨r N = 100 wird perfekte Klassifikation ab einem SNR von 8 dB erreicht.
Im Vergleich dazu zeigt Abbildung 6.35 die Ergebnisse, wenn die 16-QAM Konstellation
nicht rotiert ist. Es zeigt sich, dass die Rotation das Klassifikationsergebnis auch im Fall
von ML-Klassifikation deutlich verbessert.
6.3.6 ML-basierte Partitionierung der Signalebene
Die Resultate des letzten Kapitels ko¨nnen verwendet werden, um mit ihrer Hilfe eine Par-
titionierung der Signalebene zu berechnen, die jeden Punkt in der komplexen Signalebene
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Abbildung 6.34: Klassifikationsergebnisse des ML-Klassifikators fu¨r verschiedene Stich-
probengro¨ßen














Abbildung 6.35: Ergebnisse ohne Rotation der 16-QAM
gema¨ß dem ML-Kriterium einem bestimmten Konstellations-Kandidaten zuordnet.
Abbildung 6.36: Partitionierung der Signalebene fu¨r SNR = 10 dB
In Abbildung 6.36 ist ein Beispiel fu¨r die drei verwendeten Konstellationen und ein SNR
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von 10 dB dargestellt. Jeder Konstellations-Kandidat dominiert bestimmte Bereiche der
Ebene. Dunkleres grau steht fu¨r eine kleinere Konstellation. Abbildung 6.37 zeigt die
Partitionierung fu¨r ein SNR von 15 dB und demonstriert, dass sich die Partitionierung mit
dem SNR vera¨ndert.
Abbildung 6.37: Partitionierung der Signalebene fu¨r SNR = 15 dB
Fu¨r die eigentliche Klassifizierung wird jeder empfangene Punkt dem Konstellations-
Kandidaten zugeordnet, in dessen Region er fa¨llt. Eine Mehrheitsentscheidung wa¨hlt dann
die Konstellation als Klassifikationsergebnis, in deren Bereiche die meisten Punkte gefal-
len sind.
Formal wird die Signalebene in drei (nicht notwendig zusammenha¨ngende) Regionen Rk
unterteilt und beobachtet, wie viele Samples in jede dieser Regionen fallen. Die Klassifi-
kationsregel fu¨r den Empfangsvektor r ist damit
Assign r to ωi if c(r|ωi) ≥ c(r|ω j), ∀ j ∈ {1, 2, 3} , (6.51)
mit
c(r|ω j) =
∣∣∣∣{r(n)|r(n) ∈ R j}∣∣∣∣ , (6.52)
der Anzahl der Samples in Region R j. Im Folgenden wird diese Methode als COUNT
Klassifikation bezeichnet.
Selbstversta¨ndlich liefert die beschriebene Partitionierung der Signalebene schlechtere
Klassifikationsergebnisse als die ML-Klassifikation, da Entscheidungen fu¨r jeden Emp-
fangspunkt separat getroffen werden. Fu¨r gutes SNR (oberhalb 13 dB) sind die Ergebnisse
jedoch nahezu identisch mit denen der ML-Klassifizierung bei viel geringerer Komple-
xita¨t. Simulationsergebnisse finden sich in Abbildung 6.38.
Um die einzelnen Partitionierungen, die wie gezeigt vom SNR abha¨ngen, abzuspeichern,
ko¨nnen Lookup Tables verwendet werden. Fu¨r jeden Eintrag in dem Lookup Table genu¨gt
dann ein zwei-Bit Wert, um die drei mo¨glichen Konstellationen zu identifizieren. Der
Speicherbedarf ha¨ngt damit lediglich von der Granularita¨t oder Auflo¨sung der Partitionie-
rung ab. Beispielsweise wurde fu¨r die obigen Simulationsergebnisse eine Auflo¨sung von
0.01 verwendet und Werte im Bereich [−2 . . . 2] betrachtet. Wird die inha¨rente Symmetrie
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Abbildung 6.38: Leistungsfa¨higkeit des COUNT Klassifikators fu¨r verschiedene Stich-
probengro¨ßen
der Partitionierungen ausgenutzt, la¨sst sich eine komplette Partitionierung mit lediglich
15 kB Speicher repra¨sentieren.
6.3.7 Zweistufige Methoden
Im letzten Abschnitt wurde die Methode COUNT verwendet, um alle drei Konstellations-
kandidaten zu klassifizieren. Wa¨hrend die Klassifikationsergebnisse fu¨r hohes SNR gut
waren, sind bessere Ergebnisse auch fu¨r niedriges SNR wu¨nschenswert. Hierzu wird in
diesem Abschnitt die HOS Klassifikationsmethode aus Abschnitt 6.3.4 mit der COUNT
Methode in einem zweistufigen Prozess kombiniert. Zuna¨chst wird mittels der HOS Me-
thode versucht, herauszufinden, ob der Stichprobenvektor zu einer 16-QAM Konstellation
geho¨rt. Falls nicht, wird COUNT angewendet, um zwischen 4-QAM und 64-QAM zu un-
terscheiden.
Das Ergebnis ist in Abbildung 6.39 dargestellt. Die Ergebnisse sind deutlich verbessert.
Diese, im Folgenden als HOS-COUNT bezeichnete, zweistufige Methode erreicht Resul-
tate, die erstaunlich nahe an die der optimalen ML-Methode heranreichen (vgl. Abbildung
6.34), sie erfordert jedoch viel geringeren Rechenaufwand.
Schließlich kann auch die SQUARE Methode mit HOS Klassifizierung kombiniert wer-
den. In diesem Fall wird eine 16-QAM wiederum durch den HOS Klassifizierer erkannt
und der SQUARE Klassifizierer unterscheidet zwischen 4-QAM und 64-QAM. Die Er-
gebnisse zeigt Abbildung 6.40.
Wa¨hrend HOS-SQUARE geringfu¨gig schlechtere Resultate liefert als HOS-COUNT, hat
diese Methode den zusa¨tzlichen Vorteil, dass keine Lookup Tables beno¨tigt werden.
6.3.8 Zusammenfassung
Es wurden Methoden vorgestellt, AMC fu¨r drei quadratische QAM-Konstellationen
durchzufu¨hren. Bei der Verwendung von AMC fu¨r Mehrtra¨gersysteme ist es zwingend
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Abbildung 6.39: Leistungsfa¨higkeit der zweistufigen HOS-COUNT Methode













Abbildung 6.40: Leistungsfa¨higkeit der zweistufigen Methode HOS-SQUARE
erforderlich, AMC-Ansa¨tze mit geringer Komplexita¨t zu verwenden. Es wurden mehrere
solcher Methoden vorgeschlagen und untersucht, wie gut sie die AMC-Aufgabenstellung
lo¨sen. Wa¨hrend jede Methode einige Nachteile besitzt, erreicht eine Kombination von
Einzelmethoden in einem zweistufigen Prozess a¨ußerst gute Ergebnisse fu¨r die Bereiche
des SNR, die u¨blicherweise in den betrachteten ¨Ubertragungsumgebungen anzutreffen
sind.
Eine Einbeziehung von weiteren gro¨ßeren Konstellationen ist problematisch. Daher ist
die Anwendungsmo¨glichkeit dieser Methode auf Systeme beschra¨nkt, die (zumindest




In diesem Kapitel soll anhand von Beispielen gezeigt werden, wie die bisher entwickel-
ten Methoden kombiniert und analysiert werden ko¨nnen und welche Aspekte es bei der
Implementierung von realen Systemen zu beachten gilt.
Zuna¨chst werden einige Aspekte des ARQ und der Fehlererkennung betrachtet, die die
Grundlage fu¨r alle Adaptionsmaßnahmen sind. Danach werden ein Beispielkanal und
eine Beispielsto¨rung betrachtet und fu¨r dieses Szenario wird ermittelt, wie schnell die
einzelnen Adaptionsschritte bei Verwendung der unterschiedlichen Adaptionsvarianten
ablaufen und wie gut der Adaptionserfolg jeweils ist.
7.1 ARQ und Fehlererkennung
Der erste Schritt der Runtime Adaption besteht darin, eine plo¨tzlich auftretende Sto¨rung
zu erkennen. Hierfu¨r wird der 8-Bit CRC-Block der Protokolldaten verwendet. Dieser
kann zwar nicht alle fehlerhaften Protokollpakete identifizieren, jedoch haben Simulatio-
nen gezeigt, dass die Wahrscheinlichkeit, dass ein fehlerhaftes Paket unentdeckt bleibt,
bei weniger als 0.5 Prozent liegt.
Liegt tatsa¨chlich eine Sto¨rung vor, kann davon ausgegangen werden, dass die große Mehr-
zahl der fehlerhaften Protokollpakete auch als fehlerhaft erkannt wird. Optional ko¨nnen
besonders wichtige Protokolldaten zusa¨tzlich gesichert werden, beispielsweise durch Ver-
wendung eines la¨ngeren CRC-Pru¨fpolynoms am Ende der u¨bertragenen Protokollinfor-
mation oder durch die Verwendung von Wiederholungscodes.
Es stellt sich nun die Frage, wann die dynamische Adaption mit inkrementellem ARQ
gestartet werden soll. Sicherlich wa¨re es nicht sinnvoll, den Prozess gleich beim Emp-
fang des ersten fehlerbehafteten Symbols zu beginnen. Stattdessen kann beispielsweise als
Startbedingung vorgegeben werden, dass etwa drei aus zehn Protokollpaketen fehlerhaft
sein mu¨ssen, oder es wird festgelegt dass zwei oder drei aufeinanderfolgende Protokoll-
pakete das Vorliegen einer entsprechend starken Sto¨rung anzeigen, so dass die Runtime
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Adaption gerechtfertigt ist.
Gema¨ß Gleichung (4.3) la¨sst sich die Block- oder Paketfehlerwahrscheinlichkeit PER
(Packet Error Rate) fu¨r die Protokolldaten als
PER = 1 − (1 − pbit)40 (7.1)
angeben. Abbildung 7.1 zeigt die Wahrscheinlichkeiten unterschiedlicher Fehlerereignis-
se. Dabei stehen E2 und E3 fu¨r die Fehlerereignisse, dass zwei bzw. drei aufeinander-
folgende fehlerhafte Pakete empfangen werden und E3von10 fu¨r das Fehlerereignis, dass
innerhalb von zehn aufeinander folgenden Paketen drei beliebige Pakete fehlerhaft sind.
Zuna¨chst wird ein BSC-Kanal betrachtet.






















Abbildung 7.1: Wahrscheinlichkeit verschiedener Fehlerereignisse
Wenn eine Sto¨rung plo¨tzlich auftritt, dauert es eine gewisse Zeit, bis die Sto¨rung
tatsa¨chlich auch erkannt wird. Diese Zeit ist abha¨ngig von dem Fehlerereignis, das zur
Detektion verwendet wird.
Fu¨r das Ereignis E2, dass zwei aufeinanderfolgende Protokollpakete fehlerhaft sind, soll
diese Zeit im Folgenden analytisch ermittelt werden.
Die eintreffenden Protokollpakete sind entweder fehlerhaft (mit Wahrscheinlichkeit p)
oder fehlerfrei (mit Wahrscheinlichkeit q). Es gilt p = PER und q = 1 − PER.
Werden immer zwei aufeinanderfolgende Protokollpakete betrachtet, so la¨sst sich ein Zu-
standsdiagramm mit ¨Ubergangswahrscheinlichkeiten wie in Abbildung 7.2 aufstellen.
Befindet sich das System in Zustand s1, d.h. war das letzte Paket fehlerfrei und das vor-
letzte fehlerhaft, so geht das System durch Empfang eines fehlerfreien Symbols mit Wahr-
scheinlichkeit q in Zustand s2 und mit Wahrscheinlichkeit p durch Empfang eines fehler-
haften Symbols in Zustand s3 u¨ber.
Wenn das System Zustand s4 erreicht, ist das betrachtete Fehlerereignis E2 eingetreten
und die Sicherung der Protokolldaten beginnt. Zustand s4 wird also nicht mehr verlassen.
Daher kann das Zustandsdiagramm zur Fehlerdetektion auch als absorbierende Markov-
Kette interpretiert werden, was auf die ¨Ubergangswahrscheinlichkeiten in Abbildung 7.3
fu¨hrt.





























Abbildung 7.3: Zustandsgraph zur Fehlerdetektion mit Absorption
Die Transitionsmatrix P dieser Markov-Kette la¨sst sich folgendermaßen angeben:
P =

0 q p 0
0 q p 0
q 0 0 p
0 0 0 1
 , (7.2)
wobei der Eintrag Pi j der Matrix die ¨Ubergangswahrscheinlichkeit von Zustand si nach
Zustand s j angibt.
Die Wahrscheinlichkeit, dass der absorbierende Zustand s4 in t Zeitschritten erreicht wird,
wobei t = 1 den Zeitpunkt darstellt, zu dem die Sto¨rung auftritt, ist nach [35] der vierte
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Eintrag ut4 des Vektors
ut = uPt−2 . (7.3)
Hierbei stellt der Vektor u die Startverteilung dar, und es gilt
u =
[
qp qq pq pp
]
. (7.4)
Da zuna¨chst zwei Symbole empfangen werden mu¨ssen, bis einer der Zusta¨nde des Dia-
gramms erreicht ist, kann fru¨hestens zum Zeitpunkt t = 2 der Endzustand erreicht sein.
Obige Formel ist also nur fu¨r t ≥ 2 gu¨ltig. Die Wahrscheinlichkeit, dass Zustand s4 nach
genau t Zeitschritten erreicht wird, ist jeweils die Differenz ut4 − ut−14 fu¨r t ≥ 2.
Abbildung 7.4 zeigt als Beispiel fu¨r eine Paketfehlerrate von PER = 0.4 analytische Er-
gebnisse und Simulationsergebnisse fu¨r 10000 Simulationsla¨ufe.




















Abbildung 7.4: Verteilung der Erkennungszeit fu¨r Fehlerereignis E2
Die mittlere Zeit bis zum Eintritt des Fehlerereignisses la¨sst sich prinzipiell u¨ber die Mit-
telung der einzelnen Zeitwerte mit ihren Wahrscheinlichkeiten berechnen. Es ist jedoch
auch mo¨glich, diesen Mittelwert direkt zu anzugeben.
Die Transitionsmatrix P ist bereits in kanonischer Form angegeben. Mit der quadratischen








N = (I − Q)−1 , (7.6)
wobei I die Identita¨tsmatrix der Dimension drei darstellt und
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c = Ni , (7.7)
wobei i ein Spaltenvektor ist, dessen Eintra¨ge alle 1 sind, berechnet sich die mittlere Zeit





· c + 2 . (7.8)
Abbildung 7.5 zeigt den Wert t fu¨r unterschiedliche Paketfehlerraten.
























Abbildung 7.5: Mittlere Zeit, bis Fehlerereignis E2 auftritt
Abbildung 7.6 stellt die Werte t der Fehlerereignisse, dass drei aus zehn Symbolen fehler-
haft sind und dass zwei aufeinanderfolgende Symbole fehlerhaft sind, einander gegenu¨ber.

























Abbildung 7.6: Vergleich der Fehlerereignisse E2 und E3von10
Das Fehlerereignis E3von10 erreicht zwar durchweg ku¨rzere Zeiten, dennoch steigt die
beno¨tigte Zeit zur Erkennung des Ereignisses auch hier fu¨r geringe PER stark an.
Dies ist jedoch kein Schwachpunkt, sondern im Gegenteil eine gewu¨nschte Eigenschaft.
Die betrachteten Sto¨rungen fu¨hren selbst bei kleinen ¨Anderungen der SNR auf einem ein-
zigen Protokolltra¨ger zu einer starken Erho¨hung der PER. Dies soll anhand eines Beispiels
verdeutlicht werden.
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Angenommen, die Protokolldaten werden mit je acht Bits auf fu¨nf Subtra¨gern u¨bertragen.
Alle Subtra¨ger weisen ein SNR von 30 dB auf und die gewu¨nschte Bitfehlerrate von 10−6
wird erreicht. Nun sinkt auf einem Subtra¨ger das SNR auf lediglich 20 dB ab. Die Bitfeh-
lerwahrscheinlichkeit pnbit fu¨r jedes einzelne der 40 Protokollbits la¨sst sich mit Gleichung
(2.50) ermitteln.





und die Paketfehlerwahrscheinlichkeit PER ergibt sich zu







Diese Formel gilt allgemein, wa¨hrend Gleichung (7.1) einheitliche Bitfehlerwahrschein-
lichkeiten fu¨r alle Bits annimmt. Fu¨r das Beispiel gilt BER = 6.84·10−3 und PER = 0.245.
Das Beispiel zeigt, dass eine relativ geringfu¨gige ¨Anderung der ¨Ubertragungsverha¨ltnisse
selbst auf einem einzelnen Subtra¨ger großen Einfluss auf das resultierende PER haben
kann. Ist das SNR auf zwei Subtra¨gern auf 20 dB verringert, so fu¨hrt dies bereits auf ein
PER von 0.430. Bei den in dieser Arbeit betrachteten starken Sto¨rungen, sind die Paket-
fehlerraten nach Auftreten der Sto¨rung in der Regel sehr groß.
7.2 Paketfehlerrate und Effizienz des ARQ
In Abha¨ngigkeit der Paketfehlerrate la¨sst sich berechnen, wie viele ¨Ubertragungen no¨tig
sind, bis ein Protokollpaket korrekt empfangen wird. Zur Vereinfachung der Schreibweise
sei die Wahrscheinlichkeit eines Paketfehlers wieder mit p und die Wahrscheinlichkeit
fehlerfreien Empfangs mit q bezeichnet.
Die mittlere Anzahl an beno¨tigten ¨Ubertragungen eines Paketes, bis es ohne Fehler emp-
fangen wird, nP, la¨sst sich unter Annahme eines fehlerfreien Ru¨ckkanals angeben als
nP = 1 +
∞∑
k=1
pk = 1 +
p
1 − p . (7.11)
Fu¨r unterschiedliche PER sind Ergebnisse in Abbildung 7.7 dargestellt. Fu¨r große PER
steigt die Anzahl der beno¨tigten Wiederholungen stark an.
In der Regel kann nicht von einem fehlerfreien Ru¨ckkanal ausgegangen werden. Wird an-
genommen, dass die eine ¨Ubertragungsrichtung ein PER von p1 aufweist und die Ru¨ck-
richtung ein PER von p2, so berechnet sich die beno¨tigte Anzahl an Wiederholungen fu¨r
jedes Protokollpaket in beiden ¨Ubertragungsrichtungen zu
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Abbildung 7.7: Durchschnittliche Anzahl an ¨Ubertragungen pro Paket fu¨r unterschiedli-
che PER





pges = p1 + p2 − p1 · p2 . (7.13)
Der letzte Term in obiger Gleichung muss abgezogen werden, da eine Retransmission oh-
nehin erfolgt, wenn die empfangene Besta¨tigung fehlerhaft ist, unabha¨ngig davon, ob die
Besta¨tigung ein Acknowledge oder ein Not-Acknowledge ist. Die entsprechende Retrans-
mission darf daher nicht beru¨cksichtigt werden.
Abbildung 7.8 zeigt die Anzahl der beno¨tigten Wiederholungen fu¨r unterschiedliche
Kombinationen von PER in beiden ¨Ubertragungsrichtungen.
Ist der Ru¨ckkanal ebenfalls fehlerhaft, so steigt die Anzahl der beno¨tigten Wiederholun-
gen fu¨r jedes Protokollpaket noch sta¨rker an.
Diese Resultate ko¨nnen verwendet werden, um eine Art Vergleichssystem zu definieren,
mit dem die verschiedenen Adaptionsmechanismen der vorigen Kapitel verglichen wer-
den ko¨nnen.
Das Vergleichssystem fu¨hrt bei Auftreten einer Sto¨rung folgende Schritte durch:
• Scha¨tzung der Rauschleistung
• Berechnung angepasster ¨Ubertragungsparameter
• ¨Ubertragung dieser Parameter u¨ber die gesto¨rten Protokolldaten
Im Gegensatz dazu la¨uft die dynamische Adaption folgendermaßen ab:
• Sicherung der Protokolldaten





















Abbildung 7.8: Anzahl an Wiederholungen fu¨r fehlerhaften Ru¨ckkanal
• Scha¨tzung der Rauschleistung
• Berechnung angepasster ¨Ubertragungsparameter
• ¨Ubertragung dieser Parameter u¨ber die gesicherten Protokolldaten
Die Scha¨tzung der Rauschleistung und die Berechnung angepasster ¨Ubertragungsparame-
ter erfolgt in beiden Systemen, weshalb hier kein Unterschied in der Dauer der Adaption
zu erwarten ist. Fu¨r das System mit dynamischer Adaption (im Folgenden DA-System)
sollten der erste und der letzte Schritt jedoch weniger Zeit in Anspruch nehmen als die
¨Ubertragung der Parameter u¨ber die gesto¨rten Protokolldaten des Vergleichssystems.
Mit den Resultaten dieses Abschnitts la¨sst sich folgern, dass es bei geringem PER in der
Regel genu¨gt, herko¨mmliche Adaptionsmethoden zu verwenden und auf die Verwendung
der Sicherungssequenz zu verzichten, wa¨hrend, wie in den folgenden Abschnitten gezeigt
wird, bei hohem PER die Verwendung der Sicherungssequenz empfehlenswert ist.
Die Ergebnisse aus Abbildung 7.5 demonstrieren daher, dass das System das gewu¨nsch-
te Verhalten zeigt. Die Sicherungssequenz wird nur dann gestartet, wenn es die ¨Uber-
tragungsbedingungen tatsa¨chlich erfordern. Tritt das Fehlerereignis nicht auf, kann
herko¨mmliche Adaption verwendet werden.
7.3 Anwendungsbeispiel und Sto¨rungs-Szenario
Anhand eines Sto¨rungs-Szenarios soll nun aufgezeigt werden, wie man die einzelnen Ad-
aptionsmethoden untersuchen und vergleichen kann. Fu¨r die Auswertung werden sowohl
analytische Methoden mit Mittelwertbildung, wie in den letzten beiden Abschnitten her-
geleitet, als auch Simulationsergebnisse verwendet.
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Der betrachtete Kanal des Szenarios weist S/N-Verha¨ltnisse vor und nach Auftreten der
Sto¨rung auf wie in Abbildung 7.9 dargestellt.













Abbildung 7.9: SNR vor und nach Auftreten der Sto¨rung
Der ungesto¨rte Kanal ist der Beispielkanal aus Abschnitt 3.6. Abbildung 3.19 zeigt die
zugeho¨rige BAT und PAT fu¨r ein Ziel-BER von 10−6.
Subtra¨ger eins bis vier und Subtra¨ger 60 bis 64 bleiben unmoduliert. Es werden 40 Proto-
kollbits verwendet und sie sind zu Beginn der ¨Ubertragung auf Bits eins bis 40 positioniert
(dies ist die Startkonfiguration der Protokolldaten).
7.4 ARQ ohne Synchronisierung
Eine blinde Sicherung der Protokolldaten, wie in Abschnitt 5.3.2 beschrieben, ist immer
mo¨glich. Der Adaptionserfolg ha¨ngt hierbei stark von der Wahl der betrachteten alterna-
tiven Konfigurationen ab. Die Dauer der Sicherungssequenz ha¨ngt ebenfalls von dieser
Auswahl ab, es la¨sst sich jedoch eine obere Grenze fu¨r die Dauer der Sicherungssquenz in
Abha¨ngigkeit von der Anzahl alternativer Konfigurationen angeben. Werden nA alternati-
ve Konfigurationen fu¨r jede ¨Ubertragungsrichtung verwendet, so gibt es, wie in Abschnitt
5.3.2 dargestellt, n2A verschiedene Kombinationsmo¨glichkeiten, die im ungu¨nstigsten Fall
alle getestet werden mu¨ssen, bis eine verla¨ssliche Protokollkommunikation mo¨glich ist.
Außerdem ist es mo¨glich, dass keine der gewa¨hlten alternativen Konfigurationen eine
verla¨ssliche Protokollkommunikation ermo¨glicht. In diesem Fall bricht die Sicherungsse-
quenz erfolglos ab und ein Neuaufbau der Verbindung wird no¨tig.
Die Wahrscheinlichkeit, dass dies eintritt, kann man mit den Methoden, die im folgenden
Abschnitt entwickelt werden, berechnen. An dieser Stelle soll hierauf jedoch nicht na¨her
eingegangen werden.
Der Vorteil der blinden Sicherungssequenz liegt darin, dass in vielen Fa¨llen sehr schnell
verla¨ssliche Protokollkommunikation wieder hergestellt werden kann. Allerdings kann
keinerlei Garantie fu¨r einen erfolgreichen Abschluss der Sicherungssequenz gegeben wer-
den. Die besten Ergebnisse lassen sich mit dieser Methode erzielen, wenn schmalbandige
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Sto¨rungen auftreten, die nur einen geringen Teil der ¨Ubertragungsbandbreite betreffen.
Sind u¨berdies Informationen vorhanden, an welchen Frequenzen diese Sto¨rungen beson-
ders ha¨ufig auftreten, ko¨nnen die alternativen Konfigurationen entsprechend berechnet
werden. Bei breitbandigen Sto¨rungen sind die Methoden mit Synchronisierung vorzuzie-
hen, da sie es ermo¨glichen, weit mehr alternative Konfigurationen zu verwenden und da
hierdurch ein erfolgreicher Abschluss der Sicherungssequenz wahrscheinlicher ist.
Prinzipiell spricht nichts dagegen, Synchronisierung mit Hilfe des AZS auch fu¨r die sonst
blinde Sicherungssequenz zu verwenden. Dies fu¨hrt auf einen Sonderfall der Sicherungs-
sequenz mit Synchronisierung, wie im na¨chsten Abschnitt beschrieben, allerdings mit nur
sehr wenigen alternativen Konfigurationen.
7.5 ARQ mit Synchronisierung
In diesem Abschnitt wird Synchronisierung mit dem All-Zero Symbol verwendet. Sobald
das entsprechende Fehlerereignis auftritt, wird das AZS gesendet und die Sicherungsse-
quenz beginnt.
Zur Berechnung der alternativen Konfigurationen (Kombination aus BAT, PAT und Positi-
on der Protokolldaten) kommen zwei Methoden zum Einsatz. Die erste Methode (im Fol-
genden Subtra¨ger-Methode) schiebt die Protokolldaten in jeder Konfiguration um einen
Subtra¨ger weiter nach rechts. Die zweite Methode (im Folgenden Bitindex-Methode) po-
sitioniert die Protokolldaten in jeder Konfiguration zehn Bits weiter nach rechts. Diese
beiden Methoden zur Berechnung alternativer Konfigurationen stellen lediglich zwei von
vielen denkbaren Optionen dar. Die Schrittweite zur Positionierung der Protokolldaten
kann beispielsweise auch gro¨ßer oder kleiner gewa¨hlt werden.
Die entsprechenden Leistungsverteilungen der Konfigurationen werden nach der Methode
der gleichen Bitfehlerraten aus Abschnitt 5.7 berechnet.
Fu¨r die Subtra¨ger-Methode sind die Protokollbits also in der zweiten Konfiguration auf
Bits 13 bis 52 positioniert und fu¨r die Bitindex-Methode auf Bits 11 bis 50. Beide Metho-
den fu¨hren auf unterschiedliche Anzahlen an alternativen Konfigurationen.
Fu¨r jede Konfiguration kann das entsprechende PER berechnet werden. Abbildung 7.10
zeigt die Ergebnisse fu¨r beide Methoden.
Welche Methode fu¨r die jeweilige Sto¨rung Vorteile bietet, kann ohne Analyse nicht vor-
hergesagt werden. Generell du¨rfte die Subtra¨ger-Methode ha¨ufig gu¨nstiger sein, da sa¨mt-
liche Bits eines Subtra¨gers erho¨hte Bitfehlerraten aufweisen, falls dieser Subtra¨ger von
einer Sto¨rung betroffen ist.
Fu¨r jede Konfiguration mit Index k kann die Wahrscheinlichkeit pstopk , dass die Sicherungs-
sequenz dort stoppt, dass also diese Konfiguration zur weiteren ¨Ubertragung ausgewa¨hlt
wird (Stoppkonfiguration), berechnet werden. Diese Wahrscheinlichkeit wird im Folgen-
den als Stoppwahrscheinlichkeit bezeichnet. Es gilt
pstop1 = 1 − PERk , (7.14)
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Abbildung 7.10: PER fu¨r alternative Konfigurationen
was gerade die Wahrscheinlichkeit ist, dass das Paket fu¨r die erste Konfiguration fehlerfrei
empfangen wird. Fu¨r die u¨brigen Konfigurationen gilt




Diese Wahrscheinlichkeiten sind in Abbildung 7.11 dargestellt.





















Abbildung 7.11: Stoppwahrscheinlichkeiten fu¨r Konfigurationen
Ein Vergleich mit Abbildung 7.10 zeigt, dass die Suchsequenz in den meisten Fa¨llen zu
fru¨h aufho¨rt und bei noch relativ hohen Paketfehlerraten stecken bleibt. Bei diesen Fehler-
raten ist die Anzahl der beno¨tigten ¨Ubertragungen nP pro Paket sehr hoch. Ein Mittelwert
fu¨r die beno¨tigte Anzahl an ¨Ubertragungen pro Paket u¨ber alle Stoppkonfigurationen, be-
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Fu¨r die Subtra¨ger-Methode ergibt sich nstopP = 29.72, fu¨r die Bitindex-Methode ergibt sich
n
stop
P = 30.08. Beide Werte sind inakzeptabel hoch.
Um zu verhindern, dass die Sicherungssequenz zu fru¨h stoppt, ist es mo¨glich, beispiels-
weise zwei korrekte Pakete in Folge als Stoppbedingung zu verlangen. Es gilt dann
pstop1 = (1 − PERk)2 (7.17)
und




1 − (1 − PERm)2
)
. (7.18)
Abbildung 7.12 zeigt die entsprechenden Stoppwahrscheinlichkeiten.




















Abbildung 7.12: Verbesserte Stoppwahrscheinlichkeiten fu¨r Konfigurationen
Diese Maßnahme erho¨ht zwar die Dauer der Suchsequenz, allerdings reduziert sich der
Wert nstopP signifikant, na¨mlich fu¨r die Subtra¨ger-Methode auf n
stop
P = 3.12 und fu¨r die
Bitindex-Methode auf nstopP = 3.78. Je mehr korrekte Pakete in Folge als Auswahlkriterium
fu¨r die Stoppkonfiguration gefordert werden, umso besser sind die Ergebnisse. Fu¨r drei
aufeinanderfolgende korrekte Pakete ergibt sich beispielsweise bereits nstopP = 1.58 fu¨r die
Subtra¨ger-Methode und nstopP = 2.48 fu¨r die Bitindex-Methode.
Generell sollte jedoch ein Wert von nstopP nur geringfu¨gig gro¨ßer als eins angestrebt wer-
den. Dies kann erreicht werden, wenn Kanalinformation in den Ablauf der Sicherungsse-
quenz mit einbezogen wird, indem die Scha¨tzung der Rauschleistung zeitlich vorgezogen
wird und bei Ablauf der Sicherungssequenz die gescha¨tzten Rauschleistungen verwendet
werden.
7.6 ARQ mit Synchronisierung und Kanalinformation
Im Ablauf der dynamischen Adaption erfolgt vor der Berechnung der angepassten ¨Uber-
tragungsparameter und deren Austausch eine Scha¨tzung der tatsa¨chlichen Rauschleistung
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gema¨ß Abschnitt 6.1. Da diese Scha¨tzung in jedem Fall erfolgt, kann sie auch schon vor
der Sicherung der Protokolldaten durchgefu¨hrt werden, was den Vorteil hat, dass bei der
Sicherungssequenz die entsprechende Information mitverwendet werden kann.
Um Information u¨ber die gescha¨tzten Rauschleistungen auf allen Subtra¨gern effizient in
die Sicherungssequenz einbeziehen zu ko¨nnen, sollte eine Abscha¨tzung, ob eine Konfigu-
ration zur ¨Ubertragung von Protokollinformation geeignet ist, oder nicht, schnell berech-
net werden ko¨nnen.
Fu¨r jede Konfiguration sind BAT, PAT sowie die Position der Protokollbits bekannt. Aus
dieser Information kann der Start-Subtra¨ger der Protokollinformation sowie der End-
Subtra¨ger der Protokollinformation extrahiert werden. Auf welchem Bit des jeweiligen
Subtra¨gers die Protokollinformation endet oder beginnt, soll nicht weiter beru¨cksichtigt
werden. Ebenfalls ist unerheblich, wie viele Bits innerhalb des Subtra¨gers von Protokoll-
information belegt sind.
Fu¨r die Abscha¨tzung der ¨Ubertragungsqualita¨t soll nur das effektive SNR der Protokoll-
tra¨ger herangezogen werden. Es wird gefordert, dass alle Protokolltra¨ger einer Konfigura-
tion ein gewisses effektives Mindest-SNR nicht unterschreiten. Dieses Mindest-SNR kann
mit den Formeln aus Abschnitt 2.5.3 so festgelegt werden, dass eine bestimmte Bitfehler-
rate auf diesen Subtra¨gern nicht u¨berschritten wird.
Fu¨r das betrachtete Szenario haben Simulationsergebnisse gezeigt, dass unter Verwen-
dung von 300 Scha¨tzwerten bei einem gewu¨nschten Mindest-BER von 10−5 in 76 Prozent
der Fa¨lle eine Konfiguration gefunden wird, die diese Fehlerraten tatsa¨chlich erreicht.















Abbildung 7.13: Beispiel zur Auswahl eines Konfigurationsindex (Index 88)
Fu¨r das Beispielszenario und ein gefordertes Mindest-BER von 10−5 sind die entsprechen-
den Mindest-SNR und die gemessenen tatsa¨chlichen effektiven SNR fu¨r Konfiguration 88
in Abbildung 7.13 dargestellt. Es sind nur Werte fu¨r verwendete Subtra¨ger (Subtra¨ger,
deren BAT-Eintra¨ge gro¨ßer null sind) eingezeichnet. Die Protokolltra¨ger fu¨r diese Konfi-
guration sind durch Punkte markiert.
Wie man sieht, erreichen nicht alle Protokolltra¨ger das geforderte Mindest-SNR. Fu¨r den
na¨chsten Konfigurationsindex (Index 89) sind die Verha¨ltnisse besser, wie in Abbildung
7.14 gezeigt.
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Abbildung 7.14: Beispiel zur Auswahl eines Konfigurationsindex (Index 89)
Bei diesem Konfigurationsindex wird eine neue reduzierte BAT verwendet (vgl. Abschnitt
5.6), die Protokolldaten sind auf den ersten Subtra¨gern positioniert und sa¨mtliche Pro-
tokolltra¨ger dieser Konfiguration u¨bertreffen das beno¨tigte Mindest-SNR, so dass diese
Konfiguration zur weiteren ¨Ubertragung der Protokolldaten ausgewa¨hlt wird. Die gewa¨hl-
te Konfiguration wird im Folgenden als kstop bezeichnet, und im Beispiel gilt entsprechend
kstop = 89.
Es ist zu beru¨cksichtigen, dass die Scha¨tzung auf zufa¨lligen Werten beruht und es da-
her mo¨glich ist, dass aufgrund der gemessenen Scha¨tzwerte keine Konfiguration in der
Lage ist, die gewu¨nschten Fehlerraten bereitzustellen. Ebenso kann es vorkommen, dass
aufgrund der Fehlerstatistik eine Konfiguration ausgewa¨hlt wird, die tatsa¨chlich ho¨here
Fehlerraten aufweist. Durch Einbeziehung einer gro¨ßeren Anzahl von Scha¨tzwerten kann
die Wahrscheinlichkeit, dass solche Probleme auftreten, verringert werden.
Alternativ besteht die Option, geringere Mindest-BER zu fordern. Wie in Abschnitt 7.2
gezeigt, wird auch bei einer mittleren Bitfehlerrate von etwa 10−4 oder gar 10−3 eine sehr
gute Effizienz des ARQ erreicht. Simulationen fu¨r das erste Szenario ergeben, dass bei
einem Mindest-BER von 10−4 in 97 Prozent der Fa¨lle die richtige Konfiguration gefunden
wird, und dass bei einem Mindest-BER von 10−3 sogar in 100 Prozent der simulierten
Fa¨lle optimale Konfigurationen gefunden wurden.
Wird selbst bei einem Mindest-BER von 10−3 keine verwendbare Konfiguration gefunden,
so kann als Behelf diejenige Konfiguration gewa¨hlt werden, die unter allen Konfiguratio-
nen den Protokolltra¨ger mit dem ho¨chsten minimalen SNR aufweist (Maximin Prinzip).
Dadurch ist gewa¨hrleistet, dass wenigstens die Konfiguration mit den gu¨nstigsten ¨Uber-
tragungsbedingungen ausgewa¨hlt wird.
Wurde eine im Sinne der obigen Forderungen optimale Konfiguration empfa¨ngerseitig
identifiziert, so wird wa¨hrend der Sicherungssequenz das AZS an die Gegenseite nicht
gesendet, sobald das erste fehlerfreie Protokollpaket empfangen wird, wie im letzten Ab-
schnitt beschrieben. Stattdessen wird gewartet, bis die entsprechende optimale Konfigu-
ration verwendet wird und erst dann wird das AZS gesendet. Danach ist auch senderseitig
bekannt, welche Konfiguration verwendet werden soll.
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Hierdurch ist gewa¨hrleistet, dass tatsa¨chlich gute bis sehr gute ¨Ubertragungsverha¨ltnisse
wa¨hrend des folgenden Austauschs der aktualisierten ¨Ubertragungsparameter herrschen.
Die Gesamtdauer der Sicherungssequenz ha¨ngt natu¨rlich wieder von den herrschenden
Sto¨rverha¨ltnissen und der Berechnungsart der alternativen Konfigurationen ab. Da der
Vorgang gleichzeitig in zwei Richtungen abla¨uft, ist die Sequenz erst dann beendet, wenn
beide Stationen der entsprechenden Gegenseite die zu verwendende Konfiguration signa-
lisiert haben. Der gro¨ßere Wert kstop der beiden ¨Ubertragungsrichtungen ist also fu¨r die
Gesamtdauer der Sicherungssequenz maßgeblich.
Als Abscha¨tzung der Dauer nach oben la¨sst sich hier das Maximum der Gesamtzahl an
alternativen Konfigurationen in beiden ¨Ubertragungsrichtungen angeben, da der ungu¨ns-
tigste Fall eintritt, wenn die letzte alternative Konfiguration als kstop gewa¨hlt wird.
7.7 Austausch der angepassten ¨Ubertragungsparameter
Den Abschluss der dynamischen Adaption bildet der gegenseitige Austausch von an die
Sto¨rung angepassten ¨Ubertragungsparametern. Dadurch werden sowohl fu¨r Protokollda-
ten als auch fu¨r Nutzdaten die geforderten Bitfehlerraten wieder hergestellt. Wie lange
dieser Austausch dauert, ha¨ngt zum einen davon ab, ob eine herko¨mmliche Darstellung
von BAT und PAT gewa¨hlt wird, oder eine Reduktion des Platzbedarfs gema¨ß Abschnitt
6.2 zum Einsatz kommt. Weiterhin ha¨ngt die Dauer von der Anzahl der Subtra¨ger und
damit der FFT-La¨nge ab. Dieser Zusammenhang ist linear in der Anzahl der Subtra¨ger.
Schließlich ha¨ngt die Dauer ab von der mittleren Anzahl der beno¨tigten ¨Ubertragungen
pro Protokollpaket, die wie in Abschnitt 7.2 dargestellt, von den gewa¨hlten Konfiguratio-
nen zur ¨Ubertragung der Information und den fu¨r diese Konfiguration herrschenden BER
und PER abha¨ngt.
Abbildung 7.15 zeigt die angepasste BAT und PAT fu¨r die Sto¨rung aus dem Beispielsze-
nario.
7.7.1 Einfluss der Darstellungsart
Zuna¨chst soll die ¨Ubertragung der BAT betrachtet werden. Mit den Methoden aus Ab-
schnitt 6.2.1 beno¨tigt die herko¨mmliche Darstellung der BAT 64 · 4 = 256 Bits. Die
alternative Darstellung ist
BAT = [(4, 0), (1, 8), (5, 6), (5, 4), (15, 2), (3, 6), (10, 4), (20, 0)]
Die letzten 20 Nullen mu¨ssen nicht u¨bertragen werden, allerdings muss dann die
La¨nge der BAT separat angegeben werden, da sonst nicht klar ist, wo die BAT aufho¨rt
und die ¨Ubertragung der PAT beginnt. Hierfu¨r kann beispielsweise die Anzahl der
Multiplikator/Bitbeladungs-Paare angegeben werden, was weitere sechs Bits erfordert.
Werden die Multiplikatoren mn durch vier Bits repra¨sentiert, ergibt sich ein Platzbedarf
von 7 · (4 + 4) = 56 Bits fu¨r die alternative Darstellung. Wird zusa¨tzlich, wie in Abschnitt
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Abbildung 7.15: An Sto¨rung angepasste BAT und PAT
6.2.1 erla¨utert, ein Ein-Bit Flag zur Unterscheidung zwischen herko¨mmlicher und alter-
nativer Darstellung, ein Feld von fu¨nf Bits La¨nge, das angibt, mit wie vielen Bits die
Multiplikatoren dargestellt werden, und ein Feld von sechs Bits La¨nge fu¨r die Anzahl der
Paare u¨bertragen, so ergibt sich ein Platzbedarf von 56 + 1 + 5 + 6 = 68 Bits gegenu¨ber
256 + 1 = 257 Bits.
Die PAT-Eintra¨ge beno¨tigen in herko¨mmlicher Darstellung 64 · 12 = 768 Bits. Werden
lediglich neun Bits pro PAT-Eintrag verwendet, wie in Abschnitt 6.2.6 beschrieben, und
werden die Werte fu¨r ungenutzte Subtra¨ger nicht u¨bertragen (die entsprechenden Indizes
der Subtra¨ger sind aus der BAT bekannt), so reduziert sich der Platzbedarf in der alterna-
tiven Darstellung auf 40 · 9 = 360 Bits.
Tabelle 7.1 stellt herko¨mmliche und kompakte Darstellung einander gegenu¨ber. Da pro
Protokollpaket 24 Bits an reiner Protokollinformation u¨bertragen werden (vgl. Abschnitt
5.1.2), ko¨nnen b Bits in ⌈b/24⌉ Protokollpaketen u¨bertragen werden.
Darstellung herko¨mmlich kompakt
BAT 257 Bits 68 Bits
PAT 768 Bits 360 Bits
Gesamt 1025 Bits (43 Pakete) 428 Bits (18 Pakete)
Tabelle 7.1: Platzbedarf von BAT und PAT fu¨r das Beispielszenario
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7.7.2 Einfluss der zur ¨Ubertragung genutzten Konfiguration
Wenn die Sicherungssequenz unter Einbeziehung von Kanalinformation angewendet
wird, ist gewa¨hrleistet, dass die ausgewa¨hlten Konfigurationen in beiden ¨Ubertragungs-
richtungen hinreichend kleine Paketfehlerraten aufweisen, so dass die mittlere Anzahl an
beno¨tigten ¨Ubertragungen pro Protokollpaket sehr nahe bei eins liegt. Je nachdem, welche
gewu¨nschte Mindest-Bitfehlerrate in dem entsprechenden Algorithmus aus Abschnitt 7.6
angegeben wurde, erreicht die ausgewa¨hlte Konfiguration in den allermeisten Fa¨llen auch
diese Bitfehlerrate.
Im Beispielszenario wird Konfiguration 89 gewa¨hlt. Diese Konfiguration weist ein PER
von 5.16 · 10−6 auf.
Bisher wurde jeweils nur eine ¨Ubertragungsrichtung vom Sender zum Empfa¨nger be-
trachtet. In der Realita¨t mu¨ssen jedoch beide ¨Ubertragungsrichtungen betrachtet werden,
da beide Stationen sowohl als Sender als auch als Empfa¨nger fungieren und die Fehlerra-
ten von beiden Konfigurationen gema¨ß Gleichung (7.12) kombiniert auf die Effizienz der
¨Ubertragung einwirken.
Eine Betrachtung unterschiedlicher ¨Ubertragungsbedingungen in beiden ¨Ubertragungs-
richtungen ist problemlos mo¨glich, verkompliziert allerdings die Darstellung. Daher soll
an dieser Stelle der Einfachheit halber angenommen werden, dass beide ¨Ubertragungs-
richtungen exakt die gleichen Bedingungen des Beispielszenarios aufweisen.
In diesem Fall wird fu¨r beide ¨Ubertragungsrichtungen Konfiguration 89 gewa¨hlt, die
mittlere Anzahl nP an ¨Ubertragungen pro Protokollpaket betra¨gt nach Gleichung (7.12)
nP = 1+1.03·10−5. Damit ergibt sich fu¨r die ¨Ubertragungszeit bei herko¨mmlicher Darstel-
lung von BAT und PAT eine Anzahl von 43 u¨bertragenen Symbolen, und bei kompakter
Darstellung von BAT und PAT eine Anzahl von 18 Symbolen.
Schwieriger ist die Berechnung der ¨Ubertragungszeit im synchronisierten Fall ohne Ver-
wendung von Kanalinformation (siehe Abschnitt 7.5). Wird wieder der Einfachheit halber
angenommen, dass beide ¨Ubertragungsrichtungen die Bedingungen des Beispielszenarios
aufweisen, mu¨ssen die Stoppwahrscheinlichkeiten fu¨r beide ¨Ubertragungsrichtungen und
die sich daraus ergebenden Paketfehlerraten kombiniert betrachtet werden.
Es zeigt sich, dass als Akzeptanzbedingung zur Verwendung einer Konfiguration die Be-
dingung gewa¨hlt werden sollte, dass vier aufeinanderfolgende Symbole fehlerfrei empfan-
gen werden. In diesem Fall ergibt sich fu¨r die kombinierten Wahrscheinlichkeiten pstopk1,k2 ,







Die entsprechenden Werte fu¨r das Beispielszenario sind in Abbildung 7.16 dargestellt.
Die zugeho¨rige kombinierte ¨Ubertragungseffizienz fu¨r jede Kombination der Stoppwerte
la¨sst sich gema¨ß Gleichung (7.12) ermitteln. Es zeigt sich, dass fu¨r einige Kombinationen
diese Werte extrem groß sind, was eine Mittelwertbildung u¨ber alle Kombinationen ver-


























Abbildung 7.16: Kombinierte Stoppwahrscheinlichkeiten
zerrt. Im Folgenden werden nur solche Stoppkombinationen beru¨cksichtigt, die mit einer
Wahrscheinlichkeit gro¨ßer als 10−4 auftreten.
Die entsprechenden kombinierten ¨Ubertragungseffizienzen (mittlere Zahl an ¨Ubertragun-


























Abbildung 7.17: Kombinierte ¨Ubertragungseffizienzen
Durch Gewichtung mit den kombinierten Wahrscheinlichkeiten und Summierung la¨sst
sich ein Mittelwert fu¨r die Anzahl an beno¨tigten ¨Ubertragungen fu¨r den Austausch von
BAT und PAT ermitteln. Fu¨r die ¨Ubertragungszeit bei herko¨mmlicher Darstellung von
BAT und PAT ergibt sich eine mittlere Anzahl von 60.91 u¨bertragenen Symbolen, und bei
kompakter Darstellung von BAT und PAT eine Anzahl von 25.50 Symbolen.
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Noch einmal sei darauf hingewiesen, dass diese Mittelwerte entstehen, da gelegentlich
eine ungu¨nstige Konfiguration als Stoppkonfiguration gewa¨hlt wird. In der Regel sind die
entsprechenden Werte weit kleiner. Werden beispielsweise nur die 10 wahrscheinlichsten
Kombinationen betrachtet, die eine Gesamtwahrscheinlichkeit von 92.7% auf sich ver-
einen, so fu¨hrt dies auf eine durchschnittliche Anzahl an ¨Ubertragungen pro Paket von
nP = 1.10.
Dennoch kann abschließend festgehalten werden, dass die Einbeziehung von Kanalinfor-
mation in der Regel große Vorteile mit sich bringt.
7.8 Gesamtdauer der dynamischen Adaption
Schließlich soll in einer ¨Ubersicht noch dargestellt werden, welche Zeit (angegeben als
Anzahl von u¨bertragenen DMT-Symbolen, also DMT-Symbolzeiten) die einzelnen Ad-
aptionsschritte bei Verwendung von synchronisierter Sicherungssequenz mit und ohne
Einbeziehung von Kanalinformation und bei Verwendung von herko¨mmlicher bzw. kom-
pakter Darstellung von BAT und PAT beno¨tigen.
Die einzelnen zu betrachtenden Schritte sind:
• Detektion der Sto¨rung
• Sicherungssequenz
• Austausch der angepassten BAT/PAT-Information
Als zusa¨tzlicher Punkt kommt noch die Dauer der Scha¨tzphase hinzu, die entweder vor
(mit Kanalinformation) oder nach (ohne Kanalinformation) der Sicherungssequenz statt-
findet. Da sie bei beiden Verfahren die gleiche Zeit beno¨tigt, wird sie nach den anderen
Schritten ausgewiesen.
Eine eventuelle Rechenzeit zur Berechnung der adaptierten Parameter dauert ebenfalls bei
beiden Verfahren gleich lang und wird daher in dieser ¨Ubersicht nicht gesondert betrach-
tet. Sie mu¨ssen zur Gesamtdauer der Adaption entsprechend hinzugeza¨hlt werden. Ebenso
wird der Einfachheit halber angenommen, dass die Ermittlung der optimalen Konfigura-
tion bei Verwendung von Kanalinformation keine nennenswerte Rechenzeit beno¨tigt.
Bezu¨glich der Sicherungssequenz ist bei der Methode ohne Kanalinformation zu beach-
ten, dass unter Umsta¨nden jeweils mehrere Protokollpakete pro Konfiguration ausgewertet
werden, um zu verhindern, dass die Sicherungssequenz zu fru¨h stoppt. Es wird in dieser
¨Ubersicht, wie im letzten Abschnitt erla¨utert, ein Wert von vier aufeinanderfolgenden
korrekten Paketen als Stoppbedingung verwendet. Das bedeutet, dass ein Stoppindex von
beispielsweise kstop = 5 erst nach 20 u¨bertragenen Paketen erreicht ist.
Da die einzelnen Adaptionsschritte jeweils verschra¨nkt ablaufen, d.h. gleichzeitig in bei-
den Stationen, ist es mo¨glich, die entsprechenden Werte fu¨r jede ¨Ubertragungsrichtung
zuna¨chst separat zu betrachten.
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Wa¨hrend bei den Schritten Sicherungssequenz und Austausch der Information fu¨r die
Dauer jeweils der ho¨here Wert beider Stationen maßgeblich ist, ist dies bei der Detektion
der geringere der beiden Werte. Sobald eine Station eine Sto¨rung detektiert, sendet sie das
AZS und die Sicherungssequenz beginnt.
Fu¨r das Beispielszenario betra¨gt die Paketfehlerrate fu¨r die urspru¨ngliche Protokollkonfi-
guration nach Auftreten der Sto¨rung PER = 0.997, was zu einer sehr geringen mittleren
Zeit fu¨r die Detektion der Sto¨rung fu¨hrt.
Tabelle 7.2 zeigt die Resultate bei Verwendung von herko¨mmlicher Darstellung von BAT
und PAT. Scha¨tzung und Detektion beno¨tigen bei beiden Varianten die gleiche Zeit, insbe-
sondere bei der Sicherungssequenz besitzt die Version mit Kanalinformation einen großen
Vorteil. Interessant ist, dass die Scha¨tzung der Rauschleistung den gro¨ßten Beitrag leistet.
Dieser Wert kann unter Umsta¨nden reduziert werden, fu¨hrt dann aber in der Regel auf
schlechtere Bitfehlerraten nach der Adaption.
Schritt Detektion Sicherung Info-Austausch Scha¨tzung Gesamt
ohne Info 2 256.73 60.91 300 619.64
mit Info 2 89 43 300 434
Tabelle 7.2: Dauer der Adaptionsschritte mit herko¨mmlicher BAT/PAT-Darstellung
Tabelle 7.3 zeigt die Ergebnisse bei Verwendung der kompakten Darstellung von BAT
und PAT. Lediglich die Werte fu¨r den Informationsaustausch sind hier geringer. Die Ver-
besserung fa¨llt jedoch im Vergleich zu den u¨brigen Zeiten eher gering aus.
Schritt Detektion Sicherung Info-Austausch Scha¨tzung Gesamt
ohne Info 2 256.73 25.50 300 584.23
mit Info 2 89 18 300 409
Tabelle 7.3: Dauer der Adaptionsschritte mit kompakter BAT/PAT-Darstellung
Wa¨hrend im bisher verwendeten Beispielszenario eine eher untypische Sto¨rung betrachtet
wurde, wodurch allerdings eine Reihe von wichtigen Aspekten des Systementwurfs ver-
deutlicht werden konnte, soll abschließend noch eine realistischere Sto¨rung, na¨mlich eine
schmalbandige Sto¨rung betrachtet werden. Die Verha¨ltnisse vor und nach Auftreten der
Sto¨rung sind in Abbildung 7.18 gezeigt.
Nach Auftreten der Sto¨rung ist das PER fu¨r die Protokolldaten in der Startkonfiguration
wiederum sehr hoch, na¨mlich PER = 0.993. Die Sto¨rung wird also auch im Mittel nach
zwei Symbolen erkannt.
Die entsprechenden PER fu¨r die u¨brigen Konfigurationen sind in Abbildung 7.19 darge-
stellt.
Da diesmal nur ein geringer Teil der Bandbreite von der Sto¨rung betroffen ist, wird die
Suchsequenz bedeutend fru¨her stoppen, als im ersten Szenario.
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Abbildung 7.18: SNR fu¨r zweites Beispiel









Abbildung 7.19: Paketfehlerraten fu¨r zweites Beispiel
Im Fall ohne Kanalinformation sind die Stoppwahrscheinlichkeiten fu¨r die einzelnen Kon-
figurationen, wenn wiederum der Empfang von vier fehlerfreien Paketen in Folge als
Stoppbedingung definiert wird, in Abbildung 7.20 dargestellt.
Die Bitindex-Methode scheint zuna¨chst vorteilhafter zu sein, allerdings zeigt sich, dass
die Subtra¨ger-Methode tatsa¨chlich gu¨nstiger ist, wenn der Mittelwert der ¨Ubertragungs-
effizienz u¨ber alle mo¨glichen Stoppkonfigurationen gebildet wird.
Bei der synchronisierten Sicherungssequenz mit Einbeziehung von Kanalinformation ist
Konfiguration 9 die optimale Konfiguration. Selbst bei einem Mindest-BER von 10−4 und
lediglich 200 Samples zur Scha¨tzung der Rauschleistung wird diese in 100% der Fa¨lle
als Stoppkonfiguration ausgewa¨hlt. Diese Konfiguration besitzt eine Paketfehlerrate von
PER = 1.23 · 10−4 und damit eine mittlere Anzahl von ¨Ubertragungen pro Paket nP =
1 + 2.45 · 10−4.
Die angepasste Bit- und Leistungsverteilung fu¨r das zweite Szenario sind in Abbildung
7.21 gezeigt. Die Verringerung der Gesamtbitzahl fa¨llt diesmal geringer aus.
Die BAT la¨sst sich kompakt folgendermaßen angeben:
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Abbildung 7.20: Stoppwahrscheinlichkeiten fu¨r zweites Beispiel























Abbildung 7.21: Angepasste BAT und PAT fu¨r zweites Beispiel
BAT = [(4, 0), (1, 10), (2, 6), (3, 4), (2, 8), (4, 10), (22, 8), (10, 6), (9, 4), (2, 2), (5, 0)] .
Was auf einen Platzbedarf von 10 · (5 + 4) + 6 + 6 = 102 Bits fu¨hrt. Gu¨nstiger ist jedoch
die folgende Darstellung
BAT = [(4, 0), (1, 10), (2, 6), (3, 4), (2, 8), (4, 10), (16, 8), (6, 8)(10, 6), (9, 4), (2, 2), (5, 0)] ,
die zwar ein Paar mehr aufweist, dafu¨r aber den Multiplikator mit vier statt fu¨nf Bits
repra¨sentiert und somit nur 10 · (4 + 4) + 6 + 6 = 100 Bits beno¨tigt.
Die PAT beno¨tigt bei neun Bits pro PAT-Eintrag 55 · 9 = 495 Bits. Insgesamt beno¨ti-
gen BAT und PAT in kompakter Darstellung also 595 Bits, was in 25 Protokollpaketen
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u¨bertragen werden kann. Die Ersparnis gegenu¨ber der herko¨mmlichen Darstellung fa¨llt in
diesem Szenario also geringer aus als im ersten Beispielszenario.
Wie im ersten Szenario sind die Ergebnisse fu¨r die Dauer der Adaption in den folgenden
zwei Tabellen zusammengefasst.
Schritt Detektion Sicherung Info-Austausch Scha¨tzung Gesamt
ohne Info 2 27.20 52.18 300 381.38
mit Info 2 9 43.01 300 354.01
Tabelle 7.4: Adaptionsdauer mit herko¨mmlicher BAT/PAT-Darstellung, Szenario 2
Schritt Detektion Sicherung Info-Austausch Scha¨tzung Gesamt
ohne Info 2 27.20 30.34 300 359.54
mit Info 2 9 25 300 336
Tabelle 7.5: Adaptionsdauer mit kompakter BAT/PAT-Darstellung, Szenario 2
Wie man sieht, fa¨llt der Unterschied zwischen beiden Varianten nicht so deutlich aus, wie
im ersten Szenario. Insgesamt la¨uft die Runtime Adaption bedeutend schneller ab, was
zeigt, dass die jeweilige Adaptionsdauer auch von der Art der Sto¨rung abha¨ngt.
Nach Austausch der angepassten ¨Ubertragungsparameter werden die geforderten Bitfeh-
lerraten auf allen Subtra¨gern mit geringen Abweichungen erreicht. Da die Anpassung auf
Grundlage der gescha¨tzten Rauschleistung erfolgt und entsprechend statistischen Schwan-
kungen unterliegt, werden die geforderten Bitfehlerraten in der Regel nicht exakt erreicht.
Je mehr Empfangswerte zur Scha¨tzung herangezogen werden, umso genauer sind die Re-
sultate und umso besser werden die geforderten Bitfehlerraten erreicht.
7.9 Diskussion
Die Ergebnisse dieses Kapitels haben gezeigt, dass es eine Reihe von unterschiedlichen
Adaptionsansa¨tzen gibt und dass all diese Adaptionsansa¨tze in der Regel auf unterschied-
liche Laufzeiten der Adaption fu¨hren.
Die Maßnahme der Synchronisierung der Adaptionsabla¨ufe mit Hilfe des All-Zero Sym-
bols bringt in der Regel einen großen Vorteil mit sich. Eine Durchfu¨hrung der Sicherungs-
sequenz ohne Synchronisierung hat lediglich den Vorteil, dass auf den erho¨hten Berech-
nungsaufwand zur Erkennung des AZS verzichtet werden kann.
Eine Reduktion des Platzbedarfes zur Darstellung von BAT und PAT ist in jedem Fall
sinnvoll und erfordert nur minimale Erho¨hung des Rechenaufwandes. Dafu¨r reduziert sie
die Dauer der Informationsu¨bertragung signifikant.
Es konnte gezeigt werden, dass die Einbeziehung von Kanalinformation ermo¨glicht, den
gesamten Adaptionsvorgang kontrolliert auszugestalten. Es ist zwar mo¨glich, dass die
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Sicherungssequenz la¨nger la¨uft, als dies ohne Einbeziehen der Kanalinformation der Fall
wa¨re, allerdings kann durch die Einbeziehung gewa¨hrleistet werden, dass die erreichten
Paketfehlerraten tatsa¨chlich gut genug sind, um einen zu¨gigen Abschluss der Adaption,
die ¨Ubertragung der angepassten ¨Ubertragungsparameter zu garantieren.
Wie die beiden Beispielszenarien gezeigt haben, hat auch die Sto¨rung selbst Einfluss
auf die Dauer des Adaptionsvorgangs, da sowohl der jeweilige Stoppindex als auch die
dazugeho¨rigen ¨Ubertragungseffizienzen und die Anzahl verwendeter Subtra¨ger fu¨r jede
Sto¨rung unterschiedlich ausfallen. Aus diesen Gru¨nden ist es nicht mo¨glich, einen Mittel-
wert der Adaptionsdauer fu¨r alle mo¨glichen Sto¨rungen zu berechnen.
In diesem Kapitel wurden jedoch analytische Verfahren dargestellt, die es ermo¨glichen,
fu¨r einzelne Adaptionsmethoden, Kana¨le und Sto¨rungszenarien die mittlere Adaptions-
dauer, sowie Auftrittswahrscheinlichkeiten von relevanten Ereignissen zu berechnen. Mit
Hilfe dieser Verfahren kann fu¨r eine spezielle Anwendung differenziert abgewogen wer-
den, welche Verfahren die Aufgabenstellung am besten lo¨sen. Das Gesamtsystem bietet
eine Reihe von Parametern, die an die jeweilige Anwendung angepasst werden ko¨nnen.
Im Einzelfall wird eine erho¨hte Sto¨rsicherheit, wie sie durch Einbeziehung der Kanalin-
formation gewa¨hrleistet werden kann, vielleicht zugunsten einer in der Regel ku¨rzeren
Adaptionsdauer geopfert werden.
Zusammenfassend la¨sst sich jedoch feststellen, dass in Form der synchronisierten Siche-
rungssequenz mit Einbeziehung von Kanalinformation eine Mo¨glichkeit vorliegt, die zwar
nicht immer auf die ku¨rzesten Adaptionszeiten fu¨hren wird, die allerdings auch unter ex-
trem schlechten Bedingungen innerhalb kurzer Zeit eine bestimmte geforderte ¨Ubertra-
gungsqualita¨t sowohl fu¨r die Protokolldaten als auch fu¨r die Nutzdaten wieder herstellt.
Es ist lediglich erforderlich, dass eine Konfiguration existiert, bei der die 40 Bits Proto-
kolldaten eine akzeptable Bitfehlerrate aufweisen. In den betrachteten Beispielen wurden
die Protokolldaten jeweils zusammenha¨ngend innerhalb des DMT-Symbols positioniert.
Dies ist zweckma¨ßig, um die alternativen Konfigurationen mo¨glichst schnell berechnen
zu ko¨nnen. In der Regel wird eine Konfiguration existieren, die fu¨r den weiteren Ablauf
der Adaption verwendet werden kann. Ist dies nicht der Fall, ko¨nnen weitere alternative
Konfigurationen verwendet werden. Beispielsweise ko¨nnen die Sendeleistungen auf nur
wenige Subtra¨ger konzentriert werden, falls dies vorhandene Vorschriften zur elektromag-
netischen Abstrahlung erlauben. Ebenso ko¨nnen die Subtra¨ger, die zu Beginn der Adap-
tion mit nur zwei Bits beladen waren und daher nach der ersten Reduktion der BAT frei
werden, la¨nger in alternativen Konfigurationen verwendet werden, wenn sie entsprechend
ho¨here Sendeleistungen erhalten.
Im Rahmen der vorliegenden Arbeit konnten natu¨rlich nur einige Ansa¨tze verfolgt wer-
den. Bezu¨glich der Ausgestaltung der einzelnen Algorithmen und Verfahren besitzen die
vorgestellten Methoden jedoch große Flexibilita¨t und ko¨nnen entsprechend den jeweiligen
Anforderungen einer realen Anwendung angepasst werden.
Kapitel 8
Zusammenfassung
Die Mehrtra¨gerverfahren OFDM (Orthogonal Frequency Division Multiplexing) und
DMT (Discrete Multi-Tone), die drahtgebundene Anwendung von OFDM, sind pra¨des-
tiniert, um Daten breitbandig u¨ber frequenzselektive ¨Ubertragungskana¨le zu u¨bertra-
gen. Bei der drahtgebundenen ¨Ubertragung ist die ¨Ubertragungsfunktion der betrachte-
ten Kana¨le nahezu zeitinvariant, was eine sehr exakte Anpassung der ¨Ubertragungspara-
meter an die jeweiligen ¨Ubertragungsbedingungen (Da¨mpfung und Rauschverha¨ltnisse)
ermo¨glicht.
Plo¨tzlich auftretende Sto¨rungen ko¨nnen die ¨Ubertragungsqualita¨t jedoch massiv beein-
tra¨chtigen. Herko¨mmliche Methoden, um gegen Sto¨reinflu¨sse gewappnet zu sein, umfas-
sen die Verwendung von Codierung, eines Sicherheitsabstandes (engl. Margin) und Ad-
aptionsmethoden wie beispielsweise Bit-Swap Verfahren. Es ist jedoch trotzdem mo¨glich,
dass diese Sicherungsmethoden bei einer sehr starken Sto¨rung nicht mehr greifen. Außer-
dem reduziert die Verwendung von Codierung die verfu¨gbare Datenrate, da zusa¨tzlich zu
den Nutzdaten Redundanz u¨bertragen werden muss.
Die Protokolldaten, die innerhalb des DMT-Symbols in die Nutzdaten eingebettet sind,
steuern die Datenu¨bertragung. Sie koordinieren ebenfalls die erforderlichen Adaptions-
prozesse bei Auftreten einer Sto¨rung. Wenn diese Protokolldaten ebenfalls von der
Sto¨rung betroffen sind, ist nicht mehr gewa¨hrleistet, dass die Adaption korrekt koordi-
niert werden kann, was schließlich zu einem Abbruch der Verbindung fu¨hrt. Ein Neuauf-
bau der Verbindung mit angepassten ¨Ubertragungsparametern ist sehr kostspielig, da er
la¨ngere Zeit in Anspruch nimmt.
In der vorliegenden Arbeit wird daher ein Ansatz verfolgt, der einen solchen Verbindungs-
abbruch vermeidet und stattdessen bei Auftreten einer Sto¨rung versucht, zuna¨chst die
Protokolldaten zu sichern, d.h. verla¨ssliche Kommunikation u¨ber die Protokolldaten zu
ermo¨glichen. In einem zweiten Schritt wird der Kanal vermessen und angepasste ¨Uber-
tragungsparameter werden berechnet und schließlich u¨ber die gesicherten Protokolldaten
ausgetauscht.
Im Laufe der Arbeit hat sich herausgestellt, dass es nicht zweckma¨ßig ist, die Protokoll-
daten mit Hilfe von Codierung zu schu¨tzen, da die Protokolldaten nur einen kleinen Teil
der Gesamtinformation innerhalb des DMT-Symbols darstellen. Stattdessen wurden in der
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vorliegenden Arbeit Methoden entwickelt, die die ¨Ubertragungsqualita¨t der Protokollda-
ten bei einer Sto¨rung schrittweise verbessern ko¨nnen. Ein zentrales Element spielt hierbei
eine Weiterentwicklung herko¨mmlicher ARQ-Verfahren, das sogenannte inkrementelle
ARQ, mit dessen Hilfe die ¨Ubertragung der Protokolldaten gesteuert wird.
Wa¨hrend bei herko¨mmlichen ARQ-Verfahren ein fehlerhaftes Paket erneut u¨bertragen
wird, bis es korrekt empfangen wird, erfolgt in der vorliegenden Arbeit eine Verschmel-
zung der Modulation der Daten und der ARQ-Funktionalita¨t. Fehlerhafte Pakete werden
nicht einfach erneut u¨bertragen, sondern sowohl die Sendeleistung als auch die Bitbela-
dung auf einzelnen Subtra¨gern wird zielgerichtet vera¨ndert, um die Wahrscheinlichkeit
korrekten Empfangs der Protokolldaten zu erho¨hen.
Da die Protokollinformation in der vorliegenden Arbeit nur 40 Bits umfasst, ist es
mo¨glich, sie relativ frei innerhalb des DMT-Symbols zu positionieren und zu verschie-
ben und dadurch unterschiedliche Frequenzbereiche zur ¨Ubertragung der Protokolldaten
zu nutzen. So ist es mo¨glich, einer Sto¨rung quasi auszuweichen, wenn sie Protokolldaten
in der urspru¨nglichen Position beeintra¨chtigt.
Aufbauend auf diesem zentralen Punkt der dynamischen Adaption wurde das Gesamtsys-
tem an einigen Stellen optimiert, um einen mo¨glichst reibungslosen Ablauf der Adapti-
on zu gewa¨hrleisten. Es wurden Verfahren entwickelt, um die Rauschleistung auf allen
Subtra¨gern mo¨glichst genau zu scha¨tzen, ohne dass eine zusa¨tzliche ¨Ubertragung von Re-
dundanz oder die Verwendung von Pilottra¨gern erforderlich ist. Die Darstellungsart der
angepassten ¨Ubertragungsparameter in der Bit Allocation Table und der Power Allocation
Table wurde modifiziert, um eine mo¨glichst schnelle ¨Ubertragung der Information sicher-
zustellen. Der Adaptionserfolg kann differenziert fu¨r jeden einzelnen Subtra¨ger erfolgen,
indem Methoden der automatischen Modulationsklassifikation angewendet werden.
Da die einzelnen Methoden fu¨r alle Subtra¨ger in Echtzeit durchgefu¨hrt werden mu¨ssen,
darf ihre Komplexita¨t nicht zu groß sein. Viele der Methoden basieren daher auf
Lookup-Tables, die an die jeweilige Aufgabenstellung angepasst sind und eine schnel-
le Ausfu¨hrung ermo¨glichen.
Es zeigt sich, dass die Dauer der Adaption fu¨r unterschiedliche Varianten der Adapti-
onsalgorithmen aber auch fu¨r jede einzelne Sto¨rung unterschiedlich ausfa¨llt. Da es nicht
mo¨glich und sinnvoll ist, einen Standard-Kanal oder Standard-Sto¨rungen zu definieren
und das Verhalten der Algorithmen fu¨r diese zu untersuchen, wurde stattdessen anhand
von einigen Beispielen gezeigt, wie die Leistungsfa¨higkeit der einzelnen Algorithmen
analysiert und bewertet werden kann. Die vorgestellten analytischen Methoden ermo¨gli-
chen hierbei eine umfassende Design Space Exploration wa¨hrend der Entwurfsphase
des ¨Ubertragungssystems, da sie an vielen Stellen aufwa¨ndigere Simulationen ersetzen
ko¨nnen. Fu¨r eine bestimmte Anwendung ko¨nnen typische Sto¨rungen und ¨Ubertragungs-
kana¨le eingegrenzt werden und fu¨r diese Bedingungen ko¨nnen die Systemparameter opti-
mal angepasst werden.
Die vorliegende Arbeit stellt daher eine Art Werkzeugkasten zur Verfu¨gung, mit des-
sen Methoden Systeme entworfen werden ko¨nnen, die auch unter extrem schlechten Be-
dingungen die geforderten Dienstgu¨ten fu¨r Protokoll- und Nutzdaten wieder herstellen
ko¨nnen und somit, abgesehen von kurzen Transitionsphasen nach Auftreten einer Sto¨rung,
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jederzeit optimierte ¨Ubertragungsbedingungen bereitstellen.
Durch die Verwendung der vorgestellten Methoden und Zusammenschalten mehrerer
Transceiver ist es so beispielsweise mo¨glich, hochverfu¨gbare Netzwerke aufzubauen, die
sich dynamisch an vera¨nderliche ¨Ubertragungsbedingungen anpassen und jederzeit die
maximale Datenrate u¨ber die einzelnen Verbindungen ermo¨glichen.
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