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INDEX AND THE MEAN OF THE LIMITING CLUSTER SIZE
DISTRIBUTION
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Abstract. The Extremal Index is a parameter that measures the intensity of clustering
of rare events and is usually equal to the reciprocal of the mean of the limiting cluster
size distribution. We show how to build dynamically generated stochastic processes with
an Extremal Index for which that equality does not hold. The mechanism used to build
such counterexamples is based on considering observable functions maximised at at least two
points of the phase space, where one of them is an indifferent periodic point and another
one is either a repelling periodic point or a non periodic point. The occurrence of extreme
events is then tied to the entrance and recurrence to the vicinities of those points. This
enables to mix the behaviour of an Extremal Index equal to 0 with that of an Extremal
Index larger than 0. Using bi-dimensional point processes we explain how mass escapes in
order to destroy the usual relation. We also perform a study about the formulae to compute
the limiting cluster size distribution introduced in [14, 4] and prove that ergodicity is enough
to establish that the reciprocal of the Extremal Index is equal to the limit of the mean of the
finite time cluster size distribution, which, in the case of the counterexamples given, does
not coincide with the mean of the limit of the cluster size distribution.
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1. Introduction
In Extreme Value Theory, there is a parameter that quantifies the intensity of clustering of
extreme events. This parameter, which we will denote by θ, was called Extremal Index (EI)
by Leadbetter in [21], takes values in [0, 1] and is such that θ = 1 means absence of clustering
while θ close to 0 means intensive clustering.
In order to keep track of the occurrence of extreme events, one can consider point processes
that count the number of such occurrences on a normalised time frame. In [17], these point
processes were proved to converge to a compound Poisson process where the Poisson events are
charged by a multiplicity corresponding to the cluster size. Under some regularity conditions,
the EI can be identified as the inverse of the mean cluster size, i.e., , θ−1 is the average of
multiplicity distribution of the limiting compound Poisson process. When θ = 1, the cluster
size is 1 a.s. and the limiting process is a simple Poisson process.
However, in [28] a counterexample was given where the EI does not coincide with the inverse
of the mean cluster size of the limiting compound Poisson process. This example is based on
a regenerative sequence with EI equal to 1/2 but with a simple Poisson process limit, which
means a mean cluster size equal to 1. The regenerative property of the sequence is the key to
prove the existence of an EI equal to 1/2, which is guaranteed by [27, Theorem 3.1].
More recently, a theory of extreme values for dynamical systems has been developed (see [23]
and references therin). The idea is to consider stochastic processes arising from dynamical
systems by evaluating a given observable along the orbits of that system. This observable
is typically maximised at a single point ζ chosen in the phase space and then, as observed
in [11], the study of the occurrence of extreme events is related to problems of entrance and
recurrence times. In [13], the authors have shown that periodicity of ζ implies the appearance
of clustering and, consequently, an EI less than 1, which is given by the rate of expansion
of the system at the maximal point ζ. Later, in [14], the authors showed that at periodic
points the point processes of extreme events (or Rare Events Point Process (REPP)) converge
to a compound Poisson process with a geometric multiplicity distribution of average θ−1.
Moreover, for sufficiently regular systems, a full dichotomy exists (see [20, 4]), i.e., , either ζ is
periodic and we have clustering or ζ is non-periodic and we have the absence of clustering with
θ = 1 and standard Poisson process as a limit for the REPP. In [5], the authors introduced
3a new device to create clustering: instead of considering observables maximised at a single
point, they consider multiple maximising points and show that if these points are related
by belonging to the same orbit then a fake periodic behaviour emerges, which is responsible
for the appearance of clustering of extreme observations. This approach yielded examples of
different clustering patterns corresponding to different multiplicity distributions pertaining to
the cluster size. However, in all such examples the EI coincides with inverse of the mean
cluster size.
In this paper, we use the same mechanism to produce new counterexamples of stochastic
processes with an EI that cannot be interpreted as the inverse of the mean cluster size of the
corresponding limiting process. The idea is to consider an observable maximised at (at least)
two points, where one of them is an indifferent periodic point while the other is either a non-
periodic point or a repelling periodic point. We recall that when an observable is maximised
at a single indifferent fixed point, we obtain an EI θ = 0 (see [16]). Hence, we are mixing a
degenerate behaviour corresponding to an EI equal to 0 with an EI strictly larger than 0 to
obtain a stochastic process with an EI, which somehow corresponds to an average of these
two types of behaviour, but whose finite time multiplicity distributions are not uniformly
integrable and, therefore, the mean of the respective limit does not coincide with the inverse
of the EI. To prove these statements we will use the formulas for EI given in [13], the formulas
for the multiplicity distributions given in [14, 4], the dynamics of the Manneville-Pomeau map
and also some tools from [16].
We remark that, in the counterexample built by Smith in [28], one can show that the regen-
erative process is also mixing the behaviour of an EI equal to 0 with that of an EI equal to 1,
which we defer to [3]. Moreover, in all counterexamples, the EI still coincides with reciprocal
of the limit of the mean finite time cluster size distribution. Hence, the problem is that the
limit of the mean finite time cluster size distribution does not coincide with the mean of the
limiting cluster size distribution. This happens because there exists an escape of mass, which
can be detected by looking at bi-dimensional point processes of rare events, which can be
projected to obtain the one dimensional REPP mentioned earlier. In Section 4 , we describe
how the behaviour corresponding to an EI equal to 0 is responsible for the escape of mass
observed in the counterexamples, which ultimately explains why the usual interpretation for
the EI fails in these situations.
Another highlight of this paper is the fact that we provide a nice interpretation of the formula
to compute the cluster size distribution of the limiting process that was introduced in [14, 4]
and relate it to the one used by Robert in [26], for example. Moreover, we prove that ergodicity
is sufficient to show that the EI still coincides with reciprocal of the limit of the mean finite
time cluster size distribution.
2. Extremal analysis of stationary stochastic processes
In this section we let X0, X1, . . . denote a general stationary stochastic process, which we
identify with the respective coordinate-variable process on (RN0 ,BN0 ,P), where R = Rd and
BN0 is the σ-field generated by the coordinate functions Vn : RN0 → R, with Vn(x0, x1, . . .) =
xn, for n ∈ N0, so that there is a natural measurable map, the shift operator T : RN0 → RN0 ,
given by T (x0, x1, . . .) = (x1, x2, . . .), which when applied later in the dynamical systems
context can be identified with Tα.
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Observe that:
Vi−1 ◦ T = Vi, for all i ∈ N.
Since, we are assuming that the process is stationary, then P is T -invariant. Note that
Vi = V0 ◦T i, for all i ∈ N0, where T i denotes the i-fold composition of T , with the convention
that T 0 denotes the identity map on RN0 .
In what follows, for every A ∈ B, we denote the complement of A as Ac := X \A.
2.1. Clustering of rare events. Consider an extreme or rare event A ∈ B whose occurrence
we want to study. For independent and identically distributed (iid) stochastic processes we
expect the occurrences of A to appear scattered along the time line. When the random
variables are not independent then there may be a tendency for the observations of A to
appear concentrated in groups (clusters). This is sometimes referred as the law of series, see
[8]. Identifying the clusters becomes a problem because sometimes is not clear if a certain
observation of A is sufficiently close (in time) to others in order to be classified as belonging
to the same cluster. We are going to assume that there exists a fixed q ∈ N, which will be the
maximum waiting time between the occurrence of two extreme events on the same cluster.
We define the sequence of nested sets
(
U (κ)(A)
)
κ≥0 of BN0 given by:
U (0)(A) = V −10 (A)
Q(0)q (A) = U
(0)(A) ∩
q⋂
i=1
T −i((U (0)(A))c),
and for κ ∈ N,
U (κ)(A) = U (κ−1)(A) \Q(κ−1)q (A) (2.1)
Q(κ)q (A) := U
(κ)(A) ∩
q⋂
i=1
T −i
(
(U (κ)(A))c
)
(2.2)
U (∞)(A) =
⋂
κ≥0
U (κ)(A). (2.3)
Note that U (κ−1)(A) corresponds to observing A at time 0 and then observing A for at
least κ times so that the waiting time between two observations of A is at most q. Namely,
briefly, once A is observed, the size of the cluster is at least κ. Observe that Q(κ−1)q (A) =
U (κ−1)(A) \ U (κ)(A) corresponds to the observing A exactly κ times within no more than
q units of time between one and the next observation of A. This means that the κ + 1-th
observation of A occurs at least q + 1 iterations after the κ-th observation of A. Again,
briefly, in this case, we are saying that the size of the cluster is exactly κ. The event U (∞)(A)
corresponds to the occurrence of an observation of A, which is followed by an infinite number
of observations of A which are at most q units of time apart from each other. To put it in a
different way, if we define
h : RN0 → {0, 1}N0 (2.4)
x = (x0, x1, . . .) 7→ ω = ω0ω1 . . .
by setting for each n ∈ N0 that ωn = Vn(h(x)) = 1 if xn ∈ A and ωn = Vn(h(x)) = 0 if
xn /∈ A, then if x = (x0, x1, . . .) ∈ U (κ)(A) then h(x) is a binary sequence, which starts with
5a 1 and has no block of more than q − 1 consecutive 0’s. Let J be an interval contained in
[0,∞). We define
WJ(A) :=
⋂
i∈J∩N0
T −i(Z−10 (Ac)). (2.5)
Note that if x ∈ WJ(A) means that h(x) has a block of consecutive 0’s that correspond to the
observations in J ∩N0. We can now write a formula to determine the cluster sizer distribution
of observations of A. We define the mass probability function piA supported on the positive
integers by
piA(κ) =
P(Q(κ−1)q (A))− P(Q(κ)q (A))
P(Q(0)q (A))
, for each κ ∈ N. (2.6)
This formula for the finite time cluster size distribution was used first in [14] and explicitly
written for the first time in [4]. It appeared subsequently in [5, 6]. This formula was derived
during the proof of the convergence of REPP, which was based on a blocking type of argument.
Although very useful it lacked a clear intuitive interpretation, which we mean to provide next.
In order to establish the convergence of the REPP, we will describe a condition Д′q(un)∗
inspired in condition D′p(un)∗ from [14], which is also very similar to the condition D(k)(un)
introduced by Chernick et al. in [7]. This condition implies that the maximum waiting
time before another observation of A within the same cluster is q units of time. Hence, if
(x0, x1, . . .) ∈ RN0 is a realisation of X0, X1, . . . then the beginning of cluster and the ending
of cluster can be easily identified in h(x0, x1, . . .) by the appearance of a block of at least q
consecutive 0’s. Let q, κ ∈ N be fixed and consider the set of finite strings of 0’s and 1’s such
that each string starts and ends with a 1, has exactly κ 1’s, which are separated by at most
q − 1 0’s, i.e., there is no block of q or more consecutive 0’s in the string. Namely, let
Wq(κ) =
$ ∈
q(κ−1)+1⋃
i=κ
{0, 1}i : V0($) = V|$|−1($) = 1,
|$|−1∑
i=0
V0(T i($)) = κ,
T i($) ∈
q−1⋃
j=0
V −1j (1), for all i = 0, . . . , |$| − 1
 ,
where we still use the notation T and Vj for the shift map and the projection on the j-th
coordinate even when leading with finite strings and |$| is the length of the finite string $.
Finally we define:
Hq(κ) = h−1
ω ∈ {0, 1}N0 : ω = 0 . . . 0︸ ︷︷ ︸
q symbols
$ 0 . . . 0︸ ︷︷ ︸
q symbols
. . . , for some $ ∈Wq(κ)


and also set
Hq(0) = h−1
ω ∈ {0, 1}N0 : ω = 0 . . . 0︸ ︷︷ ︸
q symbols
1 . . .

 .
Observe that Hq(0) determines the beginning of a new cluster, while Hq(κ) corresponds to the
appearance of a cluster of size κ. Observe that Hq(κ) ⊂ Hq(0) and to illustrate the definition
we note that 0011010110100 . . . ∈ h(H2(6)) and 0001001011000 . . . ∈ h(H3(4)).
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The next result gives an interpretation of piA defined in (2.6) as the cluster size distribution,
i.e., as the probability of having a cluster of size κ conditioned to knowing that we have
initiated a cluster.
Theorem 2.1. Consider the distribution piA given by (2.6). We can write:
piA(κ) = P(Hq(κ)|Hq(0)). (2.7)
Remark 2.2. We note that the formula on the right hand side of (2.7) can be identified precisely
as the distribution of C |kr considered in [26] for the cluster size distribution.
Proof. By definition of Q(κ)q (A) given in (2.2), we have
Hq(κ) = T −q(Q(κ−1)q (A)) \
q−1⋃
i=0
(
T −i(Q(κ)q (A)) ∩ T −q(Q(κ−1)q (A))
)
.
Observe that
(
T −i(Q(κ)q (A)) ∩ T −q(Q(κ−1)q (A))
)⋂(T −j(Q(κ)q (A)) ∩ T −q(Q(κ−1)q (A))) = ∅,
for all 0 ≤ i 6= j ≤ q − 1. To see this, assume w.l.o.g. that 0 ≤ i < j ≤ q − 1 and
take x = (x0, x1, . . .) ∈ RN0 such that x ∈ T −i(Q(κ)q (A)) ∩ T −q(Q(κ−1)q (A)) then realise that
Vi(h(x))) = 1 and V`(h(x))) = 0 for all ` = i + 1, . . . , q − 1, while i < j ≤ q − 1 and
x ∈ T −j(Q(κ)q (A)) ∩ T −q(Q(κ−1)q (A)) means that in particular that Vj(h(x))) = 1, which
establishes that the two events are definitely incompatible. Hence, by stationarity we have:
P(Hq(κ)) = P(T −q(Q(κ−1)q (A)))−
q−1∑
i=0
P
(
T −i(Q(κ)q (A)) ∩ T −q(Q(κ−1)q (A))
)
= P(Q(κ−1)q (A))−
q−1∑
i=0
P
(
Q(κ)q (A) ∩ T −q+i(Q(κ−1)q (A))
)
.
Now, we claim that Q(κ)q (A) =
⋃· q−1i=0 Q(κ)q (A)∩T −q+i(Q(κ−1)q (A)), where ∪· stands for disjoint
union. To see this observe that
Q(κ)q (A) = h
−1
({
ω ∈ {0, 1}N0 : ω = $ . . . , for some $ ∈Wq(κ+ 1)
})
=
q−1⋃
·
i=0
h−1
ω ∈ {0, 1}N0 : ω = 1 0 . . . 0︸ ︷︷ ︸
i symbols
$ . . . , for some $ ∈Wq(κ)


=
q⋃
·
j=1
Q(κ)q (A) ∩ T −j(Q(κ−1)q (A)).
It follows that
P(Hq(κ)) = P(Q(κ−1)q (A))− P(Q(κ)q (A)).
Note that Q(0)q (A) = W[0,q+1)(A)\T −1(W[0,q)(A)) and Hq(0) = W[0,q+1)(A)\W[0,q)(A). There-
fore, by stationarity P(Q(0)q (A)) = P(Hq(0)) = P(W[0,q+1)(A)) − P(W[0,q)(A)). Recalling that
Hq(κ) ⊂ Hq(0) we obtain:
P(Hq(κ)|Hq(0)) = P(Hq(κ))P(Hq(0)) =
P(Q(κ−1)q (A))− P(Q(κ)q (A))
P(Q(0)q (A))
= piA(κ).
7
From the formula (2.6) we can easily derive a formula for the mean finite time cluster size
distribution, which will see below to coincide with the reciprocal of the definition of the
Extremal Index.
Theorem 2.3. If P(U (∞)(A)) = 0, then
∞∑
j=1
jpiA(j) =
P(U (0)(A))
P(Q(0)q (A))
.
Proof. Observe that by construction, for all n ∈ N, we have Q(κ)q (A) ∩ Q(j)q (A) = ∅, for all
κ 6= j. Moreover, U (0)(A) = ⋃∞κ=0Q(κ)q (A) ∪ U (∞)(A) and then, by assumption, we have
P(U (0)(A)) =
∞∑
κ=0
µα(Q
(κ)
q (A)).
It follows that
∞∑
j=1
jpiA(j) =
∞∑
i=1
∞∑
j=i
piA(j) =
∞∑
i=1
∞∑
j=i
P(Q(j−1)q (A))− P(Q(j)q (A))
P(Q(0)q (A))
=
∑∞
i=1 P(Q
(i−1)
q (A))
P(Q(0)q (A))
=
P(U (0)(A))
P(Q(0)q (A))
.

Corollary 2.4. If T is ergodic w.r.t. P and P(W[0,q+1)(A)) > 0 then P(U (∞)(A)) = 0 and
therefore the statement of the previous theorem holds.
Proof. Let B∞ =
⋃q
i=0 T −i(U (∞)(A)). Observe that T −1(B∞) ⊂ B∞ and since by invariance
of P we also have P(T −1(B∞)) = P(B∞) then P(T −1(B∞)4B∞) = 0, which means that
by ergodicity P(B∞) = 0 or P(B∞) = 1. Since W[0,q+1)(A) ⊂ (B∞)c, then the hypothesis
guarantees that P(B∞) 6= 1 and the conclusion follows. 
2.2. Point processes and the extremal index. Our goal is to keep record of the number
of occurrences of A on a certain time frame and then be able to provide statements regarding
its asymptotic behaviour. We will do so by considering point process theory. The asymptotics
comes to play by considering events that are rarer and rarer, i.e., we will consider a nested
sequence of sets An such that limn→∞ P(An) = 0. In fact, we will use the framework of
Extreme Value Theory where {X0 ∈ An} corresponds to an exceedance {X0 > un} of a
threshold un, where un is converging to the right hand point of the support of the distribution
function of X0 (which may be +∞). We remark that there is no loss of generality in doing
so because one could always find an auxiliary stochastic process Y0, Y1, . . . such that {X0 ∈
An} = {Y0 > un} (see [11, 12]).
We assume that the sequence of levels (un)n∈N satisfies the condition:
lim
n→∞nP(X0 > un) = τ, (2.8)
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for some τ > 0. This condition is requiring that the average frequency of exceedances of
the level un among the n first observations is asymptotically constant. Note that this, in
particular, implies that limn→∞ un = sup{x ∈ R : P(X0 ≤ x) < 1}.
Let E = [0,∞). We say that m is a point measure on E if m = ∑∞i=1 δxi , where δxi denotes
the Dirac measure supported on xi ∈ E. We say that m is simple if all the xi are distinct and
that m is Radon if m(K) < ∞ for all compact K ⊂ E. Consider the space Mp(E) of all the
Radon point measures defined on E endowed with the vague topology. A point process on E
is just a random element on Mp(E) and we will be particularly interested on the following:
Nn =
∞∑
i=0
δ i
n
1{Xi>un}. (2.9)
Note that Nn([0, 1)) counts the number of exceedances among the first n observations of the
process. Moreover, on account of (2.8), for any interval J ⊂ E, we have that E(Nn(J))→ τ |J |,
where |J | denotes the Lebesgue measure of J .
Our main goal is to study the weak convergence of Nn. A point process N on E is the
weak limit of Nn if for any finite number of intervals of the form J` = [a`, b`), with ` =
1, . . . , ς, we have that the random vector (Nn(J1), . . . , Nn(Jς)) converges in distribution to
(N(J1), . . . , N(Jς)) (see [19]).
We will see that under certain conditions the weak limit N is a compound Poisson process,
which can be described in the following way. LetW1,W2, . . . be an iid sequence of exponentially
distributed random variables with mean 1/η > 0, i.e., Wi ∼ Exp(η). Let Ti =
∑i
j=1Wi and
D1, D2, . . . be an iid sequence of positive integer valued random variables independent of
T1, T2, . . .. Then N =
∑∞
i=1DiδTi . Typically, Ti corresponds to the time of appearance of the
i− th cluster and Di the respective size. We say that n is a compound Poisson process with
intensity η and multiplicity distribution given by pi(κ) = P(D1 = κ).
The weak convergence ofNn gives a lot of information about the limiting behaviour of the order
statistics of a finite sample of X0, X1, . . .. In particular, if Mn = max{X0, . . . , Xn−1} we have
{Mn ≤ un} = {Nn([0, 1)) = 0}. Therefore, limn→∞ P(Mn ≤ un) = P(N([0, 1) = 0). When
we have a compound Poisson process in the limit then P(N([0, 1) = 0) = P(W1 > 1) = e−η.
Since in most situations E(Nn([0, 1))) = τ then η = τ/E(D1). This motivates the following
definition.
Definition 2.1. Consider a sequence (un)n∈N such that (2.8) holds. We say we have an
Extremal Index (EI) 0 ≤ θ ≤ 1 if limn→∞ P(Mn ≤ un) = e−θτ .
Usually, we have that θ−1 = E(D1) and the EI can be interpreted as a measure of the intensity
of clustering, so that θ = 1 means the absence of clustering. We will build examples where
this relation between the EI and E(D1) does not hold anymore.
2.3. Convergence of point processs. In order to obtain the convergence of the point pro-
cesses introduced above we will use two conditions on the dependence structure of original
stochastic process X0, X1, . . .. We introduce the notation for all κ ∈ N0 ∪ {∞}:
U (κ)(un) := U
(κ)([un,∞)), Q(κ)q (un) := Q(κ)q ([un,∞)) and pin(κ) := pi[un,∞)(κ)
The first condition is a sort of mixing condition specially designed for this extreme analysis
with applications to dynamically generated stochastic processes. It was introduced in [14].
9Condition (Дq(un)∗). We say that Дq(un)∗ holds for the sequence X0, X1, . . . if for any
integers t, κ1, . . . , κζ , n and any intervals of the form Ij = [aj , bj) with aj+1 ≥ bj for all
j = 1, . . . ζ − 1 and such that a1 ≥ t,∣∣∣P(Qκ1q (un) ∩ (∩ζj=2Nn(Ij) = κj))− P (Qκ1q (un))P(∩ζj=2Nn(Ij) = κj) ∣∣∣
≤ γ(q, n, t),
where for each n we have that γ(q, n, t) is nonincreasing in t and nγ(q, n, tn)→ 0 as n→∞,
for some sequence tn = o(n).
For some fixed q ∈ N0, consider the sequence (tn)n∈N, given by condition Дq(un) and let
(kn)n∈N be another sequence of integers such that
kn →∞ and kntn = o(n). (2.10)
Condition (Д′q(un)∗). We say that Д′q(un)∗ holds for the sequence X0, X1, X2, . . . if there
exists a sequence (kn)n∈N satisfying (2.10) and such that
lim
n→∞ n
bn/knc−1∑
j=q+1
P
(
Q(0)q ∩ T −j(U (0)(un))
)
= 0. (2.11)
Note that condition Д′q(un)∗ is just condition D(q+1)(un) in the formulation of [7, Equation
(1.2)]. Essentially, it is forbidding (or making very unlikely) the appearance of two clusters in
a very short period of time and, in particular, motivating our assumption that the maximum
waiting time between two consecutive exceedances on the same cluster is q.
Let us define for each n ∈ N
θn =
P(Q(0)q (un))
P(U (0)(un))
, (2.12)
which measures the proportion of realisations of U (0)(un)), i.e., exceedances of un that do not
produce another exceedance in the same cluster.
If there exists 0 ≤ θ ≤ 1 such that θ = limn→∞ θn, then under conditions Дq(un)∗ and Д′q(un)∗
we have that limn→∞ P(Mn ≤ un) = e−θτ (see [13, 15]), which means that θ is the EI. This
formula for the EI has already appeared in the work of O’Brien [24].
In the case where the exceedance corresponds to hitting time to a cylinder set of at least
length un, this formula was also used in [1, 2], with q equal to the periodicity of the cylinder.
From the study developed in [14] and as noticed in [4, Appendix B], we can state the following
result which applies to general stationary stochastic processes. A full proof of this result can
be seen in [10].
Theorem 2.5 ([14, 10]). Let X0, X1, . . . satisfy conditions Дq(un)∗ and Д′q(un)∗, where
(un)n∈N is such that (2.8) holds. Assume that the limit θ = limn→∞ θn exists, where θn
is as in (2.12) and moreover that for each κ ∈ N, the following limit also exists
pi(κ) := lim
n→∞pin(κ) = limn→∞
(
P(Qκ−1q,0 (un))− P(Qκq,0(un))
)
P(Q0q,0(un))
. (2.13)
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Then the REPP Nn converges in distribution to a compound Poisson process with intensity θτ
and multiplicity distribution pi given by (2.13).
Observe that by Theorem 2.3, for every n ∈ N, if P(U (∞)(un)) = 0, then the mean of the
distribution pi[un,∞) is the reciprocal of θn, i.e.,
∑∞
κ=1 κpin(κ) = θ
−1
n . It follows that if there
exists 0 ≤ θ ≤ 1 such that θ = limn→∞ θn, then limn→∞
∑∞
κ=1 κpin(κ) = θ
−1.
We are going to build an example such that, although the latter equality holds, the same does
not hold for the asymptotic distribution of the cluster size, i.e., limn→∞
∑∞
κ=1 κpi(κ) 6= θ−1.
3. Dynamical counterexamples
Let us consider a one-dimensional family of maps with an indifferent fixed point of the
Manneville-Pomeau (MP) type. We will be using the particular form given in [22]. Namely,
for α > 0,
T = Tα(x) =
{
x(1 + 2αxα) for x ∈ [0, 1/2)
2x− 1 for x ∈ [1/2, 1] (3.1)
If α ∈ (0, 1) then there is an absolutely continuous (w.r.t. Lebesgue) invariant probability
µα, which is the case we will restrict to. These maps have been studied in [22, 29, 18] and,
for each α ∈ (0, 1), the system ([0, 1], Tα, µα) has polynomial decay of correlations. That is,
letting Hβ denote the space of Hölder continuous functions φ with exponent β equipped with
the norm ‖φ‖Hβ = ‖φ‖∞ + |φ|Hβ , where
|φ|Hβ = sup
x 6=y
|φ(x)− φ(y)|
|x− y|β ,
there exists C > 0 such that for each φ ∈ Hβ , ψ ∈ L∞ and all t ∈ N,∣∣∣∣∫ φ · (ψ ◦ T t)dµα − ∫ φdµα ∫ ψdµα∣∣∣∣ ≤ C‖φ‖Hβ‖ψ‖∞ 1
t
1
α
−1 . (3.2)
Let hα = dµαdx . In [18], Hu showed that hα ∈ L1+, with  < 1/α− 1, hα is Lipschitz on [a, 1]
for all 0 < a < 1 and moreover limx→0
h(x)
x−α = C0 > 0. Hence, for small s > 0 we have that
µα([0, s)) ∼ C1s1−α, (3.3)
for some C1 > 0, where the notation A(s) ∼ B(s) is used in the sense that lims→0 A(s)B(s) = 1.
When the constant is unimportant, we will also use the notation A(s) ∼c B(s) in the sense
that there is c > 0 such that lims→0
A(s)
B(s) = c.
Let x be such that Tα(x) = y, i.e., y = x + 2αx1+α. From the properties of the invariant
density and (3.3) we get that there exists C1 > 0 such that
µα([0, y)) ∼ C1(x1−α + (1− α)2αx+ o(x)) (3.4)
µα([0, x)) ∼ C1x1−α. (3.5)
µα([x, y)) ∼c (1− α)2αx+ o(x). (3.6)
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Our goal is to study the extremal behaviour of stochastic processes arising from such dynamical
systems by considering an observable function that we will denote by ϕ : [0, 1] → R ∪ {+∞}
and defining the process X0, X1, . . . by
Xn = ϕ ◦ Tnα , for all n ∈ N0 (3.7)
where Tnα denotes the n-fold composition of Tα and T 0α is just the identity map. The Tα
invariance of µα guarantees that X0, X1, . . . is stationary.
3.1. A dynamical emulation of Smith’s example. In this case, we are going to use the
idea introduced in [5] to make a balanced mixture of a behaviour associated with an EI equal
to 0 with the behaviour of an EI equal to 1. For that purpose we are going to consider that
the observable function ϕ will be maximised at two points, namely, the point ζ1 = 0, which
is an indifferent fixed point, and a point ζ2 ∈ [1/2, 1], whose orbit never hits the maximal
set C = {ζ1, ζ2}, i.e., f jα(ζ2) /∈ C, ∀j ∈ N. One could take for example the preperiodic point
ζ2 ∈ [1/2, 1] such that f(ζ2) = ξ, where ξ is the periodic point of period 2 on [0, 1/2]. The
observable function will be designed so that the chances of starting near ζ1 or ζ2 are equally
weighed. Note that if C = {ζ1}, by [16, Theorem 2], we would have an EI equal to 0, while,
by [16, Theorem 1], if C = {ζ2}, the EI would be equal to 1. In this case, we will obtain an
EI equal to 1/2 which is the mean of the two possible values.
We take the following observable:
ϕ(x) = g(C1dist(x, ζ1)1−α)1[0,δ) + g(2hα(ζ2)dist(x, ζ2))1(ζ2−δ,ζ2+δ), (3.8)
for some δ > 0, where dist denotes any given metric on [0, 1] and the function g : [0,+∞)→
R ∪ {+∞} is such that 0 is a global maximum (g(0) may be +∞); g is a strictly decreasing
bijection g : V → W in a neighbourhood V of 0; and has one of the three types of behaviour
described for example in [23, Section 4.2.1], which are quite general and essential guarantee
that we do not fall into a case of degeneracy of the limiting law for the partial maxima of the
stochastic process X0, X1, . . ..
We claim that with this particular choice of type of observable ϕ then the process X0, X1, . . .
has an EI that does not coincide with the reciprocal of the mean cluster size distribution of
the limiting process of Nn given in (2.9).
Theorem 3.1. Consider a a map Tα defined in (3.1) for some 0 < α <
√
5− 2. Let ϕ be as
in (3.8) and consider the stochastic process X0, X1, . . . defined by (3.7). This process admits
an EI θ = 12 . Moreover, the point process Nn defined by (2.9) for such stochastic process and
for a sequence of levels (un)n∈N satisfying (2.8) converges in distribution to a Poisson process
N defined on the positive real line with intensity θτ .
Remark 3.2. Observe that the EI obtained θ = 1/2 does not coincide with the reciprocal of
the mean of the cluster size of the limiting process N , which in this case is 1 because it turns
out that N is actually a Poisson process.
Remark 3.3. Nevertheless, recall that by Theorem 2.3 we still have that θ = 1/2 is the
reciprocal of the limit of the mean cluster size of the finite time point process Nn, i.e.,
θ−1 = lim
n→∞
∑
κ=1
κpin(κ).
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In order to prove this theorem, we apply Theorem 2.5. To that end we need to check conditions
Дq(un)∗ and Д′q(un)∗ which we leave for Sections 3.3 and 3.4, respectively. We are left to prove
that θn given in (2.12) converges to θ = 1/2 and the finite time cluster size distribution pin
given by pin(κ) = pi[un,∞)(κ) as in (2.6) converges to a degenerate distribution pi such that
pi(1) = 0 and pi(κ) = 0 for all κ > 1.
Letting Bδ(ζ2) = (ζ2 − δ, ζ2 + δ), we note that
{ϕ(x) > u} = ({x : C1|x|1−α < g−1(u)} ∩ [0, δ)) ∪ ({x : 2hα(ζ2)|x− ζ2| < g−1(u)} ∩Bδ(ζ2))
=
({
|x− ζ1| <
(
1
C1
g−1(u)
) 1
1−α
}
∩ [0, δ)
)
∪
({
|x− ζ2| < 1
2hα(ζ2)
g−1(u)
}
∩Bδ(ζ2)
)
.
Defining now yn =
(
1
C1
g−1(un)
)1/(1−α)
and δn = 12hα(ζ2)g
−1(un), we obtain
Un := U
(0)(un) = {ϕ(x) > un} = [0, yn) ∪Bδn(ζ2)
and by (3.4) we have
µα(Un) = µα([0, yn)) + µα([ζ2 − δn, ζ2 + δn])
∼ C1
((
1
C1
g−1(un)
)1/(1−α))1−α
+ g−1(un)
∼ 2g−1(un)
Let τ be such that
2g−1(un(τ)) =
τ
n
or equivalently un(τ) = g
( τ
2n
)
. (3.9)
In this case,
Q
(0)
p,0(un) = [xn, yn) ∪ [ζ2 − δn, ζ2 + δn].
So, by (3.6) end (3.9), we obtain
µα(Q
(0)
p,0(un)) ∼ c(1− α)2αxn + o(xn) +
τ
2n
. (3.10)
Since µα([0, yn)) ∼ g−1(un) = τ2n , then, by (3.4), we have that
C1(x
1−α
n + (1− α)2αxn + o(xn)) ∼
τ
2n
,
which implies that
xn = O
(( τ
2n
)1/(1−α))
. (3.11)
Then, by (3.10),
µα(Q
(0)
p,0(un)) = O
(( τ
2n
)1/(1−α))
+
τ
2n
.
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In this way we easily obtain
θ = lim
n→+∞
τ
2n +O
((
τ
2n
)1/(1−α))
τ
n
=
1
2
.
Recall that
pin(k) =
µα
(
Q
(k−1)
p,0 (un)
)
− µα
(
Q
(k)
p,0(un)
)
µα
(
Q
(0)
p,0(un)
) .
In this case, Q(1)p,0(un) = [x
(1)
n , xn), where Tα
(
x
(1)
n
)
= xn, i.e., x
(1)
n +2α
(
x
(1)
n
)1+α
= xn, which
implies that x(1)n = O(xn).
Consequently, by (3.11)
pin(1) =
µα
(
Q
(0)
p,0(un)
)
− µα
(
Q
(1)
p,0(un)
)
µα
(
Q
(0)
p,0(un)
) = O
((
τ
2n
)1/(1−α))
+ τ2n −O
((
τ
2n
)1/(1−α))
O
((
τ
2n
)1/(1−α))
+ τ2n
,
which goes to 1 as n goes to ∞ and, therefore, we must have pi(1) = limn→∞ pin(1) = 1 and
pi(κ) = 0 for all κ > 1. In any case, we can also easily check that
pin(k) =
µα
(
Q
(k−1)
p,0 (un)
)
− µα
(
Q
(k)
p,0(un)
)
µα
(
Q
(0)
p,0(un)
) = O
((
τ
2n
)1/(1−α))
O
((
τ
2n
)1/(1−α))
+ τ2n
,
which goes to 0 as n goes to ∞.
3.2. Dynamical counterexample with periodic behaviour. As in the previous example
we use a maximal set C = {ζ1, ζ2} consisting of two points, where ζ1 = 0 is again the indifferent
fixed point while ζ2 ∈ [1/2, 1] is a periodic point, namely, for some p ∈ N, we have T pα(ζ2) =
ζ2 and T
j
α(ζ2) /∈ {ζ1, ζ2}, ∀j ∈ {1, . . . , p − 1}. As proved in [13], if C = {ζ2}, then we would
have an EI θ = 1− γ−1, where γ = DT pα(ζ2) is the derivative of T pα at ζ2. Hence, in this case,
we are mixing an evenly weighed EI equal to 0 with an EI equal to 1− γ−1. As we will prove,
the EI in this counterexample will be again the average of the two, i.e., θ = 12(1−γ−1), which
will not coincide with the reciprocal of the mean cluster size of the limiting process.
We take, as in the previous example, the following observable:
ϕ(x) = g(C1dist(x, ζ1)1−α)1[0,δ) + g(2hα(ζ2)dist(x, ζ2))1(ζ2−δ,ζ2+δ), (3.12)
for some δ > 0 and g as described above. In this case we also have a counterexample where
the EI cannot be identified as the reciprocal of the mean limiting cluster size distribution.
Theorem 3.4. Consider a a map Tα defined in (3.1) for some 0 < α <
√
5− 2. Let ϕ be as
in (3.12) and consider the stochastic process X0, X1, . . . defined by (3.7). This process admits
an EI θ = 12(1 − γ−1), where γ = DT pα(ζ2). Moreover, the point process Nn defined by (2.9)
for such stochastic process and for a sequence of levels (un)n∈N satisfying (2.8) converges in
distribution to a compound Poisson process N defined on the positive real line with intensity
θτ and multiplicity distribution given by
pi(κ) = γ−(κ−1)(1− γ−1), for all κ ∈ N. (3.13)
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Remark 3.5. Observe that the EI obtained θ = 12(1−γ−1) does not coincide with the reciprocal
of the mean of the cluster size of the limiting process N , which in this case is∑
κ=1
κpi(κ) =
∞∑
κ=1
κγ−(κ−1)(1− γ−1) = 1
1− γ−1 .
Remark 3.6. As in the previous example, recall that by Theorem 2.3 we still have that θ =
1
2(1−γ−1) is the reciprocal of the limit of the mean cluster size of the finite time point process
Nn, i.e.,
θ−1 = lim
n→∞
∑
κ=1
κpin(κ).
Again, in order to prove this theorem, we apply Theorem 2.5. To that end we need to check
conditions Дq(un)∗ and Д′q(un)∗ which we leave for Sections 3.3 and 3.4, respectively. We are
left to prove that θn given in (2.12) converges to θ = 12(1 − γ−1) and the finite time cluster
size distribution pin given by pin(κ) = pi[un,∞)(κ) as in (2.6) converges to pi given in (3.13).
As in the previous example, defining yn =
(
1
C1
g−1(un)
)1/(1−α)
and δn = 12hα(ζ2)g
−1(un), we
obtain
Un := U
(0)(un) = {ϕ(x) > un} = [0, yn) ∪ (ζ2 − δn, ζ2 + δn) and µα(Un) ∼ 2g−1(un).
Again, we let τ to be as in (3.9). In this case,
Q
(0)
p,0(un) = [xn, yn) ∪ (Bδn(ζ2) \ T−pα (Bδn(ζ2))),
where as before Bδn(ζ2) = (ζ2 − δn, ζ2 + δn)
So, by (3.6) and (3.9), we obtain
µα(Q
(0)
p,0(un)) ∼ c(1− α)2αxn + o(xn) +
τ
2n
(1− γ−1). (3.14)
As we have seen in the previous example, µα([0, yn)) ∼ g−1(un) = τ2n , and then, by (3.4), we
have that
C1(x
1−α
n + (1− α)2αxn + o(xn)) ∼
τ
2n
.
Hence,
xn = O
(( τ
2n
)1/(1−α))
. (3.15)
Then, by (3.14),
µα(Q
(0)
p,0(un)) = O
(( τ
2n
)1/(1−α))
+
τ
2n
(1− γ−1). (3.16)
Gathering this information, we obtain
θ = lim
n→+∞
τ
2n(1− γ−1) +O
((
τ
2n
)1/(1−α))
τ
n
=
1
2
(1− γ−1).
We compute now the multiplicity distribution. Observe that
Q
(1)
p,0(un) = [x
(1)
n , xn) ∪ (Bδn(ζ2) ∩ T−pα (Bδn(ζ2)) \ T−2pα (Bδn(ζ2))),
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where Tα
(
x
(1)
n
)
= xn, that is, x
(1)
n + 2α
(
x
(1)
n
)1+α
= xn, which implies that x
(1)
n = O(xn).
Hence,
µα
(
Q
(1)
p,0(un)
)
= O
(( τ
2n
)1/(1−α))
+
τ
2n
γ−1(1− γ−1) (3.17)
Consequently, by (3.16) and (3.17), we have
pi(1) = lim
n→∞pin(1) = limn→∞
µα
(
Q
(0)
p,0(un)
)
− µα
(
Q
(1)
p,0(un)
)
µα
(
Q
(0)
p,0(un)
)
= lim
n→∞
τ
2n(1− γ−1)− τ2nγ−1(1− γ−1) +O
((
τ
2n
)1/(1−α))
τ
2n(1− γ−1) +O
((
τ
2n
)1/(1−α))
= 1− γ−1
In order to compute pi(2) we need to estimate µα
(
Q
(2)
p,0(un)
)
, which we do by noting
Q
(2)
p,0(un) = [x
(2)
n , x
(1)
n ) ∪ (Bδn(ζ2) ∩ T−2pα (Bδn(ζ2)) \ T−3pα (Bδn(ζ2))),
where Tα
(
x
(2)
n
)
= x
(1)
n , i.e., x
(2)
n + 2α
(
x
(2)
n
)1+α
= x
(1)
n , which implies that x
(2)
n = O(x
(1)
n ) =
O(xn). Thus,
µα
(
Q
(2)
p,0(un)
)
= O
(( τ
2n
)1/(1−α))
+
τ
2n
γ−2(1− γ−1) (3.18)
Consequently, by (3.16), (3.17) and (3.18),
pi(2) = lim
n→∞pin(2) = limn→∞
τ
2nγ
−1(1− γ−1)− τ2nγ−2(1− γ−1) +O
((
τ
2n
)1/(1−α))
τ
2n(1− γ−1) +O
((
τ
2n
)1/(1−α))
= γ−1 − γ−2 = γ−1(1− γ−1).
A simple inductive argument then leads to
pi(κ) = lim
n→∞pin(κ)pin(κ) =
µα
(
Q
(κ−1)
p,0 (un)
)
− µα
(
Q
(κ)
p,0(un)
)
µα
(
Q
(0)
p,0(un)
)
= lim
n→∞
τ
2nγ
−(κ−1)(1− γ−1)− τ2nγ−κ(1− γ−1) +O
((
τ
2n
)1/(1−α))
τ
2n(1− γ−1) +O
((
τ
2n
)1/(1−α))
= γ−(κ−1) − γ−κ = γκ−1(1− γ−1).
for all κ ∈ N.
3.3. The condition Дq(Un)∗. Condition Дq(Un)∗ has been designed to be easily verified for
systems with sufficiently fast decay of correlations. The argument used in [16, Section 4.2.2]
allows to show that Дq(Un)∗ follows from the decay of correlations stated in (3.2), as long as
α <
√
5− 2.
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3.4. The condition Д′q(Un)∗. This subsection is dedicated to the verification of condition
Д′q(Un)∗. We need to check (2.3). We will split the argument into two parts. In the first part we
consider the points from Q(0)(un) that belong to a neighbourhood of ζ2 and in the second part
the points from Q(0)(un) that belong to a neighbourhood of ζ1. Let An = Q(0)(un) ∩ [0, 1/2]
and Bn = Q(0)(un) ∩ [1/2, 1].
3.4.1. Starting in a neighbourhood of ζ2. We begin with the points that start in Bn. It is
well known that the map Tα admits a first return time map Fα : [1/2, 1] → [1/2, 1] given by
Fα(x) = T
rB(x)
α (x), where B = [1/2, 1] and rB : B → N is the first return time to B, i.e.,
rB(x) = inf{j ∈ N : f jα(x) ∈ B}. The map Fα has µ¯α = µα|B as an invariant probability
measure, is piecewise expanding and in particular qualifies as Rychlik map. Therefore, Fα has
a strong form of decay of correlations, namely, there exist C, a > 0 such that for all bounded
variation functions φ against all L1 functions ψ we have∣∣∣∣∫ φ · (ψ ◦ F tα)dµ¯α − ∫ φdµ¯α ∫ ψdµ¯α∣∣∣∣ ≤ C‖φ‖BV ‖ψ‖1e−at. (3.19)
Let Dn = U (0)(un) ∩ B, En = U (0)(un) \ Dn and E˜n = T−1α (En) ∩ B. We observe that
if x ∈ Bn ∩ T−jα Dn then there exists i ≤ j such that x ∈ Bn ∩ F−iα Dn and, moreover, if
x ∈ Bn ∩ T−jα En then there exists i ≤ j − 1 such that x ∈ Bn ∩ F−iα E˜n. Therefore,
n
bn/knc−1∑
j=q+1
µ¯α
(
Bn ∩ T−jα (U (0)(un))
)
≤ n
bn/knc−1∑
j=q+1
µ¯α
(
Bn ∩ F−jα (Dn ∪ E˜n)
)
.
We will use decay of correlations against L1 of the first return time induced map Fα to
estimate the last quantity on the right. Let Rn = inf{j ∈ N : Bn ∩ F−jα (Dn ∪ E˜n) 6= ∅}.
In both examples described in sections 3.1 and 3.2, we have that Rn → ∞ as n → ∞. In
the first situation, this follows since Bn = Dn get arbitrarily small and close to ζ2, while En
gets arbitrarily small and close to ζ1 and the orbit of ζ2 does not hit C = {ζ1, ζ2}. In the
second situation, it follows because Bn, Dn get arbitrarily small and close to ζ2, while En gets
arbitrarily small and close to ζ1 and since ζ2 is a repelling periodic point, by construction of
Bn its points take an arbitrarily increasing amount of time before having the opportunity to
return to Dn. Using this observation, (3.19), with φ = 1Bn and ψ = 1Dn∩E˜n , the facts that
µ¯α(Dn ∪ E˜n) = O
(
n−
1
1−α
)
+O
(
n−1
)
= O
(
n−1
)
and ‖φ‖BV ≤ 6, we have
n
bn/knc−1∑
j=q+1
µ¯α
(
Bn ∩ F−jα (Dn ∪ E˜n)
)
= n
bn/knc−1∑
j=Rn
µ¯α
(
Bn ∩ F−jα (Dn ∪ E˜n)
)
≤ n
bn/knc−1∑
j=Rn
µ¯α(Bn)µ¯α(Dn ∪ E˜n) + 6Cnµ¯α(Dn ∪ E˜n)
bn/knc−1∑
j=Rn
e−aj
≤ O
(
1
kn
)
+O
 ∞∑
j=Rn
e−aj
 −−−→
n→∞ 0.
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3.4.2. Starting in a neighbourhood of ζ1. Using the notation above, we start now with points
in An. Observe that by definition of An and the properties of Tα, a point of x ∈ An can only
return to U (0)(un) after hitting the set B. Then if it hits Dn it returns to U (0)(un) or if it hits
E˜n, it will return in the following iterate. Otherwise, if it hits B \ (Dn ∪ E˜n), we must wait
until its orbit hits B again to have another chance of returning to U (0)(un). Hence, in order
to check (2.3), we need to estimate
n
bn/knc−1∑
j=q+1
µα
(
An ∩ T−jα (Dn ∪ E˜n)
)
= n
bn/knc−1∑
j=Rn
µα
(
An ∩ T−jα (Dn ∪ E˜n)
)
,
where Rn = inf{j ∈ N : An ∩ T−jα (Dn ∪ E˜n) 6= ∅}. Let Pα : L1(Leb) → L1(Leb) denote the
transfer or Perron-Frobenius operator given by duality from the equation∫
φ · ψ ◦ Tα dx =
∫
Pα(φ) · ψ dx,
where φ ∈ L1(Leb) and ψ ∈ L∞(Leb). Now, recalling that hα > 0, we have
µα
(
An ∩ T−jα (Dn ∪ E˜n)
)
=
∫
1An · 1Dn∪E˜n ◦ T jα · hα dx =
∫
P jα(1Anhα) · 1Dn∪E˜n dx
=
∫
P jα(1Anhα)
hα
· 1Dn∪E˜n · hα dx ≤ µα(Dn ∪ E˜n) sup
x∈Dn∪E˜n
P jα(1Anhα)
hα
.
Following now the same argument used in [16, Section 4.2.1] to estimate P
j
α(1Anhα)
hα
, with
the necessary adjustments (note that here An = [xn, yn) where xn ∼c 1n1/(1−α) while in [16,
Section 4.2.1] xn was such that xn ∼c 1n) we obtain for some C > 0,
P jα(1Anhα)
hα
≤ C 1
n1/(1−α)
.
Therefore, recalling that µα(Dn ∪ E˜n) = O
(
n−1
)
, we have
n
bn/knc−1∑
j=Rn
µα
(
An ∩ T−jα (Dn ∪ E˜n)
)
≤ n n
kn
µα(Dn∪ E˜n) C
n1/(1−α)
= O
(
1
knnα/(1−α)
)
−−−→
n→∞ 0.
4. Escape of mass
We note that, in the counterexamples that we built, there exists an escape of mass, which is
responsible for difference between the mean of the finite time cluster size distribution (associ-
ated to the point process Nn) and the mean of the limiting cluster size distribution (associated
to the limiting process N). The loss of mass can be immediately detected by looking at the
average number of rare events (exceedances of un(τ)) recorded by both Nn and N . Indeed,
observe that E(Nn([0, 1)) = τ , where τ is given by (2.8), while E(N([0, 1)) = 12τ , in the case
considered in Section 3.1, and E(N([0, 1)) = 12(1−γ−1)τ , in the case considered in Section 3.2
(recall that γ > 1). This means that the limiting processes have lost half of the mass relative
to extremal events detected, in the first case, and more than half, in the second case.
The main goal of this section is to try to provide an explanation for the question: how did
mass disappear?
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We consider two dimensional point processes as studied in [9], namely,
N (2)n =
∞∑
j=0
δ(j/n,u−1n (Xj)) (4.1)
We are assuming that for each n ∈ N, the threshold function un(τ) is continuous and strictly
decreasing in τ . We can define the inverse function u−1n . This function can be though of as
the asymptotic frequency associated to a given threshold on the. range of the r.v. X0. This
point process is defined on the bi-dimensional space E2 = [0,+∞)× [0,+∞) and keeps record
both of the times of occurrence of events and also of their severity, in the sense that a point
with a vertical coordinate close to 0 corresponds to a severe or abnormally high observation
(whose corresponding asymptotic frequency is very low, i.e., very few exceedances of the
corresponding threshold are expected).
The weak convergence of these point processes is a very powerful tool to obtain other results
such as convergence of record point processes extremal processes, limiting laws for the maxima,
which can all be settled very easily through the continuous mapping theorem and a suitable
projection (see [25], for example). In particular, note that if we define Hτ : E2 → E, by
Hτ (t, y) = t · 1[0,τ)(y) then Hτ (N (2)n ) = Nn.
4.1. The regular periodic case when the EI is the reciprocal of the mean limiting
cluster size distribution. In order to understand how the mass escapes, we are going to
consider first the usual case where the EI coincides with the reciprocal of the cluster size
distribution. Suppose that the observable ϕ : [0, 1] → R ∩ {+∞} is maximised at a single
periodic point ζ ∈ [1/2, 1], i.e.,
ϕ(x) = g(|x− ζ|), (4.2)
where g is as above and, for definiteness ζ is the periodic point of period 2 sitting on [1/2, 1].
Let γ = DTα(Tα(ζ)) ·DTα(ζ). Considering a stochastic process X0, X1, . . . defined as in 3.7
for such ϕ and given a sequence (un(τ))n∈N as in (2.8), by [14], we have that there exists an EI
θ = (1− γ−1) and Nn given in (2.9) converges to a compound Poisson process N of intensity
θτ with a geometric cluster size distribution, i.e., pi(κ) = P(Di = κ) = θ(1− θ)κ−1. Moreover,
by [9], we have that N (2)n converges weakly to
N (2) =
∞∑
i,j=1
∞∑
`=0
δ(Ti,j , γ`·Ui,j), (4.3)
where the matrices (Ti,j)i,j∈N and (Ui,j)i,j∈N are mutually independent and obtained in the
following way. Let (Wi,j)i,j∈N be a matrix of iid r.v. with common Exp(θ) distribution
and consider (Ti,j)i,j∈N given by: Ti,j =
∑j
`=1Wi,`. Note that the rows of (Ti,j)i,j∈N are
independent. Let (Ui,j)i,j∈N be a matrix of independent r.v. such that, for all j ∈ N, the r.v.
Ui,j
D∼ U(i−1,i], i.e., Ui,j has a uniform distribution on the interval (i− 1, i].
The point process N (2) can be described in the following way, first one obtains the points of bi-
dimensional Poisson process on E2 with θ ·Leb as its intensity measure, where θ ·Leb([a, b)×
[c, d)) = θ(b − a)(d − c), and then for every such point created we put a vertical pile of
points above it, such that the distance to the original point follows a geometric law, namely,
their second coordinate is the original one multiplied by a power of γ. The idea is that
the observations within a cluster in N (2)n appear closer and closer in time and as n goes
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to ∞, eventually, they get to be aligned on the same vertical line for N (2). On the other
hand, the dynamics near ζ tell us that if an orbit enters a very close neighbourhood of ζ
then it gets repelled away at a rate given by γ, which explains the vertical distribution of
the points. To be more precise, we note that u−1n (z) ∼ n2hα(ζ)g−1(z). Now, say that Xj
is so large that u−1n (Xj) = 1, which means that the point (j/n, 1) is charged by the point
process N (2)n . Then |T jα(x) − ζ| ∼ 12hα(ζ)n . Since DT 2α(ζ) = γ, then for large n it follows
that |T j+2α (x)− ζ| ∼ γ2hα(ζ)n , |T
j+4
α (x)− ζ| ∼ γ22hα(ζ)n and so forth. Recalling that the points
( j+2n , u
−1
n (Xj+2)), (
j+4
n , u
−1
n (Xj+4)), . . . will also be charged by N
(2)
n and since by the previous
computations and the form of ϕ we have u−1n (Xj+2) ∼ γ, u−1n (Xj+4) ∼ γ2, . . ., then one realises
that, in the limit process N (2), these cluster points get vertically aligned and distributed
according to the powers of γ.
Also observe that Hτ (N (2)) = N . In fact, exceedances of the level un(τ) correspond to points
with second coordinate less than τ and the cluster size can be easily interpreted as the number
of points in each vertical pile still below the threshold τ that project on the same time event.
See Figure 1.
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Figure 1. Simulation of the bi-dimensional process N (2) in the case of the
periodic point where the observable ϕ is given by 4.2. The picture also shows
how the projection Hτ works to obtain N = Hτ (N (2)), which is a compound
Poisson process on the line, where the crosses represent the Poisson time events
and the numbers below them the respective multiplicity (cluster size).
4.2. The dynamical counterexample with no periodicity mixed with the indifferent
fixed point. Assume now that the observable ϕ is given as in (3.8). In this case the limiting
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process is a bi-dimensional Poisson process with intensity measure 12 ·Leb, which can be written
as:
N (2) =
∞∑
i,j=1
δ(Ti,j , Ui,j),
where Ti,j and Ui,j are as above with θ = 1/2. Note that in this case there are no vertical
piles of points as before. However, the process N (2)n does have clustering points. There are
two phenomena that help to explain how do they disappear.
On one hand, if we consider that Xj is a very large observation that results from the orbit
entering a very small vicinity of 0 at time j. From (3.9), we have that un(τ) = g(τ/(2n)),
which implies that u−1n (z) = 2ng−1(z). For definiteness, let us assume that u−1n (Xj) = 1, which
means that the point (j/n, 1) is charged by the point process N (2)n . Moreover, since ζ1 = 0
is an indifferent fixed point then the orbit will linger around 0 for a long time which creates
clustering and the points
(
j+1
n , u
−1
n (Xj+1)
)
,
(
j+2
n , u
−1
n (Xj+2)
)
, . . ., which are also charged by
N
(2)
n , will still be close to (j/n, 1). As in the previous example, the points on the same cluster
will end up vertically aligned because of the horizontal contraction caused by the normalisation
consisting on dividing by n. However, in this case, something interestingly different occurs in
the vertical direction. Namely, sinceXj ∼ g(C1(Tα(x))1−α), then u−1n (Xj) ∼ 2nC1(T jα(x))1−α,
which in turn implies that T jα(x) ∼
(
1
2nC1
) 1
1−α . Now, observe that
u−1n (Xj+1) ∼ 2nC1
((
1
2nC1
) 1
1−α
+ 2α
(
1
2nC1
) 1+α
1−α
)1−α
∼ 1 + (1− α)2α
(
1
2nC1
)α+α2
1−α
∼ 1.
Similarly, we obtain that u−1n (Xj+2) ∼ 1 and so on. Therefore, not only the points of the
same cluster get vertically aligned but they also get horizontally aligned, i.e., they collapse
to a single point in N (2). So these clusters collapse to one point. On the other hand the
appearance of a cluster becomes less and less frequent since the mass concentrated at each
cluster (which collapses to one point in the limit) is growing and must be compensated by a
smaller and smaller frequency so that the mean of the mass in the clusters observed in N (2)n
below the threshold τ is approximately τ/2. (Recall that the remaining τ/2 correspond to the
mass points associated with entrances near ζ2 for which there is no clustering). In fact, the
frequency of clusters of exceedances above un(τ) observed in N
(2)
n is of the order of µα([xn,yn))µα(Un)
τ
2
which is becomes negligible when compared to the mean frequency τ/2 corresponding to the
exceedances with no clustering coming from entrances near ζ2. In the limit their asymptotic
time frequency is actually 0. Hence, in N (2) we only observe the contribution from the
entrances near ζ2. This explains the loss of half of the mass.
4.3. The dynamical counterexample with a periodic point mixed with the indif-
ferent fixed point. For the observable ϕ given in (3.12), the limiting bi-dimensional process
process can be written as:
N (2) =
∞∑
i,j=1
∞∑
`=0
δ(Ti,j , γ`·Ui,j),
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where Ti,j and Ui,j are as above with θ = 12(1− γ−1). Recall that Ti,j are defined as sums of
the waiting times Wi,j which follow an Exp(θ) distribution. In this case, we have two types
of clustering of exceedances observed in N (2)n , namely the ones corresponding to entrances in
Un near ζ1 = 0 and entrances near the periodic point ζ2. As in the previous case, the first
type of clusters collapse to one point and since their asymptotic frequency is 0, the limiting
process N (2) does not show any sign of their appearance. In fact, in N (2) one can only detect
the presence of the second type of clusters, which are identical to the ones described in the
periodic case example, except for the fact that their asymptotic frequency is half of what one
would see in the periodic case.
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