This paper is concerned with a class of impulsive implicit fractional integrodifferential equations having the boundary value problem with mixed Riemann-Liouville fractional integral boundary conditions. We establish some existence and uniqueness results for the given problem by applying the tools of fixed point theory. Furthermore, we investigate different kinds of stability such as Ulam-Hyers stability, generalized Ulam-Hyers stability, Ulam-Hyers-Rassias stability, and generalized Ulam-Hyers-Rassias stability. Finally, we give two examples to demonstrate the validity of main results.
Introduction
During the last few decades, boundary value problems of fractional differential equations have been utilized in different problems of applied nature; for example, we can find it in analytical formulations of systems and processes. Due to a more accurate behavior of fractional differential equations, it got the interest of research community in various applied fields of sciences such as chemistry, engineering, mechanics, physics, and so on. For the readers' convenience, we refer to the monographs [9, 11, 15, 23] and their references. Also, an experimental study was presented in [21] .
For boundary value problems of fractional differential equations, the existence of solutions is an important and basic requirement. Furthermore, the uniqueness of solutions is the next important feature for more specific behavior of solutions. In the literature, many results are available about these two necessary properties of solutions; see, for example [2, 7, 8, 20, 22, 27] . Integral boundary conditions are very important in the solutions of many practical systems [1, 51] .
The impulsive phenomena and their models are investigated and analyzed in different practical problems. The theory of impulsive mathematical models based on fractional differential equations has very significant applications in many applied problems in natural sciences and engineering. Many evolutionary processes that possess abrupt changes at certain moments can be described with the help of aforesaid models. The abrupt changes in evolutionary processes can be of two types. The first one, characterized by shortterm perturbations with negligible duration in comparison with the duration of the whole processes, is called instantaneous impulses. The second one is characterized by abrupt changes that remain active for a finite interval of time is called noninstantaneous impulses.
Many evolutionary processes can be modeled using noninstantaneous impulses such as the flow of drugs in blood streams (hemodynamic equilibrium of a person), decompensation, and many others. In this context, impulsive fractional differential equations are studied in different aspects; see, for example [13, 14, 17, 24, 26, 30, 32, 34, 41, 49] .
Stability analysis, which has been solely studied for differential equations of arbitrary order and abundantly discussed by the researchers, is the theory related to the stability of differential equations. In stability theory, the Ulam stability was first established by Ulam [35] in 1940 and then was extended by Hyers and Rassias [12, 25] . More recent results on the so-called Hyers-Ulam stability have relaxed the stability conditions. Many mathematicians extended the Hyers results in different directions [4, 18, 19, 28-31, 33, 36, 37, 39, 41-45, 47-49] . The monographs [5, 6, 16, 38] treated fractional differential equations with instantaneous impulses of the following form:
where c D r is the Caputo fractional derivative of order r ∈ (n -1, n), n is any natural number with lower bound 0, u : [0, T]×R → R is continuous, Υ k : R → R is instantaneous impulse, and τ k satisfies 0 = τ 0 < τ 1 < · · · < τ m = T, v(τ + k ) = lim →0 v(τ k + ) and v(τk ) = lim →0 v(τ k + ) denotes the right and left limits of v(τ ) at τ = τ k , respectively.
Ahmad et al. [3] studied an implicit type of nonlinear impulsive fractional differential equations given by where c D r and c D p are the Caputo fractional derivatives with 1 < r, p ≤ 2, J = [0, T] with T > 0, σ , δ > 0, the functions A, A , B, B : J × R 2 → R are continuous, and η 1 , η 2 , η 3 , η 4 , ξ 1 , ξ 2 , ξ 3 , ξ 4 are positive constants. Coupled systems of fractional integrodifferential equations have also been extensively studied due to their applications. Some recent works dealing with coupled systems of Caputo fractional differential equations involving different kinds of integral boundary conditions can be found in [50] .
The second main results are devoted to the study of stability results for both systems. There are two main classes of stability results considered here, Ulam-Hyers and Ulam-Hyers-Rassias stability, and their generalized equivalents. To be more specific, our aim is to build connections between stability results in both systems.
It is important to note that problem (1.3) and the coupled one (1.4) considered in this paper extend the study of fractional integrodifferential systems, and from this point of view, we believe that the obtained results will contribute to the existing literature on the topic.
The rest of the paper is organized as follows: In Sect. 2, we first establish an equivalent integral equation for the fractional integrodifferential equations with impulse, and we obtain existence results by using the Banach contraction principle, Schauder's fixed point theorem, and Krasnoselskii's fixed point theorem to the proposed problems (1.3) and (1.4), respectively. In Sect. 3, we consider four types of Ulam-Hyers stability concepts. Finally, in Sect. 4, we construct two examples to illustrate the obtained results. Fundamental definitions, essential lemmas, and the proofs of the main theorems are given in Appendices 1, 2, and 3.
Notation: We denote by M the space of all piecewise continuous functions PC(J , R);
. . , m}.
Existence and uniqueness
The aim of this section is giving conditions under which the fractional integrodifferential equation (1.3) and coupled system (1.4) provide existence and uniqueness results.
Existence and uniqueness solution for system (1.3)
Our first result is stated as follows. 
if and only if ω satisfies
Hence it follows that
Thus
Similarly, we have
Finally, after applying η 1 ω(0) + ξ 1 I r ω(0) = ν 1 and η 2 ω(T) + ξ 2 I r ω(T) = ν 2 to (2.4) and calculating the values of a 0 and a 1 , we obtain equation 
Also, we consider M = PC(J , R) endowed with the norm
We can easily see that M is a Banach space. Further, if ω is a solution of problem (1.3), then
Now, to study (1.3) by fixed point theory, let T : M → M be the operator defined as
Let us assume the following hypotheses:
• [A 1 ] There exist constants M 1 > 0 and N 1 ∈ (0, 1) such that, for all τ ∈ J , u, u ∈ M, and w, w ∈ R,
Similarly, there exist constants M 2 > 0 and N 2 ∈ (0, 1) such that, for all τ ∈ J , u, u ∈ M, and w, w ∈ R,
For any u, u ∈ M, there exist constants A, B > 0 such that
Similarly, for each u ∈ R, the functionsΥ i : R → R; i = 1, 2, . . . , m, are continuous, and for constants
The main results of this section are presented in the following theorems. Proof See Appendix 2.
Theorem 2.4 If hypotheses [A 1 ]-[A 2 ] and the inequality
are satisfied, then problem (1.3) has a unique solution.
Proof See Appendix 2.
Our approach to prove the existence of the solution for problem (1.3) from Theorem 2.3 is based on Theorem A.5 (see Appendix 1) . Also, the proof of the uniqueness for problem (1.3) treated in Theorem 2.4 is based on the arguments from Theorem A.6 (see Appendix 1).
In Sect. 4, we will provide an example demonstrating how (2.6) can be computed in a specific case.
Existence and uniqueness solution for system (1.4)
In this section, we consider the coupled system of nonlinear implicit fractional differential equation with impulsive conditions from (1.4) . First, we have the following:
has a solution (ω, y) if and only if
Proof The proof is similar to that given in Theorem 2.1 and hence is not included here. Page 10 of 50
and
Proof If (ω, y) is a solution of system (1.4), then it is a solution of (2.7). Conversely, if (ω, y) is a solution of (2.7), then
Thus (ω, y) is a solution of (1.4).
For convenience, we use the following notations:
System (1.4) can be transformed into a fixed point problem.
We further need the following hypotheses:
• [Ã 1 ] there exist constants M 1 > 0 and N 1 ∈ (0, 1) such that, for all τ ∈ J , u, u ∈ X , and w, w ∈ R, we have
Similarly, there exist constants M 2 > 0 and N 2 ∈ (0, 1) such that, for all τ ∈ J , u, u ∈ X , and w, w ∈ R, we have
Similarly, there exist constants M 2 > 0 and N 2 ∈ (0, 1) such that, for all τ ∈ J , u, u ∈ Y, and w, w ∈ R, we have
Similarly, for any y,
Similarly, the functionsΥ j : R → R; j = 1, 2, . . . , n, are continuous for each u ∈ R.
Now, we are in position to state the main results of this section. 
Hyers-Ulam stability
In this section, we provide novel characterizations of the Hyers-Ulam stability for systems (1.3) and (1.4). We rely on stability notions from [21] ; for various concepts of Hyers-Ulam stability, see, for example [37, 43, 46, 47] .
Hyers-Ulam stability concepts for system (1.3)
For ω ∈ M, r > 0, φ r ≥ 0, and a nondecreasing function ψ r ∈ C(J , R + ), the following set of inequalities are satisfied:
Recall the definitions of stability concepts from [21] . 
Some remarks are in order. 
Proof Let ω be a solution of inequality (3.1). Then by Remark 3.6 ω is also a solution of
that is,
5)
For simplicity, let q(τ ) denote the terms of ω(τ ) that are free from Φ(τ ), that is,
Thus (3.5) can be written as
Using (i) from Remark 3.6, we get 
Hyers-Ulam stability concepts for system (1.4)
Let r , p > 0, A, B, A , B be continuous functions, and ψ r , ψ p : J → R + be nondecreasing functions. Consider the following inequalities:
Recall the appropriate definitions of stability concepts from [21] . Definition 3.13 Problem (1.4) is said to be Hyers-Ulam stable if there exists C r,p = max(C r , C p ) > 0 for some = ( r , p ) and for each solution (ω, y) ∈ X × Y of (3.7), there exists a solution (ω * , y * ) ∈ X × Y of (1.4) with (ω, y)(τ )ω * , y * (τ ) X ×Y ≤ C r,p for all τ ∈ J . 4) is said to be Hyers-Ulam-Rassias stable with respect to ψ r,p = (ψ r , ψ p ) ∈ C 1 (J , R) if there exists a constant C ψ r ,ψ p = max(C ψ r , C ψ p ) such that, for some = ( r , p ) > 0 and for each solution (ω, y) ∈ X × Y of (3.8), there exists a solution
Definition 3.16 Problem (1.4) is said to be generalized Hyers-Ulam-Rassias stable with respect to ψ r,p = (ψ r , ψ p ) ∈ C 1 (J , R) if there exists a constant C ψ r ,ψ p = max(C ψ r , C ψ p ) > 0 such that, for each solution (ω, y) ∈ X × Y of (3.9), there exists a solution (ω * ,
We have two remarks. Remark 3. 18 We say that (ω, y) ∈ X × Y is a solution of (3.7) if there exist the functions
. . , m, and y(τ j ) = Υ j (y(τ j )) + Λ j , τ ∈ J j , j = 1, 2, . . . , n.
Theorem 3.19 Let (ω, y) ∈ X × Y be a solution of inequality (3.7). Then we have
Proof Let (ω, y) be a solution of inequality (3.7). Then by Remark 3.18 (ω, y) is also a solution of
, y (τ j ) =Υ j (y(τ j )), j = 1, 2, . . . , n, that is,
Thus (3.12) becomes
Using (i) from Remark 3.18, we obtain
Repeating a similar procedure for (3.11b) together with (i) from Remark 3.18, we have
Thus the proof is complete. Proof See Appendix 3.
In the next section, we provide an example demonstrating how (3.13) can be computed in a specific case. We conclude this section with two remarks. To obtain the connections between the Ulam-Hyers-Rassias stability concepts, we introduce the following hypothesis.
• [Ã 9 ] Let Ω r , Ω p ∈ C(J , R + ) be an increasing functions. Then there exist Λ Ω r , Λ Ω p > 0 such that, for each τ ∈ J ,
and 
Illustrative examples
We present two examples to demonstrate the existence and stability of our obtained results.
, τ = 1 3 ,
.
Obviously, A and B are jointly continuous functions. Now, for all ω, ω ∈ M, y, y ∈ R, and τ ∈ [0, 1], we have
These satisfy condition [A 1 ] with M 1 = N 1 = 1 90e 2 and M 2 = N 2 = 1 101e 2 . Set
Then we have
respectively. Hence A = 1 35 and B = 1 20 . Thus condition [A 2 ] is satisfied. Also, 20 . Therefore by Theorem 2.4 problem (4.1) has a unique solution. Also, letting ψ(τ ) = |τ |, τ ∈ [0, 1], we have
Hence [A 5 ] is satisfied with L ψ = 2 √ π . Therefore by Theorem 3.12 the given problem is Ulam-Hyers-Rassias stable and consequently generalized Ulam-Hyers-Rassias stable.
ds, τ ∈ [0, 1], τ = 1 4 , 
Then for ω, ω ∈ X , we have 
is valid with m = 1, T = 1, ξ 2 = η 2 = 1, σ = δ = 5 2 , r = 1 2 , M 1 = N 1 = M 2 = N 2 = 1 104e 5 ,
with n = 1, T = 1, ξ 4 = η 4 = 1, σ = δ = 5 2 , p = 1 2 , M 1 = N 1 = M 2 = N 2 = 1 70e 2 , A Υ j = 1 50 , AΥ j = 1 101 . Hence = max( 1 , 2 ) < 1 is also true. It is easy to check that 1 -Q r Q p ≈ 1.00000 > 0 and condition (3.13) is verified. We conclude that problem (4.2) is Ulam-Hyers stable, generalized Ulam-Hyers stable, Ulam-Hyers-Rassias stable, and generalized Ulam-Hyers-Rassias stable.
Appendix 1: Supplementary results
The following definitions are adopted from [15] .
The integral of a function u ∈ L 1 (J , R) of order r ∈ R + is defined by
provided that the integral exists. 
Appendix 2
Proof of Theorem 2.3 Consider the operator T defined in (2.5) . We have to show that problem (1.3) has at least one solution.
We show the operator T is continuous. Consider the sequence {ω n } such that ω n → ω ∈ M, τ ∈ J . Then
Then 
For each τ ∈ J , the sequence ω n → ω as n → ∞, and hence by the Lebesgue dominated convergence theorem inequality (B.1) implies that
Hence T is continuous on J . Now we have to show that T is bounded in M. For any ℘ > 0, there is R E > 0 such that
( B . 4 )
Now by (B.4) and [A 4 ] relation (B.3) becomes
T
Similarly for τ ∈ J 0 , we can verify that
Now we have to show that the operator T is equicontinuous in E. Let τ 1 , τ 2 ∈ J i be such that 0 < τ 1 < τ 2 < T, and let ω ∈ E. Then
Obviously, the right-hand side of inequality (B.5) tends to zero as τ 1 → τ 2 . Therefore
Similarly, for τ ∈ J 0 . Thus T is equicontinuous and therefore completely continuous. Further, we consider a set Ω ⊂ M defined as
We need to prove that the set Ω is bounded. Suppose ω ∈ Ω is such that
Then for each τ ∈ J i , we have
Taking the norm on both sides, we get ω M ≤ Q. Also, for τ ∈ J 0 , we can show that ω M ≤ Q. Thus, Ω is bounded. By Schaefer's fixed point theorem we conclude that T has at least one fixed point. Hence, the considered problem (1.3) has at least one solution in M. The proof is complete.
Proof of Theorem 2.4 For ω, ω ∈ M and τ ∈ J i , we have
where v, v ∈ M are given by 
( B . 9 )
Using (B.9) and [Ã 6 ], relation (B.8) becomes
Similarly, for τ ∈ J 0 , we can verify that
In the similar manner, we have (T r y)(τ )
(B.11)
Using (B.11) and [Ã 6 ], relation (B.10) becomes
Thus T r y X ≤ C.
Similarly, for τ ∈ J 0 , we can verify that n * τ p+1 TΓ (p + 1) -n * τ p-1 Γ (p)
In a similar manner, we have (T p y)(τ ) 
Similarly, for τ ∈ J 0 , we can verify that Second, we show that G is a contraction. For any (ω, y), (ω, y) ∈ B, we have
Similarly,
(Tτ j ) Υ j y(τ j ) -Υ j y(τ j ) + Υ j y(τ j ) -Υ j y(τ j )
From the assumptions m(AΥ i + A Υ i ) < 1 and n(AΥ j + A Υ j ) < 1 it follows that G is a contraction.
Our final step is to show that F = (F r + F p ) is compact. The continuity of F follows from the continuity of A, B, A , B . For (ω, y) ∈ B, we have 
(B.17)
Using (B.17) in (B.16), after simplification, we get
In a similar manner, we have Thus F(ω, y) X ×Y ≤ F r (ω, y) + F p (ω, y) X ×Y ≤ ℘ 1 + ℘ 2 = R 1 , which implies that F is uniformly bounded on B. Take a bounded subset C of B and (ω, y) ∈ C. Then for τ 1 , τ 2 ∈ J i with 0 ≤ τ 1 ≤ τ 2 ≤ 1, we have Obviously, the right-hand side of inequality (B.24) tends to zero as τ 1 → τ 2 . Therefore F r ω(τ 2 ) -F r ω(τ 1 ) → 0 as τ 1 → τ 2 .
Similarly, F r y(τ 2 ) -F r y(τ 1 ) → 0 as τ 1 → τ 2 .
Now for any τ 1 , τ 2 ∈ J j with 0 ≤ τ 1 ≤ τ 2 ≤ 1, we have Obviously, the right-hand side of inequality (B.25) tends to zero as τ 1 → τ 2 . Therefore Similarly, F p y(τ 2 ) -F p y(τ 1 ) → 0 as τ 1 → τ 2 .
Thus F(x, y)(τ 2 ) -F(x, y)(τ 1 ) → 0 as τ 1 → τ 2 .
