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INTRODUCTION 
In the first half of 1976, the department of Applied Mathematics of 
the Mathematical Centre organized a colloquium on Nonlinear Diffusion 
Problems under supervision of H. A. Lauwerier and L.A. Peletier. This book 
contains the proceedings of the lectures of that colloquium. 
At the moment many papers about nonlinear diffusion problems are 
appearing in the literature. The idea of the colloquium was to present back-
ground material on the qualitative analysis of parabolic partial differen-
tial equations in such a way that the existing and forthcoming literature 
was made accessible to the audience. Theoretical methods were presented and, 
whenever possible, their use was demonstrated in the analysis of some pro-
totype problem. Most of these prototype problems arise as mathematical mo-
dels of a biological phenomenon and the mathematical questions are motivated 
by these models. Thi.s is a reflection of the fact that quite often the re-
search in this area is inspired by biological applications. 
In Chapter I, first a brief indication of the biological background 
of some mathematical questions is presented and subsequently the use of the 
variational method of proving existence of equilibria and the Lyapunov 
method of proving stability are demonstrated. 
Chapter II contains basic results on existence and uniqueness of solu-
tions of the initial-boundary value problem for a one-dimensional nonlinear 
parabolic equation. Moreover the maximum principle is introduced. 
The maximum principle is used extensively in Chapter III. It is shown 
how upper and lower solutions yield monotone iteration schemes and how in 
this way one can get information concerning existence, nonexistence and 
stability of equilibria. 
Chapter IV is devoted to travelling wave solutions (i.e., solutions of 
the form u(x,t) w(x-ct) of the one-dimensional equation ut = uxx + f(u), 
-
00 < x < 00 • Phase plane methods are used to show existence and the maximum 
principle and Lyapunov functions to obtain results concerning stability. 
In Chapter V the basic theory of Lyapunov functions for dynamical sys-
tems is presented and subsequently it is shown how this theory can be 
applied to parabolic initial-boundary value problems (again in the case of 
one space-variable) . 
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The last two chapters deal with systems of nonlinear diffusion equa-
tions. In Chapter VI the system resulting from a model chemical reaction, 
as proposed, by Prigogine is discussed. The existence for all time of a 
solution of the initial-boundary value problem is proved by means of the 
Faedo-Galerkin method. Then, following the general lines of bifurcation 
theory, the existence and stability of equilibria (and of periodic solu-
tions) is discussed by analyzing their dependence on a parameter. 
Finally, in Chapter VII an indication is given of the questions, re-
sults and techniques occurring in the rapidly increasing mathematical lite-
rature inspired by the Hodgkin-Huxley theory of the propagation of an elec-
trical impulse along a nerve axon. 
The results in this book are not new. Apart from minor details all of 
the contents can be found in the literature. However, it is hoped that for 
everybody who is interested in the subject, this book can serve as a use-
ful and quick introduction. 
The lectures were prepared in working groups and every member of our 
department has contributed to the success of the colloquium. 
The lectures were given by 
o. DIEKMANN Chapter I 
J.W. de ROEVER Chapter II 
I.G. SPRINKHUIZEN-KUYPER Chapter III 
B. DIJKHUIS Chapter IV 1-3 
E.J.M. VELING Chapter IV 4-5 
T.H. KOORNWINDER Chapter v 
T.M.T. COO LEN Chapter VI 1-9 
J. GRASMAN Chapter VI 10-15 
E.J.M. VELING Chapter VII 
They also are the authors of the corresponding parts of the text. For 
Chapter IV 1-3, O. Diekmann and E.J.M. Veling were co-authors. The pictures 
were made by G.J.M. Laan. In the selection of the material the guidance of 
L.A. Peletier was very helpful. 
I. MODELS AND METHODS: A FIRST IMPRESSION 
1. INTRODUCTION 
A frequent approach in applied mathematics is to study prototype prob-
lems in full detail. In doing so, one hopes to get examples of both the qual-
itative behaviour of solutions of a whole class of problems, and the use of 
analytical tools in a specific case. 
For linear partial differential equations there is the classification 
into equations of elliptic, parabolic and hyperbolic type, and each type has 
its classical representative (the equation of Laplace, the heat equation and 
the wave equation). The study of these equations has resulted in a clear view 
of the behaviour of their solutions, and this in turn has led to an under-
standing of the physical processes that are modelled by the equations. 
The diversity of phenomena that one can expect in the field of nonlinear 
partial differential equations is much larger (for example, the important 
property of superposition of solutions is lost). Accordingly, there will be 
a lot of prototype problems, but unfortunately one does not always know in 
advance which problems deserve this qualification. 
In this series of lectures a number of nonlinear diffusion problems will 
be discussed which have had much attention in the recent mathematical litera-
ture, and which are likely to remain in the center of interest for some time 
to come. Some of the problems are mathematical models of phenomena from the 
natural sciences (in fact biology), and some are reduced forms of such mod-
els. The objective is to analyze equations which are as simple as possible 
and yet show the most important qualitative features. 
It is hoped that the meaning of "nonlinear diffusion problem" is intu-
itively clear and we will not try to define it (we would certainly get en-
tangled). Moreover, we emphasize that there are a lot of nonlinear diffusion 
problems which are rather different from the ones that will be dealt with 
here (for examples we refer to [1]). 
In the next three sections of this first chapter we will give a brief 
indication of the biological background of the mathematical questions. In 
the remaining sections one of the problems is worked out and the use of 
general methods is demonstrated. 
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2. CONDUCTION OF A NERVE IMPULSE 
How is information transmitted through the nervous system? Experimental-
ly it is observed that electrical impulses travel along individual nerve 
cells. These impulses have the form shown in Figure 1 and they are propagated 
with constant velocity. 
Figure 1 
Hodgkin and Huxley developed a theoretical model which can be formulated 
mathematically as: 
uxx ut + I(u,w), 
(2.1) -oo < x < oo, 0 < t < oo, 
wt P(u)w + q(u), 
where subscripts denote partial differentiation. Here u(x,t) denotes the 
electrical potential across the membrane that surrounds the (infinitely 
long, cylindrical) nerve cell and w(x,t) is a three-dimensional vector which 
describes the permeability of the membrane to certain ions. I, P and q are 
given functions (some of the functional dependence on u and w is more or 
less assumed ad hoe, since the molecular structure of the membrane is not 
completely known) . 
The equations (2.1) are very complicated and there is not much hope of 
a useful analytical treatment. The results of extensive numerical studies 
are in good agreement with the experiments, but one way or another computer 
simulation on its own is not fully satisfactory. The phenomenon of a so-
called travelling wave solution (i.e., a solution depending only on the 
single variable s = x + et, where c F 0 is constant) is not observed for 
linear parabolic partial differential equations (although of course the un-
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bounded function u = exp{c(x+ct)} satisfies ut = u , irrespective of the xx 
value of c).The "jump" from the analytical theory of linear equations to 
numerical analysis of (2.1) is too large, and one needs an intermediary in 
the form of a simplification of (2.1) for which one can show analytically 
that there are travelling wave solutions which resemble the nerve impulse. 
The simplified model 
uxx ut - u(l-u) (u-a) + EW, 
(2.2) 0 <a< 1, £ > 0, 
3 
has been formed by NAGUMO, ARIMOTO and YOSHIZAWA [2] after the preparatory 
work of FITZHUGH [3]. How can one show that (2.2) admits a travelling wave 
solution which looks like Figure 1? Substitution of u = u(x+ct), w = w(x+ct) 
into (2.2) yields a system of ordinary differential equations depending upon 
the parameter c, 
(2.3) 
u' v, 
v' 
w' 
cv - u(l-u) (u-a) + EW, 
-1 
c u, 
and the problem is to find values of c such that (2.3) has a nonconstant so-
lution with u{±00 ) = O. In other words, one is looking for values of c such 
that (2.3) has an orbit beginning and ending at the equilibrium point (0,0,0) 
(a so-called homoclinic trajectory). It is clear that the nonlinearity of 
the problem is essential for the existence of such an orbit. 
Figure 2 
4 
We see that a concrete mathematical model of a neurobiological phenome-
non leads to a quite general and difficult mathematical question concerning 
the existence of a homoclinic trajectory for a system of ordinary differen-
tial equations depending on a parameter. In Chapter VII much more will be 
said about this sort of problem. 
In this section we have only touched on some of the mathematical ques-
tions that are related to the Hodgkin-Huxley theory and we refer the inter-
ested reader to [l] and [4] and the references therein. 
3. REACTION-DIFFUSION PROBLEMS AND MORPHOGENESIS 
The evolution of a chemical system in which reaction and diffusion takes 
place is described by the system of equations 
(3. 1) Liu + f(u). 
Here u = u(x,t) is an n-dimensional vector of concentrations of chemical 
species and f represents the source term generated by the chemical reactions. 
TURING [5] studied equations like (3.1) and he showed that they can have 
stable space-dependent steady-state solutions, even when the boundary condi-
tions suggest only uniform steady states. His idea is that one can "ex-
plain" morphogenesis (i.e., the generation of form and pattern in biological 
systems) as resulting from reaction and diffusion of chemical species. This 
kind of model building and explanation differs from the conventional method 
and therefore ROSEN [6] has proposed using the term metaphor instead of mod-
el. 
A rapidly increasing amount of mathematical literature on reaction-dif-
fusion problems is inspired by the spatial and temporal ordering in biologi-
cal systems (see for example the first three chapters of [7]). Part of the 
effort is being directed towards a detailed analysis of a typical problem, 
or as NICOLIS [7] says: In a way, we are looking for the "harmonic oscilla-
tor" or for the "Ising model" of nonlinear kinetics. Chapter VI is devoted 
to this approach. 
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4. ADVANTAGEOUS GENES 
If in a population a certain gene occurs in two forms, a and A, one can 
divide the individuals into three classes or genotypes (aa, aA and AA). Let 
us suppose that 
the population mates at random, producing offspring with a certain birth-
rate r; 
the deathrate T depends on the genotype (think of differences in adapta-
tion to the environment); 
the population diffuses through the habitat with diffusion constant one. 
Then the densities p1 , p2 and p3 of the genotypes aa, aA and AA respectively, 
satisfy 
apl r 1 2 
at= 6p1 - T1P1 + p(p1+2P2) ' 
(4.1) 
0P2 2 
at= 6p2 - T2P2 + pr<P1+lP2l<P3+lP2>' 
ap3 r 1 2 
at= 6p3 - T3P3 + p-<P3+2P2) ' 
wnere p : pl + P2 + p3• 
Most of the analytical work concerns the simplified model (see [8], [9] 
and [10]) 
(4.2) ut = 6u + f(u), 
-1 
where f(u) = u(l-u){ (T 1-T2)(1-u)-(T3-T2)u} and u = p (p 3+lp 2), the relative 
density. In the event that there is one space dimension, the results for 
equation (4.2) include the existence of travelling wave solutions correspond-
ing to a heteroclinic trajectory (an orbit connecting two different equili-
brium points of an ordinary differential equation). This material will be 
presented in Chapter IV. 
One sometimes observes in nature that the frequency of the genotypes is 
a function of the geographical location, and one would like to show that this 
is reflected in the solutions of (4.2). Suppose the habitat to be a bounded 
one-dimensional region in which the population lives in isolation. This means 
that we impose at the ·end points the homogeneous Neumann boundary condition 
(4. 3) u 
x 
o. 
6 
The equilibrium solutions satisfy ( 4. 3 ). and 
(4.4) u + f(u) 
xx 
0. 
From a plot of the trajectories of solutions of (4.4) in the phase plane 
(see Figure 3) it follows readily that space-dependent equilibrium solutions 
are quite well possible (see [11] for more details). 
+ u 
Figure 3 
However, it has been proved by WILLEMS & HEMKER [11] that such equilibrium 
solutions are always unstable. In Chapter V another proof (in the style of 
CHAFEE [12]) of this remarkable fact will be given. This result partly 
motivates the analysis of yet another model problem in the next sections. 
5. A MODEL INCORPORATING THE GEOGRAPHICAL SITUATION 
The material in this and some of the following sections is based on a 
paper of FLEMING [13]. 
To the assumptions of Section 4 we add one more, namely that a selec-
tive advantage at some point of the habitat becomes a selective disadvantage 
at others. As an example of a responsible mechanism one may think of the 
colour of the soil in relation to the protective colouring of some sort of 
animal (differences being due to the gene) . The mathematical formulation 
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takes the form 
wxx + Ag(x)f(w), -1 < x < 1, t > o, 
(5.1) 
where f,g E c2 , 
(5.2) f(O) f (1) 0, f(w) > 0 for 0 < w < 1, 
and g takes both positive and negative values on [-1,1]. 
H tg 
-+ u -+ x 
Figure 4 
The positive parameter A is characteristic for the ratio of the influence of 
selection and of diffusion. 
We will study the dependence of equilibria on A. As usual equilibrium 
means a function u(x) satisfying 
(5.3) 
(5.4) 
uxx + Ag(x)f(u) 
u (±1) 
x 
0, 
0, -1 < x < 1, 
and in addition, since u is supposed to be a frequency, 
(5. 5) 
There are_ always (i.e., for all values of A) two trivial equilibria 
(5.6) u0 (x) - 0, u 1 (x) = 1. 
8 
We are interested in the existence of ·space-dependent equilibria and in their 
stability, because only stable equilibria will be observed in nature. For 
discussing stability we have to look at the initial value problem. Suppose 
that for every 1jJ in an appropriate normed space X (with norm 11·11) the prob-
lem (5.1) supplemented with the initial condition 
(5.7) w(x,O) 1jJ (x) 
has a unique solution w(x,t), belonging to X for every t. Then we call an 
equilibrium u E X stable if for every £ > 0 there exists o > 0 such that 
11 ip-ull < o implies II w (. , t) -ull < £ for all t <': O. 
In the next sections a natural combination of the variational method and the 
Lyapunov stability method will enable us to obtain results concerning exis-
tence and stability almost simultaneously. 
6. VARIATIONAL FORMULATION AND EXISTENCE OF A MINIMUM 
In the analysis of the boundary value problem (5.3), (5.4), we will 
follow the standard Hilbert space approach as described in [14]. As usual, 
1 
we let H denote the (Sobolev) space that is obtained by completion of the 
space of C00-functions with respect to the norm 
(f 1 2 2 )! llull = (u +u )dx 
\ -1 x 
The elements of H1 can be characterized as L2-functions having a generalized 
derivative and, in the case of one variable, the following important theorem 
holds: 
THEOREM 6.1. (SOBOLEV). H1 is corrrpactZy imbedded in c0 . 
In other words, every u E H1 is equivalent to a continuous function, and 
every bounded set in H1 has compact closure in c0 . In particular it follows 
that out of every bounded sequence in H1 one can extract a subsequence that 
converges in c0 (i.e., with respect to the norm given by max_ 1 ~x~ 1 1u(x) ll. 
In Section II. 2 more general results are stated and, concerning the proof, 
a reference to the literature is given. 
(6.1) 
where 
(6.2) 
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The problem (5.3), (5.4) can be gi,ven a variational formulation: 
0, 1 for every ~ E H , 
L (~) = f1 {u ~ - Ag(x)f(u)~}dx 
u -1 x x 
and the unknown u is an element of H1. 
It follows that we are looking for critical points of the functional 
1 V: H + lR given by 
(6.3) 
where 
(6.4) 
V(u) = r 
-1 
2 {!u - Ag(x)F(u)}dx, 
x 
F(u) = fu f(y)dy. 
0 
In the appendix we show that the boundary conditions are reflected in the 
fact that we are working in H1 (and not as for the Dirichlet problem in H~; 
see [14]). Henceforth, we shall use the word "equilibrium" for critical 
points of V as well. This is justified by a regularity proof in the appen-
dix. A more classical formulation is that (5.3) is the Euler equation of 
(6.3) and (5.4) the free boundary condition. 
THEOREM 6.2. There exists an equilibrium u* minimizing v on x 
0 s u s 1}. 
PROOF. The proof uses standard variational arguments. For definitions of 
concepts and notation we refer to [14]. Write V(u) = T(u) - AB(u) where 
T: -H1 + lR and B: H1 + lR are defined by 
T(u) f 1 2 ! u dx, 
-1 x 
B(u) = f 1 g(x)F(u)dx. 
-1 
Since T is weakly lower semi-continuous (see [14], p.150) and B is weakly 
n 1 n ~ 0 n ~ 
continuous (if u ~ u in H, then u + u in C and thus B(u) + B(u)), 
we know that V is weakly lower semi-continuous. Because V(u) ~ - AB(u) 
and B is bounded on X, V is bounded from below on x. Let {un} c X be such 
that V(un) + m = inf{V(u) I u EX}. Since {V(un)} is.bounded {T(un)} must 
9 
10 
be bounded, and therefore {un} is bounded in H1 • Hence {un} contains a 
n' n' * * weakly convergent subsequence {u }, u ~ u say. Then u E x and 
* V(u ) = m by the weak lower semi-continuity of V. 
* * It remains to show that u is a critical point. Since u does not need 
to be an interior point of X 've cannot refer directly to the standard re-
sult that extreme points are critical points (Theorem 3.1.2 in [14]). We 
need a trick. Let 
r-u), $ u $ 2, 
F(u) = F(u), 0 $ u $ 1, 
F (-u) , -1 $ u $ 0, 
t F (u) 
-1 0 2 ->-u 
Figure 5 
and let V be the corresponding functional. Since f(O) = f(1) = 0, V is 
Frechet differentiable. Furthermore, u* minimizes V among all u E H1 such 
* that -1 :> u :> 2. We conclude that u must be a critical point of V and hence 
of v. D 
We would like to conclude from Theorem 6.2 the existence of a nontriv-
ial equilibrium. A possible way is to calculate V(u} for suitable chosen 
functions u (as soon as we find u for which V(u) < V(uO) and V(u) < V(u1) 
we are done) • In Section 9 we will follow a more systematic approach, but 
the basic idea will be the same. 
7. STABILITY OF EQUILIBRIA 
In Chapter II the question of the existence and uniqueness of a solu-
tion for the initial boundary value problem (5.1), (5.7) will be treated. 
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Here we restrict ourselves to a statement of results in a convenient way. 
For every w E H1 there exists a unique solution w(x,t); w(.,t) E H1 
for all t and w has smoothness properties which justify the steps below 
a f 1-o 
at V(w(.,t)) = lim {w w - Ag(x)f(w)w }dx 
ofO -l+o x xt t 
=-f1 {wxx + Ag(x)f(w)}wtdx 
-1 
= - f 1 w~dx. 
-1 
11 
d The result dt V(w(.,t)) $ 0 shows that V can be used as a Lyapunov function-
al. The intuitive idea is that critical points are stable if and only if 
they correspond to (local) minima of V (for an introduction to the Lyapunov 
theory of stability we refer to [16]). The following theorem shows that u 
is indeed stable if V is minimal at u and a slight additional condition is 
satisfied. 
THEOREM 7.1. If there exists an r > 0 such that 
V(u+<j>) - V(u) <= h(ll<j>ll) for all <I> with 11 <j>ll < r, 
where h is continuous, monotone increasing and h(O) = o, then u is stable. 
PROOF. Given £, 0 < £ < r, choose o > 0 such that V(u+<j>) - V(u) $ h(E) for 
all <j> with ll<j>ll < o (since Vis continuous, such a o always exists). So, if 
w satisfies llw-ull < o, we have, as long as llw(.,t)-ull < r, 
h(llw(. ,t)-ull) s V(w(. ,t)) - V(u) s V(w) - V(u) $ h(E), 
and thus II w (. , t) -ull < £. 0 
An equilibrium u is called unstable if it is not stable and asymptoti-
cally stab le if it is stable and in addition II w (. , t) -ull -+ O as t -+ 00 for all 
w with llw-ull sufficiently small. It is possible to obtain results concerning 
instability and asymptotic stability by an approach that will be fully de-
veloped in Chapter V. Here we merely outline the reasoning. 
d In fact, dt V(w(.,t)) < 0 for all t <= 0 unless w is an equilibrium so-
lution (Vis a strict Lyapunov functional). From the maximum principle (see 
12 
Chapter II) it follows that X = {$ E H1 I 0 ~ $ ~ 1} is invariant with re-
spect to (5.1) (i.e., if~ EX, then w(.,t) EX for all t). V(w(.,t)), being 
decreasing and bounded from below on X, has a limit as t + 00 • These facts 
can be used to show that solutions stabilize. Or in other words: as t + 00 
every solution tends to some equilibrium u, in the sense that II w (., t) -ull + 0 
as t + 00 • 
An equilibrium u is called isolated if some neighbourhood of u (in the 
sense of H1) contains no other equilibria. The following theorems are easy 
consequences of the above. 
THEOREM 7.2. If u is stable and isolated, then u is asyrrrptotically stable. 
PROOF. Take EO so small that u is the only equilibrium in H I llu-$11 < EQ}. 
So, if ~ satisfies 11~-ull < 0 ( EQ) , we know that llw(.,t)-ull < EQ and that 
w(. ,t) tends to an equilibrium as t + oo. Hence w(. ,t) tends to u. D 
THEOREM 7.3. If u is isolated and V(u) is not a minimum, then u is unstable. 
PROOF. As before, take E 0 such that u is the only equilibrium in {$ I llu-$11 
< E0}. Suppose we can find a o such that llw(.,t)-ull < e: 0 for every~ with 
11~-ull < c. Since V is not minimal at u we can find a function ~ with 
11~-ull < o and V(~) < V(u). Hence V(w(.,t)) < V(u) for all t ~ O. Thus, as 
t + 00 , w(.,t) tends to an equilibrium w different from u and yet satisfying 
llu-wll < e:0 • This is clearly a contradiction. D 
8. NECESSARY AND SUFFICIENT CONDITIONS FOR A MINIMUM 
The foregoing has made clear the special importance of critical points 
where V is minimal. In this section we derive criteria which are based on 
linearization at the equilibrium. 
The functional V is twice Frechet differentiable, so we can write out 
the first terms of a Taylor expansion: 
(8.1) V(u+$) V(u) + L ($) + !Q ($) + R(u;$) 
u u 
with 
(8. 2) 
and 
(8. 3) 
I. A FIRST IMPRESSION 
2 \R(u;<j>)\ =o(ll<j>ll ). 
The quadratic functional Qu: H1 -+ ll is called the second variation of v. 
Note that the Euler equation for Qu(<j>) is the linearization of (5.3) 
(8.4) vxx + Ag(x)f'(u)v o. 
Now let u be a critical point of V (i.e., Lu(<j>) = 0 for all <PE H1). 
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THEOREM 8.1. If there exists <P E H1 suah that Qu(<j>) < O, then V(u) is not a 
minimum. 
PROOF. For sufficiently small ll<j>ll, the sign of V(u+<j>) - V(u) will be the same 
as the sign of Qu(<j>). Suppose there exists <PE H1 such that Q (<j>) < O. Since 
~ u 
Qu is a homogeneous quadratic functional, we have Qu(n<Pl < 0 for every n > 0, 
and hence V(u+ni) - V(u) is negative for small n. It follows that V(u) cannot 
be a minimum. D 
COROLLARY 8.2 (a necessary condition). If V is minimal at u, 
1 for aU <P E H • 
then Q (</>) :::: O 
u 
THEOREM 8.3 (a sufficient condition). If there exists an a> 0 suah that 
Q (</>) :::: all<j>ll 2 for aU <P E H1, then V(u) is a minimum. Moreover, u is stable. 
u 
PROOF. V(u+<j>) - V(u) = !Q (<j>) + R(u;<j>), and for every £ > 0 there exists 
u 2 
8(£) > 0 such that \R(u;<j>)\ < d<j>ll for all <P with ll<j>ll < 8(£). Take£= !a; 
then 
V(u+<j>) - V(u) <: !Q (<j>) - \R(u;<j>) \ <:!all<j>ll 2 - !all<j>ll 2 
u 
Hence V(u+<j>) - V(u) > 0 for all <P with 0 < II <j>ll < o <!al, and V(u) is a mini-
mum as asserted. The stability of u follows from Theorem 7.1 (take h(s) = 
I 2 4as ) • D 
It is a standard result in the calculus of variations that criteria for 
the positivity of Qu can be formulated in terms of a solution of the linear-
ized equation (8.4). Our presentation of the proofs is based on [15]. 
Let v(x) be defined by (8.4) and 
14 
(8. 5) v(-1) 1, v (-1) 
x 
o. 
Since the equation is linear the choice v(-1) = 1 is just a matter of normal-
ization. The following observation will be useful in the sequel: multiplica-
tion of (8.4) by v and integration by parts yields the identity 
(8.6) Q (v) 
u 
THEOREM 8.4. 
v(l)v (1). 
x 
(i) If v > O for -1 $ x $ 1 and v (1) 
1 x (ii) If Qu($) ~ 0 for au $ E H , then 
v(l) > o, then v ( 1) ~ o. 
x 
PROOF. 
(i) For arbitrary y E c1 the equality 
~ o, then Q ($) ~ 0 for au $ E Hl. 
u 
v > O for -1 $ x < 1, and if 
f 1 2 f 1 ($x+y$) dx + 
-1 -1 
2 2 2 11 {y -y -\g(x)f'(u)}$ dx - $ y 
x -1 
holds. The idea of the proof is to take for y a solution of the differential 
equation 
2 yx - y - \g{x) f' (u) 0. 
This is a so-called Riccati equation, and the change of variables 
(8. 7) y 
v 
x 
v 
leads to (8.4). The hypothesis implies that (8.7) is well defined and that 
Q ($) = ($ --2'$)2dx + _x __ $2(1) ~ 0. f 1 v v (1) 
u _ 1 x v v(l) 
(ii) Denote, for the moment, the value of \ by X. The idea of the proof is 
to show that no zero of v can appear as we let \ vary from 0 to X. We embody 
the dependence on\ in the notation by writing QA and v(x,\). As a prelimin-
u 
ary step we note that if A < X, then 
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QuA(cj>) = ~ Q"X(cji) + (1-~) Jl. cji2dx 
A u A -l x 
A implies Qu(cji) > 0 unless cp is constant almost everywhere. 
Suppose v(x,X) = O for some x E (-1,1). The fundamental theorems for 
solutions of the initial value problem for ordinary differential equations 
(see for instance [17, Chapter 1]) imply v (x,X) # O (uniqueness) and v(x,A) 
x 
is a continuously differentiable function of A. According to the implicit 
function theorem the equation v(x,A) = 0 defines a continuous curve of solu-
tions x = x(A) in a neighbourhood of (x,X). We show that no sucn curve x(A) 
can exist: 
A. x(A) cannot terminate inside the rectangle -1 $ x $ 1, 0 $ A $ X, since 
at the end point we would have v = 0 by continuity, and the above reason-
ing can be repeated. 
B. x(A) cannot intersect the segment x = 1, 0 
= v(l,A)vx(l,A) = O, whereas v 1 constant. 
A $A$ X, for then Qu(v(.,A)) 
c. Since v(x,O) = 1, x(A) cannot intersect the segment A = O, -1 $ x $ 1. 
D. By definition, v(-1,A) 
ment x = -1, 0 $ A $ X. 
1 and therefore x(A) cannot intersect the seg-
E. x(A) cannot intersect the segment A 
we would have v (x(A),A) = 0. 
x 
x = -1 x 
Figure 6 
X, -1 $ x $ 1, for then for some A 
x 
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We have excluded every possibility, and thus it is shown that v(x,r} > 0 for 
1 -
-1 ~ x < 1. Furthermore, the identity Qu(v(.,A)) v(l,r)v (1,r) implies that 
x 
v o,rl <= o if v(l,rl > o. D 
x 
9. GATHERING TOGETHER THE PIECES 
Let us apply the general criteria to the equilibria of (5.1). 
THEOREM 9.1. If either J~ 1 g(x)f' (u)dx > 0 or [~ 1 g(x)f' (u)dx = 0 and 
g(x)f' (u) is not identically zero, then V(u) is not a mininrum, and if u is 
isolated, then u is unstable. 
PROOF. If J~ 1 g(x)f'(u)dx > O, then Q (c) < 0 for all nonzero constants. If 
1 u 1 J_1 g(x)f'(u)dx = 0, then Qu(c) = 0. Suppose Qu(~) <= O for all~ EH; then 
constants minimize Qu. Since constants do not satisfy (8.4) this is impos-
~ 1 
sible. So in all cases Qu(~) < 0 for some ~ E H , and the conclusion follows 
from Theorems 8.1 and 7.3. D 
In the special case g(x)f'(u) - 0, linearization yields no information 
and one has to consider higher order derivatives. We eliminate this possibil-
ity for the trivial equilibria by a further assumption concerning the func-
tion f. 
ASSUMPTION. f'(O) > 0, f'(l) < o. 
COROLLARY 9.2. If f ~ 1 g(x)dx = o, then u* is nontrivial for all \. 
PROOF. We have to exclude the possibility that one of the trivial equilibria, 
though not a minimum, minimizes Von X. Since Q. (±J~J) = Q. (~), i 0,1, 
~ ui ui ~ 
we may suppose that ~, from the proof of Theorem 9.1, satisfies ~ <= 0 if 
0 1 i = 0 and~ ~ 0 if i = 1, and thus neither u nor u minimize Von X. D 
The following lemma will be useful in discussing the case 
f 1 
_1 g(x)f' (u)dx < 0. 
LEMMA 9.3. Let f1 g(x)f'(u)dx < o; then there exist B > o, y >Osuch that 
-1 
on H 2 g(x)f' (u)~ dx > -y f 1 2 ~ dx}. 
-1 
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PROOF. Choose -2y > !=1 g(x)f'(u)dx. Suppose for each S > 0 once can find 
qi E H1 such that 
( 9. 1) Jl 2 Jl g(x)f' (u)qi dx > -y 
-1 -1 
and 
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Since all expressions are quadratic we can normalize qi by I=1 qi 2dx = 1. Choose 
a sequence Sn ~ 0 and take a corresponding sequence qin E H1 • From the normal-
ization and I 11 (qin) 2dx+0 it follows that {qin} is bounded in H1 and therefore 
- x 
a subsequence converges weakly to an element of H1 , say$. From I 11 $ 2dx = 0 
- x 
and ! 1 ~2dx = 1 we deduce that $2 = ! almost everywhere, and hence from 
-1 
Jl 2 Jl 2 g(x)f'(u)qi dx;::: -y qi dx 
-1 -1 
we obtain != 1 g(x)f' (u)dx;::: -2y which contradicts the chosen property of y. D 
THEOREM 9.4. If I=1 g(x)f'(u)dx < 0 and g(x)f'(u) s 0 for -1 s x s 1, then 
u is stable. 
PROOF. We show the existence of a number a> O such that Q (qi) ;::: allqill 2 for 
--- 1 u 
all qi E H , and then the conclusion follows from Theorem 8.3. Let S, y be 
1 
as defined in Lemma 9.3. For arbitrary qi E H we have either 
or 
Jl 2 Jl 2 g(x)f'(u)qi dx > -y qi dx and then Qu(qi) 
-1 -1 
f 1 2 2 ;::: ! {qi +Sqi }dx. 
-1 x 
Take a= min(Ay,~ 1 !Sl. D 
In the begin::iing of Section 5 we assumed that g takes both positive and 
negative values on [-1,1] and therefore Theorem 9.4 is not applicable to the 
trivial equilibria. 
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Suppose g (x) f' (u) changes sign on _[-1, 1]; then the set 
y = {<t> E H1 I J1 g(x)f'(uJ<jJ2dx > o} 
-1 
is not empty. Consider the so-called Rayleigh quotient 
(9. 2) K(<jl) 1 2 f g(x) f' (u) <jJ dx 
-1 
K is bounded from below on Y and we define 
(9. 3) inf K(<jl). 
<jJEY 
THEOREM 9.5. Suppose J:1 g(x)f'(u)dx < 0 and g(x)f'(u) changes sign on [-1,1]. 
If it turns out that 
(i) 
(ii) 
(iii) 
PROOF. 
Al (u) > A, then u is stable; 
1 
A1 (u) A, then Q (<jl) ~ O for all <jJ EH and v (1) = O; u x 
Al (u) < A, then v (u) is not a minirrrum and if u is isolated, then u 1;s 
unstable. 
(i) Write A= (1-o)Al (u). Whenever J:1 g(x)f'(u)<jl 2dx > 0 the definition of 
Al (u) implies 6 J11 <t> 2dx ~ Q (<jl). Since o < 1, this assertion remains 1 - x2 u 
true if f_ 1 g(x)f'(u)<jl dx ~ 0. If 
2 J1 2 g(x)f'(u)<jl dx > -y <jJ dx, then Qu(<jl) 
-1 
f 1 2 2 by Lemma 9.3, whereas in the opposite case Qu(<jl) ~ _1 {<jlx+Ay<jl }dx. 
Let a = min(Ay,!o,!oBl and apply Theorem 8.3. 
(ii) The first part follows from the definition of Al (u). For the second 
part we can take a minimizing sequence in Y n {<jl E H1 J f= 1 <t> 2dx = l} 
and use the weak lower semi-continuity of Qu (compare the proof of 
Theorem 6.2). We obtain a solution of equation (8.4) subject to homo-
geneous Neumann boundary conditions and, by the linearity of equation 
(8.4), this solution must be cv for some constant c i 0. 
(iii) This follows from the definition of Al (u) and the Theorems 8.1 and 
7. 3. D 
Theorem 9.5 tells us that the calculation of a number Al (u), defined in 
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terms of the Rayleigh quotient (9.2), g.ives quite a lot of information con-
cerning the stability of u. The relation with the linearized equation is 
even more explicit in the criteria of the following corollary. 
COROLLARY 9.6. Suppose g(x)f'(u) is not identically zero. 
(i) A sufficient condition for stahility of u is: v > O for -1 $ x $ 1 and 
v (1) > o. 
x 
(ii) If u is isolated, then the conditions v > O for -1 $ x $ 1 and v (1) ~ O x 
if v(l) > O are necessary for stability. 
PROOF. 
~By Theorem 8.4(i), Q ($) ~ 0 for all$€ H1. This excludes 
1 u 1 J_1 g(x)f'(u)dx ~ 0 and J_1 g(x)f'(u)dx < O, A> Al (u), whereas A 
= Al (u) is excluded by vx(l) > 0. 
(ii) By Theorems 9.4 and 9.5, Qu($) ~ 0 for all$ € H1 and the conclusion 
follows from Theorem 8.4(ii). D 
In general, if we let A vary, equilibria are functions of A and conse-
quently Al is a function of A. But in the special case of the trivial equi-
libria u0 and u 1 , Al is a number independent of A. 
THEOREM 9.7. 
(i) Suppose J1 g(x)dx < O; then u* is nontrivial for A > 
-1 
(ii) Suppose f 1 g(x)dx > O; then u* is nontrivial for A > 
-1 
PROOF. 
0 \<u ). 
1 Al (u ) • 
(i) Theorem 9.1 shows that u 1 does not minimize Von X, and Theorem 9.5 im-
0 plies the same for u . 
(ii) 0 1 Exchange u and u in the above. D 
10.· BIFURCATION OF EQUILIBRIA 
In this section the dependence of equilibria on A will be studied in 
some more detail. In particular, the bifurcation at A = Al of a nontrivial 
solution from the trivial one will be investigated. The ideas and methods 
of bifurcation theory are described in [18]. We mention the Lyapunov-Schmidt 
method, which is essentially a way of constructing a scalar equation for 
some parametrizing quantity. The following observation shows that, in this 
particular problem, a scalar equation can be found directly. 
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The theorems on the existence and .uniqueness of solutions of the ini-
tial value problem for ordinary differential equations (see [17, Chapter 1]) 
show that the problem of finding equilibria is equivalent to the problem of 
finding those values of the real variable a for which u(x,a,A) defined by 
(10.1) 
(10. 2) 
satisfies 
( 10. 3) 
(10.4) 
uxx + Ag(x)f(u) 0, 
u(-1,a,A) 
u (1,a,A) 
x 
0 $ u $ 
a, ux(-1,a,A) 
0, 
for x E [-1,1]. 
o, 
The scalar equation we have in mind is (10.3). But before we proceed, we 
state as another consequence a sufficient condition for isolated equilibria. 
THEOREM 10.1. Let f and g be (real) analytic functions. Then the nwnber of 
equilibria is finite. 
PROOF. Since the result concerns a fixed value of A, we suppress the depen-
dence on A in the notation. The assumption implies that ux(l,a) is an analy-
tic function of a. Suppose there are infinitely many a E [0,1] for which 
ux(l,a) = 0 and 0 ::> u ::> 1 for x E [-1,1]. Then ux(l,a) - 0. By continuity 
the set 
I {a E [0,1] I 0 ::> u(x,a) ::> for all x E [-1,1]} 
consists of a number of closed intervals. Suppose y i 0,1 is an end point 
of such an interval. Then either u(x,y) = O or u(x,y) = 1 for some x E (-1,1]. 
Since u (1,y) = 0 the case x = 
x 
o ::> u(x,y) ::> 1 implies u (x,y) 
x 
is excluded by the uniqueness theorem. But 
0 if x E (-1,1) and therefore, invoking 
uniqueness again, no such x can exist. Finally, if I = [0,1], then from 
d da V(u(.,a)) f~ 1 {ux(~~)x - Ag(x)f(u)~~}dx 0 
au 1 (the second equality follows from a;;_- E H and the fact that u is a critical 
point of V), it follows that Vis constant for all a EI. Thus the assump-
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0 1 * tion leads to V(u) = V(u) = V(u ), w~ich cannot be true if At 0. D 
In the bifurcation analysis we confine ourselves to the representative 
case f ~ 1 g(x)dx < 0. Then u0 is stable for A < Al (u0 ) and, if isolated, un-
0 
stable for A > Al (u ) • We are looking for "small" solutions (i.e., small 
lall of the equation 
cI> (a, A) 0, where cI>(a,A) u (1,a,A). 
x 
We note that v(x,a,A) = ~~(x,a,A) satisfies (8.4) and (8.5). Take a = 0. As 
long as A < Al we know from Theorems 9.5 and 8.4 that v(x,0,A) > 0 for 
-1 s x s 1 and v (1,0,A) > 0 (recall that Qu(v) = v(l,a,A)vx(l,a,A)). Thus 
3cI> x 
:Ja(O,A) = vx(l,0,A) f 0, and the implicit function theorem implies unique-
ness of the small solution of cI>(a,A), which solution is of course a= 0. 
Since vx(l,O,A 1) = 0, at A = Al a bifurcation may occur. The uniqueness 
theorem implies v(l,O,A 1) t 0 and thus v(x,O,A 1) > 0 for -1 s x s 1. By con-
tinuity v(x,a,A) > 0 for -1 s x s 1 and A,a in a neighbourhood of A1 ,o. In-
voking Theorems 9.5 and 8.4 again, we conclude that vx(l,0,A) < 0 for A> Al 
and A - Al sufficiently small. So we know 
(10. 5) ~(0 A) > 0 Cla ' ~(0 A) < 0 <la ' 
2 The next goal is to 
a ~(x,0,A) satisfies 
Cla 
()2cjl 
calculate ~-2 (0,A 1 ) 
Cla 
(10.6) z + Ag(x){f"(O)v2 (x,0,A) + f'(O)z} 
xx 
z(-1,0,A) = z (-1,0,A) = 0. 
x 
o, 
for A> Al and IA-A 1 1 
small. 
We multiply (10.6) by v(x,0,A), integrate by parts twice, and use (8.4), to 
get for A = Al 
v(l,O,A 1)zx(l,O,A 1) + A 1 f"(O)J~ 1 g(x)v3 (x,O,A 1)dx 0. 
2 Multiplication of (8.4) by v (x,O,A 1) followed by integration by parts yields 
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and we obtain 
Since v(x,O,A 1) > 0 for -1 s x s 1 and f'(O) > 0 we conclude that 
(10.7) -sign f" (0). 
In order to reduce the amount of calculation we assume that .f" (0) # 0 (if 
f"(O) = 0 we have to consider higher order derivatives). From (10.5) and 
(10.7) we infer that ~(a,A) = 0 has two roots, a= 0 and a= a(A). The ini-
tial shape of the curve of bifurcating solutions and the stability character 
are shown in Figure 7. 
Cl 
s u 
+ A 
s 
f"(O) < 0 f" (0) > 0 
Figure 7 
Taylor expansion yields 
(10.8) u(x,a(A) ,A) 
and hence u(x,a(A) ,A) ~ 0 for x E [-1,1] if a(A) > 0. So in the case 
f"(O) < 0 the bifurcating solution belongs to X for A> A1 and is a candidate 
* for being u , whereas if f"(O) > 0 the bifurcating solution belongs to X for 
* A < A1 and it cannot possibly be u . If f"(O) > 0 the situation might be as 
shown in Figure 8, but it might be much more complex as well. 
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t Cl. 
s u 
+1' 
Figure 8 
APPENDIX 
In this appendix we show the one-to-one correspondence between the 
classical solutions of the boundary value problem (5.3), (5.4), solutions 
of the generalized problem (6.1), and the critical points of the functional 
V defined in (6.3). 
The fact that critical points of V and solutions of (6.1) are the same 
follows from 
lim V(u+t~)-V(u) 
t+O t 
-1 f 1 2 2 2 2 lim t { (tu~ +!t ~.-t!-g(x)f(u)~-t 1-g(x)f'(u)~ + .•. )dx} 
t+O -1 x x x 
Il {u ~ -1-g(x)f(u)~}dx. 
-1 x x 
Let u satisfy (5.3), (5.4), and let~ E H1 Then multiplication of (5.3) 
by~' followed by integration by parts, yields (6.1). 
1 Suppose u EH is such that (6.1) holds. Let q be the solution of 
qxx = g(x)f(u), q (-1) 
For those ~ E c2 that satisfy ~x(±l) 
q (-1) = o. 
x 
0, ~ (1) 0, partial integration yields 
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fl (u+Aq)~ dx O. 
-1 xx 
One of the basic lelillllas of the calculus of variations ([15, p.10]) shows 
u(x) + Aq(x) 
Hence u is at least twice differentiable and u satisfies (5.3). Partial in-
tegration of (6.1) now yields 
and thus u satisfies (5.4) too. 
LITERATURE 
0 1 for all ~ E H , 
[1] COHEN, H., Nonlinear diffusion problems, in: A.H. Taub, ed., Studies in 
Mathematics, Vol. 7, Math. Assoc. of Amer. (1971) 27-64. 
[2] NAGUMO, J., ARIMOTO, s. & s. YOSHIZAWA, An active pulse transmission 
line sirrrulating nerve a:x:on, Proc. Inst. Radio Eng. 50 (1962) 
2061-2070. 
[3] FITZHUGH, R., Impulses and physiological states in theoretical models 
of nerve membrane, Biophysical J. !. (1961) 445-466. 
[4] HASTINGS, S.P., Some mathematical problems from neurobiology, Amer. 
Math. Monthly 82 (1975) 881-895. 
[5] TURING, A.M., The chemical basis of morphogenesis, Philos. Trans. Roy. 
Soc. London Ser. B 237 (1952) 37-72. 
[6J ROSEN, R., Dynamical System Theory in Biology,Vol. 1 (Wiley-Interscience, 
New York, 1970) Section 7.2. 
[7] COHEN, D.S., ed., Mathematical Aspects of Chemical and Biochemical Prob-
lems and Quantum Chemistry, SIAM-AMS Proceedings, Vol. VIII (AMS, 
Providence, R.I., 1974). 
[8] FISHER, R.A., The advance of advantageous genes, Ann. Eugenics 7 (1937) 
355-369. 
I. A FIRST IMPRESSION 25 
[9] KOLMOGOROFF, A., PETROVSKY, I. & N. PISCOUNOFF, Etude de l'equation de 
la diffusion avec croissance de la quantite de matiere et son ap-
plication a un probleme biologique, Bull. Univ. Moscou, Ser. Inter-
nat., Sec. A, .!_ (1937), #6, 1-25. 
[10] ARONSON, D.G. & H.F. WEINBERGER, Nonlinear diffusion in population 
genetics, combustion, and nerve pulse propagation, in: J.A. Gold-
stein, ed., Partial Differential Equations and Related Topics, 
Lecture Notes in Math. 446 (Springer-Verlag, Berlin, 1975) 5-49. 
[11] WILLEMS, G.M. & H.C. HEMKER, The necessary and sufficient requirements 
for the existence of dissipative structures in (bio)chemical sys-
tems, Report TN 77/73, Mathematisch Centrum, Amsterdam, 1973. 
[12] CHAFEE, N., Asymptotic behavior for solutions of a one-dimensional para-
bolic equation with homogeneous Neumann boundary conditions, J. 
Diff. Equ . .!._§_ (1975) 111-134. 
[13] FLEMING, W.H., A selection-migration model in population genetics, J. 
Math. Biol. ~ (1975) 219-233. 
[14] GROESEN, E.w.c. van, Variational methods for nonlinear operator equa-
tions, in: N.M. Temme, ed., Nonlinear Analysis Vol. II, MC Sylla-
bus 26.2 (Mathematisch Centrum, Amsterdam, 1976) Chapter X. 
[15] GELFAND, I.M. & s.v. FOMIN, Calculus of Variations (Prentice-Hall, Engle-
wood Cliffs, N.J., 1963). 
[16] LA SALLE, J.P. & s. LEFSCHETZ, Stability by Lyapunov's direct method 
with applications (Academic Press, New York, 1961). 
[17] CODDINGTON, E.A. & N. LEVINSON, Theory of Ordinary Differential Equa-
tions (McGraw-Hill, New York, 1955). 
[18] TEMME, N.M., ed., Nonlinear Analysis, Vols I and II, MC Syllabi 26.1 
and 26.2 (Mathematisch Centrum, Amsterdam, 1976). 
26 
II. EXISTENCE AND UNIQUENESS OF ONE-DIMENSIONAL NONLINEAR PARABOLIC EQUATIONS 
In this chapter we introduce some topics that will be needed in the fol-
lowing chapters. Section 1 gives results based on the maximum principle. Many 
problems on the existence and uniqueness of solutions of differential equa-
tions can be solved using these methods. In Section 2 function classes are 
discussed. In the previous chapter something was said about the Sobolev space 
1 H • Here, we give more information about Sobolev function classes, together 
with Holder classes. In the last section results from the theory of nonlinear 
parabolic differential equations are given. We give theorems on the existence 
and regularity of equations of this kind. 
The topics in this chapter are not treated to their full extent. We have 
tried to give those results that will be needed for specific problems in la-
ter chapters, and the results are therefore not formulated in the most gener-
al form. 
1. MAXIMUM PRINCIPLES 
In this section we consider an important and powerful tool in the study 
of second order partial differential equations: the maximum principle. This 
principle is a generalization of the elementary fact of calculus that any 
twice continuously differentiable function f which satisfies f" > 0 on an 
interval [a,b] achieves its maximum value at one of the end points of the 
interval. 
The maximum principle serves as a fundamental basis for the proofs of 
uniqueness of various boundary vaiue problems. Moreover, estimates for the 
solutions of partial differential equations can be made using the maximum 
principle. 
Although the proofs required to establish the maximum principle are 
rather elementary, not all of them are given in this section. Also, only a 
few facts about the maximum principles are given, which are basic for the 
following chapters. For more details the reader is referred to the general 
reference for this section, the book of PROTTER & WEINBERGER [6]. 
1.1. The one-dimensional maximum principle 
If a twice continuously differentiable function u in an open interval 
(a,b) has a relative maximum at some point x € (a,b), then 
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u' (x) 0 and u"(x) $ 0. 
Suppose that u is known to satisfy a differential inequality of the form 
( 1.1) u"(x) +g(x)u'(x) > 0, X E (a,b) 1 
where g is a bounded function on (a,b). Then such au cannot have a relative 
maximum in (a,b) and if, moreover, u is continuous on the closed interval 
[a,b], then 
(1. 2) u(x) $ M = max{u(a),u(b)}, X E (a,b). 
However, in applications where differential equations are studied, u satisfies 
(1. 3) u"(x) + g(x)u'(x) 2 0, X E (a,b). 
Then, too, (1.2) holds and, moreover, if u(x) = M for some x E (a,b), then 
u(x) = M. In proving this one uses an auxiliary function v in order to re-
duce this case to one where the strict inequality (1.1) holds: assume that 
there are a< c < d < b such that u(c) = M' ~ u(d), where M' 2 M = 
max{u(a) ,u(b)}. Let 
v(x) ea(x-c) - 1; 
then 
a(x-c) 
v"(x) + g(x)v'(x) = a{a+g(x)}e > 0 
if a is sufficiently large. For positive £ < IM'-u(d) l/v(b) let 
Then 
and 
w(x) u(x) + £ v(x). 
w" + gw' > 0, 
w(a) < M', 
w(c) M' 
w (d) < MI, or {
M' < w(d), 
w(b) < w(d), 
depending on whether M' > u(d) or M' < u(d), respectively. This can never 
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happen, since w cannot have a maximum at an interior point of (a,d) or (a,b). 
If we had assumed d < c, we should have taken 
v(x) e-a(x-c) - 1. 
It is easy to see that a function u satisfying 
(1.4) u"(x) + g(x)u'(x) + h(x)u(x) > 0, X E (a,b) 
cannot have a nonnegative maximum in the interior of (a,b) when h s 0 on 
(a,b). If u only satisfies (1.4) with the 2 sign, we proceed as before, 
choosing a so large that 
2 +a(x-c) 
a ± ag(x) + h(x){1-e } 2 a 2 - alg(x) I + h(x) > 0 
on (a,b). This is always possible if g and hare bounded on (a,b). We can 
apply the same argument to any subinterval of (a,b), so that it is sufficient 
for g and h to be bounded on any closed subinterval of (a,b). Thus we have 
obtained the following theorem. 
THEOREM 1.1. If a t;wiae aontinuousZy diffePentiabZe funation u on an open 
intel'VaZ (a,b) satisfies the diffePentiaZ inequality 
(1.5) u"(x) + g(x)u'(x) + h(x)u(x) 2 0, X E (a,b) 1 
with h(x) s o, if g and h ape bounded on any aZosed subintePvaZ, and if u 
attains a mazimum M, whiah is nonnegative if h t O, at an intePioP point of 
(a,b), then u(x) = M. 
The condition that g and h are bounded cannot be omitted without fur-
ther restrictions. The equation 
u" (x) - ~ u' (x) = 0 
x 
has the solution u(x) = 1 - x4 in the interval (-1,1), which attains a maxi-
mum at x = 0. However, from Theorem 1.2 it will follow that the conclusion 
of Theorem 1.1 holds for a continuously differentiable function u on (a,b), 
with a < 0 < b, satisfying 
u"(~) + ! u'(x) 2 O 
x 
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for all x E (a,b), with the exception Of x = 0 if u is not twice continuous-
ly differentiable there (for example u(x) = xii for x ~ 0 and u(x) = 0 for 
x < 0). 
The functions u of Theorem 1.1 that are continuous on [a,b] attain their 
maximum at the boundary of (a,b), but at the point c where the maximum is at-
tained we do not have that u'(c) 0 unless u is constant. For, let u satisfy 
(1.5), let u(a) =Mand let u(d) < M for some d E (a,b), and let M ~ 0 if 
h 1 0. Choose a so large that the function 
v(x) ea(x-a) - 1 
satisfies the strict inequality (1.4). This is possible if g(x) + (x-a)h(x) 
is bounded from below. With 0 < E < (M-u(d))/v(d) we define the function 
w(x) = u(xl + E v(x). 
Since w satisfies (1.4) in (a,d), the maximum of w must occur at one of the 
end points. We have w(a) M > w(d), so that the maximum occurs at a. Hence 
w'(a) = u'(a) + E v'(a) s 0, 
and since v'(a) =a> 0 we finally get 
u' (a) < 0. 
THEOREM 1.2. Suppose that u is a nonconstant solution of the differential 
inequality (1.5) 'having one-sided derivatives at a and b, that h(xl s o, 
and that g and h are bounded on every closed subinterval of (a,b). If u has 
a relative maximum at a which is nonnegative if h 1 o, and if the function 
g(x) + (x-a)h(x) is bounded from below at x =a, then u'(a) < O. If u has a 
relative maximum at b which is nonnegative if h 1 O, and if g(x) - (b-x)h(x) 
is bounded from above at x = b, then u'(b) > o. 
1.2. The maximum principle for the Laplace equation 
As our main interest is in parabolic equations, in this section we only 
give results for the Laplace operator ~ in a domain D c lRn, similarly to 
Theorems 1.1 and 1.2. We assume that u is a twice continuously differentiable 
function in D. 
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THEOREM 1.3. Let u satisfy the differential inequality 
(1.6) 6u(x) + h(x)u(x) ~ 0 
in a domain D c :IRn, where h is a nonpositive function which is bounded on 
any compact subset of D. If u attains a maximum M, which is nonnegative if 
h t O, at an interior point of D, then u(x) = M. 
THEOREM 1.4. Let u satisfy the differential inequality (1.6), where now his 
nonpositive and bounded in D. Suppose that u $ M in D, u t M,~ that u = M at 
a boundary point P of D, and that M ~ O if h t o. Assume furthermore that P 
also lies on the boundary of an open ball in D. If u is continuous in D u P 
and if an inward directional derivative au/av exists at P, then 
au < 0 
av 
at P. 
The proofs of these theorems can be found in [6, Chapter II, Th. 2, 6 
and 7]. The same argument as 
v something like exp(-a l~=l 
If u is continuous on D 
Theorem 1.3 satisfy 
in Section 1.1 is used, here with the function 
2 
x.). 
i 
and if D is bounded, then the functions u of 
(1.7) u(x) $ M = max u(y), 
yE3D 
X E D, 
where M must be nonnegative if h t 0. If u t M, then the strict inequality 
holds (cf. (1.2)). In the unbounded domain D {(x,y) I 0 < y < rr} c JR2 the 
function ex sin y is harmonic, vanishes on the boundary ao of D, but is pos-
itive everywhere in D. However, if we moreover require that u is bounded on 
D, then (1.7) holds for unbounded domains too [6, Chapter II, Section 9]. 
A minimum principle arises if we change the sign~ into$ in (1.6) and 
$into~ in (1.7), provided that M $ 0 if the nonpositive function h does 
not vanish identically. 
The maximum principle can be applied to prove the uniqueness of a 
bounded harmonic function in a domain D which tends to prescribed values at 
the boundary of D. Since the difference of two such functions is harmonic 
in D and vanishes on 3D, it is nonpositive in all of D. For the same reason 
it is nonnegative in all of D, and hence it is identically zero. 
Another application of the maximum principle (and the minimum principle) 
yields estimates for the solution of a boundary value problem where this so-
II. EXISTENCE AND UNIQUENESS 31 
lution is not known exactly: Let an elastic membrane be braced between the 
points of the set 
{(x,y,z) I x=O, OSySTI, z=f(y)} u {(x,y,z) I z=O, y=O or y=TI, osxsa}, 
where f is a continuous function on [0,TI] vanishing at 0 and TI. 
Figure 1 
We want to have an estimate of the height z of the membrane on {(x,y) I 
x = a, O s y s TI}. In this set, which is a free boundary for the membrane, 
we have 3z/3x = O. Assume that a ~ 0 and 8 ~ 0 such that 
a+ 8 sin y ~ f(y), y E [0,TI]. 
Let u be the function 
u(x,y) (a+S sin y) cosh(x-a) 
cosh a (x,y) E [O,a] x [0,TI]. 
We extend the domain of definition of the functions z and u to the set 
D = [0,2a] x [0,TI] by reflecting z and u with respect to x = a. Then 
au 
ax(a,y) 
and u satisfies 
az 
a;c<a,y) 0 for y E [0,TI] 
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lm 2 0 in D, 
u(x,0) u(x,11) = a. cosh (x-a) /cosh a 2 
u(O,y) 2 z(O,y), y E [0,11], 
u(2a,y) 2 z(2a,y), y E [0,11]. 
Hence 
z (a,y) ::;; a.+S sin y [0,11]. 
cosh a y E 
In the same way, if y20and6 2 0 are such that 
we get 
Similarly, 
and find 
-y-6 sin y ::> f(y), 
z(a,y) 2 -y-6 sin y 
cosh a 
Y E [0,11], 
y E [0,11]. 
if a 00 and z is bounded, we take 
u(x,y) (a.+S sin y)e -x 
(-y-6 sin y)e -x ::;; z(x,y) ::;; (a.+S sin y)e 
0, 
-x 
, x 2 0, 
1.3. The maximum principle for one-dimensional parabolic equations 
The differential operator 
(1.8) L a
2 a a 
f -- + g - - "t I dX2 dX a 
y E [0,rr]. 
with f and g functions in a domain D in the (x,t)-plane, is said to be uni-
formly parabolic in D if there is a positive constant µ such that 
f(x,t) 2 µ, (x,t) E D. 
Throughout this section we assume that u, ux' uxx and ut are continuous 
functions in D. 
First we will prove a maximum principle, similar to (1.2), when Dis 
rectangular, 
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D = { (x,t) I a < x < b, 0 < t < T}. 
However, unlike (1.7), we do not need all of the boundary: on the part t = T, 
a < x < b of the boundary of D u cannot be larger than on the rest of the 
boundary. 
Let f and g be bounded functions on D, let ux' uxx and ut be continuous 
on (a,b) x (O,T], and let u be continuous on D. Then for x0 E (a,b) and 
t 0 E (0,T] 
( 1. 9) u(x0 ,t0 ) s M = sup{u(x,t) I (x,t) E ao and t < t 0}-
provided that u satisfies 
Lu ~ 0 in D 
or 
(L+h)u ~ 0 in D 
if h is bounded on D, h s 0 and M ~ 0. The proof uses a similar argument to 
that in Section 1.1. Let 
2 
v(x,t) = exp(-a:(x-x0) ) - 1 
with a: so large that (L+h)v > 0 in D, i.e., with a: so large that 
2 2 4a: f(x,t) (x-x0) - 2a:{f(x,t) + g(x,t) (x-x0)} + h(x,t) > 0. 
The function w = u + v satisfies 
(L+h)w > 0, 
and if u(x0 ,t0) > M, then for t s t 0 and (x,t) E ao (but if t 0 T and 
t = t 0 , only for x a orb) 
This cannot be true, since if it were there would be x 1 E (a,b) and 
t 1 E (O,T] such that 
a2w 
--2(x1,t1) s 0, 
ax 
o, 
and if h t O, then also w(x1,t1) ~ 0, which contradicts (L+h)w > 0. 
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In fact a stronger result holds: if the maximum occurs in (a,b) x (O,T], 
then u must be constant in a certain region. We will formulate this result 
[6, Chapter 3, Th. 2 and 4] and a result similar to Theorems 1.2 and 1.4 [6, 
Chapter 3, Th. 3 and 4] for general domains D in the (x,t)-plane. 
THEOREM 1.5. Let D be a domain in the (x,t)-plane. Let the functions f, g 
and h be bounded on any compact subset of D, let h $ O and let the differ-
ential operator (1.8) be uniformly parabolic in any compact subset of D. If 
(L+h)u 2 0 in D, 
if cx0 ,t0 J E D is such that u(x0 ,t0J = M, while u(x,t) $ M for (x,tl E D, 
t $ t 0, and if M 2 o when h to, then u(x,t) =Mon {(x,t) I t = t 0 , 
x E [x1 ,x2 J} c D with x1 $ x0 $ x2 and on { (x,t) I x = x0 , t E [t1 ,t0 J} c D 
with t 1 < t 0 • 
D 
Figure 2 
THEOREM 1.6. Let D be a domain in the (x,t)-plane, let the functions f, g 
and h be bounded on o1 = D n {(x,t) I t < T1} for any T1, let h $ o in D, 
and let L, given by (1.8), be uniformly parabolic in any o1• L9t (L+h)u 2 o 
in D. Suppose that P is a point on the boundary of D where the ma.ximum M oc-
curs, and that the normal to ao at P is not parallel to the t-a.xis. Further-
more, suppose that at P a circle tangent to an can be constructed whose in--
terior lies entirely ·in D and such that u < M in this interior and that 
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M ~ O if h t O. If u is continuous in D u P and if an iY/JJJa:rd directional 
derivative au/av exists at P, then 
au av- < o at P. 
35 
Whether D is bounded or not, bounded solutions u of (L+h)u ~ 0 in D 
are maximal on that part of an which is not a horizontal upper boundary (we 
choose the x-axis horizontal and the t-axis vertical) , provided that this 
maximum is nonnegative if h t 0. From this property one can derive the 
uniqueness of solutions of parabolic differential equations. 
COROLLARY 1.7. Let D = (a,b) x (0,T) with 0 < T $ 00 and let 
n1 = D n {(x,t) I t < T1}. Leth be a function in D which is bounded from 
below on any compact subset of D and bounded from above on n1 for any T1 < T, 
and let L be as in Theorem 1.5. Let w be a bounded piecewise continuous func-
tion in (a,b). Then there is at most one function u, bounded and continuous on 
{[a,b] x (0,T1 ]} u { (x,O) I w(x) is continuous} 
for any O < T1 < T, with 
(L+h)u 
u(x,0) 
u(a,t) 
0 in D, 
w(x), 
u(b,t) 
a < x < b, w(x) is continuous, 
o, 0 < t < T. 
PROOF. Let u 1 and u 2 both be solutions, and let v(x,t) 
with A so large that h - A$ 0 in n1• Then v satisfies 
(L+h-A)V = 0, 
v(x,O) = 0, v(a,t) = v(b,t) = 0. 
Therefore v $ 0 everywhere in n1, and similarly -v $ 0, so that v - O; hence 
u 1 = u 2 in every n1 , and thus in D. D 
COROLLARY 1.8. Let D, w ~nd h be as in Corolla:ry 1.7 and Las in Theorem 
1.6. Then there is at most one solution u, bounded and continuous on 
D1 u { (x,O) I w(x) is continuous} with ux continuous on [a,b] x (O,T), of 
(L+h)u 
u(x,O) 
0 
W (x), 
in D, 
a < x < b, w(x) is continuous, 
0, 0 < t < T. 
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PROOF. Let u1 and u2 both be solutions·and let 
v(x,t) 2 {u1 (x,t)-u2 Cx,t)} exp[-(x-c) -At], 
where c E (a,b) and A so large that 
2 A :<: 4 f(x,t) (x-c) + 2g(x,t) (x-c) + 2f(x,t) + h(x,t), (x,t) E o1 • 
Then v satisfies 
2 fvxx + [g+4(x-c)f]vx - vt + [4(x-c) f+2(x-c)g+2f+h-A]v 0 in D, 
v(x,O) 0, 1 v(a,t) = 2 (c-a) vx(a,t), 
-1 
v(b,t) = 2 (b-c) vx(b,t). 
If the maximum M of v on o1 occurs on {(a,t) I O<t:s:T1} u {(b,t) I O<t:s:T1}, 
it must be nonnegative and for some t 0 E (O,T1J 
M 
or 
Therefore M = O and similarly, applying the argument to -v, we find that v 
is nonnegative. Thus v = 0 in o1 for any T1 < T, and hence u 1 = u2 in D. D 
We can compare two solutions of nonlinear parabolic equations by means 
of the maximum principle and the mean value theorem. Let F(x,t,u,p) be a 
function on (a,b) x (0,T) x lR x:JR· which is continuously differentiable with 
respect to u and p, such that Fu is bounded from above on (a,b) x (O,T1l x 
lR x]R for any T1 < T. We consider the differential inequality 
(x,t) E (a,b) x (0,T) D. 
Let w be a solution of 
wxx(x,t) + F(x,t,w(x,t),wx(x,t)) - wt(x,t) :s: O, (x,t) E D. 
Define a function g in D by 
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x x iF(x,t,u(x,t) ,u (x,t) )-F(x,t,ti(x,t) ,w (x,t)) 
and a function h by 
F(x,t,u(x,t),wx(x,t))-F(x,t,w(x,t),wx(x,t)) 
u(x,t)-w(x,t) 
h(x,t) 
oF 
a;;:<x,t,u(x,t) ,wx(x,t)), 
Then by the mean value theorem g(x,t) equals 
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, if u (x,t) ~ w (x,t), 
x x 
if u (x,t) 
x 
w (x,t), 
x 
, if u(x,t) ~ w(x,t), 
if u(x,t) w(x,t). 
F (x,t,u(x,t) ,6 (x,t)u (x,t) + [1-6 (x,t) ]w (x,t)) p x x 
for some function 8 between zero and one, and g is bounded on any compact 
subset of D. Similarly, h(x,t) equals 
Fu (x,t,6' (x,t)u(x,t) + [1-6' (x,t) ]w(x,t) ,wx(x,t)) 
and h is bounded from above on n1 = (a,b) x (O,T 1) for any T1 < T. Now the 
function v = u - w satisfies vxx + gvx - vt + hv ~ 0 in D. Similarly to 
Corollary 1.7, the following theorem holds. 
THEOREM 1.9. Let D = (a,b) x (O,T), where a~ - 00, b ~ oo, 0 < T ~ oo. Let 
F(x,t,u,p) be a function on D x JR2 such that F and F are continuous and p 
that F 
u 
2 u 
is bounded from above on D 1 x JR , where D 1 = (a,b) x (O,T1l, for 
any O < T 1 < T. Let u and w be two bounded functions in D, which converge 
to piecewise continuous functions on (a,b) x {O}, and if a > - 00 also on 
{a} x (O,T), and if b < 00 also on {b} x (O,T), satisfying 
in D 
and 
w(x,0) ~ u(x,O), X E (a,b). 
Moreover, if a > - 00 assume that 
w(a,t) ~ u(a,t), t E [0,T) 
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and if b < 00, assume that 
w(b,t) ~ u(b,t), t e: [0,T). 
Then w ~ u in D and if w(x,Ol > u(x,Ol in an open interval of (a,b), then 
w > u in D. 
The last inequality follows from the fact that the function u - w cannot 
attain its nonpositive maximum at a point of D without being constant. 
COROLLARY 1.10. Let D and F be as in Theorem 1.9 and Zet w be as in CoroZZary 
1.7. Then there is at most one bounded function u, continuous on 
D u { (x,O) w(x) is continuous} u { (a,t) I 0 < t < T, if a > - 00 } 
u { (b,t) 0 < t < T, if b < oo}, 
with 
(1.10) u xx + F(x,t,u,ux) - u t = 0 in D 
u(x,O) W(X), x e: (a,b), w(x) is continuous 
u(a,t) 0, t e: (0,T) if a> -00 
u(b,t) 0, t e: (0,T) if b < 00 . 
Just as Theorem 1.9 can be derived with the aid of Corollary 1.7, so 
the following corollary follows from Corollary 1.8. 
COROLLARY 1.11. Let D and F be as in Theorem 1.9 and moreover Zet F be 
2 p bounded on o1 x lR for any O < T 1 < T. Let a > -oo and b < 00 and Zet w be 
as in CoroZZary 1.7. Then there is at most one function u, continuous on 
Du {(x,O) I w(x) is continuous} with u continuous on [a,b] x (0,T) satis-
x 
fying ( 1.10) in D and 
u(x,O) = W(x), 
ux(a,t) = ux(b,t) 
a < x < b, w(x) is continuous, 
0, 0 < t < T. 
REMARK 1.12. In Theorem 1.9 and Corollaries 1.10 and 1.11 it would actually 
be sufficient if instead of F and F being continuous, F were only Lipschitz 
u p 
continuous with respect to u and p, uniformly in any o1 x JR2• 
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2. FUNCTION SPACES 
In this section we will treat two classes of function spaces, namely 
Holder spaces and Sobolev spaces. The first one consists of continuously 
differentiable functions. Functions of the second class only have weak deri-
vatives, i.e., derivatives in a distributional sense: let f be a locally in-
tegrable function in an open set D c JRn; then the function g is called the 
weak derivative of f with respect to xi (g is also denoted by 3f/3xi) if 
I g(x)$(x)dx = - f f(x) ;$ (x)dx D D xi 
for all C00-functions $ with support in D. Note that not all locally inte-
grable functions in Q have distributional derivatives which are functions 
as above, but in general they are distributions (see [7]). If a function is 
differentiable, weak derivatives equal ordinary derivatives. In this section 
we always assume that D is a domain in JRn such that the boundary of its 
interior is the same as the boundary of its closure. 
2.1. Holder spaces 
A function f in a domain D is called uniformly Holder continuous in D 
with exponent a, 0 < as 1, if for all x,y E D 
Jf(x)-f(y) I s KJx-yJa 
for some K > 0. If a = 1 we also say that f is Lipschitz continuous. Let 
0 < a S 1 and let i be some nonnegative integer. Then Ci+a(D) is the space 
of all continuously differentiable functions f in D up to order i, such that 
the derivatives of order i are Holder continuous in D with exponent a and 
such that the following norm is finite: 
(2 .1) def k Jfli+a = sup ID f(x)J +sup 
XED x,yED 
k k ID f (x) -D f (y) I 
Jx-yJa 
lkJsi JkJ=i 
If D is not open, it is required that the derivatives of order s i can be 
continuously continued from the interior of D to all of D. Ci+a(D) is a 
Banach space (see [10, Section 7]). If i = O, we sometimes denote the last 
term of (2.1) by Jfl and then we have actually JfJ 0 = llfll + Jfl • a +a 00 a 
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THEOREM 2.1. Let o < a s 1 and O < B s ·1, and let k and i be two nonnegative 
integers such that k+a > i+s. Furthermore, let D c lRn be bounded and con-
vex or bounded with a c00-boundary. Then the identity map 
is compact. 
PROOF. See [10, Section 28, Th. 7 and 8]. 0 
00 
The requirement that the boundary ao of D is c is too strong; see [10] 
for milder conditions. 
2.2. Sobolev spaces 
Let, for 1 s p < oo, Hm,p(D) be the space of functions f in the open do-
main D c lRn, all of whose distributional derivatives up to order mare func-
tions in Lp(D). Under the norm 
II fll def { l J IDkf(x) lpdx}l/p 
m,p lk!Sm D 
Ff1 1 P(D) is a Banach space (see [9, Section 1]). Ff1 1 ~(D) is a Hilbert space; 
the inner product is denoted by (.,.)m. If p = 00 , Hm' 00 (D) is the space of 
continuously differentiable functions f up to order m, such that the fol-
lowing norm is finite: 
II fll 
m,oo 
def k 
= sup ID f (x) I • 
XED 
lk!Sm 
In this case we sometimes write Ff1 100 (D) = Cm(D), and as in the last section it 
can be defined if Dis not open too. The norm might also be denoted by J. Im· 
It is only in places where all these spaces are used at the same time 
that one must be careful with the notation. However, if it is clear with 
which type of spaces one is dealing, the symbols denoting this type are not 
always written. For example, if one is concerned only with Sobolev spaces 
with p = 2, one often writes Hm(D) with norm II.II , or if only sup-norms oc-
m 
cur the symbol oo may be omitted. 
THEOREM 2.2. C00 (D) n Hm,p(D) is dense in Hm,p(D), 1 $ p s 
PROOF. See [9, Section 2]. 0 
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Theorem 2.2 is not true if C00 (D) is replaced by C~(D), the space of C00-
functions with compact support in D. Let p = 00 and D = JRn; then the closure 
of C~(JRn) in s:1'1 100 (IRn) consists of the bounded cm-functions whose derivatives 
up to order m tend to zero at infinity. Hence, the function f(x) = 1 € !f1100 (IRn) 
does not belong to this closure. For 1 $ 
dense in s:1'11P(IRn) (see [9, Section 21). 
oo n 
p < oo, it is true that c 0 (JR ) is 
In general, we define another type of 
Sobolev space H~'P(D) as the closure of C~(D) in s:1'1 1P(D). For example, let D 
be a bounded subset of IRn, p = 2 and m = 1. If there is a function f € H112 (o) 
such that (f,<PJ 1 00 1 2 1 2 . 0 for all <P € c 0 (D), then HO' (D) 'I H ' (D) .- This means 
Hence, f is a weak solution of the differential equation f - 6f = O in o, 
The function f(x) =exp~~ 1 x.r;i, with r;, complex numbers satisfying li= J. J. l~=l r;~ = 1, is even a strong solution in H.1 •2 (D). 
A property of functions in Hm0;·p (D) , p > 1, where D has a smooth boundary 
oo m p .J11-l - k (C -boundary) or is convex, is that if f € H0 ' (D) n c (D), then D f(x) = 0 
for x € ao and !kl $ m-1 (see [1, p.105]; the proof given there also holds 
for p > 1 instead of p = 2). Hence, if Dis bounded and convex or with a 
smooth boundary, the function f(x) = 1 € s:1'11P(D) cannot belong to H~'P(D) if 
m2:1andp>1. 
THEOREM 2.3. Let m > i 2: o. If D is a bounded domain, then the identity map 
I: H~'p(D) + H~'p(D) 
is aompact for 1 $ p $ 00 • If D is bounded and has a C00-boundary, then 
is .aompaat for 1 $ p $ oo. 
PROOF. See [9, Section 4]. 0 
If p = 00 , the last identity map of Theorem 2.3 is also compact when D 
is bounded and convex, which follows from Theorem 2.1. 
Also in Theorem 2.3 the condition that the boundary of D is C00 can be 
released. 
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2.3. Connection between HOlder and SobQlev spaces 
We now say how smooth functions in a Sobolev space are, by embedding 
Sobolev spaces continuously into Holder spaces. This is called the Sobolev 
Lemma. 
THEOREM 2.4. Let o c lRn be convex or bounded with a c00-boundary. Then the 
following identity mappings are continuous: 
I: ~,l (0)-+ CR. (D), 
I: Hm,p(O)_. CJl.+a(D) 
form ;:: JI. + n, 
for 1 < p < oo, m - JI. - n/p ;:: a > 0 
anda<l. 
For any domain o the following identity map is continuous 
for m ;:: JI. + n if p "' 1, and 
for m > JI. + n/p if p > 1. 
PROOF. See [9, Section 3] and [S, Ch.II, th.38]. 0 
As before, the conditions on o may be weakened. 
The continuity means that there are constants C depending on n, m, JI., 
p and O such that for f E Hm,p(O) 
If I 0 s c H fll 
"' m,p 
in the first two cases, and 
in the third case. The last map I shows that for f E ~'P(o), we always have 
k 
0 f(x) "' O, x E ao, 
when k < m - n/p if p > or k s m - n if p"' 1. Therefore, the function 
f(x) - 1 E Hm,l(O) cannot belong to Hm,l(O) if m;:: n and o is bounded. 
0 
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3. EXISTENCE AND REGULARITY OF SOLUTIONS OF NONLINEAR PARABOLIC EQUATIONS 
In this section we will find conditions for the function F in order 
that the equation (1.10) has a solution in D with u, ut, ux and uxx continu-
ous in D, where D = (a,b) x (0,s] for a ~ -oo, b ~ oo and some s > 0. First, 
weak solutions (i.e., in a distributLonal sense) are constructed, and next we 
find conditions for F such that u, ux' uxx and ut are continuous functions 
in D. Since (1.10) is in fact a perturbance of the heat equation, we use the 
Greerrsfunction of the heat equation. This method can be performed for more 
general equations too (see f3]). Another method, using Sobolev spaces, can 
be found in [ 4] • 
3.1. Existence of distributional solutions of the linear equation 
The function 
satisfies 
(3 .1) 
E(x,t) 
<lE 
at 
( x2\ 
-
1
- exp - -4t}' 2ht 
and in a distributional sense 
( 3. 2) lim E(x,t) 
HO 
o (x). 
t > 0, X E lR, 
t > 0, 
Hence, if we denote by E[t] the function E[t](x) d~f E(x,t) on lR, a 
distributional solution of 
t > 0, 
u[O] = ijJ 
is given by 
(3. 3) u(x,t) (E[t]*ijl) (x), 
where * means the one-dimensional convolution with respect to the variable x. 
Here, ijJ is a distribution on lR such that E[t]*ijl exists for each t > 0. If 
ijJ E L00 (lR) with sup-norm llijill, we get explicitly 
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(3.4) 
Hence, 
(3.5) 
u(x,t) = _1_ fco exp(- (x-f;)2l ljl(f;)df; 
2/iit -co 4t I 
Jco 2 = ...L e-n ljl(x+2vt nldn. 
;; -co 
Ru[tJO s llijJll, t ~ 0. 
To get estimates for the derivatives we need that for t > O, i ~ O, m ~ O, 
and i+m ~ 1: 
(3.6) 
Then we may write 
(3.7) 
Cco 
2 
ne-n {ljl(x+2vtn)-ljl(x)}dn. 
If 1jJ is a continuous function in an interval (a,b), then u is continuous 
on {lRx(O,co)} u {(x,O) I a< x < b}. Assume now that 1jJ is uniformly HOlder 
continuous, i.e., it satisfies, for some y with 0 < y s 1, 
(3.8) Jljl(x)-ljl(y) I s JijJJ Jx-yJY y 
for some constant JijJJ • Then for some K > 0 (K = 1 if y y . 
from (3.7) that 
(3.9) Hu [t]O s KJijJJ t(y-l)/2 , 
x y t > O, 
and if y O, i.e., if 1jJ € Lco(lR), that 
(3.10) Du [tJll s _!_ llljllt-i, 
x ;; 
t > o. 
1) it follows 
More generally, if 1jJ is k times continuously differentiable (k ~ 0), and 
akljl/axk satisfies 
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for some number y with k s y s k+l and for some constant 11)JI , we get 
y 
(3 .11) K 11)JI t(y-t-2m)/2 
t,m y ' t > 0, 
for some constants K > 0 depending on t and m, as long as y-t-2m s O; t,m 
otherwise (3.11) is bounded independently oft. In particulaL, 11)JIO 
r1enotes llijJll and Ko.a= 1. 
Now we turn to the nonhomogeneous equation. Recall that, if Gft) = 1 
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fort> 0 and 8(t) = 0 forts 0, the distributional derivative with respect 
tot of the function 8(t)f(x,t) is given by 
(3 .12) aef at(x,t) af {f(x,+0)-f(x,-O)}o(t) + 8(t) a:t<x,t). 
We define the function 
{
E(x,t), 
G(x,t) = 
0, 
t > Q 1 X E JR, 
t S Q 1 X E JR, 
which, according to (3.12), (3.2) and (3.1), satisfies 
8G a2G 
at(x,t) - - 2-(x,t) 
ax 
o(x)o(t) + 8(t){Et(x,t)-E (x,t)} 
xx 
o (x,t). 
The function G is called the Green's function or the fundamentat sotution 
of the one-dimensionat heat equation. The relation between the fundamental 
solutions G and E obtained here holds for more general initial value prob-
lems too (see [7]). 
Let f be a distribution in JR2 (the x,t-plane) such that G*f exists; 
then a weak (i.e., distributional) solution of 
is given by 
v 
xx 
f 
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(3.13) v 
where * now means the two-dimensional convolution with respect to x and t. 
If f has its support in {(x,t) J t ~ O}, then v does too, so that if, 
moreover, f is such that G*f is a continuous function, then 
v(x,0) 0, x e: JR. 
For example, let, for some T s 00 and any 0 < t < s < T, f e:-L00 (JRx[t,s]) 
such that its sup-norm there satisfies 
$ M 
s 
for some Ms > 0 depending on s and for some B < 1. For t s 0 we take f zero. 
Then (3.13) can be written explicitly 
f: [00 2 (3.14) v(x,t) e (tl 1 (- (x-sl ) dT exp 4(t-T) ,f(s,T)ds 2/11 (t-T) " 
I: [00 2 e (tl 1 e-n f (x+2/T n, t-Tldn dT, t < T. liT 
~urthermore, for 0 < t < T, 
( 3. 15) r j"" -l ~ exp(-(x-si2)f(s,T)ds dT 
0 lt-T -co 2h(t-T) 2/t-T 4(t-T) / 
f: J:r [ 00 ; ne -n2 f (x+21T n, t-Tldn de. 
Differentiation of a function of x2/4t with respect to Jxla yields another 
function of x2/4t times t-a/2 , and differentiation of a function of x2/4t 
times t-t with respect to ta yields another function of x2/4t times t-t-a. 
Applying the mean value theorem with respect to the variable J x-s I a, for 
some a with 0 <as 1, to the first expression of (3.15), using 
and changing the variable as in the second expression of (3.15), we find 
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Iv (x,t)-v (y,t) I 
x x 
-a 2 
+ ~nll-a}e-n • lfCcrx+(1-cr)y+2v'T n,t-T) ldn d'l" 
a 
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for O < t s sand x,y E IR, where a is a function of n and 'l" between 0 and 1. 
Similarly, for 0 < t s t 1 < t 2 s s, 
It1Joo -(a+!) 3 2 lvx(x,t1>-vx(x,t2 ) I s (t -t )a 'l" !!L+bl e-n • 2 1 0 _00 ;; a 2a 
+ 
!-a 
or, if 13 < !, the last term can also be majorized by K(t2-t1) Ms' and 
Hence v and v are Hdlder continuous functions. Thus we have obtained the 
x 
following lemma. 
LEMMA 3.1. Let f be a fu:nation on IRx(O,T), where O < T s 00, suah that for 
any positive s < T and o < t < s, 
(3.16) lf<x,'l"J 1 s Mt-a 
for some M > 0 d.epending on s and for some nonnegative 13 < 1. Then the 
equation 
X E IR, 0 < t < T, 
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has a weak solution v (3.13), which is·a continuous function of x and t. 
This function is also continuous foP t o and 
( 3. 17) v(x,0) 0, X E lR. 
FuPtheY'moPe, v and v ape HCJldeP continuous with 1•espect to x and t, and 
x 
the sup and HCJldeP noPms on the domain JRx[t,sJ satisfy 
llvll $ 
1-13 
s i:s M, 
(3.18) 
llv II .r6 !-13 !-13 $ l-l3 max{t ,s }M, x 
lvl 1_ 13 $ KM, 
(3.19) 
lvxla $ Kt-!M , with a < I 2, a ,,; 1-13, and 
Iv I $ KM, with a < I a $ !-13, if 13 < ! 
x a 
"' 
foP some positive constant K. 
3.2. Existence of distributional solutions of the nonlin~ar equation 
We consider the nonlinear equation for x e: lR, 0 < t < T, where T $ 00 , 
(3.20) {
ut(x,t) - u (x,t) - F(x,t,u(x,t),u (x,t)) 
xx x 
u[O] 1/J. 
0, 
The following conditions are imposed upon the functions ljJ and F: either 
case (a): ljJ is an L00-function on lR and, for any positives< T, Fis a 
bounded function on lR x ( 0, s] x S, where S is compact in lR2 , 
whose sup-norm satisfies 
sup{ JF(x,t,u,p) I I x e: lR, 0 < t $ s, lul $ N, p E JR.}$ M N(l+lpl 213 ) s, 
(3.21) 
or 
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for some M > 0 depending ons and N and for some 13 < 1; more-
s,N 
over, F is continuous with respect to u and p, uniformly in the 
following sense: for every £ > 0, every compact set S in lR2 and 
every 0 < s < T, there is a o > 0 such that for all (u,p) € S and 
(v,q) € S with lu-vl + Ip-qi < o, and for all t > O, 
I I f3 
sup IF(x,T,u,T-2p) - F(x,T,V,T-2 q) I s t- £; 
X€lR 
tSTSs 
case (b): l/J is a Lipschitz continuous function uniformly in lR, thus (3.8) 
is satisfied for y = 1, and Fis a bounded function on 
(3.21) 
2 
lR x [t,s] x S for every 0 < t < s < T and S compact in lR , 
such that 
sup{ IF(x,T,u,p) I I x € lR, t S T S S, (u,p) € S} SM t-[3 s,S 
for some Ms,S > 0 depending on s and S and for some [3 < ! ; more-
over, F is continuous with respect to u and p uniformly in the 
following sense: for every £ > 0, every compact set S in lR2 and 
every 0 < s < T, there is a o > 0 such that for all (u,p) € S and 
(v,q) € S with lu-vl + Ip-qi < o, and for all t > 0, 
sup 
X€lR 
tSTSs 
I I -~ F(x,T,u,p) - F(x,T,v,q) s t £. 
With the aid of the functions (3.3) and (3.13) we will obtain ans> O and 
a distributional solution u for 0 < t < s, first for x in a finite interval. 
We will also find a condition for F such that the solution extends, as a 
continuous function, to the domain lR x (0 ,T). 
Fix T1 < T; let M be a positive number such that in case (a) 
_! 
(3.22) sup{IF(x,T,u,T 2 p) I I x € lR, 
or in case (b) 
(3.22) sup{IF(x,T,u,p) I I x € lR, t s T s T 1 , lul + lpl s lllfJll + 11/!11+ 1} s 
s Mt-[3; 
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and let s s T1 be a positive number such that in case (a) 
(3.23) 
or in case 
(3.23) 
1+16 1-S l=Ss MS l, 
(b) 
1 S r: L'j3 
s - +>'6 s 2 
----"---- M $ 1. 
1-S 
We will obtain distributional solutions, but as we are interested in clas-
sical solutions finally (see Section 3.3) we consider functions u which 
are continuous on that part of the boundary {(x,t) I t = O} where w is 
continuous. In case (b) this is the whole x-axis and in case (a) we may 
think of w as being piecewise continuous. 
Let B be the Banach space of continuous functions u on {(-N,N) x (O,s]} u 
u { (x,O) X E (-N,N), W(X) is continuous}, which are continuously differ-
entiable with respect to x on (-N,N) x (0,s] such that the following norm is 
finite: 
in case (a) 
llull 
B 
d~f sup 
-N<x<N 
O<tSs 
!u(x,t) I + sup It lux(x,t) I, 
-N<x<N 
O<tSs 
and in case (b) 
llull 
B 
d~f sup 
-N<x<N 
O<tSs 
Ju(x,t) I + sup 
-N<x<N 
O<tSs 
lu (x,t) ! • 
x 
That the first space is a Banach space can be shown as in[9, Section 1], and 
1 00 
the second space is the Sobolev space H' ((-N,N) x (O,s]). Let K be the 
closed, bounded and convex set in B, in case (a) defined by 
K def {u E BI llull s (1+11-~)llwll + 1}, 
B 
and in case (b) by 
K d~f {u ~ B I llull < ll,1·11 1'''1 1} ~ B - o/ + o/ 1 + . 
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We define a map A from K into B by 
Au = E[t]*W + G*F[u,u ] , 
. x N 
where F[u,u] is the function F(x,t,u(x,t) ,u (x,t)) on (-N,N) x (0,s], and 
x N x 
F[u,ux]N vanishes if x i (-N,N); here the first convolution is with respect 
to x and the second with respect to x and t. Since (3.22) implies (3.16), 
(3.17) ensures that u[O] = w, and furthermore from (3.5), (3.10) or (3.9) 
with y = 1, (3.18) and (3.23), we derive 
II Aull nwn 
sl-S 
+ ~ nwn 16 1-S _! $ + 1-SM + 1-tl s M $ (1+11 2 ) II wll + 1, case B 
(3.24) II Aull $ nwn 
sl-S 
lwl 1 + 16_ LS nwn lwl 1 + 1, + ----M + s 2 M $ + case B 1-S 1-S 
(a) 
(b). 
Hence A is a map from K into K, which is continuous, because by (3.21) and 
(3.18) we can find for every £ > 0 a o > 0 such that for u E Kand v E K with 
llu-vll < o, 
B 
llAu-Avll 
B 
{tl-S+/6 tl-S s sup or 
1-S 
tl-S+/6 t!-s 
1-S 
I o < t s s} £. 
Furthermore, Theorem 2.1 and (3.19) ensure that the set {Au-E[t]*w I u E K} 
is compact in B, and hence the map A is compact. By Schauder's Fixed Point 
Theorem [8, Chapter VIII] there is a fixed point uN in K with uN 
clearly uN is a (weak) solution of (3.10) in (-N,N) x (0,s]. 
AuN, and 
The function vN = G*F[uN,auN/axJN is defined for all x E JR, 0 s t s s. 
Since in the above all the estimates are independent of N, (3.19) yields that 
the sequence {vN}:=l is bounded on JR x [O,s] in some Holder norm. Therefore, 
according to Theorem 2.1, there is a uniformly convergent subsequence which 
converges to a uniformly Holder continuous function v (with a smaller Holder 
exponent). Since also, by (3.19), {av /ax} 00 1 is bounded in some Holder norm N N= 
on JR x [t:,s], for every 0 < t < s, av/ax exists and is a Holder continuous 
function in JR x ( 0, s] . Now we have, in any compact subset of JR x ( 0, s] as 
N + 00 , on the one hand by (3.1) 
weakly, 
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and on the other hand 
( l..._ - _a_) v = F[v + E[t]*ljl, "ax(VN + E[t]*ljl) J -+ Clt Clx2, N N a 
-+ F[v + E[t]*ljl, ;x(v + E[t]*ljl)] weakly. 
Hence, u(x,t) = v(x,t) + (E[t]*ljl) (x) is a weak solution of (3.20) in lR x 
(O,s], which by the above considerations can be written as 
(3.25) u = E[t]*ljl + G*F[u,u ]. 
x 
THEOREM 3.2. Let 1jJ and F satisfy either the aonditions of aase (a) or the 
aonditions of aase (b), listed at the beginning of this seation. Then there 
e:r:ists an s, o < s < T, suah that (3.20) has a distributional solution in 
the domain lR x (O,s] whiah is a bounded aontinuous funation on 
{lR x (O,s]} u { (x,O) I ljl(x) is aontinuous}, and whiah is aontinuously 
differentiable with respeat to x in lR x (O, s]. 
In [2] F is required to be uniformly Lipschitz continuous in x and u, 
and F does not depend on p. Then the existence is shown by successive approx-
imation (in fact, the Banach contraction principle). See [3, Chapter IV, §2 
& Chapter V] for a more general treatment of the method discussed here. 
Theorem 3.2 only gives a solution for t with 0 < t s s < T. If F is 
2 bounded on lR x (O,T1] x lR for any T1 < T, repeating the above method gives 
a solution fort with s < t s 2s (if 2s s T1 < T), because then (3.23) yields 
the same s. So in that case we finally get a solution for O < t < T. Now we 
investigate more general conditions on F in order that the solution extends 
as a continuous function to the domain lR x (0,T), where O < T s ~.Besides 
the conditions imposed upon F by Theorem 3.2, let F satisfy for every s > O 
ands<T1 <T 
(3.26) sup{ !F(x,t,u,p) I I x E lR, 2 s S t S T1, (u,p) E lR } S K(l+lul+lpl) 
for some K > 0 depending ons and T1• After one application of Theorem 3.2 
we have a solution u0 in lR x (O,s0J for some s 0 > 0. Let ui be the solution 
in lR x (s0+s1+ ••• +si_1,s0+ ••• +si_1+si] after application of Theorem 3.2 an-
other i times. Since ui-l (x,s0+ ••• +si-l) is differentiable with respect to 
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x, we use the method of case (b) with~= 0. However, the ith time we apply 
I I I I llu II + 2i-1 Theorem 3.2 we take the supremum in (3.22) as u + p s i-l B , and 
instead of (3.23) we take s. $ 1 such that 1. 
2i-1 
$ (1+/6)M ' 
By (3.26) this means that we must have 
2i-1 
$ 
(1+/6)K(llu. 1 11 +2i-l+1) 1.- B 
llu II <_ llu. 1 11 i-l As in (3.24), i B i- B + 2 , i 
may choose 
1,2, ..• , so that in the above we 
. 1 • (1+/6)K(llu. 111 +21.- +1) 1.- B 
Thus si is independent of i, and we can reach any T1 < T after a finite num-
ber of steps. 
THEOREM 3.3. Let ~ and F be as in Theorem 3.2, and moreover let F satisfy 
(3.26). Then (3.20) has a distributional solution in lR x (O,T) which is 
a continuous function in {JR x (O,T)} u {(x,O) J ~(x) is continuous} 
bounded in lR x (O,T1J for any T1 < T, and which is continuously differen-
tiable with respect to x in lR x (O,T). 
In particular, if T = 00 , (3.20) has a solution which extends to infinity, 
i.e. , in the domain JR. x ( 0, 00 ) • For example, let 
u(x,O) = -1, 
where m is any positive odd integer. In this case (3.26) is not satisfied, 
and the unique solution 
-m 
u(x,t) = (t-1) 
is a continuous function only in lR x [ 0, 1) • 
54 
We now consider the finite interval (a,b). Let~ be a bounded function 
on [a,b], and let F be a function on (a.,b) x (0,T) x lR2 • We can extend the 
domains of definition of ~ and F so as to include all x E lR by reflecting 
~ and F even or odd as a function of x and by taking F zero in the points x 
where it is not already defined in that way. The solution of (3.20) obtained 
by Theorems 3.2 or 3.3 is a continuously differentiable function with respect 
to x, so that in the first case it satisfies ux(a+k(b-a),t) = O, 0 < t ~ s, 
k = 0,±1, ••. , and in the second case u(a+k(b-a),t) = 0. 
THEOREM 3.4. Let the functions ~ on [a,b] and F on (a,b) x (0,T) x lR2 sat-
isfy the conditions of Theorem 3.2, case (a), where in the estimates x ranges 
over (a,b) instead of over :JR. Then the problems 
0, a < x < b, 0 < t < T, 
u[O] = ~. 
u(a,t) = u(b,t) 0, 0 < t < T, 
have distributional solutions on [a,b] x [O,s], for some s < T, which are 
bounded C'Om~inuous functions on { [a,b] x (O, s]} u { (x, 0) ~ (x) is con-
tinuous}, and which are continuously differentiable with respect to x in 
[a,b] x (O,s]. The same is true if the conditions of Theorem 3.2, case 
(b), are satisfied for x E (a,b), provided that the odd or even continuation 
of~ is uniformly Lipschitz continuous on lR. If, moreover, F satisfies (3.26) 
as x Panges over (a,b), then the solutions extend to the domain [a,b] x [0,T). 
3. 3. Regular! ty 
In this section we will find conditions for ~ and F such that the so-
lutions of Theorems 3.2, 3.3 and 3.4 are classical solutions, i.e., the dif-
ferential equation is satisfied pointwise. 
In the last section u[t] tended to ~ in a distributional sense as t f 0, 
i.e., 
(3.27) lim I u(x,t)~(x)dx =I ~(x)~(x)dx 
uo 
for any C00-function ~ with compact support. If ~ is continuous in an open 
interval (a,b), we have seen that u is continuous in {lR x (0,s]} u {(x,O) 
a< x < b}. Then (3.27) implies that for every x E (a,b), limtfO u(x,t) = 
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w(x), so that W is a classical initial value in (a,b). Hence, W needs to be 
continuous or piecewise continuous, where in the last case (3.27) holds and 
the pointwise limit for t + 0 equals w in all the points of continuity of W· 
If a function is differentiable, its derivative equals the distribution-
al derivative. If two functions are equal as distributions, they may differ 
on a set of measure zero; hence, if two continuous functions are equal as 
distributions, they are also equal as functions. Therefore, a distributional 
solution of a differential equation with continuous coefficients is a classi-
cal solution if its distributional derivatives are continuous functions. 
Thus we assume that F is continuous, actually Holder continuous, and we 
will show that ut and uxx are (Holder) continuous functions. 
00 The solution (3.3) of the homogeneous linear heat equation is a C -func-
tion fort> 0 (cf. (3.11)). Now consider the weak solution (3.14) of the 
nonhomogeneous linear equation. Let, besides the condition of Lemma 3.1, f 
be Holder continuous uniformly in the following sense: for some 8 < 1 and 
a > O, for all 0 < o < T1 < T, 
(3.28) 
0 < t S Tl < T, x,y E (a,b), 
where the positive constants K and K0 depend on T1 and on T1 and o, respec-
tively, and where a= and b = 00 • By virtue of (3.6), the distributional 
second derivative vxx of the function v of Lemma 3.1 may be written as 
(3.29) v (x,t) 
xx f
t f"' { 1 (x-i;;) 2} (- (x-0 2\ 1 
0 -oo -2 + 4(t-T) exp 4(t-Tl) 2~(t-T) 
{f(i;;,1) - f(x,1)} dt;; d1, 
provided that this expression exists. Using (3.28) we find that the absolute 
value can be majorized by 
(3. 30) K ft f"' {.!. + (x-i;;)2} _1_ ex (-(x-i;;)2) lx-t;;la di;; dT 
O -oo 2 41 2v"if'f p 4T T(t-1)8 
f
t f"' { } 2a -n2 ~a-1 ! 8 K 0 -oo t + n2 lnla Y'iT e (:_1 ) 8 dn dT s K't a- • 
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Hence the expression (3.29) exists and,_ as before, differentiating (3.29) 
with respect to a sufficiently small positive power of t - T yields that vxx 
is a Holder continuous function with respect tot, uniformly in [o,T1J for 
any 0 < o < T1 < T. From the differential equation 
(3.31) 
and from (3.28), it follows that vt is a Holder continuous function with 
respect to t in (a,b) x (0,T) too. 
Next we investigate the continuity with respect to x. In a distribution-
al sense we have 
(G[tl*f[t]) (x) - (o*f[t]) (x) 
(G[t]*f[t]) (x) - f(x,t); 
here the convolution is taken with respect to the x-variable. Hence, by 
(3.31), fort> 0 we get in a distributional sense 
(3.32) vt (x,t) (G[t]*f[t]) (x) + 
+ f to f"' { 1 (x-E;) 2} (- (x-E;l 2) 1 
-oo -2 + 4(t-T) exp 4(t-T) -2-.,V=lf=(t=-=T=J,-(_t ___ T_) 
{f(E;,T) - f(E;,t)} dE; dT 1 
provided that this expression exists. By °(3.11) the first term is a Holder 
continuous function with respect to x, uniformly in R x [o,T1J. In view 
of (3.28) and (3.16) the absolute value of the second term can be majorized 
by 
f 0° f"' {1 (x-E;) 2} (-<x-E;) 2) 1 { M M} 2 + 4(t-T) exp 4(t-T) 1 Ulf(t-T) (t-T) B + B dE; dT + 
-ex> T t 
+ K It f"' {.!. + (x-E;)2} 
0 O -oo 2 4T 
( - (x-E;) 2) Ta.-1 dT S exp 4T 2Y'ii'T dE; 
s K' fo T-B dT +Ko' ft Ta.-1dT s Ko" ~1-
t t -0 I Q -T 0 
II. EXISTENCE AND UNIQUENESS 57 
where 0 < o < t. Therefore, the expression (3.32) exists and, as before, 
differentiating the second term in (3.32) with respect to a sufficiently 
small positive power of Jx-sl yields that vt is a Holder continuous function 
with respect to x, uniformly in JR x [o,T1J for any O < o < T1 < T. By (3.31) 
and (3.28) vxx is also a Holder continuous function with respect to x. Thus 
we have shown that vxx and vt are Holder continuous functions in JR x (O,T), 
uniformly in JR x (o,T1) for any O < o < T1 < T. 
ln Chapter I, vxxx and vxt were needed. It is clear that they are equal 
to the expressions (3.29) and (3.32), respectively, with f replaced by fx' 
provided that fx is Holder continuous as in (3.28). Hence, in that case, 
vxxx and vxt are Holder continuous functions. 
Now let f be piecewise continuous as a function of x and let it satisfy 
(3.28) for any interval (a,b) such that f is continuous in (a,b) x (O,T). The 
differential equation holds classically at the points of continuity if vt 
and vxx are continuous in (a,b) x (0,T). For x E (a,b), 0 < t < T1 , we may 
write (3.29) as 
v (x,t) 
xx It Jb { 1 (x-0 2} ( - (x-s) 2) ~==1~--0 a -2 + 4(t-T) exp\ 4(t-T) 2~ (t-T) 
{f<s,Tl - f(x,T)} ds dT + 
+ft [Ja Joo] { 1 (x-s>2} (-<x-s>2) ~1~ 
0 _00+ b -2 + 4(t-T) exp\ 4(t-T) 211i'Tt-TJ(t-T) 
{f(s,T) - f(x,T)} d~ dT. 
The absolute value of the first term can be majorized by (3.30), and that 
of the second term by 
MC I: exp(- 2~ T - 3/ 2 (t··T) "" 8dT Ioo 8-~ MC t-8 __ T__ .,.. exp(-~/T) dT 
1/t (T-1/t) 8 
:> K(a) < 00 , 
where a= min{x-a,b-x},-C some positive constant, and where Mand 8 are deter-
mined by (3.16). As before it is shown that v is Holder continuous with 
xx 
respect tot, uniformly in [c,d] .x [o,T1J for all a< c < d <band O < o < 
T1 < T. Similarly, using (3.32), vt is treated, yielding that it is Holder 
continuous with respect to x. Hence, vxx and vt are Holder continuous func-
tions, uniformly in any [c,d] x [o,T1]. If f is piecewise differentiable with 
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respect to x and if fx satisfies (3.28)_, then vxxx and vxt are (Holder) con-
tinuous in (a,b) x (O,T). Moreover, vxx is integrable with respect to x from 
a to b for any t E (0,T), because vx, which is a continuous function on 
[a,b] x (0,T), is a primitive. 
For more detailed estimates of higher order derivatives, and also for 
the continuity of these on [a,b] x (O,T), see [3, Chapter IV, §1 and 2]. 
We now turn to the nonlinear equation (3.20). As before, we consider 
00 
two cases: case (a), where ~ is an L -function, and case (b), where ~ is uni-
formly Lipschitz continuous. 
THEOREM 3.5. Let ~ and F be as in Theorem 3.2, 3.3 or 3.4, and moreover let 
F be H8lder aontinuous or pieaewise H8lder aontinuous as a funation of x, 
and H8lder aontinuous in the remaining variables, unifol'mly in the following 
sense: for some B < 1 and a > O, for all O < o < T1 < T, all aorrrpaat subsets 
s of lR2 and all a < b suah that F is aontinuous in (a,b) x (0,T) x lR2 , 
a ~ -oo, b $ oo, 0 < T $ oo, 
{
IF(x,t,u,typ)-F(y,t,u,typ) I s 
(3 •33 ) IF(x,t1 ,u,p)-F(x,t2 ,u,p) I s 
IF(x,t,u,typ)-F(x,t,v,typ) I s 
IF(x,t,u,typ)-F(x,t,u,tyq) I s 
O<tST1 , (x,y)E(a,b), (u,p)ES, 
t1,t2E[O,T1], XE(a,b); (u,p)ES, 
O<tST1 , XE(a,b), (u,p),(v,p)ES, 
O<tST1 , XE(a,b), (u,p),(u,q)ES, 
where y = -i in aase (a) and y = O in aase (b), and where the positive aon-
stants K and K0 depend_ on T1 and on T1 and o, respeatively. Then the 
distributional solutions u of Theorems 3.2, 3.3 or 3.4 are alassiaal solu-
tions in the points of aontinuity and ut and uxx are H8lder aontinuous 
funations, unifol'mly in lR x [o,T1 J if a = -oo and b = "'• and in [c,d] x 
x [o,T1J if a> -oo and b < 00 , for all 0 < o < T1 < T and a< c < d <b. 
PROOF. From (3.25), (3.19) and (3.11) it follows that u and t-yu are bounded 
x 
functions, and that u and u satisfy (3.28) with B = 1. For x,y E (a,b) and 
x 
0 < t s T1, the function F[u,ux] satisfies for any positive a smaller than 
or equal to the a of (3.33): 
IF[u,u J (x,t)-F[u,u ] (y,t) I s IF(x,t,u(x,t) ,u (x,t) )-F(y,t,u(x,t) ,u (x,t)) I+ 
x x x x 
+ IF(y,t,u(x,t) ,u (x,t))-F(y,t,u(y,t) ,u (x,t)) I 
x x 
+ IFCy,t,u(y,t) ,u (x,t))-F(y,t,u(y,t) ,u (y,t)) I 
x x 
s Kt-8 1x-yla + Kt-81u(x,t)-u(y,t) la+ Kt-8 lu (x,t)-u (y,t) la 
x x 
S Kt-8 1x-yla + K't-B(t-~lx-yl)a + K't-B(t-11x-yl)a. 
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Similarly, for x E (a,b) and t 1 , t 2 E [ 6,T 1]: 
JF[u,ux](x,t1)-F[u,ux](x,t2 l I s 
a -8 a 
S K0Jt1-t2 1 + KcS lu(x,t1)-u(x,t2) I + 
s K0 lt1-t2 1a + K5Jt 1-t2 1a + K81t 1-t2 1a. 
Hence, if in the first inequality a < 1 - 8, F[u,ux] satisfies (3.28) and 
the theorem follows from the considerations at the beginning Gf this section. 
For the solutions u of Theorem 3.3 in the domain lR x (si,si+l], we have 
and hence 
u(x,t) (E[t-s. ]*u[s. ]) (x) G(t-s,-T,x-1;) 
1 
lim ut(x,t) 
t+si 
1 1 
o*u [s.J + 
xx 1 
t-s 
+ lim f i 
t+s. 0 
1 
o*F[u,u ][s.J + 
x 1 
because the absolute value of the integral can be majorized by (3.30) with 
8 = O. Therefore, the above proven piecewise continuity of ut in 
Ui lR x (si,si+l) is actually continuity in lR x (0,T). D 
COROLLARY 3.6. The conditions of Theorem 3.5 are satisfied if: 
1 . 0 2 
1) a = - 00 , b = 00 , 1jJ e c ( lR) , F E c ( lR x ( O, T ) x lR ) , and 
1 1 2 FE C (JRx(O,T1Jxs) for any O < T1 < T and s compact in JR; 
2) a> -oo, b < oo, 1jJ E c 0 ([a,b]), 1jJ E c 1 ((a,b)), ijJ(a) = ijJ(b) = 0 if u(a,t) 
0 2 1 
u(b,t) = o, FE c ((a,b)x(O,T)X]R) and FE c ((a,b)x(O,Tl]xs); 
if, moreover, FE c~((a,b)x(O,T 1 )xs) for any o < T1 < T and s compact in 
2 
lR , then u and u t are continuous in (a,b) x (0,T); 
xxx x 0 
3) if in both cases only 1jJ E c ((a,b)), then moreover IF(x,t,u,p) I s K(1+lpl 28 i 
for (x,t,u) E (a,b) x (O,T1J x (-N,N), and for some 8 < 1. 
REMARK 3.7. The existence theorem for a classical solution, proven here, 
only requires that F is Holder continuous, while for the uniqueness Lipschitz 
continuity with respect to u and r was sufficient. 
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For example, the equation 
u - u t xx 
2/TiiT, x € lR, t > 0, 
u(x,0) 0, 
has the classical solutions u(x,t) - O and 
u(x,t) = {° 2 (t-c) 
for t ~ c, 
for t <:: c, 
for any c <:: 0. The function 2/TiiT is Holder, but not Lipschitz, continuous. 
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III. MONOTONE ITERATION 
1. INTRODUCTION 
In this chapter we will study monotone iteration schemes. As sources we 
used SATTINGER [1, Chapter 2; 2]. 
Monotone iteration schemes are interesting both for proving the exis-
tence of solutions of certain nonlinear elliptic and parabolic problems and 
for constructing the solutions explicitly. In Section 3 we give an iteration 
procedure for elliptic boundary value problems and we prove that the proce-
dure indeed results in a solution of the problem. Thus, the existence of cer-
tain solutions of a boundary value problem is proved by a constructive method. 
Furthermore, we can give regions in which we can expect solutions. In Section 
4 the results of Section 3 are applied to prove the existence of nontrivial 
solutions of a simple boundary value problem. The nonexistence of such solu-
tions for certain values of a parameter is also proved. It is not possible 
to obtain all solutions by means of monotone iteration procedures as given 
in Section 3. In Section 5 it is shown that in this way only stable solutions 
of the corresponding parabolic initial value problem can be obtained. Thus 
the solutions found by iteration methods are asymptotically stable (at least 
from above or from below). Furthermore, it is sketched how solutions of a 
parabolic initial boundary value problem can be found by monotone iteration 
procedures. 
The mathematical tools needed for the other sections are gathered in 
Section 2. A central role is played by the maximum principles for elliptic 
and parabolic problems. Further, we need some concepts from functional analy-
sis in order to prove that the solutions we obtain are elements of the appro-
priate function spaces. 
2. PRELIMINARIES 
This section contains some mathematical concepts needed in the following 
sections. In this chapter all functions and coefficients are supposed to be 
real. 
Let us consider the second order partial differential operator L 
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(2 .1) L 
n 82 n 8 l a.· (x)-8-8- + l ai (x) ax. 
i,j=l 1 J xi xj i=l 1 
where x denotes the vector (x 1 , .•. ,xn). This operator Lis called uniformly 
strongly elliptic in a region D c JRn if the coefficients a .. (x) and a. (x), 
1] 1 
i,j = 1, ... ,n, are bounded on D and if a number c0 > 0 exists such that 
n n 2 (2.2) l aij(x)E;isj ~ co l si' 
i,j=l i=l 
for each x E D, t;i,t;j E JR. 
In this chapter we assume that L is uniformly strongly elliptic and 
that Dis a bounded region in JRn. Let the Holder space ct+a(D) 
(t=0,1,2, ..• , O<a~l) be defined (cf. Section II.2.1) as the space of all 
functions f that are continuously differentiable in D up to order t, such 
that the following norm is finite: 
lflt+a = sup IDkf (x) I + sup 
XED x,yED 
k k ID f(x)-D f(y) I 
llx-ylla 
lkl~t lkl=t 
In the special case Z = O, a = 1 we call the function f Lipscnitz continuous. 
'l'hroughout this chapter it is permitted to take a = 1. For the regularity of 
solutions of problems involving L we require that a .. E CO+a (D) ahd a. E 
l+a 1J 1 
EC (D), 0 <a~ 1, i,j = 1,2, ... ,n, and tl:)a.t~the boundary of Dis suff-
2+a ··-~· 
iciently smooth (C ). 
2.1. Maximum principles 
For the uniformly strongly elliptic operator L the following maximum 
principle holds. 
THEOREM 2.1. Let u E c2 (D) n C(D) satisfy the differential inequality 
Lu(x) + h(x)u(x) ~ 0 
in a bounded domain D c JRn, where h is a nonpositive function which is 
bounded on any compact subset of D. Furthermore, let u ~ O on the boundary 
of D. Then either u < O in D, or u = O in D. 
PROOF. First, we remark that Theorem II.2.1 holds if we replace the Laplace 
operator ~by any uniformly strongly elliptic operator L (cf. PROTTER & WEIN-
BERGER [3, Chapter 2, Theorem 6]). Theorem II.2.1 states that the maximum 
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of u is attained at the boundary of n, _so u $ 0; if u 
point of n, then u = 0. D 
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0 in an interior 
THEOREM 2. 2. Let n be a bounded domain in lRn and let E 
u is a solution of 
n x (O,T]. Suppose 
au Lu + f(x,u) - at = 0 
in E, with bounda:ry and initial conditions 
u(x,t) 
u(x,O) 
g(X) I 
u 0 (X) I 
x E n, 
x E n. 
Let z and z satisfy the inequalities 
rLZ + f(x,Zl - ~ $ 0, at 
z(x,tl Ian ~ g(X) I 
Z(x,O) ~ Uo (X) I 
rz + f(x,zJ - ~ ~ 0, at 
z (x,t) I an $ g(X) I 
z(x,0) $ uo(x); 
0 < t < T, 
and suppose that f(x,y) is Lipschitz continuous with respect to y for 
y E [inf(x,t)EE z(x,t), sup(x,t)EE Z(x,t)J, uniformly in x, then 
z(x,t) $ u(x,t) $ Z(x,t) 
in E. 
PROOF. This theorem is a special case of Theorem 12 of PROTTER & WEINBERGER 
[3, p.187]. The proof of this theorem is similar to that of Theorem II.3.5 
for the one-dimensional case. D 
2.2. Operators 
We recall the following definitions and lemmas from TEMME [4, Chapter 
VI, Sections 2 and 4]. Let X and Y denote normed linear spaces. An operator 
F: X + Y is called bounded if it maps bounded sets of X into bounded sets of 
Y. An operator F: X + Y is called continuous if for any sequence {xk} in X 
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which converges to x, the sequence {Fxk} converges to Fx. A linear operator 
is continuous iff it is bounded. A (nonlinear) operator F: X + Y is called 
compact if it is continuous and has the property that {Fxk} has a convergent 
subsequence whenever {x } is bounded. 
k 
LEMMA 2.3. Let x, Y, z denote normed vector spaces. 
(i) If T: x + Y is bounded and continuous and s: Y + z is bounded and con-
tinuous, then ST: x + z is bounded and continuous. 
(ii) If T: x + Y is bounded and continuous and S: Y + z is compact, then 
ST: x + z is compact. 
PROOF. Elementary. 0 
LEMMA 2.4. Leto < a $ 1, 1 $ p $ 00, and let D be a bounded domain in lRn 
with sufficiently smooth tc2+a) boundary. Then the identity maps 
and 
are compact. 
PROOF. These are special cases of Theorems II.2.1 and II.2.4. These theorems 
are not proved in Chapter II, but a proof can be found in WLOKA [5, Section 
28] and WLOKA [6, Section 4]. 
2 p O+a LEMMA 2.5. If p > n, then H' (D) cc (D), O <a$ 1, and the identity 
map is continuous. 
PROOF. By Theorem II.2.4, H2 'P(D) c Cl+S(D), 8 = 1 - ~.Theorem II.2.1 yields 
1+S O+a p C . (D) c C (D).The proofs of Theorems II.2.5 and II.2.1 can be found in 
MORREY [7, Theorem 3.6.6] and WLOKA [5, Section 28], respectively. D 
Another operator needed in the following sections is the nonlinear op-
erator F acting on u such that Fu(.) = f(.,u(.)). 
LEMMA 2. 6. Given f: lRn x lR + lR, let f (. , y) : lRn + lR be Holder continuous 
with exponent a uniformly in y, and let f (x,.) : lR + lR be Lipschitz continu-
ous (a=l) uniformly in x. Then Fu(.) = f(.,u(.)) is Holder continuous with 
O+a 
exponent a for each u E c . 
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LEMMA 2.7. Let f satisfy the conditions of Lemma 2.6. Then the operator 
F: cO+a(D) + cO+a(D) is bounded and continuous. 
The proofs of these two lemmas are elementary. 
LEMMA 2.8. Let f satisfy the conditions of Lemma 2.6. Then F: LP(D) + LP(D) 
is bounded and continuous. 
PROOF. F maps all of Lp(D) into Lp(D) since Dis bounded and F is Lipschitz 
continuous with respect to u. Therefore F: Lp(D) + Lp(D) is bounded and con-
tinuous, see e.g. TEMME [4, Chapter x, Theorem 2.4.2]. 
2.3. Existence and regularity of solutions 
Consider the elliptic boundary value problem 
(2. 3) { 
(L-rl) u = h (x) 
uJao = g(x), 
in D, 
where L, given in (2.1), is uniformly strongly elliptic. The coefficients 
. O+a l+a 
satisfy a .. EC (D), a. E c (D), 0 <a~ 1. The domain Dis bounded and 
lJ i 2+ 2+ 
the boundary is sufficiently smooth (C a). If g(x) is a C a function de-
fined on the boundary of D, then g(x) can be extended to a function g(x) E 
c 2+a(D). This is proved in TREVES [8, p.191]. If rl is a nonpositive constant 
O+a 
and h EC (D), then we have the following theorem. 
THEOREM 2.9 (SCHAUDER). Under the above assumptions, the boundary value prob-
2+a lem (2.3) has a unique solution u E c (D), and furthermore, 
(2.4) 
where K does not depend on h and g. 
PROOF. For the proof see COOLEN, FORCH, DE JAGER & PIJLS [9] or DOUGLIS & 
NIRENBERG [ 10] . 
For g fixed, the equation (2.3) has a unique solution u E c 2+a(D) for 
each h E CO+a(D). We denote the map h.+ u by G. Then G: CO+a(D} + c 2+a(D) 
is the sum of a constant operator and a linear operator which is bounded 
by the estimates (2.4), thus G is continuous. We denote this operator by 
G because of its connection with the Green's function of (2.3); G is the 
inverse of the operator L with boundary conditions. Often we call G simply 
the inverse of L. 
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THEOREM 2.10. Let 1 < p < 00 under the above asswrrptions for L, D and g, the 
boundary value problem (2.3) has a unique solution u E H2 'P(D) if h E LP(D) 
and, furthermore, 
(2.5) HuH2 s K(Dhlo +Rg02 ). 
,p ,p ,p 
PROOF. See AGMON, DOUGLIS & NIRENBERG [11, Theorem 15.2]. 0 
For g fixed, the operator G: Lp(D) ~ H2 'P(D), associating with each 
admissible right-hand term h the uniquely determined solution u, is the 
sum of a constant operator and a bounded linear operator. Thus G is con-
tinuous. 
The theorems on the existence and regularity of solutions of parabolic 
initial boundary value problems, as given in Chapter II, also hold when uxx 
is replaced by Lu, where L is a uniformly strongly elliptic operator, with 
some additional requirements on the coefficients of L and on the region D. 
We need the existence of a regular solution of the following nonlinear prob-
lem: r + f(x,u) au o, x € D, 0 < t < T, - at = 
(2.6) u(x,t) lao g(x), 
u(x,0) uo(x), x € D, 
where L and g are as given at the beginning of this subsection. 
THEOREM 2.11. Let L, g and D be as in Theorem 2.9, let u0 £ L00 (D). 
Moreover let f(x,u) be HBlder aontinuous in x E D, uniformly for alZ u E lR 
and Lipsahitz aontinuous in u E lR, uniformly for aU x E D. Then there 
exists a aZassiaal solution u of (2.6). Furthermore there exists a aonstant 
a € (0,1) suah that for aU D' with D' c D and for aZl bounded intewals 
I.with I c (O,ao), this solution u satisfies u(•,t) E c2+13 CD') for aZZ 
t €I, and u(x,•) € Cl+S(I) for aU x € D'. i'u»thermore, if u0 (x) is 
aontinuous, then 
lim u(x,t) 
uo 
PROOF. For the proof of this theorem we refer to LADYZHENSKAYA, SOLLONNIKOV 
& URAL'CEVA [12, p.419]. The techniques used there are similar to those used 
in the proof of Theorem II.3.5. D 
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THEOREM 2.12. If u(x,t) is a uniformly bounded solution of (2.6) and 
lim u(x,t) u(x) 
t-+oo 
exists, then u(x) is a classical solution of the elliptic boundary value 
problem 
(2. 7) fLu +Fu 
ul ClD 
0, 
g, 
where Fu is defined by Fu(x) = f(x,u(x)). 
PROOF. We will give the proof for the homogeneous case g = 0. (There is no 
loss of generality, because we can always consider the difference between 
the function u(x,t) and the solution of the elliptic boundary value problem 
Lw = 0 in D, w I ClD = g. ) 
First, we prove that u(x) is a weak solution of (2.7), i.e. u E L2 (D), 
2 Lu E L (D), and 
(2. 8) (Lu,~J + (Fu,~J = o, 
where (.,.) is the L2 inner product 
(v,w) J vw dx. 
D 
Equation (2;8) is equivalent (cf. II.2) to 
* (u,L ~> + (Fu,~> = o, 
* where L is the adjoint operator of L: 
n 32 n 
* 
a I I L v dX, dX, (a, ,V) ax. (a.v). i,j=l l.J i=l J. J. J J. 
The function u(x,t) satisfies Lu + Fu au 
- at= 0, ul ClD 
00 
product with a function ~ E c0 (D), we obtain 
(Lu,~) + (Fu,~) - (ut'~) = o. 
Partial integration of the first term results in 
* (u,L 0 + (Fu,O - (ut'~) 0. 
This equality holds for all t, 0 < t < 00 So we have 
0. Taking the inner 
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Now let T + oo; then 
* (il,L s), 
because of the Lebesgue dominated convergence theorem. Here the assumption 
of uniform boundedness on the solution u is used. Similarly, 
and 
cue. ,Tl ,sl-Cuc. ,OJ .sl T + 0. 
Therefore we get in the limit, as T + oo, that 
* Cil,L s> + CFil,sl = o, 
for each s E C~(D). 
Now we have to show that il is a regular solution of (2.7). First, we 
note that il is uniformly bounded in D, and thus il E Lp(D). Then, by the 
proof of Lemma 2.8, Fil= f(•,il(•)) E Lp(D). Consider the boundary value problem 
(2.9) { Lw = =Fil 
wl ClD - 0. 
in D, 
We recall that Fil(x) = f(x,il(x)). Let G be the mapping that associates with 
each right-hand term the unique solution w. The solution of (2.9) may then 
be written as w = -GFil = -Gf(.,il(.)). Then w E H2 'P(D), by Theorem 2.10. If 
p > n, then w E CO+a(D), by Lemma 2.5. Thus we have 
hence 
for each s E C~(D), 
00 
and thus (w-u,n) = 0 for a~l n E c0 (D) because of the invertibility of Land 
* thus of L • Thus il = w almost everywhere, and we can redefine u on a set 
of measure zero such that u = w E CO+a(D). Again putting 
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w = -GFil., 
2+et 
and using Theorem 2.9, we obtain that w EC (D), and the same argument that 
- f. 11 1 . - 2+a ( ) d h " . 1 1 . f u = w ina y resu ts in u E C D , an t us u is a regu ar so ution o 
(2. 7). D 
3. MONOTONE ITERATION SCHEMES WHICH CONVERGE TO SOLUTIONS OF A NONLINEAR 
ELLIPTIC BOUNDARY VALUE PROBLEM 
Let us consider the nonlinear elliptic boundary value problem 
(3.1) { Lu+ 
ulan 
f(x,u) 0 in D, 
= g, 
where L is a second order, uniformly strongly elliptic operator, as defined 
in Section 2 (formulas (2.1), (2.2)). Concerning L, f, g and D, the follow-
and its boundary ClD ing assumptions are made: D is a bounded domain in En 
is sufficiently smooth (c2+a). The coefficients of . f O+a ( ) L satis y a. . E c D , 
i] l+a 
a. EC (D), and the function g on the boundary is the restriction of a 
i 
function g E c2+a (D). Finally, the function f: En x E + E is supposed to be 
of class CO+a(D) with respect to x, uniformly in y, and continuously differ-
entiable with respect to y, for all x E D. 
We will use monotone iteration schemes to give a constructive proof of 
the existence of solutions of the boundary value problem (3.1). For this we 
need the notions of upper and lower solutions. 
DEFINITION 3.1. An upper solution cp of (3.1) is a function such that 
{
cp E c 2 (D) n C(D), 
Lcjl (x) + f (x,cjl (x)) 
cp I ClD ;o: g(x); 
,.:; 0, X E D, 
a lower solution w of (3.1) is a function such that 
{
WE c 2 (D) n C(D), 
LwCxl + f(x,w<xll 
wl ()D,.:; g(x) · 
::0: QI x E D, 
THEOREM 3.2. If there exists an upper solution cp and a lower solution w of 
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(3.1) suah that 
in D, 
then a solution uof (3.1) exists suah that 
in D. 
Before we prove this theorem we make some advance preparations. Given 
the functions $ and ~ we can consider the function f on the compact region 
W = { ( x , y) I x € i5, y € [ inf ~ , sup $ ] } • 
X€D X€D 
Then f (x,y) is bounded on W and a nonnegative constant n exists such that y 
(3. 2) f (x,y) + n > o, y (x,y) € w. 
Consequently, f(x,u) + nu is monotone increasing in u for this choice of n. 
(3.3) 
Now let us consider the following boundary value problem 
f (L-n)u = -[f(x,v)+nvJ 
ul(lD =g. 
in D, 
Let u 1 ,u2 € c 2 (D) n C(D) satisfy (3.3) with v replaced by v 1 , respectively 
v2 . If v1 ~ v2 , then u1 < u2 in D unless v 1 - v2 . This is proved by the max-
imum principle (Theorem 2.1): the function w = u 1 - u2 satisfies, by the 
monotonicity of f(x,y) + ny: 
The monotone operator vt+ u in (3.3) will play a central role in the itera-
tion scheme. Let us introduce some auxiliary operators. The nonlinear opera-
tor F is defined by 
Fv(x) = -[f(x,v(x))+nv(x)]. 
Consider the linear boundary value probiem 
{ (L-n)w : h~xl 
wj()D - g, 
in D, 
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then the linear operator G is the oper.ator that associates with each right-
O+a hand term h the unique solution w. If v and hare elements of C (D), then 
O+a O+a . by Lemma 2.7 F: C (D) + C (D) is a continuous and bounded operator, and 
O+a 2+a . by Theorem 2.9 G: C (D) + c (D) is a continuous operator since it is the 
sum of a bounded linear and a constant operator. So the composition GF: 
cO+a(D) + c 2+a(D) is continuous and bounded. The identity map I: c 2+a(D) + 
o+a 
+ c (D) is compact, and so the operator 
(3.4) 
is compact (cf. Lemma 2.3). Furthermore, we have seen that T is monotone. 
LEMMA 3.3. Let$ and w be as in Definition 3.1. Then 
GF$ < $ in D 
and 
in D, 
unless GF$ = $ or GFW = W· 
PROOF. We give the proof for $; the proof for w is similar. The function $ 
is twice continuously differentiable in o, so it is certainly an element of 
CO+a(D). Hence GF$ is a well-defined function in c 2+a(D). Consider (GF$-$) 
(L-n) (GF$-$) F$ - (L-n)$ ~ 0 
(GF$-$l lao = g - $lao so. 
in D, 
Therefore by Theorem 2.1 GF$ ~ < Q in D unless GF$ = $. 0 
PROOF OF THEOREM 3.2. We will now prove Theorem 3.2 by defining a monotone 
decreasing and a monotone increasing sequence of functions and by showing 
that they both tend to a solution of (3.1). Let T be given in (3.4), let 
u0 = $, v0 =wand suppose uk, vk are given by~= T~_ 1 , vk = Tvk-l" Then 
by Lemma 3.3 and the monotonicity of T, the sequence {uk} is monotone de-
creasing and {vk} is monotone increasing. Furthermore;' w s $ results in 
vk < uk, for all k. So both sequences are monotone and bounded and the point-
wise limits a = li~....,., uk and ~ = li~....,., vk both exist. If we could prove 
the boundedness of{~} and {vk} in cO+a(D), then the compactness of T and 
the monotonicity of the sequences would be sufficient to show that 
a = li~ uk = li~....,., Tuk-l = TO, and similarly that ~ = ~. and a and 
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O+a ~ € C (D).Then the Schauder estimates (Theorem 2.9) would yield that ft 
2+a and~€ C (D), and so they would be regular solutions of (3.1). However, 
we are not able to prove the boundedness of both seri~s in CO+a(D) for a 
general. elliptic operator, so we will follow another way, using Sobolev 
spaces. Now we consider F: LP(D) + Lp(D), G: Lp(D) + H2 'P(D), and 
·:r: H21P(D) + LP(o). Again, the operator 
is compact (of. Lemmas 2.8, 2.3, 2.4 and Theorem 2.10). Because {uk} and 
{vk} are bounded by ~ and $, the sequences {~} and {vk} are bounded in 
Lp(D). Thus, by the compactness of T, the sequences {T~} and {Tvk} have a 
convergent subsequence. Because of the monotonicity, Tuk + ft, Tvk + ~ in· 
Lp(D). Thus we have 
ft = lim Tuk = lim T2~-l 
k-+<><> k-+<><> 
and similarly~= T~ € Lp(D). So ft and~ are LP(D) functions satisfying 
GFft =ft, G~ =~.and thus ft and~€ H2'P(D). Then by Lemma 2.5, choosing 
o+a p > n, we conclude that ft and~€ c (D), and finally by the estimates of 
Schauder (Theorem 2.9) we conclude that ft and ~ € c2+a(D) and thus are 
regular solutions of (3.1). From the monotonicity we have 
in D. D 
COROLLARY 3.4. The solutions ft and~ aonstruated in the pPoof of TheoPem 
3.2 are maximal and minimal solutions in the Pegion ~ s us $= if w is a 
solution of (3.1) suah that ~ s w s $, then ~ s w s ft. 
PROOF. We have w = Tw, w s $ in D. By the monotonicity of T we have 
Tw s T$ in D, or w s T$ = u1 in D. By induction, we have w s uk in D for all 
k, and hence w s ft in D. Similarly w ~ ~ in D. D 
4. AN EXAMPLE OF A BIFURCATION PROBLEM 
In this section we will apply the results of the previous section to 
investigate the solutions of the boundary value problem 
(4 .1) 
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{ (6+µ)u - u
3 
= O 
u = 0 
in D, 
on oD, 
where 6 is the Laplace operator, 
n ( 0 )2 i~l \axi ' 
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in some domain D c lRn with smooth boundary ClD. For the well-known results 
on linear eigenvalue problems used in this section we refer to COURANT & 
HILBERT [13, p.451, p.423]. 
4.1. Existence and nonexistence of nontrivial solutions 
(4. 2) 
The linearized problem of (4.1) is 
{ (Mµ)v = 0 
v = 0 
in D, 
on ClD. 
'rhe boundary value problem (4.2) only has nontrivial solutions ifµ= A1 ,A2 , 
... ,where 0 <Al S A2 ~ .... Let $1 be the first eigenfunction of the 
Laplacian: 
( 4. 3) in D, 
on oD; 
then Al > 0 and $ 1 > 0 in D and $1 E c2+a(D) if ClD is sufficiently smooth 
(C2+a). 
First we will prove: 
LEMMA 4.1. Ifµ < A1, then the boundary value problem (4.1) has no solutions 
other than u = O. 
PROOF. The eigenvalues of the Laplace operator depend monotonically and 
continuously on the domain (with mild qualifications on the variation of 
the domain). Specifically, ifµ< A1, there is a domain D' ~ D such that 
0 in D ', 
and ~l > 0 in the interior of D'. Then ~l is strictly positive on D. If u is 
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a solution of (4.1) we consider the regular function 
(4.4) w 
Substitution of (4.4) into (4.1) results in the following equation for w: 
2 2 2 h (V1/J 1 l•(Vw) + w(-w 1)J 1) 0 in D, 
= o. 
The coefficient of w is nonpositive, so by the maximum principle (Theorem 
2.1) we have w = 0 and therefore u = 0 is the unique solution of (4.1) for 
µ < A1• D 
THEOREM 4.2. Ifµ > A1, the boundary value problem (4.1) has at least two 
nontrivial solutions: one positive and one negative. 
PROOF. First note that if u is a solution, then -u is also a solution. So 
we will only prove the existence of a positive solution. We will use the 
methods of the previous section, and so we will look for upper and lower 
solutions. To construct upper and lower solutions we consider the function 
o~ 1 , where o is a positive constant and ~l is the first eigenfunction of 
the Laplacian. Let ~l be normalized such that 
(4.5) 1, ~l > 0 in D. 
Then we have 
(4.6) [ ( ' ) 02 ,,21 J 0~1 µ-1\1 - 'I' in D, 
Forµ> A. 1 , the right-hand side of (4.6) is nonnegative when a is small 
enough, i.e. (cf. 4.5), when 
(4. 7) 
we have 
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in D, 
and thus a~ 1 is a positive lower solution if a satisfies (4.7). To get a 
positive upper solution~ a~ 1 we consider St1 , where t 1 is the first 
eigenfunction of 
0 in D', 
on D' :> i5, 
so we have Ai < Al < µ and St1 > 0 on D if S > 0. The function St1 satisfies 
the equation 
in D, 
Since St 1 > 0 on D, the quantity in brackets is negative for suitably large 
S. Therefore, St1 is an upper solution for large positive S (see Figure 1), 
and for S large enough we have, in addition, St1 > a~ 1 > 0. So we have 
found a positive lower solution, 
and a positive upper solution, 
s > 0, 
of (4.1). Also, the inequality 
in D 
Figure 1 
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holds. By Theorem 3.2, the existence of a positive solution w s u s $ is 
proved forµ> >.. 1 , and similarly a, negative solution -u, -$ s -us -w 
exists. D 
REMARK 4.3. From the proof of Theorem 4.2 it follows that the positive 
solution u exceeds cr$ 1 , where supj$ 1 (x) I = 1 and cr can be chosen 
xd> '. 
to be (µ->.. 1) !. This shows that the positive .solution has a maximum value ex-
ceeding (µ-A 1) ! and tending to +00 as µ + +~. 
4.2. Stability of the trivial solution for µ < Al 
We wish to examine the stability of the solutions found by the itera-
tion method. In the following section we will prove that if there is only 
one solution w $ u $ $, where w is a lower solution and $ is an upper 
solution, then this solution is asymptotically stable. In this subsection 
we will give an upper and a lower solution for the null solution of (4.1) 
ifµ< A1 , and in Theorem 4.5 we will prove that this solution is indeed 
asymptotically stable. 
LEMMA 4.4. Ifµ < A1, then $1 (defined in 4.3) is an upper solution and 
-$ 1 is a lower solution for (4.1). 
PROOF. The function $1 satisfies 
in D, 
because µ < A1 and $1 > O. Similarly 
in o, 
we will prove that for µ < Al the solution u 
of the parabolic initial value problem 
{ (Mµ)u -
3 au - O, u 
- at -
(4.8) u = 0 x E ao, 
u(x,0) uo(x), 
corresponding to the boundary value problem (4.1). 
O is a stable solution 
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THEOREM 4.5. Whenµ< A1 , there exist constants k > O and a> O (depending 
only on Al - µ) such that the solution u of the initial value problem (4.8) 
satisfies 
(4. 9) I I -at I I u(x,t) $; ke sup u0 (x) .. 
'XED 
PROOF. Let w1 (x) be the first eigenfunction of the Laplacian on a region 
D' J D such that the first eigenvalue Al satisfies µ < Ai < A. Thus we have 
u(x,t) 
0 
-at 
w(x,tlw 1 {x)e 
in D' J D, 
on 3D', 
with a > 0 to be chosen later. We get for w the equation 
17W1 2 2 aw 
6w + 2 ~. 'iJW + w[(µ-Ai)-w w1+o] - at= 0, 
wlan = o, 
w(x,0) 
1, and put 
If a is chosen so that µ - Al + a $; 0, then the quantity in brackets is 
always negative, so by the maximum principle (Theorem 2.2) we have 
lw<x,t) I $; suplw<x,O) I luo (x) I 
XED = !~~ W1 (x) • 
The theorem now follows by taking 
k 1 sup----
XED I w1 (x) I 
D 
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5, THE STABILITY OF SOLUTIONS OBTAINED.BY ITERATION 
In this section we consider the stability properties of the solutions 
of the elliptic boundary value problem obtained by the monotone iteration 
process of Section 3. Let us consider the parabolic boundary initial value 
problem 
{ Lu(x,t) + f(x,u(x,t)) Cl(u(x,t)) O, Clt (5 .1) u(x,t) I ClD = g(x), 
u(x,0) = uo(x), 
with the same assumptions on D,L,f and g as in Section 3. Then the solutions 
of (3.1) are time-independent solutions of (5.1). In this section we will 
show that the solution u obtained by starting the iteration at ~, an upper 
solution of (3.1), is asymptotically stable from above: 
if u(x) $ uo(x) $ ~(x), then lim u(x,t) 
t+oo 
u(x); 
and similarly, the solution ~ is stable from below. In the special case that 
ii ~we will have that u is asymptotically stable: if ~(x) $ u0 (x) $ ~(x), 
x E D, then u(x,t) + u(x) if t + 00 • So, with the iteration methods given 
in Section 3 it is not possible to obtain unstable solutions. On the other 
hand, each solution obtained by iteration is asymptotically stable at least 
from above or from below. 
THEOREM 5.1. If~ is an upper solution of (3.1), then the solution Z(x,t) 
of the parabolic initial value problem (5.1) with initial data Z(x,O) = ~(x} 
is a monotonically nonincreasing function of t. If ~ is a lower solution of 
(3.1), then the solution z(x,t) of (5.1) with initial data z(x,0) = ~(x) is 
nondecreasing in t. 
PROOF. If Z exists then it satisfies 
{ 
az LZ + f(x,Z) - at= O, 
Z(x,t) I ao = g(x), 
Z(x,0) = ~(x), 
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and ${x) satisfies 
{
L$ + f{x,$) - ~: $ O, 
$ {x) I ao :?: g {x) , 
$ {x) = $ {x) , t = O 
($is independent oft, thus~= 0). Thus by Theorem 2.2 we have at 
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Z{x,t) $ ${x). Now let us consider the function Zh{x,t) 
The function Zh{x,t) satisfies (5.1) with initial data 
Z{x,t+h), h > 0. 
Zh{x,0) = Z{x,h) $ $(x). 
Thus by Theorem 2.2 Zh{x,t) $ Z{x,t) and so Z{x,t) is nonincreasing in t. 
The proof that z{x,t) is nondecreasing is similar. So we ~ave 
ljl{x) $ z{x,t) $ Z{x,t) $ ${x). 
The function f{x,y) is supposed to be continuously differentiable in y so 
it is Lipschitz continuous on any compact subset S of lR. We know that if 
z and Z exist then z and Z ES= [inf 0 ljl{x), sup 0 ${x)], so if f{x,y) X€ X€ 
is not unlformly Lipschitz continuous on R then we can change f{x,y) for 
y is such that f{x,y) does have the required property. Now existence and 
regularity is guaranteed by Theorem 2.11. D 
By Theorem 2.2 each solution u{x,t) of (5.1) with ljl{x) $ u0 (x) $ $(x) 
satisfies 
ljl{x) $ z(x,t) $ u(x,t) $ Z(x,t) $ $(x). 
In particular Z(x,t) satisfies ft(x) $ Z{x,t) $ $(x). So Z{x,t) is bounded 
below and is monotonically decreasing in t; thus lim Z(x,t) exists and is a 
t+oo 
solution of the elliptic boundary value problem (3.1), by Theorem 2.12. 
Because of the maximality of ft(x) (cf. Corollary 3.4) we have 
lim Z(x~t) 
t+oo 
ft(~). 
Each solution u{x,t) with initial data ft(x) $ u0 (x) $ $(x) satisfies 
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u(x) s u(x,t) s Z(x,t) I 
and so we have proved: 
LEMMA 5.2. If u(x,t) is a solution of (5.1) with initial data 
u(x) s uo(x) s 4(x), then 
lim u(x,t) 
t-+oo 
u(x). 
If ~(x) s u0 (x) s v(x), then 
lim u(x,t) 
t-+oo 
v(x). 
If u = v, then u is asymptotically stable both from above and from below. 
COROLLARY 5.3. If there exist an upper solution 4 and a lower solution ~ of 
(3.1), and if there is only one solution u such that ~(x) s u(x) s 4(x), 
then this solution is an asymptotically stable equilibrium solution of the 
parabolic boundary initif!-l value problem (5.1) and each solution of (5.1) 
with initial data ~(x) s uo(x) s 4(x) tends to u(x) if t + 00 • 
A converse to Corollary 5.3 also holds: Let us consider the derivative 
operator L + fu(x,u(x)). Then the first eigenfunction 41 of the eigenvalue 
problem 
JL4 + ~u(x,u(x))4 =A$, 
) 4 I ao - o, 
is positive. Let Al be the associated eigenvalue. 
THEOREM 5.4. If Al < O, then u is stable and is the limit of upper solutions 
from above and lower solutions from below. If Al > o, and u is an isolated 
solution then u is unstable. 
PROOF. Suppose Al< 0 and consider v = u + s4 1• We have 
(f(x,.) is supposed to be continuously differentiable), and thus 
III. MONarONE ITERATION 81 
fLv + 
vl ClD 
f (x,v) 
= g. 
Since ~ 1 ~ 0 and EA 1 ~ 1 dominates the term ~ 1 o(E) for small E,v is an upper 
solution for E > 0 and a lower solution for E < 0. Now the stability of u 
follows from Corollary 5.3. This establishes the first statement of the 
theorem. If A1 > O, then u + E~l is a lower solution for E > 0 and an 
upper solution for E < 0. To establish the instability of u, let v 0 be a 
solution of the initial value problem (5.1) with v 0 (x,0) = u_+ o~ 1 (say 
o > 0). Then v 0 (x,t) is increasing fort> 0 (assuming o is sufficiently 
small so that v 0 (x,0) is a lower solution). Consequently, either v 0 (x,t) 
tends to infinity or it tends to an equilibrium solution v0 with 
in D, 
and thus u is an unstable solution. Here we need that the solution u is 
isolated, because otherwise it would be possible that v0 + u as o+O. In 
the one dimensional case it will be proved that it is not necessary to 
require that u is isolated (cf. Chapter V, Theorem 7.3). D 
Finally we make the following remark: 
REMARK 5.5. The boundary condition ul 80 
boundary condition 
dU av + bu\ClD g, 
g can be replaced by the general 
where b ~ 0, b $ O, and v is an outward directed vector field, and b and v 
are sufficiently smooth. 
REMARK 5.6. By the methods of this chapter the existence of a nontrivial 
solution u, 0 < u < 1, of the problem treated in Chapter I (I,(5.3), I.(5.4)) 
can be proved when both the solution u = 0 and the solution u = 1 are un-
stable. 
For the application of the iteration scheme of Section 3 of this chapter, 
- 2 
we make the substitution~= e x u in (5.4) of Chapter I, in order to get 
boundary conditions which guarantee uniqueness in (3.3) of this chapter. 
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REMARK 5.7. It is possible to obtain the solution of the initial boundary 
value problem (5.1) by using the iteration scheme 
Clu 
(L-Q)u - ~ = -[f(x,u 1 Cx)) + Qu 1 Cx)], n ot n- n-
un (x,t) Ian= g(x), 
u (x,0) 
n 
starting at an upper or a lower solution. 
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IV. TRAVELLING FRONTS 
1. INTRODUCTION 
Mathematical models of biological phenomena are one of the most impor-
tant sources of nonlinear diffusion problems. Perhaps the earliest indica-
tion of this is to be found in the work of FISHER [1,2] on a population 
genetic model. For continuous time and spatially distributed populations 
the model leads to the nonlinear diffusion equation 
( 1.1) Liu + f(u), 
where 
(1.2) f(u) 
and u denotes the relative density of a certain gene in the population (see 
Section I. 4). 
The relevant questions to be asked about the solutions of (1.1) depend 
on some further information concerning the domain of definition and the 
boundary conditions, if any. In the Sections 2,3 and 4 of the present chap-
ter we will study equation (1.1) when the space domain is one-dimensional 
and unbounded at both sides. Consequently there are no boundary conditions. 
Since u is supposed to be a frequency, we occupy ourselves with solutions u 
satisfying 0 s u s 1 only. In Sections 2 and 3 we assume that f satisfies 
some qualitative properties, namely 
(1. 3) 1 f E C [0,1], 
f'(O) > O, 
f(O) = f(l) 
f'(l) < o. 
0 
Figure 1 
0, f(u) > 0 in (0,1), 
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In the event that f is given by (1.2), this corresponds to T 3 < T 2 < T1 . In 
Section 4 the more complicated situation which arises when f changes sign on 
[0,1] will be analysed. Finally, Section 5 is devoted to the initial-bound-
ary value problem for equation (1.1) when the space domain is at one side 
bounded. 
For theorems on existence and uniqueness of solutions of the initial 
value problem we refer to Chapter II. Under these presuppositions, what are 
the really interesting questions? 
First of all, one wants to know whether or not u = 0 and-u = 1 are the 
only equilibrium solutions (i.e., solutions of uxx + f(u) = 0) satisfying 
0 ~ u ~ 1. Of course, the autonomous ordinary differential equation 
uxx + f(u) 0 can be studied very well by analyzing trajectories in the 
phase plane. 
Then, one is interested in the stability of equilibrium solutions and 
in their domain of attraction (which is defined as the set of initial func-
tions for which the solution approaches the equilibrium solution as t + 00). 
The appropriate techniques for solving this question are Lyapunov's second 
method, and the method of constructing upper or lower solutions and using 
the maximum principle. Related to this are the question of stabilization 
(does every solution tend to some equilibrium solution as t + oo?) , and the 
question of (non)existence of periodic solutions. 
The next step may be to ask about the approach towards equilibrium 
solutions, and here one encounters an intriguing phenomenon which is typi-
cal for an unbounded space domain. For ease of formulation we first state a 
definition. 
DEFINITION 1.1. A solution u(x,t) w(x-ct) of 
( 1. 4) uxx + f(u), 
where w(-00 ) = 1, w(+00 ) = 0 and 0 ~ w ~ 1, is called a (travelling) front 
and the constant c is called the speed of the front. 
One may visualize a travelling front as a function of x which, as time in-
creases, is propagated with constant velocity c without any alteration in 
shape. 
Travelling fronts have already been mentioned by FISHER [1, 2], and he 
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conjectured the existence of a minimal speed. In 1937 KOLMOGOROFF et al. [3] 
actually proved the existence of a clos.ed half-line [c0 ,oo) of possible 
speeds. 
By definition, a front is a solution of 
(1.5) w" + cw' + f(w) O, 
satisfying w (-00 ) = 1, w (+oo) = O, 0 s w s 1. The autonomous ordinary differ-
ential equation (1.5) can be studied by phase plane methods._ The objective 
is then to show the existence of a trajectory connecting the singular points 
(w,w') = (1,0) and (w,w') = (0,0) (a so-called heteroclinic trajectory). 
Clearly this amounts to studying the invariant manifolds that are associated 
with the singular points, and in particular their dependence on the para-
meter c. This will be done in Section 2 and the results will then be used in 
Section 3 to obtain information on the asymptotic behaviour as t + oo of sol-
utions of the initial value problem. In Section 4 we follow the same lines 
with now f satisfying different qualitative assumptions and in Section 5 
analogous results for the initial-boundary value problem are derived. 
Though in this chapter we will hardly enter into the question of stabil~ 
ity of travelling fronts, some remarks seem to be in order. Let w be a travel-
ing front; then the set 
{wcx-ct> I -oo < t < oo} 
is clearly invariant with respect to the differential equation (1.4), and 
one can associate a notion of stability with the travelling front w. One can-
not expect that Jw(x-ct)-u(x,t)J +Oas t + oo if Jw(x)-u(x,O)J is small, as 
is clear from taking u(x,O) = w(x+h), with h small. Rather, one would ex-
pect that at best Jw(x-ct+h)-u(x,t)J + 0 as t + oo for some suitably chosen 
h, and perhaps the best formulation is the following: If 
sup_00<x<oo Jw(x)-u(x,O) ( is small, is 
lim inf sup Jw(x-ct+h)-u(x,t) J 0? 
t+oo -oo<h<oo -oo<x<oo 
One should compare this notion of (asymptotic) stability with the no-
IV. TRAVELLING FRONTS 87 
tion of orbital stability of periodic solutions. The question of stability 
of travelling fronts, and in particular the characterization of domains of 
attraction, is only beginning to be analyzed and the interested reader may 
consult [4, 5]. Some recent results of FIFE & McLEOD [6,16] are treated in 
Section 4. 
Thus far, we have motivated the study of equation (1.4) with the appli-
cation in population genetics only. However, one should realize that quite 
different phenomena may have completely similar dynamic behaviour and can be 
modelled by the same equation (though the underlying mechanism is, of course, 
in no sense the same). Regarding equation (1.4) we mention flame propagation 
([7]) and chemical reactions. Moreover, the study of equation (1.4) may be 
viewed as a first step towards the analysis of the more complicated equa-
tions describing nerve impulse propagation (see Chapter VII). 
Finally, we mention that the material in the next sections is to a 
great extent based on papers of HADELER & ROTHE [8], ARONSON & WEINBERGER 
[9] and FIFE & McLEOD [6,16]. 
2. PHASE PLANE CONSIDERATIONS 
In this section we will study the autonomous ordinary differential 
equation 
(2.1) U + CU + f(U) 
xx x 
0, 
with f satisfying (1.3), by analyzing the trajectories of the corresponding 
system of first order equations 
(2.2) 
u 
x 
v, 
V -f(u) - CV 
x 
in the (u,v)-plane (the so-called phase plane). In the first subsection we 
discuss the types of singular points (i.e., solutions of v = O, f(u) = 0). 
In the second subsection we occupy ourselves with trajectories joining sing-
ular points, and we subsequently treat the characterization of the set of 
values of c for which such trajectories exist. Finally the example with 
f(u) = u(l-u) (l+vu), v > -1 is worked out in some detail. 
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2.1. Types of singular points 
Let us introduce the vector notation s (u,v) T, F(Ccl (v,-f(u)-cv)T, 
then (2.2) can be written as 
(2.3) ds = dx F(s,cl, 
where we have emphasized the dependence of the system on the parameter c. 
1 Under very mild restrictions with regard to F (as we have f E C , these 
requirements are satisfied) one can prove that solutions of the nonlinear 
system show in general near a singular point the same qualitative behaviour 
as solutions of the linearized system (cf. CODDINGTON & LEVINSON [10,Ch.15]; 
see below for the exceptions). It follows that the behaviour near a singular 
point s = s 0 can be determined to some extent from the knowledge of the 
eigenvalues of the Jacobian matrix F'(s0 ,cJ, the derivative of F(·,c) with 
respect to s at s0 . 
In our particular case the singular points are the points s0 
with f(u0 ) = 0. Moreover 
F'Cso,cl = ( o 1) 
-f'(u0 ) -c' 
and the eigenvalues are 
Note that the eigenvalues are either real or complex conjugated. We distin-
guish the following cases. 
Case a. Both eigenvalues A1 , A2 are real and have opposite sign, say Al> O, 
A2 < 0. Then the singular point is called a saddZe point. The solutions of 
the linearized equation are given by 
s(x) 
with c 1 , c 2 arbitrary constants and s1 , s2 the eigenvectors belonging to Al' 
A2 respectively. For c 1 0, c 2 # 0 the solution tends to s0 for x + +ro, 
whereas if c 1 # 0, c2 = 0 the solution tends to s0 for x + -oo; and if both 
c 1 # O, c2 # 0, then the solution does not tend to ~O for either x + +oo or 
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x + -oo. The two eigenvectors thus define two one-dimensional linear mani-
folds: ci = {at;.i I a E JR}, i = 1,2. c 1 is called the unstable, c 2 the 
stable manifold. 
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For the nonlinear system there exist two manifolds, s1 , s2 which are 
invariant with respect to the differential equation, and which have the 
same properties as mentioned for c 1 and c 2 . Si will be tangent to ci at the 
singular point. c., s. are also called sepa.ratrices (see Fig.2). 
l. l. 
Figure 2 
With our special matrix F'(t;0 ,c), we have a saddle point if f'(u0J < 0. 
Case b. Both eigenvalues A1 , A2 are real and have the same sign. Then the 
singular point is called a node, and Al > 0 refers to an unstable, Al < 0 to 
a stable node. We can distinguish further. 
b.l. Al I A2 : two-tangent node. All but two trajectories depart from or 
arrive at the singular point in the so-called main direction, while the 
remaining trajectories will do so in the so-called side direction (see 
Fig.3). For the nonlinear system we get main and side manifolds, tan-
gent to the main and side direction at the singular point. In our case 
2 this type will appear if c > 4f' (u0 ) > O. 
b.2. Al= A2 , Riesz-index = 1 (see TEK"lE [11, p.79]): sta.r-Zike node. All 
the trajectories depart from or arrive at the equilibrium point with 
their own direction (see Fig.4). Due to the special form of our matrix 
F' (t;0 ,c) we shall not encounter this case. 
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b.3. A = A , Riesz-index = 2: one-tangent node. All the trajectories 1 2 . 
depart from or arrive at the singular point in one direction only (see 
2 Fig.5). This will happen in our case if c t 0 and c = 4f'(u0 ). 
Figure 3 Figure 4 
Figure 5 
case c. The eigenvalues A1 , A2 X1 are complex conjugates, Re Al f O. Then 
the singular point is called a focus or spiral. The solutions will circle 
around this point. For Re Al > 0 (resp. Re Al < 0) they will tend to the 
singular point for x + - 00 (resp. x + +oo) and the singular point is called 
an unstable (resp. stable) spiral (see Fig.6). This will happen in our case 
l.. f 2 c to and c < 4f'(u0). 
Case d. The eigenvalues Al' A2 = X1 are complex conjugates, Re Al = O. Then 
the singular point is called a aenter. All the trajectories near this point 
are periodic (see Fig.7). For the nonlinear system this character may easily 
be disturbed, and the result may be a spiral or a dense family of periodic 
solutions near the singular point. For an extensive review, see ANDRONOV et 
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al. [12, eh.IV] or CODDINGTON & LEVINSON [10, Ch.15]. 
0 
Figure 6 Figure 7 
REMARK 2.1. In the sequel an important property of the invariant manifolds 
will frequently be used, namely continuity with respect to c. If we change 
c a little, then the corresponding manifolds will lie close together in the 
phase plane, at least in finite sets. We cannot refer to an explicit form-
ulation and proof of this result in the literature, but a treatment of the 
related subject of continuity of solutions with respect to parameters can 
be found in almost every textbook on ordinary differential equations (for 
example, see CODDINGTON & LEVINSON [10, Ch.2] or HALE [13, p.24]). 
2.2. Two singular points, the existence of a travelling wave 
1 From now on we assume that f(u) satisfies (1.3), so f EC [0,1], 
f(O) = f(l) O, f(u) > 0 in (0,1), f'(O) > O, f'(l) < 0. For values of c 
such that O < c < c' = 21:f'T6}, we cannot expect a front, because in that 
case (0,0) is a stable spiral, and hence trajectories that approach (0,0) 
lie· partially in the region u < O. Therefore we assume further that 
2 2 c > 4f'(O) (see, for c = 4f'(O), Remark 2.4). If we take c > 0 we have at 
(0,0) a stable two-tangent node and at ( 1, 0) a saddle point with, in this 
particular case, the direction ~: = Al > 0 for the unstable manifold and 
dv = A < 0 for the stable manifold at ( 1, 0) • These directions can easily be du 2 
derived by examining the eigenvectors belonging to A1 , A2 . In the same way 
the directions at the node are ~~ = A2 for the side manifold and ~: = Al for 
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the main direction (see Fig.8). 
Now the question arises under which conditions the unstable manifold 
departing from (1,0) will finally arrive at (0,0). A possible approach is 
the construction of two piecewise differentiable non-intersecting arcs 
v = 0 and 6 connecting the two singular points. Let 6, parametrized by x, 
be given as follows: 
(2.4) 
t 
v 
(0,0) 
6: u v -oo<x<co; 
0 < 61 (x) < 1 , 62 (x) < O; 
61 -+ 0, 62 -+ 0, x -+ co; 
61 -+ 1, 6 _,. 6 ~ 0, x -+ -oo i 2 
Ii\ I + !62! 1 0, I 81 I + !82! -+ 0, Ix! _,. 00; 
-oo < lim 6/61 < O; 
x-+oo 
u 
- for e < v < 0. 
( 1, 0) 
u __,. 
UM 
( 1, ei 
6 
SM 
MD: main direction A1 
SM: side manifold with direction A2 at (0,0) 
UM: unstable manifold 
Figure 8 
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Let B be the domain bounded by v = 0, the arc 6, and possibly a seg-
ment of the half-line u = 1, v < 0. Further, we require that the field 
(u,v) is directed inward on the boundary of B, while we allow that along 
the arc 6 the field (u,v) is tangent to 6. The conditions therefore are 
for all x E lR; 
(2.5) v < 0 on u = 1, e < v < o, 
-f(u) < 0 on O < u < 1, v o. 
Under our presuppositions we see that only the first condition of (2.5) 
still remains to be satisfied. 
THEOREM 2.2. Suppose we aan find 6 suah that (2.4), (2.5) a1'e satisfied; 
then the alosed domain B aontains the unstahle manifold of the saddle point 
(1,0). If aontinued to x = 00, this trajeatory enters the stahle node at 
(0,0). Thus there is a trajeatory aonneating (1,0) with (0,0). 
By the unstable manifold we mean now the part of the unstable manifold 
leaving (1,0) into u < 1, v < 0. 
PROOF. 
(1) Suppose a trajectory is in the interior of B at x = O. Then it stays in 
B for every finite x. For, if x0 < oo were the smallest x for which 
(u(x0J, v(x0)) i B, then either (u0 ,v0) = (u(x0), v(x0)J is one of the 
singular points, or it is any other boundary point of B. The first case 
is easily excluded because such a point cannot be reached for finite x. 
In view of (2.5) the trajectory is tangent to the boundary (or to one 
of the components of the boundary if the point is a corner). By inspec-
tion, the point of tangency can only be on the arc 6, 0 < u· < 1. If we 
. change to local coordinates (z,y) (see Fig.8) we get for the equations 
of the vector field~~= k(z,y), ~ = l(z,y). Both the arc 6 and the 
trajectory ~ can be parametrized by z and we have as a consequence of 
(2.3) and (2.5) (note the change of orientation (u,v) -+ (z,y)): 
k(z,~(z))~'(z) = l(z,~(z)), 
k(z,6(z))6'(z) !> l(z,6(z)). 
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In view of ~ = 0, ~: > 0 at (z,y) .= (O,O), we have .f.(0,0) 0, 
k(O,O) > 0. For F(z,y) = .f.(z,y)/k(z,y), w = $ - 8, we have 
w' (z) $'(z) - S'(z) :?'. F(z,$(z)) - F(z,S(z)) :?'. -Klw(z)I, 
Since x0 was minimal, w(z) > 0 for z < 0, w(O) = 0, say 
z 1 < 0. It follows that by integrating w' (z) :?'. -Kw(z) , 
:?'. Kz 1 , which provides a contradiction. 
K > 0. 
(2) If a trajectory is in oB for x = x0 , then 
is obvious if the trajectory is one of the 
it stays in B for all x. This 
points (0,0), (1, 0). Other-
wise a similar argument to that in (1) can be used. 
(3) We show that the unstable manifold $ is contained in B. It is sufficient 
to show that the unstable manifold is in B for - 00 < x < x for some fi-0 
nite x0 • This is trivial for 6 < O. Now let 6 = 0 and let for x + - 00 
62;6 1 < \ 1 , otherwise we immediately get a contradiction to (1). Suppose 
the unstable manifold arrives at some point P E B. Choose any P i B be-
tween $ and 8 through P for x + -oo. For P sufficiently close to P the 
trajectory follows the unstable manifold arbitrarily closely and has 
common points with the interior of B. Following the trajectory to - 00 we 
obtain a contradiction, because it necessarily leaves the domain B as a 
consequence of the local behaviour near a saddle point, which is imposs-
ible in view of (1). 
(4) Finally we have to exclude the possibility of a limit cycle inside B. 
That this is impossible follows from a criterion of BENDIXSON: if the 
divergence of the field has a fixed sign, then there are no limit cycles 
(see TEMME [12, p.128]). In our case the divergence reads -c < 0. D 
THEOREM 2.3. The eZosed domain B eontains the main direetion of the node at 
(0,0). The side manifold of the node at (0,0) has no points in eommon with 
the open domain B. 
PROOF. There are trajectories starting in the interior of B which enter 
(0,0) in the main direction. If the main direction were not contained in B, 
these trajectories would leave B, which gives a contradiction to Theorem 
2. 2 (1). 
Suppose the side manifold has a point P in common with the interior of 
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B. Then there are trajectories starting in the interior of B, close to P, 
which enter the node along the two opposite main directions, dependent upon 
which side of the side manifold they start from. The side manifold is just 
the separatrix of these trajectories. Some of these must leave B, contra-
dicting Theorem 2.2(1). D 
Once we succeed in constructing an arc 8 with the desired properties we 
have by Theorem 2.3 established the existence of a particular solution 
t;c(x) = (uc(x), vc(x)) of (2.3) with the property t;c(-"") = (1,0), 
t;c(+co) = (0,0). Note that uc(x) is monotone decreasing, sine~~~= v < O, 
O<u<l. 
In uniformity with Definition 1.1 we call t;c(x) a front and c the 
speed of the front. 
2.3 Characterization of the speeds of a front 
As we have seen above, there exists a front for the equation (2.3) 
under the conditions which we list again below: 
( 2 .6) c
2 > 4f' (0) > O; c > O; f' (1) < O; 
f(O) = f(l) O; f(u) > O, 0 < u < 1; 
and there exists an arc 8, satisfying (2.4), for which we require 
(2.7) for all x E JR. 
REMARK 2.4. For c = c' = 21fi(O) we have at (0,0) a stable one-tangent node, 
and in that case there also exists a front if we can satisfy (2.7); note 
that in Theorem 2.3 the main and side direction are now the same. 
From now on we assume (2.6) with c2 ~ 4f'(O) > 0. 
THEOREM 2.5. The set of possible speeds is an upper half-line or errrpty. 
PROOF. Suppose c 1 is a speed. To c 1 correspond uc (x) = 81 (x), 
• • 1 
82 (x), 81 = 82 , 82 = -f(8 1) a 182 . For c > c 1 it follows that 
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thus we can satisfy (2.7) with the aid.of the arc (uc ,vc ) , thus c is a 
1 1 
speed. D 
DEFINITION 2.6. c0 = infimum of.all speeds. 
COROLLARY 2.7. If c 1 , c2 are speeds, with c 2 > c 1 ~ c', o:nd if (uc1 ,vc1>, 
(uc ,vc ) are the corresponiling fronts, then the front (u ,v ) is contained 2 2 c2 c2 
in the closed domain formed by (u ,v ) and the u-a:cis. 
cl cl 
PROOF. The proof follows easily from the fact that (uc ,vc ) acts as an arc 
1 1 8 in Theorem 2.2. D 
THEOREM 2.8. If c0 < 00, then c0 is a speed. 
PROOF. Assume c 0 is not a speed. Let c > c 0 be any speed with front 8 and 
let B be the domain bounded by 8 and the u-axis. An identical calculation 
to that in the proof of Theorem 2.5 shows that now the vector field for 
c = c 0 points outward along e. Using the same arguments as in the proof of 
Theorem 2.2 we see that the unstable manifold ~ for c = c0 does not enter 
the open domain B for 0 $ u $ 1, v $ O. Further, we note that in view of 
the continuity of f(u) on 0 s us 1 there exists a v' = v'(c) < 0 such that 
-f(u) - cv' < O, 0 $ u $ 1, preventing v from going to minus infinity in 
0 $ u $ 1, v $ O. Thus~ arrives at u = 0, v < 0 for some finite x. But the 
unstable manifold for c > c0 , where c -·c0 is sufficiently small, has the 
same behaviour (see Remark 2.1) which leads immediately to a contradiction, 
because this c value is a speed. D 
THEOREM 2.9. 
(1) If c0 = c', then the front corresponiling to c0 enters the one-tangent 
node (0,0) in the only possible direction. 
(2) If c 0 > c' is finite, then the front corresponiling to c 0 is the side 
manifold of the two-tangent node at (0,0) with the direction 
;i.2 = {-c0 - ~-=_4f' (0) }/2 at (O,O). 
(3) For c > c0 the front with speed c arrives in the main direction 
;i. 1 = {-c + /c2-4f'(0)}/2 at (O,O). 
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PROOF. 
(1) See Remark 2.4. 
(2) Let ~O be the front with speed c0 and let B be the domain between ~O 
and the u-axis. Choose a c E (c 1 ,c0J with the corresponding unstable 
manifold~ from (1,0); ~does not enter the open domain Band does not 
arrive at (0,0). While for this c the direction of the side manifold of 
the node at (0,0) is greater than for c0 , the side manifold is in B and 
thus separates all other trajectories entering (O,O) from ~. For c + c0 
the trajectory merges with the side manifold before it can meet any 
other trajectory entering (0,0); again we have here used Remark 2.1. 
(3) Suppose c 1 > c > c0 • Let 6, 61 be the fronts with speed c, c 1 , and B 
the domain between 6 and the u-axis. By Corollary 2.7 61 is contained 
in B. By Theorem 2.3 the side manifold at (0,0) for c 1 has no points in 
common with B. Thus, if 61 does not arrive in the main direction at 
(0,0) it will do so in the side direction, and this is only possible if 
all the trajectories for c E [c0 ,c1J have identical trajectories on 
0 ~ u ~ 1 (note that by Theorem 2.2 a trajectory from inside B cannot 
arrive on the boundary of Bin finite time). But this last conclusion 
dv is not possible by the linear dependence of dx on c. D 
2.4. Bounds for c0 
Let f(u) and c satisfy (2.6). By Theorem 2.5 there is an upper half-
line of speeds if we can exclude c0 = 00 • So if we can satisfy (2.7) with 
c ~ c' the existence of an upper half-line of speeds is proved. In the fol-
lowing subsection we calculate the bounds explicitly, which we shall derive 
in this subsection. 
Since for a front uc is monotone decreasing we can represent the arc 
6 in (2.4) in the form v = p(u), where p: [0,1] + (-00 ,0] is continuously 
differentiable and satisfies 
(2.8) p(u) < 0, 0 < u < 1; p (0) o, PI (Q) < o. 
Then condition (2.7) reads pp + cp + f(u) ~ O, or, since p < O, 
(2.9) c ~ sup 
O<u<1 
{-p(u) _ f(u)} 
p(u) . 
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As there exist functions of the required type, the existence of speeds is 
established, and taking for p the function representing the front with speed 
c0 the supremum becomes c0 . Thus: 
THEOREM 2.10. The minimal speed is finite and can be cha:racterized by 
(2.10) inf sup 
p O<u<l 
• f (u) {-p (u) - --} 
p (u) ' 
1 
with p E c [0,1], p satisfies (2.8). 
COROLLARY 2.11. The minimal speed c0 satisfies 
(2.11) 21fi(O) L sup 
O<u<l 
PROOF. Choose p(u) =-Ku, K > O; then c0 $ K + ;. Minimize over K: for 
K = /L" it follows that c0 $ 2/L". D 
COROLLARY 2.12. The minimal speed c0, for f(u) = u(l-u), reads c0 2. 
PROOF. f I (0) 
2. 5. An example 
1, sup 
O<u<l 
1 ; use ( 2 • 11 ) • D 
Now we take for f(u) the example (1.2) from the introduction of this 
chapter. Writing T = 1 + T2 - T1 , a= 1 + T2 - T3 , we get 
f(u) = u(l-u) (1-T-(2-cr-T)u), where cr,1,T are the viabilities of the three 
genotypes. For a > 1 > T ("heteroiygotes not inferior") and with a simple 
transformation of the variable x, which affects the value of c, we get 
f(u) = u(l-u) (l+vu), with -1 < v = (cr-1)/(1-T) - 1. The function f satisfies 
the requirements of the preceding subsections. 
THEOREM 2.13. The minimal speed for f(u) = u(l-u) (l+vu), v > -1, is 
for -1 < v $ 2, 
for v z 2. 
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2 
co 
PROOF. From Corollary 2.11 it follows that f'(O) = 1 S ~4- SL, with 
L = sup {(1-u) (l+vu)}. By examining this parabola we find 
O<u<l 
L = {~v+l) 2 for -1 < v s 1, (2.12) 
4v 
for v;,, 1. 
We now see immediately that c0 
of the so-called Huxley pulse 
(2.13) ,-,.;. -1 uH(x) = [1 + exp(vv/2x)] 
2, -1 < v s 1. By direct substitution 
in equation (2 .1) , we 
CH = (v+2)//2V. For v 
follows that co = 2. 
(2.10), p (u) < 0), we 
find 
= 2, 
Since 
have 
that 
c H 
f (u) 
c = 0 
uH(x) is a front with corresponding speed 
2. Thus for v = 2, c0 S 2, but by (2.12) it 
and thus c0 increases with v (follows from 
2 for 1 s v S 2. For v ;,, 2, 
-/v/2exp(l\i72x)[1 + exp(l\i72x)]-2 
dv 1::Ji2 and thus du + - v/2 for x + 00 • On the other hand, the slowest front arrives 
at (O,O) with the side direction 
dv = " = {-co - Jco2-4}/2, du 1 
which shows that for v ;,, 2, c0 = cH and the Huxley pulse represents the 
speed corresponding to c0 for v ;,, .2. For -1 < v < 2 the speed c0 = 2 is 
known, but the corresponding front is unknown so far. D 
3. STABILITY AND ASYMPTOTIC BEHAVIOUR 
In this section we investigate the asymptotic behaviour as t + 00 of 
solutions of the initial value problem for the nonlinear diffusion equation 
(1.4). The results of the foregoing section will turn out to be very useful. 
The main technical tool to be used is a comparison theorem based on the max-
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imum principle. This theorem was stated and proved in Chapter II (see Theo-
rem II.1.9) but we reformulate it here. 
THEOREM 3.1. Let D = (a,b) x (0,T), where -00 $a < b $ 00 , 0 < T $ 00 • Let f(u) 
be a continuously differentiable function such that f'(u) is bounded from 
above on lR. Let u and w satisfy 
w + CW + f(w) - w $ u + CU + f(u) - u 
xx x t xx x t 
in D, 
and w(x,O) ~ u(x,0), x E (a,b). Moreover, if a> - 00 assume that 
w(a,t) ~ u(a,t), t E [0,T), and if b < 00 assume that w(b,t) ~ u(b,t), 
t E [O,T). Then w ~ u in D and if w(x,O) > u(x,O) in an open sub-interval 
of (a,b), then w > u in D. 
This theorem does not seem to be applicable to the present problem 
since, with f(u) given by (1.2), f'(u) is certainly not bounded. However, we 
can use Theorem 3.1 to show that the set 
X {u I u continuous on lR and 0 S u(x) s 1} 
is invariant with respect to the differential equation 
( 3. 1) U +CU + f(U). 
xx x 
This makes it sensible to formulate a corollary for functions belonging to 
X (note that f'(u) is bounded on [0,1]). 
1 Let f(u) satisfy f(u) f (u) for -1 s u s 2, f E C and f' is bounded 
from above on lR. Choose ~ E X arbitrarily and let u(x,t) be the solution of 
U = U +CU + f(u), t xx x 
u(x,O) = ~(x). 
It now follows from Theorem 3.1, since w = 0 and w = 1 satisfy 
wt wxx + cwx + f(w), that u(•,t) EX as long as it is defined. Since 
f(u) = f(u) for 0 Su S 1 we obtain that u(x,t) satisfies (3.1) as well and 
we have indeed shown that X is invariant. It is worthwhile to note that the 
IV. TRAVELLING FRONTS 
solution, since it cannot become unbounded, is in fact defined for all 
t E (0 ,oo) • 
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COROLLARY 3.2. Let D = (a,b) x (O,T), where - 00 ~a< b s "'• 0 < T s "',and 
let f be continuously differentiable. Let u,w satisfy 
w + cw + f(w) - w s u + cu + f(u) - u 
xx x t xx x t 
in D 
u(',O), w(•,O) EX and w(x,0) ;:>: u(x,O), x E (a,b). Moreover, _if a> - 00 
assume ·that w(a,t) ;:>: u(a,t), t E [0,T) and if b < assume that 
w(b,t) ;:>: u(b,t) I t E [O,T). Then U(•,t) I w(•,tl E x for au t ;:>: 0, w ;:>: u 
in D and if w(x,O) > u(x,O) in an open sub-interval of (a,b), then w > u in D. 
First of all, we are interested in the stability character of the triv-
ial equilibria u = 0 and u = 1, and in a characterization of their domain of 
attraction. In Chapter I the stability of equilibria was investigated by 
means of Lyapunov functionals, and this method will be workrd out in much 
more detail in Chapter V. The same theory applies here (see [5, 14]), but we 
choose a different approach based on the comparison principle, Corollary 3.2 
(with, in the first instance, c = 0). The line of thought has already been 
explained in Chapter III. The keystone of the method is the construction of 
suitable lower solutions, and the next theorem is an important result in 
this direction (compare Section III.5). 
THEOREM 3.3. Let q E 
-"' s a < b s "'· If a 
q(b) 0. Let u(x,t) 
u(x,O) 
X satisfy q + cq + f(q) ~ O in (a,b), u.Jhere 
xx x 
> - 00 assume that q(a) = O, and if b < "' assume that 
denote the solution of (3.1) satisfying 
in (a,b) , 
in lR \ (a,b). 
Then u(x,t) is a nondecreasing function oft for each x. Moreover, limt-+oo 
u(x,t) = T(x) uniformly in each bounded x-interval, where T(x) is the small-
est solution of T + CT + f(T) = o, -"' < x < "', which satisfies T E x and xx x 
T (x) ~ q(x) in (a,b). 
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PROOF. From Corollary 3.2 it follows t~at u(x,h) ~ u(x,0) for all h > O. 
Another application of Corollary 3.2 now yields u(x,t+h) ~ u(x,t) for any 
h > O. Thus, for each x, u(x,t) is nondecreasing in t and bounded above, and 
therefore li~~ u(x,t) = T(x) exists. Since the space domain is unbounded 
the conclusion that T indeed satisfies T + cT + f(T) = 0 cannot be drawn xx x 
from Theorem III.2.12 directly. One can adapt the proof of that theorem, but 
in this particular case of a one-dimensional space domain the following 
proof using the Green's function is much easier. The idea is to prove that 
ux' uxx and ut are equicontinuous and uniformly bounded, and then to apply 
the Arzela-Ascoli Theorem. 
Let 
(3.2) 
then 
(3.3) u(x,t+T) 
1 1 2 
-- exp{ - - (x+ct) } ; 
2& 4t 
f Ec(x-y,t)u(y,T)dy + 
t 
+ f f Ec(x-y,t-T) f(u(y,T+T))dy dT. 
0 -00 
We know that u(•,t) E X for all t ~ 0 and therefore, by putting 
llfll = maxudO,l]!f(u)!, 
lu (x,t+T) I 
x 
$ f 3 ox Ec(x-y,t) !dy + 
-00 
t 00 
+ llfll f f d a- E (x-y,t-T) !dy dT. x c 
0 -oo 
Since 
00 
f 3 1 IT E (x-y,t) !dy --' x c & 
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we obtain 
lu (x,t+T) I :S _J_ + 211 fH /I, 
x & 'IT 
and finally 
for all x E lR and T <:: o > 0. 
We need a similar estimate for u • Since f E c1 , w(x,t) 
xx 
ux(x,t) satisfies 
and thus 
Hence 
where 
and thus 
w(x,t+T) f Ec(x-y,t)w(y,T)dy + 
t co 
+ f f Ec(x-y,t-T)f'(u(y,T+T))w(y,T+T)dy dT. 
0 -co 
kl ~ 
lw (x,t+T) I :S -- + 2ak 1 1~, 
x & " 
a = max If' (u) I , 
uE[O ,1] 
lu (x,T) I < k2 xx for all x E lR and T <:: o > 0. 
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So u and u are uniformly bounded, an,d by (3 .1) the same must be true for x xx 
ut. From (3.3) it follows that the families of functions of x, 
{u 
x 
(x,t) I t;:: 0 > O} and {u xx (x,t) I t ;:: 0 > O} are equicontinuous, and 
again by (3.1) the same follows for {ut(x,t) I t ;:: 0 > o}. By the Arzela-
Ascoli Theorem we know that on each bounded x-interval these families have 
a non-empty limit set as t ~ 00 • But, since u converges to T, ux' uxx and ut 
necessarily converge to the corresponding derivatives of T uniformly on each 
bounded x-interval, and thus T satisfies 't xx + CTx + f('t) = 0. Obviously 
't EX and 't(x) <: q(x) in (a,b). It remains to show that T is-the smallest 
solution with these properties. Let a be any other such function. Then 
u(x,O) S cr(x), and hence by Corollary 3.2 u(x,t) s cr(x) and therefore also 
'(x) s a (x) • D 
We are now ready to prove the first main result (compare Corollary 
III.5.3). 
THEOREM 3.4. Let u(x,t) be a solution of (3.1) with u(•,ol E x. Then either 
u{x,t) : O or limt-+oo u(x,t) = 1. 
PROOF. Suppose u(x,O) 1 O; then by Corollary 3.2 u(x,h) > 0 for any h > 0. 
Since f'(O) > 0 we have f(q) ;:: !f'(O)q for q positive and sufficiently 
small, say 0 sq sq. Let q8 (x) = e: sin \x with \ 2 = !f'(O); then 
q 8 + f(q8 ) <: 0 for 0 s e: sq and 0 s x s~. Now choose e: so small that xx " 
u(x,h)_<:_q8 (xl_ for 0 s_x~S I· It then follows from Theorems 3.2 and 3.3 that 
lim inf u(x,t) 
t~ 
lim inf u(x,t+h) <: 't(x), 
t~ 
where 't(x) is the smallest solution of Txx + f(T) = 0 which satisfies T E X 
and •(x) <: q 8 (x) in [o,f-J. From a plot of trajectories in the phase plane 
(see Figure 9; (O,O) is a center for the linearized system and (3.1) is con-
servative for c = O; see [13;Section V.1]) it follows readily that T(x) = 1, 
and hence limt+00 u(x,t) = 1. D 
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Figure 9 
Theorem 3.4 tells us that whatever initial function w E X, w t 0, we 
take, the solution approaches u - 1. Or, in other words, the intersection of 
the domain of attraction of u - 1 with X is precisely X\{u=o}. 
So far we have used Theorem 3.3 only with c = O. The next step is to 
investigate how u(x,t) approaches u = 1, and then the results of Section 2 
together with Theorem 3.3 with c # 0 are useful. 
In general, the way in which u(x,t) approaches u = 1 depends on the in-
itial function u(x,O), especially on the behaviour for Ix!~ 00 • The first 
result in this direction was given by KOLMOGOROFF et al. [3]. They proved, 
under certain restrictions for f, that the solution of (3.1) with 
u(x,O) = 8(x) (the Heaviside step function) converges in the sense described 
in Section 1 towards the travelling front solution with minimal speed c0 • 
This result of Kolmogoroff et al. is substantially generalized by ROTHE [5]. 
In the remaining part of this section we consider some results of ARONSON & 
WEINBERGER [9], which are of a somewhat different nature. The conclusions 
concern the asymptotic speed of propagation but not the asymptotic form 
(they do not yield convergence towards a travelling front solution). 
THEOREM 3.5. Let u(x,t) be a solution of (1.4) with u(•,O) Ex. If for some 
x0 , u(x,O) = O in (x0 , 00), then for each ~ and each c > c0 , 
limt~ u(~+ct,t) = 0. 
106 
PROOF. Choose c > c0 . We recall and extend some results from Section 2. We 
know that the unstable manifold ~c from (1,0) enters (0,0) in the main di-
rection (Theorem 2.9). 
1 
u~ 
Figure 10 
Let Tc denote the unique trajectory Which enters (0,0) in the side di-
rection out of the quarter plane {(u,v) J u ~ 0, v ~ O}. We claim that T 
c 
connects (0,0) with a point of the form (1,-v), with v > 0. Consider the ~ 
set R = {(u,v) O < u < 1, v < O}. From u v it follows that T cannot 
x c 
tend to infinity in R, and therefore Tc has to cross the boundary of R some-
where. We exclude several possibilities: 
(i) Tc cannot cross u = 0, v < O, because there the vector field 
(v, -cv-f(u)) is pointing outward from R. 
(ii) Tc cannot cross ~c and hence cannot cross v = 0, O < u < 1. 
(iii) (1,0) is a saddlepoint and Tc is not the unstable manifold. It follows 
that Tc cannot go through (1,0). 
Hence Tc enters R through the part of the boundary with u = 1, v < 0. Let 
qc(x) denote the solution of (3.1) which corresponds to Tc and for which 
qc(O) 1; then qc is decreasing and approaches zero as x + oo. Putting 
w =. 1 - u and q(sl = 1 - qc(s-x0J, we now apply Theorems 3.2 and 3.3 with 
(a,b) (x0 ,ooJ to the equation wt= wss + cws - f(l-w). It follows that 
lim inf(l-u(s+ct,tll ~ 1 - T(sl, 
t+oo 
where T(sl satisfies Tss + cTs + f(T) 
the properties 
0 and T is maximal with respect to 
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(3.4) T (!;;) S 1, _.., < I;; < ... , 
(3.5) 
The assertion of the theorem follows if we can prove that T(I;;) = O. 
Suppose T(I;;) 1 O. Let T denote the trajectory corresponding to T. Then 
either T =Tc or T enters (0,0) in the main direction. The possibility 
T =Tc is excluded since then for some I;; < 0 we would have T(I;;) > 1, in con-
tradiction to (3.4). Finally, if T enters (0,0) in the main direction, then 
T(I;;) - exp A11;; as I;;+ ... , whereas qc(l;;-x0J - exp A21;; as I;;+ m. Since 
A2 < A1 < 0 this would imply T(I;;) > qc(l;;-x0) for I;; sufficiently large, in 
contradiction to (3.5). D 
REMARK 3.6. The equation (1.4) is invariant when x is replaced by -x. So if 
u(x,O) = 0 in some interval (-m,x0J we may conclude that 
limt+m u(l;;+ct,t) = 0 for each I;; and each c < -c0 • Combining the two cases we 
obtain: if u(x,0) has compact support, then limt-+<><> u(l;;+ct,t) = 0 for each I;; 
and each c with lei > c0 • 
THEOREM 3. 7. Let u(x,t) be a solution of (1.4): wit:h u(·, 0) E x. If u(x,t) ~ o, 
then fa~ eaah c with lei < c0 and eaah i;;, 
lim u(l;;+ct,t) = 1. 
t+m 
~· The idea of the proof is again to apply Theorem 3.3, so firstly we 
have to show the existence of a suitable solution, q(x), of (3.1). If 
c.E (0,21fi('O)), then (0,0) is a spiral point and consequently there are 
trajectories satisfying 0 s u < 1 and connecting the positive v-axis to the 
2 neg~tive v-axis. Suppose c0 > 4f'(0) and consider any c with 
2/filO) s c < c0 • Let Tc be defined as in the proof of Theorem 3.5. We re-
call from Section 2 that Tc corresponds to a front (Theorem 2.9). As in the 
0 
proof of Theorem 2.5 it follows that along T the vector field (v,-cv-f(u)) 
co 
is pointing outward from the region bounded by Tc and v = 0, and consequent-
0 
ly T lies above T in R = {(u,v) I 0 < u < 1, v < O}. 
C CO 
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Hence 
n < 8 
R, T 
c 
T crosses the 
c 
< 1 and let T 
c 
stays below T 
c 
u~ 
Figure 11 
u-axis at a point (n,O) with O < n < 1. Choose 8 with 
denote the trajectory through (8,0) . Then in the set 
and therefore crosses the negative v-axis. From 
f(u) dv 
du= -c - ~v~' 
we note that, since f(u) > 0 in 0 < u < 1, the slope of Tc is negative if 
v > O, 0 < u < 1, and bounded when v is bounded away from zero. Hence Tc 
crosses the positive v-axis as well. 
So, for each c with 0 < c < c0 there is a trajectory Tc which connects 
the positive v-axis to the negative v-axis through the region 
{(u,v) I 0 ~ u < 1}. Let q be the corresponding solution of (3.1) with 
c_ -
qc(O) = O, q'(O) > O; then q satisfies 0 ~ qc ~ 8 < 1 on a finite interval 
- c c . 
(O,b) and qc(b) = O. 
Let u(x,t) satisfy the hypotheses of the theorem. From Theorem 3.4 we 
conclude that limt-+"" u(x,t) = 1 and the convergence is in fact uniform on 
every bounded x-interval. Therefore a time t 0 exists so that 
u(x,t0 ) ~ 8 ~ qc(x) on [O,b], and now application of the Theorems 3.2 and 
3.3 yields the desired conclusion for 0 < c < c0 . The case -c0 < c < O is 
obtained by replacing x by -x. D 
Theorems 3.5 and 3.7 make it tempting to call c0 the asymptotic speed 
of propagation associated with equation (1.4). 
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4. RESULTS FOR SOURCE TERMS WITH A SIGN CHANGE 
In this section we will study once more the problem 
(4. 1) 
ut = uxx + f (u), -oo<x<oo, t > 0 I 
u(x,O) = 1/J(x), 0 :;; 1/1 (x) :;; 1, 
but now for another class of functions f, namely 
. (4.2) 
1 f E C [0,1], f(O) = f(l) = f(a) = 0, 
f(u) < 0 in (0,a), f(u) > 0 in (a,1), 
f'(O) < 0, f'(a) > 0, 
1 
f f(u)du > O. 
0 
f'(l) < o, 
O < a < 1, 
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This corresponds to the case T3 :;; Tl < T2 in formula (1.2) (and using the 
substitution in Subsection 2.5 we get a~ T > 1), which is known as the 
"heterozygote inferiority" - case in the population genetic literature. Fur-
ther this choice also represents a model for a nerve which has been treated 
with toxins; u then stands for a voltage (see Chapter VII). The last prop-
erty in (4.2) of the function f is only a kind of normalization, in view of 
the transformation v 1 - u. 
As before we will investigate the stability of the equilibrium solu-
tions and their domains of attraction. We will now encounter a typical ex-
ample of a threshold phenomenon (compare Theorem 4.2 with Theorem 4.4). Re-
garding travelling front solutions we will prove the existence of a unique 
speed c for which a travelling front (see Definition 1.1) exists, and using 
this front, we formulate analogues of Theorems 3.5 and 3.7. Besides, it is 
now possible to prove that under certain conditions on the initial function, 
the approach towards the equilibrium solution is accompanied by the approach 
towards a travelling front solution. The speed of this front is unique, but 
the initial function will determine the translation of the argument, which 
is still a degree of freedom (see Theorem 4.9, a recent result of FIFE & 
McLEOD [6], [16]). 
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4.1. Threshold phenomena 
As an introductory remark we note that Theorem 3.1 is not dependent on 
the sign of the source term function f and that in Theorems 3.2, 3.3 it is 
only necessary to require f(O) = f(l) = 0. So these theorems apply to func-
tions with properties (4.2) as well. In section 3 it was shown that of the 
two equilibrium solutions u = 0, u = 1 the last was globally (with respect 
to X) asymptotically stable (Theorem 3.4); recall that 
X {u J u continuous on lR and 0 s u(x) S 1}. 
Now we have three space independent equilibrium solutions u = 0, u = a, 
u = 1. We will prove that both u = 0, and u = 1 are stable, and that u =a 
is unstable. So we can expect threshold phenomena. 
Besides the constant equilibrium solutions there is a multitude of non-
constant solutions of 
(4. 3) uxx + f(u) 0, 
with f(u) satisfying (4.2). This can easily be seen as follows. Multiply 
(4.3) by ux' and integrate with respect to x: 
x=x 
u(x) 
+ I f(w)dw 0 
u(x0) 
or 
k 
with F(u) = Ju f(w)dw. Choose x0 , -oo s x0 s oo, such that ux(x0) = 0, then 
. 0 2 
k = F(u(x0ll and !ux = k ~ F(u), which defines a curve in the (u,ux)-plane, 
symmetric with respect to the u-axis. Define K by 
K 
(4.4) J f(u)du 0, 
0 
i.e., F(K) O. The function F(u) is qualitatively sketched in Fig.12. We 
can distinguish the following cases: 
(i) F(c:d < k < 0 
(ii) k 0 
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to these values of k corresponds a closed curve in 
the phase plane (see Fig.13), representing a peri-
odic solution, 
the corresponding curve is the stable and the un-
stable manifold of (0,0) which merge and which we 
call cp (x), 
(iii) 0 < k < F(l) the corresponding curves represent solutions, which 
satisfy only for a bounded interval of x the re-
quirement 0 ~ u(x) ~ 1, 
(iv) k F (1) if we choose x0 = oo, x0 = -oo respectively the corre-
sponding curves are the stable and the unstable mani-
fold of (1,0). 
Except in case (iv) it is always possible to choose x0 = 0. Let 8 = 
u(O) then we denote the corresponding solutions of (i), (ii) and (iii) by 
q 8 (x), thus F(u(O)) = F(8) = k, q 8 (0) = 8, d~q8 (0) = O. From this notation 
it follows cjJ(x) = q (x), with the property lim cjJ(x) = 0, cjJ(x) monotonely 
K x+±co 
increasing, x < 0, monotonely decreasing, x > 0. We find in case iii') 
for -.t8 < x < .t8, q 8 (x) > o and q 8 <2J8> 
8 
l = J 1 du, 
B O /2(F(8)-F(u)) 
0, with 
d l2F7Bl d 
and dxq8(-.l8) = 2F(8), dxq8(.l8) -hF(8). 
l F(u) 
0 a 
---+ 
u 
Figure 12 Figure 13 
---u 
112 
u 
0 
___, x 
Figure 14 
In Fig.14 we have sketched a few examples. 
THEOREM 4.1. Let u(x,t) be a solution of (4.1), (4.2) with u(•,O) E x. If 
0 $ u(x,0) $ sl I sl < a then .fl! u(x,t) 0, uniformly on JR. If 
S2 ,,;; u(x,O) ,,;; 1, S2 >a then f~ u(x,t) 1 , uniformly on JR. 
PROOF. Let v be the solution of the initial value problem vt = vxx + f(v), 
v(x,O) = fi' i = 1,2, then v is independent of x and v satisfies the rela-
tion 
s1 v 
t J (f~~))dw, i 1; t J ( 1 \ \f(wl} dw, i 2. 
v 
so in both cases the integrand will be positive, 0 < v $ sl respectively 
and fort+ 00 it follows that v + 0, i = 1, v + 1, i = 2. Since 
v(x,O) 2: u(x,O), i 
Corollary 3.2. D 
1, v(x,O) $ u(x,O), i 2 the assertion follows from 
Example. Taking for f(u) the polynomial of lowest order, having properties 
(4.2), namely f(u) = u(1-u) (u-a), 0 <a<!, we find the implicit relation 
We now give another partial characterization of the domain of attrac-
tion of the equilibrium state u = O. Define the function s(p), as follows 
s(p) 
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f(u) 
0:~~~ 1 U-p I 0 <; p.< a. 
s(p) represents the direction of the tangent line to the function f(u), 
passing through u = p with the greatest slope. We use the notation [µ]+ 
= max{O,µ}. 
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THEOREM 4.2. Let u(x,t) be a solution of (4.1), (4.2) with u(•,O) Ex. If 
foP some p E [O,o:) and S > O 
sup 
-oo<x<oo 
then lim u (x, t) 
t"*°'> 
2 I (x-~) ( ) + fiTB" e--4-S-s P [iji{S}-p] d~ < ~
ls(p)es 
(o:-p) 
O, uniformly on lR. 
PROOF. Fix p, and write s for s(p). Let w(x,t) denote the solution of the 
problem 
W = W + SW 
t xx 
w(x,O) = [ijJ(x)-p]+. 
By Theorem 3.1 w ~ O, sow= [w]+. Since f(u) <; 0 on [O,o:], it follows from 
the definition of s(p) that f(u) <; s[u-p]+. Let v(x,t) = u(x,t) - p, then we 
have 
· and 
w 
xx 
u 
xx 
+ s[w]+ - w = w + sw w - 0 t xx - t -
+ f(u) - u <; u + s[u-p]+ -t xx ut 
w(x,0) [ijJ(x)-p]+ ~ ijJ(x) - p v(x,O). 
+ 
vxx + s[v] - vt' 
We cannot apply Theorem 3.1 since s[v]+ is not continuously differentiable. 
But by looking at the proof of Theorem II.1.9 from which Theorem 3.1 was 
borrowed, one may conclude that all that we really need is that 
g(w,v) = (s[w]+ - s[v]+)/(w-v) 
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+ is bounded. It means that s[v] should be Lipschitz continuous (see also Re-
mark II.1.12), which is obviously the case. So w(x,t) ~ v(x,t), for all t, 
- -st and therefore u(x,t) $ w(x,t) + p. The function w(x,t) = w(x,t)e satis-
- + fies the problem wt = w I w(x,O) = w(x,0) = [~(x)-p] , for which the ex-
xx 
plicit solution reads 
-st 
w(x,t) = w(x,t)e 
For t ~ we have 
s 
w (x,.[) 
s 
(x-s> 2 
----s 
e 48 
2 f -(x-1;) e 4t [~(s)-p]+ ds. 
[~(s)-p]+ ds < a - p 
so u(x,~) < a - p + p =a for all x. Apply Theorem 4.1 to find lim u(x,t) = 0, s 
uniformly on JR. D 
COROLLARY 4.3. Let u(x,t) be a solution of (4.1), (4.2) with u(•,O) Ex. If 
for some p E [O,a) 
f [~(sl-pJ+ ds < ~(a-pl se 
then lim u(x,t) = 0, uniformly on JR. 
t-+<» 
PROOF. The left hand part of the inequality in Theorem 4.2 can be majorized 
for all 8 by estimating the exponential factor by 1, while the right hand 
part is maximal for 8 = ~- D 
We will now characterize partially the domain of attraction of the sol-
ution u = 1. 
THEOREM 4.4. Let u(x,t) be a solution of (4.1), (4.2) with u(•,O) Ex. If 
for some BE (K,1) and some x0 u(x,O) ~ q8 (x-x0) on (x0-l8,x0+l8> then 
lim u(x,t) 1 uniformly on each bounded x-interval. 
t-+<» 
PROOF. Application of Theorem 3.3 with q(x) = q 8(x) yields that for the sol-
ution u(x,t) with the given initial condition t~ u(x,t) ~ T(x), uniformly 
on each bounded x-interval, where T(x) is the smallest solution of 
'xx + f(T) = O, < x < 00 , which satisfies T E X and T(x) ~ q 8 (x) in 
(x0-l8 , x0+l8>. As we have seen, the only solution with this property is 
T(x) = 1, and we have obtained the desired conclusion. D 
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We have shown that a disturbance of bounded support of the state u = 0, 
which is sufficiently large on a sufficiently large interval grows to one, 
while a disturbance, not necessarily of bounded support, which is not suf-
fici.ently large on a sufficiently large interval dies out. So we have ob-
tained a threshold result. Note that there are solutions, corresponding to 
the periodic ones, which do not belong to either class. The union of the 
domains of attraction of the equilibrium states u = 0, u = 1 is not X. 
4.2. Travelling fronts 
In this subsection we are interested in travelling front solutions of 
(4.1), (4.2), i.e., solutions of the form u(x,t) = w(x-ct,t) where w satis-
fies 
(4.5) wt= w~~ +cw~+ f(w), 
w(~,O) = 1/Jm. 
x-ct, 
Writing u for the solution of the stationary problem 
(4.6) U + CU + f(u) 
xx x 
0, 
we recall that we have called u a front (see Definition 1.1), if u(-00 ) = 1, 
u(oo) = 0. Using the remarks of Section 2 we find at the singular points in 
the (u,ux)-plane (0,0) and (1,0) a saddle, while there is a stable node at 
(a,O), c ~ /4f'(a), an unstable node for c s -14f'(a), a spiral for values 
of c, c 1 0 in between and a center for c = O. For initial data u, a s u s 1 
we have the same situation as in Section 2, so we get a half-line [c0 , 00 ) of 
speeds corresponding to monotonely decreasing fronts with conditions 
u(-oo) = 1, u(oo) =a. An a priori bound for c0 is provided by Corollary 2.11: 
c0 ~ 2,!fi'(U). The transformation v = 1-u yields vxx + cvx + g(v) = 0, where 
g(v) = -f(l-v) has the same properties as f(u). Now the same reasoning 
applies as above, so there is a half-line [c0 ,oo) of monotonely decreasing 
fronts with conditions v(-00 ) = 1, v( 00 ) = 1-a. A bound for c0 is 
c0 ~ 2/g• (1-a) = 2~. Properly translated this means monotonely increas-
ing fronts with u(-00 ) = O, u(oo) = a. So for c ~ c0 the unstable manifold of 
(1,0) arrives at (a,0), while for c s -c0 the stable manifold of (0,0) orig-
inated in (a,O) (change x to -x to see this). So it is reasonable to expect 
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that for some value c, the unstable ma~ifold of (1,0) merges with the stable 
manifold of (0,0). Indeed we have 
THEOREM 4.5. For the equation (4.6) there exists a unique speed c 1 , 
-c0 < c 1 < c0 , to which corresponds a monotonely decreasing front u with 
u(-oo) 1, u(oo) = o. 
PROOF. For c = c0 the unstable manifold of (1,0) enters (a,0) for x + 00 • As 
in subsection 2.4 we construct an arc e in the form v = ux = p(u), where 
p: [0,1] + (-oo,O] is continuously differentiable and satisfies p(u) < 0, 
0 < u < 1, p (0) p(l) = O, p' (0) < O, p' (1) > O. Let again B be the domain 
ft>rmed by p and the u-axis. The requirement that the field is directed out-
ward along the arc 6 yields pp + cp + f(u) ~ 0, so for a fixed c, since 
p < 0, with 
(4. 7) c ~ inf {- p(u} - f(u)} O<u<l p(u) ' 
we see that the unstable manifold U- of (1,0) cannot enter B, whereas the 
c 
stable manifold of (0,0) is contained in B. So u_ does not arrive at (0,0). 
c dv In view of du ~ -c for large values of v, either positive or negative, u6 
arrives at u = O, v < 0 for a finite x. Now reduce the value of c from c0 
on: for c = c0 Uc goes to (a,0). For c values slightly less than c0 , Uc will 
cross the u-axis between 0 and a, for c = c Uc crosses the negative v-axis. 
So in view of Remark 2.1 there will be a value c 1 , c < c1 < c0 so that uc 1 
arrives at (0,0). It remains to show that c 1 is unique. Let now v = p(u) re-
present the arc uc 1 , then for an arbitrary c1 c f' c 1 the field direction 
along this arc will be 
-pv - f(u) - cv ( f(u) ~ c +--1 v - f(u) - CV 
For c < c 1 this direction is negative, so the field points outward, while 
for c > c 1 the field points inward. This means that for c < c 1 the stable 
manifold of (0,0) is contained in B, and the unstable manifold of (1,0) is 
not, while for c > c 1 the opposite holds. So there can be no connection be-
tween (0,0) and (1,0), for c ~ c 1. 0 
1 
REMARK 4.6. From the last property in (4.2)of the function f, i.e. J f(u)du>O, 
0 
we deduce that necessarily c 1 > 0. Suppose the contrary, then multiplying 
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(4.6) by u , 
x 
integrating with respect to x, -00 < x < co, we find 
1 1 
I 2 I co f 2 f I 0 2ux + c u dx - f(u)du < - f(u)du, -co 1 x 
0 0 
a contradiction. 
EXAMPLE. Taking again the particular function f(u) = u(l-u) (u-a), 0 <a<~' 
we can actually calculate the numbers c0 , c0 , c 1 . For it we need the results 
of subsection 2.5. If we make the transformation u = (1-a)v + a, then v sat-
2 1-a · r--;-;--. 
isfies (1-a)v + (1-a)cv + a(l-a) v(1-v) (1 + ----v) = 0. Let x' = va(l-a)x 
xx x a 
and c' C· then we arrive at an equation with a source term of the form 
/a(l-a)' l-a 
given in Theorem 2.13 (v = --;;-l· Using this theorem we find 
r·(l-a)' t s " < 1 z (1<vS2), 
co /a(l-a) c0 la ( 1-a) ~+2 = l+a 0 < a s (v<=2). -- I 3 l2v 12 
Next, if we make the transformation u a(l-v), then v satisfies 
2 a 
-a vxx - acvx - a (1-a)v(l-v) (1 + a-lv) 0. Let x' = /a(l-a) x, and 
c' 
thus 
c then again we arrive at the form as in Theorem 2.13 (v 
la (1-a)' 
2/a(l-a), 0 < a < (-l<v<O). 
Finally we calculate c 1• We know that the function 
satisfies 
. 1 
v(x) = [l+exp~IV/2 x)]-
a 
a-1)' 
with the speed cH (v+2)//2v. This function is real only for v > O. Con-
sider negative values of v, and make the transformation y = -i/:V x, then 
one finds 
r-- -1 
vyy - icHv-v vy + v(l-v) (v +v) O 
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or with a. -1 -v > 0, 
v - ic ra v + v(l-v) (v-a.) 0. yy H y 
Thus 
We can summarize these results in the following diagram (Fig.15). Note that 
2~ = 2/a.(l-a.). 
12 
2 
lo-h/3l 2 
Figure 
cl 
15 
Cl. 
-
1 I 
3 2· 
For other c-values there are non-monotonely fronts going to (a.,O) from (1,0) 
and (0,0), but we will not occupy ourselves here with the specific behaviour 
of these fronts (see HADELER & ROTHE [8]). 
Now having established the existence of the front with speed c 1 , which 
we call ~c (x), we can formulate analogues of Theorem 3.5 and 3.7. 
1 
THEOREM 4.7. Let u(x,t) be a solution of (4.1), (4.2) with u(•,O) Ex. If 
for some x0 , u(x,O) = O in (x0 , 00), then for each sand each c > c 1 
lim u(s+ct,t) = o. 
t+oo 
PROOF. From Theorem 4.5 we know that for c > c 1 the stable manifold Sc of 
(0,0) does not lie in the domain B, formed by the u-axis and the arc v 
representing Sc • S cannot tend to minus infinity in 
1 c 
u 
x 
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R {(u,v>Jo<u<l,v<.O} 
so Sc has to cross the boundary of R somewhere. We examine the following 
possibilities: 
(i) S cannot cross u = O, v < O, since the vector field (v,-cv-f(u)) 
c 
(v,-cv) is pointing outward R, 
(ii) S cannot cross the arc, representing Sc , connecting (1,0) with 
c 1 
(0,0), hence Sc cannot cross v = 0, 0 < u < 1, 
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(iii) (1,0) is a saddle and the unique unstable manifold from (1,0) is con-
tained in B (see Theorem 4.5), while Sc is not. So Sc cannot start in 
(1,0). 
Hence Sc enters R through the line u = 1, v < 0. Let qc(x) denote the solu-
tion of (4.6), which corresponds to Sc' and for which qc(O) = 1, then qc is 
decreasing and approaches zero for x + oo. Reasoning as in Theorem 3.5 we 
have to prove <(x) = 0, where <(x) satisfies (4.6) and <(x) is maximal with 
respect to the properties 
L(x) s 1, -co<x<co, 
Let T denote the trajectory corresponding to'· Then T has to enter (O,O); 
the only possibility is along the stable manifold Sc but this is excluded 
since then there would exist an x, with <(x) > 1. So <(x) = 0 only satisfies 
the requirements. D 
THEOREM 4.8. Let u(x,t) be a solution of (4.1), (4.2) with u(•,O) E X. Sup-
pose lim u(x,t) = 1, then for each c, lei < c 1 and each slim u(s+ct,t) = 1. 
t+oo t+oo 
PROOF. A sufficient condition such that lim u(x,t) = 1 has been given in 
t+oo 
Theorem 4.4. We can apply Theorem 3.3 if we are assured of the existence of 
a solution of (4.6), connecting in the phase plane the positive v-axis with 
the negative v-axis, through the strip O < u s 1. We consider only positive 
c-values (for negative values we transform x to -x). 
In all cases the unstable manifold from (1,0) reaches the negative v-axis 
(see Theorem 4.5) and the stable manifold Sc of (O,O) can arrive only in the 
domain B on the interval a s u s 1, say in the point n. Regarding the un-
stable manifold Uc of (0,0) it follows by the boundedness of the slope 
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dv = - c - f(u), that U crosses the line u = a, v > O; by continuing Uc du v c 
in a $ u $ 1 where the slope is negative we notice that Uc crosses the 
u-axis, say in u = n1 (asn1<1; n1 ~ 1 by a reasoning like in Remark 4.6 
(c>O)). If n > n1 Sc will cross the positive v-axis, lying above Uc in 
0 < u < n1 , and if n1 > n Uc will cross the negative v-axis, lying below 
Sc' 0 < u < n. In view of Remark 2.1 we have established the existence of 
a trajectory T connecting the positive v-axis with the negative v-axis c 
(see Fig.16). 
Figure 16 
Again reasoning as in Remark 4.6, the possibility n = n1 is excluded. Now 
the proof of Theorem 3.7 applies to give the desired result. D 
We will give more information about the manner of convergence to the 
state u = 1. It turns out that under appropriate mild conditions on the in-
itial function w(x), u(x,t) converges uniformly in x to some travelling 
front solution, with the unique speed c 1 , and with the translation of the 
argument determined by W· 
THEOREM 4.9. (FIFE & McLEOD [6], [16]) Let u(x,t) be a solution of (4.1), 
(4.2) with u(•,O) Ex. Let $(El denote the trcrveZZing front, satisfying 
$EE+ c1 $E + f($l = O, $(- ~)= 1, $( 00 } = o, E = x-c1t. Let u(x,Ol = w<xl 
satisfy 
(4.8) lim inf w (x) > a, 
x-+-oo 
lim sup w(x) < a, 
x-+<x> 
IV. TRAVELLING FRONTS 
then there exists some x 0 such that 
(4.9) O, uniformly in x. 
The proof of this theorem requires several lemmas. 
LEMMA 4.10. For 8 s $ s 1-8, 8 > o, it follows that $s(s) s - S for some 
constant S > o. 
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PROOF. We have to show that $s(s) is bounded away from zero Ior values of $ 
in the given interval. If this does not hold then $s(s0l = 0 for some s 0 . 
Assume$ is increasing on an interval, which we take maximal, say (s0 ,s1l, 
$s(s1) o, $ss(so) ~ 0, $ss(s1) s 0 and so using the differential equation 
f($Cs 0ll so, f($(s 1ll ~ o. Let $i denote $(sil, i = 0,1 then 
(4.10) ~o < a < $1. 
Multiplying the differential equation for $(s) by $sand integrating with 
respect to s from - 00 to so' we obtain 
so 1 
c 1 J $~(s)ds = f f(u)du := I~0 . 
-00 $0 
Changing the boundaries we get in an analogous way 
(4.11) 1 sign c = sign I$ 
0 
$1 $0 
But (4.2), (4.10) gives I 0 < - I"' 
. '1'1 
case s 1 = s 0 , $sCs0l = o, $ss<s0l = 
1 
sign Ia' a contradiction as well. 
<I~ , a contradiction with (4.11). The 
0 .0 "' d . . a gives 'l'O = a, an sign c = sign IO = 
D 
We will use this lemma for the following basic lemma, where we con-
struct suitable upper and lower solutions of u(x,t). 
LEMMA 4.11. Vnder the assumptions of Theorem 4.9, there exist constants s1 , 
s2' qo > 0, µ > 0 such that 
(4.12) 
llihere w(s,t) satisfies (4.5). 
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PROOF. We prove the left inequality. Let N be defined by 
(4.13) 
-oo<t;<oo 
We require N[w] = 0, w(l;,O) 
such that q(t) > 0 and 
~(I;). We will construct functions s(t), q(t) 
~(1;,t) - max {0,.(1;-s(t))-q(t)} 
will be a lower solution. First, let q0 > 0 be any number such that 
a< 1 - q0 < lim inf ~(I;), then take~ such that 
l;+-oo 
(4.14) for all I;. 
This is possible for sufficiently large negative~ by (4.8). Let 
<I> (u,q) {
(f(u-q)-f(u))/q 
-f' (u) 
q > 0 
q 0. 
<!> is continuous for q ~ 0. For 0 < q $ q0 we have a < 1 - q0 < 1 - q < 1 
hence <1>(1,q) > 0. Also <1>(1,0) = - f'(1) > 0, thus for someµ> 0 we have 
<1>(1,q) ~ 2µ, 0 < q < q0 . By continuity, there exists a o > 0, such that 
<!>(u,q) ~µfor - o < u < 1, 0 $ q $ q0 . In this range we have 
f(u-q) - f(u) ~ µq. Setting ( I; s(t) and using •i;i; + c 1•i; + f(•) 0, 
we find 
N[w] - s I (t) •s (() cl •s (() - q' (t) - •ss (() - f(.-q) 
- s'(t>•s<tl - q'(tl + f(•> - f(•-q>. 
If • E [1-o,1], q E [O,q0 J then 
N[w] $ - s' (t) • ((l - q' (t) - µq(t) $ - (q' (t)+µq(t)), 
s 
provided s'(t) $ 0, and since •s(~) $ 0 (see Lemma 4.10). We choose q(t) = 
-µt . 
= q0e , which results in N[~] $ 0, if 1 - o $ • $ 1. In the same way we 
get this result for q < • $ o, by possibly further reducing µ and o. For 
values o $ • $ 1 - o, we know by Lemma 4.10 that• (() $ - S, for some S > 0. s 
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By the differentiability off, we have_f(~) - f(~-q) 5 Kq, for some K > 0, 
thus 
N[w] 5 8s'(t) - q' (t) + Kqlt). 
-1 -1 
We set s' (t) = 8 [q' (t)-Kq(t)] = - 8 (µ+K)q(t) < 0, with s(O) t;,. Speci-
fically 
(4.15) s (t) 
qO(µ+K) - t ~ + µ8 (-l+e µ ) . 
Thus for t ~ oo, s(t) approaches a finite limit t;, 1 = ~ - q0 (µ+K)/µ8. There-
fore N[w] 5 O, whenever w > 0, and by condition (4.14) on~ w will be a 
lower solution. Therefore by Corollary 3.2 
(4.16) w(t;,,t) ~ ~(t;,,t) ~ ~(t;,-s(tll - q(t) 
i.e. the left hand part of (4.12). D 
LEMMA 4.12. There exists a function w(E), defined for small E > O, such that 
lim W(E) = 0 and if 0 5 w(t;,) 5 1 and lw(t;,) - ~(t;,-t;,ol I < E for some t;,o, then 
£+0 
(4.17) Jw(t;,,tl - ~(t;,-t;, 0 )J < w(E) -00 < t;, < oo, t > 0. 
PROOF. We take q0 as in Lemma 4.11, q0 = O(El and Jt;,0-~i = O(El· Since 
t;, = ~ - qo(µ+K) also It;, -t;, I= O(E) and analogous Jt;,0-t;, 2 J = O(E). Then 1 µj3 I Q 1 
(4.17) follows from Lemma 4.11 and from the uniform continuity of $(t;,', 
-oo < t;, < oo. o 
DEFINITION 4.13. A function w(t;,,t) defined for all t;,, and fort > O, is said 
to have Property A if the derivatives listed below exist and are continuous, 
if 0 5 w 5 1, and if for k = 0,1,2,3 
(4.18) 
(4.19) 
where M0 , µ, cr0 , cr 1 are positive numbers satisfying 
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(4. 20) 0 < (J < {-0 cl + lc~-4f' (1) }/2 so' 
(4. 21) 0 < 01 < { cl + lc~-4f' (0) }/2 = sl. 
Note that s 0 is the direction of the unstable manifold at (1,0), while -s1 
is the direction of the stable manifold at (0,0) in the phase plane. 
DEFINITION 4.14. A function w(s,tl defined for all s, and fort > 0, is said 
to have Property B if it has Property A, with the term e-µt missing in 
(4.18)' (4.19). 
LEMMA 4.15. The solution w(s,tl of (4.5) has Property A. If ~(sl has Prop-
erty B, then also w(s,tl has Property B, with M0 , cr0 , cr1 independent oft. 
PROOF. As in Section 3 we know that the derivatives are uniformly bounded by 
some constant M1 . We derive (4.19) for ws = p(s,t). This function satisfies 
L[p] = 0, where L[p] is defined by 
p ( s' t) - f'(w(s,tll. 
There is a positive function w(o) defined for small o > 0, such that 
lim w(ol = O and p > - f'(O) - w(o), whenever lw\ < o. Let f(s,tl = 
o+o 2 
= M(e-crls+e-(crl-clcrl)t} for lwl <owe have 
(4.22) L[p] Cl(Jl + f'(O) + w < 0, 
By examining g(s) 2 s - c 1s + f' (0), g(s1l = 0, g' (s1) > O, we find (4.22) 
choosing s 1 - £ < cr1 < s 1 , £,w small enough. Next we choose Sand Tso large, 
that by Lemma 4.11, 0 < w(s,t) < o, s > S, t > T. Let Q be a quarterplane 
Q = { (s,tl J s > s, t > T}, then we have by (4.22) L[p] > 0 in Q. Now we 
choose M so large that p(S,t) ~ M1 > \pi for (s,tl E { (s,tl J s > O,t > O}\Q. 
This inequality holds on the boundary, so by Theorem 3.1 p(s,tl 5 p(s,t) in 
Q. In the same way -p(s,tl 5 p(S,t)' so \p(s,t) I = lasw(s,tl I < p(s,tl in Q 
and hence for alls> O, t > O. Next we derive (4.19) for wss r(s,t). This 
function satisfies 
(4.23) L[r] 
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- ( -cr1s -<crt-c1a1lt) w Let r(s,tl M2 e +e . e wish to choose M2 , a 1 so that 
L[r] + psp > O ~n a quar)terplane. Since by the result above IPspl < 
< M3(e-a1s+e-(a1-c1a1lt and L[r] =(-crt+c1cr1+p)r, we can satisfy the desired 
inequality for large sand t, if al <al, at - clal < ai - c101, and 
-ar + c 1cr + p > 0. Take 0 < cr 1 < a 1 < s 1 and then 8 so small that g(cr 1J + 
+ w(o) < O. So again L[r] + psp > 0 in a quarterplane. Take M2 large enough, 
then r will be a upper solution, so r < r for that quarterplane. By enlarging 
M2 we arrive at r(s,t) < r(s,t), s > 0, t > 0 and in the same way -r < r. 
Thus (4.19) is proved. All the other assertions follow in the-same way. The 
second part of the lemma follows by taking time-independent comparison func-
tions, and now Q can be extended down to t o. D 
LEMMA 4.16. For eaah o > O the set funations {w(•,t) I t ~ o} aonsidered as 
subset of c3 (-00 , 00 ) is relatively aompaat. 
PROOF. As before we know that ws' wss' wsss are bounded and equicontinuous 
fort~ 8 (see section 3). Let {tn} be a given sequence. If there is a fi-
nite accumulation point t then the uniform continuity of w and its deriva-
tives on [o,t00 ) implies that w(•,t) approaches a limit for a subsequence of 
{tn}. So assume there is no finite accumulation point. For any K > 0, let 
wK(s,tl be the restriction of w to the set Is! < K, t ~ 8. By the theorem of 
Arzela-Ascoli for each K = 1,2, •.. there is a subsequence {t } such that 
n,K 
the sequence {wK(t )} converges in c3 (-K,K). We can always restrict 
n,K 
{tn,K+l} to be a proper subsequence of {tn,K}. Take now a diagonal sequence, 
denoted by {tn}' so {w(s,tn)} converges uniformly on each interval [-K,K] to 
a limit T(sl, the derivatives up to order three converge to those of T(sl. 
Since w has Property A, we find that T has Property B, and it satisfies also 
inequality (4.12) fort= oo. Given any g > 0, one may choose then T and K 
such that 
Is! > K, t > T, k 0,1,2,3, 
and for N such that tN > T 
Is I < K, n > N, 
so we have lim w ( s, t ) 
n+oo n 
3 
't' (I;:) in C ( -oo I 00) • D 
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LEMMA 4.17. Suppose~(~) has Property B, and. that for some ~ 1 , ~ 2 , ~2 > ~ 1 
(4.24) 
then there exists a ~ 3 , with ~ 1 s ~ 3 s ~2 and. a subsequence {tn}, tn + 00 , 
n + oo, such that 
lim I a~cwc~,t l -~ C~-~3» I n+oo ., n O, uniformly in ~. k = 0,1,2,3. 
PROOF. From (4.24) it follows by the maximum principle that ~(~-~ 1 l s 
s w(~ 1 t) s ~(~-~2 ), - 00 < ~ < oo, t ~ 0. We study the integral 
00 I C1~ 2 e w (~ 1 t)d~. 
0 
We know that~(~) - e-s1~, ~ + oo (see (4.21)), so w2 (~ 1 t) < Ce-2 s·t~ and 
C1~ 2 -o~ 
e w (~,t) < Ce , ~ + 00 , o > O. So the integral converges. In the same 
way the following integrals converge (because ~(~) has Property B, so does 
w(~,t) by Lemma 4.15) 
0 00 
I ec1~(1-w) 2d~, I c1~ 2d~ e w~ , I c1~ .2 e w~~d~, 
-oo 
00 
I cl~ 2d~ e wt , I cl~ e wt~ w~ d~. 
-oo 
In view of the equation (4.5) the following integrals converge as well 
-(recall F(w) = r: f(u)du), 
0 
I c ~ e 1 F(w(~))d~, I c ~ e 1 (F(w(~})-F(l))d~, 
0 -oo 
I e cl~ CF(w(~})-H(-~)F(l) )d~, 
with H(~) 1, ~ > 0, H(~) = 0, ~ < O. Define the functional V by 
00 I c 1 ~ 2 V[w] = e C!w~-F(w(~))+H(-~)F(l)]d~. 
From this we deduce 
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d dt V[ w (o It) J 
- J 
and it follows that Vis a strict Lyapunov functional (see Chapter V). Since 
d V[w(•,t)] is bounded, independently oft, and dt V[w(•,t)] s 0 we have 
(4.25) f~ :t V[w(o ,t)] o. 
By Lemma 4.16 there exists a sequence {t } such that w(s,t ) converges as 
n n 
n + oo in c3 to some limit T(s). This, together with the exponential decay of 
the integrand of the Lyapunov functional, s + ± 00 , implies 
But, by (4.25) this integral is zero, so 
(4.26) 
Further we know by (4.12) T(-oo) 
T(s) = ~(s-s3> for some S3· D 
Now we are ready to give the 
PROOF OF THEOREM 4.9. 
1 1 T(oo) O, so by Theorem 4.5 we find 
We have found in the proof of Lemma 4.16 that there exists a function 
cr(s), which satisfies (4.12), with t = 00 , so cr(s) satisfies the hypothesis 
of Lemma 4.17, i.e., (4.24). Let v(s,t) be. the solution of 
(4.27) 0, v(S,t) cr ( S) I 
t arbitrary, then by Lemma 4.17 there is a front ~(s-s0 > in the limit set of 
v. Use Lemma 4.12 to show that lim v(s,t) = ~(s-s0 ). Next we note that solu-t+oo 
tions of (4.1), (4.2) are continuous with respect to their initial data in 
0 C (-00 , 00), thus there exists a function K(t), independent of w<sl, such that 
if wi, i = 1,2 are solutions of (4.5), with initial data wi. 0 s wi s 1, then 
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sup lwl u;,t) - w2n;,t>I ~ K(t) sup ]1)!1 (t;) - 1/J2(t;) 1, 
-oo<f;<oo 
-oo<t;<oo 
(this can be proved by formula (3.3)). Now we know that for fixed E > 0 
and t, we can choose N such that for n > N !w(t;,t) - cr(t;ll < E/2K(t). 
n 
Further in view of the convergence of v to a front, there is a t, such that 
fort~ t !v(t;,tn+t) - ~(t;-t; 0 ) I < E/2 (we have chosen t = tn in (4.27)). 
Now it follows that 
lw(t;,t +t) - v(t;,t +tl I ~ K(t) lw(t;,t ) - crm I < E/2, n n n 
lw(t;,t +t) 
n 
- ~ (t;-t; l I 0 < lw(t;,t +t) n - v(t;,t +tl I + n 
!v(t;,t +t) ~ (t;-t;ol I E E > N, uniformly in t;, < 2 + 2 = E, n n 
so in the limit set of w there is a front ~(t;-t;0 ). By Lemma 4.12 again we 
find for all t, t > T 
lw(t;,t+t) - ~ (t;-t;0 J I < w (E), with lim w(d 0, 
dO 
so the assertion of the theorem is proved. D 
5. THE INITIAL-BOUNDARY VALUE PROBLEM 
Since we expect that our equation describes to a certain extent the 
propagation of a vol~age pulse through the nerve axon, it is appropriate 
to study the initial-boundary value problem (5.1) below, because axons 
are stimulated at one end. Interpreting (5.1) we may think of an axon ex-
tending over 0 ~ x < 00 , where at x = 0 for some time a stimulus is given. 
It is to be expected that a stimulus of a low level, persisting during a 
short time, will die out, while a stimulus of a high level, persisting 
during a long time, will grow and will finally reach a maximum value 
(in our model u = 1), and will travel along the nerve. A good model for 
nerve propagation will exhibit the feature that the stimulus given at 
x = 0 influences the state of the axon at x > 0 but that after some time 
the rest state, u = O, is reached again. Our simple model does not have 
this property, and we refer to Chapter VII, where a short introduction 
will be given to the so-called Nagumo equation, which will exhibit this 
feature. The Nagumo equation can be derived from the famous Hodgkin-Huxley 
equation under certain limit processes and it will show qualitatively all 
the desired properties of a good nerve axon model. 
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We can interpret the equation of Secti~ns 4,5 as a limit case of the Nagumo 
equation, corresponding to an axon that is treated with some toxin, such 
that the recovery-variable cannot act. 
In mathematical terms we study the problem 
ut = uxx + f(u), x > O, t > O, 
(5.1) u(x,0) 0 , x ~ 0, 
u(O,t) x<tl, 0 s x (t) s 1, t ~ 0 , 
where f(u) has properties (4.2). We will give appropriate analogues of the 
theorems in the Sections 5 and 4. 
THEOREM 5.1. (Compare Theorem 3.3) Let q E x satisfy ~x + f(q) ~ O in (a,b) 
where O < a < b s =. Asswne q(a) O, and if b < =, asswne q(b) o. Let 
u(x,t) denote the soZution of 
ut = uxx + f(u), x > O, t > 0, 
= {q~x) in (a,b), (5.2) u(x,O) 
+ in lR \ (a,b), 
u(O,t) 4> (t), 0 s 4> (t) s 1, t ~ o. 
Suppose 4>(t) is nondeareasing,. 4>CO) = O, then.u(x,t) is nondeoreasing in t 
and lim u(x,t) = T(x), uniformZy in eaoh bounded x-intervaZ of JR.+, where 
t-+co 
T (x) is the smaUest nonnegative soZution of T + f(<) = o in JR.+, whioh 
xx 
satisfies the inequaZities T(O) ~ lim 4>Ct) and T(x) ~ q(x) in (a,b), 
t-+co 
O ~ T(x) s 1 for x > O. 
PROOF. From Corollary 3.2 it follows ~hat u(x,h) ~ u(x,0), x ~ 0, for all 
h >·o, and since the boundary condition 4>Ct) is nondecreasing, Corollary 
3.2 gives also u(x,t+h) ~ u(x,t) for all h > 0. Thus, for each x, u(x,t) is 
nondecreasing in t and bounded above and so lim u(x,t) = T(x) exists. To 
t-+co 
conclude that Txx + f(T) = 0, it is sufficient to prove that ux, uxx and 
ut are for t ~ o > 0 uniformly bounded and on {x I x ~ € > O} equicontinuous 
(e, o are arbitrary constants). We refer to FRIEDMAN [15, p.92, Theorem 1], 
from which this conclusion can be drawn. (Note that we can use the a priori 
estimate u(•,t) EX successfully in a modification of the proof of the above 
mentioned theorem, which is stated for a linear parabolic differential equa-
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tion L[u] = f(x,t); show first that ux' uxx and ut are uniformly bounded and 
use this knowledge in the a priori estimates for the given Holder norms). By 
the Arzela-Ascoli Theorem we know that on each bounded x-interval the fam-
ilies ux, uxx and ut, parametrized by t, are relatively compact, and since 
u converges to T, ux,uxx and ut converge to the corresponding derivatives, 
so Txx + f(T) = Tt = O. In the same way as in Theorem 3.3 T(x) is the small-
est solution such that T(x} 2 q(x} in (a,b) and T(E) 2 lim $(t), and since 
t+oo E was arbitrary T(O} = lim T(E) 2 lim ~(t). 0 
Ei-0 t+oo 
As in Section 3 and 4, for the use of Theorem 5.1 we have to study the 
solutions T(x) of Txx + f(T} = O, O s T s 1, x 2 x0 , x0 arbitrary. We find 
immediately the solution, representing the stable manifold tr (1,0) in the 
phase Dlane: 6(x), with 6(0) = 0. Examine further the problem (5.3) below 
qxx + f(q} = 0, x > 0, q(O) d f3, dxq(O) o, Osf3sl, 
(5. 3) 0 s q(x) s 1, x 2 O. 
Recalling (4.4) and using Subsection 4.1, we know that for 0 s f3 s K 
q(x) = q 6(x} is the solution of (5.3) in the notation of that subsection, 
while for K < f3 < 1 the condition 0 s q(x) s 1, x 2 0 can not be fulfilled; 
f3 = 1 gives q(x) = 1. 
THEOREM 5.2. Let u(x,t) be a solution of (5.1) with f satisfying (4.2) and 
with u(•,t) € x for all t 2 O. If f3 =sup x<tl < K then u(x,t) s qK(x+x0 ) 
t20 for x0 > 0 with qK(x0 ) = f3. In particular lim lim sup u(x,t) = O. 
x+oo t+oo 
PROOF. For f3 < K we have seen that there is a periodic function qf3 satisfying 
qxx + f(q) 0, q(O} = f3. Let v(x,t) denote the solution of (5.1) with the 
boundary condition v(O,t) = $(t) = sup X(t1); this function is nondecreasing, 
t <t 
and satisfies lim $(t) = su:g X(t} = £1 1< K. It follows that u(x,t) s v(x,t). t+oo t21J 
The limit solution T(x) = f~ v(x,t) is the minimal solution of 
Txx + f(T) = 0 with the property v(x,t) s T(x} for all x > 0, t > 0. Since we 
can take the interval (a,b) from Theorem 5.1 arbitrary, we can prove that for 
every possible solution T(X) = q 6(x+x0), 0 < f3 < K there exists an interval 
(a,b) such that qK(x+x0 ) < q 6(x") in (a,b). So necessarily T(x) = qK(x+x0 l 
(=$(x+x0), see Subsection 4.1) with x0 > 0 and qK(x0 l = f3 and so 
lim sup u(x,t) sq (x+x0), thus lim lim sup u(x,t) slim q (x+x0 ) t+oo K x+oo t+oo x+oo K o. 0 
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As was mentioned above we have shown with this theorem a kind of thresh-
old relation. In the following theorem we will formulate a threshold rela-
tion which is more adapted to physical situations; it turns out that an 
appropriate measure of the strength of the pulse at x = 0 can be given in 
the form of an integral. 
THEOREM 5.3. (Compare Theorem 4.2) Let u(x,t) be a solution of (5.1) with 
f satisfying (4.2) and with u(• ,t) E x for aZZ t ? O. Suppose that for some 
T > O and some p E (0,a) 
(5 .4) x<t> ~ p, t > T 
and 
(5.5) 
0 
where s = s(p) and [µ]+ are defined as in Theorem 4.2, then 
lim lim sup u(x,t) = 0. 
x+oo t+oo 
PROOF. The proof follows the-- same lines as the proof of Theorem 4. 2: v (x, t) = 
u(x,t) - p; w(x,t) is the solution of wt w + sw, w(x,O) = [u(x,0)-pt = 
+ -st xx 0, w(O,t) Cx(t)-p] and w = we is the solution of w = w , w(x,O) t xx 
0, w(O,t) + -st it follows that w(x,t) [x(t)-pJ e . In the same way ? 
? u(x,t) - p. We want to show for some x 1 ~~g w(x 1,tJ < a - p, since then 
~~E u(x1,t) <_a< Kand we can apply Theorem 5.2. We use the explicit ex-
pression for w(x,t): 
t 3 
2 
x 
- st 
w(x,t) = w(x,t)e 2~-f 
0 
(5.6) s(t-T)[ () ]+(t )-2 - 4(t-T) d e x T -p -T e T. 
We make the following assertions: 
(i) For o > O fixed, w(x,T+o) < a - p, x? 0, so u(x,T+o) < a, x? O; 
(ii) w(x,t) < et - p, x ? O, t ? T + o, so u(x,t) < et I x 2 0, t ? T + a; 
(iii) For xl large enough w(x1 ,t) < a - p I 0 ~ t ~ T + a; 
(iv) sug u(x1 ,t) t? < et < K. 
For (i) we need a careful analysis, see below; Corollary 3.2 yields 
(ii); (iii) follows from the representation (5.6) and (iv) is a consequence 
of (ii), (iii) and Corollary 3.2. 
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PROOF OF (i).For T > T the integrand in (5.6) gives no contribution in view 
of (5.4), so 
T 3 x 2 
w(x,T+o) x so = --e 2rn 
f es(T-T)[X(T)-p]+(T+o-T-)2e-4(T+o-T) dT - I. 
0 
3 
1 -z- -a/f3 Consider g(l3) = 2a 2 13 e which is maximal for 13 
3 3 
a = ~13 and h(~l3) 
2 
x 
Let a = 4' 13 (T) 
We distinguish the following three cases: 
(a) 113 (T) s a -,,; % 13 (0), then the maximum of the fu~ction g (T+o-T) turns up 
in the interval of integration. So using a= x4 , and thus 60 < x2 , we 
have 
3 3 
so 
and consequently I < e 2rn 
3 
3 T 
16 -2 f 5e s(T-T) + e [X(T)-p] dT. 
(b) 3 0 s a s 2 13(T) , then 0 the maximum of g will be reached for T T. So 
13(T) = o and 
g (ol I 2L-1e-~ h(a) < h(20) = u 
(c} 3 2 13(0) s a, then the maximum of g will be reached for T 
13(0} = T + o and 
3 
g(T+o) 1 -2 -a/ (T+ol 2a 2 (T+o) e h(a} < hd(T+ol l 
From 
·and from (5.5) ~re deduce after substituting of o -1 s 
0. So 
! -1 _! 
2 2 (T+o) e 2 
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and finally w(x,T+o) < a - p, x 2 O. .D 
PROOF OF (iii). By the representation (5.6) of w(x,t) we can choose x 1 large 
enough, namely 
for o s t s T+o, 
which gives 2 
3 xl 
xl -2 e- 4 (T+o) 127! 
w(x1,t) < (T+o) 1:::.:.:... 2/.iT e 
3 
(a-p). 
s 
Choose now further 
l 2 I 
22 (T+o) se 2, which leads to w (x1 , t) < a - p , 
0 s t s T + c. D 
THEOREM 5.4. (Compare Theorem 4.4) Let u(x,t) be a solution of (5.1) with 
f satisfying (4.2) and with u(•,t) € x for all t 2 o. For any B € (K,1) 
there is a positive time TB with the property that the condition x(t) 2 B 
on (t0 ,t0+TB), t 0 2 O implies lim lim inf u(x,t) = 1. 
x->«• t4<X> 
PROOF. Let a(t) be a smooth nondecreasing function, satysfying a(t) = 0 in 
(-oo,O), a(t) = 8 in (1,oo). Let w(x,t) denote the solution of the problem 
(5.1) where we have chosen x(t) = a(t). By Theorem 5.1 lim w(x,t) = T(x), t4<X> 
where T(X) is the smallest nonnegative solution of the problem Txx + f(T) = ~ 
T(O) 2 B, T(x) 2 0 in (0, 00). Let 6(x), with 6(0) = 0, represent the stable 
manifold to (1,0), then we know, in view of the remarks above, that 
T(x) = 6(x-x1), where x 1 < 0 is such that 6(-x1) =B. Moreover we know 
that the convergence of w(x,t) to 6(x-x1) is uniform on each bounded 
interval. Thus qB(x-2B-1) s B < 6(x-x1l on (1,1+22B). Since w(x,t) converges 
to 8(x-x1) uniformly on [l,1+22B] there is a time TB for which w(x,T8) 2 
2 qB(x-2B-1) on [1,1+22B]. Further by Corollary 3.2 it follows from 
x<tl 2 B 2 a(t) on (t0 ,t0+TB) and u(x,t0) 2 O = w(x,O), x 2 0: u(x,t0+t) 2 
2 w(x,t), x 2 O, Ost s TB, thus u(x,t0+TB) 2 w(x,TB) 2 q 8(x-2 8-1) on 
(1,1+22 0 ). Again by Corollary 3.2 and Theorem 5.1 lim inf u(x,t) is bounded 
µ * t4<X> 
below by a nonnegative solution T (x), x 2 0 of T + f(T) = 0, which in 
xx * 
turn is bounded below by qB(x-28-1) on (1,1+228). In particular T (1+28) 2 
. * 
2 qB(O) = B > K. So it follows that T (x) = 6(x-x2), x 2 < 0 thus 
lim lim inf u(x,t) = 1. D X4<X> t4<X> 
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This last theorem provides us with a kind of counterpart to Theorem 
5.3: if the stimulus at the boundary will persist during a time, long enough 
above the level S, then the resulting signal will tend to one. 
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V. EXAMINATION OF STABILITY BY MEANS OF LYAPUNOV FUNCTIONS 
1 . INTRODUCTION 
The present chapter again deals with the nonlinear parabolic initial 
boundary value problem in one x-variable, which was also considered in chap-
ters I, II and III. Here, the technique of Lyapunov functions, already fam-
iliar from the theory of ordinary differential equations, will be illumin-
ated. For a special equation a description was given in Chapter I of how the 
stability of equilibrium solutions can be examined in this way. Here, we 
first develop the theory in the abstract context of dynamical systems. In 
1 the application to parabolic equations we do not use the H -topology, as in 
0 1 Chapter I, but only the C -and C - topology. In Chapter III, Section 5, it 
has already been pointed out that stability depends on the sign of the 
smallest eigenvalue of the linearized differential operator in x with suit-
able boundary values. In the case of one x-variable this eigenvalue problem 
is a regular Sturm-Liouville problem, for which there exists an extensive 
theory. We conclude this chapter by proving instability results for non-
constant equilibrium solutions in the case of a source term depending on u 
but not on x. The philosophical implications of these results have already 
been mentioned in Chapter I, Section 3. 
The present chapter is based on papers by PELETIER [1], CHAFEE & 
INFANTE [ 2 ], CHAFEE [ 3 J and AUCHMUTY [ 4] . 
2. LYAPUNOV FUNCTIONS FOR ORDINARY DIFFERENTIAL EQUATIONS 
Consider the initial value problem 
(2.1) du dt = f(u), 
(2. 2) u(O) x, 
where f: lRn + lRn is continuously differentiable and x E lRn. This problem 
is equivalent to the integral equation 
(2 .3) u(t) 
t 
X + J f(U(T))dt. 
0 
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It is well known (cf., for instance, HALE [5, Chap.I]) that the problem 
(2.1), (2.2) has at most one solution u(t,x), and that u(t,x) exists at a 
maximal open subset E of lR x lRn which includes { 0} x lRn. Furthermore, 
the mapping u: E-+ lRn is continuous and u(O,x) = x, u(t1 ,uCt2 ,xl) = 
= u(t1+t2,x), where the last identity holds as long as both sides are well-
defined. If [O,oo) x lRn c E, then the mapping u is an example of a dynamical 
system. 
n Let x0 E R , f(x0 > O. Then the mapping t -+ x0 is an equilibrium so-
lution of (2.1). Let 
f' (y) := ((lfi (y)) 
ayj 
denote the Jacobian matrix of f. The stability of the equilibrium solution 
x0 is related to the eigenvalues of f'(x0) in the following way. A neces-
sary condition for stability of x0 is that no eigenvalue of f'(x0) has pos-
itive real part; a sufficient condition is that all eigenvalues have neg-
ative real part (cf. CODDINGTON & LEVINSON [6, Ch.13, Section 1]). 
The stability of equilibrium solutions of (2.1) can also be examined by 
means of Lyapunov functions. A function v E c 1 (JRn) is called a Lyapunov 
function for the differential equation (2.1) if ~V(u(t)) ~ 0 for each so-
lution u of (2.1). If, moreover, this inequality is strict for all nonequi-
librium solutions u of (2.1), then Vis called a strict Lyapunov function. 
Let x0 be an isolated equilibrium solution of (2.1) and let V be a strict 
Lyapunov function. Then a necessary condition for stability of x0 is that V 
attains a local minimum in x0 ; a sufficient condition is that V attains a 
strict local minimum in x0 (cf. HALE [5, Section X.1]). 
In general, it is difficult to find an explicit Lyapunov function for 
a given equation (2.1). However, if (2.1) is a gradient system, i.e. if 
i,j 1, •.• ,n, 
then a Lyapunov function can be defined in a canonical way as follows. There 
exists VE c2 (JRn), unique up to a constant term, such that grad V =-f. If 
u is a solution of (2.1), then 
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(2.4) d dtV(u(t)) 
2 
_ 1du(tl I 
dt 
Hence V is a strict Lyapunov function. Furthermore, if x0 is an equilibrium 
solution of (2.1), then 
n 
(2.5) 
-! l 
i,j=1 
for z + 0. Thus, for gradient systems the connection between the stability 
of x0 , the spectrum of f'(x0), and the behaviour of V around x0 , is clear. 
3. PRELIMINARIES ON NONLINEAR PARABOLIC INITIAL BOUNDARY VALUE PROBLEMS 
Let f be a once continuously differentiable function on [0,TI] x :ffi and 
let 0 < s ~ oo. Consider the parabolic initial boundary value problem 
(3 .1) u (x,t) = u (x,t) + f(x,u(x,t)), t xx 0 < X < TI, 0 < t < S 1 
where u satisfies either Dirichlet boundary conditions 
(3.2) u(O,t) 0 u(TI,t), 
or Neumann boundary conditions 
(3.3) U (0 It) 
x 
and has initial value 
0 u (TI,t), 
x 
0 ~ t < s, 
0 < t < s, 
(3 .4) u(x,O) <P (X) I 0 ~ X ~ TI. 
In (3.4) it is supposed that <P E C([O,TI]) and, in case of Dirichlet boundary 
conditions for u, <jl(O) = O = <jl(TI). 
The combination of Corollaries II.1.10 and II.1.11 and Theorems II.3.4 
and II.3.5 yields 
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THEOREM 3.1. Problem (3.1)-(3.4) has at most once classical solution u. For 
some s > O there exists a function u on [O,rr] x [0,s) such that u, ux, uxx 
and ut are continuous and (3.1), (3.4) and (3.2) or (3.3) are satisfied. 
Let us define BO as the class of all cl> E C([O,rr]) such that, in the 
case of boundary conditions (3.2), cl> (0) = 0 cp (TI) . Let B1 be the class of 
all cp 1 E C ([0,rr]) such that cl> (0) =O=cp(TI) in the case of boundary condi-
tions (3.2), and cp' (0) = 0 = cj>'(rr) in the case of boundary conditions (3.3). 
For any function cp on [O,rr], let llq,11 denote the supremum of J<j>(x) I on [O,rr]. 
Then BO and B1 are Banach spaces with norms llq,11 0 := llq,11 and 
llq,11 1 := llcpll + llq,•11, respectively. The imbedding of B1 in BO is a compact lin-
ear operator. 
Stressing the dependence on the initial value, we will often write 
u(x,t,cp) instead of u(x,t) for solutions of (3.1)-(3.4). We will also use 
the notation 
(3.5) u[t,cp] (x) := u(x,t,cp). 
Let s(cp) denote the maximals such that the solution u(.,.,cp) exists on 
[O,rr] x [O,s). Then u[t,cp] EBO if O ~ t < s(cp) and u[t,cp] E B1 if 
0 < t < s(cp). We also have 
(3.6) u[O,cp] cl> I 
(3.7) 
The solutions of (3.1)-(3.4) can be considered as curves t + u[t,cp] in Bo, 
similarly to the way in which the solutions of (2.1), (2.2) could be con-
sidered as curves in lRn. 
The following three theorems describing the dependence of u[t,cp] on t 
and cp will be proved in the appendix, Section 9. 
THEOREM 3.2. The domain {(t,cp) J cp E Bo, o ~ t < s(cp)} is an open subset of 
[0, 00 ) x Bo, and the mapping (t,cp) + u[t,cp] is continuous from this domain 
into Bo. 
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THEOREM 3.3. The mapping (t,+l + u[t,+J is continuous from the domain { I 0 }"t 1 (t,+l + E B , O < t < sC+l ~n o B . 
THEOREM 3.4. For each r > O there exists a T > O such that 
and 
sup{llu[t,+Jll 1 I + E 0 B I < 00 
if 0 < t $ T. 
We conclude this section by introducing a Lyapunov functional for 
problem (3.1)-(3.3), analogous to the Lyapunov function for a gradient sys-
tem described in Section 2. For + E B1 define 
1T +cxl 
(3.8) vc+> := f (!+'(x)2 - f f(x,y)dy)dx. 
0 0 
0 THEOREM 3.5. For each + E B the function t + V(u[t,+Jl is differentiable on 
(O,s(+ll and 
(3. 9) d 
a;tVCu[t,+Jl 
1T 
f ut(x,t,+J 2dx. 
0 
Let us prove this theorem here, under the assumption that uxt exists 
and is continuous on [0,11] x (O,s(+Jl. Then 
d 
a?'(u[t,+Jl 
1T 
- f 
0 
1T 
f (uxuxt-f(x,u(x))ut)dx 
0 
(u +f(x,u(x))u dx 
xx t 
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In general, the above assumption is not valid. Then a more intricate argu-
ment is needed, which will be given in the appendix, Section 9. 
4. LYAPUNOV FUNCTIONS FOR DYNAMICAL SYSTEMS 
In Sections 2 and 3 we considered solutions of differential equations 
as mappings u with domain contained in lR x X and with range contained in 
X, where X is a suitable Banach space. These mappings satisfy properties of 
the form (3.6) and (3.7). The case that u is well-defined on [0, 00 ) x X is of 
particular interest. In this section we will give a general theory of Lya-
punov functions for dynamical systems, which can be applied to the cases de-
scribed in Sections 2 and 3. The first part of this section closely follows 
PELETIER [l:J. 
Let X be a complete metric space with distance function~(.,.). Let a 
mapping u: [O,oo) x X + X be given such that 
(i) u(O,.) = • for all • E X, 
(ii) u(t+s,•> = u(t,u(s,.)) for all t, s ~ 0, 
(iii) the mapping u: [O,oo) x X + X is continuous. 
Then u is called a dynamical system on X. 
If • e: X, then the orbit y (•) through • is defined by 
(4.1) Y<•> := {u(t,•> I t ~ O}. 
A set S c X is called positively invariant if y(•) c S for all • E s. If 
• E X, then let wx<•> denote the set of all w E X such that u(tn,•> + w for 
some sequence tn + 00 • It is called the w-limit set of the orbit y<•>. Clear-
ly, wx<•> is a positively invariant closed subset of X, but wx(•) may be em-
ty. 
Let also a complete metric space Y be given, with distance function 
dy(.,.), which is compactly imbedded in X, i.e., there exists a continuous 
injection t: Y + X which maps bounded subsets of Y to relatively compact 
subsets of X. Suppose that u satisfies three additional properties: 
(iv) If t > 0 and • E X, then u(t,.) e: Y, 
(v) the mapping u: (0,oo) x X + Y is continuous, 
(vi) for each bounded subset S of X there exists a t 0 > O such that u(t,S) 
is a bounded subset of Y if O < t s t 0 • 
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The following lemma shows that the properties (i)-(vi) imply a much 
stronger version of property (vi). 
LEMMA 4.1. Ifs is a bounded subset of x, then for each t > O u(t,S) is a 
relatively compact subset of Y. 
PROOF. Let S be a bounded subset of X and let t > 0. There exists a t 0 , 
O < t 0 < t, such that u(t0 ,sJ is a bounded subset of Y. Hence u(t0 ,sJ c s 1 , 
where s 1 is a certain compact subset of X. Then 
u(t,S) = u(t-t0 ,u(t0 ,s)) c u(t-t0 ,s 1J. By property (v) the set u(t-t0 ,s 1J 
is compact in Y. D 
COROLLARY 4.2. Let $ E x be such that y($) is bounded in x. Then for each 
' > o the set y ($) := {u(t,$) I t <:: T} is relatively compact in Y. T 
With respect to the topology of Y we can define the w-limit set w ($) , Y. 
$EX, as the set of all w E Y such that dy(u(tn 1 $J,wl + 0 for some se-
quence tn + oo. Note that wy($) is closed in Y and that wy($) c wx($). If 
y($) is bounded in X, then by Corollary 4.2 the inverse inclusion also holds. 
Hence, if y($) is bounded in X, then we may write w($) without reference to 
X or Y. 
THEOREll 4.3. Let $ E x such that y($) is bounded in x. Then 
(a) w($) is nonempty 
(b) w ($) is compact in the topology of Y, 
(c) w ($) is connected in the topology of Y. 
PROOF. 
(a) Lett + 00 • Then, by Corollary 4.2, the sequence {u(t ,$)}is relatively n n 
compact. 
(b) w($) is the intersection of the closures of Y,($), T > O. 
(c) Suppose that w($) is not connected in Y. Then w($) is the disjoint union 
of two nonempty closed subsets s 1 and s 2 • Since w($) is compact in Y, the 
same holds for sl and s2, and p := dy(Sl,S2) > 0. Pick wl E Sl, W2 E s2. 
We can choose sequences s + 00 , t + oo such that s < t < s 1 for all 1 n n 1 .. n .n n+ 
n and dy(u(sn,$) ,w 1 l < 3ri 1 dy(u(tn 1 $) ,w2 l < 3P· Hence there is a sequence 
{r} such that s < r < t for all n and dy(u(r ,$),S.) <:: ~p, i = 1,2. n n n n n i 
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By Corollary 4.2, the sequence {u(r ,$).} has a subsequence converging to 
n 
some X E Yin the topology of Y. Then x E w($), but, on the other hand, 
dy(X,W($)) ~ !P· This is a contradiction. D 
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An element $ E X is called an equilibrium point of the dynamical system 
if y($) = {$}. Note that all equilibrium points belong to Y. 
We say that an orbit y($), $Ex, stabilizes in X (or Y) if there 
exists ~ E X (or E Y) such that u(t,$) + ~ as t + oo in the topology of X 
(or of Y). It is easily verified that an orbit y($) stabilizes in X if and 
only if it stabilizes in Y. Furthermore, if u(t,$) + ~ as t + 00 , then~ is 
an equilibrium point. Finally, an orbit y($) stabilizes if and only if y($) 
is bounded in X and w($) consists of exactly one point. 
An equilibrium point $ is called isolated in X (or in Y) if some neigh-
bourhood of $ in X (or in Y) contains no other equilibrium points. Again it 
can be verified that an equilibrium point is isolated in X if and only if it 
is isolated in Y. 
Let a continuous function V: Y + lR be given. For $ E Y define 
(4.2) V($) V(u(t,$))-V($) := lim sup t 
t~O 
Let V have the following two properties: 
(vii) V($) ~ 0 for all $ E Y, 
(viii) If $ E Y and V($) = 0, then $ is an equilibrium point. 
Then V is called a strict Lyapunov function on Y with respect to the dynami-
cal system. 
Note that for each$ EX the function t + V(u(t,$)) is honincreasing 
on (0, 00 ) and that it is strictly decreasing on (O,oo) except if u(t0 ,$) is an 
equilibrium point for some t 0 > 0. 
THEOREM 4.4. Let $ E x such that y($) is bounded in x. 
(a) All elements of w($) are equilibrium points. 
(b) If all equilibrium points in x are isolated, then w($) consists of exact-
ly one equilibrium point ~. 
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PROOF. 
(a) Let w E w($) and tn + oo such that dy(u(tn,$) ,wl + 0. Then for each T ~ 0 
dy(u(tn+T,$) ,u(T,W)) + 0 and V(u(tn+T,$)) + V(u(T 1 W)). Since V(u(t,$)) 
is nonincreasing in t we have 
Hence V(u(T,W)) = V(~) for each T ~ 0, i.e. V(~) 0. It follows that 
1µ is an equilibrium point. 
(b) w($) is discrete, connected and nonempty. Hence it must consist of one 
point. D 
If X is bounded and if all equilibrium points are isolated, then it 
follows from Theorem 4.4 that each orbit y($) stabilizes. Let for an equi-
librium point v the so-called domain of attraction A(v) denote the set of 
all $ E X such that u(t,$) + v as t + oo. Then, under the above conditions, 
X is the disjoint union of all domains of attraction A(v). 
We now turn our attention to the examination of stability of equilib-
rium points. It is still assumed that the properties (i)-(viii) are valid. 
For the moment let Z denote either X or Y. 
DEFINITION 4.5. Let v E Y be an equilibrium point. 
(a) v is called z-stahle if for each £ > 0 and T > O there exists o > 0 such 
that: 
(b) v is called z-attractive if there exists n > 0 such that: 
~ => lim d (u(t,$) ,v) 
< ~ t+oo z 0 
(c) v is called Z-asymptotically stable if v is both z-stable and Z-attrac-
tive. 
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(d) v is called z-unstable if v is not .z-stable. 
It is not difficult to prove that an equilibrium point v is X-stable, 
X-attractive, X-asymptotically stable or X-unstable if and only if v is Y-
stable, Y-attractive, Y-asymptotically stable or Y-unstable, respectively. 
Observe that v is attractive if and only if it is an interior point (in X 
or Y) of its domain of attraction A(v). 
The following theorem is a refinement of Theorem I.7.1. 
THEOREM 4.6. If v attains a strict local minirrrwn in an equilibrium point v, 
then v is stable. 
PROOF. Let v be an equilibrium point such that V attains a strict local min-
imum in v. Choose r > 0 such that V(qi) > V(v) if 0 < dy(qi,v) < r. Choose £ 1 
0 < £ < r, and T > 0. There exists o1 > 0 such that dy(u(t,qi),v) <£if 
dy(qi,v) < o1 and T ~ t ~ 2T. Let S := {u(T,qi) I dy(qi,v) < £, dy(u(T,qi) ,v) 
= £}. If S is empty, then we are done. 
Otherwise, since S is relatively compact, there exists w E Y such that 
dy(w,vl = £ and inf{v(qi) I qi E s} ~ V(wl. Hence 
p := inf{V(qi) I qi Es} - V(v) > 0. There exists o, O < o ~ o1 , such that 
V(qi) - V(v) < p if dy(qi,v) < o. Fix qi E Y with dy(qi,v) < o. Then, for 
T ~ t ~ 2T, dy(u(t,qi) ,v) < £. \·Je claim that dy(u(t,ijl) ,v) < £ for all t 2". T, 
for otherwise there exists t 0 2". 2T such that dy(u(t0 ,qi),v) £and 
dy(u(t0-T,ijl) ,v) < £. Hence u(t0 ,qi) E sand V(v) + p > v(qi) 2". V(u(t0 ,qiJJ 2". 
2". V(v) + p. This is a contradiction. D 
The last theorem of this section incorporates Theorems I.7.2 and I.7.3. 
THEOREM 4.7. Let v be an isolated equilibrium point. Then the following four 
statements are equivalent: 
(a) _vis attractive, 
(b) v is stable, 
(c) v is asymptotically stable, 
(d) v attains a strict local minirrrwn in v. 
PROOF. (a) ~ (d): Let v be attractive. Choose n > Osuch that 
dy(u(t,ijl) ,v) + 0 as t + 00 if dy(ijl,v) < n. Then V(qi) > V(v) if 
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0 < dy($,v) < n, for otherwise there exists $, 0 < dy($,v) < n, such that 
for all t ~ 0 we have 
V(v) S V(u(t,$)) S V($) S V(v). 
Hence V(u(t,$)) V(v) for all t ~ 0, i.e. $ u(t,$) v. This is a contra-
diction. 
(d) ~ (b): Apply Theorem 4.6. 
(b) ~ (c): Let v be stable. Let E > 0 such that there are no equilibrium 
points$ t v with dy($,v) s E. There exists a> 0 such that dy(u(t,$),v) < E 
if dy($,v) < a and t ~ 1. Hence, if dy($,v) < o, then y($) is bounded in Y 
and w($) is nonempty and consists of equilibrium points ~ such that 
dy(~,v) s E. Hence w($) = ~-
(c) ~ (a): obvious. D 
Note that if V attains a strict local minimum in an equilibrium point 
v with respect to the topology of Y, then this is also true with respect to 
the topology of x. 
5. APPLICATION OF THE PRECEDING THEORY TO NONLINEAR PARABOLIC INITIAL BOUND-
ARY VALUE PROBLEMS 
In this section the results of Section 4 will be applied to solutions 
of problem (3.1)-(3.4). Using the notation of Section 3, let X be a nonempty 
closed subset of BO such that, for each $ E X, s($) = 00 and u[t,$] E X for 
1 all t ~ O. Let Y be the intersection of X and B , and let Y have the topology 
induced by B1 . Let V be the restriction to Y of the function defined by 
(3.8). It follows from formulas (3.6), (3.7) and (3.9) and Theorems 3.2, 3.3 
and 3.4 that, with these choices of X, Y, u and V, the properties (i)-(viii) 
of Section 4 are satisfied. Then all conclusions of Section 4 are valid. 
We will mention two examples of choosing a suitable subset X of Bo. 
First, if there exists K > 0 such that lf(x,y) I s K(Jyl+l) for all 
(x,y) E [0,1T] x JR, then Theorem II.3.3 shows that we can choose X as the 
0 whole space B For the second example we need the concept of upper and low-
er solutions, which were also introduced in Chapter III. 
DEFINITION 5.1. An upper equilibrium solution of (3.1) and (3.2) or (3.3) is 
a function x E c2 ([0,1T]) such that 
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x"(x) + f(x,x(x)) :;; 0, 
x (0) ;:: 0, 
x'(O):;;o, 
X(TI) ~ 0 in the case of (3.2), 
X'(TI) ~ 0 in the case of (3.3). 
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A lower equilibrium solution of (3.1) and (3.2) or (3.3) is defined similar-
ly, but with all inequality signs reversed. 
Now suppose that x and w are upper and lower equilibrium solutions such 
that x ~ w on [O,n]. Choose X as the set of all ~ E BO such that X ~ ~ <: w 
on [0,TI]. Then it follows from Theorem II.1.9 in the Dirichlet case and from 
Lemma 9.2 (see Appendix) in the Neumann case that u[t,~] E X if ~ E X and 
0 ~ t < s(~). Finally, since X is bounded, it follows from Lemma 9.3 (see 
Appendix) that s(~) = oo for each~ E x. 
In the last example it is particularly convenient to choose x and w as 
constants c 1 and c 2 , respectively, such that c 1 > c2 (or c 1 > 0 > c 2 in the 
Dirichlet case) and f(x,c1) :;; 0, f(x,c 2) ;:: 0 on [O,n]. 
Let us next apply the results of Section 4. By an equilibrium solution 
of (3.1) and (3.2) or (3.3) we mean a function v E c2 ([0,TI]) n B1 such 
that 
(5 .1) v"(x) + f(x,v(x)) 0, 0 :;; X :;; TI. 
As a corollary to Theorem 9.4 we have: 
THEOREM 5.2. Let x a:nd w be upper a:nd lower equilibrium solutions, respec-
tively, of problem (3.1)-(3.3), such that x <:won [O,n]. Suppose that all 
equilibrium solutions of ( 3. 1) - ( 3 .J) lying between w and x are isolated. 
Then all solutions t + u[t,~J of (3.1)-(3.4) with initial value ~ lying be-
tween w a:nd x stabilize (i. e. tend, in c1-norm, to an equilibrium solution 
as .t + oo). 
From now on suppose that X and Y are subsets of BO and B1 , respective-
ly, as described in the beginning of this section. Then Definition 4.5 de-
fines various forms of stability for equilibrium solutions, and Theorems 4.6 
and 4.7 give necessary and sufficient conditions for stability in terms of 
minimum properties of V. 
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It follows, by a Taylor expansion.of the integrand of the outer inte-
gral in (3.8), that for fixed~ E Y 
1 for 1jJ E B, ll1pll 0 -+ O, where 
11 
(5.3) L~ (lji) := f (~'(x)ljJ'(x)+f(x,~(x))ljJ(x))dx, 
0 
and 
11 
(5. 4) Q~ (lji) f 2 2 := (lji'(x) -f (x,~(x))lji(x) )dx. y 
0 
Note that L~ and Q~ are continuous on B1• If vis an equilibrium solution of 
(3.1)-(3.3), then 
11 f (v"+f(x,v(x))lji(x)dx 
0 
0, 1 1jJ E B • 
THEOREM 5.3. Let v E Y be an equilibrium solution of (3.1)-(3.3). 
(a) If there exists a > O such that 
(5.5) for all 1jJ E B1, 
then v is stable. 
(b) If v is an isolated equilibrium solution and if (5.5) holds with a > O, 
(c) 
then v is asyrrrptotically stable. 
Let v be an interior point 
be an isolated equilibrium 
1 
all 1jJ E B • 
. 1 
of Y considered as a subset of B and let v 
solution. If v is stable, then Q (lji) ~ O for 
v 
PROOF. Since v is an equilibrium solution we have 
(5.6) V(v+lji) = V(~) + !Qv(lji) + o(llijJll~) 
1 forljJEB,llipllo+O. 
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(a) It follows from (5.5) and (5.6) that 
V(v+i/J) - V(v) <': !allijJll~ 
for 1/J € Y, llijJll 0 sufficiently small. Hence V attains a strict local min-
imum in v with respect to the topology of X. 
(b) Apply Theorem 4.7. 
(c) Since v is isolated and stable, V attains a strict local minimum in v by 
Theorem 4.7. Suppose that there exists 1/J € B1 such that Qv(i/J) < 0. Then 
it follows from (5.6) that 
V (v+ci/J) - V (v) for c + 0. 
Hence, for sufficiently small c f 0 we have V(v+ci/J) - V(v) < 0, v + ci/J E Y. 
This is a contradiction. 0 
The above theorem relates the stability properties of an equilibrium 
solution v to the sign of 
(5.7) inf{Q (1/J) I 1/J € 
v 
1 
B I 
In Section 6 we will show that the number defined by (5.7) has the same sign 
as the smallest eigenvalue A of the Sturm-Liouville problem 
(5. 8) 2 1 w"(x) + (f (x,v(x))+A)w(x) = 0, w E C ([0,n]) n B . y 
6. PRELIMINARIES ON REGULAR STURM-LIOUVILLE.PROBLEMS 
Let q E C([O,n]) and A € !C. Consider the regular Sturm-Liouville problem 
(6.1) w"(x) + (A-q(x))w(x) 0, 0 ~ X ~ TI, 
with boundary conditions 
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(6. 2) w(O) 0 W(11) 
or 
(6. 3) w' (0) 0 w' (11). 
If for a certain A there exists a solution w E c2 ([0,11]) of problem (6.1)-
(6.3) which is not identically zero, then A is called an eigenvalue and w a 
corresponding eigenfunction of the problem. 
THEOREM 6.1 (cf. CODDINGTON & LEVINSON, [6, Ch.8, Theorem 2.1]). All eigen-
values of problem (6.1)-(6.3) are real and sirrrpZe. They form a monotone in-
creasing sequence A0, A1, A2, ••• tending to 00 • An eigenfunction correspond-
ing with A has exactly n simple zeros on (0,11). 
n 
Let $ denote the eigenfunction corresponding with A which is normal-
n J11 2 ' n ized such that $ (x) dx = 1 and either $ (0) > O or $ (0) > O. It follows O n n n 
immediately from (6.1)-(6.3) that 
11 
(6.4) J $ (x)$ (x)dx = o m n m,n 
0 
2 If f EL ([0,11]), then let 
(6.5) 
11 
fA(n) := J f(x)$n(x)dx, 
0 
n = 0,1,2, •.• , 
denote the Fourier coefficients of f with respect to the orthonormal system 
{$ }. 
n 
THEOREM 6.2 (cf. CODDINGTON & LEVINSON [6, Ch.7, Section 4]). 
(a) If f E L2 ([0,11]), then 
(6.6) f(x) l 
n=O 
fA (n) $ (x) , 
n 
with convergence in L2 sense. 
(b) If f E s 1 n c2 ([0,11]), then (6.6) holds with uniform convergence on 
[0,11]. 
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THEOREM 6.3. If f E B1 n c2 ([0,TI]), then 
(6. 7) f' (x) l fA(n)c/J~(x), 
n=O 
with uniform convergence on [0,TI]. 
PROOF. Let g : = f" - qf. Then g E L 2 ( [ 0 I TI J) and 
TI TI 
A g (n) J (f"-qf)c/Jndx J f(c/Jn"-qc/Jn)dx 
0 0 TI 
J 
A 
-A fc/Jndx -A f (n) • n n 
0 
Hence f" - qf 
with convergence in L2-sense. Thus f" l fA(n)cfin" in L2-sense, 
n=O 
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f'(x) - f'(O) A l f (n}(c/Jn'(x)-cfin'(O}) with uniform convergence, 
n=O 
f(x) - f(O) - f' (O)x 
A l f (n) (c/Jn(x)-c/Jn(O)-c/J~(O)x) with uniform convergence. 
n=O 
By substituting (6.6) in this last equality it follows that 
f' (0) A l f (n}c/J~(O}. 
n=O 
Hence formula(*) yields (6.7). D 
COROLLARY 6.4. The class of all finite linear combinations of eigenfunctions 
cp is dense in B1• 
n 
PROOF. Because of Theorems 6.2(b) and 6.3 this class is dense in 
1 2 1 1 2 B n c ([0,TI]) with respect to the c -norm. Furthermore, B n C ([0,n]) is 
dense in B1• D 
152 
Let 
71 
(6. 8) Q(f,g) := f (f' g'+qfg)dx, f,g E B1. 
0 
Q is a bounded symmetric bilinear functional on B1• Integration by parts 
gives 
(6.9) >.. tl 
m m,n 
1 THEOREM 6.5. If f E B , then 
71 
Q(f,f) ~ >.. 0 J f 2dx. 
0 
The equality sign holds if and only if f = const. ~0 . 
PROOF. By approximation of f E B1 with finite linear combinations of eigen-
functions ~n' it follows, in view of (6.9) and Corollary 6.4, that 
Q(f,f) 
71 
f (f-fA(0)~0)2dx 
0 
LEMMA 6.6. There exists a c > O sueh that 
2 ~ ell fll 0 I 
1 for aU f E B , 
where llfll 0 denotes the sup-norm on [0,71]. 
D 
PROOF. Let x0 E [0,71] such that !f(x) I attains an absolute minimum in x0 . 
Then 
x 
f(x) f(x0 ) + f f'(y)dy, 
XO 
If <x> I 
2 )! f{y) dy 
0 
l 2 2 
f' {y) dyl 
D 
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THEOREM 6.7. If Ao> o then there exists an a> o such that 
Q(f,f) 
If Ao < O then Q(f,f) < O for some f E B1 
PROOF. Let AO> 0 and f E B1 • By Theorem 6.5 and Lemma 6.6 we have 
and 
Hence 
'IT 
Q(f ,f) ~ Ao J f 2dx 
0 
'IT 
Q(f,f) I (f2+(f 1 ) 2)dx 
0 
~ cllfll~ - llq-111 0 
'IT 
+ I 2 (q-1)f dx ~ 
0 
'IT 
J f
2dx. 
0 
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This proves the first part of the theorem. If AO < 0 then the correspond-
ing eigenfunction $0 satisfies 
11 
AO J 0 
0 
LEMMA 6.8. Let$ and w be nontrivial solutions of (6.1) with eigenvalues A 
andµ, respectively, such that $(0) = $(11) = O, $(x) > O on (0,11), and 
w(x) > 0 on [0,11]. Then A>µ. 
PROOF. We have the equalities 
11 
w<O>$' <o> - w<11>$' <11> w'$ - w$'] 
0 
'IT 
J W'$-w$")dx 
0 
11 
(A-µ) I w$ dx. 
0 
154 
7f 
Now use $'(0) > 0, $'(7r) < 0, f W$ dx > 0. 0 
0 
For fixed q let AO denote the smallest eigenvalue of the Neumann prob-
lem (6.1), (6.3) and µ0 the smallest eigenvalue of the Dirichlet problem 
(6.1), (6.2). 
COROLLARY 6.9. Ao < µo. 
PROOF. Apply Lemma 6.8. 0 
THEOREM 6 . 10 • We have 
7f 
inf{q(x) I O ~ x ~'If}~· Ao~ 7f-l f q dx. 
0 
The equality signs hoZd if and only if q is constant. 
PROOF. If the first inequality were not to hold in a strict sense then 
q - AO 2 O on [0,7r]. Hence 
w" (x) = (q(x)-A0)w(x) 2 O on [0,7r] 
and w" (x) > 0 except if q(x) = A0 . Since w' (0), w' (7r) = 0, it follows that 
w"(x) = 0, q(x) = A0 • For proving the second inequality use Theorem 6.5 
with constant f. Here, the·equality sign holds if and only if $0 is con-
stant, i.e. q(x) = AO again. 0 
7. FURTHER STABILITY AND INSTABILITY CRITERIA FOR EQUILIBRIUM SOLUTIONS OF' 
PROBLEM (3.1)-(3.3) 
In parts (b) and (c) of Theorem 5.3 v was required to be an isolated 
equilibrium solution. The following theorem gives sufficient conditions for 
v to be isolated. 
THEOREM 7.1. Let v € B1 n c2 ([0,7r]) satisfy 
(7. 1) v" + f(x,v(x)) 0 
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If O is not an eigenvalue of the problem 
(7.2) w" + (f (x,v(x))+A)W y 0, 
then the equilibrium solution vis isolated. 
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PROOF. First, suppose that v(O) = 0 = v(TI). Let a0 := v'(O) and define 
v(x,a), a E lR, as the solution of (7.1) such that v(O,a) 0, vx(O,a) a. 
Let w(x,a) := v (x,a). Then w(.,a) satisfies (7.2) with A 0 and 
a 
w(O,a) = 0, wx(O,a) = 1. If 0 is not an eigenvalue of (7.2) with 
v(x) v(x,a0 ) then va(TI,a0 ) = w(TI,a0 ) t 0. Hence v(TI,a) t 0 if a# a 0 and 
a is in a certain neighbourhood of a 0 • For these values of a, equation (7.1) 
has no solution satisfying the boundary conditions. Hence, v(.,a0 ) is an 
isolated equilibrium solution. The case of Neumann boundary conditions is 
proved in an analogous way. D 
Let X and Y be subsets of BO and B1 , respectively, with the properties 
specified in Section 5. 
THEOREM 7.2. Let v E Y be an equilibrium solution of problem (3.1)-(3.3). 
If the smallest eigenvalue AO of (7.2) is positive, then vis asymptotically 
stable. 
PROOF. By Theorem 7.1, vis isolated. It follows from Theorem 6.7 that 
(5.5) holds for some a> 0. Now apply Theorem 5.3(b). D 
1 
THEOREM 7.3. Let v be an interior point of Y considered as a subset of B , 
and let v be an equilibrium solution of problem (3.1)-(3.3). If the smallest 
eigenvalue AO of (7.2) is negative, then v is unstable. 
PROOF. It follows from (6.9) that Qv(~0 ) < O. If O is not an eigenvalue of 
(7.2), then application of Theorems 7.1 and 5.3(c) proves that vis un-
stable. Now suppose that 0 is an eigenvalue of (7.2) and that vis not an 
isolated equilibrium solution. Before completing the proof we first need 
a lemma. 
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LEMMA 7.4. Let v be an equilibriwn solution of problem (3.1)-(3.3) and let 
the smallest eigenvalue AO of (7.2) be negative. Then in a certain neigh-
bourhood of v each equilibriwn solution w of problem (3.1)-(3.3) has the 
property that w-v changes sign on (0,TI). 
PROOF. Suppose that the conclusion of the lemma is wrong. Then there is a 
sequence of equilibrium solutions {v+$m} tending to v and such that *m or 
-$m is nonnegative on (0,TI) but not identically zero. From (7.1) and the 
fact that 
we have 
$ "+ f (x,v(x))$ + g (x) = 0, m y m m 
where g (x) = o(I$ (x) ll as m + 00 , uniformly in x on [0,TI]. On the other m m 
hand, we have 
where $0 is the eigenfunction corresponding with A0 . Since *m and ~O satisfy 
the same boundary conditions, it follows that 
Hence 
TI 
f $o(gm-AO$m)dx o. 
0 
TI 
f $0$m(A0+o(l))dx = O 
0 
as m + 00 
Because $0 > 0 on (0,TI), it follows that *m - 0 on [O,TI] form sufficiently 
large. This is a contradiction. D 
PROOF of THEOREM 7.3 (continued). Suppose that vis stable. Let $0 be as 
above. It follows from Theorem II.1.9 or Lemma 9.2 that u[t,v+c~0 J 2: v on 
[0,TI] if t 2: O, c > O. Hence, the stability of v together with Theorem 
V. STABILITY AND LYAPUNOV FUNCTIONS 157 
4.4(a) shows that for each neighbourhood U of v there exists o > O such that 
if 0 < c < 6, then y(v+c$0) is bounded in X and w(v+c$ 0) consists of equi-
librium solutions w E U such that w ~ v on [0,TI]. If c is chosen small 
enough, then, by Lemma 7.4, u[t,v+c$0 ] tends to vast+ oo. However, it 
follows from (5.6) and Theorem 6.5 that 
( "' ) ( ) + 1c2 ' + o(c2 ) < V(v) v v+co/0 = v v 2 Ao 
for sufficiently small c < O. This is in contradiction to the fact that 
u[t,v+c$0 J tends to v. O 
THEOREM 7.5. Let v E Y be an equilibrium solution of problem (3.1)-(3.3). 
If f (x,v(x)) ~ O on [O,TI], where, in the Neumann case, the equality sign y 
does not hold for all x, then v is asymptotically stable. 
PROOF. Use Theorems 7 . 2 and 6. 10 and Corollary 6. 9. D 
THEOREM 7.6. Let v be an equilibrium solution of the Neumann problem (3.1) 
and (3.3), and let v be an interior point of Y considered as a subset of B1 • 
If 
TI 
f fy(x,v(x))dx > 0 or if 
0 
TI 
f fy(x,v(x))dx 
0 
v is unstable. 
0, f (x,v(x)) 1 0, then y 
PROOF. Use Theorems 7.3 and 6.10. 0 
8. THE INSTABILITY OF NONCONSTANT EQUILIBRIUM SOLUTIONS WHEN f DOES NOT DE-
PEND ON x. 
Here we consider problem (3.1)-(3.4) with f(x,u) = f(u) not depending 
on x. In that case, if vis an equilibrium solution and w := v', then 
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(8.1) w" + f'(v(x))w o. 
Hence, if vis nonconstant, then v' is a nontrivial solution of (7.2) with 
A = O. 
THEOREM 8.1. Let v be an equilibriwn solution of the Newnann problem (3.1), 
(3.3). Let v be an interior point of Y c B1• Let f not depend on x. If vis 
nonconstant on [O,rr], then vis unstable. 
PROOF. Let w := v'. Then w 1 0, w(O) = w(rr) = 0, and w satisfies (8.1). It 
follows from Corollary 6.9 that the smallest eigenvalue of (7.2) with Neu-
mann boundary conditions is negative. Now apply Theorem 7.3. D 
A version of this theorem was earlier proved by WILLEMS & HEMKER [7] 
and CHAFEE [3]. 
THEOREM 8.2. Let v be an equilibriwn solution of the Dirichlet problem 
1 (3.1), (3.2). Let v be an interior point of Y c B. Let f not depend on x. 
If v is nonconstant on [O,rr] and has at least one zero on (O,rr), then v is 
unstable. 
PROOF. Let w := v'. Then w'(x1) = w'(x2) = 0 for certain x 1 , x 2 , 
0 < x 1 < x2 < rr, and w 1 0 on [x1 ,x2 J. Furthermore, w satisfies (8.1). It 
follows from Lemma 6.8 that the smallest eigenvalue of (7.2) with Dirichlet 
boundary conditions is negative. Now apply Theorem 7.3. D 
See CHAFEE & INFANTE [2] for this theorem. They also prove that for 
certain choices of f, nonconstant stable equilibrium solutions of the 
Dirichlet problem exist, which have constant sign on (O,rr). 
9. APPENDIX ON NONLINEAR PARABOLIC INITIAL BOUNDARY VALUE PROBLEMS 
In chapter II, the existence of solutions of (3.1)-(3.4) was proved by 
first showing (in Section II.3.2) that solutions exist for the integral 
equation 
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(9 .1) u(x,t) (E[ t] * <j>) (x) + 
t 
+ J (E[t-T] * f [T ,u]) (x)dT, 
0 
0 $ x $ 7T, 0 $ t $ s. 
In this equation, which is analogous to (2.3), the following notation is 
used: 
(9.2) f[t,u] (x) := f(x,u(x,t)), 
<!> and f[t,u] denote 27T-periodic continuations to R of <!> and f[t,u], respec-
tively, which are odd in case of (3.2) and even in case of (3.3), 
(9. 3) 1 x
2 
E[t] (x) := -- exp(- 4tl, 2/iTt 
t > 0, X E R, 
and 
(9.4) (E[tJ * i> <xl := f E[tJ(x-i;)~(s)di;. 
Remember (cf.(II.3.5) and (II.3.10)) that 
(9. 5) 
and 
(9.6) 
_! 
$ (7Tt) 2 11<j>ll. 
LEMMA 9.1. Let r 1 > r > O. Then there exists s > Osuch that for each<!> E Bo 
with ll<j>ll 0 $ r the equation (9.1) has a unique solution u E C([0,7T]x[O,s]) 
with !u(x,t) I $ r 1 on [0,7T] x [O,s]. 
PROOF. Let MO and M1 denote the suprema of jf(x,y) I and !fy(x,y) I, respec-
tively, on [0,7T] x [-r1,r1J. Lets:= min{M0-lcr1-r), !M1-1}. Let w be the 
class of all u E C([0,7T]x[O,s]) such that ju(x,t) I $ r 1 on [0,7T] x [O,s], 
and let II ull W be the sup-norm for u E w. Fix <!> E BO with II <!>II 0 $ r and define 
for u E W: 
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(Au) (x,t) := (E[t]*~) (x) + 1 (E[t-T]*f[T,u]) (x)dT. 
0 
Then Au is continuous on [O,n] x [O,s] (cf. section II.3.1) and 
Hence Au € W. Furthermore, if u, v € W, then 
Hence A is a contraction on the complete metric space w. It follows that A 
has a unique fixed point on W. D 
It was proved in Section II.3.3 that if u € C([O,n]x[O,s]) satisfies 
(9 .1), then 
(3. 4) • 
U I 
x 
uxx' ut are continuous on [O,n]x(O,s) and u satisfies (3.1)-
PROOF of THEOREM 3.2. We already know that for each • € BO the mapping 
t + u[t,•J is continuous from [O,s(.)) into Bo. Next, fix•€ BO and choose 
T, 0 < T < s(.), and€,€> 0. It is sufficient to prove that there exists 
o > o such that if ijJ E Bo, llw--•11 0 so, then T < s(ijl) and 
llu[t,.]-u[t,iji]ll 0 s € for O s t s T. Let 
r := sup llu[t,.JU + € 
OStST 
and choose r 1 > r. Let M0 , M1 and s be as in the proof of Lemma 9.1. Choose 
fl/J, x € BO such that llijill, llxll s r. Then Lemma 9.1 ensures that u[t,ijl] and 
u[t,xJ exist on [O,s]. Let llu[.,ijJ]-u[.,xJll denote the supremum of 
llu[t,ijJ]-u[t,xJll on [O,s]. Then it follows from (9.1) that 
llu[.,ijJJ-u[.,xJll s lliji-xll + M1sllu[.,ijJ]-u[.,xJ11 
s llw-xll + ! llu[.,ijJJ-u[.,xJll. 
Hence, llu[.,ijJ]-u[.,xJll s 2iliji-xll. Choose a positive integer n such that 
ns > T, and let o := 2-n€. Then it follows by iteration that for each ijJ € BO 
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with UijJ-cf>O s; o we have T < s(ijl}, Uu[t,~JU s; r on [0,T], and 
Uu[t,ijl]-u[t,cf>]I s; E: on [o,T]. D 
0 PROOF of THEOREM 3.3. We already know that for each cf> € B the mapping 
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t + u[t,cf>] is continuous from (O,s(cf>}} into B1• Next fix cf> €BO and choose 
T and T1, 0 < T1 < T < s(cf>}, and E:, E: > O. It is sufficient to prove that 
there exists o >Osuch that if 1jJ €.Bo, RijJ-cf>U s; o, then 
a a Dax u[t,cf>J- ax u[t,ijJJU s; E: for Tl s; t s; T. 
It follows from (9.1) that 
(9.7) a -u (x,t,cf>} = -;;-(E[t]*cf>} (x} 
X oX 
t 
+ I ;x(E(t-T}*f[T,u]} (x}dT. 
0 
Let r := sup{llu[t,cf>JU + 1 I 0 s; t s; T} and let M be the supremum of 
If (x,y}I on [O,w] x [-r,r]. Let 0 < £ 1 < 1. By Theorem 3.2 there exists y 0 
o > 0 such that if 1jJ € B , llijJ-cf>U s; o, then llu[t,ijl]-u[t,cf>JH s; E: 1 for 
O s; t s; T. It follows from (3.14} that for O < t s; T, 1jJ E: Bo, UijJ-cf>U s; o, we 
have 
a a U ax u[t,cf>J- ax u[t,ijJJU 
t 
+I w-lME: 1 (t-T)-ldT s; 
0 
-l -! 
s; w T1 E:l (1+2MT}, 
for T1 s; t s; T. By choosing E:l small enough this last expression becomes 
less than E:. D 
PROOF of THEOREM 3.4. This follows from Lemma 9.1 and formulas (9.7) and 
(9.6). D 
PROOF of THEOREM 3.5. Leto> 0 and 0 < t 1 < t 2 < s(cf>). There exists a se-
quence of C00-functions {vn} on [o,n.-o] x [t1 ,t2J such that vn + u, 
(vn)x + ux,(vn)xx + uxx' (vn)t + ut as n +=,uniformly on [o,w-o] x [t1,t2J. 
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For ~ E c ([o,rr-o]) define 
Then for 
rr-o ~(x) 
Vo(~) := I o~· (x) 2- I f(x,y)dy)dx. 
0 0 
tl < t < t2 we have 
d dt Vo(vn(.,t)) 
rr-o 
J ((vn)x(vn)xt-f(x,vn(x,t)) (vn)t)dx 
0 
rr-o rr-o 
= (v ) (v ) Jl 
n x n t 
0 
J ((vn)xx + f(x,vn(x,t)))vtdx, 
0 
which tends to 
rr-o 
I (u +f(x,u(x)))u dx xx t 
0 
rr-o 
I 
0 0 
as n + oo, uniformly in~ t 1 < t < t 2 • Since V0 (vn(.,t)) + V0 (u(.,t)) as 
n + oo, it follows that ~0 (u(.,t)) exists and equals 
rr-o 
-I 
0 0 
d By using a similar argument we let o ~ 0 and conclude that ~(u(.,t)) 
exists and equals 
1T 1T 1T 
J - I - I D 
0 0 0 
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In CHAFEE & INFANTE [2], CHAFEE [3], and in Section 1.7, Theorem 3.5 
was only proved under the stronger assumption that f E c2 C[0,11] x lR), thus 
ensuring that uxt € C((0,11) x (0,s($)). 
LEMMA 9.2. Let f be once continuously differentiable on [0,11] x JR. Let 
s > O. Let u and v be continuous on [0,11] x [O,s) such that ux,vx are 
continuous on [0,11] x (0,s) and uxx' ut' vxx' vt are continuous on 
(0,11) x (0,s). If 
v 
- vt xx + f(x,v) $ u - u + f(x,u), 0 < x < 11, 0 < t < s, xx t 
v(x,0) ~ u(x,O), 0 :;; x $ 11 I 
vx(o,t) $ ux(O,t), 0 < t < s, 
V X ( 11 It) ~ u(11,t), 
x 
0 < t < s, 
then v(x,t) ~ u(x,t), 0 s x s 11, 0 s t < s. 
PROOF. Apply Theorem II.1.5 in a similar way to the proof of Corollary 
II.1.8. D 
LEMMA 9.3. Let$€ BO such that the orbit {u[t,$] I Ost< s($)} is bounded 
in Bo. Then s($) 
PROOF. Apply Lemma 9.1. 0 
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VI. MATHEMATICAL ASPECTS OF A MODEL CHEMICAL REACTION WITH DIFFUSION 
1. INTRODUCTION 
The mathematical aspects of a specific nonlinear chemical system which 
allows more than one steady state for certain values of a parameter are in-
vestigated. This system was introduced by PRIGOGINE (see GLANSDORFF & 
PRIGOGINE [1]). It is not assumed to describe a known real chemical reac-
tion; rather, it should be regarded as a model problem for biochemical sys-
tems in which spatially nonuniform stable steady states are possible. Such 
configurations can only arise in open systems operating far from thermody-
namic equilibrium. They are usually called dissipative stPUctures. Prigo-
gine's model system deals with a reaction of the type A + B + D + E, and 
consists of the following steps 
f: A + x, + y + 3X, ( 1. 1) + x + y + D, X+ E, 
where X and Y are intermediate reactants, and A,B,D and E are initial and 
final products whose concentrations are imposed throughout the system. 
Before formulating the mathematical problem that describes the reac-
tions (1.1), we first give some attention to the physiochemical concepts 
that are involved. 
DEFINITIONS 1.1. Any collection of· chemicals in a given constant volume is 
called a chemical system. If a system exchanges matter or energy with its 
surroundings it is called an open system. A system is described by a number 
of so-called state variables, which may depend on time and place. The state 
of a system at a given time is defined by the values of all state variables 
at that time. 
A system is said to be in steady state when the state variables are in-
dependent of time. 
A steady state is called (spatially) uniform, if there are no spatial 
variations; in that case the state of the system is completely determined 
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by the values of the state variables at a single point of the system. 
In general it is assumed that the state of the chemical system (1.1) is 
completely determined by the values of one thermodynamic state variable and 
the concentrations of the chemical components. The thermodynamic variable is 
chosen to be the temperature. 
All reactions occurring in (1.1) are assumed to be irreversible, which 
means that the reverse reactions are neglected. Moreover, we make the hypo-
thesis that temperature variations are also negligible; this means that the 
rate constants of the reactions (1.1) are temperature indepe~dent. For the 
sake of simplicity we choose them to be equal to unity. 
A further hypothesis on the system (1.1) will be that in some way 
the concentration of B is maintained uniform and time-independent at some 
value. Consequently, B will only appear parametrically in the mathematical 
description of (1.1). The last hypothesis we make is that the chemical 
system has a finite volume, and that it is possible to describe it by a 
one-dimensional space variable r, which, again for simplicity, we will as-
sume to range over values between 0 and 1. 
The reaction-diffusion equations 
The chemical system we are considering is subject to two mechanisms: a 
physical one, diffusion of molecules, and a chemical one, reaction between 
molecules. In the equations below the first of these is reflected in a fam-
iliar diffusion term for each reactant. The amount of the component A that 
disappears in a unit of time because of the first reaction in (1.1) is pro-
portional to the amount there is at that moment. This explains the term - A 
in the first equation below (remember that all rate constants are chosen to 
be equal to unity). In the case of a reaction between two or three mole-
cules, the amount of the component that is produced by the reaction in a 
unit of time is proportional to the product of the concentrations of the 
components involved in the reaction, which is known as the law of mass ac-
tion. Therefore, in the equations describing the variations with time of the 
concentrations of X and Y, a third degree term in the concentrations of X 
and Y occurs, as well as a term consisting of the product of the concentra-
tions of B and X. 
Denoting the concentrations of each reactant by the same letter as the 
reactant itself, the considerations above lead us to the following mass con-
servation equations: 
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aA a2A A, 
-= ~--at 
ar2 
ax a2x (B+1)X + X2Y + A, at = D-- -xar2 
(1.2) ay a2y :ex - x2y, at = DY2+ 
ar 
aD a2D 
BX, at = 9J-+ 
ar2 
aE 2 I:Eu + x at = 2 , 
ar 
where DA, DX, Dy, D0 and DE are the respective diffusion constants. 
HYPOTHESIS 1.2. Observe that the equation for A(r,t) can be solved first. If 
we assume that, compared with the other reactants, A diffuses rapidly 
through the medium, i.e. that DA is fairly large, then A rapidly reaches its 
steady state A(r). Then the first equation can be left out, because A is a 
known function satisfying 
(1.3) o. 
In this chapter we shall always assume that the above assumption holds. 
Under Hypothesis 1.2 our chemical system is governed by the partial 
differential equations 
(1.4) 
ax a2x 2 
- = D -- - (B+l)X + X Y +A, 
at 1 ar2 
..,2y 2 
I} 2 + BX - X Y, 
ar 
where we have written o1 = DX and D2 = Dy' and where 
(1.5) 
is the solution of (1.3) which satisfies A(O) A(l) 
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Sometimes in the description of chemical systems the effect of diffu-
sion is neglected, in which case one has to deal with a far easier system 
of ordinary differential equations. From a chemical point of view, neglect-
ing the diffusion means that the reactions take place in an ideally stirred 
reactor. Obviously one then cannot ever get a spatially nonuniform distrib-
ution of a reactant. Since we are especially interested in nonuniform dis-
tributions, we are obliged to take the diffusion terms into account too. 
HYPOTHESIS 1.3. For much of this chapter we shall be particu~arly interested 
in the case where A and B are uniformly distributed and time-invariant, that 
is 
(1.6) A(r,t) _ Ao > o and B(r,t) - B0 > O for 0 s r s 1, t ~ 0. 
There is, however, no need to be so restrictive in our assumptions on 
A and B to be successful in establishing the existence and nonnegativity 
of a solution of (1.4). To this end we only have to make the following 
requirements: 
(1. 7) A(r,t) = A(r) > 0 and B(r,t) = B(r) ~ 0 for 0 s r s 1, t ~ O; 
( 1. 8) A(O) = A(l) = A0 , B(O) = B(l) 
( 1. 9) 0 00 A('), B(o) E C [0,1] n C (0,1). 
The latter means that A and B are continuous in the closed interval and in-
finitely differentiable in the open interval. Infinite differentiability is 
not needed for the mathematical argument in this chapter (differentiability 
to some order would have been sufficient) , but for physical and chemical 
reasons it would not make sense to be so specific about the data on A and B. 
When A and Bare constant throughout the system, (1.4) admits a solu-
tion 
( 1.10) X(r,t) - A - Ao, 
for all r and t. This solution represents the thermodynamic equilibrium of 
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the system. In order to avoid spurious-boundary layer effects, in view of 
(1.10) we impose the boundary conditions 
(1.11) Jxco,tJ = xc1,tl = A0 , 
lY(O,t) = Y(l,t) =Bo/Ao, t > o. 
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To get a well-posed mathematical problem, we also need the initial con-
ditions 
( 1.12) X(r,O) Y(r,O) O~r~l. 
This chapter is devoted to the analysis of the initial boundary value 
problem given by (1.4), (1.7)-(1.9), (1.11) and (1.12). In Section 3 we 
prove the existence of a solution (X(r,t), Y(r,t)) in the neighbourhood of 
t = 0 by constructing a Green's function for the parabolic differential op-
erator and using the standard methods for parabolic equations given in Chap-
ter II. If the mathematical description is to be consistent with the chemi-
cal model, the values of the concentrations of X and Y may not become nega-
tive. In Section 4, therefore, it is shown that any solution of the reac-
tion-diffusion equation obeying nonnegative initial and boundary conditions 
remains nonnegative for all time. The proof is based on a maximum principle 
for weakly coupled parabolic systems. 
Sections 5-9 deal with the existence of a nonnegative solution of the 
reaction-diffusion problem for all time. This question is of importance, 
since we are, after all, especially interested in steady state solutions 
that are attained for t + oo. After summarizing some mathematical prelimin-
aries in Section 6, we construct approximate weak solutions by means of the 
Faedo-Galerkin method. This method is not so widely known, but is of great 
importance in the analysis of nonlinear evolution problems. For this reason 
we pay a great deal of attention to the method in Sections 7 and 9. This 
method essentially makes use of a priori estimates for the solutions of the 
evolution problem at hand; for our reaction-diffusion problem these esti-
mates are derived in Section 8. 
In the remainder of this chapter we study the steady state solutions of 
the problem, and their dependence upon the concentration B. The existence and 
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uniqueness of a steady state solution for small nounegative values of B is 
proved in Section 10. In Section 11 the linear stability of the steady state 
solutions (1.10), for a fixed constant value of A, is analyzed for varying 
values of B, B also being time and place independent. For any nonnegative 
B the solution (1.10) is said to lie on the thermodynamic branch. For B 
smaller than a certain critical value Be' solution (1.10) is stable, and 
the system is in thermodynamic equilibrium. As B passes Be, solution (1.10) 
becomes unstable. Near Be' there exist either spatially nonuniform steady 
state solutions or time periodic solutions. This is the subject of Sections 
11-13. The existence of such solutions branching off the thermodynamic 
branch at B = Bc is the most important feature of the model, and its pos-
sible biological implications have initiated an interesting discussion in 
the literature. 
In Section 14 we let A be dependent on r as given in (1.5). It is 
shown that the (spatial) nonuniformity in A may lead to steady state sol-
utions with a nonuniform behaviour, located in a restricted subdomain not 
imposed by the position of the boundary of the medium. 
This phenomenon of localized dissipative structures is an indication 
that Prigogine's model may help us to understand the mechanism of differen-
tiation in developing systems, which has become well-known under the term 
morphogenesis; This topic is nowadays one of the major issues in theoretical 
biology. It became a subject of general interest after a study by TURING 
[2], in which a linear diffusion-reaction model was used to demonstrate 
the existence of nonuniform structures. Although Turing's model had cer-
tain shortcomings, it opened the way to a new vision in the matter of 
morphogenesis, which attracted quite a lot of attention amongst biologists 
and mathematicians. For this reason in Section 2 we give a model borrowed 
from ROSEN [3], which is illustrative for Turing's approach. 
In this chapter we largely follow the paper of AUCHMUTY & NICOLIS [4]. 
We shall also use results from LIONS [5], AUCHMUTY & NICOLIS [6] and BOA & 
COHEN [7]. 
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2. A SIMPLE EXAMPLE OF SPATIAL ORGANIZATION 
Consider two identical boxes I and II separated by an impermeable wall, 
both containing chemicals U and V in a nonreacting solvent; again, we shall 
denote the concentration of a chemical reactant by the same letter as the 
chemical itself. Suppose that in each box the concentrations U and V satisfy 
(2. 1) t~~ = dV 
-= dt 6U - 7V + 1. 
SU - 6V + 1, 
The transformation 
U' u - 1, V' 
brings the critical point (U,V) 
(2.2) {~Ut' = SU' - 6V' 
dV I = 6U I - 7V I • 
dt 
v - 1 
(1,1) to the origin. One gets 
Obviously, the origin in the U', V'-plane is the only critical point, and it 
is a stable node. So far, nothing of interest has shown up. But now let the 
separating wall between box I and box II be permeable in the following man-
ner: the diffusion of U and V between I and II is proportional to the dif-
ference between the concentrations of U and V in the boxes. We must now dis-
tinguish the concentrations of U and V in box I, u1 and v1 , from those in 
box II, u2 and v2 . The equations describing this situation become 
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du 1 = I I 5U1 6V1 + a(u2-u1J, dt 
dV1 I 
6Ul - 7V1 + b(V2-v1), dt 
(2. 3) 
dU2 I I I 
--= 5U2 - 6V2 + a(u1-u2J, dt 
dV2 I I 
6U2 7V2 + b(V1-v2J. dt 
By an appropriate choice of the constants a and b, giving the nature of the 
permeability of the wall for each of the two chemicals, the origin in the 
I I I (u 1 , v1 , u 2 , v2J - space becomes an unstable critical point. 
I I I I 
The variables u 1 , v1 , u 2 , v2 , describing the state of the system, re-
main in a bounded region ~ of lR4 , because the system we are considering in 
this section is supposed to be closed - that is, there is no inflow or out-
flow of matter. Notice that this is quite a different situation from the 
one we came across in Section 1, where the system is open, and where there 
is an incessant inflow of A and B and a similar outflow of D and E. 
If the system (2.3), with an appropriate choice for a and b, is per-
' turbed, as time increases U , V will evolve from the origin along a cer-
tain orbit, until the boundary of ~ is reached in a point P. This final 
state is asymmetric: spatial organization has occurred. 
3. THE EXISTENCE OF A SOLUTION OF THE EVOLUTION EQUATIONS IN THE NEIGHBOUR-
HOOD OF t = 0 
The techniques given in Chapter II are sufficient to establish the 
existence of a solution on an interval 0 < t < s, for some positive s, of 
our initial boundary value problem for the reaction-diffusion equations, 
( 1. 4) , ( 1. 7) - ( 1. 9) , ( 1. 11) and ( 1. 12) • 
The standard approach to problems in which both boundary and initial 
conditions occur is to introduce new dependent variables such that the bound-
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ary conditions of the new problem become homogeneous. so, we define 
(3.1) fxcr,tl 
ly(r,t) 
X(r,t) - A0 , 
Y(r,t) - B(r)/A0 . 
Substituting (3.1) into the reaction-diffusion equations (1.4), we obtain 
ax a2x 2 ~ - o1 ~- + (B(r) - 1)x + A0y + h(x,y) + A(r) - A0 , at - ar2 
(3.2) 
2 ~ - D !...x. - B(r)x - A2y - h(x,y) + b(r), 
at - 2 ar2 0 
where h(x,y) reflects the nonlinearity of the problem, 
(3.3) h(x,y) -2 2 B(r)A0 x + (2A0+x)xy, 
and where 
(3.4) b(r) 
The boundary and initial conditions after substitution read 
(3. 5) x(O,t) x(l ,t) y(O,t) y(l ,t) 0, t <:: o, 
and 
(3.6) 
- B(r)/A0 , OSrSl. 
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After this preparatory work we are able to give a theorem on the exis-
tence of a solution of the nonlinear parabolic initial boundary value prob-
lem (3.2)-(3.6) in the neighbourhood of t = 0, and hence of the original 
problem. 
THEOREM 3.1. There exists a positive s suah that the equations (3.2) have a 
solution (x(r,t), y(r,t)) defined on (0,1) x (O,s) that obeys the boundary 
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conditions (3.5) a:nd the initial conditions (3.6) If the initial data x0 Crl 
and y0 (r) ar>e infinitely differentiahle for O < r < 1, then the solutions 
x(r,tl and y(r,tl have the same property for (r,tl E (0,1) x (0,s). 
PROOF. The equations may be written in the form 
at 
(3.7) (
a 
with 
(3.8) 
0 
a O )(x(r,t) f 1 (r, 
<lt - D2 ::2 y(r,t) =~2(r, 
x(r,t), y(r,t)~, 
x(r,t), y(r,t))) 
{
f 1 (r,x,y) = (B(r)-l)x +2A0
2y + h(x,y) + A(r) - A0 , 
f 2 (r,x,y) = -B(r)x - A0 y - h(x,y) + b(r). 
There is no essential difference from the situation in which one has only 
one differential equation. In the same way as in Section II.3, one con-
structs a Green's function, now having the matrix form 
G(r,t) ~Gl (:,t) G2(:,t~ 
Furthermore, it can easily be seen that f 1 and f 2 and the initial conditions 
x0 (r) and y0 (r) satisfy conditions analogous to those of case (a) of Theorem 
II.3.4. So, the existence of a distributional solution of the initial bound-
ary value problem on an interval (0,s), for a certain positives, is guaran-
teed by a theorem of the same form as Theorem II.3.4 for a system of partial 
differential equations. From the regularity theory given in Section II.3, 
particularly Corollary II.3.6, it may be concluded that this solution is a 
classical one, and also that x(r,t) and y(r,t) are infinitely differentia-
ble. D 
REMARK 3.2. Note that we have only found a solution on an interval (0,s) for 
a certain positive s. Of course, we wish to prove that there exists a solu-
tion for all time. The technique given in Chapter II, however, fails, be-
cause our right-hand sides f 1 and f 2 do not satisfy the crucial inequality 
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sup{jf(r,u)j, 0 < r < 1, u ER} :S K(l+lu\), 
which is the same inequality as (II.3.26), with t and p left out since they 
do not occur in our case. The existence of a solution for all time is estab-
lished by a quite different method, as we shall see later on. 
4. THE NONNEGATIVITY OF SOLUTIONS 
X(r,t) and Y(r,t) are concentrations of chemical components, so from a 
chemical point of view they have to remain nonnegative. If the mathematical 
model is to be sensible, we must be able to show mathematically that if the 
initial concentrations are nonnegative, the solutions also have this prop-
erty. The proof of this is based on a maximum principle for weakly coupled 
parabolic systems (see PROTTER & WEINBERGER [8, p.188 ff]). We shall begin 
this section with a discussion of this version of the maximum principle. The 
formulation will be adapted to our needs. 
Let there be given k parabolic operators defined by 
( 4. 1) L,V 
l. 
0 < r < 1, 0 < t < T, :Si:Sk. 
Here we assume that the a. (r,t) are continuous functions, and that 
l. 
(4.2) 
In fact, 
for all 0 < r < 1, 0 < t < T, 1 :Si :S k. 
(4. 2) means that the operators L. are uniformly parabolic. 
l. 
The system of parabolic inequalities for which we need a maximum prin-
ciple has the form 
(4. 3) h. ,U, ~ 0 
l.) J 
i 1, ... ,k. 
This system is called weakly coupled because it is only coupled by terms 
which are not differentiated. The elements h .. (r,t) may be arranged in a 
l.) 
k x k-matrix H. We make the additional hypothesis that the off-diagonal el-
ements of H are nonnegative, i.e. 
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(4.4) h .. (r,t) <: 0, 
l.J 
if. j, i,j 1 I• • • ,k • 
By the notation u $ 0 it is meant that each component ui of u 
is nonpositive. 
THEOREM 4.1. Suppose that u satisfies the unifoY'ITlly parabolic system of in-
equalities (4.3) in (0,1) x (O,T). If, moreover, u $ O on the boundary of 
the square (0,1) x (0,T) with the exception of the top, i.e. 
u(r,0) $ 0, 0 < r < 1, 
and 
u(O,t) s 0, u(l,t) s 0, 0 < t < T, 
and if the elements h .. satisfy (4.4), then u s O in [0,1] x [O,T). In add-J.J 
ition, if ui =oat an interior point (r0 ,t0), then ui(r,t) = o fort$ t 0 . 
PROOF. See PROTTER & WEINBERGER [8, p.189]. 0 
Now consider the semilinear system of parabolic equations 
(4. 5) $ i $ k, 
where again we assume that 0 < r < 1, 0 < t < T, that ai and ci are contin-
uous, and that the ai satisfy (4.2). Suppose that the initial values 
(4.6) ui (r,O) = u 0i (r), 0 < r < 1, 
are given and that the boundary values 
(4. 7) ui(O,t) = ai(t), U, (1,t) = S. (t) 1 
J_ J_ 
are also prescribed. Finally, we hypothesize that the coefficients ci are 
of the form 
(4.8) 
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c. (r,t,u) 
]. 
k 
I c 1.J. (r,t,u)uJ. +c. (r,t,O), j=l ]. 
where u = (u 1 , ••• ,~). Then one has the following theorem, taken from 
AUCHMUTY & NICOLIS [4]. 
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THEOREM 4.2. Suppose that u: [0,1] x [O,T) ~ Rk is a classical solution of 
(4.5)-(4.8). Assume that the following five conditions are satisfied for all 
i,j 1, ... ,k, 0 < r < 1, 0 < t < T, and all u E Rk: 
(i) u 0 i (r) ;?: O; 
(ii) C\ (t) , B. (t) ;?: ]. 
(iii) c .. (r,t,u) $ O; 
].]. 
(iv) c .. (r,t,u) 
J.) 
;?: 0 
(v) c. (r,t,O) ;?: O. 
]. 
O; 
whenever i # j; 
Then u. (r,t) ;?: O on [0,1] x [O,T) and for i = 1, ... k. 
]. 
PROOF. Let L be the operator defined by (4.1). From equation (4.5) and con-
i 
dition (v) one sees that 
or 
L,U, + 
]. ]. 
k I c .. (r,t,u)u. s 0. j=l J.J J 
Now it is possible to apply Theorem 4.1, replacing u by -u. One gets 
-u. (r,t) s 0 
]. 
for all i,r,t. D 
The nonnegativity of the solution of our system is an immediate con-
sequence of this theorem. 
THEOREM 4.3. Suppose that for o s t < T, T arbitrary, (X(r,t), Y(r,t)) is a 
solution of the initial boundar•y value problem for the reaction-diffusion 
equations given in Section 1, and that the initial conditions x0 (r) and Y0 (rl 
are nonnegative. Then 
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X(r,t) ~ 0 and Y(r,t) ~ 0 for 0 < r < 1, 0 < t < T. 
PROOF. Apply Theorem 4.2 with k 2 and 
a. (r,t) = D., 
1. 1. 
c 1 (r,t,X,Y) 
c2 (r,t,X,Y) 
A(r) - (B(r)+1)X + x2Y, 
2 B(r)X - X Y, 
It is easily seen that our system has all the required properties. D 
REMARK 4.4. Using Theorem 4.2, one can prove that the parabolic problem 
(4-5)-(4.7), and hence our reaction-diffusion problem, allow at most one 
solution. 
5. SOME PRELIMINARY REMARKS ON THE EXISTENCE OF A SOLUTION OF THE EVOLUTION 
EQUATIONS FOR ALL TIME 
Until now we have only shown the existence of a solution on an interval 
(O,s) for a certain positive s, the value of which is determined by the pro-
cedure described in Section 3. Since we are, after all, especially inter-
ested in stationary solutions, we must convince ourselves that a solution of 
the evolution equations exists for all time. Achieving this conviction will 
be a rather cumbersome affair. Among others, we shall essentially need the 
Sobolev space topologies. 
We are looking for solutions, for all time, of the parabolic system of 
equations (3.2). Observe that the nonlinearity of the problem is wholly re-
flected in the term h(x,y) occurring in both equations. By a simple trick, 
namely by adding the two equations (3.2), we can locate the nonlinearity of 
the problem in one of the two equations. Set 
w(r,t) x(r,t) + y(r,t); 
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then the equation for w becomes linear. The system of equations we are going 
to consider is 
2 a2 ~~· Dl a w + (02-Dl) ~ - w + y + A(r) - A0 + b(r), ar2 ar (5.1) 
ay Cl 2w B(r)w + 2 - g(w,y) + b(r), 
at = 02 Clr2 -
(B(r)-Ao)Y 
for all t > O, where the nonlinearity term is 
(5.2) g(w,y) -1 2 2 2 B(rJA0 (w-yl + (w-y+A0 J y - A0 y. 
To save ourselves the trouble of too lengthy formulas, we shall write (5.1) 
in the form 
()2 2 
Dl __..!!... + (D -D JU+ F(w,y) + a(r), 
ar2 2 1 Clr2 
(5.3) f~· 
ay = ()2 02 __..!!... + G(w,y) + b(r) I 0 < r < 1, 0 < t < 00 , at ()r2 
where F is the linear expression 
(5.4) F(w,y) -w + y, 
G the nonlinear expression 
(5.5) G(w,y) 2 -B(r)w + (B(r)-A0 )y - g(w,y), 
and 
(5.6) a(r) A(rl - A0 + b(r). 
Observe that G is a polynomial of the third degree in wand y, with coeffi-
cients depending on r that are infinitely differentiable with respect to r. 
The boundary and initial conditions for w follow from those for x and 
y. For the sake of easy reference, we give them all here: 
(5.7) w(O,t) w(l ,t) y(O,tl y(1,t) 0, O<t< 00 , 
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(5. 8) {
w(r,O) 
y(r,O) Yo<rl, O<r<1. 
As noted before, we are only interested in nonnegative solutions X(r,t) and 
Y(r,t). Translating this requirement in terms of the new dependent variables 
w(r,t) and y(r,t), we find that wand y must satisfy 
(5. 9) {
w(r ,t) 
y(r,t) 
e:: -A0 + y(r,tl, 
e:: -B(r)/A0 , O < r < 1. 
From Theorem 4.3 we know that any classical solution of our problem will 
satisfy (5.9) provided that the initial conditions fulfil 
(5.10) O<r<1. 
Our aim is to establish the existence of a solution of the problem 
(5.3)-(5.10) for all time. When we have done so, we also, of course, have 
the existence of a solution for all time of the original problem in X and Y. 
The main difficulty in proving that the solutions X and Y guaranteed by 
Theorem 3.1 on an interval (O,s) for some scan be continued for all time is 
to show that they do not blow up. The reason why this question is interest-
ing is that the chemical model (1.1) does not allow us to conclude before-
hand that the concentrations X and Y remain bounded, since there is an un-
limited amount of A and B. Of course, if the solutions of our reaction-dif-
fusion equations were to explode, the model we are discussing in this chapter 
would not make any sense at all. 
So we must find, by mathematical means, an upper bound for a solution 
of (1.4), (1.5), (1.7)-(1.9), (1.11), (1.12), or equivalently of (5.3)-
(5.10), without actually having a solution. Such upper bounds are called 
a priori estimates. One might expect to find the upper bounds for the sol-
ution in more or less the same way as the lower bounds (Theorem 4.3) were 
found, that is by means of a maximum principle for weakly coupled para-
bolic systems. The key to this approach would be a theorem by WEINBERGER 
[23, p.299] which states that if the initial and boundary conditions of the 
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parabolic problem remain in a convex set S of the (w,y)-plane, and if the 
vector consisting of the non-differential terms never points outward on the 
boundary of S, then the solution will remain in S for all 0 < r < 1 and 
t > 0. Unfortunately, one is not capable of finding such a set S with 
(F(w,y)+a(r),G(w,y)+b(r)) never pointing outward. Therefore, the maximum 
principle attempt of finding upper bounds for the solution collapses. One 
is, however, able to find such a priori estimates for so-called weak sol-
utions of the problem, or in other words in a Sobolev space topology set-
ting. 
The problem we have to solve combines certain features of the Cauchy 
problem with features borrowed from elliptic boundary value problems. The 
solutions w(r,t), y(r,t) are defined on the Cartesian product of a space and 
a time interval. In the space coordinate the equations are elliptic. For 
elliptic partial differential equations there is a well-known Sobolev space 
theory, so it pays to regard the functions w and y of two variables, 
w,y: (0,1) x (0,T) -+ JR 
(r,t) ~ w, y(r,t), 
as functions of one variable, t, with values in a space E of functions of 
the variable r, i.e. 
w,y: (0,T) -+ E 
t I-+ W 1 y[t]. 
When doing so, we shall write w[t](r) instead of w(r,t). Usually E will be 
1 
one of the Sobolev spaces, e.g. H0 (0,1). 
The advantage of this approach is the following. In a certain sense we 
separate the variables. The solutions wand y, as functions of r, satisfy 
certain boundary conditions. In Sobolev space theory for elliptic equations, 
it is customary to express the fact that a function is to satisfy certain 
homogeneous boundary conditions by requiring that it must be an element of 
a certain Sobolev space. Below, rudiments of this theory, as far as we need 
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it, are given. Imposing an initial condition on w,y calls for taking w,y 
as functions of t. In the above notation, this comes down to a condition 
that w[t] + w0 , y[t] + y0 in a certain sense as t + O, w[t] and y[t] be-
longing to certain Sobolev spaces for all t. 
The drawback of this approach is apparent. The reader needs some ac-
quaintance with functions that have their ranges in an infinite-dimensional 
linear space. The next section is concerned with this. 
6. FUNCTIONS VALUED IN A BANACH SPACE 
The purpose of this section is to provide the minimum number of facts 
necessary about functions valued in a Banach space E. In view of our needs, 
we merely need a straightforward generalization of the scalar case. 
Our exposition here has a more psychological than mathematical meaning: we 
hope to convince the reader that the difference between functions valued in 
a Banach (or Hilbert) space and those valued in lR (or ~) is easy to over-
come, and that both kinds of functions obey the same set of rules. 
In Chapter II the definition of Sobolev spaces was given. Here we shall 
only need the spaces Hm' 2 (0,1) = Hm(0,1) of functions f(r) defined on 
0 < r < 1. Furthermore, we are only interested in real-valued functions, or 
in functions valued in a Sobolev space over the real scalar field. Conse-
quently, we leave out the bar in the definition of the inner product in 
~(0,1): 
1 
J dkf dkg (f,g)m = l k k. dr. 
kSm 0 dr dr 
Recall (see Section II.2) that H~(0,1) is 
Hm(0,1), that C~(0,1) is dense in L2 (0,1), and 
space of Hm(0,1) when m ~ 1. 
THEOREM 6. 1 • The imbed.ding 
1 2 I: H (0,1) + L (0,1) 
is aorrrpaat. 
the completion of C~(0,1) in 
m that H0 (0,1) is a proper sub-
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PROOF. This is a special case of Theorem II.2.3., with n 
m = 1. D 
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1,p 2and 
The following special case of Sobolev's imbedding theorem is needed. 
THEOREM 6.2. (SoboZev}. The identity mapping 
1 O+a I : H (0,1} + C [0,1], 0 <Cl < i. 
is aompaat (whiah implies that I is aontinuous). 
~· This is a special case of Theorem II.2.4. D 
1 LEMMA 6.3. If f € Ho(0,1}, then f(O} = f(l) = o. 
PROOF. From the preceding theorem we see that u may be changed on a set of 
measure zero such that it is a continuous function on [0,1], so it makes 
sense to write f(O) and f(l). For the rest of the proof see AGMON [9, 
p.105]. D 
LEMMA 6.4. The SoboZev spaaes Hm(0,1) a:r>e sepa:r>abZe, i.e. they ailmit a 
aountabZy infinite set that is dense in Hm(0,1). 
v PROOF. See NECAS [10, p.64]. A different way to state this property is to 
say that Hm(0,1) has a countably infinite base. D 
DEFINITIONS 6.5. Let 
f: (0,T) + E 
t I+ f[t], 
where E is a Banach space. Since E is equipped with a norm, it is obvious 
what is meant by such a function being aontinuous at some point t E (0,T) or 
in a subset of (0,T). The definition of the derivative off at t is equally 
obvious: it means that the limit 
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lim f[t+h]-f[t] 
h-+O 'h 
exists (h # O, small and real). Observe that this definition fully exploits 
the fact that E is a normed linear space: besides convergence, vector sub-
traction and scalar multiplication of vectors are also used. The derivative 
at t is denoted by df(t)/dt or f'(t). If it exists at all points of (0,T}, 
we say that f is differentiable on (O,T). Those familiar with Frechet de-
rivatives of a mapping (see e.g. TEMME [11]) will see that both notions 
coincide. 
The definitions of higher order differentiability and of continuous 
differentiability are obvious. 
NOTATION 6.6. In analogy to the space of continuous real-valued functions 
on [O,T] we introduce the notation c0 ([0,T];E) for the linear space of con-
tinuous E-valued functions. Of course, c0 ([0,T];JR) = c0[0,T]. The norm in 
c0 ([0,T];E) is defined as 
(6.1) if! 0 
C ([0,T] ;E) 
max 
0:5t:5T 
II f[t]ll . 
E 
The reader will understand the meaning of Cm([O,T];E), 1 $ m $ 00 , without 
further explanation. 
DEFINITION 6.7. Integration of functions valued in E 
The definition of the Riemann integral is immediate: 
in E of the Riemann sums 
which converge, for instance, for continuous f because E is a complete 
space. Likewise, one can define Lebesgue integration of a function 
f: (0,T) -+E. 
The Lebesque spaces L2 (0,T;E) are defined as the completion of the 
linear space of infinitely differentiable E-valued functions with compact 
support, C~(O,T;E), with respect to the norm 
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(6. 2) 
The trouble with this definition is in the first instance that the el-
ements of this space are "ideal objects". Without proof (see e.q. TREVES 
Ll:.!, p.38.3]) we mention that by means of the Lebesgue integration theory 
the elements of L2 (0,T;E) can be recognized as classes of functions modulo 
the standard equivalence relation of being equal almost everywhere, which 
here amounts to u ~ v if f 
T 
J Hf[tJ - g[tJD:dt o. 
0 
2 REMARK 6.8. One should be on one's guard: the space L (0,T;E) is, with re-
spect to the norm (6.2), a 
is itself a Hilbert space) 
that E is a Hilbert space, 
Banach space, but in general (that is, unless E 
2 L (0,T;E) is not a Hilbert space. In the case 
2 L (0,T;E) is equipped with the canonical Hilbert 
space structure by the inner product 
(6. 3) (f,g) 
L2(0,T;E) 
T 
J (f[t], g[t])Edt. 
0 
2 1 REMARK 6.9. In the following sections the spaces L (O,T;H0 (0,1)) and 
2 2 L (O,T;L (0,1)) are often used. 
Let f(r,t) map (0,1) x (O,T) into lR, and denote tt+ f(•,t) by f[•]. 
Then if f € L2 (0,T;L2 (0,1)), it can be regarded as a function belonging to 
L2 CC0,1) x (0,T)). In short we write, not quite accurately, 
2 2 2 L (0,T;L (0,1)) = L ((0,1) x (O,T)). 
Our final definition in this section concerns Sobolev spaces of func-
tions valued in a Banach space E. It does not surprise us that this defi-
nition is straightforward too. 
We recall that the distributional derivative of a locally integrable 
function f: (0,T) + lR, usually also denoted by df/dt, or, Df is-defined by 
the relation 
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00 
T 
J df(t) cj>(t)dt dt 
0 
T 
- J 
0 
f(t) dcj>(t) dt 
dt 
for all C -functions cj>: (O,T) -+ lR with compact support in JR. Likewise, the 
distributional derivative of an E-valued function u: (O,T) -+ E is defined by 
the relation 
(6.4) 
T 
J df[t] cj>(t)dt dt 
0 
T 
- J 
0 
f[t] dcj>(t) dt 
dt 
for all cj> E C~(O,T). Higher order derivatives are defined by repetition of 
(6.4). 
DEFINITION 6.10. The m-th Sobolev space of E-valued functions Hm(O,T;E) is 
defined as the linear space of all E-valued functions of which the m-th 
2 order distributional derivatives belong to L (0,T;E). If Eis a Hilbert 
space, this linear space becomes a Hilbert space under the canonical Hilbert 
space structure 
(6.5) (f,g) 
Hm(O,T;E) 
T 
= r J (dkf[kt]. dkg[ktJ\ dt. 
k=O dt dt }E 0 
We conclude this section by stating the following theorem, which is a 
special case of possible Sobolev theorems for E-valued functions (we do not 
need other theorems) . 
2 df 2 THEOREM 6.11. If f EL (0,T;E) and dt EL (O,T;E), then, after possible mod-
ification on a set of measure zero contained in [O,T], f is a continuous 
function of [O,T] into E. In agreement with former notation one usually 
writes this fact less precisely in the form 
(6.6) 1 0 H (0,T;E) c C ([0,T];E). 
The identity map defined by (6.6) is continuous (even compact). 
PROOF. There is no real difference between the proof of this theorem and 
that of Theorem 6.2. D 
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7. THE FAEDO-GALERKIN METHOD 
Having summarized some rather elementary theory on functions valued 
in Banach spaces, we are now in a position to introduce the concept of 
a weak solution of the initial boundary value problem for the evolution 
equations (5.3). We first introduce some notation. 
2 NOTATION 7.1. In the following, the set Q c lR will be the set 
Q (0,1) x (0,T). 
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The functions w(r,t) and y(r,t) will be regarded as functions w[t] and y[t] 
with values in an appropriate Sobolev space. So, 
w[t] (r) w(r,t), y[t] (r) y(r,t). 
Furthermore, let ~(r) and $(r) be weakly differentiable functions on 
0 < r < 1 with zero values in r = 0 and r = 1. More precisely, let ~and $ 
1 belong to the function space H0 (0,1). Then the Dirichlet integral D(~,$) is 
defined as 
(7 .1) j :r ~(r) :r $(r)dr. 
0 
Remember that we are only considering Sobolev spaces over the real 
scalar field, since w(r,t) and y(r,t) are also supposed to be real. For ~ 
and$€ c;co,1), the Dirichlet integral is equal to 
D(~,$) 
1 2 
- f d ~(r) $(r)dr, 
0 dr 
as is seen by partial integration. 
Observe also that the two-fold differentiation with respect to r is 
bounded when regarded as an operator 
a2 2 2 
-:--! : H (0,1) + L (0,1). 
ar 
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In our definition of weak solution we shall not make use of the speci-
fie form of w0 (r) and y0 (r), in order that the general idea of the Faedo-
Galerkin method, which is applicable to many other equations, is not ob-
scured. 
DEFINITION 7.2. Let 0 < T ~ 00 be arbitrarily chosen. Let the initial data w0 
e>.nd y 0 satisfy 
(7. 2) 1 2 w 0, y 0 E Ho ( 0, 1) n H ( 0, 1) , 
(which is, in fact, a little more restrictive than (5.8); compare also 
(3.6)). Assume further that 
1 
a,b E H (0,1), 
which is less restrictive than (1.9). Then a weak solution on (0,T) of 
the initial boundary value problem for the evolution equations (5.3) is 
defined as a pair of functions (w,y), with 
(7.3) 2 1 2 w, y E L ( o, T; H0 < o, 1 l n H ( o, 1) l , 
satisfying the equations (writing w[t](r) w(r,t) etc.) 
(7.4) 
o1 (~w[tJ,<1» 0 + (D2-o1 J (~y[tJ,.pJ 0 
+ (F(w[tJ, y[t]),~) 0 + (a,~) 0 , 
o2 (~y[tJ,~l 0 + (G(w[tJ, y[tJ) .~i 0 
+ (b,~l o' 
for 0 < t < T and for all cp E H~(0,1) n H2 (0,1), the initial conditions 
(7.5) 
~w[t] 
~y[t] 
and the conditions 
as t + 0; 
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(7.6) y(r,t) ~ B(r)/A0 , w(r,t) ~ -A0 + y(r,t) 
for 0 < r < 1, 0 < t < T, which ascertain the nonnegativity of X(r,t) and 
Y(r,t). Remember that c0[o,1] c H1 (0,1), so that (7.6) makes sense. 
REMARK 7.3. The reader may wonder if in this definition the boundary condi-
tions w(O,t) = w(l,t) = y(O,t) = y(l,t) = 0 are forgotton. This is not so, 
since from (7.3) there follows 
1 
w[tJ, y[tJ E H0 (0,1) 
so by Lemma 6.3 one has w[t](O) 
0 < t < T almost everywhere. 
for almost all t E (0,T), 
w[t] (1) 0, and the same for y[t], for 
The initial condition (7.5) may seem meaningless at first sight. Later 
on we shall prove that the derivatives of the weak solution -/tw[t] and 
d 2 2 di?'[t] belong to L (0,T;L (0,1)), so that from Theorem 6.11 one may conclude 
that w[t] and y[t] are continuous functions of [O,T] into L2 (0,1). 
Our aim is to solve the weak problem (7.2)-(7.6) by the so-called 
Faedo-Gaierkin method. Let us first make some introductory remarks. 
Physicists and engineers, confronted with boundary value problems for 
elliptic partial differential equations, were led to devise practical meth-
ods for approximating the solutions of such problems. Much in favour recent-
ly is the Gaierkin method, which is based on the approximation of the ellip-
tic partial differential equation by linear equations in finite-dimensional 
subspaces of the infini te-dimensi.onal function space in which we are looking 
for a solution. One solves these finite-dimensional systems of linear equa-
tions, and then shows that their solutions converge to that of the original 
boundary value problem as the finite-dimensional spaces suitably increase to 
the full space. 
FAEDO [13] constructed a method to prove the existence of a solution of 
initial boundary value problems for linear parabolic differential equations, 
which is based on the Galerkin method described above. With respect to the 
space variables, one proceeds in exactly the same fashion as in the Galerkin 
method, but instead of obtaining a finite system of linear equations one 
here has to deal with a finite system of linear ordinary differential equa-
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tions, which one solves by means of the standard theory for such equations. 
Finally, one then has to show that the solutions of these finite-dimensional 
systems approach the solution of the original initial boundary value prob-
lem, the latter being considered as an initial value problem for ordinary 
differential equations in an infinite-dimensional function space, as the fi-
nite-dimensional subspaces of functions in the space variables increase in 
a suitable manner. 
This method, usually called the Faedo-Galerkin method, was first ap-
plied to a nonlinear problem by HOPF [14]. He showed the fundamental role 
this method plays when discussing the Navier-Stokes equation. In his book 
[5], LIONS gives many examples of how this method and similar ones can be 
used to prove the existence of solutions of initial boundary value problems 
for nonlinear evolution equations. 
Since the Faedo-Galerkin method is useful in a variety of nonlinear evo-
lution problems, it is worthwhile to give it detailed attention. Luckily, 
the problem we have at hand is such that all the characteristic features of 
the method show up when discussing its application to our problem. 
All the applications of the Faedo-Galerkin method to nonlinear problems 
have in common that the passage to the limit from finite systems of differ-
ential equations to differential equations in an infinite-dimensional vector 
space, as mentioned above, is far more tedious to establish than it is in 
the linear case. It is here that the necessity for a priori bounds for the 
solution of the original problem, already announced in Section 5, becomes 
apparent. 
Our argument is arranged in the following manner. 
(i) This section is concluded by the construction of approximate solutions 
of ( 7. 2) - ( 7. 6) . 
(ii) In the next section we derive the necessary a priori estimates. 
(iii) Then, in Section 9, we actually perform the passage to the 
Let {~j}, j = 1,2, ••. , be a sequence of elements of H~(0,1) 
limit. 
2 
n H (0, 1) 
that is dense in this space. Notice that the~- are chosen to be inde-
J 
pendent of t. Such a sequence exists, because according to Lemma 6.4 Hm(0,1) 
is a separable space. In our case it pays to choose the ~j to be the solu-
tions of the eigenvalue problem 
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(7.7) 
(i.e. -<P'!(r) = A.<j>.(r), 0 < r < 1), 
J J J 
2 
n H ( 0, 1) (so <j> ( 0) = <j> (1 ) = 0) . 
These functions form an orthonormal base in L2 (0,1). The initial data w0 and 
Yo can now be approximated by a linear combination of {<j>.}. Write 
J 
(7.8) l m . wo = l a~ <P. + wO m i=l m J. 
m . 
\ Bi <P Yam l Om i + Ya 
i=l 
1 2 in H0 (0,1) n H (0,1) as m + m. 
We choose the coefficients aj and Bj in such a manner that Om Om 
(7 .9) 
We now seek approximate solutions wm and ym of (7.2)-(7.6) in the form 
m i l am(t)<j>i, 
i=l 
(7 .10) 
m i l tlm(t)<j>i. 
i=1 
Hence, wm[t] and ym[t] belong to the linear span of <j>i, ..• ,<j>m. Substituting 
these expressions into the equation (7.4), and noting that here it is suff-
icient to let the <P in (7.4) range only over the set {<j>. J j = 1, ... ,m}, we 
J 
obtain the following system of 2m (nonlinear) differential equations for the 
coefficients aj(t) and Bj(t): 
(7. 11) 
m m 
+ (F(wm[t],ym[t]),<j>j)O + (a,<j>j)O 
d~ B~(t) = d~(ym[t],<J>j)O 
n2 c~y [tJ,<J>.> 0 + (G(w [tJ,y [t]) ,<J>.> 0 m J m m J 
j 1, ... ,m, 0 < t < T. 
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From (7.8) and (7.10) it follows that aj(t) and Sj(t) satisfy the initial 
m m 
conditions 
(7 .12) j 1, ... ,m. 
The equations (7.11) have uniquely determined solutions aj(t) and Sj(t), 
m m 
j = 1, ..• ,m, obeying the initial conditions (7.12), defined on a certain in-
terval (0,tm). This is a consequence of the following standard existence 
theorem in the theory of ordinary differential equations. Later on it will 
be proved that tm = T for all m. 
n+1 THEOREM 7. 4. Let Q be an open set of lR , the elements of which are 
written as (t,x) with t E lR and x E lRn. Let ;f: Q-+ lRn, (t,x) 1+ f(t,x) be 
a continuous function in D that is Lipschitz continuous with respect to the 
variable x in D. Then for any Ct0 ,x0J E D the system of ordinary differen-
tial equations 
(7 .13) dxd~) = f(t,x) 
has a unique continuously differentiable solution passing through 
Ct0 ,x0J (i.e.x(t0 J = x0J; this solution is defined on an open interval I c Q 
with t 0 E r. 
PROOF. See HALE [15, p.18 ff]. 0 
It is easily seen that the right-hand sides of (7.11) satisfy the con-
ditions of the theorem, taking, of course, n = 2m. 
It is hoped that the reader has noticed that in a certain sense we have 
"separated variables"; in the functions 4>. the space variable r is hidden, 
J 
whereas they are independent of the time t. 
Having found uniquely determined solutions aj(t) and Sj(t) of (7.11) 
m m 
and (7.12) we have achieved the construction of approximate solutions wm[t] 
and ym[t]; this is seen by simply inspecting (7.10), from which it also 
1 1 2 follows that wm and ym belong to c (0,tm; H0 (0,1) n H (0,1)). 
REMARK 7.5. Because wm and ym satisfy equations (5.3), and because their in-
itial values obey the nonnegativity requirements (5.10), Theorem 4.3 shows 
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that wm and ym satisfy the nonnegativity requirements for all t E [0,tm). 
8. A PRIORI ESTIMATES FOR WEAK SOLUTIONS OF THE EVOLUTION EQUATIONS 
This section has a rather technical nature. The reader who wishes to 
keep an eye on the main line of the argument, and does not wish to go into 
all the technical details, is advised to take notice of the results in this 
section, without looking at the proofs, and then proceed to Section 9. 
Theorem 8.4 gives the crucial estimates. First, however, we derive 
some elementary inequalities. 
LEMMA 8.1. For all 
positive constants 
1 
<jl E HO (0 1 1) the Dirichlet integral satisfies, for certain 
c 1 and c 2, 
( 8. 1) 
PROOF. Since 
r r 
<jl(r) f <P' (s)ds 
0 
f <P' (s) .1 ds, 
0 
application of the Cauchy-Schwarz inequality yields 
r 
<P 2 ( r) s f ( <P ' ( s) ) 2 ds s II <P ' II ~. 
0 
Integration of this result with respect to r gives 
1 
f q, 2 (r)dr = llq,11~ s Uq, 1 11~ 
0 
D ( <jl '<jl) ' 
which is usually called the Poincare inequality. Hence 
2D (<jl, <jl). 
The other inequality is trivial. D 
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! REMARK 8.2. The consequence of this lemma is that (D($,$)) 2 is a norm on 
H~(0,1) equivalent to the original norm 11$11 1 . 
LEMMA 8.3. For all $ E H~(0,1) n H2 (0,1) the following inequality holds: 
(8.2) 11$11 2 s const. llf1$ll. 
PROOF. It is possible to prove this in an elementary way. The result also 
follows from Theorem III.2.10. D 
THEOREM 8.4. Suppose that w and y are (weak) solutions of (7.9)-(7.12) m m for all t. Then there exist positive constants a, Sand constants c1 , c 2 
and c 3 such that 
for all m 1,2, ... and all t. 
PROOF. Because of the special choice of our base {$.} we may substitute ~~ J . 
-;\ ~l LI$'; for $. in (7 .11); multiply each of the first m equations by aJ (t), J J J - . m 
each of the second m equations by SJ(t), and take the sum over j from 1 un-
m 
til m. One then gets 
2 
-n111tiwm[tJll 0 - cn2-n1) (L'iwm[t],L'iym[tJ) 0 
+ (F(wm[t],ym[t]),-L'iwm[tJ) 0 + (a,-L'iwm[tJ) 0 
(8.4) 
-D II L'iy [ t]ll 2 2 m 0 
+(G(w [tJ,y [tJ),-tiy [tJl 0 + (b,-tiy [tJJ 0 . m m m m 
1 1 Using the equivalence of the norms (D(u,u)) 2 and llull 1 for H0 (0,1), we obtain 
d 2 2 !dt(a:llwm[tJll 1 + Sllwm[tJll 1) 
2 
s -a:n111tiwm[tJll 0 - a:(D2-n2) (L'iwm[t],L'iym[tJ) 0 
-sn211tiy [tJll 2 m 0 
+ a:D(F(wm[t],ym[t]),wm[t]) + SD(G(wm[t],ym[t]),ym[t]) 
+ a:D(a,w [t]) + SD(b,y [t]). 
m m 
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In the rest of this proof we shall drop the index m and the argument t; so 
we write w [t](r) = w (r,t) = w, etc. Using the Cauchy-Schwarz inequality a 
m m 
few times, we find 
1 
D(a,w) $ I ~ aw drl ar ar $ II all 111wll1, 
0 
D (b, y) $ llbll lllyll 1 
and, in view of (5.4) 
1 
D(F(w,y) ,w) $ I a aw . a;:<-w+yl ar dr I $ 
0 (8. 5) 
II -w+yll 111 wll 1 $ (II wll 1 +II yll 1) II wll 1 • 
Of course, it takes more trouble to find an estimate for the nonlinear term 
D(G(w,y) ,y). By definition, see (5.5) and (5.2) 
G(w,y) -1 2 
-B(w-y) - BAO (w-y) 
so 
1 1 
I 3G(w,y) .£x. d ar ar r I~ [- dB 3 (w-y)dr - Bar(w-y) 
0 0 
-1 2 dB 
Ao (w-y) dr 
(8.6) 
2 ay a J 
- (w-y+A0) ar - 2(w-y+A0)y ar(w-y) dr 
Using the additional condition (7.9) on the initial values of y and recall-
-1 ing Remark 7.5, we find that y ~ - BA0 , so 
1 
I4 + I6 $ I a ay 2B a;:<w-y) ar dr · 
0 
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The second additional condition (7.9) implies that w - y ~ -A0 , which 
provides an upper bound for r 3 : 
1 
1 3 s f (w-y)dB .!l'.. dr. dr ar 
0 
Obviously, I 5 S 0. Making use of these three estimates, and applying the 
Cauchy-Schwarz inequality a number of times, we obtain 
1 
f ClG .£x_ drf < ar ar -
0 
1 
f ~ [- as a (w-y) dr - ~(w-y) 
0 
+ (w-y):= + 2s;rcw-y) ]drl 
where M is a constant depending on the maxima of B and dB/dr. 
Finally, 
2 2 
-ao111tiw11 0 - a(o2-o1) (tiw,tiy)O - ao2Dtiyll 0 
(8. 7) 
= - ao1[ntiw - !Cy-1)tiyll~ + (~ - !Cy-1/Jlltiyll~]. 
where y o2/o1 • Choose a and S > 0 such that 
(8.8) 
2 Then the left hand side of (8.7)·is s - elltiyU 0 . Combining all the estimates 
obtained above, we find that there exist constants k1 , k2 , k3 and k4 , such 
that 
!~Ca 11wll21+Bll yll 2> + d tiyH 2 s dt 1 0 
(8.9) 2 2 
s k 1Hwll 1 + k211yU 1 + k311wll 1 + k411yll 1 
when a and a are chosen to satisfy (8.8). Hence (8.3) holds. D 
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COROLLARY 8.5. Under the asswrrptions on w and y mai/.e above, there exist 
m m 
constants K, K0 and µ such that 
(8.10) {
lwm[tJll 12 
ly [t]ll 2 
m 1 
$ Keµt + K 
o' 
for au t and m. 
PROOF. Let u(t) = allw [tJll 2 + f3lly [tJll 2 with a and f3 satisfying (8.8). Then 
m 1 m 1 
the estimate (8.3) may be written as 
du(t) < µu(t) + dt - c3 
with u(O) = allw [O]ll 2 + f3ily [O]ll 2 . 
m 1 m 1 
Integration of the differential inequality yields 
c3 µt µt 
u(t) $ ~(e -1) + u(O)e • µ 
Together with (7.8) this implies (8.10). D 
COROLLARY 8.6. Under the same asswrrptions on wm and ym, there exists a non-
negative constant c, only depending on T, such that 
T 
f llwm[t]ll ;at $ c (T) 
and 0 
T 
f llym[tJll ;at $ c (T) 
0 
for all m. 
PROOF. Inspecting the proof of Theorem 8.4 carefully, taking special notice 
of inequality (8.9), we see that instead of (8.3) we could just as well have 
proved 
!!(allwm[t]ll~ + f3llym[t]ll~) + Elillym[t]ll~ 
2 2 
$ c 111wm[tJll 1 + c211ym[tJll 1 + c 3, 
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valid for all t 
T 
E f 
0 
and m. Inteqrating this from 
T 
llt.y [tJll 2dt :<; cl f llwm[t]ll~dt m 0 
0 
T 
+ c2 f llym[t]ll~dt + c 3T 
0 
O to T, one obtains 
Application of (8.10) gives the wanted result, since E > 0. Making use of 
the other term in the expression (8.7) one gets the other estimate. D 
COROLLARY 8.7. Let w a:nd y be as above. Then, for fixed T, the sequences 
m m 2 2 2 F(w ,y) and G(w ,y) are bounded in the Hilbert space L (0,T;L (0,1)) = L (Q). m m m m 
PROOF. From the Cauchy-Schwarz inequality it follows that 
r 
v2 (r,t) = 2 f 
0 
for all v[t] E H' (0,1). 
av Clp (p,t)v(p,t)dp :<; 2ilv[t]ll~ 
Applying Corollary 8.6, and using the above inequality, we find 
r 
f w!(p,t)dp :<; const(T). 
0 
Repetition of the argument yields the boundedness of any product of any 
nonnegative integral power of w and y • D 
m m 
REMARK 8.8. The a priori estimates we have proved in Theorem 8.4 are slight-
ly different from those derived by AUCHMUTY & NICOLIS in [4]. To say it in 
an unprecise, but suggestive manner, our estimates are the same as theirs, 
but are valid in Sobolev spaces one order higher. That is because we made 
more use of the infinite differentiability of the initial data and of the 
functions A and B. The reason why we did this is to simplify the argument 
in the next section. Especially, preceding in the fashion we have done has 
the great advantage that we do not have to introduce Sobolev spaces of 
negative order. 
VI. CHEMICAL REACTION WITH DIFFUSION 199 
9. THE EXISTENCE OF A (WEAK) SOLUTION OF THE EVOLUTION EQUATIONS FOR ALL 
TIME 
In this section we wish to show that the sequences wm and ym have con-
vergent subsequences with limit - in a sense that has to be specified - w 
and y, that are solutions of the weak problem (7.2)-(7.6) for 0 < t < T, 
where T is arbitrary. The first step consists of proving the following prop-
erty of solutions of the approximate problem (7.11), (7.12). 
THEOREM 9.1. Let T > O, arbitrarily chosen, and let w and y be the solu-
m m 
Uons of (7.11), (7.12), whose existence on an interval (0,t) is proved in m 
section 7. Then, asswning that t < T, for all m these solutions can be con-
m 
tinued to the interval (0,T), i.e., w and y can be defined on (t ,T) in 
m m m 
such a manner that they satisfy (7.11) on the whole interval. 
PROOF. Since 
a.j (t) = (w [tJ,cji. J0 , m m i 
one has by the Cauchy-Schwarz inequality and the a priori estimate (8.10) 
J a.j (t) J s II w [ t]ll II cji. II 0 s const (T) m m 0 J 
for all t E [O,T] and a analogous upperbound for aj(t). Substituting the ex-
m 
pressions (7.10) for wm[t] and ym[t] into the equations (7.11), one gets a 
system of 2m differential equations of the form 
u = f(u(t)) 
1 m 1 m 
where u(t) = (a.m(t) , •.• ,a.m (t) ,am (t) , ••• ,am (t)). Of this equation the 
following three facts are known: 
(i) any solution v on the interval [0,T] must always satisfy lv(t) I s M 
for some constant M > O; 
(ii) the right hand side is continuous and bounded on the tube 
2m I I I { (t,v) E lR x lR O s t s T, v(t) s M} and 
(iii) u(t) is a solution on the subinterval (O,tm). 
From these three facts the continuability of the solution u(t) follows. 
Hence the theorem is proved. D 
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Above we have seen that the possibility of continuation of the solu-
tions wm[t] and ym[t] to the interval (0,T), where T is arbitrary positive, 
essentially is based on the first pair of a priori estimates for weak sol-
utions of the reaction-diffusion problem. 
The crucial role of the second pair of a priori estimates will be 
understood in the proof of our final existence theorem, in favour of which 
all the work above is done. 
THEOREM 9.2. (Existence of a weak solution for all time). The weak problem 
(7.2)-(7.6) has a solution (w[t],y[t]) for all time. For any T > O, wand y 
2 1 belong to L (0,TiH0 (0,1)). 
PROOF. Choose T > 0, arbitrarily. Let wm and ym be the approximate solutions 
on (0,T), that is solutions of (7.9), (7.11) and (7.10), the existence of 
which is guaranteed by the foregoing theorem. From Corollary 8.5 we see that 
f~ llwm[t]ll~ dt is bounded for all m (the upper bound of course is dependent 
{ 2 1 2 on T), so wm} is a bounded sequence in L (O,TiH0 (0,1) n H (0,1)). The same 
holds for {y } • 
m 
Since a bounded sequence in a Hilbert space is weakly compact, there 
exist a subsequences {wk} and {yk} of {wm} and {ym} respectively, such that 
as k + co 
(9. 1) 2 1 2 weakly in L (O,TiH0 (0,1) n H (0,1)). 
Weak convergence here means that 
T T 
J (wk[tJ,wCtJl 1dt + J Cw[tJ,wCtJl 1dt 
0 0 
2 1 for all w E L (O,TiH0 (0,1)) ask+ 00 • 
However, we shall need more. We are now going to show - and this is the 
fundamental point - that the sequences {w 1 } and {y 1 } are bounded in 
m m 
2 2 2 L (0,T;L (0,1)) = L (Q). 
span 
Let Pm be the projection of the space H~(0,1) n H2 (0,1) into the linear 
of the first m ~.given by (7.7): 
J 
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It can be written as 
p u = 
m 
m 
I (u,Q>i)OQ>i. 
i=l 
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Of course, Pmwm = wm, Pmym ym, the primes denoting differentiation with 
respect tot. From (7.11) we deduce 
w DlPmf\wm + (D2-Dl)Pmf\ym m 
+ P.[ (wm,ym) + Pma' 
(9. 2) 
ym D2Pmf\ym 
+ PmG(wm,ym) + p b. m 
Because of the special choice of the base {Qi.} the projection P has norm J m 
s 1. In Section 8 we have shown thatF (wm,ym) and G(wm,ym) remain in a 
2 bounded set of L (Q) for all m (Corollary 8.7) and that the operator 
1 2 2 LI: H0 (0,1) n H (0,1) + L (0,1) is bounded (Lemma 8.3). Hence the right hand 
sides of (9.2) remain in a bounded set of L2 (Q) for all m, so indeed, we 
I I 2 
have proved that wm and ym are bounded sequences in L (Q). So the subse-
quences {wk} and {yk} may be considered to be chosen in such a manner that 
(9. 3) weakly in L2 (Q). 
That the limits of wk and yk are indeed w and y is seen as follows. Sup-
pose that wk converges to a function w(l) in L2 (Q) weakly, then 
T 
J<w(ll[tJ,w[tJJ 0dt 
0 
' 
T 
lim J 
k-+oo 0 
T 
= -lim J 
k-+oo 
(wk[tJ,w [tJJ 0dt 
0 
T 
I 
(wk[tJ,w[tJJ 0dt 
T 
J (w[tJ,w'[tJJ 0dt 
0 
J (w 1 [tJ,wCtJJ 0dt 
0 
2 1 for all w EL (O,T;Ho(0,1)), 
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hence w(l) ' w • Combining this result with the fact we already know that 
2 1 2 
w and y are bounded sequences in L (O,T;H0 (0,1) n H (0,1)) we may con-m m 1 
elude that w and y are bounded sequences in H (Q). Since by Theorem 6.2 
m m 
the injection H1 (Q) + L2 (Q) is compact, {wk} and {yk} have subsequences, 
which we again call {wk} and {yk}, that converge in the L2~norm: 
(9.4) 
in L2 (Q), 
in L2 (Q). 
Since convergence in L2 implies convergence almost everywhere, we also have 
(9.5) almost everywhere 
in (0,1) x (O,T). 
It remains to study the behaviour of the terms F and G in ( 7. 11) as k + oo. 
As F is a linear combination of wk and yk, it is clear that 
(9.6) 
The nonlinear term, of course, causes more trouble. We know that the se-
quence Xk = G(wk,yk) is bounded in L2 (Q), so the subsequences {wk} and {yk} 
may be considered to be chosen such that 
(9. 7) 2 weakly in L (Q) • 
The point now is to prove that in (9.7) one may replace x by G(w,y). To this 
end we need the following lemma. 
LEMMA 9.3. Let {gk} be a sequenae of funations belonging to L2 (Q), suah that 
and 
aZmost everywhere in Q. 
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Then 
weakly in L2 (Q). 
PROOF. Let N be an arbitrary positive integer. Introduce the subset EN of Q 
{ (x,t) E Q I Jgk (x,t) - g (x,t) I ~ for k 2: N}. 
This sequence of sets increases as N + 00 , and the measure of ~ increases to 
2 
the measure of Q. Define SN to be the set of functions in L (Q) with support 
in EN, and let S = N~l SN. Then Sis dense in L2 (Q). Takes ES, then 
f s(gk-g)dxdt + 0 
Q 
as k + 00 , 
by virtue of the Lebesgue theorem on dominated convergence. This is seen as 
follows: s belongs to SM for some M. Take k 2: M, then ls(gk-g) I ~ lsl and 
gk + g almost everywhere. 0 
CONTINUATION OF THE PROOF OF THEOREM 9.2. Application of Lemma 9.3 to 
gk = G(wk,yk) gives 
(9.8) 
weakly in L2 (Q), because G(wk,yk) forms a bounded sequence in L2 (Q), and 
because by (9.5) G(wk,yk) + G(w,y) almost everywhere. 
Now return to the system of equations (7.11). Fix j and choose k > j. 
Then, according to (7.11) one has 
(9.9) 
Dl (t.wk,<jlj) 0 + (D2-D1) (t.yk,<jlj) 0 
+ (F(wk,yk) ,<Pj>o + (a,<jlj)O 
D2 ( t.yk' <!> j) 0 
+ (G(wk,yk),<jlj)O + (b,<jlj)O 
But, according to (9.1) it is true that 
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2 
weakly in L (0,T). 
From (9.6) and (9.8) it follows that 
and 
Finally, (9.3) implies 
weakly in L2 (0,T) 
2 
weakly in L (0,T). 
2 
weakly in L (O,T). 
So it is allowed to take the limit k + 00 in (9.9), and we find 
I 
(w ,cj>j)O Dl (llw,cj>j)O + (D2-D1) (lly,cj>j)O 
(9.10) 
+ (F(w,y) ,cj>j)O + (a,cj>j)O 
D2 (lly,cj>j) 0 
for any fixed j. Since the functions cj> j are dense in H~( 0, 1) n H2 ( 0, 1) , it 
is proved that wand y satisfy equations (7.4). 
All there remains to show is that w and y satisfy the initial condi-
tions (7.5). We have found (see (9.1) and (9.3)) that 
(9.11) 1 1 weakly in H (0,T;H0 C0,1)). 
Theorem 6.11 implies that the limit also holds pointwise in t, especially 
fort= O, so wk[O] + w[O] and yk[O] + y[O] weakly in H~(0,1). But since e.g. 
wk[O]= w0k + w0 in H~(0,1), one has the wished result. D 
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REMARK 9.4. From the Sobolev imbedding theorem (see Theorem 6.2) and from 
the regularity theory for parabolic equation given in Chapter II it follows 
that the weak solution is a classical solution. 
REMARK 9.5. (Continuation of Remark 8.8). As we noted before, using more of 
the smoothness of the data, we derived a priori estimates in Sobolev spaces 
one order higher than was done in AUCHMUTY & NICOLIS [4]. If we would not 
have done so, then from (9.2) one can see that one may not conclude that 
w~ and y~ remain bounded in L2 (Q), but only in L2 (0,T;H-1 (0,1)). A more 
complex compactness result, which can be found in LIONS [5; p.57 ff.], is 
then needed. 
10. STEADY STATE SOLUTIONS 
Amongst all solutions of our system the steady state solutions are of 
particular importance. Such solutions play in the theory of nonlinear para-
bolic partial differential equations a role analogous to that of the criti-
cal points in the theory of ordinary differential equations. They are time 
invariant, and similar to the situation for ordinary differential equations, 
one often finds that the system evolves to steady state solutions as t 
increases to infinity. 
Since steady state solutions do not depend on t, we write X(r) and Y(r) 
instead of X(r,t) and Y(r,t). These solutions obey equations (1.4) in which 
is set ox/at = oY/ot = 0, that is 
(10.1) 
0, 0 < r < 1. 
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They also fulfil the boundary conditions 
(10. 2) {
X(O) 
Y(O) 
X(l) 
Y(l) 
In this section and in section 14 we shall study the steady state solu-
tions in the case that a rather specific choice for the data A(r) and B(r) 
is made. We make the following assumptions. 
HYPOTHESES 10.1. The functions A(r) and B(r) will be chosen as 
(10.3) A(r) A0 cosh (2a(r-!ll/cosh a, 0 s r s 1, 
where a ~ 0, and 
(10.4) B(r) osrsl. 
In view of (10.4) we shall drop the subscript 0 and write B instead of B0 • 
Notice that these hypotheses are stricter than those made in section 1. We 
mention a number of immediate consequences of these hypotheses. First, there 
holds 
(10.5) OSrSl. 
Further, A(r) is a convex function of r. When a > 0, then A(r) is a solution 
of the boundary value problem 
0, 0 < r < 1, 
(10.6) 
where a I -~ 2DA Finally, note that A(r) ~ A0 on [0,1] if a = 0. 
In bifurcation theory one studies the possible steady state solutions of 
the dynamical system, for different values of a certain parameter. Moreover, 
one tries to acquire some qualitative knowledge about their nature. In our 
case the concentration of the reactant B will play the role of bifurcation 
parameter. 
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Let us first introduce some notations. 
NOTATION 10.2. A solution (X(r),Y(r)) of (10.1)-(10.4) depends on the value 
of B. To stress this fact we write (XB,YB 1 B) or (X,Y,B) to denote the solu-
tion corresponding to B. Let S be the family of all classical solutions 
(X,Y,B) of (10.1)-(10.4) for all B ~ 0. Clearly 
2 2 S c C (0,1) X C (0,1) X [0,oo). 
Let T be a closed, connected subset of S. We call T a tree of solutions, as 
it consists of many branches. By T0 we denote the tree starting from 
(X,Y,0). We are especially interested in the solutions belonging to this 
tree of solutions, which consists of all solutions that are connected to 
the solution (X,Y,O), the existence and uniqueness of which is demonstrated 
later on in this section. 
In Section 4 maximum principles played an important role in our invest-
igation. Here too, it will be seen that maximum principles, now for elliptic 
instead of parabolic equations, may be applied successfully. 
First, we give a rather general result for nonnegative solutions. 
THEOREM 10.3. Let (X,Y,B) be a nonnegative solution of (10.1)-(10.4) with 
B ~ O and a> O (i.e., A(r) t A0). Then 
D2B D 
X(r) $ A A + -- + 0 cA0-A(rl l, 0 D1A 0 1 
( 10. 7) 
D1AO D 
Y(r) B A 0 1. $ -+ --+ -CA0-A(r) l, $ r $ AO D2 D2 
PROOF. Define Z(r) = D1X(r) + D2Y(r) + DAA(r). Then from (10.1)-(10.4) and 
the assumed nonnegativity it follows that 
Z" (r) X(r) ~ 0 
and 
z (0) z (1) 
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Here, and henceforth, in contrast to the preceding sections, the prime de-
notes differentiation with respect to r. The simplest form of the maximum 
principle, based on convexity of the function Z(r), implies 
or 
The inequalities (10.7) are contained in the last inequalities. D 
COROLLARY 10.4. Let in Theorem 10.3 a= O (i.e., A(r) = A 0). Then instead 
of (10.7) one has 
X (r) 
D2B AO 
$ AO + DA + 2D r(l-r)' 
1 0 1 
(10.8) 
B D1AO AO 
Y(r) $ 
- + -- + ~(1-r), 0 s r $ 1. 
AO D2 D2 
PROOF. Replace Z(r) in the previous proof by 
Proceeding in the same fashion as above, one gets the result. D 
Now we wish to show that the tree T0 is not empty. To this end we need 
the following version of the maximum principle, which is closely related to 
Theorem II.1.1. 
0 2 0 THEOREM 10.5. Suppose u E c [0,1] n c (0,1), g,h E c [0,1], and h(r) s O on 
[0,1]. If u satisfies the differentiaZ inequaZity 
u"(r) + g(r)u'(r) + h(r)u(r) ~ 0, 0 < r < 1, 
then 
u(r) s max{O, u(O), u(l) }. 
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PROOF. This theorem is an immediate consequence of Theorem 3 in Chapter 1 of 
PROTTER & WEINBERGER [ 8] . 0 
The next step is to prove the existence of a steady state solution for 
B 0. 
LEMMA 10.6. When B = O, there is a unique solution (X(r) ,Y(rl,Ol 
of (10.1)-(10.4), with O < X(r) s A0 for O s r s 1. 
PROOF. When B = 0, Y(r) satisfies 
subject to 
D Y" - x2Y 0 2 
Y(O) y (1) o. 
(X(r) ,0,0) 
From the maximum principle in the form given above, the only possible solu-
tion is Y(r) = 0, 0 $ r $ 1. The first equation (10.1) becomes linear: 
(10. 9) - A(r), X(O) = X(l) = AO 
Of this equation the solution is easily found. Applying Theorem 10.5 to 
equation (10.9) with X replaced by -X, one sees that X(r) ~ min(O,A0l 0. 
The strict inequality is found by a more delicate argument. If X(s) = 0 for 
some 0 < s < 1, then it must have a local minimum ins, so X"(s) ~ 0. This 
contradicts (10.9), as -A(r) < 0 for all 0 < r < 1. 
To get the upper bound, let u(r) = X(r) - A0 . Then 
n1u 11 - u = A0 -A(r) ~ o, 
u(O) u(l) = 0. 
Again by the maximum principle just given, one obtains u(r) $ 0, or 
X(rl s A0 • O 
After having constructed a solution for B = 0, we must look at what 
happens if B becomes (slightly) greater than O. 
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THEOREM 10.7. There exists a o >Osuch that for O ~ B < o, there exists a 
nonnegative solution (~,YB 1 B) of (10.1)-(10.4). 
PROOF. Making the boundary conditions (10.2) homogeneous, that is taking 
x(r) X(rl - A0 , y(r) Y(r) - B/Ao 
one obtains 
2 (B-1)x + A0y + A(r) .,.. A0 + h(x,yl 0 
(10.10) 2 
- A0y - h(x,yl = o 
which is (3.2) for time independent x and y and constant B. Let G(r,p) be 
2 2 the Green's function for the operator -d /dr (see e.g. TEMME [11, section 
V.6] or STAKGOLD [17]), then the system of differential equations (10.10) 
can be written in the integral equation form 
( x(r)) = Jl (D1G(r,p) 0 ) (f 1 (p,x(p) ,y(p))}p, y(r) 0 o2G(r,p) f 2 Cp,x(p),y(p)) 
0 
where f 1 and f 2 are defined as in (3.8). This equation in its turn may be 
considered as an equation in the space C~[0,1] x C~[0,1] 
(10.11) ( x) _ {f1 (x,y)) = O. y '\ f2 (x,y) 
The left hand side of (10.11), of course, depends on B, and so it may be 
considered as a function f(B;xB,yB), of which we know by the preceding 
theorem that there are a x and y0 (=0) such that f (O;x0 ,oJ = 0. By the im-
. 0 
plicit function theorem (see e.g. TEMME [11, p.78] or BROWN & PAGE [16, 
p.290])it then follows that there exists a o > 0 such that (10.11) has a un-
ique solution (x~(r),yB(r), B) for 0 ~ B < o, satisfying (XB(r) ,YB(r)) + 
+ (x0 (rl,Ol in c [0,1] x c0co,1J as B + o. 
The proof of the nonnegativity of the solutions is postponed; until the 
Theorem 10.9. D 
For small B one also has uniqueness. 
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THEOREM 10.8. There exists a n > 0 sucn that for 0 < B < n, there is at most 
one non-negative solution of (10.1)-(10.4). 
~· Suppose that the theorem is false, then there is a sequence {Bk} con-
verging to 0, and for each k there exist at least two solutions, say (Xk,Yk) 
and (Xk,Yk). Since both solutions must obey the bounds given by Theorem 
10.3, they must have limit points cx0 ,Y0J and cx0 ,Y0J in cc0[o,1J~2 • 
Both must be solutions of (10.1)-(10.4) with B = 0. If x0 ~ x0 and 
Y0 = :o on 0 $ r s 1, there would be a contradicition with Lemma 10.6. If 
x0 = x0 and Y0 = Y0 , then one would have that B = 0 is a bifurcation point 
for (10.1)-(10.4), as in any neighbourhood of cx0 ,Y0 ,0J in 
2 2 C [0,1] x C [0,1] x [O,~l there would be more than one solution. Later on, 
in Section 12, it will be shown that this is impossible. Thus the theorem is 
true by contradiction. D 
We conclude this section by proving that any solution (X,Y,B) that may 
be connected with (X,Y,O) = (X,0,0) is non-negative. 
THEOREM 10.9. If (XB,YB,B) belongs to To then XB(r) ~ 0 and YB(r) ~ 0, 
Osrs1. 
PROOF. First note that if XB(r) ~ 0 for 0 s r s 1, then from Theorem 10.5, 
a maximum principle for ordinary differential equations, from the equation 
D Y" - x2Y = -BX 2 
and the boundary conditions (10.2) for Y, one gets YB(r) ~ 0. 
So for this theorem to hold it is sufficient to prove the following 
statement: if (X,Y,B) is in T0 , then X(r) ~ 0 for 0 s r $ 1. This is proved 
using a homotopy argument. If (X,Y,B) is in T0 , then there is a continuous 
mapping X: [O,B] ~ c 2 (0,1) such that for each b E [O,B], X(b) is the x-com-
ponent of the solution of (10.1)-(10.4), and that X(O) = x0 , X(B) = x. De-
fine: 
m(b) inf {A0 - ~(r)}. 
0:5r:51 
From Lemma 10.6, m(O) > 0, and since X depends continuously on b, m(b) is a 
continuous function of b. 
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Now suppose there is a b where m(b) = 0 and let b0 be the smallest b0 
for which this is true. Then there is a solution X(b0 ;r) of (10.1)-(10.4) 
and a point r 0 in (0,1) such that 
as X(b0 ,r0) attains its minimum at r 0 . But from (10.1) 
Since A(r) > 0 for all 0 $ r $ 1, this is impossible, so there is no such 
b0 . Thus the theorem is proved. O 
11. LINEAR STABILITY ANALYSIS 
In this section and in the Sections 12 and 13 it is assumed that 
A(r) = A0 for 0 ~ r $ 1. In the following we drop the subscript and write A 
instead of A0 • In this section the stability of the steady state solution 
(11.1) X(r) =A, Y(r) = B/A 
of (1.4) with boundary values (1.11) is investigated. We are particularly 
interested in the dependence upon the parameter B. Let again, as in (3.1), 
X(r,t) A+ x(r,t) 
( 11.2) 
Y(r,t) B/A + y(r,t). 
Substitution in (1.4) gives the system 
{ ax a
2x (B-l)x 2 + h(x,y) at= Dl-2 + +A y 
ar 
(11.3) 
2 
Cly= D ~ - 2 
- h(x,y) 
at 23r2 
Bx + A y 
with 
h(x,y) 2 2 (B/A )x + (2A+x)xy, 
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and with boundary conditions 
(11.4) x(O,t) Y (0 It) x(1,t) y (1, t) 0. 
By the transformation (11.2) the steady state solution (11.1) becomes 
( 11. 5) x(r,t) 0, y(r,t) 0. 
We will use the principle of linearized stability. Let 
( Clx Cl
2x (B-1)x + 2 at= D1-2- + A y, 
Clr 
(11.6) 
Cly = ix_ 2 
Clt D2 2 + Bx - A y, Clr 
be the linearization of (11.3) at (x,y) = (0,0). 
Applying separation of variables we obtain 
( 11. 7) (x(r,t)\ = (u(r)) At y(r,t)} v(r) e 
with u(r) and v(r) satisfying 
d2u (B-1) u + 2 AU D1-2- + A v 
dr 
(11.8) 2 
D d v _ 2 
.Av, 2 2 Bu - A v dr 
or 
(11.9) 
* where. LB is a linear differential operator. Its adjoint LB is given by 
(11.10) 
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For ( 11. 8) we try a solution of the typ_e 
and obtain the equations 
(11.11) { 
2 2 (Dlµ +B-1-A)a + A S 0, 
0. 
Thus, such a nontrivial solution only exists if 
(11.12) 0 
and then we have a general solution of the form 
where ±µ 1 and ±µ 2 are solutions of (11.12). The vectors (a1 ,S 1l and (a2 ,S2 l 
satisfy (11.11) forµ= ±µ 1 andµ = ±µ 2 , respectively. 
Substituting the boundary conditions u(O) = v(O) = u(l) = v(l) 0 
into the general solution, we find that c1 = -c2 , c3 = -c 4 and µ 1 , 2 i·rrm1 , 2 
and that for µ 1 ~ irrm, necessarily c1 = c2 = 0. A same argument applies to 
µ2 , c3 and c4 • Consequently, the eigenfunctions have the form 
(11.13) 
with m 
(11.14) 
where 
(~:) = (;) sin mrrr 
1,2, .•.. According to (11.12) the corresponding eigenvalues are 
p (B) 
m 
g (B) 
m 
! p (B) + !/g(i3)' 
m - m 
2 2 2 2 2 {B - 1 +A + m rr (D1-D2)} - 4A B. 
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DEFINITION 11.1. The solution (11.5) of the system (11.3) is said to be 
+ . 
linearly stable if for all m Re A.~(B) < 0. 
DEFINITION 11.2. The solution (11.5) of the system (11.3) is said to be 
+ linearly unstable if for some m Re A.~(B) > O. 
The pri.nciple of linearized stability is expressed by the conjecture that 
lineqr stability of the solution (11.5) of (11.3) implies the stability of 
this solution and that linear instability implies the instability. For sys-
tems with one component the principle has proved to be correct, see Theorem 
8.3 of Chapter I, Theorem 5.4 of Chapter III and also Theorem 7.1 of Chapter 
V. For the proof that the principle holds for the above system with two 
components no reference is available in literature, as far as we know. 
From point of view of bifurcation theory (see TEMME [11, Ch. IV and VII]) 
+ 
one is interested in the values of B for which Re A.-(B) vanishes for some m. 
ID 
At such point a bifurcating solution of the steady state equations may arise. 
we consider the set of points R for which a real eigenvalue (11.14) changes 
sign. Let 
(11.15) 
then 
(11.16) R {B(r) 
m 
Dl 2 2 2 
+ - A + m DlTT 
D2 
m e: :N, 
Similarly we introduce the set of points C for which the real parts of two 
complete conjugated eigenvalues change sign. Let 
(11.17) B(c) = l + A2 + 2 2( ) m m TT D1+D2 , 
then the set C is defined by 
(11.18) c 
In the sequel, it is assumed that A, D1 and D2 satisfy additional con-
ditions such that eigenvalues with vanishing real parts are simple for these 
values of B. These conditions and further properties of the eigenvalues 
(11.14) are worked out in AUCHMUTY & NICOLIS [4]. It is remarked that 
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+ . (r) B(c) > 0 Re A~(O) < O for all m ~ 1 and that also Bm , m for all m, which 
means that the steady state solution (11.1) is linearly stable for B = 0 
+ 
and that, because of the continuity of A~(B) the stability is also ensured 
for O < B < B , where 
(11.19) B 
c 
c 
min[R,C]. 
This minimum value is attained for m = m , the so-called critical wave number. 
c 
If B B(r), the eigenvector corresponding with the eigenvalue 0 is given by 
c me 
(11.20) 
The minimum value of the set C is attained form 1. 
12. BIFURCATION OF DISSIPATIVE STRUCTURES 
In Section 11 we have shown that a critical value Be exists; below this 
value the steady state solution (11.1) is asymptotically stable, while for 
B > Be it becomes unstable. We will see that near Be (and other points) 
steady state solutions different from (11.1) may exist. These solutions 
arise as new branches of the steady state equations and may run far away 
from t'1e thermodynamic branch. These non uniform solutions are called 
dissipative structUX'es and occur in open systems. The branching may take 
place for B B(r). In this section we will analyse the possible bifurca-
m 
tion at these points. In particular we are concerned with the case B = B(r) c me , 
see (11.19). Writing 
X(r,t) A+ x(r,t) 
( 12 .1) 
Y(r,t) B/A + y(r,t), 
we obtain the steady state equations in the form 
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(12 .2) 
d2x 2 n 1~2- + (E-l)x +A y 
dr 
2 d y 2 n2~2- + Bx - A y 
dr 
-h(x,y) 
h(x,y), 
with 
h(x,y) 2 2 (B/A )x + (2A+x)xy. 
Using (11.9) we also may write 
( 12. 3) L (x\ = (-h(x,yl\ B yj h(x,y)j" 
Wh th t L h · 1 that is for B ..1. B(r) L is en e opera or B as no zero eigenva ue, r m , B 
invertible and equation (12.3) is equivalent to the integral equation 
(12.4) ( x(r)\ _ y(rl) -
1 
( (-h(x(s),y(sll\ 
J G(B,r,s) h(x(s),y(s))jds, 
0 
where G is the matrix Green's function for LB. The operator 
GB: C(O,l) x C(O,l) + C(0,1) x C(O,l) defined by 
1 
(12 .5) G (u(r)) 
B v(r) 
( (u(s)\ J G(B,r,s) v(s)jds 
0 
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is a compact linear operator, depending analytically on B for Bm < B < Bm+l' 
(r) 
m = 0,1,2, .•. with B0 = 0 and Bm = Bm , m = 1,2, •.•• The functions 
x(r) = 0 and y(r) = 0 are solutions of (12.3) for all values of B. For 
(r) B = Bm , new branches of steady-state solutions can bifurcate from the 
trivial solution. By application of the implicit function theorem one is able 
to give a necessary condition for having a bifurcation point, see Corollary 
3.4 of TEMME [11, Ch.IV]. In Theorem 3.6 of this reference a sufficient 
condition for bifurcation is formulated. The method we use to study this 
bifurcation is related to SATTINGER's approach [18] and uses as ansatz 
that both the bifurcating solution and the parameter B admit a power series 
expansion in a new parameter £. Later on it will become clear why the 
introduction of a new parameter is needed. Let us consider the case 
Bc B~r), see (11.19). Near Bc the expansion is formally 
c 
( 12 .6) B 
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For the solution (x(r),y(r)) of (12.3) we introduce the expansion 
(12.7) ( x(r)) = E(x1(r)) + y(r) Y1 (r) 
Substitution of (12.6) and (12.7) into (12.3) yields, after equating the 
coefficients of equal powers of E a recurrent system 
(12 .8) k 1,2,3, ... 
with 
Equation (12.8) with k = 1 is satisfied by the eigenvector (11.20) with an 
arbitrary multiplicative constant, which we set equal 1. According to 
Fredholm's alternative, see Theorem 4.28 of TEMME [11. eh.VI], the non-
homogeneous equations (12.8) with k = 2,3, ••. have a solution only if the 
right-hand side is orthogonal to the corresponding eigenvector of the ad-
joint homogeneous problem. This theorem applies to compact linear operators. 
It is seen that the corresponding integral equation contains the operator 
GB meeting this requirement, so that indeed the Fredholm alternative can 
be used for this problem. The adjoint homogeneous problem has the form 
( 12. 9) * (u\ -LBcvJ-0, 
with u(O) = v(O) = u(l) v( 1) * O; the operator LB is given in (11.8). 
This eigenvector reads 
( u(r)\ = (n) 
v(r)j 1 n 
so that the orthogonality condition becomes 
1 
f {-aku+akv}dr =O, 
0 
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or 
( 12 .11) 0. 
For k 2 this condition produces a value for y 1 : 
(12 .12) Y1 0 for ·m is even, c 
and 
S(B +2A2c) 
(12.13) c for Y1 3m7f A m is odd. c 
It is remarked that by introduction of the expansion of B near Be in 
the new parameter £, sufficient degrees of freedom are created to satisfy 
the orthogonality conditions (22.11) with k = 2,3,4, •... 
We first consider the case me is even. Substitution of x 1 (r), y 1 (r) 
and y 1 = 0 into equation (12.8) with k = 2 gives a linear, nonhomogeneous 
system of equations for x2 Crl and y2 (r). Using Fourier ser.ies expansion we 
are able to write the solution in the form 
(12.14) l n7fr. 
n=l 
n odd 
Condition (12.11) with k = 3 yields an expression for y 2 , which we write as 
( 12 .15) 
Summarizing these results we have found expressions for the first two terms 
of the power series expansion (12.7) of the bifurcating solution near B =Be, 
where x1 (r) and y 1 (r) are given by (11.9) with m =me and x 2 Cr) and y2 (r) 
have the form (12.14). For B we have 
(12.16) B 
where y2 may be either positive or negative depending on the values of A 
and o1;o2 . From (12.16) it follows that 
( 12 .17) 
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so a bifurcating solution is found for B > Be if y 2 > 0 and for B < Be if 
y2 < 0. If y2 = 0 the next order term of (12.16) has to be computed in order 
to obtain an insight in the branching process for the steady state equations 
at B = Be. In figure la we sketch the bifurcation at B = Be for y2 > 0 and 
in figure lb the result for y2 < 0 is given. From the preceding theory 
(Theorem 10 .8) we know that the branches are bounded away from the line B = 0; 
this explains the anticipated behaviour for E large. We see that for y 2 < 0 
stable dissipative structures are possible in the subcritical case (B < Bc). 
Starting from the thermodynamic branch they only can Le reached by a sudden 
jump, forced from the outside, which is needed to pass the unstable non-
uniform steady states. For y2 < 0 as well as for y2 > 0 the uniform steady 
state (11.1) becomes unstable as B crosses Be and two dissipative structures 
may arise, which turn out to be linearly stable. These two solutions of the 
form (12.7) have leading terms which differ only in sign. The passage of the 
critical value B is called a symmetry breaking transition, which refers to 
c 
the occurance of these two distinct, nonuniform steady states for which a 
local maximum of the one is attained at a local minimum of the other. It is 
also seen from (12.14) that because of the infinite series with sin nur 
subharmonic terms may arise which only vanish under very specific condi-
tions. These terms are due to the nonlinearity in the problem and they 
introduce spatial asymmetry in the solutions. 
1 
II XII 
0 
(a) 
!------+--------- - -
B 
c 
B---+ 
I 
llxll 
(b) 
1--------+-----------------
0 
/ 
B 
c B--
Figure 1. Bifurcation for me even. 
VI. CHEMICAL REACTION WITH DIFFUSION 221 
Next we consider the case with m odd. We already derived an expres-
c 
sion for y1 , see (12.13). Since a 2 is known at this stage, equation (12.8) 
with k = 2 can be solved, giving expressions for x2 (r) and y2 Crl similar to 
those for me even. For B we have the expansion 
(12.18) 
so that 
(12.19) 
B 
B-B 
c 
Consequently, a bifurcating solution exists for B < Be as well as for 
B > Be' see Figure 2. Again the branches are bounded away from the line 
B 0. 
In Figure 2 it is observed that for an adiabatic variation of B near Be a 
solution will remain on branches (a1 ) or (b2 ). A sudden jump of B, however, 
could lead to solutions on either branches (b2 ) or Cc2 ). Let such change of 
B give a solution on (c2). Then a decreasing B will bring us on the part 
(c 1) and a further decrease would give again the thermodynamic branch Ca1). 
This different behavior for increasing and decreasing B is called hysteresis. 
r 
/Ix/I 
B 
c 
Figure 2. Bifurcation for me odd. 
In Section 11 we defined the minimum B of the sets of points for which 
+ c 
the real part of the eigenvalue A-(B) vanishes. In this section we restricted 
ourselves to the point B E R for which a real eigenvalue vanishes. In partic-
ular we were interested in the case B = B(r) For the other points we may 
me . 
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proceed in a similar way. The result is that for increasing B an increasing 
number of nonuniform steady states is possible, see figure 3a. With respect 
to the phenomenon of repeated branahing, it is worth to mention also a recent 
paper of MAHAR & MATKOWSKY [19], who analyse the linear stability problem 
for the bifurcating steady state solutions we dealt with in this section. 
They consider the parameter E as the eigenvalue parameter of this problem 
(so E takes over the role of B).If for a critical value of E the bifurcat-
ing solution becomes unstable a seaundary bifuraation may arise. In this way 
the branching process forms a tree as depicted in Figure 3b. The method 
makes use of power series expansions with respect to the parameter 
2 2 2 4 
K = m (m+1) - A /n D1D2 , 
which is a measure for the distance between the two in absolute value 
smallest eigenvalues of (11.14). 
I 
llxll 
(a) 
I 
llxll 
0 
B~ 
Figure 3. Repeated branching. 
13. BIFURCATION OF TI~.E PERIODIC SOLUTIONS 
In this section we consider the case where the real parts of two 
complex conjugated eigenvalues change sign; that is for B = c, see (11.18). 
Let us take 
B 
c 
B (c) 1 • 
VI. CHEMICAL REACTION WITH DIFFUSION 223 
We will see that the thermodynamic equilibrium becomes unstable as B crosses 
the critical value Be and that a time periodic solution exists for B > Be. 
For ordinary differential equations with a bifurcation parameter this 
phenomenon is Known as Hopf bifurcation, see TEMME [11]. For partial 
differential equations this problem has been studied in relation with the 
Navier-Stokes equations for the Reynolds number R crossing a critical value 
Re' see D.D. JOSEPH & D.H. SATTINGER [20] and G. IOOSS [21]. 
Let equation (11.3) have time periodic solutions with period 271/w. 
Introduction of the new dependent variables x and y given by (12.1) and a 
new time scale T =wt transforms equation (11.3) into 
(13.1) w ..!. (x) = L (x) + ( h(x,y>). dT y B y -h(x,y) 
It is assumed that a 271-periodic solution of (13.1) with B near Be bas an 
expansion in terms of powers of a parameter £ 
(13.2) ( x(r,<)\ y(r,T)j 
and that also 
I 
£(x1 (r,T)) + £2(x2 (t,<)) + ..• , 
y 1 Cr,T) y2 Cr,T) 
2 (13.3) W = µ + £W1 + £ w2 + ••• 1 
(13.4) B 
with 
µ B 
c 
= B(c) 
. 1 • 
Substituting (13.2), (13.3) and (13.4) into (13.1) and equating coefficients 
of equal powers of £, we obtain 
(13.5) 
with anCx1,y1 , ••• ,xn-l'yn-l;A,Bc) as given in section 12. For n 
ution of (13.5) has the form 
( x,(r,T)) = k(u(r)\_iT y,(r,T) v(r);= ' 
1 the sol-
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where k is an arbitrary complex constant. The vector function (u(r) ,v(r)) 
is the complex eigenfunction of LBc with eigenvalue iµ, see section 11. 
Similar to the operator GB of (12.5) one may define a compact linear opera-
tor being the two-dimensional version of the operator in (3.13) of Chapter 
II which is working on f and is based on the Green's function for the heat 
equation. Thus, according to Theorem 4.28 of TEMME [11, Ch. VI] Fredholm's 
alternative applies to the integral equation of (13.5) with n = 2,3, •.. 
giving the following orthogonality conditions, 
(13.6) 
211 1 
f f 
0 0 
n-1 
a {u(r,T) -v(r,T) }drdT + 
n 
211 1 
l wk 
k=l f f 0 0 
O, 
where u(r,T) and v(r,T) are the complex conjugates Of u(r,T) and v(r,T) 
being the solutions of the adjoint problem 
(13. 7) 
with u(O) 
(13.8) 
- µ ~ (u) - L*(u) = 0 
aT V; B V 
v(O) = u(l) v(l). The solution has the form 
( u(r,T)\ 
v(r,T)j (nl)eiT 
n - A~ e-ie , 
sin 11r 
e 2 -~ arc sin(A +1) . 
Condition (13.6) with n = 2 gives y 1 = w1 
sion we get the solution of (13.5) with n 
0. Using Fourier series expan-
2; it is of the form 
(13.9) l 
n=1 
cos(2T+ljin)} . 
sin 
cos(2T+4>nl 
n11r, 
where an and Sn are identical to the expressions in (12.14). The orthogonal-
ity condition (13.6) with n = 3 gives y2 and w2 which in general have values 
different from zero. Thus, time periodic solutions are found either for 
B > Bc only or for B < Bc only. AUCHMUTY and NICOLIS [6] also consider the 
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system (11.3) subjected to boundary conditions different from (11.4). This 
leads to other types of characteristic solutions. 
For example, one may impose no-flux boundary conditions of the type 
(13.11) y (0,t) 
r 
0. 
For no-flux boundary conditions time periodic bifurcating solutions are 
found as well. There is, however, a significant difference. In the case 
(13.10) the time periodic solution is also spatially nonuniform, whereas in 
the case of no-flux boundary conditions the solution is uniform. The solu-
tion then describes a so-called homogeneous bulk oscillation. Finally, we 
mention the possibility of periodic boundary conditions, 
x(O,t) x(27T,t), y(O,t) y(27T,t), 
(13.12) 
xr(O,t) 
which defines a system on a ring of length 27T. An analysis, similar to the 
one we made for the system under conditions (13.10), shows that one may 
expect bifurcating solutions having the form of waves propagating along the 
ring with a characteristic velocity, see [6]. 
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14. LOCALIZED DISSIPATIVE STRUCTURES 
In this section it is assumed that A again varies with r, as in (10.3) 
we choose 
(14 .1) A(r) A cosh{2a.(r-!)} 0 cosh a. a. > 0. 
Let in (10.7) Dl = D, D2 =VD with 0 < D << 1. Following BOA & COHEN [7] 
we suppose that the steady state solution of the thermodynamic branch can 
be expanded as 
(14.2) X (r) 
eq Y (r) eq 
Substitution in (10.7) gives after equating the coefficients of equal powers 
of D a recurrent system of equations for Xk(r) and Yk(r). Equating the terms 
independent of D we obtain 
(14.3) x0 (r) = A(r), Y0 (r) = B/A(r). 
The functions x1 (r) and Y1 (r) must satisfy 
2 
(B-l)Xl 2 
d x0 
+ XOYl - -2-
(14.4) dr 2 
- BXl 2 
d Yo 
- XOYl - v -2-
dr 
It is easily verified that the solution of (14.4) reads 
a2A(r) + _E=j 1 ) 
dr2 VB ~A(r) ' 
(14.5) 
Yl (r) { - B a2A(r) _ a2 ( 1 \} 1 2 (B-l)vB-2 A(rl} -2--· 
dr dr A (r) 
Similar to (11.2) we write 
X(r,t) 
(14.6) 
Y(r,t) 
x (r) + x(r,t), 
eq 
Y (r)+y(r,t), 
eq 
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and linearize about (x,y) (0,0) I giving 
(14.7) 
a2 2 ~ + { - (B+l) +2X (r) Y (r) }x + X (r)y 
ar2 eq eq eq 
2 2 
vo 3 Y2 + {B - 2X (r) Y (r) }x - x (r)y 
ar eq eq eq 
Substitution of (x,y) At (u,v)e yields 
(14.8) 
d2 2 ~ + { - (B+l) +2X (r) Y (r)}u + X (r)v Au, 
dr2 eq eq eq 
d 2u VD-f + {B - 2X (r) Y (r) }u 
dr eq eq 
x2 (r)v 
eq AV, 
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with boundary conditions u(O) u(l) v(O) = v(l). Contrary to (11.6) this 
system has variable coefficients, which even may vanish for some r in a 
certain range of the parameter B. The eigenfunctions of this problem will 
be analyzed with the WKBJ-method. The solutions are assumed to have the 
form 
(14.9) ( u(r)\ = (iw(r)){(f0 (r)) ro(f1(r)) (f2(rl\ } ( ) } exp ( ) + D ( ) + D ) ) + ... v r ID g 0 r g 1 r g 2 (r 
Substitution in (14.8) gives after equating terms without D 
(14. lOa) 
(14. lOb) 
or 
(14.11) 
2 {A+w'(r) +B+l-2x (r)Y (r)}f0 -x (r)g0 =0, eq eq eq 
2 2 {-B+2X (r) Y (r)}f0 + {A+vw'(r) +x (r)}g0 eq eq · eq 
0. 
Equation of the O(/D)-terms yields 
(14.12) 
0, that is if 
O, 
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(14.13) 
2 2vw' (r) 2 - {v[A+B+l-2X (r)Y (r)] + A+X (r)} 
eq eq eq 
± [{V[A+B+l-2X (r)Y (r)] + A+X2 (r)} 2 
eq eq eq 
- 4v{A[A+B+l+x2 (r)-2X (r)Y (r)] + x2 (r)}]!, 
eq eq eq eq 
equation (14.11) has a nontrivial solution. It is seen from (14.10) that 
there exists a constant c such that 
A+w' (r) 2+B+l-2X (r)Y (r) 
eq eq 
B-2X (r)Y (r) 
eq eq 
x2 (r) 
eq 
2 A+Vw' (r)+X (r) 
eq 
c. 
By adding c times the second equation of (14.12) to the first equation, we 
obtain 
(14.14) 
Integrating this equation once, we obtain 
(14.15) 
The solution of the system (14.lOb), (14.15) is 
( 14 .16) 
and a similar expression for f 0 (r). The constants in f 0 and g0 are deter-
mined by the boundary conditions at r = 0. The boundary conditions at r 
are only satisfied for certain values of A being the eigenvalues of the 
problem. If in (14.16) the term between brackets vanishes the leading term 
of (14.9) becomes singular and the expansion will break down. For the 
eigenfunctions corresponding with an eigenvalue A = O this occurs if 
2vw' (r) 2 + v[B0+1 -2X (r)Y (r) J + x2 (r) O, eq eq eq 
where B0 is the value of B for which an eigenvalue vanishes. It appears 
that exactly for this value, the discriminant of (14.13) vanishes, that is 
when 
r 
Q 
BO 
0 
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(14.17) 
or 
(14 .18) 
2 2 [v{B +1 -2X (r)Y (r) +x (r)] O eq eq eq· 
Q(r;v) + O(vD), Q(r;vl 
2 4vX (r), 
eq 
Thus, if B0 is such that (14.18) is satisfied for some r,the asymptotic 
expansion will not be valid for this value of r. Using (14.1) we see that 
this happens at two so-called turning-points, r 1 and r 2 , symmetric with 
respect to r = l if B0 lies between the minimum value 
and the maximum value 
as seen in 
B 
max 
Figure 
the function w(r) 
oscillatory. For 
-l 2 {l - AOV } , 
4a. From formula (14.13) it 
is complex so that the term 
r < r 1 and r > I ( )2 • r 1 , w r is 
is deduced that for r 1 < r 
exp{iw(r)/D} of (14.9) is 
negative so that (14.9) is 
not oscillatory. Thus, within this range of the parameter B the bifurca-
ting steady state shows spatial structure in the center of the domain, 
< r2 
see figure 4b. The term localized dissipative structuPe refers to this 
configuration. If B0 lies above Bmax' the function w(r) is complex across 
the entire interval 0 s r s 1, so that the spatial oscillations are present 
in the entire interval. 
(a) 
I 
(b) 
llxll 
I 
I 
I 
----- -, 
I 
I 
I 
I 
I 
I 
I 
1 
I 
rl ~ r2 r--+ 0 rl ~ r2 
Figure 4. Localized dissipativ~ structure. 
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15. SOME CONCLUDING REMARKS 
The main goal of this chapter was to analyze the mechanism of spatial 
ordering in an initially uniform chemical system. Using bifurcation theory 
we have been able to trace certain factors responsible for pattern forma-
tion and to obtain a rough classification of the types of dissipative 
structures that may arise when a parameter of the system crosses a critical 
value. But before we investigated bi{urcation in greater detail, we had to 
point out why it is worth to put this mathematical effort in the problem. 
First of all, the correctness of the mathematical model had to be 
established. Besides the positivity of the components of the system, we 
had to investigate the existence of solutions on a semi-infinite time 
interval, as it is of primary interest to know the behaviour of a solution 
of this initial-boundary value problem as t + ~. In the limit a solution 
may tend to a stable steady state. In this part of the mathematical analysis 
the Faedo-Galerkin method plays a crucial role. The analysis of possible 
steady states depending on the parameter B was carried out in Sections· 10 
until 12, where also the phenomenon of repeated branching has been discussed. 
In particular the possibility of secundary bifurcation suggests that this 
model chemical system could provide us a better insight in the mechanism 
of morphogenesis. Because of the very nonlinearity, the components can in 
general not be derived from a potential. Thus, we are working with a model 
that is not included in Thom's theories of structural stability and 
morphogenesis [22], which deal with potential systems in which diffusion 
does not play a role. 
In section 14 we considered the case where the reactant A of the system 
has a nonuniform distribution. This leads to localized dissipative structures 
for which we employed formal asymptotic techniques, known as the WKBJ-method. 
Besides the steady states the system may also have characteristic time 
dependent solutions. In Section 13 we considered the situation in which 
bifurcating time periodic solutions occur, which bears a strong similarity 
with problems in the field of hydrodynamic stability. In an unbounded 
region one may also expect travelling wave solutions. In this chapter we 
did not pay any attention to this type of solutions. They also occur in 
one-component systems as was shown in Chapter IV, where an extensive study 
of such characteristic solutions of nonlinear diffusion equations has been 
made. 
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VII. NERVE AXON EQUATIONS 
1. INTRODUCTION 
In chapter IV we have studied a diffusion equation with a nonlinear 
source term (see Chapter IV (1.1)) and we observed some qualitative similar-
ity with the phenomenon of nerve impulse propagation. By constructing better 
adapted models for describing the conduction of electrical impulses in a 
nerve axon/one arrives at systems of diffusion equations with nonlinear 
source terms. The basic model in this field is the famous Hodgkin-Huxley 
model [1]. Hodgkin and Huxley described the state of a nerve axon by a func-
tion u = u(x,t), the electrical potential over a membrane. This membrane 
separates the core of the axon from the surrounding medium, which both are 
fluids containing metallic ions, sodium (Na+) and potassium (K+). This 
gives rise to currents either through the membrane or longitudinally along 
the axon. The nonlinearity of this theory appears through the terms describ-
ing the permeability of the membrane to the different types of ions. 
The system can be written in the form 
a2u au 
ax2 =at+ I(u,w), 
( 1.1) 
aw at= P(u)w + q(u), 
where u = u(x,t) is the electrical potential across the membrane and 
w = w(x,t) is a three-dimensional vector function, of which the components 
determine the permeability of the .membrane to the specific ions. The 3 x 3 
matrix function P(u) and the vector function q(u) depend nonlinearly on u, 
and the scalar I(u,w) is linear in u, but nonlinear in w. One can study (1.1) 
both on the half plane - 00 < x < 00 , t ~ 0 or on the quarter plane x ~ 0, 
t ~ 0. In this chapter we will study a simplified version of this system, 
known as the FitzHugh-Nagumo system which takes the form (except for y > 0 
equivalent to a form given by NAGUMO et al. [2]) 
au a2u 
at= ax2 + u(1-u) (u-a) - bv, 0 < a< 1, b > O, 
(1.2) 
av at = - yv + u, y ~ 0. 
234 
Once more, u means the voltage, while the scalar v represents a variable 
combining two components of the vector function w of (1.1). The parameter b 
should be considered small, as follows from the transition from (1.1) to 
(1.2) (for details see CASTEN et al. [3]). The basic arguments of the trans-
formation leading to (1.2) are supplied by the physical observable difference 
in time-scales, by which the components of the vector function w are acting 
in (1.1). It should be noted that the case y = 0 gives rise to a situation 
which is mathematically a little simpler. But some people argue that the 
term -yv should be retained in the equations on physical grounds. In this 
chapter we will mention some properties of (1.2) with only an indication of 
the proofs omitting all details. 
First we discuss what we should expect from a mathematical model for 
nerve axon conduction on the ground of some known characteristics of nerve 
axons, found by experiments on living axons. 
(a) If the dependence of the voltage on the position along the axon is re-
moved, an impulse can be stimulated simultaneously at every point: the so-
called space-clamped experiment. An impulse will arise only if the stimu-
lating current or voltage reaches a threshold value. When this occurs the 
voltage firstly continues to rise, without further input and then it falls 
down to a small negative value before returning to the equilibrium state. 
(b) If one supplies a boundary condition in the form of a persisting signal 
at the end of the axon, this signal must reach a threshold value in order 
that a signal results, which then propagates with a constant velocity and 
with the shape found by the experiment under (a) along the axon. 
(c) In view of (b) it is reasonable to expect the existence of a travelling 
wave u(x,t) = ~(~), v(x,t) = ~(~), ~ = x +et, with conditions ~(±00 ) 
= ~(±00 ) = O, where (u,v) = (O,O) represents the unique rest state. 
(d) The information transferred by the axon may be richer then only a signal 
indicating the activation of the cell body of the nerve (all or nothing). 
Variations like the time intervals between pulses or the frequency of pulse 
trains may form a code for the receiving system. It is preferable that our 
model reflects this feature. The axon on which Hodgkin and Huxley made their 
experiments, the squid axon, does not display this variation however, prob-
ably because this particular axon does not need to transmit this kind of 
information. 
(e) The ionic concentrations in which the nerve axon acts can be altered by 
adding other chemicals with the effect that the shape of the travelling 
wave changes or even that there no longer exists a travelling wave. This 
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should be reflected by the effect of cnanges of the appropriate parameters 
in the model. 
Most of these characteristics are indeed found for the Hodgkin-Huxley 
system by numerical analysis. Since the FitzHugh-Nagumo system (1.2) has 
only two dependent variables there is some hope that the question whether 
or not it has the required.properties can be answered by mathematical analy-
sis. The rest of this chapter is devoted to this approach. This chapter is 
based on an article by HASTINGS [4]. 
2. THE FITZHUGH-NAGUMO SYSTEM 
The FitzHugh-Nagumo system resembles to some extent the problem, which 
we have studied in Sections IV. 4 and IV. 5. The only difference is the 
variable v, which we have called there, anticipating this chapter, the re-
covery-variable, because this variable achieves the desired effect that the 
voltage, resulting from a stimulus above threshold, will return to the rest 
state. This feature does not occur in the model of Chapter IV, for which we 
proved that limt-+<» u(x,t) = 1 on each bounded x-interval, if the initial 
data are above a certain level (see Theorem IV. 4.4 and IV. 5.4). Intuitively 
we see from (1.2) that indeed v acts as a variable controlling the growth of 
u. 
We will examine the properties of the solution (u,v) of (1.2). 
2.1. Space-clamped solutions 
By assuming the space-independence of the physical situation and stimu-
lating the axon with a constant current I, we find 
au 
at = I + u(l-u) (u-a) - bv, 
(2.1) 
av 
at = - yv + u, 
where I may be zero. If we put the condition 
(2.2) 2 b 2 3 b 3 b 2 (1+a) (a+-) - 4I(1+a) -4(a+ -) +18I(1+a) (a+ -)-27I < O, y y y 
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then we are assured that there exists precisely one equilibrium point (u0 ,v0 ), 
depending on I; in particular for I = 0 (2.2) means 
(2. 3) (l-a)2 < 4b y 
Linearizing around the point (u0 ,v0), yields with u 
(2. 4) (-3u;+2(:+a)u0-a ~) (~) 
For I = 0 it follows that the eigenvalues of the matrix have negative 
real parts. So the equilibrium point is asymptotically stable. By further 
examination we can determine the character of this point (see Chapter IV. 2). 
For I = 0 it follows that 
2 (0,0) is a spiral point if (a-y) < 4b 
(2.5) 
(0,0) is a two-tangent node if (a-y) 2 > 4b. 
The basic experiment of stimulating a resting axon with a brief pulse 
corresponds to an initial value problem for (2.1) with I= 0, u(O) > 0, 
v(O) O. In the (u,v)-plane it corresponds to trajectories starting with 
u(O) < a, or u(O) > a. If u(O) < a then u' < 0 while for u(O) > a we have 
u' > 0. It can further be shown that there are no periodic orbits and that 
(0,0) is globally stable (see McKEAN [5]). In Fig. 1 some trajectories are 
sketched. 
u 
Figure 1 
So ( 2 . 1 ) with I 
character, with u(O) 
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0 exhibits a mathematical version of the threshold 
a representing the threshold value. 
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If we now let vary the value I to positive values, the phase portrait 
for I near 0 will be qualitatively the same. For some values of the para-
meters and some value I = I 1 the eigenvalues of the linearized problem wiU 
be purely imaginary, and for I 1 < I < I 2 the eigenvalues have positive real 
parts. Such a change is usually accompanied by the arise of periodic solu-
tions, the so-called Hopf bifurcation of a family of periodic solutions 
from equilibrium. Until yet, this phenomenon has not been detected experimen-
tally; small amplitude oscillations are however recorded by numerical simu-
lations of the Hodgkin-Huxley system (see HASTINGS [4] for further references). 
2.2. Travelling waves 
In view of the results of experiments, mentioned under (b) in the in-
troduction, a major part of research in this field was dedicated to the proof 
of the existence of a travelling wave for (1.2). It means that there exists 
a solution (u,v) of (1.2) which travels along the axon with a fixed shape 
and speed: u,v depend only on s = x + et. Let ' denote differentiation with 
respect to s, then (1.2) can be written as 
(2 .6) 
u' w, 
w' 
v' 
cw - u(l-u) (u-a) + bv, 
1 c u, 
where we have chosen y = 0. Our purpose is the determination of values for 
the up to now arbitrary constant c such that (2.6) has a nontrivial solution 
satisfying u(± 00 ) = O, and the same for w(s) and v(s): a so-called homoclinic 
orbit. Since the space is now 3-dimensional we cannot use the Poincare-
Beridixson theory and the analysis will be more intricate. The only equilib-
rium point in the (u,w,v)-space is (0,0,0). Linearizing around this point 
gives y' = Ay, with y (u,w,v)T and 
(2. 7) A 
The eigenvalues of A determine the local behaviour of the full system near 
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(0,0,0): there is one positive eigenvalue Al and two eigenvalues with nega-
tive real part. 
This can be seen from the relations: 
(i) Al + A2 + A3 = c > 0 
(ii) AlA2 + AlA3 + A2A3 - a < 0 
(iii) A1A2A3 = b/c > 0. 
Since A. satisfies A3 - cA 2 - aA - b/c = O, it follows immediately 
i 
that Al is real and positive and A2A3 > 0. Both for A2 = A3 or A2 f i 3 
(which implies A2 and A3 real) it follows that ReA 2 < 0 and ReA 3 < 0. For 
the linear system the general solution is 
(2.8) Y<sl 
3 
I 
i=l 
i A·s 
a.p e 1 
i 
i 
with ai arbitrary and p the eigenvector corresponding to the eigenvalue Ai. 
If ai = O then it follows that lims-+«> y(s) = O, while if a 2 = a 3 = O 
lims+-oo y(s) = 0. The transition from the linear to the nonlinear system will 
not affect the behaviour near (O,O,O). In view of the stable manifold theorem 
(see section IV. 2.1) we know that there exists a two-dimensional stable 
manifold S and a one-dimensional unstable manifold U both containing (0,0,0) 
+ 
in their interior. S divides U in two parts u and u . Since the system 
depends on c as a parameter we denote this by the subscript c. Our purpose 
is to find c such that U bends around and intersects the stable manifold 
c 
Sc which implies that for certain initial vectors y(O), lims+-oo y(s) = 
lims-+«> y(s) = 0. We will mention some results which were proved by Hastings 
by a detailed analysis of the phase space. 
THEOREM 2.1. If! ~a< 1 then all solutions y(sl = (u(sl, w(sl, v(~ll of 
(2.6), which intersect the unstcible manifold u, are unbounded. 
c 
THEOREM 2.2. Let O <a<~, and O < b < b 1 , b 1 sufficiently small, then 
there are numbers c 1 , c 2 depending on a and band with c 2 > c 1 such that 
(2.6) has a homoclinic orbit for c = c 1 and c = c 2 and periodic orbits for 
c 1 < c < c2 • 
Theorem 2.2 is the result of three papers [6,7,8] and contains at the moment 
the most definite results. 
PROOF OF THEOREM 2.1. In order that the solution will show the limit 
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behaviour lims+-oo y(sl = 0 it is necessary that y(O) lies on the unstable 
manifold, either on U+ or on U-. We note that for the eigenvector 
1 c 1 1 1 l h ld b d · · · 1 o 1 o 1 o 1 p p1 ,p2 ,p3 o s y irect examination p 1 > , p2 > , p3 > • So et 
y(O) lie either in the positive octant (on U+) or in the negative octant 
(on U-). The last possibility is easily excluded since then it follows from 
(2.6) that all components are decreasing, since all derivatives remain nega-
tive. We will prove that if y(O) lies on U+, u and v remain positive and 
since u' = w, it follows that u becomes unbounded, if we can prove that 
w > 0 for all S· Define 
(2.9) 
Differentiating (2.9) we get 
(2 .10) 2 l/i I ( 0 = CW ( S l + bW ( S l V ( S) • 
F(u) 
u 
f f(u')du'. 
0 
So lji' > 0 if w > 0 and v > 0. Further u remains positive if w remains posi-
tive and v remains positive if u remains positive. Thus the crucial role 
will be played by w. Starting at s = - oo, y(-00 ) 0 and lji(-00 ) = 0 so lji > 0 
and lji' > 0 as long as w > O; lji ·> 0 implies! w2 > -F(u), while -F(u) ~ 0 
for the given values of a. Let s be the first value for which w(s) = 0 then 
l/i(s) = F(u(sll ~ F(u(-00 )) = lji(-oo) = O. It implies that lji' (s) = 0 for some 
s 0 < s, a contradiction since w(s 0J > 0. D 
Thus a necessary condition on f(u) such that (2.6) has a homoclinic 
orbit is 0 < a < ~' which implies 0J 1f(u)du > 0. We will prove a lemma that 
gives us an idea how the existence of a homoclinic orbit is proved. We de-
note the unstable manifold from (0,0) by U b and the corresponding y by 
c, 
Yc,b' stressing the dependence on the parameters c and b. 
LEMMA 2.3. Let 0 < a < ! and b sufficiently small, then there exists a c 1 
such that the projection of u+ on v = O tends to infinity in 
c 1 ,b 
R { (u,w) I u < O, w < O}. 
+ There is also a c 2 , c 2 > c 1 such that the projection of ucz,b on v 0 
tends to infinity in 
R+ { (u,w) I u > 0, w > O}. 
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PROOF. Putting b = c = 0 we arrive at the equation we have examined in 
Chapter IV. The solution with y(-00 ) = 0 lies in the plane v = 0 and since 
0 < a < we find the solution u = $(s) with$ defined in section IV. 4.1. 
Let now c have a small positive value, then we know from the proof of 
Theorem IV. 4.8 that the unstable manifold U+ 0 will lie close to the curve 
!<$ 1 ) 2 + F($) = 0 and will cross the negativ~ 1 v-axis, thus the corresponding 
uc,O' wc,O' fixed by (uc,O(O), wc,O(O)) as the point of crossing of the 
positive u-axis, tend to minus infinity. So there is a s 0 such that 
(2 .11) 
Fix c c 1 and let b be positive, then we can choose b so small that 
so 
(2.12) f u b<s'l/c 1 ds'. cl' 
Thus clw b<so) < -b v b(sol c1, c1, and w' b<sol = clw b<so) -f(u b(so)) + c1, c1, c1, 
+ b v b<s0 J < -f(u b<s0 ll < c1, c1, 0, since u b(s0 ) < 0. Sou' b(s0 J, c1, c1, 
w' b<s0 l and v' b<s0 J are negative and c1, c1, even u"' (s ) = w" (s ) = c1 1 b 0 c1 1 b 0 
= clw~l,b<so) -f'(uc1,b<so))u~1•b(so) + b v~l,b<so) < o, since f'(u) < 0 
for u < 0. So (u,u',u") remains in the negative octant and so does the solu-
tion (u,w,v). 
The second part of the lemma follows from 
! 12 - a12 the unstable manifold from 
the fact that for b = 0 and 
+ (0,0) U 0 represents the CH, 
unique front, with u ( - 00 ) = O, u( 00 ) = 1 (see Theorem IV. 4.5; note that now 
s = x +et), and for c > c U+ 0 will be unbounded. The possibility that + H c, 
U 0 should cross the positive w-axis is excluded by u' = wand the possi -c, + 
bility that uc,O should cross the u-axis 
+ + 
+ is excluded because U 0 cannot c, 
(0,0) is greater than the direction cross U 0 and the direction of uc,O at + CH, 
of U 0 at (0,0). If b > 0 then v remains positive as long as u is positive; CH, 
it means w' = u" = cu' - f(u) + bv > cu' - f(u). So the projection of U+ b 
c, 
on the (u,w)-plane will lie above the manifold U+ and so the assertion of 
c,O 
the lemma is proved. 0 
A,B and B 
+ -
unbounded} 
We now define the sets 
A = {c J u+ b is 
c, 
B± = {c J projection of u;,b on v = 0 tends to infinity in R±}. 
If we prove that A B+ u B we have eliminated the possibility of unbounded 
oscillating solutions. B+ and B are not empty by Lemma 2.3 and are disjoint 
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and by proving that B+ and B are open it follows that A= B+ u"B_ f (0,oo). 
Take a value c in the complement Ac of A then we are assured that u+ is 
c,b 
bounded. By refinements of the proofs needed for these assertions, it is 
actually possible to prove that Ac contains an interval (c1 ,c2), c2 > c 1 > 0 
such that c 1 , c 2 yield homoclinic orbits and values in between periodic 
solutions. We refer to HASTINGS [7,8]. 
Now that we are assured of the existence of a travelling wave, which 
we call u = ~(s), the following result makes sense. 
THEOREM 2.4. For a travelling wave u ~Cs> the speed c satisfies 
(2.13) 2 c > 4b 
---2 
(1-a) 
Moreover ~(s) has at least one zero and 
(2.14) 
For the proof we refer to GREEN & SLEEMAN [10]. They used energy-like inte-
grals and a convexity argument. We note that from (2.14) it follows that 
max_00<s<oo ~(s) > a, indicating the threshold character of this parameter. 
From extensive numerical experiments it has been conjectured that the 
two values c 1, c2 with c2 > c 1 > 0 are such that for fixed a, c 1 (a,b) is in-
creasing in b, c 2 (a,b) is decreasing in band that c 2 < cH = ~ 12 - a12 for 
all values of b for which the corresponding homoclinic orbit exists (see 
McKEAN [5]). For a further introduction to this system we refer to HASTINGS 
[4] and McKEAN [S]. The methods by which Hastings has proved existence of 
homoclinic and periodic orbits for the FitzHugh-Nagumo system, are also 
applied by him to the Hodgkin-Huxley system [9]. 
We mention also recent work of SATTINGER [11] on the stability of 
travelling waves with methods of functional analysis, and of RAUCH & SMOLLER 
[12] on the existence of a solution of the initial value problem and on the 
asymptotic behaviour, thereby using the technique of the so-called contract-
ing rectangles R: if (u(x,O), v(x,O)) lies in R for all x E lR, then 
(u(x,t),v(x,t)) lies in R for all t ~ 0 and x E lR; R is an invariant set 
for the system (1.2). EVANS [13] studies general nerve axon equations and 
examines especially the stability. 
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