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Isomorphism in Wavelets
Xingde Dai and Wei Huang
Two scaling functions ϕA and ϕB for Parseval frame wavelets are al-
gebraically isomorphic, ϕA ≃ ϕB , if they have matching solutions to their
(reduced) isomorphic systems of equations. Let A and B be d × d and s× s
expansive dyadic integral matrices with d, s ≥ 1 respectively and let ϕA be a
scaling function associated with matrix A and generated by a finite solution.
There always exists a scaling function ϕB associated with matrix B such that
ϕB ≃ ϕA.
An example shows that the assumption on the finiteness of the solutions can
not be removed.
1. Introduction
For a vector ~ℓ ∈ Rd, the translation operator T~ℓ is defined as
(T~ℓf)(
~t) ≡ f(~t− ~ℓ), ∀f ∈ L2(Rd), ∀~t ∈ Rd .
Let A be a d × d integral matrix with eighenvalues β1, · · · , βd. A is called
expansive if min{|β1|, · · · , |βd|} > 1. A is called dyadic if | det(A)| = 2. We
define the operator DA as
(DAf)(~t) ≡ (
√
2)f(A~t), ∀f ∈ L2(Rd), ∀~t ∈ Rd .
The operators T~ℓ and DA are unitary operators on L
2(Rd).
Definition 1.1. Let A be an expansive dyadic integral matrix. A function
ψA ∈ L2(Rd) is called a Parseval frame wavelet associated with A, if the set
{DnAT~ℓ ψA | n ∈ Z, ~ℓ ∈ Zd}
forms a normalized tight frame for L2(Rd). That is
‖f‖2 =
∑
n∈Z,~ℓ∈Zd
|〈f,DnAT~ℓ ψA〉|2, ∀f ∈ L2(Rd).
If the set is also orthogonal, then ψA is an orthonormal wavelet for L
2(Rd)
associated with A.
Consider the following system of equations (1.1) associated with an ex-
pansive dyadic integral matrix A:
(1.1)
{ ∑
~n∈Zd h~nh~n+~k = δ~0~k,
~k ∈ AZd,∑
~n∈Zd h~n =
√
2.
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2Let S = {s~n | ~n ∈ Zd} be a solution. The set Λ = {~n ∈ Zd | s~n 6= 0} is called
the support of S. We will say the solution is finite if its support is a finite set.
Define the operator Ψ on L2(Rd) as
Ψ ≡
∑
~n∈Zd
s~nDAT~n.
Bownik [3] and Lawton [18] proved that the iterated sequence
(1.2) {Ψkχ
[0,1)d
| k ∈ N}
converges in the L2(Rd)-norm. The limit is the scaling function ϕA associated
with matrix A. It induces a Parseval frame wavelet ψA associated with matrix
A. The scaling function ϕA satisfies the following two-scale relation (1.3):
ϕA =
∑
~n∈Zd
s~nDAT~nϕA.(1.3)
We will say that ϕA is derived from the solution S. This scaling function
associated with matrix A is generated by a solution S = {s~n} to the system
of equations (1.1).
By Mallat’s idea [21], a (orthogonal) scaling function (in L2(R) when A
is the 1 × 1 matrix [2]) yields a (orthogonal) Parseval frame wavelet ψA. A
classical work [10] by Daubechies provided a deep insight on this and related
topics including the closed formula for related wavelet function ψA. Lawton
[18] shows how to get a compact supported Parseval frame wavelet from a
solution to the system of equations (1.1) when d = 1. Bownik [3] proved that
the sequence defined in (1.2) converges in L2(Rd) in general, the limit ϕA is a
scaling function and it produces a Parseval frame wavelet ψA associated with
matrix A.
The scaling function ϕ in this paper is not necessarily orthogonal. So
the wavelets and scaling functions we discuss in this paper fit the definition
of the frame multi-resolution analysis (FMRA) by J. Benedetto and S. Li [6]
and it also fits the definition of the general multi-resolution analysis (GMRA)
by L. Baggett, H. Medina and K. Merrill [4]. Many authors worked on the
construction of Parseval wavelets with coefficients satisfying the two-scale re-
lation. This includes more general unitary extension principle (UEP) of Ron
and Shen [11] [22].
We say that two scaling functions ϕA and ϕB are algebraically isomor-
phic (see Definition 2.3), ϕA ≃ ϕB, if they have matching solutions to their
(reduced) isomorphic systems of equations (see Definition 2.2).
Definition 1.2. Let W0(A, d) be the collection of all scaling functions in
L2(Rd) associated with a given d× d expansive dyadic integral matrix A and
generated by finite solutions to (1.1). Let W0(d) be the union of W0(A, d) for
all d× d expansive dyadic integral matrix A. Let W0 be the union of W0(d)
for d ≥ 1.
3Our main result in this paper is:
Theorem 1.1. Let A and B be d× d and s× s expansive dyadic integral
matrices with d, s ≥ 1 respectively and let ϕA be a scaling function inW0(A, d).
There always exists a scaling function ϕB ∈ W0(B, s) such that
ϕB ≃ ϕA.
Scaling functions in W0 have compact supports since they are generated
by finite solutions. B. Han and R. Jia made an extended discussion on this
in [14].
The key technique in the proof of Theorem 1.1 is provided by Lemma 4.5
which shows that there exists a pair of “local lattice isomorphisms” between
special bounded subsets of lattice Zd and its corresponding bounded subsets of
Z. This algebraic isomorphism is an equivalence relation on W0 (see Lemma
2.5), hence an equivalence relation on W0(A, d) and on W0(d) as well. So
there is a natural one-to-one mapping from W0(A,d)≃ onto
W0(B,s)
≃ . Also, there
is a natural one-to-one mapping from W0(d)≃ onto
W0(s)
≃ .
Q. Gu and D. Han [17] proved that, if an integral expansive matrix is asso-
ciated with single function orthogonal wavelets with multi-resolution analysis
(MRA), then the matrix must be dyadic. Our results could be generalized to
multi-wavelets (see C. Cabrelli, C. Heil and U. Molter [7]).
This paper is organized as follows. In Section 2, we collect general def-
initions, Lemmas and Propositions. In Section 3, we present a special basis
for Zd that simplifies the format of AZd. Section 4 is devoted to the proof
of Theorem 1.1. In Section 5, we present an example which shows that in
Theorem 1.1 the condition on finiteness of the solutions can not be removed.
2. Definitions and Lemmas
Definition 2.1. Let A be a d × d expansive dyadic integral matrix and
ΛA ∈ Zd. A reduced system of equations E(ΛA,A,d) is obtained from system of
equations (1.1) as following:
Step 1: Replace all variables h~n in (1.1) by 0, where ~n /∈ ΛA;
Step 2: Remove all trivial equations “0 = 0”.
We denote the family of all such reduced systems of equations by E.
For vector ~k ∈ AZd, if there exists at least one element vector ~n ∈ ΛA such
that the the vector ~n+~k is also in ΛA, then the equation
∑
~n∈ΛA h~nh~n+~k = δ~0~k
is non-trivial and hence is in E(ΛA,A,d). We say this equation is generated by
~k. A solution to the system has support contained in ΛA.
It is clear we have:
Lemma 2.1. The following statements are equivalent:
4(A): ~k ∈ AZd generates a non-trivial equation
∑
~n∈ΛA
h~nh~n+~k = δ~0~k in
E(ΛA,A,d).
(B): ΛA ∩ (ΛA − ~k) 6= ∅.
(C): ΛA ∩ (ΛA + ~k) 6= ∅.
We say that two elements ~k1, ~k2 ∈ AZd are related, ~k1 ∼ ~k2, if the equation∑
~n∈ΛA h~nh~n+~k1 = δ~0,~k1 is the same as either
∑
~n∈ΛA h~nh~n+~k2 = δ~0,~k2 , or
its conjugate
∑
~n∈ΛA h~nh~n+~k2 = δ~0,~k2 . This is an equivalence relation on
AZd and it leads to a partition of AZd. We denote the partition by PΛA ≡
{P∅,ΛA , P0,ΛA , P1,ΛA , · · · }.
AZd =
(
P∅,ΛA ∪˙P0,ΛA
)∪˙⋃· {Pj,ΛA | j > 0, Pj,ΛA ∈ PΛA}.
P∅,ΛA contains all elements that generate the trivial equation “0 = 0”. It
is an infinite set. P0,ΛA contains only one element ~0, which generates the
equation
∑
~n∈ΛA |h~n|2 = 1. Each set Pj,ΛA , j > 0, collects all elements that
generate the same equation in E(ΛA,A,d). In some special cases of ΛA, the part
∪˙{Pj,ΛA | j > 0, Pj,ΛA ∈ PΛA} could be empty. However the next Lemma 2.2
shows that each set Pj,ΛA , j > 0, if nonempty, has exactly two elements.
Lemma 2.2. If ~k1, ~k2 ∈ AZd generate non-trivial equations in E(ΛA,A,d),
then ~k1 ∼ ~k2 if and only if ~k1 = ±~k2.
Proof. Let ~k1, ~k2 ∈ AZd generate non-trivial equations in E(ΛA,A,d).
(⇒) If ~k1 ∼ ~k2 , then we have two cases:
(A)
∑
~n∈ΛA h~nh~n+~k1 = δ~0,~k1 and
∑
~n∈ΛA h~nh~n+~k2 = δ~0,~k2 are the same.
Then there exists one common term h~n1h~n1+~k1 and h~n2h~n2+~k2 for some ~n1, ~n2 ∈
ΛA. So ~n1 = ~n2 and ~n1 + ~k1 = ~n2 + ~k2, thus ~k1 = ~k2.
(B)
∑
~n∈ΛA h~nh~n+~k1 = δ~0,~k1 and
∑
~n∈ΛA h~nh~n+~k2 = δ~0,~k2 are the same.
Then there exists one common term h~n1h~n1+~k1 and h~n2h~n2+~k2 for some ~n1, ~n2 ∈
ΛA. So ~n1 = ~n2 + ~k2 and ~n1 + ~k1 = ~n2, thus ~k1 = −~k2.
(⇐) It is obvious when ~k1 = ~k2. So we only need to show that, if ~k ∈ AZd
generates a non-trivial equation in E(ΛA,A,d), then ~k ∼ −~k, i.e. ~k and −~k
generate the same equation. The equation generated by ~k is
(2.1)
∑
~n∈ΛA∩(ΛA−~k)
h~nh~n+~k = δ~0,~k.
On the other hand, −~k generates
(2.2)
∑
~n∈ΛA∩(ΛA+~k)
h~nh~n−~k = δ~0,−~k.
5Replacing ~n = ~m+~k in (2.2), we have
∑
~m∈(ΛA−~k)∩ΛA h~m+~kh~m = δ~0,−~k. The
conjugate of this equation is∑
~m∈(ΛA−~k)∩ΛA
h~mh~m+~k = δ~0,−~k = δ~0,~k,
which is the same as (2.1). Hence ~k ∼ −~k. 
By the Axiom of Choice, there exists a choice function from {Pj,ΛA | j ≥
0} → AZd with range {~0, ~k1, ~k2, ...}, where ~kj ∈ Pj,ΛA . We call each of these
choices an index set for the system of equations. It is clear that the following
lemma characterizes index sets:
Lemma 2.3. A subset E of AZd is an index set for the system E(ΛA,A,d)
if and only if it satisfies the following conditions (A)-(C):
(A): Every element ~k in the set E generates a (non-trivial) equation
in E(ΛA,A,d).
(B): Two distinct elements ~k1, ~k2 in the set E generate two distinct
equations in E(ΛA,A,d).
(C): Each equation in E(ΛA,A,d) has its generator in E.
Let ΛEA be one of the index sets. The system E(ΛA,A,d) has the form:
(2.3) E(ΛA,A,d) :
{ ∑
~n∈ΛA h~nh~n+~k = δ~0~k,
~k ∈ ΛEA,∑
~n∈ΛA h~n =
√
2.
Lemma 2.4. For Λ′ ⊆ Λ ⊂ Zd, every index set for E(Λ,A,d) contains one
and only one index set for E(Λ′,A,d).
Proof. Let ΛE be an index set for E(Λ,A,d). Given any equation in
E(Λ′,A,d), if it is generated by an element ~k ∈ AZd, then by Lemma 2.1,
Λ′∩ (Λ′−~k) 6= ∅. Since Λ′ ⊆ Λ, Λ∩ (Λ−~k) 6= ∅. This ~k generates an equation
in E(Λ,A,d), by Lemma 2.1 again. Hence by Lemma 2.2, ΛE contains ~k or −~k,
but not both. Collect all elements in ΛE that generate equations in E(Λ′,A,d).
This is an index set for E(Λ′,A,d).

Let B be an s× s expansive dyadic integral matrix, and ΛB ⊂ Zs. And
E(ΛB ,B,s) :
{ ∑
~m∈ΛB h
′
~mh
′
~m+~ℓ
= δ~0~ℓ,
~ℓ ∈ ΛEB,∑
~m∈ΛB h
′
~m =
√
2.
Definition 2.2. E(ΛA,A,d), E(ΛB ,B,s) ∈ E are isomorphic, E(ΛA,A,d) ∼
E(ΛB ,B,s) if there exist
(A): a bijection θ : ΛA → ΛB and
6(B): a bijection η from an index set ΛEA of E(ΛA,A,d) onto an index set
ΛEB of E(ΛB ,B,s)
with the following properties: for each ~k ∈ ΛEA, the equation in E(ΛB ,B,s)
generated by ~ℓ ≡ η(~k) is obtained by replacing h~n by h′θ(~n) and δ~0~k by δ~0~ℓ in
the equation in E(ΛA,A,d) generated by ~k.
Proposition 2.1. The isomorphism defined in Definition 2.2 is an equiv-
alence relation on E.
Proof. (Reflexivity) It is obvious that the relation is reflexive.
(Symmetry) Let E(ΛA,A,d) ∼ E(ΛB ,B,s) with θ, η as the bijections. It is
easy to verify that θ−1, η−1 are the bijections for E(ΛB ,B,s) ∼ E(ΛA,A,d).
(Transitivity) Let E(ΛA,A,d), E(ΛB ,B,s), E(ΛC ,C,t) ∈ E, and E(ΛA,A,d) ∼ E(ΛB ,B,s)
with θ1, η1 as the bijections, E(ΛB ,B,s) ∼ E(ΛC ,C,t) with θ2, η2 as the bijections.
The reader can verify that the mappings θ ≡ θ2 ◦ θ1 and η ≡ η2 ◦ η1 are the
bijections from ΛA to ΛC and from Λ
E
A to Λ
E
C , respectively. Then when we re-
place variables h~n by h
′
θ(~n) and replace δ~0~k by δ~0,η(~k) in equations of E(ΛA,A,d),
we will obtain all equations in E(ΛC ,C,t).

The next Proposition 2.2 provides sufficient conditions for this isomor-
phism.
Proposition 2.2. Let E(ΛA,A,d) and E(ΛB ,B,s) be elements in E with index
sets ΛEA and Λ
E
B, respectively. Assume there exist bijections
θ : ΛA → ΛB and η : ΛEA → ΛEB,
with properties that an extension of θ to new domain Zd (denoted as Θ) sat-
isfies
Θ(~n+ ~k) = θ(~n) + η(~k), ∀~k ∈ ΛEA and ∀~n ∈ ΛA.
Then E(ΛA,A,d) and E(ΛB ,B,s) are isomorphic.
Notice that this extension Θ is required to be neither one-to-one nor onto.
Proof. We will prove by definition.
(A) The equation Σ~n∈ΛAh~n =
√
2 is in E(ΛA,A,d). We replace h~n by h′θ(~n)
to obtain Σ~n∈ΛAh
′
θ(~n) =
√
2. Notice that θ(ΛA) = ΛB, we have the equation
Σ~m∈ΛBh
′
~m =
√
2 in E(ΛB ,B,s).
(B) Let ~k ∈ ΛEA and denote ~ℓ = η(~k) ∈ ΛEB. ~k generates the equation in
E(ΛA,A,d) ∑
~n∈ΛA
h~nh~n+~k = δ~0~k.
Notice that the non-trivial products in this equation are those with indices
~n, ~n+~k ∈ ΛA. By assumption, θ(~n+~k) = Θ(~n+~k) = θ(~n)+ η(~k) = θ(~n) + ~ℓ.
7So replacing h~n by h
′
θ(~n), h~n+~k by h
′
θ(~n+~k)
= h′
θ(~n)+~ℓ
and δ~0~k by δ~0,η(~k) = δ~0~ℓ,
the above equation becomes∑
~n∈ΛA
h′θ(~n)h
′
θ(~n)+~ℓ
= δ~0~ℓ.
This is the equation in E(ΛB ,B,s) generated by ~ℓ, i.e.
∑
~m∈ΛB h
′
~mh
′
~m+~ℓ
= δ~0~ℓ.
Since η is an onto mapping, we obtained all equations in E(ΛB ,B,s).

Definition 2.3. Let ϕA be derived from (SA, E(ΛA,A,d)) where SA = {a~n |
~n ∈ ΛA}, and ϕB be derived from (SB , E(ΛB ,B,s)) where SB = {b~m | ~m ∈ ΛB}.
ϕA, ϕB are algebraically isomorphic, ϕA ≃ ϕB, if the following conditions are
satisfied:
(A): E(ΛA,A,d) and E(ΛB ,B,s) are isomorphic in E.
(B): bθ(~n) = a~n, ∀~n ∈ ΛA, where θ is the bijection from ΛA onto ΛB
in the isomorphism in (A).
The reader will verify that following lemma is immediate from Definitions
2.2 and 2.3.
Lemma 2.5. For isomorphic systems E(ΛA,A,d) and E(ΛB ,B,s) with bijec-
tion θ from ΛA to ΛB, if SA = {a~n | ~n ∈ ΛA} is a solution to E(ΛA,A,d),
then the set SB ≡ {b~m = aθ−1(~m) | ~m ∈ ΛB} is a solution to E(ΛB ,B,s). More-
over, the scaling functions derived from (SA, E(ΛA,A,d)) and (SB , E(ΛB ,B,s)) are
algebraically isomorphic.
Let ϕ0 be a scaling function derived from the solution S0 = {an | n ∈ Λ0}
to E(Λ0,A,d) with index set ΛE0 . Let ~n0 ∈ Zd, S1 ≡ {b~m = a~m−~n0 | ~m ∈ Λ0+~n0}
and Λ1 ≡ Λ0 + ~n0. Then the set S1 is a solution to E(Λ1,A,d) with the same
index set ΛE0 . We call the new scaling function ϕ1 generated by S1 the scaling
function of ϕ0 after shifting ~n0. It is easy to verify that the mappings θ and
η defined by θ(~n) ≡ ~n + ~n0, ~n ∈ Λ0 and η(~k) ≡ ~k,~k ∈ ΛE0 are the bijections
that satisfy the conditions in Proposition 2.2, hence E(Λ0,A,d) ∼ E(Λ1,A,d) and
ϕ0 ≃ ϕ1. So we have
Proposition 2.3. The scaling function of ϕ0 after shifting ~n0 is alge-
braically isomorphic to ϕ0. And their reduced system of equations are isomor-
phic.
Note that one can choose ~n0 so that the new support contains ~0.
3. Matrix and Basis
Let d ≥ 1 be a natural number and A a d × d expansive dyadic integral
matrix. We will need the following Smith Normal Form for integral matrices
[2].
8Lemma 3.1. For any expansive dyadic integral matrix A, we have A =
UDV , where U, V are integral matrices of determinant ±1, and D a diagonal
matrix with the last diagonal entry 2 and all other diagonal entries 1.
Let ~e1, ..., ~ed be the standard basis for Z
d. Note that V Zd = Zd and
UZd = Zd.
Z
d = span{~e1, ..., ~ed−1, 2~ed} ∪˙
(
span{~e1, ..., ~ed−1, 2~ed}+ ~ed
)
= DZd ∪˙ (DZd + ~ed)
= DV Zd ∪˙ (DV Zd + ~ed),
Z
d = UZd = UDV Zd ∪˙ U(DV Zd + ~ed).
So we have
Proposition 3.1. Let d ≥ 1 be a natural number and A a d×d expansive
dyadic integral matrix. Then
Z
d = AZd ∪˙ (AZd + U~ed).
Define F = {~fj = U~ej | j = 1, ..., d}. This is a new basis for Zd and
matrix U maps the standard basis to F . We have
AZd = UDV Zd = UDZd
= U span{~e1, ..., ~ed−1, 2~ed}
= span{U~e1, ..., U~ed−1, 2U~ed}
= span{~f1, ..., ~fd−1, 2~fd}.
This proves
Proposition 3.2. Let d ≥ 1 be a natural number and A a d×d expansive
dyadic integral matrix. Then Rd has a basis {~fj | j = 1, ..., d} with properties
that, under this new basis, a vector ~k is in AZd if and only if the last coordinate
of ~k is an even number. That is, under this new basis, we have
AZd = {(~x, 2n) | ~x ∈ Zd−1, n ∈ Z}.
4. Proof of Theorem 1.1
In this section, d > 1 and N ≥ 1 are fixed natural numbers. Let A be
a d × d expansive dyadic integral matrix. By Proposition 3.2, we use a new
basis for Rd such that AZd = {(~x, 2n) | ~x ∈ Zd−1, n ∈ Z}.
Define
Λd,N ≡ [0, 2N)d ∩ Zd =
{
(n1, · · · , nd) | 0 ≤ n1, · · · , nd ≤ 2N − 1
}
.(4.1)
The set Λd,N contains 2
dN elements in Zd. So E(Λd,N ,A,d) is a well-defined
element in E.
9For vector ~n = (n1, n2, · · · , nd−1, nd) ∈ Zd, define the function σd,N :
Z
d → Z as :
(4.2) σ
d,N
(~n) =
d∑
j=1
nj · 4(j−1)N .
Lemma 4.1. Let ~n ∈ (−2N , 2N )d ∩ Zd. Then
(A): σ
d,N
is an injection from (−2N , 2N )d ∩ Zd into Z.
(B): σ
d,N
(~n) = 0 if and only if ~n = ~0;
(C): σ
d,N
(~n) > 0 if and only if the right most non-zero coordinate of
~n is positive;
(D): σ
d,N
(~n) < 0 if and only if the right most non-zero coordinate of
~n is negative;
Proof. Let ~a,~b be distinct elements in (−2N , 2N)d ∩ Zd and j0 be the
largest index where aj0 6= bj0 . Without loss of generality, we assume aj0−bj0 ≥
1. By definition of σ
d,N
in (4.2), we have
σ
d,N
(~a)− σ
d,N
(~b) = (aj0 − bj0) · 4(j0−1)N +
j0−1∑
j=1
(aj − bj) · 4(j−1)N
≥ 4(j0−1)N −
j0−1∑
j=1
|aj − bj| · 4(j−1)N
≥ 4(j0−1)N −
j0−1∑
j=1
(2N+1 − 2) · 4(j−1)N
= 4(j0−1)N (1 − 2
2N + 1
) +
2
2N + 1
> 0.
Hence (A) is proved and it follows that (B) is also true.
Next, let ~a = (a1, · · · , ad) ∈ (−2N , 2N)d ∩ Zd and j0 be the largest index
where aj 6= 0. By definition of σd,N , we have
σ
d,N
(~a)− aj0 · 4(j0−1)N =
j0−1∑
j=1
aj · 4(j−1)N .
So
−
j0−1∑
j=1
(2N − 1) · 4(j−1)N ≤ σ
d,N
(~a)− aj0 · 4(j0−1)N ≤
j0−1∑
j=1
(2N − 1) · 4(j−1)N .
−4
(j0−1)N − 1
2N + 1
≤ σ
d,N
(~a)− aj0 · 4(j0−1)N ≤
4(j0−1)N − 1
2N + 1
.
aj0 · 4(j0−1)N −
4(j0−1)N − 1
2N + 1
≤ σ
d,N
(~a) ≤ aj0 · 4(j0−1)N +
4(j0−1)N − 1
2N + 1
.
10
It is clear that σ
d,N
(~a) and aj0 have the same sign. Hence (C) and (D) are
proved. 
Define fd,N : Z
d → Z:
(4.3)
fd,N(~x, y) ≡
⌊y
2
⌋
2(2d−3)N+2 +
{
2σ
d−1,N
(~x) y even
2σ
d−1,N
(~x) + 1 y odd
∀~x ∈ Zd−1, y ∈ Z
where ⌊ y2 ⌋ gives the greatest integer that is less than or equal to y2 . It is clear
that fd,N has the following properties:
Lemma 4.2. For ~x, ~z ∈ Zd−1 and y, j ∈ Z,
(A): fd,N(~x+ ~z, y)− fd,N(~x, y) = 2σd−1,N (~z);
(B): fd,N(~x, y + 2j)− fd,N(~x, y) = j · 2(2d−3)N+2;
(C): fd,N(~x, y + 1)− fd,N(~x, y) =
{
1 y even;
2(2d−3)N+2 − 1 y odd.
Define
Ed,N ≡ {~n = (~x, 2j) ∈ Zd | σd,N (~n) ≥ 0;~n ∈ (−2N , 2N )d ∩ Zd}.(4.4)
Lemma 4.3. fd,N defined in (4.3) is an injection from (−2N , 2N)d ∩ Zd
into Z.
Proof. Let (~x+~z, y+w), (~x, y) be two distinct elements in (−2N , 2N )d∩
Z
d. Without loss of generality, we can further assume w ≥ 0. Denote ∆ =
fd,N(~x+ ~z, y+w)− fd,N(~x, y). We only need to show that ∆ 6= 0 when ~z 6= ~0
or w > 0. By Lemma 4.2, we have
∆ = 2σ
d−1,N
(~z) + fd,N(~x, y + w)− fd,N(~x, y)
= 2σ
d−1,N
(~z) +
{
j · 2(2d−3)N+2 w = 2j
j · 2(2d−3)N+2 + fd,N(~x, y + 1)− fd,N(~x, y) w = 2j + 1
When w is even, we have the following two cases:
(A) w = 2j, j ≥ 1. Notice that 2(2d−3)N+2 > 2σ
d−1,N
(~z), so ∆ =
2σ
d−1,N
(~z) + j · 2(2d−3)N+2 > 0.
(B) w = 0, ~z 6= ~0. ∆ = 2σ
d−1,N
(~z) 6= 0, by Lemma 4.1 (B).
When w is odd, we have:
∆ = 2σ
d−1,N
(~z) + j · 2(2d−3)N+2 + fd,N(~x, y + 1)− fd,N(~x, y)
= 2σ
d−1,N
(~z) + j · 2(2d−3)N+2 +
{
1 y even
2(2d−3)N+2 − 1 y odd
So we have the following two cases:
(C) w = 2j+1, j = 0. Then ∆ = 2σ
d−1,N
(~z)+
{
1 y even
2(2d−3)N+2 − 1 y odd
is an odd number, thus not zero for either case of y.
(D) w = 2j + 1, j ≥ 1. Then ∆ > 2σ
d−1,N
(~z) + j · 2(2d−3)N+2 > 0.
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
Λd,N , Ed,N are subsets of (−2N , 2N)d ∩ Zd. So we have
Lemma 4.4. fd,N defined in (4.3) is an injection from Λd,N into Z and
is also an injection from Ed,N into Z.
Proposition 4.1. The set Ed,N defined in (4.4) is an index set for
E(Λd,N ,A,d).
We define ΛEd,N ≡ Ed,N .
Proof. We verify that this set Ed,N satisfies the conditions in Lemma
2.3. Let ~k0 = (k1, ..., kd−1, kd) be a vector in Ed,N .
(A) Define a vector ~n0 = (n1, ..., nd) by nj = −kj when kj ≤ 0 and
nj = 0 when kj > 0. Then both ~n0, ~n0 + ~k0 ∈ Λd,N . So each element in Ed,N
generates an equation in E(Λd,N ,A,d) by Lemma 2.1.
(B) If ~k0 = ~0, this vector generates the equation
∑
~n∈Λd,N |h~n|2 = 1. If
~k0 6= ~0, by Lemma 2.2 the only other vector generates the same equation as
~k0 does is −~k0. This vector is not in Ed,N since its right most coordinate is a
negative number (Lemma 4.1).
(C) If ~k is not in (−2N , 2N )d ∩ Zd, then one of its coordinate’s absolute
value is greater than or equal to 2N . For all ~n ∈ Λd,N , ~n+~k /∈ Λd,N , so every
~k that generates an equation in E(Λd,N ,A,d) must be in (−2N , 2N)d ∩ Zd, by
Lemma 2.1. By Lemma 2.2, ±~k will generate the same equation. However,
one of ~k and −~k must be in Ed,N by its definition. So Ed,N generates all
equations.

Define mappings θd,N and ηd,N as follows:
θd,N
(
(~x, y)
) ≡ fd,N(~x, y), (~x, y) ∈ Λd,N(4.5)
ηd,N
(
(~x, y)
) ≡ fd,N(~x, y), (~x, y) ∈ ΛEd,N .(4.6)
By Lemma 4.4, θd,N , ηd,N are injections on Λd,N and Λ
E
d,N respectively.
Remark 4.1. Given a d× d expansive dyadic integral matrix A, the new
basis F = {~fj | j = 1, ..., d} as discussed in Section 3 Proposition 3.2 is not
unique in general. The related sets Λd,N ,Λ
E
d,N , the mappings θd,N , ηd,N and
then the images θd,N(Λd,N), ηd,N (Λ
E
d,N) are all well-defined and are related to
the matrix A as well as the new basis. Thus different basis gives different sets,
mappings and images. However, for the sake of simplicity of notation system,
we will use the above notations without mentioning A or the new basis F .
Lemma 4.5. Let ~k ∈ ΛEd,N and ~n ∈ Λd,N . Then
fd,N(~n+ ~k) = θd,N(~n) + ηd,N(~k).
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Proof. Denote ~n = (~u, nd), ~k = (~v, kd) where ~u,~v ∈ Zd−1 and kd ∈ 2Z.
ηd,N(~k) + θd,N(~n) =
⌊
kd
2
⌋
2(2d−3)N+2 + 2σ
d−1,N
(~v)
+
⌊nd
2
⌋
2(2d−3)N+2 +
{
2σ
d−1,N
(~u) nd even;
2σ
d−1,N
(~u) + 1 nd odd,
=
⌊
nd + kd
2
⌋
2(2d−3)N+2 +
{
2σ
d−1,N
(~u + ~v) nd even;
2σ
d−1,N
(~u + ~v) + 1 nd odd,
=fd,N(~n+ ~k).

Define
(4.7) Λ1,N ≡ θd,N(Λd,N).
Λ1,N is a subset of Z and E(Λ1,N ,[2],1) is an element in E.
Lemma 4.6. (A): min(Λ1,N ) = 0.
(B): max(Λ1,N ) = (2
N − 1)2(2d−3)N+2 + 2
2N + 1
(4(d−1)N) + 1.
(C): min
(
ηd,N(Λ
E
d,N )
)
= 0.
(D): Λ1,N contains the consecutive integers {0, 1, · · · , 2N+1 − 1}.
Proposition 4.2. ηd,N (Λ
E
d,N) is an index set for E(Λ1,N ,[2],1).
We denote ηd,N(Λ
E
d,N) as Λ
E
1,N .
Proof. We will verify that the set ηd,N(Λ
E
d,N) satisfies the three condi-
tions in Lemma 2.3.
(A) Let ℓ = ηd,N (~k) for some ~k ∈ ΛEd,N . By Lemma 2.1, Λd,N∩(Λd,N−~k) 6=
∅. Let ~n0 ∈ Λd,N ∩ (Λd,N − ~k). So θd,N(~n0) ∈ Λ1,N . Since ~n0 ∈ Λd,N − ~k,
~n0 + ~k ∈ Λd,N hence θd,N (~n0 + ~k) ∈ Λ1,N . By Lemma 4.5, θd,N(~n0 + ~k) =
fd,N(~n0 + ~k) = θd,N(~n0) + θd,N(~k) = θd,N(~n0) + ℓ. This implies θd,N(~n0) ∈
Λ1,N − ℓ. So
Λ1,N ∩ (Λ1,N − ℓ) 6= ∅.
By Lemma 2.1, every element ℓ ∈ ηd,N(ΛEd,N ) generates an equation in E(Λ1,N ,[2],1).
(B) Let ℓ1, ℓ2 be distinct elements in ηd,N (Λ
E
d,N). By part (A), ℓ1 and ℓ2
generate equations in E(Λ1,N ,[2],1). By Lemma 4.6 (c), ℓ1, ℓ2 are non-negative,
hence ℓ1 6= ℓ2. So by Lemma 2.2, the two elements ℓ1, ℓ2 must generate
different equations.
(C) Given an equation in E(Λ1,N ,[2],1) generated by an element ℓ ∈ 2Z.
By Lemma 2.2, we can further assume that ℓ ≥ 0. It suffices to show that
ℓ ∈ ηd,N (ΛEd,N). By Lemma 2.1, we have Λ1,N ∩ (Λ1,N − ℓ) 6= ∅. There exists
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a vector n0 ∈ Λ1,N such that n0+ ℓ ∈ Λ1,N . By definition of Λ1,N , there exist
~n1 = (~x1, y1) ∈ Λd,N and ~n2 = (~x2, y2) ∈ Λd,N such that
n0 = fd,N(~n1),
n0 + ℓ = fd,N(~n2).
Since ℓ is even, by Equation (4.3) y2 − y1 must be even.
We have
ℓ = fd,N(~n2)− fd,N(~n1)
= fd,N
(
(~x2, y2)
)− fd,N((~x1, y1))
= fd,N
(
(~x2, y2 − y1 + y1)
)− fd,N((~x1, y1))
=
⌊y2 − y1
2
⌋
2(2d−3)N+2 + fd,N
(
(~x2, y1)
)− fd,N((~x1, y1))
=
⌊y2 − y1
2
⌋
2(2d−3)N+2 + 2σ
d−1,N
(~x2 − ~x1)
= fd,N
(
(~x2 − ~x1, y2 − y1)
)
Denote ~k = (~x2−~x1, y2−y1). It is clear that ~k ∈ (Λd,N−Λd,N) ⊆ (−2N , 2N)d∩
Z
d. It is left to show that σ
d,N
(~k) ≥ 0. Since fd,N(~k) = ℓ ≥ 0, by (4.3) we must
have y2−y1 ≥ 0. If y2−y1 > 0, by Lemma 4.1 σd,N (~k) ≥ 0. If y2−y1 = 0, then
the above calculation gives σ
d,N
(~k) = σ
d−1,N
(~x2 − ~x1) = 12fd,N(~k) = ℓ2 ≥ 0.
Proposition 4.2 is proved.

We summarize the above discussions. For an integer N ≥ 1, we first
define Λd,N in (4.1). So E(Λd,N ,A,d) is well defined. We prove that the set
defined in (4.4) is an index set for E(Λd,N ,A,d). Secondly, we define mappings
θd,N , ηd,N in (4.5) and (4.6), respectively. Thirdly, we define Λ1,N in (4.7).
So E(Λ1,N ,[2],1) is well-defined. At last, we prove that ΛE1,N ≡ ηd,N (ΛEd,N) is an
index set for E(Λ1,N ,[2],1) in Proposition 4.2. By Lemma 4.4, θd,N is a bijection
from Λd,N onto Λ1,N , and ηd,N is a bijection from Λ
E
d,N onto Λ
E
1,N . Therefore,
by Lemma 4.5 and Proposition 2.2 we have
Proposition 4.3. The systems of equations E(Λd,N ,A,d) and E(Λ1,N ,[2],1)
are isomorphic,
E(Λd,N ,A,d) ∼ E(Λ1,N ,[2],1).
Next, let Λd be a non-empty subset of Λd,N . By Lemma 2.4, Λ
E
d,N contains
an index set ΛEd for system E(Λd,A,d). Define Λ1 ≡ θd,N(Λd). The mapping
θd,N is a bijection from Λd onto Λ1. Since Λ1 is a subset of Λ1,N , by Lemma
2.4 again, ΛE1,N contains an index set for system E(Λ1,[2],1).
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Proposition 4.4. Let Λd be a non-empty subset of Λd,N and denote
Λ1 ≡ θd,N(Λd). Then
E(Λd,A,d) ∼ E(Λ1,[2],1).
Proof. Since Λd is a subset of Λd,N , by Lemma 2.4, Λ
E
d,N contains ex-
actly one subset which is an index set for E(Λd,A,d). We denote it by ΛEd . Also,
since Λ1 ≡ θd,N (Λd) is a subset of Λ1,N , by Lemma 2.4 again, ΛE1,N contains
exactly one subset which is an index set for E(Λ1,[2],1). We denote it by ΛE1 .
We claim the following equality holds:
ΛE1 = ηd,N(Λ
E
d ).
Let ~k ∈ ΛEd , then ~k ∈ ΛEd,N . So ηd,N(~k) ∈ ΛE1,N . Also, there exists ~n0 ∈ Λd
such that ~n0 + ~k ∈ Λd. So θd,N(~n0) ∈ θd,N(Λd) = Λ1 and θd,N(~n0 + ~k) ∈
θd,N(Λd) = Λ1. By Lemma 4.5, θd,N(~n0 + ~k) = θd,N(~n0) + ηd,N(~k) ∈ Λ1.
Notice that θd,N(~n0) ∈ Λ1, then ηd,N (~k) is in an index set for E(Λ1,[2],1). By
Lemma 2.4, ηd,N(~k) must be in Λ
E
1 , i.e. ηd,N (Λ
E
d ) ⊆ ΛE1 .
Let ℓ ∈ ΛE1 , then ℓ ∈ ΛE1,N . So there exists ~k ∈ ΛEd,N such that ℓ = ηd,N (~k).
Also, there exists m0 ∈ Λ1 such that m0 + ℓ ∈ Λ1. Let ~n0 ∈ Λd such that
θd,N(~n0) = m0. We have
θd,N(~n0 + ~k) = θd,N(~n0) + ηd,N (~k) = m0 + ℓ ∈ Λ1.
So ~n0 + ~k ∈ Λd, hence ~k is in an index set for E(Λd,A,d). By Lemma 2.4,
~k ∈ ΛEd ⊆ ΛEd,N . Therefore ΛE1 ⊆ ηd,N(ΛEd ). The claim is proved.
So ηd,N is an bijection from Λ
E
d onto Λ
E
1 = ηd,N (Λ
E
d ), when restricted to
ΛEd . And it is clear that θd,N is a bijection from Λd onto Λ1, when restricted
to Λd.
By Lemma 4.5 fd,N is an extension of θd,N and
fd,N(~n+ ~k) = θd,N(~n) + ηd,N (~k), ∀~k ∈ ΛEd,N and ~n ∈ Λd,N .
Since ΛEd and Λd are subsets of Λ
E
d,N ,Λd,N respectively. We have
fd,N(~n+ ~k) = θd,N(~n) + ηd,N (~k), ∀~k ∈ ΛEd and ~n ∈ Λd.
Hence E(Λd,A,d) is isomorphic to E(Λ1,[2],1). Proposition 4.4 is proved.

We will first prove the following theorem and this will lead to the proof
of Theorem 1.1.
Theorem 4.1. For every scaling function ϕd in W0(d), there exists a
scaling function ϕ1 in W0(1) such that
ϕ1 ≃ ϕd.
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Proof. Let A be a d × d expansive dyadic integral matrix, and ϕd ∈
W0(A, d) be a scaling function derived from (Sd, E(Λd,A,d)), where Sd ≡ {a~n, ~n ∈
Λd} is a solution with finite support Λd.
(A) Define ~n0 ≡ (x1, ..., xd), xj = min{nj | ~n = (n1, ..., nd) ∈ Λd}. It’s
clear that all coordinates of elements in the set Λ ≡ Λd−~n0 are non-negative.
Define θ0(~n) ≡ ~n− ~n0, ∀~n ∈ Λd and η0(~k) = ~k, ∀~k ∈ ΛEd . By Proposition 2.3,
we have E(Λd,A,d) ∼ E(Λ,A,d) with the related bijections θ0 and η0.
(B) Let N be a natural number such that Λd,N contains Λ. Let θd,N , ηd,N
as defined in (4.5) and (4.6), and Λ1 ≡ θd,N(Λ). By Proposition 4.4, E(Λ,A,d) ∼
E(Λ1,[2],1) with associated bijections θd,N , ηd,N .
By (A)(B) and Proposition 2.1, E(Λd,A,d) ∼ E(Λ1,[2],1). Note that θ ≡
θd,N ◦ θ0, η ≡ ηd,N ◦ η0 are the bijections in this isomorphism and Λ1 = θ(Λd).
Define S1 ≡ {b~m = aθ−1(~m) | ~m ∈ Λ1}. By Lemma 2.5, S1 is a solution to
E(Λ1,[2],1). Let ϕ1 be the scaling function derived from (S1, E(Λ1,[2],1)). By
Lemma 2.5 again, we have
ϕd ≃ ϕ1.
It is clear that ϕ1 ∈ W0(1). Theorem 4.1 is proved.

Theorem 4.2. Let B be an s×s expansive dyadic integral matrix. For ev-
ery scaling function ϕ1 inW0(1), there exists a scaling function ϕs inW0(B, s)
associated with B such that
ϕ1 ≃ ϕs.
Proof. ϕ1 is derived from a solution S1 = {a~n | ~n ∈ Λ1} to E(Λ1,[2],1)
where Λ1 is a finite set. By Proposition 2.3 ϕ1 is algebraically isomorphic to
the scaling function after shifting by minΛ1. Without loss of generalization
we will simply assume that minΛ1 = 0. Let B be an s× s expansive dyadic
integral matrix. By Proposition 3.2, we can choose a basis for Rs such that
BZs = {(~x, 2n) | ~x ∈ Zs−1, n ∈ Z}.
Let N ′ be the smallest natural number such that
(4.8) max(Λ1) ≤ 2N
′+1 − 1.
Define Λs,N ′ ≡ [0, 2N ′)s ∩ Zs as in (4.1). By Proposition 4.1 the set
ΛEs,N ′ ≡ {~n = (~x, 2j) ∈ Zs | σs,N′ (~n) ≥ 0;~n ∈ (−2N
′
, 2N
′
)s ∩ Zs}
is an index set for the system of equations E(Λs,N′ ,B,s). Define
Λ1,N ′ ≡ θs,N ′(Λs,N ′).
By Proposition 4.3
E(Λs,N′ ,B,s) ∼ E(Λ1,N′ ,[2],1)
with well-defined bijections θs,N ′ and ηs,N ′ .
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By Lemma 4.6 (D) and (4.8), the set Λ1 is a subset of Λ1,N ′ . Define
Λs ≡ θ−1s,N ′(Λ1).
It is clear that Λs is a subset of Λs,N ′ . By Proposition 4.4
E(Λs,B,s) ∼ E(Λ1,[2],1)
with bijections which are θs,N ′ and ηs,N ′ restricted to Λs and Λ1 respectively.
By Lemma 2.5, the set Ss ≡ {b~m = aθ−1
s,N′
(~m) | ~m ∈ Λs} is a solution
to E(Λs,B,s), and the scaling function ϕs derived from (Ss, E(Λs,B,s)) and ϕ1
are algebraically isomorphic. It is clear that ϕs ∈ W0(B, s). Theorem 4.2 is
proved. 
Proof of Theorem 1.1 Let A be a d × d expansive dyadic integral
matrix with d ≥ 1 and ϕA be a scaling function in W0(d) associated with
A. By Theorem 4.1, there exists a scaling function ϕ1 in W0(1) such that
ϕA ≃ ϕ1.
Let B be an s × s expansive dyadic integral matrix with s ≥ 1. By
Theorem 4.2 there is a scaling function ϕB ∈ W0(B, s) associated with B
such that ϕ1 ≃ ϕB. Since the relation ≃ in W0 is an equivalence relation and
hence transitive, so
ϕB ≃ ϕA.
Theorem 1.1 is proved.
5. Discussion
In this section, we provide an example of (orthogonal) scaling function
ϕc in L
2(R2) with the property that the support of its associated solution,
Λc is infinite and also that ϕc is not algebraically isomorphic to any scaling
function in L2(R). So the finiteness assumption (on scaling functions in W0)
in Theorem 1.1 can not be removed.
Proposition 5.1. Let A be a 2× 2 dyadic integral expansive matrix and
let ϕ0 be a scaling function derived from a solution {a~n} to E(Λ2,A,2). Assume
further that the support Λ2 contains the set L, a sublattice of Z
2,
L ≡ {~n = (m,n) ∈ Z2 | m+ n ∈ 2Z}.
Then there is no scaling function in L2(R) algebraically isomorphic to ϕ0.
Proof. We prove by contradiction. Let ϕ1 be a scaling function in L
2(R)
derived from its solution {bn | n ∈ Λ1} to its reduced system of equations
E(Λ1,[2],1) with the index set ΛE1 . Assume that ϕ0 ≃ ϕ1. By definition we have
E(Λ2,A,2) ∼ E(Λ1,[2],1) with bijections θ and η, Λ1 = θ(Λ2) and η(ΛE2 ) = ΛE1 .
Without loss of generality, by Proposition 2.3 we can further assume that ~0
is in Λ2 and 0 is in Λ1, and that θ maps ~0 to 0.
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Note that since L = {~n = (m,n) ∈ Z2 | m + n ∈ 2Z} ⊂ Λ2, by Lemma
2.1 each element ~ℓ in E ≡ A(2Z2) will generate an equation in the reduced
system of equations of E(Λ2,A,2) hence by Lemma 2.2 one of ±~ℓ must be in
ΛE2 . Since E ⊂ L and L is a sublattice of Z2, we have
~n+ n~k ∈ L ⊆ Λ2, ∀n ∈ Z, ∀~k ∈ E ∩ ΛE2 and ∀~n ∈ L.
Let ~k ∈ E ∩ ΛE2 . Since E(Λ2,A,2) ∼ E(Λ1,[2],1), the equation
(5.1)
∑
~n∈Λ2
h~nh~n+~k = δ~0~k
in E(Λ2,A,2) generated by ~k, corresponds to
(5.2)
∑
m∈Λ1=θ(Λ2)
h′mh′m+η(~k) = δ0η(~k)
in E(Λ1,[2],1) generated by η(~k) ∈ ΛE1 . On the other hand, by Definition 2.2,
when we replace ~n, ~n+~k by θ(~n), θ(~n+~k) and δ0~k by δ0η(~k) in Equation (5.1),
we obtain
(5.3)
∑
~n∈Λ2
h′θ(~n)h
′
θ(~n+~k)
= δ0η(~k)
which is the same as Equation (5.2). So θ(~n + ~k) − θ(~n) is a constant η(~k)
independent of ~n, in particular
(5.4) η(~k) = θ(~n+ ~k)− θ(~n), ∀~n ∈ L ⊆ Λ2.
Let ~n = ~0 and notice that θ(~0) = 0, we have
η(~k) = θ(~k), ∀~k ∈ E ∩ ΛE2 .
Hence (5.4) becomes
(5.5) θ(~k) = θ(~n+ ~k)− θ(~n), ∀~n ∈ L and ∀~k ∈ E ∩ ΛE2 .
Let ~n = ~k in Equation (5.5), we have
θ(~k) = θ(~k + ~k)− θ(~k)
θ(2~k) = 2 θ(~k).
And let ~n = −~k in Equation (5.5), we have
θ(−~k) = −θ(~k)
By induction, we have
θ(a~k) = a θ(~k), ∀~k ∈ E ∩ ΛE2 , ∀a ∈ Z.
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Let {~e1, ~e2} be the standard basis of Z2. Let ~k1 be one of ±A(2~e1) that is
in E ∩ΛE2 and ~k2 be one of ±A(2~e2) that is in E ∩ΛE2 . Denote c = θ(~k1), d =
θ(~k2). Since θ is injection, c and d are not zero. We have
θ(c~k2) = cθ(~k2) = cd = dθ(~k1) = θ(d~k1).
So θ maps two distinct elements c~k2 and d~k1 in Λ2 to the same element cd ∈ Z.
A contradiction. Proposition 5.1 is proved. 
Let A =
[
1 1
−1 1
]
. Define ϕc by
ϕˆc ≡ 1
2π
χ[−π,π]2 ,
where the Fourier Transform of ϕc is defined as ϕˆc(~s) ≡ 1
2π
∫
R2
ϕc(~t)e
−i~t·~sdµ.
The function ϕc is an orthogonal scaling function associated with matrix A
[20] which satisfies the two-scale relation
ϕc =
∑
~n∈Z2
s~nDAT~ℓ ϕc.
The set {s~n} is a solution to the system of equations (1.1). Let Λc denote the
support of {s~n}, E(Λc,A,2) denote the reduced system of equations and ΛEc its
index set. We claim
Claim: L+ ~e1 = {~n = (n,m) ∈ Z2 | m+ n ∈ 2Z− 1} ⊆ Λc.
Proof of Claim Assume that ~ℓ = (m,n) ∈ Z2 and m+ n be odd. Denote
the transpose of A as Aτ . Since ϕc is an orthogonal scaling function, we have
s
~ℓ
= 〈ϕc, DAT~ℓ ϕc〉 = 〈ϕˆc, DˆATˆ~ℓ ϕˆc〉 = 〈Dˆ−1A ϕˆc, Tˆ~ℓ ϕˆc〉 = 〈DAτ ϕˆc, e−i
~t·~ℓϕˆc〉
=
∫
R2
DAτ
( 1
2π
χ[−π,π]2
) · e−i~t·~ℓϕˆc dµ
=
1
π
√
2
∫
(Aτ )−1[−π,π]2
cos(mt1) cos(nt2) dt1dt2
=


2
√
2
π
(−1)n+1
n2−m2 m,n non-zero and m+ n odd
− 4
√
2
n2π
m = 0 and n odd
− 4
√
2
m2π
n = 0 and m odd
6= 0.
The claim is proved.
So s
~ℓ
6= 0 for ~ℓ ∈ {~n = (n,m) ∈ Z | m+n ∈ 2Z− 1} = L+~e1. Denote the
scaling function of ϕc after shifting ~e1 as ϕ1. By Proposition 2.3, ϕ1 ≃ ϕc.
ϕ1 is derived from a solution to E(Λ1,A,2), with support Λ1 ≡ Λc − ~e1. Thus
Λ1 contains the infinite set L. By Proposition 5.1, the scaling function ϕ1 can
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(−π, 0)
(0, π)
(π, 0)
(0,−π)
x
y
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Figure 1. Support of (Aτ )−1ϕˆc
not be algebraically isomorphic to a scaling function in L2(R). Hence ϕc can
not be algebraically isomorphic to a scaling function in L2(R).
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