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DRIFT ESTIMATION FOR STOCHASTIC REACTION-DIFFUSION
SYSTEMS
GREGOR PASEMANN AND WILHELM STANNAT
Abstract. A parameter estimation problem for a class of semilinear stochastic
evolution equations is considered. Conditions for consistency and asymptotic nor-
mality are given in terms of growth and continuity properties of the nonlinear part.
Emphasis is put on the case of stochastic reaction-diffusion systems. Robustness
results for statistical inference under model uncertainty are provided.
We consider a semilinear stochastic partial differential equation (SPDE)
(1) dX(t, x) = θAX(t, x)dt+ F (t,X(t, x))dt+BdW (t, x)
with X(0, x) = X0(x) on a suitable domain D ⊂ Rn. Detailed conditions for the
terms appearing in (1) are stated in Section 1.1. We write Xt = X(t, x) for short.
Assume that we are given complete information on the process X up to a finite
time T > 0. The statistical problem we are interested in consists in estimating the
unknown value θ > 0.
To this end, we adopt a maximum likelihood based approach. Denote by XN the
N -dimensional approximation to the solution trajectory obtained by truncation in
Fourier space. XN generates a probability measure on the space of continuous paths
with values in RN , denoted PNθ . Of course, different values for θ lead to different
measures on path space. We fix a reference parameter θ0 > 0 (which is arbitrary and
does not necessarily coincide with the true parameter) and formally apply a version
of Girsanov’s theorem (as in [23], Section 7.6.4) in order to obtain a representation
for the density of PNθ with respect to PNθ0 :
dPNθ
dPNθ0
(XN) = exp
(
(θ − θ0)
∫ T
0
〈
AXNt , (BB
T )−1dXNt
〉
−1
2
(θ2 − θ20)
∫ T
0
|B−TAXNt |2dt− (θ − θ0)
∫ T
0
〈(BBT )−1AXNt , FN(t,Xt)〉dt
)
.
Here, FN is the N -dimensional Fourier approximation of F . Maximizing the log-
likelihood with respect to θ yields the following estimator:
(2) θˆN =
∫ T
0
〈
AXNt , (BB
T )−1dXNt
〉− ∫ T
0
〈(BBT )−1AXNt , FN(t,Xt)〉dt∫ T
0
|B−TAXNt |2dt
.
Note that the derivation of θˆN is purely heuristic, so asymptotic properties of the
estimator cannot be simply derived from the general theory of maximum likelihood
estimation (as presented e.g. in [18]).
Key words and phrases. Parametric Drift Estimation, Robustness, Semilinear Stochastic Partial
Differential Equations, Maximum Likelihood Estimation, Fitzhugh-Nagumo System.
1
ar
X
iv
:1
90
4.
04
77
4v
3 
 [m
ath
.ST
]  
24
 Fe
b 2
02
0
2 G. PASEMANN AND W. STANNAT
The aim of this work is to extend the results from [9] to a class of semilinear
stochastic evolution equations of the form (1). We analyze different variants of θˆN ,
which correspond to different ways of handling the nonlinear term, see Section 1.2
for details. All estimators are based on the Fourier decomposition of X. We present
conditions concerning growth and continuity properties of the nonlinear operator
F which are sufficient to guarantee consistency and asymptotic normality for these
estimators as the number of Fourier modes N tends to infinity (see Theorem 1.2 in
Section 1.3). Special emphasis is put on the important case of stochastic reaction-
diffusion systems with polynomial nonlinearities. Furthermore, we study the impact
of model misspecification on estimating θ in Section 2.5. More precisely: Assume
that the true nonlinearity F which governs the dynamics of X is unknown or too
complex to be handled directly. We discuss to what extent F may be approximated
by a simple model nonlinearity F approx from the point of view of parameter estima-
tion. Finally, we show how to adapt the argument in order to deal with a coupled
system of reaction-diffusion equations, see Section 5. Our motivation in this regard
is to study conductance-based neuronal models, see [33] and references therein.
Statistical Inference, in particular drift estimation, of stochastic ordinary differ-
ential equations (SODEs) is a well-established theory, see e.g. [20, 23, 22]. It is a
well-known fact that it is in general not possible to identify the drift term of an
SODE in finite time. The reason is that due to Girsanov’s theorem the measures
on path space generated by different drift terms are mutually equivalent. However,
as T → ∞, the true drift can be recovered asymptotically. The same is true for
stochastic evolution equations with bounded drift on general function spaces.
Notably the situation changes for SPDEs with unbounded drift containing dif-
ferential operators. In this case, it is usually possible to identify the coefficient in
front of the leading term of the drift operator. This has been observed first in [14]
and [17] (see also [15]), and since then various publications have been devoted to
studying and expanding this phenomenon, see e.g. [26, 28, 16, 32] for the case of
non-diagonalizable linear equations. Notice also the recent works [2] dealing with
local measurements and [31, 3, 5, 6, 10, 8] for parameter estimation under spatially
and temporally discrete observations for a high-frequency regime. Surveys are pre-
sented in [27, 7]. The main focus, however, has been put on linear equations such
as the stochastic heat equation, which corresponds to the case that F is either zero
or another linear operator. So far, only few results about parameter estimation for
nonlinear SPDEs are available, most notably [9] (see also [7]), which considers the
2D Navier–Stokes equations and serves as a guideline for our work.
1. The Model
1.1. General Form of the Equation. Throughout this work we fix a final time
T > 0. Let H be a Hilbert space with inner product (·, ·)H . Let A be some negative
definite self-adjoint operator on H with compact resolvent and domain D(A) ⊂ H.
We write V = D((−A) 12 ). Recall that V ⊂ H ' H∗ ⊂ V ∗ is a Gelfand triple, and
for h ∈ H and v ∈ V we have V ∗〈h, v〉V = (h, v)H , where V ∗〈·, ·〉V is the dual pairing
between V and its dual V ∗ ' D((−A)− 12 ). The general model we are interested in
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is given by the following equation in H:
(3) dXt = (θAXt + F (t,Xt))dt+BdWt,
together with initial condition X0 ∈ H. Here, F : [0, T ]×V → V ∗ is a (possibly non-
linear) measurable operator, W is a cylindrical Wiener process on H with respect to
some stochastic basis (Ω,F , (Ft)t≥0,P), and B ∈ L2(H) is of Hilbert–Schmidt type.
As we need weak solutions only, the stochastic basis and the cylindrical Wiener
process W need not be determined in advance. The number θ > 0 is the unknown
parameter to be estimated.
For simplicity, we restrict ourselves to the case B = (−A)−γ, γ > 0. For later use,
we introduce some notations. Let (Φk)k∈N ⊂ H be an ONB of eigenvectors of −A
such that the corresponding eigenvalues (taking into account multiplicity) (λk)k∈N
are ordered increasingly. For N ∈ N, the projection onto the span of Φ1, . . . ,ΦN
is called PN : H → span{Φ1, . . . ,ΦN} ⊂ H. The Sobolev norms on the spaces
D((−A)ρ) ⊂ H will be denoted by |x|ρ = |(−A)ρx|H . The following Poincare´-type
inequalities hold for ρ1 < ρ2:
|PNx|ρ2 ≤ λρ2−ρ1N |PNx|ρ1 ,(4)
|x− PNx|ρ1 ≤ λρ1−ρ2N+1 |x− PNx|ρ2 .(5)
For our analysis, the regularity spaces
(6) R(ρ) := C([0, T ];D((−A)ρ)) ∩ L2([0, T ];D((−A)ρ+ 12 ))
will be crucial. Let ρ ≥ 0. We say that (3) has a weak solution1 in R(ρ) on [0, T ]
if there is a stochastic basis (Ω,F , (F)t≥0,P) together with a cylindrical Wiener
process W on H and an (Ft)t≥0-adapted process X ∈ R(ρ) such that
(7) Xt = X0 +
∫ t
0
(θAXs + F (s,Xs)) ds+
∫ t
0
BdWs
in V ∗ a.s. for t ∈ [0, T ]. We say that X “is” a weak solution to (3) if a stochastic
basis and a cylindrical Wiener process can be found such that (7) holds. We need
the following class of assumptions, parametrized by ρ ≥ 0:
(Aρ) The observed process X is a weak solution to (3) on [0, T ], unique in the
sense of probability law, with X ∈ R(ρ) a.s.
Of course, for (Aρ) it is sufficient that (3) is well-posed in the probabilistically
strong sense: Remember that uniqueness in the sense of probability law can be
inferred from pathwise uniqueness by means of the Yamada-Watanabe theorem [25,
Appendix E]. We give a short and self-contained discussion on existence, uniqueness
and regularity of strong solutions to (3) in Appendix A.
Remark. In terms of statistical inference, it does not matter if the process we ob-
serve is a strong solution to (3) in the probabilistic sense or just a weak solution.
The results of Theorem 1.2 below depend only on the law induced by (Xt)0≤t≤T on
path space (we need, of course, that this law is uniquely determined). The law of the
process depends on θ but is independent of the way the weak solution is constructed.
We want to point out that even if the examples we are interested in are in fact con-
structed as strong solutions (see Theorem A.1), this is not at all crucial from the
1More precisely, this solution is weak in the probabilistic sense as well as in the sense of PDE
theory.
4 G. PASEMANN AND W. STANNAT
statistical point of view. See [12, Chapter 8] for a discussion of weak solutions to
SPDEs in the probabilistic sense.
For N ∈ N, the projected process XN := PNX satisfies
(8) dXNt = (θAX
N
t + PNF (t,Xt))dt+ PNBdWt.
Throughout this work we assume that the eigenvalues (λk)k∈N of −A have poly-
nomial growth, i.e. there exist Λ, β > 0 such that
(9) λk  Λkβ.
In particular, λk  λk+1. Here, ak  bk denotes asymptotic equivalence of two
sequences of positive numbers (ak)k∈N, (bk)k∈N in the sense that limk→∞ akbk = 1.
Similarly, ak . bk means ak ≤ Cbk for a constant C > 0 independent of k.
Finally, we introduce the parameter ρ∗, which turns out to describe the regularity
of X:
(10) ρ∗ = γ − β
−1
2
.
1.2. Statistical Inference. We describe three estimators for θ (see [9]), which
correspond to different levels of knowledge about the solution trajectory (Xt)t∈[0,T ].
All estimators depend on a contrast parameter α ∈ R.
(i) Given continuous-time observation of the full solution (Xt)t∈[0,T ], the heuris-
tic derivation of the maximum likelihood estimator (cf. [9]) yields the fol-
lowing term:2
(11) θˆfullN := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
+ biasN(X),
where
(12) biasN(U) :=
∫ T
0 V
〈(−A)1+2αXNt , PNF (t, Ut)〉V ∗dt∫ T
0
|(−A)1+αXNt |2Hdt
.
This estimator depends on the whole of X via the bias term. Note that for
α = γ this is precisely the estimator given in (2).
(ii) Assume we observe just the projected solution (XNt )t∈[0,T ]. In this case,
we need to replace the term PNF (t,Xt) by PNF (t,X
N
t ) and consider the
estimator:
(13) θˆpartialN := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
+ biasN(X
N).
(iii) In any of the preceding observation schemes, we may leave out the nonlinear
term completely:
(14) θˆlinearN := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
.
For notational convenience, we suppress the dependence on α of all estimators.
Remark.
2Recall that
∫ T
0
〈at,dbt〉 :=
∫ T
0
aTt dbt for vector-valued processes at and bt.
DRIFT ESTIMATION FOR STOCHASTIC REACTION-DIFFUSION SYSTEMS 5
• Note that by Itoˆ’s formula the stochastic integral in the numerator of the
estimators has a robust representation:
(15)
∫ T
0
〈(−A)1+2αXNt , dXNt 〉 =
1
2
N∑
k=1
λ1+2αk
(
(xkt )
2 − (xk0)2 − Tλ−2γk
)
,
where xk := (X,Φk)H . Therefore, the estimators are functionals of the
observed data only.
• Consistency of any of the three estimators as N →∞, as proven in Theorem
1.2, implies that for T <∞ the measures on R(0) induced by (Xt)0≤t≤T are
mutually singular for different values of θ. This extends the observation first
made in [14].
• In particular, θ can be reconstructed exactly from full spatial observation
(Xt)t∈[0,T ]. This implies that θ itself is its optimal estimator in this setting.
However, it is of independent interest to determine the rate and asymptotic
distribution of θˆfullN , because the analysis of the estimators θˆ
partial
N and θˆ
linear
N
in the case of incomplete information (XNt )t∈[0,T ] is based on the results for
θˆfullN .
1.3. The Main Result. In order to state the main theorem of this paper, let us
introduce some further conditions on the nonlinearity F , indexed by ρ ≥ 0:
(Sρ) There is ρ ≥ 12 , an integrable function fρ ∈ L1(0, T ;R) and a continuous
function gρ : [0,∞)→ [0,∞) such that
(16) |F (t, v)|2
ρ− 1
2
+ρ
≤ (fρ(t) + |v|4ρ+ 1
2
)gρ(|v|ρ)
for any t ∈ [0, T ] and v ∈ D((−A)ρ+ 12 ).
Equivalently, we may choose gρ to be just locally bounded, because in this case there
is a continuous g˜ρ : [0,∞) → [0,∞) with g ≤ g˜. We call ρ the excess regularity of
F .3 A slightly different version of this condition is useful too:
(S ′ρ) There is ρ > 0, an integrable function fρ ∈ L1(0, T ;R) and a continuous
function gρ : [0,∞)→ [0,∞) such that
(17) |F (t, v)|2
ρ− 1
2
+ρ
≤ (fρ(t) + |v|2ρ+ 1
2
)gρ(|v|ρ)
for t ∈ [0, T ] and v ∈ D((−A)ρ+ 12 ).
Either (Sρ) or (S
′
ρ) is needed in order to carry out a perturbation argument with
respect to the linear case.
(Tρ) There is δρ > 0 and a continuous function hρ : [0,∞)2 → [0,∞) such that
(18) |F (t, u)− F (t, v)|2
ρ− 1
2
≤ hρ(|u|ρ, |v|ρ)|u− v|2ρ+ 1
2
−δρ
for t ∈ [0, T ] and u, v ∈ D((−A)ρ+ 12 ).
Condition (Tρ) is sufficient to formalize the intuition that θˆ
partial
N should not be
worse than θˆfullN , given that the nonlinear behavior is taken into account at least
partially in the bias term. The next condition is required in order to ensure well-
posedness of the solution to (3). In order to state the condition, we formally write
D((−A)∞) := ⋂ρ≥0D((−A)ρ).
3Of course, the choice of ρ is not unique.
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(Cρ) For any v ∈ D((−A)∞), the mapping (t, u) 7→ V ∗〈F (t, u), v〉V is continuous
on [0,∞) × D((−A)∞). Furthermore, there is a continuous function bρ :
[0,∞)→ [0,∞) such that
(19) V ∗〈F (t, u+ v), u〉V ≤ (1 + |u|2H)bρ(|v|ρ+ 1
2
)
for u ∈ D((−A)∞) and v ∈ D((−A)ρ+ 12 ).
Finally, we state a property, dependent on a parameter η > 0, which is cru-
cial in the examination of the estimators. However, this property results from the
conditions stated above and will not be tested directly in the examples.
(Rη) It holds X − X ∈ R(ρ∗ + η) a.s., where X t =
∫ t
0
S(t − s)(−A)−γdWs is
the stochastic convolution with respect to the same Wiener process that is
part of the (weak) solution X to (3). Here, S is the strongly continuous
semigroup generated by A on H.
We use the following two sets of conditions:
Assumption A. The conditions (Sρ) for 0 ≤ ρ < ρ∗ and (Cρ1), (Tρ2) for some
ρ1, ρ2 < ρ
∗ with δρ2 ≥ 12 are true.
Assumption B. The conditions (Aρ) and (S
′
ρ) hold for some ρ ∈ [0, ρ∗) such that
ρ+ ρ > ρ
∗.
The connection between the properties is summarized as follows:
Proposition 1.1.
(i) Under Assumption A, (Aρ) holds for 0 ≤ ρ < ρ∗. Additionally, (Rη) is true
for every η < sup0≤ρ<ρ∗(ρ+ ρ − ρ∗).
(ii) Under Assumption B, (Aρ) holds for every 0 ≤ ρ < ρ∗, and (Rη) is true for
η = ρ+ ρ − ρ∗.
The first item follows from Theorem A.1, the second item is proven in Section 4.2.
Recall the standing assumption B = (−A)−γ with γ > 0 and that β is given by (9).
Theorem 1.2. Let either Assumption A or B be true. Let α > γ − 1+β−1
8
.
(i) The estimators θˆfullN , θˆ
partial
N , θˆ
linear
N are consistent as N →∞.
(ii) θˆfullN is asymptotically normal. More precisely,
(20) N
β+1
2 (θˆfullN − θ)→ N
(
0,
2θ(β(2α− 2γ + 1) + 1)2
TΛ2α−2γ+1(β(4α− 4γ + 1) + 1)
)
in distribution as N →∞.4
(iii) Assume (Tρ) with parameter δρ for some ρ ∈ [0, ρ∗). If δρ > 1+β−12 , then
(20) holds with θˆfullN replaced by θˆ
partial
N . Otherwise, N
a(θˆpartialN − θ) P−→ 0 for
each a < βδρ.
(iv) For η > 0 as in Proposition 1.1, the following is true: If η > 1+β
−1
2
, then (20)
holds with θˆfullN replaced by either θˆ
partial
N or θˆ
linear
N . Otherwise, N
a(θˆpartialN −
θ)
P−→ 0 for each a < βη, and the same holds for θˆlinearN .
Remark.
4Here, N (0, V ) denotes a normal distribution with mean zero and variance V .
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• If X is a solution to the two-dimensional stochastic Navier–Stokes equa-
tions with additive noise and periodic or Dirichlet boundary conditions, we
reobtain the results from [9].
• Note that the convergence rate and the asymptotic variance do not depend
on properties of F . In this regard, our results are compatible with previous
results on linear F (see e.g. [17, 27]) for α = γ.
• While the conditions (Sρ), (S ′ρ), (Tρ) and (Cρ) are natural conditions sat-
isfied by a big class of examples, we do not claim that they are necessary
for the conclusions of Theorem 1.2 to hold. Indeed, if A and F belong to
a certain class of linear differential operators, [17] and subsequent works
(cf. [28, 32]) prove that an estimator of the type θˆfullN is consistent and
asymptotically normal as N →∞ if and only if
(21) order(A) ≥ 1
2
(order(θA+ F )− n),
or equivalently, order(F ) ≤ 2 order(A) + n, where n is the dimension of the
domain. In particular, the degree of F may exceed the degree of A.
• Elementary considerations show that the asymptotic variance in (20) is min-
imal for α = γ, whereas the convergence rate is not affected by the choice
of α. In the ideal setting of full information that we study in this work, it
is possible to reconstruct γ and therefore also the regularity ρ∗ given by (10)
from the observed trajectory XN , e.g. via the quadratic variation of its first
component at time T :
(22) 〈(XN ,Φ1)H〉T = Tλ−2γ1 .
Therefore, we may set α = γ right from the beginning. If F = 0, this corre-
sponds to the true maximum likelihood estimator. In the case of incomplete
information on γ, for example time-discrete observations, which will be stud-
ied in future work, the parameter α can be used to ensure the divergence of
the denominator of the estimators (whose expected value corresponds to the
Fisher information).
• Note that the asymptotic variance depends itself on the unknown parameter
θ. This means that in order to construct confidence intervals it is necessary
to modify (20) in a suitable way. This can be done by means of a variance-
stabilizing transform (see e.g. [36, Section 3.2]). Alternatively, Slutsky’s
lemma can be used together with any of the consistent estimators for θ, e.g.
(23)
N
β+1
2√
θˆfullN
(θˆfullN − θ)→ N
(
0,
2(β(2α− 2γ + 1) + 1)2
TΛ2α−2γ+1(β(4α− 4γ + 1) + 1)
)
.
• In general, the parameter δρ from (Tρ) exceeds ρ from (Sρ), such that a
better rate for θˆpartialN can be guaranteed (see Section 2.2).
• It is possible to allow for ω-dependent nonlinearities F : [0, T ]×V ×Ω→ V ∗.
In this case, it suffices to assume that (Sρ), (S
′
ρ), (Tρ) and (Cρ) hold almost
surely in such a way that ρ and δρ are deterministic, while fρ, gρ, hρ and
bρ are allowed to depend on ω ∈ Ω. In particular, it is possible to extend the
result to solutions of non-Markovian functional SDEs whose nonlinearity
depends on the whole solution trajectory (Xt)t∈[0,T ].
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2. Applications
We now illustrate the general theory by means of some examples. We write
F (v) = F (t, v) whenever the nonlinearity in these examples does not depend on
time explicitly.
2.1. The Linear Case. For completeness, we restate the result for the purely linear
case F = 0. All estimators coincide, i.e. θˆfullN = θˆ
partial
N = θˆ
linear
N , and Theorem 1.2
reads as follows:
Corollary 2.1. If α > γ − 1+β−1
8
, then
(24) N
β+1
2 (θˆfullN − θ)→ N
(
0,
2θ(β(2α− 2γ + 1) + 1)2
TΛ2α−2γ+1(β(4α− 4γ + 1) + 1)
)
in distribution as N →∞.
2.2. Reaction-Diffusion-Systems. In this section, we consider a bounded domain
D ⊂ Rn, n ≥ 1, with Dirichlet boundary conditions.5 Set H = L2(D;Rk), where
k ∈ N is the number of coupled equations. A is the Laplacian with domain D(−A) =
(H2(D) ∩ H10 (D))k. Let F be a Nemytskii-type operator on Rk, i.e. F (u)(x) =
f(u(x)) for a function f : Rk → Rk whose components are polynomials in k variables.
The largest degree of the component polynomials of f will be denoted by mF . We
assume that mF > 1.
Example 2.2. An important model is the SPDE
dXt = (θ∆Xt +Xt(1−Xt)(Xt − a))dt+BdWt
for a ∈ (0, 1) with nonlinearity f(u) = u(1 − u)(u − a). The dynamical behaviour
of this equation differs significantly from a linear equation. For a 6= 1
2
, this equation
generates travelling waves, and for a = 1
2
, the nonlinearity is of Allen–Cahn type,
as used in phase field models. However, in terms of statistical inference on θ, the
nonlinear setting may be treated as a perturbation of the linear case, see Corollary
2.6 below.
Proposition 2.3.
(i) If mF ≤ 3 and ρ > n4 − 12 , then (Sρ) holds with ρ = 1.
(ii) If mF ≥ 4 and ρ > n4 − 2mF , then (Sρ) holds with ρ = 12 + 2mF .
(iii) If mF ≤ 3 and n ≤ 3, then (S0) holds with 0 = 12 .
(iv) If ρ > n
4
− 1
mF
, then (S ′ρ) holds with ρ =
1
2
+ 1
mF
.
(v) If ρ > n
4
+ 1
2
, then (Tρ) holds with δρ = 1.
Proof.
(i–ii) We have to control the term |F (x)|ρ− 1
2
+ρ
. Note that in order to control
the norm | · |ρ− 1
2
+ρ
, it suffices to control its one-dimensional components,
so w.l.o.g. we assume k = 1. Taking into account the triangle inequality, it
suffices to control F (x) = xl for some integer 0 ≤ l ≤ mF .
Now D((−A)ρ− 12+ρ) ⊆ H2ρ−1+2ρ(D) is a closed subspace, and given the
choices of ρ and ρ, the Sobolev space H
2ρ−1+2ρ(D) is a Banach algebra [1,
5The argument does not depend on the boundary conditions, so Neumann- or Robin-type con-
ditions may be used instead.
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p. 106]. Let u ∈ D((−A)ρ+ 12 ). The case l ∈ {0, 1} is trivial. If l ∈ {2, 3},
we have
|ul|ρ+ 1
2
. |u|l
ρ+ 1
2
.
This proves (i). For (ii), let l ≥ 4. Then
(25) |ul|ρ+ 2
mF
. |u|l
ρ+ 2
mF
. |u|l
ρ+ 2
l
. |u|4
ρ+ 1
2
|u|l−4ρ ≤ |u|4ρ+ 1
2
(1 + |u|ρ)mF .
(iii) This follows from the Sobolev embedding H1(D) ⊂ L6(D) in dimension
n ≤ 3: For l ∈ {2, 3} and u ∈ V ,
|ul|H = |u|lL2l(D) . |u|lH1(D) . (1 + |u|3V ).
(iv) This is proven with a calculation similar to (25).
(v) As before, we can restrict ourselves to the case F (x) = xl with 0 ≤ l ≤ mF .
For l = 0, the estimate from (Tρ) is trivial, so assume l ≥ 1. Again using
the algebra property of the Sobolev space H2ρ−1(D), we have for u, v ∈
D((−A)ρ):
|ul − vl|ρ− 1
2
. |u− v|ρ− 1
2
(
l−1∑
i=0
|u|i
ρ− 1
2
|v|l−1−i
ρ− 1
2
)
. |u− v|ρ− 1
2
(
l−1∑
i=0
|u|iρ|v|l−1−iρ
)
,
and the claim follows.

Remark. Note that the same proof allows to cover the more general case of polyno-
mial nonlinearities whose coefficients depend on x ∈ D, as long as these coefficients
are regular enough.
Taking into account that the growth rate β of the eigenvalues of the Laplacian
is given by β = 2
n
(see [37], or e.g. [35, Section 13.4]), we get immediately under
Assumption B:
Corollary 2.4. Let α > γ− n+2
16
. If (Aρ) holds for some ρ >
n
4
− 1
mF
, the estimator
θˆfullN is asymptotically normal with rate N
1
2
+ 1
n and asymptotic variance V given by
(26) V =
2θ(4α− 4γ + n+ 2)2
TΛ2α−2γ+1n(8α− 8γ + n+ 2) .
Furthermore, θˆpartialN and θˆ
linear
N are consistent.
Remark. Assume that (Aρ) holds even for ρ >
n
4
+ 1
2
. If n ≥ 2 and mF ≥ 3, then
the bound on the convergence rate of θˆpartialN due to (Tρ) is better than the bound on
the convergence rate of θˆlinearN due to (S
′
ρ). This corresponds to the intuition that
θˆpartialN is ”closer to the truth” than θˆ
linear
N .
6 In dimension n = 1, θˆpartialN is even
asymptotically normal independently of mF .
Loosely speaking, Corollary 2.4 means that the estimators have good properties
whenever X is regular enough. Finally, we state a result (cf. [12, Example 7.10])
on the validity of condition (Cρ). This allows us to make use of the better excess
regularity from condition (Sρ), compared to (S
′
ρ), via Assumption A.
6A similar observation holds under Assumption A with ρ from (Sρ).
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Proposition 2.5. Let k = 1. If mF is odd and the coefficient of leading order of f
is negative, then (Cρ) holds for ρ >
n
4
− 1
2
.
Proof. Choose x0 such that f is strictly decreasing on R\(−x0, x0), set D′ := {|u| <
x0 + |v|∞} and M(x) := max(f(−x0 − x),−f(x0 + x)). Then∫
D
f(u+ v)udx ≤ 0 +
∫
D′
f(u+ v)udx ≤M(2|v|∞)
∫
D′
|u|dx ≤M(2C|v|ρ+ 1
2
)|D|(x0 + C|v|ρ+ 1
2
),
where C is the embedding constant of the (fractional) Sobolev space H2ρ+1(D) into
L∞(D) [21, Theorem 9.8]. 
Corollary 2.6. Let γ > n
2
+ 1
2
, i.e. ρ∗ > n
4
+ 1
2
. If k = 1, mF is odd and the coefficient
of leading order of f is negative, then the following is true for every α > γ − n+2
16
:
(i) In dimension n = 1, all three estimators are asymptotically normal whenever
mF ≤ 7.
(ii) In dimension n = 2, θˆfullN is asymptotically normal and θˆ
partial
N , θˆ
linear
N are
consistent with optimal rate whenever mF ≤ 3.
With ”consistency with optimal rate” we mean consistent with rate Na for every
a < 1
2
+ 1
n
.
2.3. Burgers’ Equation. We point out that the validity of this example has been
conjectured in [7]. Consider the stochastic viscous Burgers equation
(27) dXt = (ν∆Xt −Xt∂xXt)dt+BdWt
on D = [0, L], L > 0, with Dirichlet boundary conditions. Here,
(28) F (v) = −v∂xv = ∂x
(
−1
2
v2
)
.
In this setting we have H = L2(D), D(−A) = H2(D) ∩H10 (D).
We follow the convention to denote the viscosity parameter by ν instead of θ.
Likewise, the estimators will be called νˆfullN , νˆ
partial
N and νˆ
linear
N .
Proposition 2.7. The following conditions hold:
(i) (Sρ) for any ρ ≥ 0 with ρ = 12 .
(ii) (Tρ) for ρ >
1
4
with δρ =
1
2
.
(iii) (Cρ) for ρ >
1
4
Proof. In one spatial dimension, the Sobolev space Hs(D) is an algebra for s > 1
2
.
So,
|F (v)|2
ρ− 1
2
+ 1
2
=
1
4
|∂x(v2)|2H2ρ(D) . |v2|2H2ρ+1(D) . |v|4H2ρ+1(D) = |v|4ρ+ 1
2
.
The second property follows from the algebra property of H2ρ(D) and
|F (u)− F (v)|2
ρ− 1
2
. |u2 − v2|2ρ . |u− v|2ρ|u+ v|2ρ . |u− v|2ρ(|u|2ρ + |v|2ρ).
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Finally, for (Cρ) note that
∫ L
0
(u∂xu)udx =
1
3
∫ L
0
∂x(u
3)dx = 0, so
|V ∗〈F (u+ v), u〉V | =
∣∣∣∣∫ L
0
(u+ v)∂x(u+ v)udx
∣∣∣∣ = ∣∣∣∣∫ L
0
1
2
v∂x(u
2) + u∂xvu+ v∂xvudx
∣∣∣∣
. |∂xv|∞
∫ L
0
u2dx+ |∂xv|∞
∫ L
0
u2dx+ |v|∞|∂xv|∞
∫ L
0
|u|dx . (1 + |u|2H)(1 + |v|2ρ+ 1
2
),
where we used the Sobolev embedding Hs(D) ⊂ L∞(D) for s > 1
2
. 
Similar calculations show that (S ′ρ) holds for ρ > 0 and ρ =
1
4
.
Corollary 2.8. Assume γ > 1
2
, i.e. ρ∗ > 1
4
. Let α > γ − 3
16
= ρ∗+ 1
16
. Then νˆfullN is
asymptotically normal with rate N
3
2 and asymptotic variance V given by
(29) V =
2θ(4α− 4γ + 3)2
TΛ2α−2γ+1(8α− 8γ + 3) .
Furthermore, νˆpartialN and νˆ
linear
N are consistent with rate N
a for each a < 1.
2.4. Cahn-Hillard Equation. Let D be a bounded domain with smooth boundary
in Rn for n ≤ 3. Consider the equation
(30) dXt = (−θ∆2Xt + ∆(X3t −Xt))dt+BdWt
with boundary conditions ∇X · ν = 0, ∇(∆X) · ν = 0 on ∂D, where ν is the unit
normal vector pointing outwards. Set H = L2(D) and V := {v ∈ H2(D) | ∇v · ν =
0, ∇(∆u) · ν = 0 on ∂D}. This space is well defined, and A := −∆2 defines a linear
operator from V into V ∗. Under the usual Riesz isomorphism H ' H∗, V ⊂ H ⊂ V ∗
is a Gelfand triple. Finally, we set D(A) := {v ∈ V |Av ∈ H}. This equation is
well-posed in the probabilistically strong sense [25, Section 5.2]. In particular, we
have property (A0). Note that A is a differential operator of order four, which means
that D((−A)ρ) ⊂ H4ρ(D). This differs from the situation in the previous examples.
Proposition 2.9.
(i) If n ∈ {1, 2}, (S ′ρ) is true for ρ ≥ 0 with ρ = 13 .
(ii) If n = 3, then (S ′0) is true with 0 =
1
4
, and (S ′ρ) is true for ρ >
1
24
with
ρ =
1
3
(iii) (Tρ) is true for ρ ≥ n8 with δρ = 12
Proof. We just prove the first statement from (ii). The remaining calculations are
similar to those in Proposition 2.3 and are omitted here. Let u ∈ V and v ∈
D((−A) 14 ) ⊂ H1(D). By integration by parts,
|〈∆(u3 − u), v〉| . |∇u|H |∇v|H |3u2 − 1|∞ . |u|H1(D)|v|H1(D)(1 + |u|2∞).
We use |u|∞ . |u|
3
4
H2(D)|u|
1
4
L2(D) [1, Theorem 5.8] and |u|H1(D) . |u|
1
2
H2(D)|u|
1
2
L2(D) in
order to obtain
|∆(u3 − u)|ρ− 1
4
. (1 + |u|2
ρ+ 1
2
)(1 + |u|ρ)
for ρ = 0. 
Note that the eigenvalues λk grow like k
4
n [35, Section 13.4].
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Corollary 2.10. Choose α > γ− n+4
32
. Then θˆfullN is asymptotically normal with rate
N
1
2
+ 2
n and asymptotic variance V given by
(31) V =
2θ(8α− 8γ + n+ 4)2
TΛ2α−2γ+1n(16α− 16γ + n+ 4) .
If n ∈ {1, 2}, let γ (thus ρ∗) be arbitrary, if n = 3, let γ > 10
24
, i.e. ρ∗ > 1
24
. Then
θˆpartialN , θˆ
linear
N are consistent with rate N
a for a < 4
3n
. If ρ∗ > n
8
, then we can choose
even a < 2
n
for θˆpartialN .
2.5. Robustness under Model Uncertainty. In the preceding examples we as-
sumed that the dynamical law of the process we are interested in is perfectly known.
However, it may be reasonable to consider the case when this is not true. We may
formalize such a partially unknown model as
(32) dXt = (θ∆Xt + F (t,Xt) +G(t,Xt))dt+BdWt,
where G : [0, T ]×V → V ∗ is an unknown perturbation. We assume that the model is
well-posed (i.e. (Aρ) holds for 0 ≤ ρ < ρ∗) and that F satisfies (S ′ρ) with ρ+ρ > ρ∗.
Let θˆfullN , θˆ
partial
N and θˆ
linear
N be given by the same terms as before, i.e. θˆ
full
N and θˆ
partial
N
include knowledge on F but not on G.
Proposition 2.11. If G satisfies (S ′ρ) with ρ+ ρ > ρ
∗, then θˆfullN , θˆ
partial
N and θˆ
linear
N
are consistent.
This follows directly from the discussion in Section 4, taking into account the
decomposition
(33) θˆfullN − θ = −
∫ T
0
〈(−A)1+2αXNt , PNBdWt〉∫ T
0
|(−A)1+αXNt |2Hdt
− biasGN(X)
with
(34) biasGN(X) =
∫ T
0 V
〈(−A)1+2αXNt , PNG(t,Xt)〉V ∗dt∫ T
0
|(−A)1+αXNt |2Hdt
and similar decompositions for θˆpartialN and θˆ
linear
N .
It is easy to verify that if (S ′ρ) holds for F and G separately with excess regularity
Fρ resp. 
G
ρ , then a version of (S
′
ρ) holds for F + G as well, with excess regularity
min(Fρ , 
G
ρ ). However, in general the excess regularity 
F+G
ρ of F +G can be chosen
larger due to cancellation effects of F and G.
Corollary 2.12.
(i) If ρ+ Gρ − ρ∗ > 1+β
−1
2
, then θˆfullN is asymptotically normal with rate N
β+1
2 .
(ii) If ρ + Gρ − ρ∗ > 1+β
−1
2
and F satisfies (Tρ) with δρ >
1+β−1
2
, then θˆpartialN is
asymptotically normal with rate N
β+1
2 .
(iii) If ρ+ F+Gρ − ρ∗ > 1+β
−1
2
, then asymptotic normality with rate N
β+1
2 carries
over to all estimators.
Said another way, the excess regularity of G determines essentially to what extent
the results from Theorem 1.2 remain valid. A large value for Gρ corresponds to a
small perturbation.
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Remark.
• In applications it is common to approximate a complicated nonlinear system
by its linearization. From this point of view, the case that F itself is linear
in (32) becomes relevant. Of course, it is desirable to maintain the statistical
properties of the linear model under a broad class of nonlinear perturbations.
• It is possible to interpret the nonlinear perturbation as follows: Assume
there is a true nonlinearity F true describing the model precisely. Assume
further that we either do not know the form of F true or we do not want to
handle it directly due to its complexity. Instead, we approximate F true by
some nonlinearity F = F approx which we can control. If our approximation is
good (in the sense that (S ′ρ) holds for G = F
true−F approx with suitable excess
regularity), then the quality of the estimators which are merely based on the
approximating model can be guaranteed, i.e. they are consistent or even
asymptotically normal. The approximating quality of F approx is measured by
the excess regularity of G.
• As G is unknown, no knowledge of G can be incorporated into the estimators,
and condition (Tρ) need not be required to hold for G.
• The previous examples show that (S ′ρ) is fulfilled for a broad class of non-
linearities G (assuming that ρ is sufficiently large if necessary).
3. Numerical Simulation
We simulate the Allen–Cahn equation
dXt = (θ∆Xt +Xt −X3t )dt+ (−∆)−γdWt
on [0, 1] with Dirichlet boundary conditions and initial condition X0(x) = sin(pix).
We discretize the equation in Fourier space and simulate N0 = 100 modes with a
linear-implicit Euler scheme with temporal stepsize htemp = 2.5 × 10−5 up to time
T = 1. The spatial grid is uniform with mesh hspace = 5×10−4. The true parameter
is θ = 0.02. We have run M = 1000 Monte-Carlo simulations for each of the choices
γ = 0.4 and γ = 0.8. In any case, we have set α = γ. Remember that in this setting
all estimators are asymptotically normal.
Figure 1 illustrates consistency, the convergence rate and the asymptotic distribu-
tion from Theorem 1.2. As expected, the values of θˆfullN and θˆ
partial
N are closer to each
other than to θˆlinearN . Note that the quality of θˆ
linear
N in this simulation depends on the
level of noise given by γ, with decreasing accuracy under smooth noise. Our inter-
pretation is that the nonlinearity becomes more highlighted if the noise is less rough.
We mention that for simulations with even larger values of γ (take γ = 1.3), the
values of θˆlinearN are mostly negative and therefore not related to the true parameter,
while θˆfullN and θˆ
partial
N stay consistent. Of course, this effect may be influenced by the
number of Fourier modes N0 used for the simulation.
4. Proof of Theorem 1.2
We follow closely the arguments which have been given in [9] for the special case
of the Navier–Stokes equations in two dimensions. Using a slightly different version
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Figure 1. The left column corresponds to the case γ = 0.4, the right
column to the case γ = 0.8. First row: The median (red) and the 2.5-
percentile as well as the 97.5-percentile (boundaries of the blue region)
of M = 1000 Monte-Carlo simulations of θˆfullN are plotted. The solid
black line represents the true parameter θ = 0.02, the dashed line is
plotted at zero. Second row: The mean squared error (MSE), given by
the term 1
M
∑M
i=1(θˆN,i−θ)2, is plotted against the squared rate function
N 7→ (√V N− 32 )2, where V is the asymptotic variance from Theorem
1.2 and θˆN any of the three estimators. Third row: Histogram of the
standardized values of θˆ20, i.e. the values of
N
3
2√
V
(θˆN − θ) for N = 20.
Each bin has a width of 0.4. Outliers outside the range [−5, 5] are put
into the leftmost (or rightmost, resp.) bin.
of the central limit theorem (CLT) for local martingales, we obtain a direct proof of
the asymptotic normality for θˆfullN .
4.1. Properties of the Linear Process. First, we recall briefly some results for
the case F = 0. Consider the linear equation
(35) dX t = θAX tdt+BdWt, X0 = 0,
where B = (−A)−γ. We define xk := (X,Φk)H . Then the xk are independent
one-dimensional Ornstein–Uhlenbeck processes
(36) dxkt = −θλkxkt dt+ λ−γk dW kt , xk0 = 0,
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where (W k)k∈N are independent one-dimensional Brownian motions, and the solu-
tions have the explicit representation
(37) xkt = λ
−γ
k
∫ t
0
e−θλk(t−s)dW ks .
Lemma 4.1 (cf. [9, 27]). It holds that
(i) E
∫ T
0
(xkt )
2dt  TΛ−(2γ+1)
2θ
k−β(2γ+1) and
(ii) Var
∫ T
0
(xkt )
2dt  TΛ−(4γ+3)
2θ3
k−β(4γ+3)
as k →∞.
Sketch of proof. Use that xks and x
k
t , s ≤ t, are jointly Gaussian with mean zero and
E[xksxkt ] =
λ
−(2γ+1)
k
2θ
(e−θλk(t−s) − e−θλk(t+s)).
Now (i) follows with the help of E
∫ T
0
(xkt )
2dt =
∫ T
0
E(xkt )2dt. For (ii), use
E[(xks)2(xkt )2] = Var[xks ]Var[xkt ] + 2Cov(xks , xkt )2
and E
(∫ T
0
(xkt )
2dt
)2
= 2
∫ T
0
∫ t
0
E[(xks)2(xkt )2]dsdt. 
We write X
N
:= PNX. By multiplying the asymptotic representations from
Lemma 4.1 with Λ2α+2kβ(2α+2) and Λ4α+4kβ(4α+4), respectively, and summing up to
index N , we obtain the following cumulative version if α > γ − 1+β−1
2
:
(38) E
∫ T
0
|(−A)1+αXNt |2Hdt  CEαNβ(2α−2γ+1)+1,
and if α > γ − 1+β−1
4
:
(39) Var
∫ T
0
|(−A)1+αXNt |2Hdt  CVarα Nβ(4α−4γ+1)+1,
where
CEα = C
E(θ, T,Λ, β, γ, α) = TΛ
2α−2γ+1
2θ(β(2α−2γ+1)+1) ,
CVarα = C
Var(θ, T,Λ, β, γ, α) = TΛ
4α−4γ+1
2θ3(β(4α−4γ+1)+1) .
Lemma 4.2. Let α > γ − 1+β−1
4
. Then
(40)
∫ T
0
|(−A)1+αXNt |2Hdt
E
∫ T
0
|(−A)1+αXNt |2Hdt
→ 1
as N →∞ in probability.7
Proof. Taking into account asymptotic equivalence, we obtain
P
(∣∣∣∣∣
∫ T
0
|(−A)1+αXNt |2Hdt
E
∫ T
0
|(−A)1+αXNt |2Hdt
− 1
∣∣∣∣∣ > 
)
≤ Var
∫ T
0
|(−A)1+αXNt |2Hdt
2
(
E
∫ T
0
|(−A)1+αXNt |2Hdt
)2
. N
β(4α−4γ+1)+1
Nβ(4α−4γ+2)+2
= N−(β+1),
7Using the strong law of large numbers [34], one can easily show that the convergence holds
even almost surely, see [9].
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which goes to zero as N →∞. 
We close this section by giving the precise regularity for the linear process X.
Proposition 4.3. The unique solution X to (35) satisfies X ∈ C([0, T ];D((−A)ρ+ 12 ))
a.s. for ρ < ρ∗, where
(41) ρ∗ = γ − β
−1
2
.
In particular, X ∈ R(ρ) for these ρ. Conversely, X /∈ R(ρ∗) a.s.
Proof. Let ρ < ρ∗. It suffices to prove that Y := (−A)ρ+ 12X ∈ C([0, T ];H). Given
that Y satisfies
(42) dY t = θAY tdt+ (−A)ρ+ 12−γdWt, Y 0 = 0,
this follows from the factorization formula [12, Section 5.3] once we know that
(43)
∫ 1
0
t−2δ|S(t)(−A)ρ+ 12−γ|2HSdt <∞
for some δ ∈ (0, 1
2
), where S is the strongly continuous semigroup generated by A
and | · |HS denotes the Hilbert-Schmidt norm.8 Indeed:∫ 1
0
t−2δ|S(t)(−A)ρ+ 12−γ|2HSdt =
∞∑
k=1
∫ 1
0
t−2δe−2θλktλ2ρ+1−2γk dt
≤
∞∑
k=1
λ2ρ+1−2γk
∫ ∞
0
(
s
2θλk
)−2δ
e−s
1
2θλk
ds
=
∞∑
k=1
λ2ρ−2γ+2δk (2θ)
2δ−1Γ(1− 2δ) .
∞∑
k=1
kβ(2ρ−2γ+2δ).
Here, Γ is the Gamma function. The last sum is finite if β(2ρ − 2γ + 2δ) < −1,
i.e. ρ < ρ∗ − δ. Now δ ∈ (0, 1
2
) can be chosen sufficiently small. Conversely, the
discussion leading to (38) shows that
(44) E
∫ T
0
|(−A)ρ∗+ 12XNt |2Hdt→∞
as N → ∞, and by Lemma 4.2, we have even a.s. pathwise divergence (take
an a.s. converging subsequence in the statement of the Lemma). Hence X /∈
L2([0, T ];D((−A)ρ∗+ 12 )) almost surely, and the claim follows. 
4.2. Asymptotic Behaviour in the Semilinear Case.
8More precisely: (43) with δ = 0 yields the existence of a unique solution in H to (42), and if δ
can be chosen in (0, 12 ), this solution is continuous in time.
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4.2.1. Proof of Proposition 1.1 (ii). Assuming that (Aρ) and (S
′
ρ) hold for some
ρ ∈ [0, ρ∗), we define X˜ := X − X and X˜N := PNX˜, where as before X is the
solution to (35). These processes are well-defined and satisfy
(45) X˜Nt = X
N
0 +
∫ t
0
(θAX˜Ns + F (s,Xs + X˜s))ds.
Calculations similar to those in Lemma A.3 show9
(46)
sup
0≤t≤T
|X˜Nt |2ρ+ρ +θ
∫ T
0
|X˜Nt |2ρ+ 1
2
+ρ
dt ≤ |XN0 |2ρ+ρ +Cθ
∫ T
0
|PNF (t,X t+X˜t)|2ρ− 1
2
+ρ
dt.
The nonlinear term is estimated as follows:∫ T
0
|PNF (t,X t + X˜t)|2ρ− 1
2
+ρ
dt ≤
∫ T
0
(fρ(T ) + |X t + X˜t|2ρ+ 1
2
)gρ(|X t + X˜t|ρ)dt
≤ sup
0≤t≤T
gρ(|X t + X˜t|ρ)
∫ T
0
(
fρ(t) + |X t + X˜t|2ρ+ 1
2
)
dt <∞,
so (X˜N)N∈N is bounded in R(ρ+ ρ), thus X˜ ∈ R(ρ+ ρ). We have proven:
Lemma 4.4. If (Aρ) and (S
′
ρ) hold for some ρ ∈ [0, ρ∗), then X˜ ∈ R(ρ+ ρ) a.s.
We finish the proof of Proposition 1.1 (ii) with the following Lemma:
Lemma 4.5. If (Aρ) and (S
′
ρ) hold for some ρ ∈ [0, ρ∗) with ρ+ρ > ρ∗, then almost
surely X ∈ R(ρ∗ − δ) for δ > 0 and X /∈ R(ρ∗).
Proof. This follows from X ∈ R(ρ∗− δ) for δ > 0, X /∈ R(ρ∗) and X˜ ∈ R(ρ∗) almost
surely. 
4.2.2. An Asymptotic Growth Property.
Proposition 4.6. Assume that (Rη) holds for some η > 0. Let α > γ − 1+β−14 .
Then
(47)
∫ T
0
|(−A)1+αXNt |2Hdt
E
∫ T
0
|(−A)1+αXNt |2Hdt
→ 1
as N →∞ in probability.10
Proof. We set
(48) Z1,N :=
(−A)1+αXN(
E
∫ T
0
|(−A)1+αXNt |2Hdt
) 1
2
, Z2,N :=
(−A)1+αX˜N(
E
∫ T
0
|(−A)1+αXNt |2Hdt
) 1
2
,
and by Lemma 4.2,
(49) P
(∫ T
0
|Z1,Nt |2Hdt > 2
)
≤ P
(∣∣∣∣∫ T
0
|Z1,Nt |2Hdt− 1
∣∣∣∣ > 1)→ 0,
9Note, however, that the Galerkin approximants to X˜ we use in this section are not identical to
the approximants from Lemma A.3, which satisfy (78) rather than (45)
10As in Lemma 4.2, almost sure convergence holds in fact.
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i.e. Z1,N is bounded in probability. Now choose α′ ∈ (ρ∗− 1
2
, ρ∗− 1
2
+η) with α′ < α.
Then∫ T
0
|Z2,Nt |2Hdt =
∫ T
0
|(−A)1+αX˜Nt |2Hdt
E
∫ T
0
|(−A)1+αXNt |2Hdt
.
N2β(α−α
′)
∫ T
0
|(−A)1+α′X˜Nt |2Hdt
E
∫ T
0
|(−A)1+αXNt |2Hdt
. N
2β(α−α′)
Nβ(2α−2ρ∗+1)
∫ T
0
|(−A)1+α′X˜Nt |2Hdt = N−β(2α
′−2ρ∗+1)
∫ T
0
|(−A)1+α′X˜Nt |2Hdt,
where we used (4) and (38). The last term converges to zero a.s. because
∫ T
0
|(−A)1+α′X˜Nt |2Hdt <
∞ almost surely due to condition (Rη). Finally,
P
(∣∣∣∣∫ T
0
(Z1,Nt , Z
2,N
t )Hdt
∣∣∣∣2 > 
)
≤ P
(∫ T
0
|Z1,Nt |2Hdt
∫ T
0
|Z2,Nt |2Hdt > 
)
≤ P
(∫ T
0
|Z1,Nt |2Hdt ≥ 2
)
+ P
(∫ T
0
|Z2,Nt |2Hdt ≥

2
)
,
which converges to zero as N →∞. The claim follows easily. 
4.3. Analysis of the Estimators. Throughout this section we work under the
assumptions of Theorem 1.2. Inserting (8) into (11), (13) and (14), the estimators
can be written in the form
(50) θˆfullN − θ = −
∫ T
0
〈(−A)1+2αXNt , PNBdWt〉∫ T
0
|(−A)1+αXNt |2Hdt
,
(51) θˆpartialN − θ = −
∫ T
0
〈(−A)1+2αXNt , PNBdWt〉∫ T
0
|(−A)1+αXNt |2Hdt
− biasN(X) + biasN(XN),
(52) θˆlinearN − θ = −
∫ T
0
〈(−A)1+2αXNt , PNBdWt〉∫ T
0
|(−A)1+αXNt |2Hdt
− biasN(X).
We prove asymptotic normality of θˆfullN by means of the following CLT, which is a
special case of [24, Theorem 5.5.4 (I)] and [19, Theorem VIII.4.17]:
Lemma 4.7. Let (MN)N∈N be a sequence of continuous local martingales with
MN0 = 0, let T > 0 and V > 0. Assume
(53) 〈MN〉T P−→ V
as N →∞. Then
(54) MNT
d−→ N (0, V ).
In the present situation, we set
(55) MNt := N
−β(2α−2γ)−β+1
2
∫ t
0
〈(−A)1+2αXNt , PNBdWt〉
for α > γ − 1+β−1
8
and note that these are continuous local martingales with
(56) 〈MN〉t = N−β(4α−4γ+1)−1
∫ t
0
|(−A)1+2α−γXNs |2Hds <∞
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almost surely. Proposition 4.6 and (38) give 〈MN〉T → CE2α−γ in probability. The
CLT gives MNT
d−→ N (0, CE2α−γ). Another application of Proposition 4.6 together
with Slutsky’s lemma yields
(57) N
β+1
2
∫ T
0
〈(−A)1+2αXNt , PNBdWt〉∫ T
0
|(−A)1+αXNt |2Hdt
d−→ N
(
0,
CE2α−γ
(CEα)
2
)
.
Rearranging the terms, we have proven part (ii) from Theorem 1.2.
Remark. It is not necessary to perform a perturbation argument to prove asymp-
totic normality for θˆfullN , i.e. we do not have to bound a remainder integral of
the type
∫ T
0
〈(−A)1+2αX˜Nt , PNBdWt〉 directly (even if this is not difficult using the
Burkholder–Davis–Gundy inequality).
Next, we prove consistency for the remaining estimators. Taking into account (51)
and (52), part (i) and (iv) from Theorem 1.2 follow immediately from the following
lemma:
Lemma 4.8. Let ρ ∈ [0, ρ∗). Assume (Aρ) and either (Sρ) or (S ′ρ) hold with ρ+ρ >
ρ∗, assume further X˜ ∈ R(ρ+ ρ). Let α > γ − 1+β−18 .
(i) If ρ+ ρ − ρ∗ > 1+β−12 , then a.s.
(58) lim
N→∞
N
β+1
2 biasN(X) = 0.
(ii) Otherwise,
(59) lim
N→∞
NβbiasN(X) = 0
a.s. for any  < ρ+ ρ − ρ∗.
The same is true for biasN(X
N).
Proof. We prove the statement just for biasN(X), the proof for the remaining case is
identical up to trivial norm estimates. If ρ+ρ−ρ∗ ≤ 1+β−12 , choose  ∈ (0, ρ+ρ−ρ∗),
otherwise choose  ∈
(
1+β−1
2
, (2α− 2ρ∗ + 1) ∧ (ρ+ ρ − ρ∗)
)
. The latter interval is
not empty due to α > γ − 1+β−1
8
. In any case it holds that 2α > 2ρ∗ − 1 + . Now,
with κ = 2 under (S ′ρ) and κ = 4 under (Sρ), we have∣∣∣∣∫ T
0
V 〈(−A)1+2αXNt , PNF (t,Xt)〉V ∗dt
∣∣∣∣
≤
∫ T
0
|(−A)(2α−2ρ∗+1−)+(ρ∗+ 12−(ρ+ρ−ρ∗−))XNt |H |(−A)ρ−
1
2
+ρPNF (t,Xt)|Hdt
. Nβ(2α−2ρ∗+1−)
∫ T
0
|XNt |ρ∗+ 1
2
−(ρ+ρ−ρ∗−)|PNF (t,Xt)|ρ− 12+ρdt
. Nβ(2α−2ρ∗+1−)
(∫ T
0
|XNt |2ρ∗+ 1
2
−(ρ+ρ−ρ∗−)dt
) 1
2
(∫ T
0
|PNF (t,Xt)|2ρ− 1
2
+ρ
dt
) 1
2
. Nβ(2α−2ρ∗+1−)
(∫ T
0
(fρ(t) + |Xt|κρ+ 1
2
)gρ(|Xt|ρ)dt
) 1
2
,
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where we used X, X˜ ∈ R(ρ∗ − (ρ + ρ − ρ∗ − )). Under (S ′ρ), the last integral is
bounded due to X ∈ R(ρ) and κ = 2. Under (Sρ) we have κ = 4. In this case, X
and X˜ are continuous with values in D((−A)ρ+ 12 ) due to Proposition 4.3 and ρ ≥ 12 ,
thus∫ T
0
(fρ(t)+|Xt|4ρ+ 1
2
)gρ(|Xt|ρ)dt ≤ sup
0≤t≤T
gρ(|Xt|ρ)
(∫ T
0
fρ(t)dt+ T sup
0≤t≤T
|Xt|4ρ+ 1
2
)
<∞.
In any case,
(60) lim sup
N→∞
N−β(2α−2ρ
∗+1−)
∣∣∣∣∫ T
0
V 〈(−A)1+2αXNt , PNF (t,Xt)〉V ∗dt
∣∣∣∣ <∞,
and the claim follows. For (59), we note that  ∈ (0, ρ+ ρ − ρ∗) is arbitrary. 
Finally, Theorem 1.2 (iii) follows from (51) and the next lemma.
Lemma 4.9. Assume (Aρ) and (Tρ) for some ρ ≥ 0, let α > γ − 1+β−18 and  > 0
such that X ∈ R(ρ∗ − ) almost surely. Then
(61) Nβδρ−2β(biasN(X)− biasN(XN)) a.s.−−→ 0,
where δρ is as in (Tρ).
Proof. We proceed similarly as in Lemma 4.8. Since α > ρ∗ − 1
2
, it holds∣∣∣∣∫ T
0
V 〈(−A)1+2αXNt , PNF (t,Xt)− PNF (t,XNt )〉V ∗dt
∣∣∣∣
≤
∫ T
0
|(−A) 32+2α−ρXNt |H |(−A)ρ−
1
2 (PNF (t,Xt)− PNF (t,XNt ))|Hdt
. Nβ(2α−ρ−ρ∗++1)
∫ T
0
|XNt |ρ∗+ 1
2
−|PNF (t,Xt)− PNF (t,XNt )|ρ− 1
2
dt
≤ Nβ(2α−ρ−ρ∗++1)
(∫ T
0
|XNt |2ρ∗+ 1
2
−dt
∫ T
0
|PNF (t,Xt)− PNF (t,XNt )|2ρ− 1
2
dt
) 1
2
. Nβ(2α−ρ−ρ∗++1)
(∫ T
0
hρ(|Xt|ρ, |XNt |ρ)|Xt −XNt |2ρ+ 1
2
−δρdt
) 1
2
. Nβ(2α−ρ−ρ∗++1)−β(δρ+ρ∗−−ρ)
(∫ T
0
|Xt −XNt |2ρ∗+ 1
2
−dt
) 1
2
,
where we used (5) and the fact that hρ is bounded on [0, sup0≤t≤T |Xt|ρ]2. Thus
lim sup
N→∞
N−β(2α−2ρ
∗+1)+(βδρ−2β)
∣∣∣∣∫ T
0
V 〈(−A)1+2αXNt , PNF (t,Xt)− PNF (t,XNt )〉V ∗dt
∣∣∣∣
≤ C lim sup
N→∞
(∫ T
0
|Xt −XNt |2ρ∗+ 1
2
−dt
) 1
2
= 0
a.s. for some C > 0 by dominated convergence. 
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5. The Case of Coupled SPDEs
The same techniques as applied above allow for further generalization. More
precisely, X may be coupled with another state variable X⊥ with state space H⊥.
This leads to a system of the form
(62)
dXt = (θAXt + F (t,Xt, X
⊥
t ))dt + BdWt,
dX⊥t = F
⊥(t,Xt, X⊥t )dt + B
⊥(t,Xt, X⊥t )dWt
with initial condition X0 ∈ H, X⊥0 ∈ H⊥.
Let us describe this setting in more detail. Let H be a Hilbert space with inner
product (·, ·)H and H ⊆ H a closed subspace with orthogonal complement H⊥,
i.e. H = H ⊕H⊥. Let A be some negative definite self-adjoint operator on H with
compact resolvent and domain D(A) ⊂ H, let A = A⊕ 0 be its trivial continuation
to D(A ) = D(A)⊕H⊥ ⊂H given by A (h, h⊥) = (Ah, 0). We set V = D((−A) 12 )
and V = D((−A ) 12 ) = V ⊕H⊥. Consider an equation in H of the form
(63) dXt = (θAXt +F (t,Xt))dt+B(t,Xt)dWt
with initial condition X0 ∈ H . Here, F : [0, T ] × V → V ∗ is a measurable oper-
ator, W is a cylindrical Wiener process on H , and B : [0, T ] × V × Ω → L2(H )
is measurable with values in the space of Hilbert–Schmidt operators on H . By
decomposing X , F and B as X = (X,X⊥), F = (F, F⊥) and B = (B,B⊥), we
obtain (62).
As before, we assume B = (−A)−γ, whereas B⊥ : [0, T ] × V × Ω → H⊥ may
be arbitrary. The eigenvalues (λk)k∈N of −A are assumed to satisfy (9). The
Sobolev norms on the spaces D((−A)ρ) ⊂ H and D((−A )ρ) ⊂ H are given by
|x|ρ = |(−A)ρx|H and ||x||ρ = |(−A )ρx|H , respectively. It is easy to verify that
D((−A )ρ) = D((−A)ρ)⊕H⊥ for ρ ∈ R. We define
(64) R(ρ) := C([0, T ];D((−A )ρ)) ∩ L2([0, T ];D((−A )ρ+ 12 ))
and
(65) R(ρ) := C([0, T ];D((−A)ρ)) ∩ L2([0, T ];D((−A)ρ+ 12 ))
and say that (63) has a weak solution in R(ρ) on [0, T ] if there is a stochastic basis
(Ω,F , (F)t≥0,P), a cylindrical Wiener process W on H and some (Ft)t≥0-adapted
process X ∈ R(ρ) which fulfils a.s.
(66) Xt = X0 +
∫ t
0
(θAXs +F (s,Xs)) ds+
∫ t
0
B(s)dWs
for t ∈ [0, T ]. Condition (Aρ) can be adapted to the new setting:
(Aρ) The process X is a unique (in the sense of probability law) weak solution
to (63) on [0, T ] with X ∈ R(ρ) a.s.11
If (A0) holds, then higher regularity (Aρ), ρ > 0, is equivalent to X ∈ R(ρ) almost
surely. The conditions (S ′ρ) and (Tρ) have the following modified counterparts:
11As before, this means that a stochastic basis and a cylindrical Wiener process can be found
such that (66) is satisfied.
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(S ′ρ) There is ρ > 0, an integrable function fρ ∈ L1(0, T ;R) and a continuous
function gρ : [0,∞)→ [0,∞) such that
(67) |F (t, v)|2
ρ− 1
2
+ρ
≤ (fρ(t) + ||v||2ρ+ 1
2
)gρ(||v||ρ)
for any t ∈ [0, T ] and v ∈ D((−A )ρ+ 12 ).
(Tρ) There is δρ > 0 and a continuous function hρ : [0,∞)2 → [0,∞) such that
(68) |F (t, u)− F (t, v)|2
ρ− 1
2
≤ hρ(||u||ρ, ||v||ρ)||u− v||2ρ+ 1
2
−δρ
for t ∈ [0, T ] and u, v ∈ D((−A )ρ+ 12 ).
In analogy to Section 1.2, we can construct four estimators for θ as follows:
(i) The first approach reads as
(69) θˆfullN := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
+ biasN(X ),
where
(70) biasN(U ) :=
∫ T
0 V
〈(−A)1+2αXNt , PNF (t,Ut)〉V ∗dt∫ T
0
|(−A)1+αXNt |2Hdt
.
If continuous-time observation of the full solution (Xt)t∈[0,T ] is given, this is
a feasible estimator.
(ii) A second possibility is that we observe just (X Nt )t∈[0,T ], where X
N =
(XN , X⊥) and XN = PNX. In this case, we can adapt the bias term:
(71) θˆpartial,1N := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
+ biasN(X
N).
(iii) The observation scheme may be even more restrictive in the sense that
just (XNt )t∈[0,T ] is observed without any knowledge of X
⊥. In this case the
natural estimator is
(72) θˆpartial,2N := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
+ biasN(X
N),
where we identified the H-valued process XN with its trivial extension
(XN , 0) to H .
(iv) Finally, we can drop the nonlinear term completely:
(73) θˆlinearN := −
∫ T
0
〈(−A)1+2αXNt , dXNt 〉∫ T
0
|(−A)1+αXNt |2Hdt
.
This estimator uses information that is accessible in any of the preceding
observation schemes.
The proof of Theorem 1.2 gives immediately the following extension:
Theorem 5.1. Assume (Aρ) and (S ′ρ) hold for ρ ∈ [0, ρ∗) such that ρ + ρ > ρ∗.
Let α > γ − 1+β−1
8
.
(i) All estimators θˆfullN , θˆ
partial,1
N , θˆ
partial,2
N , θˆ
linear
N are consistent as N →∞.
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(ii) θˆfullN is asymptotically normal. More precisely,
(74) N
β+1
2 (θˆfullN − θ)→ N
(
0,
2θ(β(2α− 2γ + 1) + 1)2
TΛ2α−2γ+1(β(4α− 4γ + 1) + 1)
)
in distribution as N →∞.
(iii) If (Tρ) holds for some ρ ∈ [0, ρ∗) with δρ > 1+β−12 , then θˆpartial,1N is asymptot-
ically normal as in (74). Otherwise Na(θˆpartial,1N − θ) P−→ 0 for each a < βδρ.
(iv) If ρ + ρ − ρ∗ > 1+β−12 , where ρ is as in (S ′ρ), then θˆpartial,1N , θˆpartial,2N and
θˆlinearN are asymptotically normal as in (74). Otherwise, N
a(θˆpartial,1N −θ) P−→ 0
for each a < β(ρ+ ρ − ρ∗), and the same is true for θˆpartial,2N and θˆlinearN .
Note that Lemma 4.9 does not transfer to θˆpartial,2N without further assumptions.
The reason is that ||X −XN ||ρ+ 1
2
−δρ = |X−XN |ρ+ 12−δρ + |X
⊥|H⊥ , where the second
summand cannot be controlled as N →∞.
Example 5.2. As an illustration for the theory developed in this section, consider
a stochastic Fitzhugh–Nagumo system ([13, 29]) of the type
dvt = (θ∆vt + vt(1− vt)(vt − a)− wt)dt+ σ(−∆)−γdW (1)t ,
dwt = (vt − bwt)dt+B⊥(t, vt, wt)dW (2)t
on a bounded interval I ⊂ R with Neumann boundary conditions, where a ∈ (0, 1),
b ≥ 0 and , σ > 0 are constants. Models of that type are well-studied, e.g. in
neuroscience. Note that the Laplacian is contained only in the drift term of the first
variable. The nonlinearity F (v, w) is cubic in v. Computations similar to Proposi-
tion 2.3 show that (S ′ρ) holds for any ρ ≥ 0 with ρ = 12 + 13 = 56 . Consequently, θˆfullN
is asymptotically normal. Similarly, (Tρ) holds for ρ >
1
4
+ 1
2
= 3
4
with δρ = 1, so
θˆpartial,1N is asymptotically normal if v ∈ R(ρ), ρ > 34 .
However, in many applications it would be even more natural to drop the noise
W (1) from the equation for vt, i.e. to set σ = 0. In this case, the linearization of
the equation for vt reduces to the heat equation with analytic solution, so that the
perturbation argument used throughout this work does not apply. New methods have
to be developed for this situation.
Appendix A. Well-Posedness of a Class of Semilinear Evolution
Equations
The purpose of this section is to provide a short and self-contained study on the
well-posedness of
(75) dXt = (θAXt + F (t,Xt))dt+ (−A)−γdWt.
This problem is well understood, and there is a vast literature on this topic, see e.g.
[12, 25] and references therein.12 Still, to the best of our knowledge, there are few
12We point out [12, Section 7.2], where a coercivity condition similar to (Cρ) is used, and [30]
for the existence and uniqueness of mild solutions to semilinear stochastic equations in suitably
regular Banach spaces. See [4] for a detailed analysis of semilinear equations with Nemytskii-type
nonlinearities.
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results that deal explicitly with higher regularity for the nonlinear part of solutions
to (75). However, this type of regularity result is needed for the statistical analysis
we conduct in this work. We aim at a concise presentation rather than a general
framework. Remember that the regularity limit ρ∗ is given by
ρ∗ = γ − β
−1
2
,
where β comes from (9). Fix a stochastic basis (Ω,F , (Ft)t≥0,P) and a cylindrical
Wiener process W . By strong uniqueness in R(ρ) we mean that two solutions X, Y ∈
R(ρ) to (75) with X0 = Y0 a.s. satisfy Xt = Yt for all t ∈ [0, T ] a.s. By Proposition
4.3 there is a solution X to (75) with F = 0 with
(76) X ∈ C([0, T ];D((−A)ρ+ 12 ))
for any 0 ≤ ρ < ρ∗. The process X˜ := X −X will be constructed to be a solution
to
(77) dX˜t = (θAX˜t + F (t,X t + X˜t))dt, X˜0 = X0.
Theorem A.1. Let (Sρ) hold for any 0 ≤ ρ < ρ∗ and (Cρ1), (Tρ2) for some ρ1, ρ2 <
ρ∗ such that δρ2 ≥ 12 . Then there is a strongly unique solution X to (75) in R(ρ) for
any 0 ≤ ρ < ρ∗ a.s. Furthermore, X˜ ∈ R(ρ∗+η) for every η < sup0≤ρ<ρ∗(ρ+ρ−ρ∗).
For the forthcoming calculations, we fix a realization ω ∈ Ω from a suitable set of
probability one. We define Galerkin approximations for X˜:
Lemma A.2. Under assumption (Cρ) for some ρ < ρ
∗ there is a continuous solution
X˜N in PNH ' RN on [0, T ] to
(78) dX˜Nt = (θAX˜
N
t + PNF (t,X t + X˜
N
t ))dt
with X˜N0 = X
N
0 . Furthermore, (X˜
N)N∈N is bounded in R(0).
Proof. By assumption, FN : [0, T ] × PNH → PNH, (t, x) 7→ PNF (t,X t + x) is
continuous. The Peano existence theorem yields a local solution up to some time
T0. Now,
|X˜Nt |2H = |XN0 |2H + 2
∫ t
0
V ∗〈θAX˜Ns + PNF (s,Xs + X˜Ns ), X˜Ns 〉V ds,
so by (Cρ), we get
|X˜Nt |2H + 2θ
∫ t
0
|X˜Ns |2V ds = |XN0 |2H + 2
∫ t
0
V ∗〈F (s,Xs + X˜Ns ), X˜Ns 〉V ds
≤ |XN0 |2H + 2
∫ t
0
(1 + |X˜Ns |2H)bρ(|Xs|ρ+ 1
2
)ds,
and by Gronwall’s inequality and (76),
|X˜Nt |2H ≤
(|X0|2H +BT ) (1 +BT eBT ) ≤ CT <∞,
where BT := 2T sup0≤s≤T bρ(|Xs|ρ+ 1
2
). Thus X˜Nt exists up to time T , and
sup
0≤t≤T
|X˜Nt |2H + 2θ
∫ T
0
|X˜Ns |2V ds ≤ |X0|2H + 2T (1 + C2T ) sup
0≤t≤T
bρ(|X t|ρ+ 1
2
) <∞.

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Lemma A.3. Let ρ < ρ∗. If (X˜N)N∈N is bounded in R(ρ) and (Sρ) holds, then the
following is true:
(i) (X˜N)N∈N is bounded in R(ρ+ ρ).
(ii) ( d
dt
X˜N)N∈N is bounded in L2([0, T ], D((−A)ρ− 12+ρ)).
(iii) (X˜N)N∈N has a subsequence converging strongly in L2([0, T ], D((−A)ρ+ρ)).
Proof. As before, we have
|X˜Nt |2ρ+ρ = |XN0 |2ρ+ρ+2
∫ t
0
V ∗〈(−A)ρ+ρ(θAX˜Ns +PNF (s,Xs+X˜Ns )), (−A)ρ+ρX˜Ns 〉V ds,
thus
|X˜Nt |2ρ+ρ + 2θ
∫ t
0
|X˜Ns |2ρ+ 1
2
+ρ
ds
= |XN0 |2ρ+ρ + 2
∫ t
0
V ∗〈(−A)ρ+ρPNF (s,Xs + X˜Ns ), (−A)ρ+ρX˜Ns 〉V ds.
We obtain
sup
t∈[0,T ]
|X˜Nt |2ρ+ρ + 2θ
∫ T
0
|X˜Ns |2ρ+ 1
2
+ρ
ds
≤ |XN0 |2ρ+ρ + 2
∫ T
0
∣∣∣V ∗〈(−A)ρ+ρPNF (s,Xs + X˜Ns ), (−A)ρ+ρX˜Ns 〉V ∣∣∣ ds
≤ |XN0 |2ρ+ρ + 2
∫ T
0
|PNF (s,Xs + X˜Ns )|ρ− 1
2
+ρ
|X˜Ns |ρ+ 1
2
+ρ
ds
≤ |XN0 |2ρ+ρ + Cθ
∫ T
0
|PNF (s,Xs + X˜Ns )|2ρ− 1
2
+ρ
ds+ θ
∫ T
0
|X˜Ns |2ρ+ 1
2
+ρ
ds,
where we made use of Young’s inequality in the last step. Thus
sup
t∈[0,T ]
|X˜Nt |2ρ+ρ+θ
∫ T
0
|X˜Ns |2ρ+ 1
2
+ρ
ds ≤ |XN0 |2ρ+ρ+Cθ
∫ T
0
|PNF (s,Xs+X˜Ns )|2ρ− 1
2
+ρ
ds.
Using (Sρ), we obtain that∫ T
0
|PNF (t,X t + X˜Nt )|2ρ− 1
2
+ρ
dt ≤
∫ T
0
(fρ(t) + |Xs + X˜Ns |4ρ+ 1
2
)gρ(|Xs + X˜Ns |ρ)dt
≤ sup
0≤t≤T
gρ
(
|X t + X˜Nt |ρ
)(∫ T
0
fρ(t)dt+ 2 sup
0≤t≤T
|X t|2ρ+ 1
2
∫ T
0
|X t + X˜Nt |2ρ+ 1
2
dt
)
+ 2 sup
0≤t≤T
gρ(|X t + X˜Nt |ρ)
∫ T
0
|X t + X˜Nt |2ρ+ 1
2
sup
0≤s≤t
|X˜Ns |2ρ+ 1
2
dt,
in particular, as ρ ≥ 12 :
(79)
sup
0≤t≤T
|X˜Nt |2ρ+ρ + θ
∫ T
0
|X˜Ns |2ρ+ 1
2
+ρ
ds ≤ aT + bT
∫ T
0
|X t + X˜Nt |2ρ+ 1
2
sup
0≤s≤t
|X˜Ns |2ρ+ρdt,
where aT and bT are finite due to (76) and the assumption that (X˜
N)N∈N is bounded
in R(ρ). Now, an application of Gronwall’s lemma gives that the left-hand side of
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(79) is bounded uniformly in N , i.e. (X˜N)N∈N is bounded in R(ρ+ ρ).
With respect to (ii), note that d
dt
X˜Nt = θAX˜
N
t + PNF (t,X t + X˜
N
t ) dt-a.e., so we
apply (Sρ) one more time to get∫ T
0
|θAX˜Ns + PNF (s,Xs + X˜Ns )|2ρ− 1
2
+ρ
ds
≤ 2
∫ T
0
(
|X˜Ns |2ρ+ 1
2
+ρ
+ (fρ(s) + |Xs + X˜Ns |4ρ+ 1
2
)gρ(|Xs + X˜Ns |ρ)
)
ds.
The right-hand side is bounded uniformly in N since supN∈N sup0≤t≤T |X˜Nt |ρ+ 1
2
<∞
due to part (i). Using that D((−A)ρ+ 12+ρ) embeds compactly into D((−A)ρ+ρ),
part (iii) is now classical, see e.g. [11, Lemma 8.4]. 
Lemma A.4. Assume (Cρ1) and (Tρ2) for some ρ1, ρ2 < ρ
∗ and (Sρ) for 0 ≤ ρ < ρ∗.
Then there is a solution X˜ to (77) with X˜ ∈ R(ρ∗ + η) for every η < sup0≤ρ<ρ∗(ρ+
ρ − ρ∗).
Proof. By Lemma A.2 and Lemma A.3 assume w.l.o.g. that (X˜N)N∈N is bounded in
R(ρ2) and converges to some limit X˜ strongly in L
2([0, T ], D((−A)ρ2+ 12 )). By (Tρ2),∫ T
0
|F (t,X t + X˜t)− F (t,X t + X˜Nt )|2ρ2− 12 dt
≤ sup
0≤t≤T
hρ2(|X t + X˜t|ρ2 , |X t + X˜Nt |ρ2)
∫ T
0
|X˜t − X˜Nt |2ρ2+ 12−δρdt,
so F (t,X t + X˜
N
t ) converges to F (t,X t + X˜t) strongly in L
2([0, T ], D((−A)ρ2− 12 )).
A simple argument shows that PNF (t,X t + X˜
N
t ) converges to F (t,X t + X˜t), too.
Therefore, the terms in the equation
X˜Nt = X
N
0 +
∫ t
0
(θAX˜Ns + PNF (s,Xs + X˜
N
s ))ds
converge strongly in D((−A)ρ2− 12 ) to their counterparts from (77) for almost every
t ∈ [0, T ]. It is a standard fact [21, Theorem 3.1] that X˜ has a representative in
C([0, T ], D((−A)ρ2)). The higher regularity of X˜ follows again from Lemma A.3. 
In general, F does not commute with PN , so X˜
N cannot be identified with PNX˜.
Note that in our setting the regularity of X˜ exceeds the regularity of X by far.
Lemma A.5. If (Tρ) holds for some ρ ∈ [0, ρ∗) with δρ ≥ 12 , then strong uniqueness
holds for (75) in R(ρ).
Proof. Let X, Y ∈ R(ρ) be solutions to (75) with X0 = Y0 a.s. As before, let X be
the solution to (75) with F = 0. It suffices to show that X˜t = Y˜t for all t ∈ [0, T ]
a.s., where X˜ := X −X and Y˜ := Y −X. Both processes satisfy (77). Thus
|X˜t − Y˜t|2ρ = 2
∫ t
0
D((−A)ρ− 12 )〈θA(X˜s − Y˜s) + F (s,Xs + X˜s)− F (s,Xs + Y˜s), X˜s − Y˜s〉D((−A)ρ+12 )ds,
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and Young’s inequality easily gives
sup
0≤t≤T
|X˜t − Y˜t|2ρ + θ
∫ T
0
|X˜t − Y˜t|2ρ+ 1
2
dt ≤ Cθ
∫ T
0
|F (t,X t + X˜t)− F (X t + Y˜t)|2ρ− 1
2
dt
. sup
0≤t≤T
hρ(|X t + X˜t|2ρ, |X t + Y˜t|2ρ)
∫ T
0
sup
0≤s≤t
|X˜s − Y˜s|2ρdt,
where we used δρ ≥ 12 . Gronwall’s lemma implies X˜t = Y˜t for all t ∈ [0, T ]. 
This proves Theorem A.1.
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