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ENSEMBLE-BASED IMPLICIT SAMPLING FOR BAYESIAN
INVERSE PROBLEMS WITH NON-GAUSSIAN PRIORS ∗
YUMING BA † AND LIJIAN JIANG‡
Abstract. In the paper, we develop an ensemble-based implicit sampling method for Bayesian
inverse problems. For Bayesian inference, the iterative ensemble smoother (IES) and implicit sam-
pling are integrated to obtain importance ensemble samples, which build an importance density.
The proposed method shares a similar idea to importance sampling. IES is used to approximate
mean and covariance of a posterior distribution. This provides the MAP point and the inverse of
Hessian matrix, which are necessary to construct the implicit map in implicit sampling. The im-
portance samples are generated by the implicit map and the corresponding weights are the ratio
between the importance density and posterior density. In the proposed method, we use the ensemble
samples of IES to find the optimization solution of likelihood function and the inverse of Hessian
matrix. This approach avoids the explicit computation for Jacobian matrix and Hessian matrix,
which are very computationally expensive in high dimension spaces. To treat non-Gaussian models,
discrete cosine transform and Gaussian mixture model are used to characterize the non-Gaussian
priors. The ensemble-based implicit sampling method is extended to the non-Gaussian priors for
exploring the posterior of unknowns in inverse problems. The proposed method is used for each
individual Gaussian model in the Gaussian mixture model. The proposed approach substantially
improves the applicability of implicit sampling method. A few numerical examples are presented to
demonstrate the efficacy of the proposed method with applications of inverse problems for subsurface
flow problems and anomalous diffusion models in porous media.
Key words. Bayesian inversion, implicit sampling, iterative ensemble smoother, Gaussian
mixture model
AMS subject classifications. 65N30, 65N21, 62F15
1. Introduction. The model inputs, such as parameters, the source and sys-
tem structure, are often unknown in practical models. For example, in porous media
application, the practical models include subsurface flows and anomalous diffusion
models [37]. The unknown model inputs can be identified by integrating noise obser-
vations and the prior information. The problem of identifying the unknown inputs in
mathematical models have been intensively studied in the framework of inverse prob-
lems and many methods have been proposed [1, 30, 6]. The inverse problem can be
generally considered as an optimization problem, which minimizes the misfit between
simulated observations and true observations. The inverse problem is often ill-posed.
To avoid the ill-posedness, incorporating the penalty into the objective function is
often necessary [19]. In the paper, we use Bayesian inference to solve the inverse
problems. Bayesian inversion can provide not only the point estimate, but also the
statistical distribution of unknowns and the prediction intervals of state variables.
In Bayesian inference, the posterior is often concentrated in a small portion of
the entire prior support. To accelerate the posterior exploration, the unknown in-
puts can be estimated by the samples from a high probability region. As a sampling
method for Bayesian inference, importance sampling generates samples from a prob-
ability density function (pdf), which is only up to a multiplicative constant. The
importance sampling method based on Monte Carlo has been widely used in inverse
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problems [32, 28]. It can be used as a method of sensitivity analysis, as an alterna-
tive of acceptance-rejection sampling and as the foundation to computing normalizing
constants of probability densities. In dynamic systems, it is also an essential prereq-
uisite for sequential Monte Carlo [13]. However, the importance sampling is different
from the standard Monte Carlo method, which generates samples with equal weights.
The weights of importance sampling are from the proposal density and unequal. To
obtain effective weights, the selection of the proposal density is critical. The proposal
density is also called the importance density.
In the paper, we construct the importance density through an implicit sampling
(IS) method [11], which provides a data-informed importance density. The main
idea of IS is to locate the high probability region and generate samples around the
Maximum A Posteriori (MAP) point. In IS method, it is required to compute the
MAP point of the posterior and the corresponding Hessian matrix for the negative
logarithmic of the posterior. There are many techniques to estimate the MAP point,
such as Markov chain Monte Carlo (MCMC) method [23, 14], variational method
[24], and ensemble-based method [21, 4]. These methods are based on the Bayesian
framework and provide a statistic analysis, which can give the prediction and credible
intervals, pdf and other statistical information. The inverse of Hessian matrix can
be approximated by the posterior covariance matrix. Then the importance weights
can be obtained by solving an implicit equation. The effectiveness of IS for Bayesian
inverse problems has been studied in [10, 31, 3].
The ensemble-based method, such as ensemble Kalman filter (EnKF) [17, 4] and
ensemble smoother (ES) [6], was proposed for data assimilation. In recent years, the
ensemble-based method has been used to forecast the state and estimate the unknown
parameters. In the work, we use an ensemble-based method to find the MAP point
and approximate the inverse of Hessian matrix by ensemble samples. EnKF is widely
used in Bayesian data assimilation but brings the problem of inconsistency. Although
ES has no inconsistency issue, it is a global update by assimilating all observations
simultaneously and may perform poorly due to the single update. To improve ES
method, Chen and Oliver proposed the iterative ensemble smoother (IES) [8], which
can deal with the high-dimensional and nonlinear problems in [9]. IES is still a
Gaussian approximation, which can provide the first-order and second-order moments
of the posterior distribution. This brings difficulty for using IES to non-Gaussian
distribution.
To treat non-Gaussian models in the ensemble-based method, we can use two
approaches: parameterization and non-parameterization. The parameterization ap-
proach uses a transform to gain the latent variables. The typical examples include
truncated pluri-Gaussian (TPG) [2], level set [29], multiple-point simulation (MPS)
[36] and discrete cosine transform (DCT) [22]. The latent parameters can be easy to
update by the ensemble-based method. In a practical situation, we may only know
the discretization of the physical domain for a random field with unknown covariance
information. For this situation, DCT based on a Fourier-based transformation can
parameterize the random field. It only depends on the discretization of the physical
domain. DCT roots in the image processing and has been widely used for image com-
pression. To construct DCT expansion, the cosine functions can be used to form a
set of mutually orthogonal basis functions. By overcome the challenge of the possible
high dimensional parameters in DCT, we can use a truncated DCT, where the low
frequency basis functions are retained and the high frequency are abandoned. Trun-
cated DCT can both capture the main features of the random field and improve the
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computation efficiency in Bayesian inversion.
Non-parameterization is another approach for handling the non-Gaussian priors.
One of the non-parameterization methods is semi-parametric, such as the mixture of
distributions, which adopts a convex combination of several distributions to approx-
imate a posterior distribution. The common mixtures are Beta [5], triangular [33]
and Gaussian [34, 27] mixture models. In the mixture model, each distribution can
be seen a basis function. Thus, the goal is to find a set of optimal basis functions.
The corresponding coefficients are the model weights, which imply the importance of
distributions. In the paper, we use Gaussian mixture model (GMM) for Bayesian in-
version with non-Gaussian priors. In particular, GMM can be coupled with EnKF to
estimate the multimodality state distributions [27]. When using GMM, the weight,
mean and covariance of each Gaussian model become unknown parameters, which
need to be estimated. The expectation-maximization (EM) [7] method is available
to forecast these GMM parameters. To obtain a good approximation, the number
k of models may be large enough. However, large k will bring the singularity of
covariance, which results from the unbounded logarithmic form of the mixture. To
avoid the singularity issue, the Bayesian Ying Yang (BYY) harmony learning based
on the general statistical learning framework has been proposed in [38]. A model
selection criteria and automatic model selection method, called BYY harmony data
smoothing learning model selection criterion (BYY-HDS) [20], can be derived from
BYY harmony learning to estimate GMM parameters. Here, the k can be unknown
and selected by BYY-HDS when the initial value of k is large enough.
The goal of this paper is to combine IES method with IS to develop an ensemble-
based implicit sampling for Bayesian inverse problems. In the proposed method, we
use IES to compute mean and covariance. The mean can be used as the MAP point
and the covariance as the approximation of the inverse of Hessian matrix. Then an
implicit map is given by the mean and the Cholesky factorization of the covariance.
The implicit map gives the importance ensemble samples, where the corresponding
weights are the ratio between the importance density and posterior density. Resam-
pling based on these weights may be necessary to avoid the ensemble degeneration.
Thus, IES provides the MAP point and the inverse of Hessian matrix, and then using
IS generates the importance samples. For convenience, we refer the proposed method
as IES-IS. In the paper, we apply IES-IS to non-Gaussian models based on DCT
and GMM, which are used to handle the non-Gaussian priors. When using BYY-
HDS based GMM method, ensemble samples will be the training data to forecast
the mean, covariance and weight of GMM. IES-IS is performed for each Gaussian
model in GMM. This substantially improves the applicability of the IES-IS method
for Bayesian inference. For some complex structures in the target field, it may be not
enough to capture the main features by the immediate estimation of the proposed
method. To this end, we use the post-processing based on the regularization [18]
to improve the connectivity of main features. In general, the penalty term can be
given by a quadratic form, which can achieve the global minimum with the convex
constraint in the closed interval.
The rest of the paper is organized as follows. We begin with the general frame-
work of implicit sampling for Bayesian inverse problems. In Section 3, we focus on
the non-Gaussian priors, which can be handled using DCT and BYY-HDS based
GMM. Section 4 is devoted to developing IES-IS based on DCT and GMM. In Sec-
tion 5, a few numerical examples are presented to illustrate the performance of the
proposed method with applications of inverse problems for subsurface flow problems
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and anomalous diffusion models in porous media. In particular, we recover channel
structures and fractures in porous media. Some conclusions and comments are made
finally.
2. Ensemble-based IS for Bayesian inverse problems. We assume that a
model problem is defined as
U(u; a(x)) = f(x),
where U is a generic forward operator and describes the relation of the coefficient
a(x), state u and source term f(x). For the Bayesian inverse problem, a(x) and f(x)
may be unknown and assume to be characterized by a(x, θ) and f(x, θ), respectively,
in a finite dimensional parameter space, where θ ∈ RNθ is the unknown parameter.
Let g be the forward operator mapping the model parameter θ to the observation
space, i.e., y =: g(θ) ∈ RNd . Then the observation model can be given by
d = g(θ) + ε,
where ε ∈ RNd is the observation noise. In the paper, we assume that ε is independent
of θ and ε ∼ N(0,CD). From the observation model, we have the likelihood function
p(d|θ) ∝ exp
[
− 1
2
(
d− g(θ)
)T
CD
−1
(
d− g(θ)
)]
. (2.1)
Given a prior p(θ), the conditional posterior density function can be derived by
Bayes rule
p(θ|d) = p(θ)p(d|θ)∫
p(θ)p(d|θ)dθ ,
where
∫
p(θ)p(d|θ)dθ is a constant independent of θ. Let F(θ) = − log
(
p(θ)p(d|θ)
)
.
The goal of Bayesian inverse problem is to find a solution to minimizing F(θ), i.e.,
θ̂ = arg min
θ∈RNθ
F(θ). (2.2)
Thus, θ̂ is the MAP point of p(θ|d). In the Bayesian framework, θ̂ can be approxi-
mated by the expectation of θ with respect to p(θ|d)
θ̂ ≈ E[θ] =
∫
θp(θ|d)dθ, (2.3)
where E[.] is the expectation operator.
2.1. Bayesian inference using importance sampling. We can use Monte
Carlo method by drawing Ne independent samples from p(θ|d) to approximate the
integral in equation (2.3). Monte Carlo integration is often used if we can sample
from the target distribution. However, drawing samples from the target distribution
is often difficult in practice. Thus, we want to seek an alternative distribution, which
can be easy to sample. This motivates the importance sampling, where the idea is
to draw samples from a proposal distribution and re-weight the integral using the
importance weights such that a proper distribution is targeted. The proposal density
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is also called the importance density. The importance sampling can bring enormous
gains, making an otherwise infeasible problem amenable to Monte Carlo.
When drawing samples from p(θ|d) is infeasible, we need to find a importance
density function q(θ|d) to replace it. Then we have
E[θ] =
∫
θp(θ|d)
q(θ|d) q(θ|d)dθ = Eq[w(θ)θ],
where w(θ) = p(θ|d)
q(θ|d) and Eq[·] denotes the expectation with respect to q(θ|d). Then
we sample from q instead of p. Here the adjustment factor w is called the likelihood
ratio. Thus the importance sampling estimate of (2.3) is given by
Êq[w(θ)θ] =
1
Ne
Ne∑
i=1
w(θi)θi,
where θi is drawn from q. In Bayesian inference, p(θ|d) is only up to a normalizing
constant, i.e., w(θ) = cw0(θ), where w0(θ) can be obtained but c is unknown. For
this case, we compute the ratio estimate
E˜q[w(θ)θ] =
∑Ne
i=1 w(θi)θi∑Ne
i=1 w(θi)
instead of Êq[w(θ)θ]. Thus constructing the effective importance density function q
is critical in Bayesian inverse problem.
2.2. Implicit sampling method. Implicit sampling [11] generates samples by
an implicit map. It can construct the importance probability density function and
ensure the efficacy of importance sampling. To implement IS, we first need to compute
the MAP point of p(θ|d) and Hessian matrix of F(θ), and then generate samples from
the high probability region of the posterior density. Assume that the minimum of F(θ)
exists. Let
ϕF = minF and µ˜ = argminF.
We first find the high probability region of posterior density function by minimizing
F(θ). Then we generate samples around µ˜.
If g(·) is nonlinear, the posterior density function p(θ|d) may be non-Gaussian,
even though the prior p(θ) is Gaussian. Thus sampling from p(θ|d) may be difficulty.
In IS, we choose a reference random variable ξ with probability density function
b(ξ) ∝ e−B(ξ), which is easy to sample (the reference random variable is Gaussian
in the paper). We assume that the minimum of B(θ) exists and ϕB = minB. To
generate the samples of θ, we draw samples from b(ξ) and then solve the following
implicit equation
F(θ)− ϕF = B(ξ)− ϕB. (2.4)
The implicit equation can be solved by many approaches, such as random map [31],
linear map [10] and the connection with optimal map [16]. For the different methods,
the resulting samples may have different weights.
In the paper, we focus on the linear map, where F(θ) is approximated by
F(θ) ≈ F0(θ) := ϕF + 1
2
(θ − µ˜)TH(θ − µ˜), (2.5)
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where H is the Hessian matrix at µ˜. If we take ξ ∼ N(0, I), where I is the identity
matrix. Then ϕB = 0 and B(ξ) =
1
2ξ
T ξ. By equation (2.4) and (2.5), we get the
approximated implicit equation
F0(θ)− ϕF = 1
2
ξT ξ. (2.6)
Let L be the Cholesky factorization of H−1. Then
θ = µ˜+Lξ
solves the equation (2.6). The corresponding weight of sample θ is
w ∝ exp(F0(θ)− F(θ)).
2.3. IS based on the iterative ensemble smoother. Iterative ensemble
smoother (IES) was proposed in [8], which is an ensemble method for Bayesian in-
verse problems. One of the IES methods is the modified Levenberg-Marquart method
for ensemble randomized maximum likelihood (LM-EnRML) [9]. For LM-EnRML
method, a modification is made to approximate the inverse of Hessian matrix such
that the explicit computation of the Jacobian matrix of g is avoided. We couple IES
with IS to develop the ensemble-based implicit sampling method, where IES is used
to obtain the MAP point of p(θ|d) and the inverse of Hessian matrix of F(θ), and IS
is used to generate high probability samples.
From equation (2.1), the likelihood function belongs to the exponential family.
Thus we use a mixture of natural conjugate priors to approximate any prior p(θ) [12].
In the paper, we use Gaussian density functions as the natural conjugate prior. Then
we have
p(θ) =
k∑
i=1
πip(θ|θpr,i,Cθ,i), πi > 0 and
k∑
i=1
πi = 1,
where p(θ|θpr,i,Cθ,i) is a Gaussian density function with the mean θpr,i and covari-
ance Cθ,i, and πi is the mixing probability. Thus the posterior density function
p(θ|d) ∝
( k∑
i=1
πip(θ|θpr,i,Cθ,i)
)
p(d|θ).
Let pi(θ|d) = p(θ|θ
pr,i,Cθ,i)p(d|θ)∫
p(θ|θpr,i,Cθ,i)(θ)p(d|θ)dθ , i.e., pi(θ|d) ∝ p(θ|θpr,i,Cθ,i)p(d|θ). By the
convex combination of posterior density function,
Ep[θ] =
k∑
i=1
πiEpi [θ].
To compute the expectation of Epi [·], we need to find the posterior density function
pi(θ|d). For the ensemble method, pi(θ|d) can be constructed by ensemble samples.
Let
Fi(θ) = − log
(
p(θ|θpr,i,Cθ,i)p(d|θ)
)
=
1
2
(
d− g(θ)
)T
C−1D
(
d− g(θ)
)
+
1
2
(θ − θpr,i)TC−1θ,i (θ − θpr,i) + c,
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where g(·) the forward operator and CD is the covariance matrix of observation error,
and c is a constant independent of θ. The ensemble samples can be considered as the
minimizer of Fi(θ). We note that minimizing Fi(θ) is equivalent to minimizing the
following function
Wi(θ) =
1
2
(
d−g(θ)
)T
C−1D
(
d−g(θ)
)
+
1
2
(θ−θpr,i)TC−1θ,i (θ−θpr,i), i = 1, · · · , k.
(2.7)
For most practical applications, g(·) is nonlinear. Minimizing equation (2.7) with
all observations simultaneously is called ensemble smoother, which is just one-step
iteration and inaccurate for the high-dimensional or nonlinear problems. Thus we
devote to using the iterative scheme, which is called IES method.
Let Gl be the Jacobian matrix at θl at l-th iteration step of model i. For Gauss-
Newton method, the gradient of equation (2.7) can be expressed as
∇θWi(θl) ≈
[
C−1θ,i (θl − θpr,i) +GTl C−1D
(
g(θl)− d
)]
and Hessian matrix Hi ≈ C−1θ,i + GTl C−1D Gl. To avoid the influence of large data
mismatch in early iterations and accelerate the convergence, we modify the Hessian
matrix by the Levenberg-Marquart method [9]. Besides, two further modifications in
[25] are necessary to implement the iterative update formula. Let Gl be the Jacobian
matrix at the ensemble mean θ¯l, where θ¯l =
1
Ne
∑Ne
j=1 θ
j
l and Ne is the ensemble size.
We use Cθl to replace Cθ,i in Hessian matrix and Gl to replace Gl. For IS based on
IES method, we have the iterative scheme
θ˜
j
l+1 =θ
j
l −
(
(1 + λ)C−1θl +G
T
l C
−1
D Gl
)−1[
C−1θ,i (θ
j
l − θpr,i) +G
T
l C
−1
D
(
g(θjl )− d
)]
=θjl −
1
1 + λ
[
Cθl −CθlG
T
l
(
(1 + λ)CD +GlCθlG
T
l
)−1
GlCθl
]
C−1θ,i (θ
j
l − θpr,i)
−CθlG
T
l
(
(1 + λ)CD +GlCθlG
T
l
)−1(
g(θjl )− d
)
.
Then the Kalman gain
Kl = CθlG
T
l
(
(1 + λ)CD +GlCθlG
T
l
)−1
. (2.8)
The intermediate ensemble samples are generated by
θ˜
j
l+1 = θ
j
l −
1
1 + λ
(Cθl−KlGlCθl)C−1θ,i (θjl −θpr,i)−Kl
(
g(θjl )−d
)
, j = 1, · · · , Ne.
(2.9)
For IS method, the inverse of modified Hessian matrix
H˜−1i ≈
1
1 + λ
(Cθl −KlGlCθl), (2.10)
and the MAP point
µ˜i ≈ 1
Ne
Ne∑
j=1
θ˜
j
l+1. (2.11)
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Assume that the minimum of Fi(θ) exists and φFi = minFi(θ) = minWi(θ) + c. Let
φWi = minWi(θ) and W
i
0(θ) = φWi +
1
2ξ
T ξ. We apply equation (2.5) and (2.6) to
Fi(θ) and have
Wi(θ) ≈Wi0(θ) = φWi +
1
2
ξT ξ. (2.12)
The importance ensemble samples can be obtained by solving equation (2.12), i.e.,
θ
j,i
l+1 = µ˜i +Liξj (2.13)
with the weights
wij ∝ exp(Wi0(θj,il+1)−Wi(θj,il+1)), j = 1, · · · , Ne, i = 1, · · · , k,
where Li is the Cholesky factorization of H˜
−1
i . For the discrete structure, the weights
may approach infinity because of the exponential growth. To ensure a proper size of
the effective samples, we can scale the difference Wi0(θ
j,i
l+1) − Wi(θj,il+1), where the
order of weights retains unchanged. This does not affect the solution of the implicit
equation. Thus the importance samples can be generated by equation (2.13) with the
modified weights
wij ∝ exp(
Wi0(θ
j,i
l+1)−Wi(θj,il+1)
ρ
), j = 1, · · · , Ne, i = 1, · · · , k. (2.14)
The selection of the scale parameter ρ is carefully discussed in [35]. To avoid ensemble
collapse, we do resampling and redistribute the weights. For each model Fi(θ), we ob-
tain the importance ensemble samples {θj,il+1}Nej=1. In the end, we combine k ensembles
using a membership probability matrix to get the update ensemble {θjl+1}Nej=1.
3. Priors based on DCT and GMM. Ensemble-based method may not work
well for the problems with non-Gaussian priors. In order to overcome the difficulty,
we use suitable parameterization methods to characterize the non-Gaussian field. In
the paper, we focus on DCT and GMM to treat the non-Gaussian priors. We apply
the proposed IES-IS method to the priors described by DCT and GMM.
3.1. Parameterization based on DCT. The goal of parameterization meth-
ods is to obtain the latent variables by a transform, which can be updated by the
ensemble-based method. The widely used parameterization methods are truncated
pluri-Gaussian (TPG), level set, multiple-point simulation (MPS) and discrete co-
sine transform (DCT). To get the unknown parameter θ, these parameterizations are
used to the unknown input. In the paper, we focus on DCT [22], which is a Fourier-
based transformation and can extract the important features of a random field in the
Bayesian inverse problem. As known, paramerization by KLE needs the mean and co-
variance information of the random field. But for DCT method, the physical domain
discretization of the random field is enough to construct the basis functions. Besides,
the separability of DCT basis makes the efficient computation of basis functions.
Without loss of generality, we consider the unknown function a(x) defined in
a two dimensional spatial domain, and Nx × Ny uniform grid is used to discretize
the function. Then a(x) can be expressed as A(m,n) (m = 0, · · · , Nx − 1;n =
0, · · · , Ny − 1). Thus the general forward DCT of the input field A(m,n) has the
form
θNm(i, j) =
2α(i)α(j)√
NxNy
Nx−1∑
m=0
Ny−1∑
n=0
A(m,n) cos
[
π(2m+ 1)i
2Nx
]
cos
[
π(2n+ 1)j
2Ny
]
,
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where i = 0, · · · , Nx − 1, j = 0, · · · , Ny − 1 and
α(i) =
{
1√
2
i = 0,
1 otherwise.
In the inversion problem, we get A through estimating the unknown θNm . Thus the
inverse 2D DCT is necessary for the inverse problem, as shown below
A(m,n) =
2√
NxNy
Nx−1∑
i=0
Ny−1∑
j=0
α(i)α(j)θNm(i, j) cos
[
π(2m+ 1)i
2Nx
]
cos
[
π(2n+ 1)j
2Ny
]
,
(3.1)
where m = 0, · · · , Nx − 1, n = 0, · · · , Ny − 1.
Due to the separability property of DCT basis functions, (3.1) can be written as
A(m,n) =
Nx−1∑
i=0
√
2
Nx
α(i)
{Ny−1∑
j=0
√
2
Ny
α(j)θNm(i, j) cos
[
π(2n+ 1)j
2Ny
]}
cos
[
π(2m+ 1)i
2Nx
]
.
(3.2)
We can implement DCT by a vector form, i.e., A and θNm can be represented as the
vectors. Thus A ∈ RNm and θNm ∈ RNm . Let ΦNm ∈ RNm×Nm denote basis function
matrix with respect to θNm and INm denote a set of natural numbers given by
INm = {i ∗Ny + j}, i ∈ {0, · · · , Nx − 1}, j ∈ {0, · · · , Ny − 1},
where all the possible combinations for i and j are taken into account. The rth column
of ΦNm can be expressed as
φr =
2α(i)α(j)√
Nm

cos
[
pi(2×0+1)i
2Nx
]
cos
[
pi(2×0+1)j
2Ny
]
...
cos
[
pi(2×(Nx−1)+1)i
2Nx
]
cos
[
pi(2×(Ny−1)+1)j
2Ny
]
 ∈ RNm . (3.3)
Then (3.2) becomes
A = ΦNmθNm = [φ0,φ1, · · · ,φNy−1, · · · ,φNm−1]θNm =
Nm−1∑
r=0
θrφr,
where Nm = NxNy and the subscript r ∈ INm corresponding to a pair of indices (i, j).
From equation (3.3), we note thatΦNm can be pre-computed and data-independent.
Thus DCT basis functions only need to be calculated and stored once. We choose
the low frequency basis functions in ΦNm to retain the main features of a random
field. Then we reduce the dimension of unknown parameters without losing the main
features. The selection of basis functions makes the low frequency basis functions re-
tained and discards the high frequency basis funtions. The truncated DCT expansion
by the first Nc terms can be represented by
A =
Nc−1∑
r=0
θrφr = Φθ, (3.4)
where Φ ∈ RNm×Nc is the first Nc columns of ΦNm and θ ∈ RNc . Using equation
(3.4), the IES-IS can be performed in the low-dimensional stochastic subspace.
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3.2. Nonparametric method based on GMM. Compared with the param-
eterizations, semi-parametric is a different approach. The typical method is to adopt
the mixture models to approximate the unknown distribution. We assume that a mix-
ture of distributions can be described as any convex combination of other distributions
Pi,
k∑
i=1
πiPi(θ),
where
∑k
i=1 πi = 1 and k > 1, and {Pi}ki=1 are from a parametric family. For
an unknown distribution, there is a trade-off between the perfect representation of
the unknown distribution and the useful estimation of the mixture. To obtain a good
approximation of the distribution, k may be large enough. The mixture models can be
considered as using a few basis distributions to approximate the unknown distribution.
Many mixtures have been applied to the Bayesian inverse problems, such as Beta,
triangular and Gaussian mixture models. In the paper, we focus on Gaussian mixture
model (GMM). We assume L(θ) be a Gaussian mixture density function consist of a
convex combination of k Gaussian density functions, i.e.,
L(θ) =
k∑
i=1
πip(θ|µi,Σi).
Here p(.|µi,Σi) is a Gaussian density function with the mean µi and covariance
Σi. GMM parameters {πi,µi,Σi}ki=1 are unknown, which need to be identified in
the Bayesian inverse problems. Let q = {πi,µi,Σi}ki=1. When the estimation of q
obtained, we have the probability density function with respect to θ. The expectation
of θ can be computed using the convexity
E[θ] =
k∑
i=1
πiµi.
To get an accurate estimation, we can update q by an iteration process. The
widely used method is the Expectation-maximization (EM) for estimating GMM pa-
rameters with known k. For sufficiently large k, the covariance matrices may be
singular in EM algorithm. This is an inherent problem that the logarithmic form of
L(θ) is unbounded. For estimating GMM parameters with unknown k, the Bayesian
Ying Yang harmony data smoothing (BYY-HDS) learning model selection criterion
is proposed in [20]. To get a proper approximation, BYY-HDS method can automat-
ically screen models by minimizing the function
JBY Y−HDS(qhk , k) =
k∑
i=1
πi(
1
2
log |Σi|+ 1
2
h2tr[Σ−1i ]− log πi), (3.5)
where qhk = (qk, h) and tr[·] denotes the trace operator of the matrix. Due to k unfixed,
qk denotes the parameters of k models at the current iteration. For convenience, EM
method using BYY-HDS learning model selection criterion is called the smoothed EM
(SmEM).
In the paper, we devote to using SmEM method to ensemble samples instead
of the observation data, which is proposed in [27]. For SmEM algorithm, we first
Ensemble-based implicit sampling 11
need to set the maximum and minimum of k, where the maximum is large enough to
automatically screen the mixture model and minimum is larger than 1. At the l-th
iteration step, we select and discard the models corresponding to the smaller weights
πi. Thus k may decrease with respect to the iterations. We update GMM parameters,
which can be considered as E-step and M-step. E-step of SmEM can be expressed as
γi,j =
πip(θ
j |µi,Σi)∑k
i=1 πip(θ
j|µi,Σi)
, i = 1, · · · , k, j = 1, · · · , Ne. (3.6)
When we get the samples probability matrix (γi,j), M-step in SmEM can be repre-
sented by
πi =
1
Ne
Ne∑
j=1
γi,j ,
µi =
1
Neπi
Ne∑
j=1
γi,jθ
j ,
Σi =
1
Neπi
Ne∑
j=1
γi,j(θ
j − µi)(θj − µi)T + h2l I, i = 1, · · · , k, j = 1, · · · , Ne,
(3.7)
where hl is the smoothing parameter at the l-th iteration step. By equation (3.7), we
note that Σi is modified to avoid the singularity, which often occurs in EM method.
The hl is critical for SmEM. We use an iteration scheme to update the smoothing
parameter hl, i.e.,
hl+1 = hl + ηS(hl), (3.8)
where η is the step length constant and
S(hl) =
Nθ
hl
− hl
k∑
i=1
πitr[Σ
−1
i ]−
∑Ne
i=1
∑Ne
j=1 βi,j‖θi − θj‖2
h3l
with
βi,j =
exp(−0.5 ‖θi−θj‖2
h2
l
)∑Ne
i=1
∑Ne
j=1 exp(−0.5 ‖θ
i−θj‖2
h2
l
)
.
The detailed procedure is presented in Algorithm 1.
3.3. Post-processing for discrete structure. For discrete structures, the im-
mediate results by above method may be not good enough. To this end, we use a
post-processing based on regularization to improve the connectivity of the important
features. It is implemented in a block-by-block manner, so we perform the post-
processing for each gridblock. Let A˜i denote the value of the i-th gridblock. The goal
of post-processing is to minimize the following function with respect to A,
G(A) = (A˜i −A)2 + τT(A), A ∈
[
Al, Au
]
, 0 < τ < 1, i = 1, · · · , Nm, (3.9)
where T(A) denotes the regularization term, τ the corresponding regularization weight
and [Al, Au] is the domain of definition. We need to find the minimizer of G(A),
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Algorithm 1 SmEM algorithm for estimating GMM parameters
Input: Given a set of data {θj}Nej=1, the initial qk = {πi,µi,Σi}ki=1, sufficiently small
ǫ, the initial h0 =
√
1
NθN3e
∑Ne
i=1
∑Ne
j=1 ‖θi − θj‖2, positive integer kmax and
kmin and given η.
Output: qk
begin: l := 0
Screen-step: If πi < ǫ (i = 1, · · · , k), we discard the corresponding model. Then
k→ knew. For convenience, knew is also written as k. When k = kmin, we will
terminate the screen-step.
E-step: Compute Jl(qhlk , k) by (3.5) and (γi,j) by (3.6).
M-step: Update the components of qhlk by (3.7).
S-step: Update the smoothing parameter hl by (3.8). Calculate J
l+1(q
hl+1
k , k).
if Jl+1(q
hl+1
k , k) < J
l(qhlk , k)
l = l + 1; else break;
end
which is the estimation for the i-th gridblock. For equation (3.9), the penalty term
T(A) is applied to penalize values away from Al or Au. Thus, the selection of the
regularization term is important. In practice, we often use the following quadratic
form for T(A),
T(A) = (b1A− b2)(b3 − b4A),
where bi (i = 1, 2, 3, 4) depends on A
l and Au. Then, G(A) can be expressed as a
quadratic form, i.e.,
G(A) = (1− τb1b4)
(
A− 2A˜i − τ(b1b3 + b2b4)
2(1− τb1b4)
)2
+ c,
where c is a constant independent of A. To obtain the global minimum, we impose
the constraint 1 − τb1b4 > 0. For the minimizer of the convex function G(A) in each
gridblock, we note that there exist three cases:
(i) If
2A˜i − τ(b1b3 + b2b4)
2(1− τb1b4) < A
l, Âi = A
l;
(ii) If Al ≤ 2A˜i − τ(b1b3 + b2b4)
2(1− τb1b4) ≤ A
u, Âi =
2A˜i − τ(b1b3 + b2b4)
2(1− τb1b4) ;
(iii) If
2A˜i − τ(b1b3 + b2b4)
2(1− τb1b4) > A
u, Âi = A
u,
where i = 1, · · · , Nm. Then, G(Âi) is the global minimum in the i-th gridblock and
Âi is the estimation in the i-th gridblock.
4. IES-IS for non-Gaussian priors. In this section, we present IES-IS for
Bayesian inversion with priors described by DCT and GMM. IES is a sampling
method, which can generate ensemble samples to efficiently estimate the MAP point.
We note that IES is a Gaussian approximation. To improve the effectiveness of en-
semble samples, we use IS method to get a data-informed importance function. IS
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does not depend on any Gaussian assumption and is an importance sampling method,
which can find the samples with high probability. The importance samples can be
generated by the implicit equation, where the MAP point of pi(θ|d) and Hessian ma-
trix of Fi(θ) (i = 1, · · · , k) are necessary. To avoid the computation of Jcoby matrix,
we use the ensemble mean as the MAP point and approximate the inverse of Hessian
matrix by Monte Carlo method. We perform a resampling method to avoid the ensem-
ble degeneracy. The proposed IES-IS method is used to deal with the non-Gaussian
Bayesian inverse problems through using DCT and SmEM-based GMM.
4.1. IES-IS based on DCT. In this section, we use DCT to parameterize the
unknown function a(x) and obtain the prior information. Each column of the basis
function matrix ΦNm is given by (3.3). To perform the proposed algorithm efficiently,
we use the truncated DCT expansion in (3.4). The target field a(x) is parameterized
by θ through DCT. Besides, the post-processing is applied to improve the connectivity
of the inversion field. To further improve the efficiency, we use a criterion to reduce
the dimension of θ against the iterations.
Let the prior p(θ) be Gaussian. Then this corresponds to the case of k = 1 in
GMM described in Subsection 2.3. At the l-th iteration step, we use the Monte Carlo
method in [26] to approximate the covariance matrix. Then
Cθl ≈
1
Ne
Ne∑
j=1
(θjl − θ¯l)(θjl − θ¯l)T
CθlDl ≈ CθlG
T
l ≈
1
Ne
Ne∑
j=1
(θjl − θ¯l)
(
g(âjl )− g(a¯l)
)T
CDlDl ≈ GlCθlG
T
l ≈
1
Ne
Ne∑
j=1
(
g(âjl )− g(a¯l)
)(
g(âjl )− g(a¯l)
)T
,
(4.1)
where θl =
1
Ne
∑Ne
j=1 θ
j
l and al =
∑Ne
j=1 â
j
l . By substituting (4.1) into (2.8), (2.9) and
(2.10), we obtain the intermediate ensemble samples
θ˜
j
l+1 = θ
j
l −
1
1 + λ
(Cθl −KlCTθlDl)C−1θ (θjl − θpr)−Kl
(
g(âjl )−d
)
, j = 1, · · · , Ne.
(4.2)
The inverse of modified Hessian matrix can be approximated by
H˜−11 =
1
1 + λ
(Cθl −KlCTθlDl).
The MAP point µ˜ is obtained by equation (2.11). Thus we can obtain the importance
ensemble samples {θjl+1}Nej=1, which are generated by equation (2.13) with weights
obtained by equation(2.14).
To avoid the ensemble degeneracy, the resampling method is performed based
on the weights. Then we sort the components of ensemble mean θl+1 in descending
order, i.e.,
|θ(1)l+1| ≥ |θ
(2)
l+1| ≥ · · · ≥ |θ
(Nl)
l+1 |,
where | · | is the absolute operator. Let α be a threshold value (e.g., α = 0.95). We
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truncate θl+1 by the criterion ∑Nl+1
i=1 |θ
(i)
l+1|∑Nl
i=1 |θ
(i)
l+1|
≥ α, (4.3)
where Nl+l is the dimension of θ for the next iteration and Nl+1 ≤ Nl. Then we
retain Nl+1 rows of ensemble samples according to truncated θl+1. For DCT basis
functions, we select the corresponding columns to construct Φ for the next iteration.
For convenience, each truncated sample is still denoted by θjl+1. Thus the dimension
of the parameter decreases gradually in IES-IS algorithm. This can improve the
computation efficiency.
Let A represent the field ln a(x) in discrete sense. To update the field, we use
A˜
j
l+1 = Φl+1θ
j
l+1, j = 1, · · · , Ne. (4.4)
Due to the continuous values of A˜jl+1, we perform the post-processing to get discrete
values and improve the connectivity of main features. For each coefficient sample,
Â
j
l+1 = Post-processing(A˜
j
l+1), j = 1, · · · , Ne. (4.5)
The outline of IES-IS based on DCT is presented in Algorithm 2.
Algorithm 2 DCT-based IES-IS algorithm
Input: The initial basis functions matrix ΦN0 , prior ensemble {θj0}Nej=1, Ne the
ensemble size, the initial λ, decay factor ν, the prior mean θpr, the prior
covariance Cθ, sufficiently small ǫ and N0 = Nc.
Output: final ensemble {θjl }Nej=1 and {ÂjNl}Nej=0
1. Compute the ÂjN0 = ΦN0θ
j
0, j = 1, · · · , Ne.
begin the iterations : l = 0
2. Calculate the intermediate ensemble samples {θ˜jl+1}Nej=1 using equation (4.2).
3. Compute µ˜1 =
1
Ne
∑Ne
j=1 θ˜
j
l+1. Then draw samples ξj from the reference function
B(ξ) and derive the importance ensemble samples {θjl+1}Nej=1 by equation (2.13).
4. Update the weights {wj}Nej=1 using equation (2.14) and normalize the weights.
5. Resampling based on the weights and obtain a new ensemble. For convenience,
the new importance ensemble is also denoted as {θjl+1}Nej=1.
6. Calculate θl+1 and truncate θl+1 by equation (4.3). Then Nl → Nl+1.
7. Calculate {ÂjNl+1}
Ne
j=1 by equation (4.4) and (4.5).
8. λ = λ
ν
and l := l + 1.
9. Repeat 2− 8 until ‖θ¯l+1 − θ¯l‖ < ǫ.
4.2. IES-IS based on GMM. Algorithm 2 is based on the prior parameterized
by DCT. To further extend the proposed method to other non-Gaussian models, we
couple IES-IS with GMM. We apply SmEM algorithm to ensemble samples for esti-
mating GMM parameters. Compared with conventional IES method, the probability
density function is the sum of k Gaussian density functions at each iteration. The
prior ensemble {θj0}Nej=1 is drawn from Gaussian distribution, the support of which is
RNθ . The initial parameter q = {πi,µi,Σi}ki=1 is arbitrarily given. For each iteration
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in the proposed algorithm, we give a clustering step of θ. In this section, the initial
θpr,i = θpr and Cθ,i = Cθ.
At the l-th iteration step, SmEM method is applied to {θjl }Nej=1 and gives us the
forecast qf = {πfi ,µfi ,Σfi }ki=1 and the membership probability matrix (γi,j), which
can be expressed by
γi,j =
πip(θ
j
l |µi,Σi)∑k
m=1 πmp(θ
j
l |µm,Σm)
, i = 1, · · · , k, j = 1, · · · , Ne.
Then we can get a forecast pf (θ) for p(θ), which is a GMM, i.e.,
pf (θ) =
k∑
i=1
π
f
i p(θ|µfi ,Σfi ). (4.6)
The samples {θjl }Nej=1 are drawn from pf (θ). Let Gl,i denote the Jacobian matrix
at µfi and ni =
∑Ne
j=1 γi,j . We use the Monte Carlo method to approximate the
covariance matrix of each model i, i.e.,
Ciθl ≈
∑Ne
j=1 γi,j(θ
j
l − µfi )(θjl − µfi )T
ni
CiθlDl ≈ CθlG
T
l,i ≈
∑Ne
j=1 γi,j(θ
j
l − µfi )
(
g(θjl )− g(µfi )
)T
ni
CiDlDl ≈ Gl,iCθlG
T
l,i ≈
∑Ne
j=1 γi,j
(
g(θjl )− g(µfi )
)(
g(θjl )− g(µfi )
)T
ni
(4.7)
and CiDlθl = (C
i
θlDl
)T . By substituting (4.7) into (2.8), (2.9) and (2.10), then inter-
mediate ensemble samples for model i can be obtained by
θ˜
j
l+1 = θ
j
l −
1
1 + λ
(Ciθl −KilCiDlθl)C−1θ (θjl −θpr)−Kil
(
g(θjl )−d
)
, j = 1, · · · , Ne.
(4.8)
Then the inverse of modified Hessian matrix can be approximated by
H˜i
−1
=
1
1 + λ
(Ciθl −KlCiDlθl).
For model i, we perform IS method and resampling. The MAP point µ˜i is obtained
by equation (2.11). Thus the importance samples {θj,il+1}Nei=1 can be generated by
equation (2.13) with the weights {wij} obtained by equation (2.14). The resampling
based on the improved weights can avoid ensemble degeneracy. Using the membership
probability matrix (γi,j), we combine k ensembles together to form the posterior
ensemble, i.e.,
θ
j
l+1 =
k∑
i=1
γi,jθ
j,i
l+1. (4.9)
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In the analysis step of GMM, the means and covariances of the mixture models
can be updated by
µi =
∑Ne
j=1 γi,jθ
j,i
l+1
ni
, Σi =
∑Ne
j=1 γi,j(θ
j,i
l+1 − µi)(θj,il+1 − µi)T
ni
, i = 1, · · · , k.
(4.10)
Let Gi denote the Jacobian matrix at µi. In the paper, we use the difference method
to calculate Gi. The weight of each model in (4.6) can be updated based on the
observation data d, i.e.,
πi =
p(d|µi,Σi)ni∑k
i=1 p(d|µi,Σi)ni
, (4.11)
where
p(d|µi,Σi) =
exp
[
− 12
(
d − g(µi)
)T
(GiΣiG
T
i +CD)
−1
(
d− g(µi)
)]
√
(2π)Nd det(GiΣiG
T
i +CD)
.
Here, det(·) denotes the determinant operator of a matrix. When GMM-based IES-IS
achieves certain convergence, we obtain a point estimate from the Gaussian mixture
distribution,
θ̂ = E[θ] =
k∑
i=1
πiµi. (4.12)
The final posterior can be approximated by a GMM, i.e.,
p(θ|d) ∝
k∑
i=1
πip(θ|µi,Σi).
The pseudo-code for GMM-based IES-IS algorithm is provided in Algorithm 3.
Next, we present a result about GMM of the posterior when the prior is a GMM.
Theorem 4.1. Assume that the forward operator g(·) is linear, and observation
noise ε ∼ N(0, I). If G = g and the prior p(θ) is given by
p(θ) =
k∑
i=1
πip(θ|µi,Σi),
then the posterior can be expressed by
p(θ|d) ∝
k∑
i=1
πai p(θ|µai ,Σai ),
where 
µai = (G
TC−1D G+Σ
−1
i )
−1(GTC−1D d+Σ
−1
i µi)
Σai = (G
TC−1D G+Σ
−1
i )
−1
πai =
π˜i∑k
i=1 π˜i
,
(4.13)
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Algorithm 3 GMM-based IES-IS algorithm
Input: prior ensemble {θj0}Nej=1, Ne the ensemble size, the initial q = {πi,µi,Σi}ki=1,
the number of iterations n, sufficiently small ǫ, positive integer kmax and kmin,
the initial λ, decay factor ν, the prior mean θpr and the covariance Cθ.
Output: final posterior ensemble {θjl }Nej=1
l := 0
begin the iterations :
1. Perform the Algorithm 1 for {θjl }Nej=1 to get qf and k.
2. for i = 1 : k
(1) Calculate the intermediate ensemble samples {θ˜jl+1}Nej=1 using equation (4.8).
(2) Compute µ˜i =
1
Ne
∑Ne
j=1 θ˜
j
l+1. Then draw samples ξj from the reference function
B(ξ) and derive the importance ensemble samples {θj,il+1}Nej=1 by equation (2.13).
(3) Update the weights {wij}Nej=1 using equation (2.14) and normalize the weights.
(4) Resampling based on the weights and obtain a new ensemble. For convenience,
the new importance ensemble is also denoted as {θj,il+1}Nej=1.
end
3. Update the posterior ensemble using equation (4.9).
4. Update {µi,Σi, πi} for the mixture posterior using equations (4.10)-(4.11).
5. λ = λ
ν
and l = l + 1.
6. Repeat 1− 5 until ‖θl+1 − θl‖ < ǫ.
and
π˜i =
πidet(Σ
a
i )
− 1
2 exp
[
− 12
(
dTC−1D d+ µ
T
i Σ
−1
i µi − (µai )T (Σai )−1µai
)]
det(Σi)
1
2 det(CD)
1
2
.
Proof. Due to ε ∼ N(0, I), we have the likelihood function
p(d|θ) = 1
(2π)
Nd
2 det(CD)
1
2
exp
[
− 1
2
(d−Gθ)TC−1D (d−Gθ)
]
.
The prior p(θ) is a mixture of k Gaussian densities. Using Bayes rule, we get the
posterior
p(θ|d) ∝ p(θ)p(d|θ) =
( k∑
i=1
πip(θ|µi,Σi)
)
p(d|θ) =
k∑
i=1
πi
(
p(θ|µi,Σi)p(d|θ)
)
,
where
p(θ|µi,Σi) = 1
(2π)
Nθ
2 det(Σi)
1
2
exp
[
− 1
2
(θ − µi)TΣ−1i (θ − µi)
]
.
We complete the perfect square of log
(
p(θ|µi,Σi)p(d|θ)
)
with respect to θ. In
the end, we have the posterior with a GMM, the means, covariances and weights,
which are given by equation (4.13). We note that the weights have been normalized
here.
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Fig. 5.1. The observation locations (left) and the relative error εθ (right). I = 0 denotes the
error obtained by the prior ensemble.
When g is nonlinear, we can not get a close expression for the posterior. In this
case, we use ensemble method to get a Gaussian approximation for each model i and
obtain an approximation GMM of the posterior. The means, covariances and weights
are given by equation (4.10) and (4.11). The model number k is given by BYY-HDS
method.
5. Numerical examples. In this section, we apply the proposed IES-IS to sub-
surface flows and anomalous diffusion problems in porous media and estimate the
model’s unknown inputs. In Subsection 5.1, we estimate the source locations of the
single-phase flow using GMM-based IES-IS method. In Subsection 5.2, we recover a
channel structure in a permeability field by DCT-based IES-IS method. In Subsec-
tion 5.3, we will identify the fracture in porous media through GMM-based IES-IS
method.
For the numerical examples, we consider a dimensionless square domain Ω =
[0, 1] × [0, 1] for spatial variable. Observation data are generated synthetically by
using FEM in a fine time division and the forward problems are solved by FEM with
a coarse time division to avoid inverse crime. The ensemble size Ne is set as 2000.
The decay factor ν is set as 2 and the initial λ is set as 1 in Algorithm 2 and 3. The
mean θpr = 0 and the covariance Cθ = I. In these examples, I denotes the number
of iterations and the covariance matrix of observation error CD = σ
2I.
5.1. Estimate source locations. In this subsection, we consider a steady
single-phase flow model
−∇ · (a(x)∇u(x)) = f(x), x ∈ Ω,
with a mixed boundary condition, where Dirichlet boundary condition is
u(0, y) = 1, u(1, y) = 0,
and no flow boundary condition is imposed on the other two boundaries. Here, the
permeability field a(x) is given by a(x) = exp(1 + 0.5x+ y). The source term has the
form
f(x, θ) =
s
πι
exp{−‖θ − x‖
2
2ι2
},
where s = exp(2) is the strength, ι = 0.05 is the width and θ is the unknown source
location.
The truth source location is set as θtr = (0.09, 0.23)T . Observations are taken
from the single-phase flow model, where the locations are distributed on the uniform
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Fig. 5.2. The hists of marginal posterior density for θ at different iterations and the red
markers are the reference values.
4 × 5 grid of the domain [0.1, 0.7]× [0, 1] as shown in Figure 5.1 (left). The forward
model is solved on a uniform 100× 100 grid and the observation data are obtained by
solving the problem on a uniform 200× 200 grid. The standard deviation σ is set as
0.01 and the scale parameter ρ = 1 in equation(2.14). GMM is used to characterize
the prior. The initial {µi,Σi}ki=1 is arbitrarily given and πi = 1k . The initial k is set
as kmax. We take kmin = 2 and kmax = 5.
To measure the estimate accuracy, we define the relative errors εθ by
εθ :=
‖θ̂ − θtr‖
‖θtr‖ ,
where θ̂ is the estimation given by equation (4.12). The mixture models are screened
by SmEM method presented in Algorithm 1, where the models with the relatively
small weight will be abandoned. Thus, the model number k may decrease via the
iteration. We find the relative error of the prior ensemble is very large by Figure 5.1
(right). When the observation data have been incorporated into the prior ensemble,
the error decreases as more iterations are implemented. Then the relative error grad-
ually tends to be stable against the iterations. This demonstrates that Algorithm 3
is effective and convergent.
In GMM-based IES-IS algorithm, the posterior distribution is non-Gaussian. To
account for the non-Gaussain property of the unknowns at different iterative steps,
we plot the hists of marginal posterior density function in Figure 5.2. The prior
ensemble is randomly drawn from the Gaussian distribution. After the first iteration,
the ensemble posterior becomes non-Gaussian as shown in second column of Figure
5.2. For the first component of θ, the skewness is obvious. This due to the importance
ensemble samples are screened by the implicit sampling. We note that most samples
cluster in one interval with large weights. Finally, the samples cluster in several
intervals. This shows the non-Gaussian property of the posterior ensemble.
Figure 5.3 shows the medians, percentiles and 95% credible intervals for param-
eter θ by the posterior ensemble samplers at different iterations. We find that the
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Fig. 5.4. The standard deviation of the simulated states obtained by the posterior ensemble
against the iteration steps.
medians of the prior ensemble is in the middle of the blue rectangle and the credible
intervals are big at this stage. This is because the samplers are drawn from the Gaus-
sian distribution. After performing the proposed IES-IS, the medians deviate away
from the middle of the rectangle. This implies that the posterior distributions of the
unknowns are skewed and non-Gaussian. The credible intervals gradually become
narrow when more iterations are used and the uncertainty of the unknowns decreases.
The reference values are included in the 95% credible intervals. The marginal posterior
densities are skewed and non-Gaussian.
Figure 5.4 depicts the standard deviation of the simulated state u with the poste-
rior ensemble samplers and realizations constructed by GMM-based IES-IS method.
For the prior ensemble samplers, the standard deviation is large and scattered in
all physical domain except for the constrained boundaries. Then the area of large
standard deviation becomes smaller because the uncertainty of θ decreases. We note
that the uncertainty of source location is close to x = 0 when the iteration moves
on. Finally, the uncertainty is mainly concentrated in a small region around the true
source location. The standard deviation obtained by the final posterior ensemble is
smallest. This implies that the source location is identified.
The credible and prediction intervals, along with the truth and observation data,
are illustrated for u(0.1, y) in Figure 5.5. We note that some observations are outside
of the prediction intervals obtained by the prior ensemble, which take account of the
observational noise. When the information is gained from the observation data, the
shape of prediction and credible intervals for u(0.1, y) align with the true values and
observation data. The credible interval of u(0.1, y) becomes wider as x gets closer to
x = 0. This is due to the true source location is close to x = 0. Finally, the true values
and observation data are contained in the prediction intervals and credible intervals.
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u(0.1, y) at different iterations.
5.2. Recover the channels structure. In this subsection, we consider the
unsteady sing-phase flow model
∂u(x, t)
∂t
−∇ · (a(x)∇u(x, t)) = f(x, t), x ∈ Ω, t ∈ (0, T ]
with mixed boundary condition, where Dirichlet boundary condition is
u(0, y; t) = 1, u(1, y; t) = 0,
and there is no flow on the other boundaries. The source term is f = 10 and T = 1.
The permeability field a(x) is unknown and needs to be recovered. We have the prior
information of the permeability field, which is structured with the channels that lie
between y = 0 and y = 1. The truth permeability field is divided into 7 parts as shown
in Figure 5.6 (left). The forward model is solved by a uniform 60× 60 grid with time
step ∆t = 0.02, and the observations are obtained with time step ∆t = 0.01 to avoid
the inverse crime. Here, observation data are taken at time instance t = 1. We take
504 observations to perform DCT-based IES-IS method. The standard deviation σ is
set as 0.01 and the scale ρ = 10 in equation(2.14). The weight τ is set as 0.75 and
the regularization terms in equation (3.9) is given by
T(A) = A(1−A), A ∈ [0, 1].
To parameterize the channels, we use the truncated DCT expansion by the first 800
terms. Thus the logarithmic permeability field can be expressed as
log a(x) ≈ log a(x, θ) =
Nc−1∑
r=0
θrφr, Nc = 800.
Thus we have the unknown parameter θ = (θ0, · · · , θ799)T .
To identify the channels structure, we combine IES-IS with DCT in this exam-
ple. The dimension of θ for the original discrete model is 3600. Due to the large
uncertainty of prior ensemble, we need enough basis functions to retain the main fea-
tures of the channels. Thus we select the first 800 columns of ΦNm as the prior basis
functions, which contain the important information of the channels. In IES-IS, we
dynamically reduce the dimension of θ by the posterior ensemble at each iteration,
as shown in Figure 5.6 (middle). The dimension of parameters decreases against the
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Fig. 5.6. The true profile of the permeability field a(x) (left), the dimension reduction of θ
(middle) and the prior mean of the permeability field a(x, θ) (right).
iterations. When the uncertainty of the channels decreases, the reduction of the di-
mension becomes slow. Finally, we only use 19 parameters to construct the channels
structure.
The posterior means of the permeability field a(x, θ) via the iterations are pre-
sented in Figure 5.7, The first row of which illustrates the posterior mean without the
post-processing, where the inversion a(x, θ) looks continuous. We see that the prior
ensemble does not give any channel structure shown in Figure 5.6 (right). When the
information of observation data have been incorporated into the prior ensemble, a
ambiguous channel structure appears. Moreover, we see that a profile of the channels
and the values in the channels get closer to the truth as more iterations are used. In
order to show the effect of the post-processing, we plot the posterior means of a(x, θ)
using the post-processing for the posterior ensemble in the second row of Figure 5.7.
Compared with the first row, the values of input filed a(x, θ) with the post-processing
are discontinuous. This is due to that the post-processing adopts the regularization
method to reduce the continuity. Compared with the first row, the final channels are
closer to the truth channels in Figure 5.6 (left) and the values of permeability field
are more accurate. This shows that the post-processing based on a regularization
improve the construction of the channels.
To access the prediction using the posterior ensemble, we compute the 95% cred-
ible and prediction intervals for the models response at u((0.6, y); 1), as shown in
Figure 5.8. We note that the true values and observations lie outside of both the
credible and prediction intervals for the prior ensemble. The prediction and credible
intervals are close to the true values and observations via the iterations. The credible
interval and prediction interval become narrower as more iterations are implemented.
This implies that the uncertainty of the parameter θ decreases against the iterations,
and the difference between the model fit and predictions decreases. The observations
data are almost concentrated in the prediction interval in the final interation.
5.3. Identify fracture structure and fractional derivative order. In this
subsection, we consider the time fractional diffusion model
cDαt u−∇ · (a(x)∇u) = f(x, t), x ∈ Ω, t ∈ (0, T ],
where the boundary conditions are mixed and the same as in Subsection 5.2. Here
we consider the Caputo fractional derivative, i.e.,
cDαt u =
1
Γ(1− α)
∫ t
0
(t− τ)−α ∂u(x, τ)
∂τ
dτ, 0 < α < 1,
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u((0.6, y); 1) in different iterations.
where Γ(·) is the Gamma function. The truth permeability field a(x) is given by
a(x) =
{
10000, x = 0.3, 0.4 ≤ y ≤ 0.8,
1, otherwise.
For this example, both the structure of the fracture and the fractional derivative
α are unknown. We only have the prior information that the fracture parallels to y
axis of spatial domain. The location and the length of the fracture are unknown. The
fracture in a two-dimensional permeability field is reduced by a one-dimensional line
segment. Thus we describe the fracture by the midpoint coordinate (x0, y0) and the
length L0. Thus we need to identify the unknown parameter θ = (α, x0, y0, L0)
T . We
have the prior information θ ∈ [0, 1]4, which is assume to be the uniform distribution
in [0, 1]4. The parameter values are uncontrollable during the iteration of IES, the
samples may run out of the interval. Thus, a transformation is used to overcome this
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problem. To this end, we make a bijective map O: R4 → [0, 1]4, i.e.,
θj =
1
2
+
1
π
arctan(qj), j = 1, · · · , Ne.
At the l-th iteration step in IES, we use{
θl = O(ql)
yl = g(θl) + ε.
The truth midpoint (x0, y0) = (0.3, 0.6) and truth length L0 = 0.4. Then the
coordinate of the true end points is otr = (0.3, 0.4, 0.3, 0.8)T . For the source term,
we take f = 10. The end time T = 5. Let truth θtr = (0.7, 0.3, 0.6, 0.4)T . The
forward model is solved on a uniform 100× 100 grid with ∆t = 0.05 and observations
are obtained by solving the same grid with time step ∆t = 0.1. DFM model [15] is
used to treat the fracture model. The observation data are taken at time instance
t = 5, where the observation locations are distributed on the uniform 3× 6 grid of the
domain [0.3, 0.7]× [0, 1] as shown in Figure 5.9 (left). The standard deviation of noise
σ = 0.03 and the scale ρ = 10 in equation(2.14). We use GMM to model the prior
and posterior. The initial {µi,Σi}ki=1 is arbitrarily given and πi = 1k . The initial k is
set as kmax. We take kmin = 2 and kmax = 5.
Let o denote the vector, which consists of the two end points of the fracture. To
measure the discrepancy between the truth and the estimate parameter, the relative
errors of θ and o are defined by
εθ :=
‖θ̂ − θtr‖
‖θtr‖ , εo :=
‖ô− otr‖
‖otr‖ ,
where θ̂ is given by equation (4.12). These relative errors are shown in Figure 5.9
(right), where we find that the relative errors are large at the beginning and decrease
significantly as the observation information is incorporated into IES. This figure also
shows the convergence of GMM-based IES-IS algorithm.
Figure 5.10 depicts the 95% uncertainty bands of parameter θ using the posterior
ensemble samplers at different iterations. We see the medians of the prior ensemble
are in the middle of the blue rectangle and the credible intervals are large. This is
due to that the samplers are drawn from the Gaussian distribution at the beginning.
The credible intervals gradually become narrow as more iterations are used. This
implies that the uncertainty of the unknowns decreases in the IES process. In the last
iteration, the 95% credible intervals are tight and the reference values are included in
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Fig. 5.11. The inversion of the fracture via the iteration steps. The red segment is the estimate
fracture and the blue segment is the truth fracture.
the credible intervals except for the length of fracture L0. This also shows the support
of posterior is only a small portion of the support of prior ensemble.
Figure 5.11 depicts the recovered fracture against the iteration procedure. By the
figure, the discrepancy between the prior and truth fracture is very large, which may
lead big difference for the simulated state. When the information of the observations
enters the inference by IES-IS, the estimate fracture gets close to the truth. Compared
with the truth fracture, we find the estimate of the middle point is more accurate than
the length. This is due to that we use DFM model, where the fracture must match
with the mesh grid of the forward model. As expectation, the uncertainty of the
fracture decreases as the iteration moves on.
We also plot the posterior standard deviations of the simulated state u((x, y); 5)
at different iteration steps in Figure 5.12. We see that the standard deviation is
small around the boundaries corresponding to the deterministic Dirichlet boundary
condition. For the prior ensemble, the standard deviation is large in the most part of
domain. Then the standard deviation decreases as uncertainty is reduced with respect
to IES iterations. In the inversion process, the region of the large standard deviation
becomes narrow and is mostly concentrated around the fracture. In the final posterior
ensemble, the standard deviation in the whole physical domain is very small and the
uncertainty is almost only around the endpoints of the fracture.
6. Conclusion. We proposed an ensemble-based implicit sampling for handling
non-Gaussian priors. In the approach , iterative ensemble smoother (IES) has been
coupled with implicit sampling (IS). IES can efficiently provide an approximation
to the MAP point of the posterior and the inverse of Hessian matrix. IES avoids
the explicit computation of Jacobian matrix and Hessian matrix for the optimization
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iteration steps.
problem in the underlying inverse problem. This computation is usually challengeable
in high dimension spaces. Then an implicit map was constructed by the the MAP
point and the Cholesky factorization of the Hessian matrix. IS was used to identify a
high probability region and obtain the importance samples. The proposed method was
extended to non-Gaussian priors where DCT and GMM are used to characterize prior.
This significantly improved the applicability of the conventional implicit sampling.
We applied the proposed sampling method to inverse problems of subsurface
flows and anomalous diffusion models in heterogeneous porous media. The ensemble-
based implicit sampling was used to effectively recover channel structures and fracture
structures in porous media for these models.
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