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Resumen
En esta comunicacio´n se presenta un algo-
ritmo adaptativo con el movimiento para el
desentrelazado de v´ıdeo. Se basa en un sis-
tema de inferencia difuso, que realiza una
interpolacio´n entre dos te´cnicas lineales en
funcio´n del grado de movimiento. Se ha reali-
zado un estudio de diferentes sistemas difusos
con distinto nu´mero de funciones de perte-
nencia, analiza´ndose el grado de complejidad
de los mismos frente a su eﬁcacia desentrela-
zando varias secuencias de v´ıdeo.
Palabras Clave: Desentrelazado de v´ıdeo,
Movimiento adaptativo, Sistemas de inferen-
cia difusos, Te´cnicas de aprendizaje supervi-
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1 INTRODUCCIO´N
Los principales formatos de transmisio´n de sen˜ales de
televisio´n (NTCS, PAL, SECAM) utilizan una sen˜al de
v´ıdeo entrelazada, donde so´lo se transmiten alternati-
vamente las l´ıneas pares e impares de cada fotograma.
De este modo, el ancho de banda de la transmisio´n
se reduce a la mitad de una forma muy efectiva ya
que, debido a las caracter´ısticas del sistema de visio´n
humano, el parpadeo provocado por la eliminacio´n de
l´ıneas es pra´cticamente inapreciable [3]. No obstante,
el auge de dispositivos que requieren un barrido pro-
gresivo de la sen˜al de v´ıdeo (televisores de alta de-
ﬁnicio´n, DVDs, proyectores, etc.) ha fomentado el
desarrollo de algoritmos de desentrelazado que reali-
zan algu´n tipo de interpolacio´n espacio-temporal para
calcular las l´ıneas no transmitidas.
Entre los algoritmos de desentrelazado pueden distin-
guirse globalmente aquellos que utilizan un vector re-
presentativo del movimiento de la imagen para inter-
polar las l´ıneas ausentes y los que no lo hacen [4].
Los primeros realizan una interpolacio´n ma´s precisa
a costa de un elevado coste computacional requerido
para calcular dicho vector. Los diferentes algoritmos
pueden clasiﬁcarse atendiendo a si interpolan siempre
los mismos p´ıxeles (te´cnicas lineales) [6] [11], o si la
interpolacio´n se adapta a las caracter´ısticas de la ima-
gen (te´cnicas no-lineales) [1] [5]. Entre los algoritmos
adaptativos se distinguen a su vez dos grupos: aquellos
que tratan de adaptar la interpolacio´n a la presencia
de bordes en la imagen [5]; y aquellos otros que evalu´an
la cantidad de movimiento en la imagen adaptando la
interpolacio´n a e´sta [1].
Cuando se emplean te´cnicas de movimiento adapta-
tivo es fundamental realizar una buena estimacio´n del
grado de movimiento. Ba´sicamente los detectores de
movimiento evalu´an la diferencia de valores de lumi-
nancia entre p´ıxeles de campos consecutivos. No obs-
tante, esta medida no siempre es ﬁable debido a la
presencia de bordes o detalles con grandes constrantes
de valores de luminancia en la direccio´n vertical de la
imagen, y a que la sen˜al puede contener ruido. Para
aumentar la robustez de los detectores de movimiento
algunos autores proponen conectar varios en cascada,
de modo que solo si todos ellos detectan movimiento la
sen˜al se active [3]. Tambie´n se han propuesto distin-
tos algoritmos basados en lo´gica difusa para realizar un
desentrelazado adaptativo con el grado de movimiento
obteniendo mejoras signiﬁcativas. Esto se debe a la
capacidad de las te´cnicas difusas para realizar inter-
polaciones en zonas donde la informacio´n es imprecisa
y, por tanto, la decisio´n no es trivial [10]. La te´cnica
propuesta en [10] obtiene buenos resultados pero em-
plea una base de reglas compleja que requiere un coste
computacional considerable.
En esta comunicacio´n se propone un nuevo algoritmo
adaptativo para el desentrelazado de v´ıdeo que em-
plea un sistema de inferencia difuso para determinar,
en funcio´n del movimiento, la interpolacio´n entre los
p´ıxeles de las l´ıneas trasnmitidas. El algoritmo es des-
crito en detalle en la seccio´n 2. Su validez es anali-
zada en la seccio´n 3 desentrelazando varias secuencias
de ima´genes. Finalmente, las conclusiones del trabajo
son resumidas en la seccio´n 4.
2 DESCRIPCIO´N DEL
ALGORITMO
El algoritmo de desentrelazado adaptativo en funcio´n
del movimiento que presentamos se basa en la siguiente
heur´ıstica: si el p´ıxel a calcular corresponde a un a´rea
donde no existe movimiento, el resultado mejor se ob-
tiene realizando una interpolacio´n entre p´ıxeles del
campo anterior (interpolacio´n temporal). Si por el
contrario el p´ıxel corresponde a un a´rea donde el grado
de movimiento es elevado, lo ma´s adecuado es reali-
zar una interpolacio´n entre distintos p´ıxeles del campo
actual (interpolacio´n espacial). Entre las te´cnicas li-
neales temporales y espaciales se han elegido las ma´s
ba´sicas: la te´cnica de insercio´n del p´ıxel del campo
anterior como temporal (IT ) y la media artime´tica de
los p´ıxeles de las l´ıneas superior e inferior como espa-
cial (IS). El grado de movimiento es evaluado proce-
sando la sen˜al que se obtiene al realizar la convolucio´n
bi-dimensional de la diferencia de luminancia en va-
lor absoluto de dos campos que contienen l´ıneas de la
misma paridad. Matema´ticamente puede expresarse
como:
mov(x, y, t) = Σ3i=1(Σ
3
j=1HijCij) (1)
donde Hij, Cij, vienen dadas por las siguientes matri-
ces:
⎛
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⎞
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siendo Hxyt la diferencia en valor absoluto de la lumi-
nancia de los p´ıxeles que pertenecen a dos campos que
contienen l´ıneas de la misma paridad:
Hxyt = H(x, y, t) =
|I(x, y, t− 1)− I(x, y, t+ 1)|
2
(4)
La notacio´n (x,y,t) signiﬁca que el p´ıxel tiene una ubi-
cacio´n espacial determinada por las coordenadas (x,y)
y corresponde a un campo determinado (t) de la se-
cuencia de video. Atendiendo al taman˜o de las matri-
ces H y C, se observa que se emplea una ventana de
convolucio´n bi-dimensional de taman˜o 3x3. La idea
de utilizar te´cnicas de convolucio´n para evaluar el mo-
vimiento fue introducida en [7]. La principal ventaja
de e´stas es que permiten tener en cuenta la contri-
bucio´n de los vecinos espacio-temporales al estimar el
movimiento en el p´ıxel actual. De este modo, puede
minimizarse la inﬂuencia de los eventuales errores en
la deteccio´n de movimiento debido a la presencia de
ruido, bordes o detalles con contrastes de luminancia
elevados. Adema´s es posible asignar un peso ponde-
rando cada uno de los p´ıxeles vecinos mediante los coe-
ﬁcientes de la matriz C, tal y como indica la expressio´n
(2). Se ha realizado un estudio para evaluar distintas
posibilidades de la ventana de convolucio´n analizando
distintas dimensiones y valores de los coeﬁcientes que
la componen [2]. Como conclusio´n se ha seleccionado
la indicada en la expresio´n (2).
Las te´cnicas de movimiento adaptativo fueron origi-
nalmente introducidas en [1]. El grado de movimiento
se evaluaba comparando el valor de la sen˜al correspon-
diente a la diferencia de luminancia entre campos con-
secutivos con un valor umbral constante. El objetivo
del trabajo descrito en esta comunicacio´n ha sido em-
plear una te´cnica de movimiento adaptativo que em-
plea un sistema difuso para realizar la transicio´n entre
las dos te´cnicas de interpolacio´n (IS , IT ) de manera
ma´s suave. De este modo, en las zonas donde el grado
de movimiento es medio y por tanto, la decisio´n no es
trivial, se realiza una interpolacio´n no-lineal entre IS
e IT .
2.1 DESCRIPCIO´N DEL SISTEMA DE
INFERENCIA DIFUSO
El conocimiento heur´ıstico empleado por las te´cnicas
de movimiento adaptativo es modelado mediante un
sistema de inferencia difuso. En primer lugar, se ha
empleado un sistema con solo dos reglas, donde los
conceptos SMALL y LARGE se representan mediante
los conjuntos difusos de la Figura 1(a). No obstante,
podemos aprovechar la capacidad de interpolacio´n de
la lo´gica difusa considerando la posibilidad de ampliar
el nu´mero de conjuntos difusos. De este modo, ser´ıa
posible contemplar un nuevo conjunto difuso (repre-
sentado con la etiqueta MEDIUM en la Figura 1(b)).
La base de reglas se amplia considerando una nueva re-
gla que, en el caso de activarse, implementa una com-
binacio´n lineal de las te´cnicas IS y IT .
Este razonamiento puede extenderse aumentando el
nu´mero de conjuntos difusos considerados a los cua-
tro (SMALL, SMALL-MEDIUM, MEDIUM-LARGE,
LARGE) o cinco (SMALL, SMALL-MEDIUM, ME-
            
Figura 1: Funciones de pertenecia utilizadas por los distintos sistemas de inferencia
DIUM, MEDIUM-LARGE, LARGE) representados en
las Figura 1(c) y 1(d) respectivamente. El nu´mero de
reglas de la base de reglas aumenta del mismo modo.
El problema de esta te´cnica es que ”a priori” no existe
ninguna indicacio´n para ﬁjar las constantes de los con-
secuentes de las bases de reglas con ma´s de dos reglas
, ni tampoco para determinar las constastes (A, B, C,
D, E) que deﬁnen los conjuntos difusos asociados a las
distintas etiquetas lingu´ısticas. Para ﬁjar estos valo-
res podemos entrenar los sistemas difusos empleando
te´cnicas de aprendizaje supervisado. El apartado si-
guiente describe en detalle dicho proceso.
2.2 PROCESO DE APRENDIZAJE
SUPERVISADO
Los sistemas han sido implementados en el entorno
de desarrollo de sistemas difusos Xfuzzy [8]. Este en-
torno facilita el disen˜o de sistemas de inferencia basa-
dos en lo´gica difusa al incluir distintas herramientas
de CAD que cubren las etapas de descripcio´n, identiﬁ-
cacio´n, simpliﬁcacio´n, veriﬁcacio´n, ajuste automa´tico
y s´ıntesis.
La etapa de ajuste constituye habitualmente una de
las tareas ma´s complejas del disen˜o de sistemas difu-
sos. La herramienta que se encarga de implementar
esta etapa en Xfuzzy se denomina xfl [9]. Esta he-
rramienta permite aplicar algoritmos de aprendizaje
            
Figura 2: Valores de MSE obtenidos por los distintos sistemas de inferencia difusos al desentrelazar las secuencias
de video
supervisado donde el comportamiento deseado del sis-
tema es descrito mediante un conjunto de patrones de
entrenamiento. Los sistemas han sido entrenados uti-
lizando como patrones de entrenamiento un conjunto
de fotogramas de v´ıdeo progresivo. De este modo,
el algoritmo de aprendizaje supervisado seleccionado
(Marquardt-Levenberg en nuestro caso) intenta mini-
mizar una funcio´n de error que evalu´a la diferencia
entre el comportamiento actual y el deseado (deter-
minado por los patrones de entrada/salida). La he-
rramienta xfl permite aplicar el proceso de ajuste a
los distintos para´metros de los sistemas de inferencia
difusos implementados. La utilidad de esta etapa del
proceso de disen˜o se ha veriﬁcado desentrelazando va-
rias secuencias de v´ıdeo, y se explica en detalle en la
seccio´n 3.
3 RESULTADOS DE SIMULACIO´N
El algoritmo propuesto ha sido probado simulando dis-
tintas secuencias de v´ıdeo esta´ndares ampliamente uti-
lizadas por la comunidad cient´ıﬁca y accesibles a trave´s
de la pa´gina web: http://decsai.ugr.es. Las secuencias
utilizadas se encuentran originalmente en un formato
de v´ıdeo progresivo por lo han sido desentrelazadas ar-
tiﬁcialmente, es decir, eliminado l´ıneas de cada de uno
de los fotogramas que las componen. Los datos del
ﬁchero de entrenamiento se obtiene seleccionando un
conjunto de ima´genes progresivas de cada una de las
secuencias.
La Figura 2 muestra el error cuadra´tico medio (MSE)
obtenido al desentrelazar seis secuencias de v´ıdeo. Este
valor corresponde al valor medio de las ima´genes des-
entrelazadas (aproximadamente se han simulado unas
Tabla 1: Valor medio de PSNR (en dBs) obtenido al desentrelazar distintas secuencia con diferentes algoritmos.
Secuencia Missa Salesman Carphone Paris Trevor News
Formato CIF CIF QCIF CIF CIF QCIF
RL 36.44 29.75 28.25 23.61 31.05 25.18
IS 40.47 33.53 32.61 26.67 35.04 29.25
IT 38.36 36.17 30.34 29.86 34.36 33.13
VT-2fields 40.25 36.54 34.08 30.73 36.61 35.46
VT-3fields 40.52 36.95 34.54 31.37 37.16 35.67
Te´cnica [10] 40.01 37.62 32.27 33.12 35.38 34.73
Propuesta 2 reglas 40.18 38.29 34.78 35.28 36.69 37.51
Propuesta 3 reglas 40.51 38.44 34.83 35.78 37.49 38.68
Propuesta 4 reglas 39.65 38.23 34.94 35.55 36.77 38.65
Propuesta 5 reglas 39.67 38.21 34.94 35.93 37.16 39.15
50 ima´genes de cada secuencia). Las gra´ﬁcas de la
Figura 2 muestran los resultados obtenidos al imple-
mentar un algoritmo donde los conceptos, SMALL,
SMALL-MEDIUM, MEDIUM, MEDIUM-LARGE y
LARGE esta´n deﬁnidos mediante valores umbrales,
es decir, determinados por un valor nume´rico cons-
tante. Tambie´n se muestran los resultados obtenidos
mediante la implementacio´n de los sistemas difusos
con distinto nu´mero de reglas (con y sin aprendizaje).
Comparando las tres series de resultados puede dedu-
cirse que los algoritmos que implementan los sistemas
difusos obtiene los errores ma´s pequen˜os, reducie´ndose
au´n ma´s estos valores si las funciones de pertenencia
y los consecuentes se modiﬁcan mediante el proceso
de aprendizaje. Finalmente, analizando el nu´mero de
reglas empleadas y el valor de MSE obtenido se de-
duce que si se utilizan tres reglas se obtienen mejores
resultados que con dos. No obstante, las mejoras in-
troducidas con cuatro y cinco funciones de pertenecia
no son signiﬁcativas con respecto a la propuesta que
utiliza tres. Es ma´s, en determinados casos incluso
dan lugar a errores ligeramente superiores.
El algoritmo propuesto tambie´n ha sido comparado
con otras te´cnicas de desentrelazado. La Tabla 1 mues-
tra el valor medio en PSNR obtenido al desentrelazar
distintas secuencias de v´ıdeo aplicando una serie de al-
goritmos. Concretamente se han analizado las te´cnicas
lineales ma´s simples: duplicacio´n o repeticio´n del p´ıxel
de la l´ınea anterior (RL) y el valor medio de las l´ıneas
superior e inferior (IS) como te´cnicas espaciales y la in-
sercio´n del p´ıxel del campo anterior (IT ) como tempo-
ral. Tambie´n se han considerado en el estudio te´cnicas
lineales espacio-temporales actualmente utilizadas en
chips comerciales [5], [10]. Finalmente, hemos con-
siderado una te´cnica de movimiento adaptativo que
tambie´n emplea un sistema difuso para realizar la in-
terpolacio´n [9]. Analizando los resultados mostrados
en la Tabla 1 se observa que los resultados ma´s altos de
PSNR y por tanto, los errores ma´s bajos corresponden
al algoritmo propuesto (se indican los valores obteni-
dos con las distintas funciones de pertenencia tras rea-
lizarse el proceso de aprendizaje). Esto tambie´n puede
ser corroborado analizando las ima´genes desentrelaza-
das de la Figura 3.
Finalmente, se ha realizado un ana´lisis del coste
computacional involucrado en la implementacio´n de
cada uno de los algoritmos. Para ello todos los al-
goritmos han sido ejecutados en la misma plataforma
(un PC con procesador Pentium IV y sistema opera-
tivo MSWindow XP) determina´ndose el tiempo em-
pleado por cada uno de ellos en procesar una misma
secuencia. Los resultados se muestran en la Tabla 2.
Puede comproborse co´mo las te´cnicas lineales son la
ma´s ra´pidas aunque los resultados obtenidos por ellas
se ven ampliamente mejorados por nuestra propuesta.
4 CONCLUSIONES
En este comunicacio´n se ha presentado un sistema di-
fuso que en funcio´n del grado de movimiento imple-
menta distintas combinaciones entre dos te´cnicas li-
neales. Esta´ basado en las te´cnicas cla´sicas de movi-
miento adaptativo pero utiliza deﬁciones difusas en lu-
gar de crisp para determinar el grado de movimiento.
Se han implementado distintos sistemas disfusos con
distinto grado de complejidad analizando la eﬁcacia de
cada uno de ellos para realizar la interpolacio´n. Los
para´metros que deﬁnen el sistema de inferencia difuso
han sido determinados mediante un proceso de ajuste
automa´tico implementando un proceso de aprendizaje
supervisado. En funcio´n de los resultados obtenidos
se deduce que un sistema que evalu´a el grado de mo-
vimiento con tres funciones de pertenencia es eﬁciente
tanto por los resultados que consigue como por su coste
computacional.
Tabla 2: Tiempo de ejecucio´n para desentrelazar una de las secuencias.
Algoritmo RL IS IT VT VT Te´cnica Propuesta
2fields 3fields [10] 2-3-4-5 reglas
Tiempo(s) 2.03 2.05 3.28 10.62 14.65 143.03 29.23-30.95-31.76-32.65
            
Figura 3: Ima´genes desentrelazadas obtenidas apli-
cando: (a) RL, (b) IS , (c) IT , (d) VT2ﬁelds, (e)
VT3ﬁelds, (f) te´cnica [10], (g) propuesta de 2 y (h)
3 reglas
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