We extend Lukasiewicz logic obtaining the infinitary logic IR L whose models are algebras C(X, [0, 1]), where X is a basically disconnected compact Hausdorff space. Equivalently, our models are unit intervals in Dedekind σ-complete Riesz spaces with strong unit. The LindenbaumTarski algebra of IR L is, up to isomorphism, an algebra of [0, 1]-valued Borel functions. Finally, our system enjoys standard completeness with respect to the real interval [0, 1] .
Introduction
Riesz Spaces have had a predominant position in the development of functional analysis over ordered structures. The monographs [22, 30] are a good reference to grasp the widespread of applications and results related to Riesz spaces (vector lattices) and Banach lattices.
Not very known is the interplay between the theory of Riesz spaces and Lukasiewicz logic: given any positive element u of a Riesz space V , the interval [0, u] = {x ∈ V | 0 ≤ x ≤ u} can be endowed with a stucture of Riesz MValgebra [11] . These structures are expansions of MV-algebras, the standard semantics of the ∞-valued Lukasiewicz logic [8, 27] . The well known categorical equivalence between MV-algebras and lattice-ordered groups with strong unit . We urge the interested reader to consult [8, 12] for a basic introduction to MV-algebras and Lukasiewicz logic, and [27] for advanced topics.
A fruitful research direction has arisen from the idea of endowing MValgebras with a product operation. In particular, when we consider a scalar multiplication, we obtain the notion of a Riesz MV-algebra.
A Riesz MV-algebra [11] is a structure (R, ⊕, * , 0, {r | r ∈ [0, 1]}),
where (R, ⊕, * , 0) is an MV-algebra and {r | r ∈ [0, 1]} is a family of unary operations such that the following properties hold for any x, y ∈ A and r, q ∈ [0, 1]:
r(x ⊙ y * ) = (rx) ⊙ (ry) * , (r ⊙ q * ) · x = (rx) ⊙ (qx) * , r(qx) = (rq)x, 1x = x.
As for MV-algebras, the unit interval provides the standard model of a Riesz MV-algebra, indeed the variety of Riesz MV-algebras is generated by , ⊕, * , 0) is the standard MV-algebra and x → αx is a unary operation for any α ∈ [0, 1] that is interpreted in the product of real numbers.
Both MV-algebras and Riesz MV-algebras can be approached from the point of view of category theory: MV and RMV denote the category whose objects are MV-algebras and Riesz MV-algebras respectively, and whose arrows are homomorphisms of MV-algebras and Riesz MV-algebras respectively. Semisimple MV-algebras, which play a central role in the connections with logic, are subdirect products of MV-subalgebras of [0, 1] or, equivalently, they are sub-MValgebras of C(X), the continuous functions from a compact Hausdorff space X to [0, 1] . A Riesz MV-algebra is semisimple if its MV-algebra reduct is semisimple.
For what follows, a particularly important full subcategory of Riesz MValgebras is the one of norm-complete Riesz MV-algebras [11] . In any Riesz MV-algebra R it is possible to define the unit seminorm · u : R → [0, 1] by x u = min{r ∈ [0, 1] | x ≤ r1 R } for any x ∈ R. Such a seminorm induces a pseudometric ρ · u ; when R is semisimple, · u is a norm and ρ · u is a metric. We say that a Riesz MV-algebra R is norm-complete if (R, ρ · u ) is a complete metric space. Any norm-complete Riesz MV-algebra R is isometrically isomorphic with C(X) = {f : X → [0, 1] | f continuous}, where X coincides with M ax(R) -the space of all maximal ideals of R -and f u = sup{f (x) | x ∈ X}.
If RM V n denotes the free n-generated Riesz MV-algebra, in [11, Corollary 7] it is proved that RM V n is a Riesz MV-algebra of appropriate 2 [0, 1]-valued functions defined on [0, 1] n . If we denote by RL the Lindenbaum-Tarski algebra of the logic of Riesz MV-algebras R L and by RL n the Lindenbaum-Tarski algebra in n propositional variables, we can prove that RL n is isomorphic to RM V n . In [10, Theorem 2.15] it is proved that the norm-completion of RL n coincides with C( [0, 1] n ), where both algebras are endowed with the unit norm defined above.
Finally, we recall that the categories MV and RMV are equivalent to the ones of lattice-ordered groups with strong unit (ℓu-groups) and Riesz spaces (vector lattices) with strong unit respectively. The functors that give the equivalence, denoted by Γ and Γ R , are defined similarly to each other: in the case of MV-algebras, for any ℓu-group (G, u),
The following result will be useful subsequently. Proposition 2.1. Γ and Γ R can be restricted and co-restricted to the subcategories that have Dedekind σ-complete objects and -preserving morphisms.
Proof. Since the property of being Dedekind σ-complete only depends on the lattice reduct of the algebra, we will prove the result for MV-algebras and ℓu-groups, but the same applies to Riesz MV-algebras.
The fact that (G, u) is Dedekind σ-complete if, and only if, [0, u] G is σ-complete is well known, see for example [16, Theorem 16.9] . We need to prove that Γ(f ) = f * is -preserving if, and only if, f is so. For the non trivial direction, we recall that (G, u) is isomorphic with the group of good sequences built upon [0, u] G . For such a group, we will use the simplified construction from [3] . We have to prove that f ( n a n ) = n f (a n ), for a n ∈ G. By [3] , for any a n there exists a good sequence (b n m ) m∈Z that corresponds to a n . Thus,
Infinitary classical propositional logic
The idea of endowing classical propositional logic with infinitely long sentences is relatively new, and the first published results are due to C.R. Karp [19] and D. Scott and A. Tarski [28] in the beginning of the Sixties. In both cases, the authors treat a much more general case than what is needed in the current investigation. We briefly recall it here. Given κ an infinite cardinal, the core idea is to extend classical propositional logic by defining a language in which one can build conjunctions of sets of formulas of cardinality α < κ.
A complete treatise of the subject is [19] , in which the logical system B κ is defined as the system whose connectives are →, ¬, and whose axioms are the following:
Deduction rules are Modus Ponens and the following (INF) ϕ 1 , . . . ϕ α η≤α ϕ η The system we present in Section 3 has a slightly different axiomatization, but it is heavily inspired by B κ .
The logic IR L
As recalled in Section 2.1, it is possible to obtain a conservative extension of Lukasiewicz logic by expanding the language with a collection of connectives ∇ α , with α ∈ [0, 1]. In this section we will build an infinitary system, based on [19] , that will allow us to obtain a logic whose models are spaces of continuous functions.
Let us consider a countable set of propositional variables and the connectives ¬, →, {∇ α } α∈ [0, 1] , . The connectives ¬, →, {∇ α } α∈ [0, 1] are the correspondent ones from the logic R L, while the latter is a connective of arity less than or equal to ω, i.e. it is defined for any set of formulas which is at most countable. Consider now the following set of axioms:
Items (L1) to (L4) are the axioms of Lukasiewicz logic, items (R1) to (R4) are the additional axioms of the logic of Riesz MV-algebras, the deduction rules will be the Modus Ponens and the following:
Theorems, deductions, proofs and so on are defined as usual. Moreover, we can define the derivative connective n∈N ϕ n as ¬ n∈N ¬ϕ n . As we shall prove subsequently (see Remark 3.3 and Proposition 3.9) our system is a conservative extension of the logic of Riesz MV-algebras.
We should have defined axiom (S1) and (SUP) taking into account the possibility of applying the connective to a set of formulas of cardinality < ω. It is understood in what follows that we allow such cases by setting {ϕ, ψ} to coincide with {ϕ, ψ, ⊥, ⊥, . . . } for countably many ⊥. Notation 1. Let ϕ and ψ be two formulas of IR L. We shall write ϕ ≤ ψ whenever ⊢ ϕ → ψ. Moreover, we will call a sequence of formulas
Remark 3.1. In Lukasiewicz logic, the binary disjunction ϕ ∨ ψ is defined as an abbreviation for (ϕ → ψ) → ψ. In the following proposition we will see, among other properties, that ϕ ∨ ψ is equivalent to {ϕ, ψ}. (i) Let {ϕ 1 , ϕ 2 , . . . , ϕ n , . . . } and {ψ 1 , ψ 2 , . . . , ψ n , . . . } be two sequences of for-
(iv) The following derivative rule holds:
Proof. (i) By hypothesis, we have ⊢ ϕ k → ψ k . Combined with axioms (S1) and (L2), it implies that ⊢ ϕ k → n∈N ψ n for any k ∈ N. Hence, by (SUP) ⊢ n∈N ϕ n → n∈N ψ n .
(ii) By hypothesis, ⊢ ϕ k → ϕ and ⊢ ϕ → ϕ k for any natural k. Thus, from the first theorem and (SUP) we deduce ⊢ n∈N ϕ n → ϕ, while from the second theorem and (S1) we infer ⊢ ϕ → n∈N ϕ n , which altogether settle the claim.
(iii) By (S1) we derive ⊢ ϕ → {ϕ, ψ} and ⊢ ψ → {ϕ, ψ}. By the "proof by cases" theorem [6, Theorem 1.2.11] we derive ⊢ (ϕ∨ψ) → {ϕ, ψ}. In the other direction, by theorems of Lukasiewicz logic, ⊢ ϕ → (ϕ ∨ ψ) and ⊢ ψ → (ϕ ∨ ψ). Hence, by (SUP), ⊢ {ϕ, ψ} → (ϕ ∨ ψ) and the claim is settled.
(iv) It is easily derived from (SUP), (L4) and the definition of .
(v) It follows from (S1), (L4) and the definition of .
(vi) For any k ∈ N, ⊢ ψ k → n∈N ψ n , hence by the congruence property of ⊙,
To prove the converse implication, we have the following:
and again by the exchange law,
A final application of (L4) entails ⊢ ϕ ⊙ n∈N ψ n → n∈N (ϕ ⊙ ψ n ), which settles the claim.
(vii) Let us apply (vi) to the sequence {¬ψ n } n∈N . We have ⊢ ϕ ⊙ n∈N ¬ψ n ↔ n∈N (ϕ ⊙ ¬ψ n ), and consequently,
, and by definition of ϕ ⊙ ψ as
Remark 3.3. Proposition 3.2(i) implies that IR L has the property of substitution of equivalents. It follows from the fact that the logic R L has this property and the fact that in the proof of Proposition 3.2(i) we have used the property on the level of the connectives of Riesz logic. As a consequence, we can safely use theorems that hold in the logic R L.
Definition 3.4. Given a sequence of formulas {ϕ n } n∈N ⊆ F ORM IRL , we say that ϕ ∈ F ORM IRL is the order limit of {ϕ n } n and write ϕ = lim o n ϕ n if, and only if, there exists an increasing sequence of formulas {ψ n } n∈N ⊆ F ORM IRL such that ⊢ n∈N ψ n and ⊢ ψ n → (ϕ ↔ ϕ n ) for any n ∈ N. Remark 3.5. As will be explored in more detail in Section 4, Definition 3.4 is reflected in the Lindenbaum-Tarski algebra in the notion of order convergence, while a stronger definition can be proved to be equivalent to the uniform convergence of term functions.
(iii) Let ϕ and ψ be both limits of a sequence of formulas {ϕ n } n ⊆ F ORM IRL .
Then ⊢ ϕ ↔ ψ;
Proof. (i) By hypothesis, there exists a sequence {ψ n } n ⊆ F ORM IRL such that ⊢ n ψ n and ⊢ ψ n → (ϕ ↔ ϕ n ). Since ⊢ (ϕ ↔ ϕ n ) → (¬ϕ ↔ ¬ϕ n ), we deduce ⊢ ψ n → (¬ϕ n ↔ ¬ϕ) and the claim is settled.
(ii) By hypothesis, there exist increasing sequences
From the theorems of L,
Since both sequences are increasing, for any n, m ∈ N let k = max(n, m),
Finally, as in (ii), ⊢ n ̺ n ⊙ χ n and the claim is settled.
(iv) It follows easily by the properties of logical equivalence.
(v) It is a straightforward application of items (i) to (iv).
As usual, we can consider the Lindenbaum-Tarski algebra of the logic IR L. Let Θ ⊂ F ORM IRL be a subset of formulas of IR L. The relation defined by ϕ ≡ Θ ψ if, and only if, Θ ⊢ ϕ → ψ and Θ ⊢ ψ → ϕ, is a congruence relation. Thus we define, on the quotient F ORM IRL /≡ Θ , the following operations:
By [11] , all operations from (1) to (5) are well defined and it is easily seen that 1 Θ = 0 * Θ coincide with the set of syntactical consequences of Θ. (6) is well defined by Proposition 3.2(i): indeed, ϕ n ≡ ψ n for any n ∈ N implies n ϕ n ≡ n ψ n . When Θ = ∅, the quotient will be denoted by IRL. We recall that the order on IRL is defined by [ϕ] ≤ [ψ] if, and only if, ⊢ ϕ → ψ.
Proposition 3.7. IRL is a σ-complete Riesz MV-algebra.
Proof. The fact that IRL is a Riesz MV-algebra follows from the definition of the operation in (1)- (5) and [11, Proposition 5] . It is σ-complete since by (6) we are closing the algebra under all possible countable suprema. We only need to prove that is indeed a suprema in IRL. By (S1), it follows that
Thus, a suitable semantics for this logic has σ-complete Riesz MV-algebras as models. In the next subsection we will go deeper in the study of our models, while we close this section with a completeness result -that will be improved subsequently -and a characterization of the algebra IRL in terms of RL, the Lindenbaum-Tarski algebra of R L.
We define the notion of evaluation as usual.
Proposition 3.8 (Completeness). Let RMV σDC be the category of σ-complete Riesz MV-algebras and σ-complete morphisms and ϕ a formula of IR L. Then ⊢ IRL ϕ if and only if e(ϕ) = 1 for any evaluation e : F ORM IRL → R and any R ∈ RMV σDC .
Proof. For the left-to-right direction, it easy to check that all axioms are Rtautologies, for any R ∈ RMV σDC , and that both Modus Ponens and (SUP) lead tautologies to tautologies. For the converse direction, it is enough to consider the evaluation e : F ORM IRL → IRL defined by e(ϕ) = [ϕ]. Being [ϕ] = 1 if, and only if, ⊢ ϕ, the claim is easily settled.
As we shall prove in Section 5, the system IR L also enjoys standard completeness. The standard model is [0, 1] with the natural structure of σ-complete Riesz MV-algebra, see Theorem 5.3 and Corollary 5.4.
Proof. The fact that IR L is an extension of R L is a consequence of Remark 3.3. To prove that it is a conservative extension, let ϕ be a formula of R L which is a theorem in IR L. By completeness, ϕ is a tautology in the standard RMValgebra [0, 1] which is a complete Riesz MV-algebra as well. Since ϕ does not involves , it is a tautology in R L, and by completeness of R L, ϕ is a theorem in R L.
Remark 3.10. The existence of free objects in complete boolean algebras is a known problem: when one deals with infinitary disjunctions and conjunctions, they may not always exist. One well behaved case is the case in which the algebra is, in addition, completely distributive. In the case of MV-algebras, it is mentioned in [27, Chapter 11] that σ-complete MV-algebras satisfy the countable distributivity law. Another well behaved case is the one of infinitary varieties. In such a case, each operation has infinite (but bounded) arity in contrast with the case of complete algebras, where the arity of the disjunctions and conjuctions depends on the cardinality of the algebra. Infinitary universal algebra is developed in [29] and it allows us to safely discuss free objects.
Proposition 3.11. IRL is the free algebra in RMV σDC generated over the set of equivalence classes of propositional variables. Analogously, IRL n is freely generated by n propositional variables.
Proof. The result is a straightforward consequence of [29, Chapter III, Theorem 8.3] . With the aim of showing this standard technique and for the sake of completeness, we now give a detailed proof.
Let X be the set of equivalence classes for the propositional variables of IR L, i.e. X = {[v] | v is a propositional variable}. Let R be a σ-complete Riesz MV-algebra and let f : X → R be a function. We need to prove that there exists a unique σ-homomorphism of Riesz MV-algebras
) for any v ∈ V ar. With standard arguments -evaluations are uniquely determined by the values on variables, see [19, Chapter 4.3] for the Boolean case -one can show that there exists a unique evaluation e such that e(v) = f ([v]) for any v ∈ V ar. If ϕ and ψ are formulas such that ϕ ≡ ψ, we have e(ϕ) = e(ψ) and ≡⊂ Ker(e). We recall that ≡ is a congruence relation on F ORM IRL , and by the homomorphisms theorem [29 
It remains to prove the uniqueness of f ♯ . Let g : IRL → R be another σ-homomorphism of Riesz MV-algebras such that g(
♯ was the unique extension with this property, g = f ♯ .
Proposition 3.12. IRL n is the σ-completion of RL n , where RL n denotes the Lindenbaum-Tarski algebra of R L on n propositional variables.
Proof. By Proposition 3.9, ι : RL n ֒→ IRL n and the embedding is defined by
We need to prove that, for any f : RL n → R, where R is a σ-complete Riesz MV-algebra, there exists a unique g :
From f we can define a map f :
. By Proposition 3.11 there exists a unique σ-homomorphism of Riesz MV-algebras
♯ agrees with f over ι(RL n ) and the claim is settled.
Thus, IRL n is the σ-completion of RL n -which is the algebra of piecewise linear functions with real coefficients -and RL n has C([0, 1] n ) -which is the algebra of [0, 1]-valued continuous functions defined over [0, 1] n -as its norm completion, see [10, Theorem 2.15]. Since norm completions, Dedekind σ-completions and Dekekind completions of Riesz Spaces are a deeply investigated subject, we shall see in the next subsection how this can be exploited in a logical setting. , we obtain the same logical system by the following remark:
where ∆ r ϕ = ¬∇ r ¬ϕ.
Limits, compact Hausdorff spaces and completions
In this section we investigate the models of IR L from a different point of view. Indeed, in Definition 3.4 we have defined a notion of logical order convergence and in Proposition 3.6 we have proved that, in the Lindenbaum-Tarski algebra of IR L, the limit is unique and the MV-algebraic operations are continuous with respect to the limit. It was proved in [10] that in RL n , the LindenbaumTarski algebra of the logic R L, Definition 3.4 can be strengthened in such way that it corresponds to the notion of uniform convergence: if we denote by f ψ the function that corresponds (via isomorphism) to [ψ] in RL, we have the following theorem.
Theorem 4.1. [10, Theorem 2.8] Let {ϕ n } n∈N ⊆ F orm RL and ϕ ∈ F orm RL . Then the following are equivalent: (i) {f ϕn } n∈N converges uniformly to f ϕ , (ii) There exists an increasing sequence of real numbers r n such that r n = 1 and ⊢ η rn → (ϕ n ↔ ϕ) for any n ∈ N, where η rn = ∆ rn ⊤.
Such a definition is very similar to Definition 3.4, but it is stronger, as it requires a peculiar sequence of formulas, the point being that formulas of the shape η r correspond to constant functions in RL. The difference arises from the remark that in a space of functions, the pointwise infimum (or supremum) of a sequence of formulas does not need to coincide with the infimum (or supremum) of the sequence, while this distinction is immaterial in the case of constant functions. More details on this subtle difference can be found in [10, Remark 2.9].
Thus, it is natural to ask how having an infinitary disjunction affects uniform convergence. The following proposition shows that the infinitary disjunction forces our models to be norm-complete. To do so, let us first recall that on semisimple Riesz MV-algebras the unit seminorm is actually a norm and that the full subcategory of norm-complete Riesz MV-algebras is equivalent to the one of M -spaces, where an M -space is, via Kakutani's duality [18] , a norm-complete Riesz space that is isomorphic with C(X) = {f : X → R | f continuous}, for a compact Hausdorff space X. Proposition 4.2. Let R be a Riesz MV-algebra. If R is σ-complete, then it is norm-complete with respect to the norm induced by the unit, that is x u = min{α ∈ [0, 1] | x ≤ α1 R }. As a consequence, IRL is a norm-complete Riesz MV-algebra.
Proof. We first remark that any Dedekind σ-complete Riesz Space with a strong unit is an M-space (see [22, Theorem 45 .4] and subsequent discussion). It is known that an MV-algebra is σ-complete if, and only if, the corresponding ℓu-group is Dedekind σ-complete, as proved in [16, Proposition 16.9] . Since the lattice reduct of a Riesz MV-algebra is the same of its MV-algebra reduct, we can say that a Riesz MV-algebra R is σ-complete if, and only if, the corresponding Riesz Space (V R , u) is Dedekind σ-complete. By [11, Theorem 7] , (V R , u) is an M-space if and only if R is norm-complete, and the claim is settled.
In [10] we have discussed the norm-completion of RL n with respect to the unit norm above mentioned. The previous proposition linked closely together norm-completion and σ-completion of RL n , indeed we have the following. Proposition 4.3. For any n ∈ N, denoted by IRL n the Lindenbaum-Tarski algebra built upon formulas with at most n variables and up to isomorphism,
Proof. By Proposition 4.2, IRL n is a norm-complete Riesz MV-algebra. The unit norm of continuous functions coincides with the sup-norm and by [10, Theorem 3 .2] the norm-completion of (RL n , · u ) is (C([0, 1] n ), · ∞ ). Thus, since RL n ⊆ IRL n , IRL n must contain the norm-completion of RL n . Finally, we recall the following theorem. Whence, building on Theorem 4.5 and Proposition 4.2 we can say that, for any model R of IR L, there exists a compact Hausdorff space K such that R ≃ C(K), the unit interval of the algebra of continuous functions defined over K. Since the models of the logic IR L have the extra property of being σ-complete, we can say something more, as proved in the following theorem.
Let X be a topological space. We recall that a subset of X is said to be F σ if it is the union of countably many closed subsets of X. Moreover, X is called basically disconnected if the closure of every open F σ subset is open. In some books and papers, basically disconnected spaces are also called quasi-Stonean. We also recall that a compact Hausdorff space is basically disconnected if, and only if, it is a totally disconnected space in which the union of any countable family of clopens is clopen. Whence, any basically disconnected compact Hausdorff space is a Stone space. We conclude this section with three remarks. Proposition 4.2 and Theorem 4.6 entail an important property: it is possible to obtain a functional representation for the algebra IRL n by continuous functions. Indeed, by the previous argument and Kakutani's duality, it must exist a basically disconnected space K such that the σ-complete algebra IRL n is isomorphic with C(K). Although this is an important characterization, we aim at a characterization of IRL n by (non-necessarily continuous) functions defined on [0, 1] n . This is the goal of the final part of this paper. Moreover, as a corollary of Theorem 4.6 and Proposition 3.8 we can say that the logic IR L is complete with respect to models of the type C(X), where X is a basically disconnected compact Hausdorff space. Finally, we recall a different approach to the idea of finding a logic whose models are closely related to compact Hausdorff spaces. To do so, we set the following: for any sequence ϕ 1 , ϕ 2 , . . . we define the sequence
ϕ 2 , . . . and we set δ(ϕ 1 , ϕ 2 , · · · ) = lim n σ n . The operator denoted by δ has been introduced in a much more general way in [24] and MV-algebras endowed with a δ-operator are in categorical duality with compact Hausdorff spaces. In particular, the main result from [24] proves that the following categories are equivalent: (CK) the dual of the category of compact Hausdorff spaces with continuous maps; (CD) the category of δ-algebras with δ-preserving MV-algebra morphisms. Thus, the category of δ-algebras is equivalent to the category of norm-complete Riesz MV-algebras with homomorphisms of Riesz MV-algebras. , the compact space associated to such algebra is an extremely disconnected compact Hausdorff space. Finally, we can push the logical setting a little further defining a disjunction of arity κ, where κ is a fixed cardinal. The main complication in the case of complete Riesz MV-algebras is that we will lose the power of the approach of [29] for infinitary varieties: in this case we would deal with disjunctions that depend on the cardinality of the algebra, and therefore they do not constitute a proper class of infinitary operations in the sense of [29] .
5 The Loomis-Sikorski theorem, standard completeness and concrete representation
In this section we prove the analogue of the Loomis-Sikorski theorem for Riesz MV-algebras, which allows us to prove the standard completeness of IR L. We also represent the Lindenbaum-Tarski algebra in n variables as an algebra of
Definition 5.1. A Riesz tribe over X is a Riesz MV-algebra of [0, 1]-valued functions over X that is closed under pointwise countable suprema. We remark that any Riesz tribe is a σ-complete Riesz MV-algebra.
Let T be a Riesz tribe and let A be a σ-complete Riesz MV-algebra. A map η : T → A is a σ-homomorphism if, and only if, for each sequence {f 1 , f 2 , . . . , f k , . . . } ⊆ T , if sup k f k is the pointwise suprema of the sequence, then η(
Finally, let X be a topological space. A subset Z of X is said to be meager if it is the union of countably many subsets of X whose closure has empty interior. Any two functions f, g ∈ [0, 1]
X are said to be essentially equal, in symbols f ≈ g, if {x ∈ X | f (x) = g(x)} is meager.
We recall that such notions have been defined in the theory of MV-algebras in [14, 26] while a more recent account can be found in [27, Chapter 11] . Moreover, we recall that any σ-complete Riesz MV-algebra A is semisimple and we shall identify it with a subalgebra of C(M ax(A)), where M ax(A) is the space of maximal ideals of A, see for example [8] for the case of MV-algebras and recall that a Riesz MV-algebra is semisimple if, and only if, its MV-algebra reduct is semisimple. X be the set of functions f that are essentially equal to some function of A. Then T is a Riesz tribe, each f ∈ T is essentially equal to a unique f * ∈ A and the map f → f * is a σ-homomorphism of T onto A.
Proof. The proof is easily deduced from the MV-algebraic version of the LoomisSikorski theorem, [27, Theorem 11.7] , applied to the MV-algebra reduct of A.
We only need to check that T is closed under the scalar operation and that the map η : f → f * is an homomorphism of Riesz MV-algebras. The latter claim follows from the fact that MV-homomorphisms between semisimple Riesz MV-algebras are Riesz MV-homomorphisms, while the former is easily deduced by computation. Indeed, if f ∈ T there exists f * ∈ A such that f ≈ f * , which means {x ∈ X | f (x) = f * (x)} is meager. By the properties of the scalar products, for any α > 0, f (x) = f * (x) if, and only if, αf (x) = αf * (x), thus {x ∈ X | αf (x) = αf * (x)} = {x ∈ X | f (x) = f * (x)} and therefore is meager. Being A a Riesz MV-algebra, αf * ∈ A and αf ∈ T .
In the following we make use of the infinitary version of Birkhoff's theorem [29, Chapter III, Theorem 9.4] and we prove that the class of σ-complete Riesz MV-algebras is an infinitary variety. In the final part of this section, we give a concrete description of the LindenbaumTarski algebra IRL n as an algebra of [0, 1]-valued functions. Recall that we proved, up to isomorphism, the following inclusions
Note that the second inclusion was proved in Proposition 4.3.
We start by characterizing IRL n in terms of Riesz tribes. It follows from [29, Chapter III, § 2] that T erm RMV σ , the set of terms in the language of RMV σDC , is the absolutely free algebra in the same language. Let us denote by T erm RMV σ (n) the absolutely free algebra generated by a set of n propositional variables, namely {v 1 , . . . v n }. If fix an algebra A ∈ RMV σDC , to each τ ∈ T erm RMV σ (n) it corresponds a function f Proposition 5.5. For any n ∈ N, RT n is the smallest Riesz tribe that contains the projection functions {π 1 , . . . , π n }.
Proof. The algebra RT n is a Riesz tribe: it is a subalgebra of [0, 1]
n and the operations defined pointwise. The fact that {π 1 , . . . , π n } is a set of generators for RT n is straightforward by the inductive definition of a term-function.
Theorem 5.6. The algebra RT n is isomorphic to the Lindenbaum-Tarski algebra IRL n of the logic IR L.
Proof. By [29, Chapter II, Theorem 7.1] it is enough to prove that RT n is freely generated in RMV σDC by {π 1 , . . . , π n }.
Let A be any σ-complete Riesz MV-algebra and let η : {π 1 , . . . , π n } → A be any function, where
, for any i = 1, . . . , n and let F η : T erm RMV σ (n) → A the map defined by F η (τ ) = f A τ (a 1 , . . . , a n ). By Theorem 5.3, if two terms are equals when evaluated in [0, 1], then they are also equal when evaluated in A. Thus, since F η (v i ) = π A i (a 1 , . . . , a n ) = a i = η(π i ), we deduce that F η induces a well defined extension η of η defined by η(f τ ) = F η (τ ). It is easily seen that η is an homomorphism of σ-complete Riesz MV-algebras. Finally, the uniqueness of η follows from Proposition 5.5.
n → [0, 1] | f continuous piecewise linear function}, as defined in Section 2.1. By [11, Theorem 10] , the piecewise continuous functions are exactly the functions corresponding to the formulas of R L, so RL n ⊆ RT n .
Proof. We have RL n ⊆ RT n and, by Propositions 4.2, RT n is norm-complete with respect to the unit-norm, so
To give a more concrete representation of RT n , let us start with two important definitions. n , [0, 1]) and we assume that it is endowed with the obvious structure of Riesz MV-algebra.
(ii) Let Baire(X, Y ) be the set of all Baire functions f : X → Y , i.e. the smallest set that contains the continuous functions and it is closed under pointwise limits of convergent sequences of functions belonging to it. We set Baire(n) = Baire([0, 1] n , [0, 1]) and we assume that it is endowed with the obvious structure of Riesz MV-algebra.
Proof. The isomorphism Borel(n) ≃ Baire(n) is a consequence of the LebesgueHausdorff theorem [20, p.393] . Since tribes are semisimple MV-algebras, an isomorphism between tribes is actually a Riesz isomorphism, so RT n ≃ Baire(n) follows by Corollary 5.7 and [14, Proposition 3.3]. Finally, the isomorophism IRL n ≃ RT n is Theorem 5.6.
In the final part of this section we show how the isomorphism between RT n and Borel(n) (and therefore Proposition 5.9) can be proved in a direct manner. We believe that a direct proof can be useful to understand exactly how the Borelmeasurable functions are obtained starting from formulas in R L. At the same time we provide a concrete example of a sequence of functions in RL n whose pointwise supremum is not even a continuous function, namely the sequence {f m,r } m∈N used in the proof of Theorem 5.11. To do so, let us denote by
A simple function is a linear combination, with real scalars, of characteristic functions.
It is well known that Borel functions can be written as limits of simple functions built upon the characteristic functions of Borel subsets of [0, 1] n . More precisely, one can prove the following. Proof. Since projection functions are Borel-measurable and Borel(n) is closed under pointwise suprema, we easily deduce that RT n ⊆ Borel(n).
To prove the other inclusion, first notice that RT n is a σ-complete Riesz MV-algebra and therefore it is norm complete, that is, any uniform limit of elements of RT n belongs to RT n . Thus, by Lemma 5.10, we only need to prove that the characteristic functions of Borel subsets of [0, 1] n are elements of RT n . For n = 1, it is well known that the Borel subsets of [0, 1] are generated by intervals of the type (r, 1], with r > 0. Thus, it is enough to prove the result for functions of the type χ (r,1] . In this case, we write χ We recall that [11, Corollary 7] entails that piecewise linear functions with real coefficients belong to the Riesz MV-algebra generated by the projection function.
To extend the argument to the n-valued case, it is enough to remark that the Borel subsets of [0, 1] n are generated by multi-intervals of the type E = Π n i=1 E i , with E i = (r i , s i ) and that χ E = i χ Ei , which we proved to be elements of the Riesz tribe generated by the projection functions.
Note that the proof of Theorem 5.11 is a significant simplification of [13, Theorem 3.3] , where the authors characterize the smallest MV-tribe that contains all projection functions. Remark 5.12. A different proof of the isomorphism between IRL n and Baire(n) can we obtained by [9, Lemma 1.1] and Proposition 2.1.
Conclusion: logic and analysis in literature
We conclude this paper by recalling other approaches to the connections between logic and analysis in literature. We start by recalling that some basic connections between the logic of Riesz MV-algebras and functional analysis were made in [10] .
One of the first reference to mention is [5] , where it is studied a logical system that has metric spaces as models. Such a logic is called continuous first-order logic (CFO). It is a predicate logic, whose propositional fragment is axiomatized by the connectives of Lukasiewicz logic plus an operator that multiplies by The resemblance of such fragment with the logic of Riesz MV-algebras is very clear and it is worth to explore the relations between CFO and the infinitary logic we propose in Section 3. Related to this subject, it is worth mention [7] , where the authors prove that for continuous metric structures, CFO has the same expressive power than Rational Pavelka logic, which is a conservative extension of Lukasiewicz logic. See also [17, Historical Remarks] . Moreover, in [4] the authors deal with infinitary continuous logic.
In a recent preprint [1] , M. Abbadini provides a finite axiomatization for several infinitary varieties of lattice-ordered structures. In particular, a finite axiomatization is obtained for Dedekind σ-complete Riesz Spaces with a weak unit.
Finally, we mention once again [24] , where the authors define a class of MValgebras enriched with an infinitary operator, for which they provide a finite axiomatization. Such a class, as a category of infinitary algebras, is dual to the category of compact Hausdorff spaces.
