Abstract. We show that a simple algorithm for computing a matching on a graph runs in a logarithmic number of phases incurring work linear in the input size. The algorithm can be adapted to provide efficient algorithms in several models of computation, such as PRAM, External Memory, MapReduce and distributed memory models. Our CREW PRAM algorithm is the first O log 2 n time, linear work algorithm. Our experimental results indicate the algorithm's high speed and efficiency combined with good solution quality.
Introduction
A matching M of a graph G = (V, E) is a subset of edges such that no two elements of M have a common end point. Many applications require the computation of matchings with certain properties, like being maximal (no edge can be added to M without violating the matching property), having maximum cardinality, or having maximum total weight e∈M w(e). Although these problems can be solved optimally in polynomial time, optimal algorithms are not fast enough for many applications involving large graphs where we need near linear time algorithms. For example, the most efficient algorithms for graph partitioning rely on repeatedly contracting maximal matchings, often trying to maximize some edge rating function w. Refer to [11] for details and examples. For very large graphs, even linear time is not enough -we need a parallel algorithm with near linear work or an algorithm working in the external memory model [23] .
Here we consider the following simple local max algorithm [10] : Call an edge locally maximal, if its weight is larger than the weight of any of its incident edges; for unweighted problems, assign unit weights to the edges. When comparing edges of equal weight, use tie breaking based on random perturbations of the edge weights. The algorithm starts with an empty matching M . It repeatedly adds locally maximal edges to M and removes their incident edges until no edges are left in the graph. The result is obviously a maximal matching (every edge is either in M or it has been removed because it is incident to a matched edge). The algorithm falls into a family of weighted matching algorithms for which Preis [21] shows that they compute a 1/2-approximation of the maximum weight matching problem. Hoepman [10] derives the local max algorithm as a distributed adaptation of Preis' idea. Based on this, Manne and Bisseling [16] devise sequential and parallel implementations. They prove that the algorithm needs only a logarithmic number of iterations to compute maximal matchings by noticing that a maximal matching problem can be translated into a maximal independent set problem on the line graph which can be solved by Luby's algorithm [15] . However, this does not yield an algorithm with linear work since it is not proven that the edge set indeed shrinks geometrically. 1 Manne and Bisseling also give a sequential algorithm running in time O(m log ∆) where ∆ is the maximum degree. On a NUMA shared memory machine with 32 processors (SGI Origin 3800) they get relative speedup < 6 for a complete graph and relative speedup ≈ 10 for a more sparse graph partitioned with Metis. Since this graph still has average degree ≈ 200 and since the speedups are not impressive this is a somewhat inconclusive result when one is interested in partitioning large sparse graphs on a larger number of processors.
Parallel matching algorithms have been widely studied. There is even a book on the subject [14] but most theoretical results concentrate on work-inefficient algorithms. The only linear work parallel algorithm that we are aware of is a randomized CRCW PRAM algorithm by Israeli and Itai [12] which runs in O(log n) time and incurs linear work. Their algorithm, which we call IIM, provably removes a constant fraction of edges in each iteration.
Fagginger Auer and Bisseling [6] study an algorithm similar to [12] which we call red-blue matching (RBM) here. They implement RBM on shared memory machines and GPUs. They prove good shrinking behavior for random graphs, however, provide no analysis for arbitrary graphs.
Our contributions. We give a simple approach to implementing the local max algorithm that is easy to adapt to many models of computation. We show that for computing maximal matchings, the algorithm needs only linear work on a sequential machine and in several models of parallel computation (Section 2). Moreover it has low I/O complexity on several models of memory hierarchies.
Our CRCW PRAM local max algorithm matches the optimal asymptotic bounds of IIM. However, our algorithm is simpler (resulting in better constant factors), removes higher fraction of edges in each iteration (IIM's proof shows less than 5% per iteration, while we show at least 50%) and our analysis is a lot simpler. We also provide the first CREW PRAM algorithm which runs in O log 2 n time and linear work.
2
In Section 3 we explain how to implement local max on practical massively parallel machines such as MPI clusters and GPUs. Our experiments indicate that the algorithm yields surprisingly good quality for the weighted matching problem and runs very efficiently on sequential machines, clusters with reasonably partitioned input graphs, and on GPUs. Compared to RBM, the local max implementations remove more edges in each iteration and provide better quality results for the weighted case. Some of the results presented here are from the diploma thesis of Marcel Birn [2] . 1 Manne and Bisseling show such a shrinking property under an assumption that unfortunately does not hold for all graphs. 2 While a generic simulation of IIM on the CREW PRAM model will result in a O log 2 n time algorithm, the simulation incurs O(n log n) work due to sorting. 
If e is matched, this event is responsible for setting d(u) + d(v) marks, i.e., the expected number of marks caused by an edge is
By linearity of expectation, the total expected number of marks is at least m.
Since no edge can have more than two marks, at least m/2 edges have at least one mark and are thus deleted.
4
Assume now that each iteration can be implemented to run with work linear in the number of surviving edges (independent of the number of nodes). Working naively with the expectations, this gives us a logarithmic number of rounds and a geometric sum leading to linear total work for computing a maximal matching. This can be made rigorous by distinguishing good rounds with at least m/4 matched edges and bad rounds with less matched edges. By Markov's inequality, we have a good round with constant probability. This is already sufficient to show expected linear work and a logarithmic number of expected rounds. We skip the details since this is a standard proof technique and since the resulting constant factors are unrealistically conservative. An analogous calculation for median selection can be found in [18, Theorem 5.8] . One could attempt to show a shrinking factor close to 1/2 rigorously by showing that large deviations (in the wrong direction) from the expectation are unlikely (e.g., using Martingale tail bounds). However this would still be a factor two away from the more heuristic argument in Footnote 4 and thus we stick to the simple argument.
There are many ways to implement an iteration which of course depend on the considered model of computation.
Sequential Model. In the third pass, if u or v is matched, remove e from the graph. Otherwise, reset the candidate edge of u and v to the dummy edge. Note that except for the initialization of C which happens only once before the first iteration, this algorithm has no component depending on the number of nodes and thus leads to linear running time in total if Lemma 1 is applied.
CRCW PRAM Model. In the most powerful variant of the Combining CRCW PRAM that allows concurrent writes with a maximum reduction for resolving write conflicts, the sequential algorithm can be parallelized directly running in constant time per iteration using m processors.
MapReduce Model. The CRCW PRAM result together with the simulation result of Goodrich et al. [9] immediately implies that each iteration of local max can be implemented in O(log M n) rounds and O(m log M n) communication complexity in the MapReduce model, where M is the size of memory of each compute node. Since typical compute nodes in MapReduce have at least Ω(m ǫ ) memory [13] , for some constant ǫ > 0, each iteration of local max can be performed in MapReduce in constant rounds and linear communication complexity.
External Memory Models. Using the PRAM emulation techniques for algorithms with geometrically decreasing input size from [3, Theorem 3.2] the above algorithm can be implemented in the external memory [1] and cacheoblivious [7] models in O(sort(m)) I/O complexity, which seems to be optimal.
O log
2 n work-optimal CREW solution
In this section, we present a O log 2 n CREW PRAM algorithm, which incurs only O(n + m) work.
Converting one representation of a graph into another can require as many as Ω(m log m) operations (e.g. the conversion from an unordered list of edges into adjacency list representation requires sorting the edges). To perform matching in O(n + m) work, we define a graph representation suitable for our algorithm.
Consider an array V of n elements, where each entry We consider the following slightly altered adjacency array representation: the edges are stored in a separate array E and the entries A[
store the pointers to the corresponding edges in E (see Figure 1) . Thus, we can view each entry of A as a tuple (v, e k ), where v is a node in G and e k is a pointer to a record E[k] with information about the edge incident on v, such as the two vertices of the edge, edge weight, or any other auxiliary information.
Note that any edge E[k] = {v i , v j } contains two corresponding entries in A pointing to it: (v i , e k ) and (v j , e k ). During our algorithm, a processor responsible for (v i , e k ) might need to find and update entry (v j , e k ) (and vice versa). The following lemma describes how to compute for each entry (v i , e k ) the address of the corresponding entry (v j , e k ) in A. {v0, v2}, {v0, v1}, {v1, v2}, {v2, v3}, {v2, v5}, {v3, v4}, {v3, v5} The algorithm proceeds in two phases. In the first phase, each entry (v i , e k ), writes the address of (
If we assign a separate processor to each entry of A, each processor performs only O(1) steps. Moreover, there are no concurrent writes because, at each step only one of the two vertices of the edge e k writes to E[k]. Note, we need a concurrent read to E[k] = {v i , v j } to determine the relative order of i and j for v i and v j . Proof. First, we read for each entry (v, e k ) ∈ A the value from E[k] on which to apply the operator. Next, we run segmented prefix sums with ⊕ operator on these values, where segments are the portions of A representing the neighbors of a single node. Finally, each entry of (v, e k ) ∈ A applies its result of segmented prefix sums to the edge E[k], while using the technique of Lemma 2 to avoid write conflicts. Each step of the algorithm can be implemented in O(log |A|) time using O(|A|) work. Now we are ready to describe the solution to the matching problem. We perform the following in each phase of the local max algorithm.
1. Each edge e k ∈ E picks a random weight w k . 2. Using Lemma 3, each vertex v identifies the heaviest edge e k incident on v by applying the associative operator max to the edge weights picked in the previous step. 
The corresponding entry (v, e k ) ∈ A updates itself to point to the new entry
and copies itself to
The algorithm defines a single phase of the local max algorithm. Each step of the phase takes at most O(log(m + n)) = O(log n) time and O(n + m) work in the CREW PRAM model. Over O(log m) phases, each with geometrically decreasing number of edges, the local max takes O log 2 n time and O(n + m) work in the CREW PRAM model.
Implementations and Experiments
We now report experiments focusing on computing approximate maximum weight matchings. We consider the following families of inputs, where the first two classes allow comparison with the experiments from [17] .
Delaunay Instances are created by randomly choosing n = 2 x points in the unit square and computing their Delaunay triangulation. Edge weights are Euclidean distances.
Random graphs with n := 2 x nodes, αn edges for α = {4, 16, 64}, and random edge weight chosen uniformly from [0, 1].
Random geometric graphs with 2 x nodes (rggx). Each vertex is a random point in the unit square and edges connect vertices whose Euclidean distance is below 0.55 ln n/n. This threshold was chosen in order to ensure that the graph is almost connected.
Florida Sparse Matrix. Following [6] we use 126 symmetric non-0/1 matrices from [4] using absolute values of their entries as edge weights, see Appendix for the full list. The number of edges of the resulting graphs m ∈ (0.5 . . . 16) × 10 6 . See Appendix B for a detailed list.
Graph Contraction. We use the graphs considered by KaFFPa for partitioning graphs from the 10'th DIMACS Implementation Challenge [22] .
We compare implementations of local max, the red-blue algorithm from [6] (RBM) (their implementation), heavy edge matching (HEM) [8] , greedy, and the global path algorithm (GPA) [17] . HEM iterates through the nodes (optionally in random order) and matches the heaviest incident edge that is nonadjacent to a previously matched edge. The greedy algorithm sorts the edges by decreasing weights, scans them and inserts edges connecting unmatched nodes into the matching. GPA refines greedy. It greedily inserts edges into a graph G 2 with maximum degree two and no odd cycles. Using dynamic programming on the resulting paths and even cycles, a maximum weight matching of G 2 is computed.
Sequential and shared-memory parallel experiments were performed on an Intel i7 920 2.67 GHz quad-core machine with 6 GB of memory. We used a commodity NVidia Fermi GTX 480 featuring 15 multiprocessors, each containing 32 scalar processors, for a total of 480 CUDA cores on chip. The GPU RAM is 1.5 GB. We compiled all implementations using CUDA 4.2 and Microsoft Visual Studio 2010 on 64-bit Windows 7 Enterprise with maximum optimization level.
Sequential Speed and Quality
We compare solution quality of the algorithms relative to GPA. Via the experiments in [17] this also allows some comparison with optimal solutions which are only a few percent better there. Figure 2 shows the quality for Delaunay graphs (where GPA is about 5 % from optimal [17] ). We see that local max achieves almost the same quality as greedy which is only about 2 % worse than GPA. HEM, possibly the fastest nontrivial sequential algorithm is about 13 % away while RBM is 14 % worse than GPA, i.e., HEM and RBM almost double the gap to optimality of local max. Looking at the running times, we see that HEM is the fastest (with a surprisingly large cost for actually randomizing node orders) followed by local max, greedy, GPA, and RBM. From this it looks like HEM, local max, and GPA are the winners in the sense that none of them is dominated by another algorithm with respect to both quality and running time.
Greedy has similar quality as local max but takes somewhat longer and is not so easy to parallelize. RBM as a sequential algorithm is dominated by all other algorithms. Perhaps the most surprising thing is that RBM is fairly slow. This has to be taken into account when evaluating reported speedups. We suspect that a more efficient implementation is possible but do not expect that this changes the overall conclusion. In Appendix A we report similar results for the rgg instances ( Figure 6 ) and random graphs (Figures 7, 8, 9 ).
Looking at the wide range of instances in the Florida Sparse Matrix collection leads to similar but more complicated conclusions. Figure 3 shows the solution qualities for greedy, local max, RBM and HEM relative to GPA. RBM and even more so HEM shows erratic behavior with respect to solution quality. Greedy and local max are again very close to GPA and even closer to each other although there is a sizable minority of instances where greedy is somewhat better than local max. Looking at the corresponding running times one gets a surprisingly diverse picture. HEM which is again fastest and RBM which is again dominated by local max are not shown. There are instances where local max is considerably faster then greedy and vice versa. A possible explanation is that greedy becomes quite fast when there is only a small number of different edge weights since then sorting is a quite easy problem.
Experiments on the graph contraction instances in [2] show local max about 1 % away from GPA. For these instances the average fraction of remaining edges after an iteration is well below 25 %. Notable exceptions are the graphs add20 and memplus which both represent VLSI circuits. Nevertheless, none of the instances considered required more than 10 iterations.
Distributed Memory Implementation
Our distributed memory parallelization (using MPI) on p processing elements (PEs or MPI processes) assigns nodes to PEs and stores all edges incident to a node locally. This can be done in a load balanced way if no node has degree exceeding m/p. The second pass of the basic algorithm from Section 2 has to exchange information on candidate edges that cross a PE boundary. In the worst case, this can involve all edges handled by a PE, i.e., we can expect better performance if we manage to keep most edges locally. In our experiments, one PE owns nodes whose numbers are a consecutive range of the input numbers. Thus, depending on how much locality the input numbering contains we have a highly local or a highly non-local situation. We have not considered more sophisticated ways of node assignment so far since our motivating application is graph partitioning/clustering where almost by definition we initially do not know which nodes form clusters -this is the intended output. Since Lemma 1 also applies to the subgraph relevant for a particular PE, we can expect that the graph shrinks fairly uniformly over the entire network.
We performed experiments on two different clusters at the KIT computing center both using compute-nodes with two quad-core processors each. Refer to [2] for details. We ran experiments with up 128 compute-nodes corresponding to 1024 cores with one MPI process per core. Figure 4 illustrates how our distributed local max implementation scales for the random geometric graphs rgg23 and rgg24 (using random edge weights) which have fairly good locality. We plot the decrease in running time for successive doubling of p, i.e., a value of two stands for perfect relative speedup for this step and a value below one means that parallelization no longer helps. We see values slightly below two for the steps 1 → 2 and 2 → 4 which is typical behavior of multicore algorithms when cores compete for resources like memory bandwidth. For p = 8 we start to use two compute-nodes (with 4 active cores each) and consequently we see the largest dip in efficiency. Beyond that, we have almost perfect scaling until the problem instance becomes too small. We have similar behavior for other graphs with good locality. For graphs with poor locality, efficiency is not very good. However the ratios stay above one for a very long time, i.e., it pays to use parallelism when it is available anyway. This is the situation we have when partitioning large graphs for use on massively parallel machines. Considering that the matching step in graph partitioning is often the least work intensive one in multi-level graph partitioning algorithms we conclude that local max might be a way to remove a sequential bottleneck from massively parallel graph partitioning. Refer to [2] for additional data.
GPU Implementation
Our GPU algorithm is a fairly direct implementation of the CRCW algorithm. We reduce the algorithm to the basic primitives such as segmented prefix sum, prefix sum and random gather/scatter from/to GPU memory. As a basis for our implementation we use back40computing library by Merrill [19] . Figure 5 compares the running time of our implementation with GPA, sequential local max, the RBM algorithm parallelized for 4 cores, and its GPU parallelization from [6] . While the CPU implementation has troubles recovering from its sequential inefficiency and is only slightly faster than even sequential local max, the GPU implementation is impressively fast in particular for small graphs. For large graphs, the GPU implementation of local max is faster. Since local max has better solution quality, we consider this a good result. Our GPU code is up to 35 times faster than sequential local max. We may also be able to learn from the implementation techniques of RBM GPU for small inputs in future work.
For random geometric graphs and random graphs, we get similar behavior (see Figure 10 and 11 in Appendix A). The results for rgg are slightly worse for GPU local max -speedup is up to 24 over sequential local max and a speed advantage over GPU RBM only for the very largest inputs. As for random graphs, the denser the graph is the larger is our speedup over the sequential and GPU RBM implementations. Thus, for α = 64 our implementation is faster than GPU RBM for n = 2 15 already. While for n = 2 18 it is 65% faster than GPU RBM and 30 times faster than the sequential local max.
Conclusions
The local max algorithm is a good choice for parallel or external computation of maximal and approximate maximum weight matchings. On the theoretical side it is provably efficient for computing maximal matchings and guarantees a 1/2-approximation. On the practical side it yields better quality at faster speed than several competitors including the greedy algorithm and RBM. Somewhat surprisingly it is even attractive as a sequential algorithm, outperforming HEM with respect to solution quality and other algorithms with respect to speed.
Many interesting question remain. Can we omit re-randomization of edge weights when computing maximal matchings? Is there a linear work parallel algorithm with polylogarithmic execution time that computes 1/2-approximations (or any other constant factor approximation). Can we even do 2/3-approximations with linear work in parallel [5, 20] Fig. 9 . Ratio of the weights computed by GPA and other sequential algorithms (left) and their timing (right) for random graphs with α = 64.
