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Abstract 
Considerable progress  has  been  made  in  the 
development  of  technologies  to support distributed 
multimedia computing, but application platforms are 
needed  to  make  such  technology  accessible  to 
application  programmers.  This paper  sets  out 
requirements  for such platforms and discusses the role 
of  operating  systems  in object-oriented platform 
support. We  describe an initial approach to providing 
such a platform which attempted to  factor out all real- 
time aspects of  multimedia support onto a hardware 
based multimedia network interface unit. This solution 
has been partially successful but lacks the flexibility 
and  level of integration  subsequently demanded  by 
application  programmers. Our response has been to re- 
design the multimedia network interface unit, placing 
more emphasis on the provision of dynamic services 
which require real-time operating system support. The 
new design described in this paper exploits and extends 
features of a distributed object-oriented micro-kernel to 
provide the necessary system wide support, 
1.  Introduction 
Considerable  progress  has  been  made  in  the 
development of  technologies to  support distributed 
multimedia  computing.  Together,  high  power 
workstations and state of  the art communications form 
the basis for systems which are both  multimedia and 
distributed. Subsequently, the  availability of  such 
systems has led to the advent of  a wide range of  pilot 
distributed multimedia applications. 
However, there  still exists a problem  with  the 
available technologies.  A gap is evident between the 
low level hardware solutions and the applications. A 
distributed  multimedia platform is required to bridge 
this gap. The design of  such a support system is still 
an  unresolved  research  issue and  many  different 
approaches are being taken  [14]. We are particularly 
interested in the use of object-oriented techniques in 
constructing such platforms. We see this as important 
to  enable  the  re-use of  a  variety  of  multimedia 
components across a range of potential applications. 
This paper discusses the role of  operating systems 
in  supporting object-oriented distributed multimedia 
platforms. We argue that a real-time operating system 
has a central role in such platforms in supporting both 
the manipulation and control of distributed multimedia 
activities. This observation stems from our experience 
in  developing  an  experimental  platform  which 
attempted to minimise the real-time requirements of 
the operating system by  isolating multimedia support 
on  a front-end multimedia network interface. 
The  paper  is structured as  follows.  Section  2 
addresses the requirements for a distributed multimedia 
platform.  This  is  followed, in  section  3,  with  a 
description of  our experimental multimedia platform, 
based  on  the ANSA distributed system architecture. 
This  section  also  describes  the  design  of  the 
multimedia network interface. Section 4 then presents 
an  analysis of  our approach, focussing on the decision 
to  isolate multimedia  support on  the  multimedia 
network  interface.  This  section  concludes  by 
highlighting  the importance of  the operating system 
in supporting multimedia. Section 5 describes a new 
approach, which retains the basic philosophy behind 
the multimedia network interface but introduces more 
fundamental operating system support for the real-time 
requirements of multimedia. A design is presented 
based on  the Chorus micro-kernel which makes use of 
the object-oriented features of Chorus to specialise  the 
environment  for  multimedia.  Finally,  section  6 
presents some concluding remarks. 
2.  Requirements 
Experimental distributed multimedia applications 
are being developed in many areas such as educational 
systems, medical systems [5] [  121, and computer based 
conferencing 111. In  this section we consider system 
support requirements derived from a wide  ranging 
study  of distributed multimedia applications [  141, 
which  sets  out  specific  requirements  under  the 
following headings:- 
i)  explicit support for continuous media, 
ii)  quality of  service (QoS)  specification, 
iii)  synchronisation, and, 
iv)  support for inter-operability. 
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2.1. Support for continuous media 
The various forms of media in a multimedia system 
can be categorized as either static or continuous. Static 
media  are  those  which  do not  have  a  temporal 
dimension. In contrast, continuous media (e.g. video 
and audio) have an implied temporal dimension, i.e. 
they are presented at a particular rate for a particular 
length of  time [2]. These real-time characteristics  of 
continuous media demand a continuing  commitment 
from  the  underlying  system  in  terms  of  services 
provided. This commitment is required to  preserve the 
isochronous nature of continuous media. The term 
isochronous  is  applied  to  data  which  must  be 
processed and transmitted in units at pre-defined regular 
intervals. Isochronous processing and transmission of 
data, however,  is not  possible  with many currently 
available  system  components  such  as UNIX  and 
Ethernet [ 101. 
The support of continuous media within distributed 
systems  is  an  important  area  of  research.  Since 
continuous media require sustained  system support 
over a period of time, a means of resource reservation 
is required  such  that resources can  be  reserved  in 
advance for the  time they  are needed.  Continuous 
media  types also require  the  development  of  new 
programming abstractions  to model communications 
and storage which capture the concept of  information 
flowing over time [6]. 
2.2. Quality of service 
Continuous media applications make heavy use of 
underlying  support systems in terms of processing, 
storage  and  communications.  Research  effort  is 
therefore being directed towards the development of 
tailorable  systems  which  can  meet  the  diverse 
requirements of such applications. A tailorable system 
is able to adapt itself according to application quality 
of service requests and resource availability. 
It is important to note  that within  a multimedia 
system, quality of service must be provided on an end 
to end basis. Applications  need to control  resource 
allocation completely from the information source to 
the  information  sink.  Typical  components  in  this 
control path are shown in figure 1. 
Figure 1 :  End-to-end path of distributed continuous 
media. 
Quality of service configurability is also applicable 
to  control  information  sent  between  system 
components.  Control  messages  with bounded delay 
characteristics  must be available to  allow the system 
to react to real-time events in a timely manner. Again, 
control  messages require end  to end guarantees of 
service  which  take  into  account  all  the  system 
components which make up the message's path. 
2.3. Synchronisation 
Multimedta applications require an extensive range 
of  synchronisation mechanisms. Synchronisation  is 
required  to control the event orderings and precise 
timings of multimedia  interactions.  In analysing  the 
requirements of multimedia applications, two styles of 
synchronisation can be identified [  101 :- 
i)  event-driven synchronisation,  and 
ii)  continuous synchronisation. 
Event  driven synchronisation occurs when it is 
necessary to initiate an action  (such as displaying a 
caption)  in a distributed  system. The timing of this 
action may correspond to a reference point such as a 
particular video frame being displayed. 
Continuous  synchronisation  arises  when  data 
presentation devices must be tied together so that they 
consume data in fixed ratios. The primary example of 
this type of synchronisation is a 'lip-sync' relationship 
between a video transmission and a separately stored 
soundtrack. 
2.4. Inter-operability 
Many classes of distributed multimedia application 
involve  users  at  remote  sites  inter-working and 
exchanging information across a network. In  the real 
world it is unlikely that all users will share a common 
infrastructure,  especially  when information  is being 
communicated across organisational boundaries. It is 
therefore  important  to  provide support for users  to 
share information across different types of network, 
operating  systems, workstations  and media  formats 
(e.g. PAL and NTSC video formats). 
Standardisation is obviously an important aspect in 
solving  inter-operability problems, and  there  are a 
number  of  existing  standards  which  have  been 
developed for this purpose. These include the ISO's 
Open Systems Interconnection and Open Distributed 
Processing standards, and the CCITT standardisation 
work  in the area of  B-ISDN. These existing standards 
however are not necessarily applicable  to the use of 
multimedia information [ 101. It is therefore important 
that  standards evolve to support the new  types  of 
information available in a distributed system. 
3.  Current Approach 
The  Distributed  Multimedia  Research Group at 
Lancaster has been developing an application platform 
which addresses the requirements described in  section 
2. The work  has encompassed both  modelling  and 
cnginccring issues. 
3.1. The computational model 
The  programming  interface  presented  to  the 
application  is  based  on  the  computational  model 
developed as part of  the ANSA/ISA project [31. The 
Authorized licensed use limited to: Lancaster University Library. Downloaded on April 16, 2009 at 06:14 from IEEE Xplore.  Restrictions apply.ISA (Integrated Systems Architecture) project is funded 
within the C.E.C.'s  Esprit program and is playing an 
important role in  the development of  standards for 
Open Distributed Processing. 
The  ANSA  computational  model  provides  a 
programming  language  model  of  potentially 
distributed objects and their modes of  interaction. All 
interacting entities are treated uniformly as objects. 
Objects are accessed through interfaces which define 
named operations together with constraints on  their 
invocation. 
Services are made available for access by  exporting 
an interface to a trader. The trader therefore acts as a 
database of  services available in  the  system. Each 
entry in this 'database' describes an interface in terms 
of  an abstract data type signature for the object and a 
set of attributes associated with the object. A client 
wishing  to  interact with  a  service interface must 
import  the  interface  by  specifying  a  set  of 
requirements in  terms of  operations and  attribute 
values. This is matched against the available services 
in the trader and a suitable candidate selected. Note that 
an  exact match is not  required: ANSA  supports a 
subtyping policy whereby an  interface providing at 
least the required behaviour can be substituted. Once 
an interface has been selected, the system can mnge  a 
binding to the appropriate implementation of  that 
object and thus allow operations to be invoked. 
The ANSA  consortium have released  a software 
suite  called  ANSAware  which  is  a  partial 
implementation of  the  ANSA  model.  Currently, 
however, ANSAware does not  support continuous 
media. We  have  therefore extended ANSAware to 
allow the integration of  continuous media types such 
as audio and video [lo]. This has been done without 
substantial modifications to the basic model of  objects 
and invocation. Instead, integration has been achieved 
through the introduction of a number of  new services. 
We  call this set of  new  services the  base  service 
platform. It consists principally  of  two  types of 
source 
group 
object: devices and streams. These are both seen by the 
higher layers as ANSA services with standard abstract 
data type interfaces, but they encapsulate the control, 
manipulation  and  communication  of  continuous 
media. 
Devices are an  abstraction of  physical devices, 
stored continuous media, or software processes. They 
may  be  either  sinks,  sources  or  transformers of 
continuous media  data. Most  devices present  two 
interfaces: a device dependent interface which contains 
operations specific to the device (e.g. a camera might 
have  operations such as pan  or  tilt), and  a generic 
control interface for controlling the device's production 
and  consumption of  continuous media.  Using  the 
control interface, clients of  a device may  create an 
endpoint  interface  on  the  device. This  interface 
abstracts over all  aspects of  a  device  which  are 
concerned with the transport of continuous media data. 
Streams are the services used  to connect devices 
together  via  their  endpoint  interfaces.  They  are 
abstractions of  continuous media transmissions which 
map  down  on  to  underlying  uansport  protocols. 
Streams may be tailored to provide a particular quality- 
of-service (e.g. high-throughput, low error-rate etc.). 
Streams support M:N  connections, i.e. they allow M 
sources to be connected to N sinks. This is modelled 
by  allowing  endpoint  interfaces  to  be  grouped 
together, and  ensuring streams interconnect these 
groups as shown in  figure 2. Endpoint interfaces may 
bc dynamically added to or removed from groups. 
A  prototype implementation of  this  model was 
carried  out  in  a  UNIX  environment to  allow  the 
validation of  the programming interface. This has 
proved  successful, and  a  number  of  applications 
including an  audio/video conferencing facility have 
now been implemented. 
3.2. Engineering Issues 
In  addition  to  the  prototype implementation in 
UNIX, we  have also implemented the services which 
Sink 
group 
Control  Control 
interfaces  interfaces 
Endpoint  Endpoint 
interface  interface 
A device dependent 
interface 
Figure 2 :  Using streams to connect endpoint interface groups. 
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transputerbased workstation enhancement unit called 
themultimedia network interface (MNI) [4]. The MNI 
connects directly to  the workstation, its associated 
multimedia devices (e.g. display, camera, speaker and 
microphone), and a high-speed network  as shown in 
figure 3. It manages all continuous media sources and 
sinks  at  the  workstation.  Connection  to  the 
workstation  is  via  a  single  transputer  link  as 
illustrated. 
To audio inputs / 
0UrpUI.S 
Network  Video 
11 pJ&-J  .:::::  T 
Host PC, Sun,  etc.  0  Transportprotocol 
0  Programming Interface 
Figure 3 :  The Multimedia Network Interface unit. 
Figure 3 also shows the individual components 
which make up the MNI unit. The video component is 
built around a Digithurst frame grabber card with  a 
resolution of  720x512 pixels. This drives a separate 
monitor to  the host workstation monitor (the host’s 
monitor need not be connected when the MNI unit is 
in operation). The audio component is responsible for 
AD  and D/A  audio conversion and has an attached 
microphone and loudspeaker. Of  the remaining four 
transputers in  the configuration, one is dedicated to 
providing  the  programming  interface  to  the  unit, 
another interfaces to the network, and the remaining 
pair run transport protocol software. 
All the transputers in  the MNI  unit communicate 
via  20  Mhz  transputer  links.  However, since  the 
transputers  are  not  fully  inter-connected,  each 
transputer  must  run  routing  code  to  enable 
communication  between  transputers.  This  makes 
transmission of  information between transputers on 
the MNI relatively slow. In an attempt to offset this, 
and  to  gain  maximum  performance  from  the 
transputers, all the software on the MNI is written  in 
OCCAM without any operating system support. 
The programming interface to the base services on 
the MNI  unit is identical to that  supported by  the 
UNIX implementation. In other words, programmers 
access the continuous media devices attached to the 
MNI as ANSA services. This has allowed applications 
written using the UNIX base services to utilise the 
enhanced services offered by the MNI without change. 
However, unlike the UNIX  environment in which 
programmers can add new  services for manipulating 
continuous media, programmers using services on  the 
MNI are unable to  add to  or modify base services 
implemented on the transputers. 
4.  Analysis 
Having completed the two implementations  of  the 
base services platform, and developed a number of 
applications, we  are now  carrying out an  in depth 
evaluation of  our approach to supporting multimedia 
[ 1 11. This evaluation has highlighted a number of 
strengths and weaknesses which are discussed below. 
4.1. Strengths 
One of  the main strengths of the approach is the 
modelling of  continuous media as additional objects 
and classes. This has enabled us to support multimedia 
in  ANSAware  without  altering  the  basic 
computational  model.  The  programmer  is  simply 
presented  with  new  object types such as  streams, 
devices and endpoints. This is particularly important 
given the moves towards  standardisation in  Open 
Distributed Processing. 
The objects  and  classes provided  by  the  base 
services platform have been refined a number of times 
during application development. We now believe we 
have a set of generic services which enable a variety of 
distributed multimedia applications to be developed. 
This has been demonstrated by  the implementation of 
applications as varied as audio-video conferencing, 
continuous  media  editors,  multimedia  document 
support and presentation tools. 
The use of  ANSAware has  also been  important. 
This has solved the problem of  inter-operability and 
allowed computers of differing types and with different 
operating  systems  to  co-exist  in  an  integrated 
distributed multimedia environment. At present, the 
application platform successfully runs over a hardware 
infrastructure  consisting  of  a  mixture  of  SUN 
workstations and IBM PC’s. 
Finally,  the  use  of  the  multimedia  network 
interface has been a parfiaf  success. By factoring out 
the hardware and software components necessary to 
support continuous media, it has been possible to run 
multimedia applications on relatively unsophisticated 
computer  equipment.  There  is  no  need  for  any 
specialised multimedia workstations. However, the use 
of  the multimedia network  interface has led to some 
significant problems. These are discussed below. 
4.2. Weaknesses 
A  significant  problem  with  the  current 
implementation is the performance of  the MNI unit. 
The performance of  the hardware has proved to be 
inadequate to meet the demands of continuous media 
(particularly full motion colour video). This is largely 
due to the performance of  the transputer links which 
do not provide the bandwidth necessary to switch a 
number  of  continuous  media  activities  [ 113. 
Additionally, the lack of global resource management 
on  the MNI unit means that we are unable to support 
end to end quality of  service guarantees. 
However, the biggest problem with  the current 
approach is the rather specialised and static nature of 
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base services platform is prescribed in advance, having 
been  implemented by  a systems programmer on  the 
multimedia network interface. Whilst we  feel that the 
services are generic, there are a number of applications 
which  have  their  own  requirements  for  the 
manipulation of  continuous media. For example, an 
image recognition package might want to  carry out 
edge detection on an incoming video signal. 
In general, there is a need to support the dynamic 
addition of  new application specific objects which can 
manipulate  continuous  media.  Furthermore,  this 
manipulation must  be  performed in  real-time. This 
will clearly require low level support to ensure that the 
real-time requirements are sustained. 
A similar problem can  be identified in the area of 
control. It is not sufficient to manipulate continuous 
media in  real-time. It is also important to be able to 
control continuous media activities in real-time (see 
section 2). Similarly, it can be shown that continuous 
synchronisation requires a level of real-time control 
[8]. Our present  solution  does  not  address these 
problems since control generally emanates from the 
application  program  which  resides  on  the  host 
workstation. We  are therefore not  able to  provide 
support for real-time control messages from the host 
workstation to multimedia devices and streams, i.e. it 
is  not  possible to  isolate all  real-time aspects of 
multimedia applications in a separate front end unit. 
4.3.  The  importance  of  operating  system 
support 
Summarising the  above discussion, we  feel  we 
have met  a significant number, but  not  all, of  the 
requirements identified  in section 2.  The  existing 
platform  tackles the problem of  inter-operability by 
basing the design on ANSA. We have also managed to 
introduce continuous  media  into  the  ANSAware 
environment through  the addition of  a number  of 
abstractions representing continuous media activities. 
However, the existing implementation fails to meet 
the performance requirements of  the more demanding 
continuous media types such as full motion video. In 
addition, the present platform cannot meet the need for 
guaranteed  end  to  end  quality  of  service  and 
synchronisation. We also now recognise the important 
new  requirements  of  allowing  the  application 
programmer to add new continuous media services and 
control multimedia activities in real-time. 
To address these limitations, we believe there is a 
need to:- 
i) 
ii) 
improve the performance of the low level 
support for multimedia, 
provide general purpose support for the 
dynamic  creation  of  objects  to 
manipulate continuous media, and 
iii)  support real-time control of  continuous 
media activities. 
The first of  these requirements can be addressed by 
improving the hardware design of  the MNI unit. The 
latter two points however require more fundamental 
changes to our approach. In particular, there is a need 
to  address the separation between objects and classes 
residing in the base services platform on the MNI unit 
and  other objects and classes supported by  the host 
workstation. At present, the former are static but can 
sustain  real-time requirements while the latter are 
dynamic but provide no guarantees of performance. We 
require a more general solution where a variety  of 
object types can be added to the environment, some 
with real-time requirements and some without. More 
specifically, the platform should support the creation 
of  a variety of object types with a variety of quality of 
service constraints. To achieve this, it is necessary to 
address the  issue  of  operating  system  support  for 
continuous media both  on  the  MNI unit and on  the 
host workstation. 
5.  Proposed  New  Design 
Building on these observations, we  are now  in  the 
process  of  developing  a  completely  new 
implementation of  the  application platform. This 
implementation  retains  the  basic  philosophy  of 
separate support for multimedia through the provision 
of  an  MNI unit. However, the implementation of  the 
multimedia network interface is changed considerably 
to  enable greater performance.  More importantly, 
operating  system  support  is  provided  for  the 
manipulation and control of  continuous media across 
the whole system. 
These two aspects of  the new design are described 
in more detail below. 
5.1. Enhanced multimedia network interface 
The  requirement  for  improved  performance is 
achieved by  structuring the MNI processors around a 
fast token ring network implemented on a single chip 
within each MNI unit (see figure 4). This will avoid 
the bottle-necks which have been  identified in  the 
current  design.  The  token  ring  is  based  on  a 
programmable gate array chip and will provide point- 
to-point bandwidth of  around SOOMbps.  To ensure 
maximum  flexibility in  connectivity, the  ring  will 
also support an efficient local multicast mode. 
Figure 4 :  The re-designed MNI unit. 
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Mu1 timedia 
5.2.1.  Micro-kernel  approach 
To improve  the flexibility of  the base  services 
software, we are providing additional general purpose 
processors on the local ring. These will run a micro- 
kernel based distributed operating system rather than 
the static OCCAM run-time system, and will augment 
the existing continuous media I/O processors  which 
have no operating system support (i.e. the video and 
audio digitisers). The general purpose processors will 
provide support for both the base services platform, 
and for arbitrary modules provided by the application 
programmer. 
The facility to run user provided code on the MNI 
unit  should remove  the  limitations of  the current 
platform  implementation  and  permit  application 
writers to directly manipulate real-time  continuous 
media information.  To achieve  this, the application 
programmer will write a 'device' module in the context 
of the base services framework, making use of standard 
libraries  which  implement  the  standard  device 
interfaces.  Having  written  the  new  module,  the 
programmer can download the module on to a ring 
processor  using  the  distributed  operating  system 
facilities, thus effectively extending the available base 
services facilities. The programmer can then connect 
the  new  module  using  the  standard  object-based 
abstractions of streams and endpoints. 
To provide a seamless software support platform, 
the host workstation  as well as the MNI processors 
will  run  the  micro-kernel.  This  also  enables  the 
support of real-time control messages from application 
programs on the workstation  to the MNI unit. Thus 
the MNI unit is no longer seen as a separate entity, 
but  is completely  integrated  with  the  host  at  the 
system support level. 
The micro-kernel chosen for the implementation is 
Chorus [71. Chorus has the advantage of  supporting a 
a UNIX SVR4 standard  interface  on  the host, thus 
providing a familiar application environment. Chorus 
is also highly  suitable  for  two  technical  reasons. 
Firstly, it provides a set of real-time services such as 
page  locking,  high  resolution  timers,  system  call 
timeouts  and  the  facility  to  attach  user  code  to 
interrupt vectors. Secondly, the object-oriented design 
of  the  Chorus  kernel  permits  straightforward 
modification of operating system components. This is 
important as we intend to modify the scheduling and 
the communications subsystems to directly  support 
continuous media (as discussed below). 
5.2.2.  Scheduling  support 
The  primary  requirement  of  continuous  media 
processing  is that it must preserve  the  isochronous 
nature of the media (as explained in section 2). Thus, 
threads which handle continuous media information 
streams must be scheduled in a regular and prcdichblc 
manner. In a static system this is a well understood 
problem, and many purpose built real-time operating 
systems can provide predictable processing in such an 
environment. However,  our  target environment  is 
dynamic, and we require the facility to instantiate new 
real-time processing modules  at any  time without 
disturbing the performance of  already running threads. 
To achieve these  goals, we  are implementing a 
scheduling policy specifically designed for continuous 
media. This is relatively straightforward in Chorus due 
to  its object-oriented design. In  particular, Chorus 
provides an  object-oriented  framework  known  as 
scheduler classes in which a thread scheduling policy 
tailored  for  continuous media  processing  can  be 
accommodated.  This  framework  splits  the  kernel 
scheduler into two parts:- 
(i)  a low level dispatcher which implements 
a priority  based invariant such that the 
kernel thread with the globally  highest 
priority  is  always  the one  which  is 
running, and 
(ii)  a number  of  user  supplied scheduler 
classes which encapsulate a particular 
specialised  scheduling  policy  and 
implement  it  by  manipulating  the 
dispatcher's global priorities. 
Each scheduler class has an identifier which can be 
attached to any kernel thread, thus denoting that this 
thread is to be scheduled according to the particular 
class.  The  framework  operates  by  upcalling  the 
standard interface of the scheduler class assigned to the 
current  kernel  thread  each time a scheduling event 
occurs (e.g. I/O completion, timer expiry etc.). Then, 
the class will make a policy specific decision to run a 
particular kernel thread, and implement its decision by 
manipulating the  thread's  absolute  priority  in the 
global dispatcher table. 
The  particular  policy  we  are  implementing  is 
known  as the deadlinelworkahead  policy  which has 
been shown to be appropriate  for continuous media 
support [ 131. Basically, 'workahead threads (i.e. those 
whose deadlines are in the future) run until they are 
prc-empted  by  another thread  whose  deadline has 
become 'critical'. We intend to implement this policy 
in an  environment of  user-level threads managed by 
the  ANSAware run time system on  top of a global 
address space scheduler implemented  as a Chorus 
scheduler class. In this scheme, each object runs only 
a single kernel thread on which user level ANSAware 
threads are multiplexed. The ANSAware scheduler and 
thc kernel scheduling class co-operate (through an area 
of  shared  memory)  to ensure that  as many context 
switches as possible  take place at the user level for 
efficiency  reasons, and that the scheduling class is 
only  invoked from the user  level when some other 
object (address space) contains the user thread with the 
globally earliest deadline. 
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As  mentioned  in  section 2, continuous media 
makes special demands on communications systems. 
Our approach is to use transport protocols with rate 
based flow control. This strategy has been applied in 
previous  transport protocols [Clark,88] to  relieve 
problems of  receive buffer overflow in  high  speed 
networks, but it  is also well  suited to  continuous 
media communications  as the notion of  rate controlled 
bursts corresponds well to isochronous transmission. 
Our current rate based  transport protocol, which has 
been developed as part of  the Esprit OS1 95 project, 
provides unidirectional transport with configurable and 
dynamically reconfigurable QoS, and also includes low 
level support for continuous synchronisation [81. We 
intend to  integrate this existing protocol  into the 
Chorus micro-kernel in the near future. Again, because 
of  the object-oriented structuring of  Chorus, this is 
expected to be a reasonably straightforward task as it 
involves the implementation of  a single module with 
a well defined interfxe. 
5.2.4.  Integration 
Finally, we intend to enhance Chorus's support for 
continuous media by  carefully integrating the above 
mentioned components. We aim to produce an end Io 
end  quality  of  service driven system whereby QoS 
parameters apply not only to the transport service but 
also impact on the operating system and I/O devices. 
This  means  that  an  application programmer  can 
establish full end  to end  continuous media sessions 
with  given  qualities of  service guaranteed by  the 
system. 
The way this integration will be realised is that the 
deadline based thread scheduling policy described above 
will be directly driven by  the arrival of  messages with 
attached deadlines from  the communications sub- 
system and from I/O devices. Delay  requirements will 
be  taken  into  account  when  calculating  both 
communications delays and  scheduling deadlincs. 
Similarly, jitter parameters will not only be applicable 
to network jitter but will have the effect of  controlling 
the permitted degree of  scheduling workahcad. As a 
result of  the integration of  these components our new 
application platform will offer programmers support 
for end to end guarantees thus meeting one of  thc key 
requirements of  multimedia. Indeed, we  are confidcnt 
with this additional operating system support, wc  will 
now  be able to meet all the requirements identified in 
section 2. 
6.  Conclusions 
This paper has described an implementation of  an 
object-oriented  platform,  based  on  the  ANSA 
computational model,  which  provides  support  for 
distributed multimedia applications. The  platform 
supports continuous media  in terms of  a numbcr  of 
objects and classes which are realised on a front-end 
multimedia network  interface. This approach has thc 
benefit that real-time support for continuous media can 
be  met  by  direct hardware assistance. In  addition, 
multimedia applications  can  be  implemented on 
existing  workstations  by  attaching  a  multimedia 
network interface unit. 
Experience has  shown that many  of  our initial 
design decisions were valid. In particular, we believe 
the  decision  to  represent  continuous  media  as 
additional objects and classes is correct. We  also 
believe that we  have identified suitably generic object 
types for building applications. However, one early 
premise of our research has proved to be false: it is not 
possible to completely isolate support for continuous 
media  within  a  dedicated hardware  unit. This  is 
highlighted by  our current design which  is overly 
prescriptive and static in  its support for continuous 
media. We now  recognise the need for more general 
support for, firstly, the dynamic creation of  objects to 
manipulate continuous media and, secondly, the real- 
time control of  multimedia activities. This demands 
that the role of  the operating system be extended to 
provide system wide support. 
The paper described the design of  a completely new 
implementation of  the platform which  focuses on 
operating system support for multimedia. The design 
uses  the  Chorus  micro-kernel  in  both  the  host 
workstation and the multimedia network interface to 
provide the necessary  underlying real-time support. 
This new  approach provides both a greater level of 
integration of  the  hardware  components, and  the 
potcntial to  apply the software platform  to a wider 
range of  hardware solutions 
We  are now  in the process of  implementing this 
design  and  are  currently  tackling  the  issues  of 
scheduling and communication support for continuous 
media.  The  most  important  aspect  of  this 
implementation is the level of  integration between the 
scheduling and communications subsystems in  order 
to  provide the necessary end to end quality of  service 
demanded by  multimedia applications. 
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