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INTRODUCTION 
The Second Conference of the International Linear Algebra Society took 
place in Lisbon from 3 to 7 of August 1992. The Conference was held at the 
Auditorium of the National Archives “Torre do Tombo” (plenary sessions) 
and at Mathematics Department of the University of Lisbon (contributed 
sessions). The total number of participants were 150, from 27 countries. 
Eleven one-hour plenary sessions, 30 half-hour plenary sessions, and 66 
fifteen-minute lectures were held during the conference. The banquet speaker 
was G. N. de Oliveira. 
The conference was organized by J. A. Dias da Silva (Chairman), David 
H. Carlson, Daniel Hershkowitz, Thomas J. Laffey, G. N. Oliveira, and Hans 
Schneider. J. A. Dias da Silva, Purifica$o Coelho, Amelia Fonseca, Jo20 
Queiro, and Fernando Concei$o Silva took care of the local arrangements. 
The social program of the conference included the Conference banquet 
on 6 August and a “Port of Honour” (a vin d’honneur) offered by the Lisbon 
Town Council on 5 August. 
A Business Meeting of the International Linear Algebra Society was held 
on 4 August. 
I wish to thank Beatrice Huberty Ramos for the excellent help she has 
given me in preparing this special issue. 
The talks, whose authors presented synopses, were as follows: 
Nataha Belbiano: Universidade de Coimbra 
New Developments on the Marcus-Oliveira 
Conjecture 
Shmuel Friedland: University of Illinois at Chicago 
Discrete Groups in Normed Algebras 
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Moshe Goldberg: 
Roger Horn: 
Dennis I. Merino: 
Chi-Kwong Li: 
Vlastimil Ptak: 
Bit-Shun Tam: 
Hans Schneider: 
Frank Uhlig: 
Fuzhen Zang: 
Jingwei Liang: 
Wasin So: 
Technion-Israel Institute of Technology 
Function Norms and Multiplicativity Factors 
University of Utah 
Southeastern Louisiana University 
Contragredient Equivalence and an Approach to 
the Jordan Canonical Form 
The College of William and Mary 
A Class of Linear Preserver Problems and Several 
Useful Approaches 
lnstitute of Mathematics, Czchoslovak Academy of 
Sciences 
The intertwining relations that characterize Hankel 
Operators and Matrices 
Tamkang University 
University of Wisconsin 
The Core and the Peripheral Spectrum of a Cone- 
Preserving Map 
Auburn University 
Solving Holomorphic Matrix Equations f(X) = A 
Theoretically 
University of California, Santa Barbara 
Petroleum University 
IMA, University of Minnesota 
Two Conjectures on Permanents 
Synopses of the talks are presented below. 
NEW DEVELOPMENTS ON THE 
MARCUS-OLIVEIRA CONJECTURE 
by NATALIA BEBIANO’ 
1. The Problem. Preliminaries 
Let aa) and &r) d enote the sets of normal n X n matrices with 
spectra (Y = {a,, . . . , an) and 7 = {-yl,. . . , -y,}, respectively. In 1973 Marcus 
‘Departamento de Matemitica, Universidade de Coimbra, P-3000 Coimbra, Portugal. 
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[I3], and independently de Oliveira [18], conjectured that, for arbitrary 
normal matrices A, C such that A E N(a) and C E&Y), the determinant 
of A + C is in the convex hull of the points z, = ny= l(~i + Y,(~,), where u 
ranges over S,, the symmetric group of degree n: 
det(A+C) EC0 fi(ai+%i)‘gESn . 
i=l 
This conjecture is known to be true in certain special cases (see [3], [4], 
191, [I2], and [I7]). In spite of considerable efforts, a complete proof is still 
lacking. Very recently, it has been shown to hold for a wide class of essentially 
Hermitian matrices [7], i.e., normal matrices with collinear eigenvalues. Up to 
now this is the most general result on the validity of the Marcus-Oliveira 
conjecture. 
Before we review the advances in this area, we briefly discuss the more 
general problem of describing the set of all complex numbers det( A + C), 
where A ranges over &oz> and C over N(y): 
A& A) = {det( A + C) : A l Jtr( a), C E_&‘(Y)}. 
This set is called the C-determinantal range of A and has quite interesting 
properties. 
Denote the %‘* the group of n X n unitary matrices. By the spec- 
tral theorem, A and C are unitarily similar to diag(a,, . . . , a,,) and diag 
(Yi>. . . / y,>, respectively. Since the determinant is invariant under unitary 
similarity transformations, the above set can be defined as follows: 
Ac( A) = {det( A + VCV”) : U E Zn}. (1) 
Without loss of generality, in (1) we may take A, C, or both in diagonal form. 
The concept of C-determinantal range, here studied only for normal matri- 
ces, can also be considered for arbitrary matrices A, C E @““. This is an 
almost open topic. 
As already pointed out [2, 181, when in certain relations we replace sums 
by products and products by sums, we obtain other true relations. Recalling 
that the determinant is the product of the eigenvalues and the trace its sum, 
if we replace in (1) products by sums and sums by products, we obtain the 
well-known C-numerical range of A, 
Wc( A) = {tr( AUCU*) : U E 2Yn}. 
The product UCU* is left unchanged because the idea is to make C describe 
its unitary orbit, i.e., the set {KU* : U E Z!,,,). 
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In fact, there is an interesting parallelism between the concepts of 
C-numerical range and of C-determinantal range. Despite their having some 
common or analogous properties, they exhibit certain crucial differences. 
In general, A,(A) seems to be much more complicated to deal with than 
W,(A). Indeed, as remarked in [IS], the statement corresponding to the 
Marcus-Oliveira conjecture 
Wc( A) c co 5 ‘yiyVCij : o E S, 
i=l 
is true, and its proof is quite easy. 
This note is organized as follows. In Section 2, we list some results 
concerning the C-determinantal range. In Sections 3, 4, 5 we give an over- 
view of the three different approaches which led to advances in the area of 
the Marcus-Oliveira conjecture. Generalizations of this problem are discussed 
in Section 6. 
2. Results on A,(A) 
Some obvious properties of the C-determinantal range are as follows: 
(2.1) The set Ac( A) is a compact connected subset of the complex plane. 
(2.2) The set A,( A) contains 
c= .z,= 
i 
fJ ( ai + %Ci,) : CT- E s.). 
For simplicity the z,, cr E S,,, will be called u-points. 
The geometry of A,(A) is a complicated topic. Exceptionally simple is 
the 2 x 2 case, where this set reduces to a line segment with o-points as 
endpoints. We list some of the well-known properties on this topic: 
(2.3) Zf z is a corner, i.e., if, in the neighborhood of z, A,(A) is 
contained in an angle with vertex at z and measuring less than r, then z is a 
V-point. 
The proof of (2.3) f or nonzero points can be found in [l], and in [9] for 
the origin. We observe that the converse does not hold [2]. 
The investigation of the convexity of Ac( A) is undoubtly a relevant topic. 
In fact, this set may fail to be convex [3]. Nevertheless, one might expect it to 
satisfy the weaker condition of star-shapedness. When n = 3 this is the case, 
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as we shall see in (2.4). However, an example for n = 12 shows that A,(A) 
may not even be simply connected [2]. 
(2.4) For n = 3, A,( A) is star-shaped relative to 
det[diag( al, az, a3) + ~o+dYl~Y~~Y3)~,*l~ 
where 
u, = & 
1 1 1 
1 ei2w/3 e-i27r/3 
1 ,-i 2~/3 ei2vr/3 
For the proof of (2.4) see [S]. This paper also contains the following 
necessary and sufficient condition for convexity of A,( A) when n = 3. 
(2.5) Let 2+= {z ~ : u is an odd permutation) and 2_ = {zm : u is an 
even permutation}. Then A,( A) is not convex if and only if there exist 
distinct x and y in X+ (or in X_) such that all points in E_(or C, 
respectively) lie on one of the open half planes dejned by the line L(x, y) 
passing through x and y. 
In (2.6) matrices for which the C-determinantal range is a nonzero point 
are described. See [5] for the proof. 
(2.6) The set A,(A) is a point of C \ {O} if and only if either A or C is a 
scalar matrix and II:= 1( cq + Q~,) # 0. 
Observe that for the nonscalar matrices A = diag( - 1, 1, l), C = diag 
(1, - 1, - l), the C-determinantal range reduces to the origin. 
To find a necessary and sufficient condition for this set to be a line 
segment is still an open problem. Sufficient conditions are as follows. (For the 
proofs see [4] and [lo], respectively.) 
(2.7) (a) If Ior] = -1. = Jo,] = (yr] = *a* = ]?,,I, then A,(A) is a line 
segment in the ray through the origin of argument 
(b) If arg or = 0.. = arg LY, = arg yr = **. = arg 7” (mod r), the C- 
determinantal range is a line segment through the origin. 
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Since the endpoints of a line segment are comers and comers 
are cT-points, the Marcus-Oliveira conjecture is true whenever the C- 
determinantal range reduces to a line segment. 
Recently A. L. Duarte has observed the possibility of applying a theorem 
of Tarski [ll, p. 3351 to prove that dA,(A), the boundary of A,(A), is a 
finite union of algebraic arcs. Assuming the validity of this crucial conjecture, 
it has been proved [7] that aA,( A) is the union of finitely many concave arcs, 
for A, C in a wide class of essentially Hermitian matrices. 
3. von Neumann-Fiedler Techniques 
In 1971, Fiedler [lo] proved that, for A and C Hermitian n X n matrices 
with prescribed spectra CY and y, respectively, 
min.z,<det(A+C) < maxz,. 
(T LT 
Clearly, in the case of Hermitian A, C, the compact connected set Ac( A) 
is a subset of the real line. Since the determinant is continuous and the 
unitary group is compact, this set has a maximum and a minimum. Let 
U = U, in (1) be a unitary matrix for which this minimum is attained. (For 
the maximum a similar discussion applies.) Perturbing U, by a unitary factor 
exp(tS) = Z + tS + ... , for t a real number sufficiently small and S a 
skew-Hermitian matrix, Fiedler proved that A commutes with U,CU,*. Since 
two commuting Hermitian matrices can be simultaneously diagonalized, it is 
easily seen that this commutativity condition implies that the minimum is a 
u-point, and so the desired result, We will return to this discussion. 
These (perturbative) techniques, also used by von Neumann [21], have 
been tried for the case of A, C normal matrices. Before we give an overview 
of the procedures which have been developed, we present the following 
crucial expansion: 
(3.1) Let A, C, S be any n X n complex matrices, t a real number, and 
assume that B = (A + C>-’ exists. Then 
t2 + 
. . . 
2 (2) 
with 
cl = tr B[ S, C] and c2 = i{(tr B[S,C])’ + tr B[S, A]B[S,C]}. 
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Observe that ci and c2 depend on S. In the sequel we assume S 
skew-Hermitian so that exp(S) is unitary. 
By a curue we mean (possibly the image of) the map t c, det( A + C> 
(1 + c,t + c,t2 + ---I, w h ere A, C are as in the definition of Ac( A) and t 
ranges in the real interval (-6, E). Such a curve lies entirely inside A,(A) 
and passes through det( A + C). It is regular if c, # 0. Given ci # 0, it will 
have curvature 0 iff c2 = rci for some real r. If there exists no regular curve 
through z = det( A + C) (e.g., Fiedler’s case), then for all skew-Hermitian 
S, tr B[S, C] = 0. This can be easily seen to imply [A, C] = 0, which in turn 
implies z E Z. Stated in contrapositive form, we have that if .z @ C is a 
support point, i.e., a simultaneous point of dA,( A) and of some closed half 
space containing it, then z must be a regular boundary point. Thus sum- 
marizes all the information provided by the analysis of the first-order term ci. 
While Fiedler was able to draw his conclusive argument from this analysis, in 
more general situations the second-order term must also be taken into 
account. In [7] and [17] th’ p is rocedure has been followed, and the following 
has been proved for A, C certain essentially Hermitian matrices: 
(3.2) Through any of th e regular boundary points z f 0 of dA,( A) 
which is not a a-point there passes a regular curve contained in Ac( A) and 
of curvature 0 in z. 
The following property has been obtained in [I71 for A and C as above: 
(3.3) Each support point .z # 0 of A,( A) either belongs to 2 or has the 
property that there passes a cume through z contained in A,(A) and of 
curvature 0 in z. Moreover, 
&(A) G co(X). 
This states the Marcus-Oliveira conjecture if the boundary of A,( A) does 
not contain 0. If it contains 0, one can invoke [9] to obtain the same 
conclusion. 
4. Aproximability by Unitary Supercompound Stochastic Matrices 
Now we give some notation. By Q,,,+ we denote the set of all strictly 
increasing sequences of m integers chosen from the set [n] = { 1, . . . , n]. For 
any P, v E Q,,,,, X[ p( V] denotes the submatrix of X with rows and columns 
indexed by the elements of p and v, respectively. Given y E W,, n, by p we 
represent the complementary sequence [n] \ EL. For p, v E Q,, n, we define 
6 = 1 if p = v and 0 otherwise. By a cohull sequence we mean a 
s&kence of nonnegative reals summing to 1. 
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For U E ?Y”, A = diag(crr, . . . , cr,,), and C = diag(y,, . . . , y,,), the follow- 
ing expansion holds: 
det( A + WV*) = k c C ocLrV ldet u[ idyllic (3) 
m=O PEQ,,,,, vEQ.-m.. 
where ff@ = n,_ oi. On the other hand, we have 
ct&T=k c c Q;lY” c t, a,, m(V)* (4) 
(TE s, m=O ~=Q,n,n vEQ.-m.. c- 
From (3) and (4) it is clear that the Marcus-Oliveira conjecture is equivalent 
to the following statement: 
(4.1) For all a, y and unitary U, there exists a cohull sequence t,, 
u E S,, such that 
The square matrix of entries ldet U[ plv]l” (sequences lexicographically 
ordered), of size n : m 
( 1 
, obtained from the (n - m)th compound of U by 
elementwise squaring of the modulus of each entry, is obviously a uni- 
tostochastic matrix. In the case n = 3, the use of Birkhoffs theorem in (5) 
leads to the proof of the conjecture [3]. For n > 4 the simple use of this 
classical theorem does not seem to be fruitful. At this point, it seems 
important to investigate the existence of a cohull sequence t, such that 
Obviously the existence of such a cohull sequence implies the validity of the 
Marcus-Oliveira conjecture. 
Notice that (6) only has to do with unitostochastic matrices: the ini- 
tially prescribed cy and y play no role. Taking into account the remarkable 
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parallelism of the coefficients of oPyV in the right- and left-hand sides of (5), 
it has been shown [I51 that: 
(4.2) Zf there exists a cohull sequence t, such that (6) holds for m = 
[n/2], then (6) holds f or all 1 < m < n with the same cohull sequence. 
Unfortunately, for n = 4 a counterexample was found [B] showing that 
such a cohull sequence does not exist. 
In this area the following positive results have been obtained: 
(4.3) There exists a real sequence t, such that (6) holds. 
We observe that (4.3) imp1 ies that if the a-points are collinear, then 
A,( A) is a line segment and so, as already pointed out, the conjecture is true 
(see [14] and [16]). 
(4.4) There exists a cohull sequence t, such that (6) holds for w c {l, 2}, 
Y E Qk, “, with k E {1,2} such that 1 pi = I VI. 
For the proof of (4.4) see [12]. Notice that this result implies the 
validity of the Marcus-Oliveira conjecture in the case of A or C hav- 
ing rank 2 or, more generally, one of the eigenvalues of A or C having 
multiplicity > n - 2. 
5. Representability by Hadamard Products 
For A = diag(cr,, . . . , a,) and C = diag(y,, . . . , yn), we easily obtain 
det( A + UCU*) = det(hoU) det U*, (7) 
where A = [oi + r,] E cnz and 0 denotes the Hadamard (or entrywise) 
product of matrices. This representability of the determinant of A + UCU* 
by Hadamard products led to interesting results related to the Marcus-Oliveira 
conjecture: 
(5.1) For A EJZ/(~), C GYP’(~), there holds 
]det( A + C)) < min iG mFlai + Y~I, fi m?la, + Yj]]. (8) 
I=1 
Equality in (8) occurs if and only if there exists r E S, such that 
m=lai + Yjl = Iai + ?$(j)l> i = l,...,n, 
i 
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Moreover, in this situation, the right-hand side in (8) equals 
(9) 
For the proof of (8) see [20], and for a discussion of equality see [6]. From 
this discussion it is obvious that the bound in (8) is never attained, unless it 
agrees with the bound implied by the Marcus-Oliveira conjecture for the 
modulus of the determinant of A + C: just (9). Whether or not this bound is 
true is, in general, unknown [19]. 
(5.2) Assume A ~_&a), C ~-4’(y) to be such that one of them, say A, 
has two distinct eigenvalues a and b with algebraic multiplicities k and n - k, 
respectively. Then the conjecture holds. 
Next, we present an alternative proof to the original one [16], which is 
much simpler. Recall (71, denote A 0 U by M, and let P = 11, . . . , k}. Using 
the Laplace determinantal expansion for det(A + KU*) (in terms of the 
first k rows), we successively have 
det( A + UCU*) 
= (_l)p+s c det M[ pls]det M[ PIB] 
=Qk,n 
b + all,) c det U[ pls]det U[ pi81 
SEQk,n 
a + %j,) I? (b + ~y,cl,) C det ]U[ P/S]]‘, 
l=k+l SEQlr,” 
which clearly proves (5.2). 
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6. Generalizations 
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In [9] Drury and Cload, using the techniques in [3], proved that for n < 3 
det[tZ - (A + C)] 
where the convex hull is now taken in the affine space of manic polynomials 
with complex coefficients in the indeterminate t. However, for n = 4, (10) 
fails. The following challenging problems stand: 
(a) Does (10) hold for (Y and y real? 
(b) Denote by C(P)(X) th e pth compound of X. Expand the left- and 
right-hand sides of (lo), and consider the coefficients of t P in both polynomi- 
als. For 1 < p < n, is it true that 
P 
tr C(P’( A + C) E co c I-I (%, + %y,(,,) ? 
rEQI,,,, .i= 1 i 
(Notice that p = n the above reduces to the Marcus-Oliveira conjecture.) 
Tn [I51 other problems related to this conjecture are proposed. Certainly, 
one could study all the topics we surveyed in the previous sections for each 
generalization. 
Z would like to thank Professor Graciano de Oliveira for stimulating 
discussions. 
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DISCRETE GROUPS IN NORMED ALGEBRAS 
by SHMUEL FRIEDLAND’ 
Let & be a normed algebra with identity over C with the norm ) * I. That 
is, I . I is a submultiplicative norm of &, and (1) = 1. For any linear bounded 
operator T :d *d we let /lTll = SUP,~,~~ IT( ~11. Associate with an invertible 
element a Ed the following bounded linear operator: 
a^:&? -+&, q X) = axa-’ - X. 
’ University of Illinois at Chicago. 
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Let IY EZZ be a group of invertible elements in d. We then regard r as 
a topological group with the topology induced by the norm. Assume that 
a, b EM are invertible. Set [a, b] = abr~-~b-~. 
In what follows we quote some results proved in [l]. Consider the 
following iterations: 
x,+~ = [a, LX,], n = 0, I,. . . , x0 = b. (1) 
Then lim.,, x, = 1 if one of the following conditions holds: 
lb - 11 < 1 - MI, 
I[u, b] - 11 < 1 - 1141. 
Let (a, b) be the group generated by a, b. The group (a, b) is called 
a-nilpotent if x, = 1 for some n in the iterations given by (1). The following 
theorem can be considered as a generalization of Jorgensen’s inequality [2]: 
THEOREM I. Let & be a normed algebra. Assume that (a, b) is a 
discrete non-u-&potent group. Then the following conditions hold: 
llcill + I[ a, b] - 11 a 1, 
lla^ll + lb - II a 1. 
In particular, 
max(l[u,b] - 11, la - II) > 2 - 6, max(lb - II, la - 11) B 2 - 6. 
Set 
B,(u,r)={x:xExZ,(x-ul<r}. 
THEOREM II. Let A be a normed algebra. Assume that I? is a discrete 
group. Then for any 0 < r < 2 - fi the group generated by the elements 
I? fl B,(l, r) is nilpotent. 
A real involution + : ~2 -+ a? satisfies the conditions 
(au + pb)’ = CXU+  pb+, (ab)+ = btut, 1+ = 1, la+l = Id 
a, b E&, a,/? E c. 
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A complex involution + : .u’ + S’ satisfies the conditions 
(au + pb)+ = F%+ + pb+, (ub)+ = b+a+, 1+ = 1, Ia+1 = Id, 
a, b Ed, a,BEC. 
We say that ti is a normed algebra with an involution if one of the above 
conditions holds. 
Let j Ed be an invertible element. Denote by O(j) cxz the following 
group: 
O(j) = {u,utju =j, a Ed}. 
j is called an isometry if 
ljul = lujl = Id, vu Ed. 
Many classical groups, such as the spinor group and the ( p, q) orthogonal 
groups, are O(j) groups, and j is an isometry for corresponding matrices j. 
THEOREM III. Let AM be a normed algebra with an involution. Assume 
that j is an invertible element and an isomety. Suppose that a, b E O(j). 
Consider the iterations (1). Assume that I(611 < 1. If one of the conditions 
1 
lb - 11 < ((till - 1, 
holds, then lim,,,, x, = 1. Thus, if (a, b) c O(j) is a discrete non-u- 
nilpotent group, then 
1 
lb - 11 > Ila^ll - 1, Ib>bl - 11 2 &, - 1. 
In purticulur, 
m=(l[a,b] - 11, la - 11) a T, max(lb - 11, la - II) 2 7. 
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Here r is the unique positive solution of the cubic equation 
27(1+ 7)” = 1, 7 > 0.2971. 
REFERENCES 
1 S. Friedland and S. Hersonsky, Jorgensen’s inequality for discrete groups in 
normed algebras, Duke Math. J., to appear. 
2 T. Jorgensen, On discrete groups of Mabius transformations, Amer. 1. Math. 
98:739-749 (1976). 
FUNCTION NORMS AND MULTIPLICATIVITY FACTORS 
BY MOSHE GOLDBERG3 
Let & be an algebra over a field IF, where IF = [w or [F = c. As usual, a 
real-valued function S on d is a seminorm if for all x, y in & and (Y in IF, 
S( ax) = IalS( X>> 
S(” + y) =G S(x) + S(y). 
If in addition 
S(x) > 0 for x#O, 
then S is a norm. 
We call a seminorm S multiplicative if 
S(XY) G SWS(Y) for all x, y in &. 
Further, we call a constant (u. > 0 a multiplicativity factor or simply an 
3Department of Mathematics, Technion-Israel Institute of Technology, Haifa 32000, 
Israel. 
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M-factor for S if 
S(XY) =G l-4+(Y) for all X, y in @. 
Clearly, if p,, is an M-factor for S, then so is any p > /_~a. Hence, having 
a seminorm S on &, we ask whether S has M-factors, and if so, whether 
there is a best (least) such factor. 
In the Inaugural Conference of ILAS in Provo, Utah, 1989, we discussed 
M-factors for a variety of norms and seminorms on matrix, operator, and 
function algebras (see for example [I, 2, 5-71). In this presentation we 
continue the process and discuss a more recent effort by Arens, Goldberg, 
and Luxemburg to characterize M-factors for function norms [3, 41. 
Let (T, R, m) be a measure space, where T is a nonempty set, R a 
a-algebra of subsets of T, and m a nontrivial countably additive nonnegative 
measure. Let J? =&T, iI, m) denote the algebra of F-valued In-measurable 
functions on T. 
A mapping 
is called a function norm on J% if for f, g in & and (Y in IF 
p(f) = 0 if and only if f = 0 a.e., 
p(af) = MP(fL 
p(f + g) G f(f) + Pkh 
Ifl < Igl a.e. implies P(f) G P(g). 
Having a function norm p, we identify in d the equivalence classes [f ] 
of functions equal a.e., define 
P([fl> = P(f), f EA> 
and put 
L, = L,(T, 0, m) = ([f I: p([f I) < w). 
Then L, is a linear space, and p is a monotonic norm on L,. 
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With this definition of L, we pose two questions: 
(i> Under what conditions is L, an algebra? 
(ii) If L, is an algebra, what are the M-factors for p? 
In order to relate to these questions, we call our function norm u- 
subadditive if 
Further, we say that f E& is m-essentially bounded if for some y > 0, 
m{t E T : [f(t) 1 > r} = 0. 
Denoting, as customary, by L” = L”(T, CI, m> the algebra of all equiva- 
lence classes of m-essentially bounded functions in M(T, a, m), we can now 
answer our first question as follows: 
THEOREM 1 [3]. Let p be a a-subadditive function norm. Then the 
following are equivalent: 
(a) L, is an algebra. 
(b) L, is closed under squaring. 
Cc) L, G L”. 
In order to answer our second question, we define for f E L”(T, Q, m> 
the La norm 
llfllm 3 inf{ y > 0: m{t E T : If(t)1 > y} = O}. 
Next, we call a set A c 0 is an infinite atom if m(A) = ~0 and for every 
B c CI satisfying B c A, either m(B) = 0 or m(B) = OCJ. Finally, we say that 
our function norm p is saturated if for every set A c CI with 0 < m(A) < a, 
there exists a subset B c A with m(B) > 0 such that the characteristic 
function xs belongs to L,. We can now prove: 
THEOREM 2 [3]. Let (T, Cn, m) be free of infinite atoms, let p be a 
a-subadditive saturated function norm, and let L, be an algebra. Then p has 
M-factors, the best (least) being 
CL = sup{llf Ilm :f E L,, p(f) G 1). 
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One way to determine a function norm on 4 is by means of a Young 
function, which is a mapping 
such that q(O) = 0, cp does not vanish identically, cp is not identically to for 
x > 0, CP is monotone increasing and convex where finite, and p is left- 
continuous. 
Given f EA(T, R, m> and a Young function q, one can show that 
p,(f) = inf 7 > 0. /,q { . (e)drn<l] 
is a u-subadditive function norm on AC The associated space 
Lp = Lv(T, fl, m) E {[f I: P,([f I) < m} 
is then called the Orlicz space generated by p. 
For example, if p, 1 Q p < 03, is fixed, then 
P(X) = xp> x > 0, 
is a Young function whose corresponding function norm is 
,o,(f > = (iIf 1’ dm)“‘. 
So Lp(T, 0, m), the classical LP space, is an Orlicz space. 
If our Young function is given by 
we get 
Pm(f) = Ilf II% 
and so L” = L”(T, Cl, m) is also an Orlicz space. 
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Given a measure space (I’, a, M) and a Young function q, we define the 
nonnegative, independent quantities 
minf 3 inf{m(A) > 0: A E a}, 
L&((P) = sup{x > 0: p(r) < co}. 
With these quantities at hand we can enhance Theorems 1 and 2 as follows: 
THEOREM 3 [4]. Let q be a Young function. Then Lq is an algebra if 
and only if minf > 0 or xd p) < m. 
THEOREM 4 [4]. Let 9 be a Young function, let (T, R, m) be free of 
infinite atoms, and let LQ be an algebra. Then pp has M-factors such that: 
(a> Zf minf > 0, the best Mlfactorfor p,+ is cp-l(l/mi,f>, where 
q+(x) = sup{ y > 0: ‘p(y) <Lx}, x > 0. 
(b) If minf = 0, the best M-factor for pP is XI cp). 
In order to illustrate Theorems 3 and 4, fix p, 1 < p < 00, and consider 
whose corresponding Orlicz space is L”(T, Cl, ml. Since here x,(q) = m, 
Theorem 3 implies that LP is an algebra if and only if minf > 0, and in this 
case Theorem 4 tells us that the best M-factor for 11. lip is 
Now, if T is an interval and m is the Lebesgue measure, then minf = 0. So 
LP is not an algebra. On the other hand, if 
T = Z+= {1,2,3,...} 
and m is the counting measure, then L P = ZP, the space of all sequences 
a = {olj}y satisfying 
IblIp = Clajlp 
i 1 
l/P 
< m. 
1 
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Here minf = 1, so by Theorem 3, ZP is an algebra (a subalgebra of Em). 
Further, by Theorem 4 the best M-factor for II * Ilp is 
cp-yl/mi”f) = (l/mi”f)l’P = 1, 
so 11 *(Ip is in fact multiplicative on ZP. 
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CONTRAGREDIENT EQUIVALENCE AND AN 
APPROACH TO THE JORDAN CANONICAL FORM 
by ROGER A. HORN4 and DENNIS I. MERINO5 
Our terminology and notation is standard, as in [5]: we denote the set of 
m-by-n complex matrices by M,, n and write M, = M,,.; AT denotes the 
transpose of A, and A* denotes the conjugate transpose; the n-by-n upper 
triangular Jordan block with eigenvalue h is denoted by j,(h). 
Let A, C E M,,,. n and B, C E M,, 7R. We say that (A, B) is contragre- 
diently equivalent to (C, D), and we write (A, B) - (C, D), if there are 
4 Department of Mathematics, University of Utah, Salt Lake City, Utah 84112. E-mail: 
rhorn@math.utah.edu. 
5Department of Mathematics, Southeastern Louisiana University, Hammond, Louisiana 
70402-0687. E-mail: fmatl649Bselu.edu. 
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nonsingular X E M, and Y E M, such that XAY-’ = C and YBX-’ = D. 
In [6] we derive a complete set of invariants for this equivalence relation as 
well as an explicit canonical form. 
Wefindthat A,CEM,,, 
only if (A, Ar) - (C, CT> [6, ‘r, 
are complex orthogonally equivalent if and 
emma 121, and they are unitarily equivalent if 
and only if ( A, A*) - (C, C*) [6, Theorem 291. In the special case m = n, it 
is easy to check that (A, I) - (C, I) if and only if A is similar to C, and we 
find that (A, z) - (C, c) if and only if A is consimilar to C [6, Theorem 
301. Thus, contragredient equivalence provides a common generalization of 
four basic equivalence relations. 
The general theory of contragredient equivalence provides new insight 
into complex orthogonal equivalence, and as a result we are able to show [6, 
Theorem 131 that a given A E M, can be factored as A = QS for some 
complex orthogonal Q E M, and some symmetric S E M, (this is the 
algebraic polar decomposition) if and only if one of the following equivalent 
conditions is satisfied: 
(a> (A, Ar) - (AT, A). 
(b) ArA is similar to AAT. 
(c) A = QIATQ, f or some complex orthogonal Qi, Qz E M,. 
(d) A = QA’Q for some complex orthogonal Q E M,. 
Since contragredient equivalence is a generalization of similarity, we were 
curious to see what our construction of a contragredient canonical form [6, 
Theorem 51 reduced to when it was specialized to similarity. We found that 
its key reduction step became the following matrix completion lemma, which 
leads naturally to the Jordan canonical form. The following discussion does 
not rely on anything in [6]. 
LEMMA 1. Let positive integers k, n be given with k < n, and let X,, 
YT E M,,. be such that X,Y E M, is nonsingular. There exists an X, E 
M n_k n such that X,Y = 0 and 
E M, is nonsingular. 
Proof. Since Y has full (column) rank k, we let {tr,. . . , &,_k) C @” be 
a basis for the orthogonal complement of the span of the columns of Y, and 
set X,=[ti .*. .$n_k]*. Then X,Y = 0 and X, has full (row) rank. If 
X = [Xl’ XTIT is singular, then its rows are dependent and there are vectors 
n E ck and 5 E UZnPk, not both zero, such that 
[I ; TX = [7/T (‘1 t1 [ I = 7jTX, + lTX, = 0. 2 
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Then 0 = q*X,Y + lTX,Y = nTX,Y, so 7 = 0, since X,Y is nonsingular. 
Thus, C rX, = 0 and 5 = 0, since X, has full row rank. We conclude that X 
is nonsingular, as desired. n 
Let A E M, be nilpotent, and let k > 1 be such that Ak = 0 but 
Ak-‘#O;if A=O,thenk=Iandweset Ak-‘=I.Let x,y~C=” be 
such that x*AkP1y # 0. Define 
x* 
x, E CA 
I . 1 E Mk.n 
and 
Y= [y Ay .** Ak-‘y] E h’f,,,. 
Since x*Ak- ‘y # 0, the columns of 
* x*Ak-ly 
X,Y = 
X*Ak- 1 
Y 0 I E Mk 
are independent, so X,Y is nonsingular (if k = n, this means Xl is nonsingu- 
ar). Moreover. 
(1) 
and 
AY = YJ[(O). (2) 
If k = n, we have Xl A = J,,(0)X1 and Xl is nonsingular, so J,,(O) = 
Xl AX, ‘. If k < n, Lemma 1 ensures that there is an X, E M, _k, n such that 
X,Y = 0 (3) 
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E M, is nonsingular. 
Set B 3 (X,A)X-’ E Mn_k,n, and partition J3 = [B, A,] with B, E 
M , n_k k and A, E M,_,. Notice that 
X,A = BX= [B, A,] Xl 1 1 x = B,X, +A,X,. (4) 2 
Now use (4) and the identities (3) and (2) to compute 
X,AY = (X,A)Y = B,X,Y +A,(X,Y) = B,(X,Y) 
and 
X,AY = X2( AY) = X2(YJ[(0)) = (X,Y)J,T(O) = 0. 
Since X,Y is nonsingular, we conclude that B, = 0. Thus, (4) simplifies to 
(5) X,A = A,X,, 
and we can use (1) and (5) to compute 
Since X is nonsingular, we have 
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Hence, the given nilpotent matrix A and the block-diagonal matrix C are 
similar; either A, is absent (k = n), or it has size strictly less than that of A 
and (A,)k = 0. 
Application of the preceding argument to A, and its successors (finitely 
many steps) now shows that any nilpotent matrix is similar to a direct sum of 
singular Jordan blocks. 
LEMMA 2. Let A E M, be nilpotent. There exists a nonsingular S E M, 
and positive integers m, k, > I*. > k,,I > 1, such that k, + *** +k,,, = n 
and 
0 
lk,(O) 
0 
. . . 
. . . 
0 
0 
h,(O) 
It is a standard consequence of Schur’s triangularization theorem that any 
complex matrix is similar to a direct sum of upper triangular matrices, each of 
which has only one eigenvalue; see [5, Theorem (2.4.8)] for a proof. 
LEMMA 3. Suppose A E M, has I- eigenvalues h,, . . . , A, with respective 
algebraic multiplicities n,, . . . , n,, n, + ..* +n, = n. Then A is similar to a 
matrix of the form 
T, 0 *** 0 
0 T2 .a. 0 
. . . 
. . . . 
;, (j ..: T, 
(6) 
where each Ti E M,,# is upper triangular with all diagonal entm’es equal to h,, 
i=l ,...,r. 
For a block matrix of the form (6) notice that each Tj - hiZ, is nil- 
potent for i = 1,. . . , r. Lemma 2 guarantees that there exists a nonkingular 
Sj E M 
Ii,(O) en’*. * 
and positive integers m,, i, > a** > i,, 2 1 such that 
@ Jj,(0) = S,(T, - h,Z,i>S;’ = S,T,S; ’ - hiI,,. Hence 
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S,T&i = ],$A,) G3 **. $ ]i,(hi). If we now consider the similarity of (6) 
obtained with the direct sum S, @ **a $ S,, we obtain the desired result: 
THEOREM 4 (Jordan Canonical Form). Let A E M,. There exist positive 
integers m, k,, . . . , k, with k, + **a k, = n, scalars h,, . . . , A,, and a non- 
singular S E M, such that 
Once one has the Jordan form, its uniqueness (up to permutation of the 
diagonal blocks) can be established by showing that the sizes and multiplici- 
ties of the blocks are determined by the finitely many integers rank ( A - hZjk, 
h an eigenvalue of A, k = 1,. . . , n; see the proof of Theorem (3.1.11) in [5]. 
Connoisseurs of the Jordan canonical form will recognize in our argument 
key elements of Ptak’s classic basis-free proof [7]. Other approaches to the 
Jordan canonical form in recent years are [l], [2], [3], [4], and [8]. 
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A CLASS OF LINEAR-PRESERVER 
PROBLEMS AND SEVERAL USEFUL APPROACHES 
by CHI-KWONG L16 
1. Zntroduction 
Linear-preserver problems concern the characterization of linear opera- 
tors L on matrix spaces .4 that leave invariant certain subsets, functions, 
relations, etc. Typical problems are characterizing those L on 4 such that: 
(1) L maps 9 into or onto itself for a given subset of Y of &, 
(2) F( L( A)) = F(A) for all A E& for a given function F on A, or 
(3) L(A) - L(B) if (and only if) A - B for a given relation N on & 
One might also consider those linear operators L on _& such that 
on @jJ L@(A)) = F(L( A)) f or all A E.& for a given transformation F 
This topic has attracted the attention of many authors in the last few 
decades. One may see [15], [6], [12], and [l] for some background. As 
mentioned in the above references, there are many motivations, arising from 
theory as well as applications, for the study of this type of problems. (A few 
more will be mentioned in the appendix.) In this note we describe a general 
class of linear-preserver problems and several techniques that have been used 
to deal with them. Our emphasis will be on a group-theoretic approach used 
recently by D. Z. Dokovid and this author (see [3]). We believe that this 
method has much potential for further development. 
This note can be viewed as a shortcut to linear-preserver problems 
for beginners, and can also be viewed as a followup of [12]. The class of 
linear-preserver problems we describe actually embraces several current 
research topics on such problems mentioned in [lo-121. This treatment gives 
an example of how to unify different linear-preserver problems as described 
in [12]. 
2. Sets, Functions and Relations That are Znvariant under Unitary 
Similarity 
Let J% = M, or q, the complex linear space of all n X n complex 
matrices or the real linear space of all n X n Hermitian matrices. Denote by 
‘Department of Mathematics, The College of William and Mary, Williamsburg, VA 23187. 
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lY the group of all unitary similarity transforms on 4, i.e., r is the collection 
of all linear operators of the form A w U*AU for a fKed unitary matrix U. 
A subset of 9 of .4 is r-invariant if S = L(S) for all 4% E r; a function 
F on J is r-invariant if F( L( A)) = F(A) for all A E& and all L E r; a 
relation N on J is r-invariant if L(A) - L(B) whenever A - B in & for 
all L E r. 
Examples of r-invariant sets are the set of normal matrices M,, the set of 
unitary matrices in M,, the set of (skew-)Hermitian matrices in M,, the set 
of dissipative matrices in M,, and the set of positive (semi)definite matrices 
in M, or&“,. 
Define the unitary similarity orbit of a given matrix A E M, to be the 
set 
Z( A) = { U*AU : U is unitary}, 
Evidently, every r-invariant set can be decomposed as a disjoint union of 
unitary similarity orbits. Thus, in some sense, unitary similarity orbits are the 
building blocks of r-invariant sets. 
Examples of r-invariant functions are the spectrum of A, the spectral 
norm of A, the rank of A, the determinant of A, and the C-numerical range 
of A defined by 
W,(A) = (tr(CU*AU) : U is unitary}, 
where C E M, is a fured matrix. Clearly, F is a r-invariant function if and 
only if F is constant on each unitary similarity orbit. 
Examples of r-invariant relations are: A - B if A and B are (unitarily) 
similar; A - B if A and B commute; A N B if rank A = rank B. 
From the above examples, one sees that there are many common and 
useful matrix concepts that are r-invariant. 
In our discussion, we shall concentrate on the corresponding linear 
preserver problems. It is immediate that the several active research topics on 
linear preserver problems (namely, rank preservers, inertia preservers, linear 
preservers of functions of singular values, linear preservers of numerical 
ranges and numerical radii, etc.) mentioned in [I21 can be viewed as special 
cases of linear preservers of r-invariant sets or r-invariant functions. Fur- 
thermore, some of our problems are related to linear preservers of algebraic 
sets and linear preservers of relations (see [12]>. 
The r-invariant set preservers, r-invariant function preservers, and r- 
invariant relation preservers are interrelated. First of all, given a r-invariant 
set 9 in J? = M, or 4, one can construct a r-invariant function F : d 4 
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(0, 1) defined by F(A) = 1 if and only if A ~9. Conversely, given a 
r-invariant function F on _.&, one can define r-invariant sets 9 = {A E 
J? : F(A) E s) by choosing different subsets Y in the range of F. Suppose 
some disjoint I-invariant sets are given. Then one can define a r-invariant 
equivalence relation by using the sets and the complement of their union to 
be the equivalence classes. 
We shall confine our attention to r-invariant set preservers in the next 
few sections. One can treat the two other types of problems using similar 
ideas. 
3. Some Basic Techniques 
In the following, we describe several useful techniques for treating 
linear-preserver problems (cf. [El>. In particular, it is shown how they can be 
applied to the study of r-invariant set preservers. 
3.1. Determination of the Matrix Form of the Linear Preserver. A 
linear operator L on a matrix space can be represented as a matrix with 
respect to a certain basis of the matrix space. Of course, the “structure” of L 
can be determined by studying the matrix form of L. For example, Marcus 
[14] used this approach to determine the structure of linear operators on M, 
that map the set of unitary matrices into itself. It was shown that with respect 
to the canonical basis {E,,, . . . , E,,, . . . , E,,, . . . , E,,) of M,, either the 
matrix representation of L or the matrix representation of the linear operator 
A * L( A”) is of the form U @ V ‘, where U and V are unitary, and @ 
denotes the Kronecker product. Consequently, L is of the form A ++ UAV 
or A e UA’V. 
The same approach has been used in (i) [16] to show that if L on M,, 
maps the set of rank-one matrices into itself, then it is of the form A ++ MAN 
or A H MA’N, where M and N are nonsingular matrices, and (ii) [17] (see 
also its references) to show that if L on M, maps the set of Hermitian 
matrices into itself, then L is a real linear combination of linear operators of 
the form A ++ S*AS with S E M,. 
3.2. Reduction to other Linear-Preserver Problems. Another common 
approach to linear-preserver problems is to reduce the given problem to 
another one that has been solved. Many such problems have been solved by 
showing that the given linear preserver maps the set of rank-one matrices into 
itself. Then one can apply the result in [16] d escribed in the previous section 
to conclude that the linear preserver is of the form A ++ MAN or A + MAtN 
for some nonsingular M and N. Further conditions on the matrices M and N 
are then deduced, using additional properties of the linear preservers. 
In the following we mention two more examples related to I-invariant set 
preservers using the reduction approach. Recall that the inertia of a matrix 
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A E M, is the integral triple Int(A> = (r, s, t) with r + s + t = n, where 
r, s, t are the numbers of eigenvalues of A with positive, negative, and zero 
real parts, respectively. An inertia class is the collection of all matrices with a 
fixed inertia. There has been a great deal of interest in characterizing those 
linear operators on Zn that map a fixed inertia class into or onto itself, and 
it has been shown that except for a few cases such an operator must be of 
the form A ++ $S*AS or A ++ @*AtS, where S E M, is nonsingular and 
p = fl dep en di ng on whether r = s. For the details we refer the reader to 
the excellent survey by R. Loewy in [l, Chapter 31. Here we would like to 
point out that one useful method to study these linear operators is to relate 
them to rank-nonincreasing maps. 
Very recently, Johnson et al. [7] treated the inertia-preserver problems on 
M,. It was shown that a linear operator on M, maps a fixed inertia class into 
itself must be of the form A ++ as-‘AS + P(trA)I or A e oSIAtS + 
P(tr A)Z, where S E M, is nonsingular and (Y, p E C. One of the key steps 
in the proof is to relate the problem to nilpotent-matrix preservers. 
3.3. Decomposition of the Linear Preseruer. There is one interesting 
technique for linear-preserver problems that is not very well publicized. The 
basic idea of this method is to decompose the given linear preserver L into 
the combinations of other linear operators Li, and then study the properties 
of L,. For example, in [8] it was shown that a linear operator L on M, maps 
the set of normal matrices into itself if and only if either 
(1) the range of L is a subset of normal matrices, or 
(2) there exist a unitary matrix U, a scalar p., and a linear functional f 
such that L is of the form A * pU*AU + f( A)Z or A q pU*AtU + f(A)Z. 
The proof was done as follows: 
Step 1. Decompose L as L, + iL,, where L,(A) = [L(A) + 
L( A*)*]/2. (Notice that this is not the usual Hermitian decomposition of L.) 
Step 2. Show that Li maps the set of Hermitian matrices into itself, and 
satisfies (a) L,(A)L,(A) = L,(A)L,(A) and (b) L,(A)L,(B) = L$B)L,(A) 
whenever A, B E%~ satisfy AB = BA. 
Step 3. Apply the result in [2] on commutativity preservers to get the 
conclusion. 
Notice that the success of this method depends heavily on the fact that L 
induces some nice properties on Li, and there are nice characterizations of 
the linear operators Li. 
Recall that A E M, is dissipative if A + A* is positive definite. Using 
the above technique, one can prove the following proposition. 
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PROPOSITION 1. Let L be a linear operator of M,. The following condi- 
tions are equivalent: 
(a) L maps the set of dissipative matrices into/onto itself. 
(b) L maps the set of positive definite matrices into/onto itself. 
(c) L is a complex extension of a real linear operator on z, that maps the 
set of positive definite matrices into/onto itself. 
Furthermore, if the “onto” condition is satisfied, then L is of the form 
A e S*AS or A * S*AtS for some nonsingular S E M,. 
Proof. It is clear that (cl implies (b), and (b) implies (a). Suppose (a) 
holds. Decompose L as L, + iL, as before. By the hypothesis on L, one 
easily deduces that L, maps the set of positive definite matrices into/onto 
itself. Now suppose L, is not the zero map on q. Let L,(H) be nonzero 
with H E 3. We may assume that L,( H > has a positive eigenvalue; other- 
wise consider -H instead of H. Now for sufficiently large Al. > 0, the 
Hermitian part of L( Z + i PH) equals L,(Z) - pL,( H), which has a nega- 
tive eigenvalue. This contradicts the assumption that L maps dissipative 
matrices to dissipative matrices. Thus L, = 0, and condition (c) holds. 
Finally, if the “onto” condition is satisfied, one can apply the result in [18] 
to get the last assertion. 8 
Since there is no simple characterization of those L on e that map the 
set of positive definite matrices into itself, we are not able to make further 
assertions on the linear operators mapping the set of dissipative matrices into 
itself. 
3.4. Duality Technique. The duality technique has been used heavily 
by N. K. Tsing and this author to deal with linear-preserver problems. The 
basic idea of this approach is to study the linear preserver L and its dual 
transformation L* simultaneously so that both the properties of L and L* 
can be used and a wider range of techniques can be applied. This method has 
been discussed in [U]. In connection with I’-invariant set preservers, we 
would like to point out (see [lo] and [ll]) that a linear operator L on .& 
maps the unitary orbit of C* onto itself if and only if its dual linear 
transformation L* satisfies W,(L*(A)) = W,(A) for all A. [Recall that 
W,(A) = {tl(CU*AU): U is unitary} is the C-numerical range of A.] The 
characterization of these linear operators has only been obtained for normal 
C and rank-one C (see [ll, 13, 91 and their references). 
4. A Group-Theoretic Approach 
Given a r-invariant set 9 in 4, let Au&Y) denote the group of all 
nonsingular linear operators L on .& that satisfy L(Y) = 7. Then clearly we 
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have I c Aut(P’) c GL(&), where GL( > is the group of nonsingular 
linear operators on .H. Suppose we have a complete list of all possible groups 
G satisfying r c G c GL(_&Z’). It is then not difficult to decide. 
(1) whether a group G in the list equals Au&Y) for some r-invariant set 
9, and 
(2) which group G in the list equals Au&Y) for a given r-invariant 
set 9. 
This approach to linear-preserver problems has been used in [4], and was 
further developed in [3]. 
Several remarks are in order. First, given a r-invariant set 9, Au&Y) 
may obviously contain a group that is strictly larger than r. For example, if 9 
is the set of unitary matrices, then Au&Y) contains ri, the group of all linear 
operators of the form A ++ UAV for some fxed unitary U and V; if 9 is a 
fixed inertia class of <, then AU&~) contains r2, the group of all linear 
operators of the form A e S*AS for some fixed nonsingular S E M,; if Y is 
a fixed inertia class of M,, then Au&Y) contains Is, the group of all linear 
operators of the form S -lAS for some fKed nonsingular S E M,. In such 
cases, one would determine the overgroups of Ii in GL(J), i = 1,2,3, in 
order to solve the corresponding linear-preserver problems. In fact, the 
overgroups of rr have been determined in [3]. 
Second, given a r-invariant set of 9, Au&Y’) may obviously possess some 
topological properties. For example, if it is known that Au&Y) is compact, 
then one should determine all compact overgroups of I? in GL(.&); if it is 
known that Au&Y’) is a subgroup of U(J), the group of all unitary operators 
on JZ?‘, then one should determine all the overgroups of I in U(.H>. 
Third, for a given r-invariant set Y’, it is of interest to know whether 
Au&Y) coincides with (1) the semigroup G, of all linear operators L 
satisfying L(P) =9, (2) th e semigroup G, of nonsingular linear operators 
L satisfying L(P) cY, or (3) the semigroup G, of linear operators L 
satisfying L(9) ~9’. If they are different, it would be nice to determine the 
sets G, \ G,, G, \ G,, and G, \ Au@‘). 
Finally, notice that the group-theoretic approach can be applied to 
linear-preserver problems on matrices over other fields or even rings. More- 
over, one may consider other matrix concepts that are r,-invariant for other 
subgroups r, of nonsingular linear operators. 
5. Appendix 
One reason linear preserver problems attract this author is that many 
questions on this topic are very natural and the corresponding answers are 
very neat. (Of course, an ugly solution would not be presented as a theorem.) 
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For example, it is an elementary linear-algebra exercise to show that if L on 
M, is defined by L(A)= MAN f or all A, or by L(A) = MA'N for all A, 
where M, N E M, are fmed matrices satisfying det(MN) = 1, then L is 
a linear operator leaving the determinant invariant. A natural question is 
whether there are other linear operators having the same property. It turns 
out (see [5]> that all linear operators leaving the determinant function 
invariant must be of the above form. This result is quite unexpected, and 
it is very neat. In fact, in the study of linear-preserver problems, it is 
very common to see that the obvious linear transformations are the only 
admissible linear preservers. 
Another reason linear-preserver problems attract this author is that a wide 
variety of techniques can be used to deal with one or more such problems. In 
fact, in the recent years, this author has worked with many researchers on 
different types of linear-preserver problems. Through these collaborations, he 
understands better and learns more about other subjects such as differential 
geometry, algebraic geometry, the theory of norms, the theory of canonical 
forms, system theory, Lie groups and Lie algebras, etc. 
Furthermore, the study of linear-preserver problems is a very nice 
research topic for beginners in matrix-theory research. The author has 
conducted several projects on linear-preserver problems at undergradu- 
ate and graduate levels that led to very successful collaborations. Different 
techniques have been introduced to younger researchers according to their 
background and interest. 
In a conversation between the author and D. Hershkowitz a few years 
ago, Dr. Hershkowitz said that studying linear-preserver problems is like 
digging a gold mine. This author completely agrees with his comment 
and would like to further spread this idea. It would be nice to see more 
interesting problems, deep results, and new techniques on the subject. 
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THE INTERTWINING RELATIONS THAT 
CHARACTERIZE HANKEL OPERATORS AND MATRICES 
by VLASTIMIL PTAK7 
It is a known fact that-in a number of instances-important results 
about an operator may be deduced from the fact that it intertwines two given 
operators. 
This lecture is focused on the intertwining relations that character- 
ize Hankel operators and matrices. There is a parallel (but not essentially 
different) theory for Bezoutian and Loewner matrices; these results are 
briefly mentioned in the second part of the lecture, the main emphasis being 
concentrated on explaining the connections of the theory with the idea of 
‘Institute of Mathematics, Czechoslovak Academy of Sciences, PI&, Czech Republic. 
LISBON 1992 CONFERENCE 825 
lifting and intertwining relations and with methods using infinite matrices to 
obtain deeper insight into the structure of finite ones. 
The starting point of the discussion is the classical characterization of 
(infinite-dimensional) Hankel operators in terms of intertwining relations, the 
Nehari theorem: The L2 space on the circle may be written in the form 
L2=H2+H', the orthogonal sum of H2, the Hilbert space of analytic 
functions, and H! , the complementary space of antianalytic ones. Let P, 
and P_ be the corresponding projection operators. Given a bounded func- 
tion p E L", let M( cp) be the multiplication operator f + cpf; the corre- 
sponding Hankel operator H(p) is the operator on Hz obtained as the 
restriction to H2 of the product P-MC(p). 
The classical Nehari theorem gives the following characterization of a 
Hankel operator: An infinite matrix H interpreted as a linear mapping from 
H 2 into H! is a Hankel operator generated by an L" symbol if and only if 
the following two conditions are satisfied: 
1. H satisfies the intertwining relation STH = HS, where S is the 
(forward) shift operator on H 2. 
2. H is a bounded operator. 
Two questions arise naturally here: 
(1) Is there a Nehari-type theorem for operators H satisfying a more 
general intertwining relation, where the shifts S and ST are replaced by 
arbitrary contractions? The answer is positive. It is surprising, though, that 
condition 2 in the Nehari theorem must be replaced by a stronger one; this 
stronger condition coincides with ordinary boundedness in the classical case. 
The exact statement of the theorem is contained in [B]. 
(2) Instead of relaxing the conditions on the operators intertwined by H, 
we impose stronger conditions on them and expect, accordingly, more precise 
information about the symbol. In particular, this lecture is concerned with the 
problem of characterizing Hankel matrices whose symbol is a rational func- 
tion with a given denominator p. In order to obtain such characterizations we 
introduce some natural modifications-depending on p-of the shift opera- 
tor and investigate matrices that intertwine such operators and their adjoints. 
The notion of compression as a generalization of the notion of a submatrix 
is now explained. As opposed to the dilation theory of Najmark, Sarason, 
Sz. Nagy, and Foias, we adopt a more general attitude which is-in our 
opinion-the more natural one. If S is an operator acting in a space E and if 
E, is a subspace invariant with respect to S, we define the compression of S 
to E/E, as the operator S, acting on E/E,, defined by 
S,Q = QS, 
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where Q is the canonical quotient map E * E/E,,. This more general notion 
reduces to the classical one if E is a Hilbert space and if we identify E/E, 
with the orthogonal complement of E,. 
Our approach to the theory of Hankel matrices is based on the properties 
of the infinite companion matrix of a polynomial. Given a polynomial p 
(manic of degree n), we consider the space H of all polynomials and the 
subspace of all multiples of p. Clearly this subspace is invariant with respect 
to the shift operator S, the operator of multiplication by Z. The quotient 
H/pH may be identified with the n-dimensional subspace of all polynomials 
of degree < n, and the quotient mapping with the remainder operator R 
which assigns to each polynomial u its remainder upon dividing by p. The 
corresponding compression S(p) of the shift operator S satisfies 
S(p)R = RS. 
This relation has a matrix counterpart: in the standard bases the matrix of 
the operator S(p) is the companion matrix C(p) of p. In matrix form, the 
above relation assumes the form 
C( Pm P) = C-Y P)S, 
where C”(p) is the infinite companion matrix of p, the realization of the 
operator R in the standard bases; for its properties and connections with 
Bezoutians see [9]. 
In this manner the companion matrix of p appears as the compression of 
the shift matrix. This observation, together with some related facts, is of 
decisive importance in the study of Hankel matrices compatible with the 
polynomial p. 
The notion of compatibility is based on the following observation. If H is 
an (n, n) Hankel matrix and p a manic polynomial of degree n, p(z) = 
a0 + --- +a,_ l~n-l + zn, then HC( p) is symmetric if and only if 
H,_ l.n+l (ao,...,a,_,,l)T = 0,where H,_I,n+l is thematrix 
ih, h, --a h, ’ 
h, h, -a. h,+l 
Matrices that satisfy these conditions are said to be compatible with the 
polynomial p. The set of all such matrices is denoted by24 p). 
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In particular, matrices of Hankel operators whose symbol is a rational 
function with denominator p belong to the class ti p). 
If a is a polynomial, the Hankel operator H(a(x)/p(x)) is defined as the 
operator which assigns to a polynomial u the first n terms of the negative 
part of the Laurent expansion of [n(x>/~(x)lu(x>. Operators of this type 
H(a/p) may be characterized by the intertwining relation C(pjTH = HS, 
where S is the shift operator. 
This fact, together with the analogous result for finite matrices, may be 
used to illustrate the methods using the infinite companion. The correspond- 
ing finite-matrix result reads as follows: Let m > n, and consider a matrix H 
of type (II, ;ML). Then the following conditions are equivalent: 
1. H represents the restriction of H(a/p) to polynomials of 
degree <m. 
2. H satisfies the intertwining relation 
C( P)~H = HC(q). 
q being any manic multiple of p with deg q = m. 
One of these implications is based on the finite analogy of the relation 
C(p)C”(p) = C”(p)S. If C(p),,, stands for the (n, m> matrix consisting of 
the first m columns of C”(p), then the corresponding relation reads as 
follows: 
cc PM P)7n = Cl P)vLC((?). 
On the other hand, given an (n, m) matrix H satisfying C( pjTH = HC(q), 
define g = HC(q); then C( p)?‘i? = HC(4)Cm(9) = G.5’ and the (n, m> case 
may be used. 
Similar methods may be used to deal with Hankel operators compatible 
with polynomials of degree smaller than the size of the matrix. 
Returning to the problem of characterizing Hankel matrices by means of 
intertwining relations, we introduce formal definitions. 
The set of all matrices intertwining given A and B is denoted by 
Int( A, B) = {X; XA = BX}. 
Let f be a polynomial of degree m < n, and let Z;(f) stand for the family of 
all (n, n> Hankel matrices compatible with f. 
We define S(f >, the set of all intertwining matrices for f, as the set of 
828 
those R for which 
J. A. DIAS DA SILVA 
g(f) c Int( RT, R). 
The set Z,,(f) of all testing matrices for f is defined as the set of those R 
for which 
Int( RT, R) c%(f). 
It turns out that S(f) is a commutative algebra of dimension n and that 
.S’a(f) is the set of all nonderogatory matrices in S(f). 
If R, is a given testing matrix for f, R, E So(f), then every intertwining 
matrix for f may be obtained as a polynomial in R,: every R E .9(f) is of the 
form w(R,) for some polynomial w. If H, is a nonsingular matrix in %f>, 
then fif) = S’(f>H,. In particular, every Hankel matrix compatible with f 
may be obtained in the form H = w( R,)h,. This is a Bamett-type represen- 
tation: indeed, in the classical Bamett formula, R, is the companion matrix of 
f, and H, is a nonsingular triangular Hankel matrix. 
Parallel results may be obtained for the class B”(f) of (n, n> Bezoutian 
matrices. 
We define Bn(f) as the set of all matrices of the form B,(f, g> for some 
polynomial g of degree < n. The results for Bezoutians are obtained by 
making appropriate changes in the statements concerning Hankel matrices. 
The changes to be made consist, in a manner of speaking, in inverting the 
order of R and RT in the statements. In fact, the basic characterization of 
Bezoutians reads as follows: A matrix B of type (n, n) is a Bezoutian B(f, g> 
for some g if and only if 
BR = RTB 
for every R EL%‘(~). Comparing this with the characterization of Hankel 
matrices, we arrive at another explanation of the fact that Hankel and Bezout 
matrices are inverses of each other. 
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THE CORE AND THE PERIPHERAL 
SPECTRUM OF A CONE-PRESERVING MAP 
by BIT-SHUN TAM’ and HANS SCHNEIDER’ 
We shall denote by K a proper (i.e. closed, full, pointed, convex) cone of 
[w”, and by n(K) the set of all n x n matrices A such that AK c K. If 
A E r(K), then we call the set I-l:=“=, A’K the core of A relative to K and 
denote it by core,(A). 
There are two plausible reasons for a study of the core of a cone-preserving 
map. First, Birkhoff 131 g ave an elementary proof of the Perron-Frobenius 
theorem for a cone-preserving map by considering the Jordan canonical form 
of a matrix. His method was later modified by Vandergraft [7] to obtain an 
equivalent condition for a matrix to have an invariant proper cone. Both of 
their proofs start by considering the limit of a convergent subsequence of 
(A’x/IIA’rII)i,N, where A is the cone-preserving map under consideration 
and x is an appropriate nonzero vector in the cone; but any such limits 
belong to the core of A relative to the cone. Second, Pullman [4] made a 
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study of the core of a (square) nonnegative matrix (relative to the nonnegative 
orthant), and succeeded in rederiving the famous Frobenius theorem for an 
irreducible nonnegative matrix. This theorem, as we know, is fundamental to 
the treatment of nonnegative matrices by matrix-theoretic methods. 
Because of the limitation of space, we shall describe only a sample of the 
more important results we have found about the core of a cone-preserving 
map. 
If A is an n X n nonsingular matrix such that A and A-’ both belong to 
m( K ), then we write A E Aut( K ). The following result is fundamental. 
THEOREM 1. lf A E r(K), then core,(A) is a closed, pointed cone and 
AIspancoreK(oj E Aut(coreK( A)). lf K is polyhedral, then so is core,(A). Zf 
K = lL!r (or is a simplicial cone), then core,(A) is a simplicial cone. 
The first part of the above result is known (see [l, Chapter 1, Exercise 
5.161). The second part was established by Pullman [4], and the last part can 
be proved by use of what we call the Fronbenius-Victory theorem (see [6, 
Theorem 3.711, which describes the distinguished eigenvectors of a nonnega- 
tive matrix in terms of its distinguished classes. 
It is natural to ask the following question. 
QUESTION 1. Characterize vectors in core,(A) in terms of A and K. 
If A E n(K), then we call an eigenvalue of A a distinguished eigenvalue 
of A (for K) if there is a corresponding eigenvector, referred to as a 
distinguished eigenvector, that lies in K. It is easy to see that every dis- 
tinguished eigenvector of A that corresponds to a nonzero distinguished 
eigenvalue belongs to core.(A). If we denote by Di the cone genera- 
ted by the distinguished eigenvectors of A’ corresponding to its nonzero 
distinguished eigenvalues, then we have UT= 1 Di c core,(A), because 
core,( A’) = core,(A) for every positive integer i. One can actually show 
that the union of all Di is equal to D, for some positive integer k, but this 
union is, in general, not equal to core,(A). When core,(A) is a nonzero 
polyhedral cone, A will permute the extreme rays of core,(A), and in this 
case core,(A) is equal to D, for some k. The following result summarizes 
what we have found about vectors in core,(A). 
THEOREM 2. Let A E r(K). Then we have 
iGIDi G y (W, C-I K) C core,(A), 
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where the direct sum is taken over all nonzero distinguished eigenvalues A of 
A, and W, denotes the direct sum of all eigenspaces of A corresponding to 
eigenvalues with modulus h. If, in addition, core,(A) is a nonzero polyhe- 
dral cone, then for any positive integer k, D, = core,(A) if and only if k is a 
multiple of the order m of the permutation induced by A on the extreme rays 
of core,(A). 
There are examples which show that, in general, core,(A) is not included 
in the direct sum of generalized eigenspaces of A corresponding to eigen- 
values with moduli equal to some nonzero distinguished eigenvalues. We 
have also found that, for the same A but different invariant proper cones K, 
core,(A) can be quite different in nature. All these results seem to point to 
the conclusion that in general we cannot expect to have a nice answer to 
Question 1. 
In the course of proving Theorem 2, we also obtain the following 
interesting and useful result: 
THEOREM 3. Let A E nm,(lR>. The following conditions are equivalent: 
(a) 0 + p(A) E a(A), and A is diagonalizable (over C>, with all 
eigenvalues having the same mod&. 
(b) There exists a proper cone K such that A E Au6 K > and A has an 
eigenvector in int K. 
(c) There exists a proper cone K such that A E n(K), and for any such 
cone K, A E Aut( K > (and A has an eigenvector in int K ). 
When core,(A) is polyhedral, or even simplicial, by exploiting the 
permutation induced by A on its extreme rays, we are able to find several 
interesting results. We shall describe one such result. Before we do that, we 
need to introduce further definitions. 
Let A E T(K). A nonzero face F of K is said to be distinguished 
A-invariant if AF c F and po < pF for any nonzero A-invariant face G 
properly included in F, where pF denotes o(Alspan r). This concept of a 
distinguished A-invariant face extends the important graph-theoretic concept 
of a distinguished class for a nonnegative matrix as introduced by Victory [8]. 
Now suppose that core,(A) is a nonzero polyhedral cone. Let T* denote 
the permutation induced by A on the extreme rays of core,(A). As a 
permutation, rA can be expressed as a product of disjoint cycles. Let u be 
one such cycle, say of length d. Ch oose a nonzero vector x from a ray in the 
cycle. Then A”x = h”x for some h > 0. Let v = Cf$’ h-‘Air. Then v # 0 
and Av = hv. This vector v is independent (up to positive multiples) of the 
choice of x from a ray in cr, and will be referred to as the distinguished 
eigenvector of A associated with the cycle (T for the eigenvalue h. 
By the peripheral spectrum of a matrix we mean the set of its eigenvalues 
with modulus equal to its spectral radius. 
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THEOREM 4. Let A E 7~( K) b e such that core,(A) is a nonzero 
simplicial cone. For each cycle (T of rA we denote by F, the face of K 
generated by the distinguished eigenvector of A associated with o. Then 
(i) The association (I -+ F, is a bijection between the set of cycles of rA 
and the set of distinguished A-invariant faces of K for nonzero distinguished 
eigenvalues. 
(ii) For any cycle (+ of rA, the eigenvalues in the peripheral spectrum of 
Al span F, are simple, and are exactly pF, times all the d, th roots of unity, 
where d, is the length of u. 
Besides many lemmas, we need the following known result (see [2, 
Theorem 21 in order to establish part (ii) of Theorem 4: 
Let A E rr(K), where K is polyhedral. Then every eigenvalue in the 
peripheral spectrum of A is equal to p(A) times a root of unity. 
We are interested in finding equivalent conditions for core,(A) to 
be polyhedral or simplicial, in view of the many results we have found. How- 
ever, as many examples can illustrate, this question seems intractable in the 
general case. To make further fruitful investigations, we modify our question 
as follows. 
QUESTION 2. Characterize all real matrices A for which there exists 
a proper cone K such that A E Z-(K) and core,(A) is polyhedral or 
simplicial. 
A real matrix A is said to satisfy the Perron-Schaefer condition if 
p(A) E a(A) and v,<A) =G VP(A) (A) for every h that lies in the peripheral 
spectrum of A. It is known that an n X n real matrix A leaves a proper cone 
of R” invariant if and only if A satisfies the Perron-Schaefer condition (see 
[5]). In terms of the peripheral spectrum, we are able to answer Question 2 
completely. 
THEOREM 5. Let A E %R,,(R). Then there exists a proper cone K such 
that A E rr( K) and core,(A) is polyhedral if and only if A satisfies the 
Perron-Schaefer condition and every eigenvalue in the peripheral spectrum of 
A having the same index as that of p(A) is equal to p(A) times a root of 
unity. 
THEOREM 6. Let A E %G2,(lR) with p(A) = 1 and satisfy the Perron- 
Schaefer condition. Let S be the multiset of eigenvalues in the peripheral 
spectrum of A with index equal to vl( A), the multiplicity of each number 
being equal to the number of corresponding blocks in the Jordan form of A of 
order v,(A). Also, let T be the multiset of eigenvalues in the peripheral 
spectrum of A for which there are corresponding blocks in the lordan form of 
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A of order less than ul( A), the multiplicity of each number being equal to the 
number of such blocks. For each positive integer vn, denote by Z, the set of 
all m th roots of unity. Then there exists a proper cone K of R” such that 
A E rTT( K) and coreK( A) is simplicial if and only if there is-a (possibly 
empty) multisubset T of T such that the multiset union of S and T is the same 
as the multiset union of certain Z,‘s. 
To illustrate the condition of Theorem 6, consider a 7 X 7 real matrix 
A with Jordan form J2(1) @ J1(l) $ Jz( - 1) @ Jz( - 1). In this case 2 = 
(1, - 1, - 1) and T = {l}. The condition is satisfied, because if we take T to 
be T, then S U T = Z, U Z,. 
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SOLVING HOLOMORPHIC MATRIX 
EQUATIONS f(X) = A THEORETICALLY 
by FRANK UHLIGi’ 
1. Introduction 
The problems of finding (e.g.1 a matrix square root, the natural logarithm, 
or a solution matrix X with sin X = A for a given complex square matrix 
A are governed by the same theoretical principle. Assume that A has the 
lo Department of Mathematics, Auburn University, Auburn, Alabama 36849-5310. 
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eigenvalues a, and the Jordan normal form JA = P-iAP. If f is a holomor- 
phic function defined on Df c C and if f( X> = A, then f(P-‘XI’) = JA. Let 
X have the Jordan normal for Jx = diag(K,) where each K, is a Jordan 
block for an eigenvalue x, of X. Then f(X) is similar to diag(f( K,)). Note 
that each f(Ke> has the form 
F(x,) f’( x,) fq .-* 
.- fY-4 
2! 
f ‘( XF) 
0 f(xe) 
Clearly the Jordan form of diag(f( K,)) must be JA if f(X) = A. Hence each 
eigenvalue x, of X must be a scalar solution of f(x,> = a, for a proper 
ordering of eigenvalues x, of X and ai of A. And moreover the Jordan 
structure of each block f( K,) must conform to the partial Jordan structure of 
JA for the corresponding eigenvalue ai of A. What precisely is the Jordan 
normal form of the upper triangular Toeplitz matrix f(K,)? If f’< xe) # 
0, then the nilpotency order and the rank of f(K,) - f( x,)1 equals its 
size minus 1 and f( K,) . IS similar to the Jordan block J<f(xe>, dim K,). If 
f’< x,) = 0, and f” (x,) # 0, th en the nilpotency order and rank will drop by 
one, and consequently f( K,) will have a Jordan normal form consisting of 
two Jordan blocks for f(xe> of sizes differing by at most one: 
> [ 
dim K, 
x, > ~ 
2 
. 
This process continues in a similar fashion if f’( x,) = f” ( xe) = 0 and 
f”‘(x,) # 0, giving rise to three Jordan blocks in the Jordan normal form of 
f( K,), again differing in size by at most one. 
Thus in theory-in theory, because one cannot compute Jordan normal 
forms numerically-the solvability of matrix holomorphic equations f( X) = A 
is governed by the derivative behavior off at scalar solutions x, of f(xe> = ai 
for the eigenvalues a, of A and by the given Jordan structure of A for its 
eigenvalues a,: The number of Jordan blocks for a, and their difference in 
size must conform to the “derivative order” of f at the scalar solutions x, of 
f(xe> = ui. Here we define the order of the lowest derivative off that is not 
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I 
1 if f’( 2.) # 0, 
’ 
i(f, 2) = 2 
if f’(Z) = **a =f(i-‘)( z) = O and f(“( z) # 0 
forsomei E {2,3,...}, 
m if f”‘(Z) = Oforeveryi E {1,2...), 
where upper (i) denotes the ith derivative. 
Thus solving matrix holomorphic equations f(X) = A is an inverse 
problem: Given A with its eigenvalues a, and corresponding Jordan blocks, is 
it possible to find scalar solutions x, of f(xe> = ai with the proper derivative 
order i<f, x,) to make f(X) h ave the same Jordan structure as A? 
2. General Solvability 
We shall formalize the introductory remarks in the following sections; 
detailed proofs and further references are given in [l]. Let A E cnXn. 
A matrix X E a=“’ n will be called a solution of the matrix equation 
f(X) = A iff the spectrum o(X) of X lies in the domain Dr of f, 
and f(X) = A. A solution of X of f(X) = A will be called a polynomial 
solution iff X = p(A) for some polynomial p E C[ xl. 
The set of all solutions of f(X) = A will be denoted by S<f, A), the set 
of all polynomial solutions of f< X) = A will be denoted by S,<f, A), and the 
set of all diagonalizable solutions will be denoted by S,( f, A). Thus 
S(f, A) = (X E @“X”la(X) C Dr and f(X) = A), 
S,(f, A) = {X E S(f> A) (X=p(A)forsomep~@[x]}, 
S,(f> A) = {X E S(f> A) 1 X is diagonalizable} . 
The splitting of the Jordan block _ f(X,> mentioned in the introduction is __ _ 
governed by 11, Theorem 2.91: 
THEOREM 2.1. Let X E Cnxn be similar to a Jordan matrix of the form 
diag[f,,(N,),...,J,~x,)] > 
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where x1,. . . , x, E Dr are not necessarily distinct. Then f< X> is similar to 
where for every k E (1, . . . , r} the following relations hold: 
zk = min{i(f, xk), nk}, nk = nkl + ‘.. +nki,, 
Clearly the nature of the problem allows for a direct-sum decomposition 
of A. 
Our remark on the matching that is necessary for the Jordan chain for one 
eigenvalue of A and the derivative order of f at scalar solutions leads to the 
formal solvability condition [l, Theorem 3.31: 
THEOREM 2.2. Let A E Cnx “. The matrix equation f( X ) = A possesses 
a solution if and only if A is similar to a Jordan matrix of the form 
JA = diag[j, D], where’ J or D may be void, D is diagonal, and for every 
a E cr( D), there exists x E Df such that f(x) = a, and ] has the form 
where a,, . . . , a,. E C are not necessarily distinct andfor every k E 11, . . . , r}, 
nkl 2 ... > nki, > nkl - 1, 
and the scalar equation f(x) = ak possesses a solution xk such that ik = 
midi(f, xk), nk}, 
3. Applications to Polynomial Solvability 
Polynomials play a key role in matrix theory and linear algebra. Due to 
the Cayley-Hamilton theorem, every holomorphic function f(X) in a matrix 
X is in fact a polynomial in X. 
We define n(a, A) as the size of the largest Jordan block for the 
eigenvalue a of A. Then the following result classifies the matrices A and 
holomorphic functions f that admit polynomial solutions X = p(A) for the 
equation f( X> = A [I, Theorem 6.51. 
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THEOREM 3.1. Let A E Cnx”. Then S,<f, A) # 0 if and only if for 
every a E o( A), there exists x E S(f) a) such that 
n( a, A) = 1 or f’(x) Z 0. 
This leads to a nice counting result on the number of polynomial 
solutions, [l, Theorem 6.61. 
COROLLARY 3.1. Let A E @” Xn. Let aI, . . . , a, E C be the distinct 
eigenvalues of A. For every k E (1, . . . , s}, let 
R = S(f7ak) if n(ak, A) = 1, 
k {X E S(f,ak>lf’(x) + O] $ n(ak, A) > 1. 
Then, with the convention 0. w = 0: 
(b) S,<f, A) # 0 - R, Z 0, . . . , R, z 0. 
(cl IS,(f, A)t < ~0 - S,<f, A) = 0or Ifill,..., lR,I < 00. 
(d) Zf A is diagonalizabb, then IS,(f, A)1 = IS(f, al>l-*- IS(f, a,>l. 
From the above condition for polynomial solvability it is obvious that 
nonpolynomial matrix solutions can exist only if there exist solutions and if 
min{i(f,xk,), nk,} > 1 or if there exist multiple counterimages for a multiple 
eigenvalue of A. Hence [l, Corollaries 7.2, 7.3, 7.41: 
COROLLARY 3.2. Suppose f is injective. Then for every n E {1,2, . . . } and 
for every A E CnXn, S(f, A) = S,<f, A). 
COROLLARY 3.3. Let A E Cnx” be cyclic. Then S<f, A) = S,(f, A). 
COROLLARY 3.4. Let A E Cnxn b e za d’ g onalizable and such that S(f, A) 
is not empty. Then S<f, A) = S,<f, A) ifand only iffor every a E o(A), a 
is a simple eigenvalue of A or there exists x E C such that S(f) a) = {x) and 
f’(x) # 0. 
4. Applications to Diagonalizable Solutions 
From our introductory remarks linking the Jordan structure of A and that 
of solutions X of f(X) = A, it is clear that diagonalizable solutions X 
can only exist if the matrix A is diagonalizable itself. In fact we have [l, 
Proposition 8.1, Corollaries 8.5, 8.61: 
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PROPOSITION 4.1. For A E C”“’ the following three assertions are 
equivalent: 
(a> S,<f, A) Z 0, 
(b) A is diagonalizable and S<f, A) # 0, 
(c) A is diagonalizable and for every a E (+( A), S(f, a> + 0. 
It turns out that S,<f, A) will b e a set of commutative matrices in certain 
cases: 
COROLLARY 4.1. Let n > 2, and let A E C"' * be such that S,( f, A) # 
0 (see Proposition 4.1). Let a,, . . . , a,, E @ and I’,., E 62:“’ be such 
that A = PA diag[a,, . . . , a,] Pi1. Then the following three assertions are 
equivalent: 
(a) S,<f, A) is commutative. 
(b) For evey a E a( A), a is a simple eigenvalue of A or IS(f, a)1 = 1. 
cc> S,<f, A) = II’, diag[r,, . . . . XJ PilIx, E S<f, a,), . . . . x, E S(f, 
a,)). 
COROLLARY 4.2. Let A E Cnx” -be such that S,<f, A) # 0. Let 
a,, . . . , a, E C be the distinct eigenvalues of A. Then 
I S,(f) A) I = I S(f) 4 I*-* IS(f> a,s) I 
if SD<f, A) is commutative, and IS,(f, AI = ~0 if S,<f, A) is not 
commutative. 
[See Corollary 4.1 for conditions equivalent to SJf, A) being 
commutative.] 
5. Applications to m th Matrix Roots and Matrix Logarithms 
The matrix equations that have been studied the most in our context must 
be the equations 
f(X) =X” =A and g(X) =eX=A. 
These two equations differ essentially in their derivative orders: 
i(f,O) = m, and i( f, x) = 1 for x # 0, 
while 
i(g, x) = 1 for all x. 
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Hence a natural-logarithm matrix X with ex = A can only exist for a matrix 
A that has nonzero eigenvalues, i.e. for an A that is nonsingular [l, Corollary 
3.81. And a nonsingular matrix A will likewise always have an mth root for all 
m. But the problem of mth matrix roots gets more complicated if A has the 
eigenvalue zero [l, Corollary 3.71: 
THEOREM 5.1. Let A E CnXn and let m E {1,2,. . .I. Then A possesses 
an mth root in Cnx” if and only if A is nonsingular or A is similar to a 
Jordan matrix of the form 
diag[Jn,I(0):...‘l~,m(O), . . . > In,,(o)>. . ,Jn,,,(0), O,,]]) 
where ] is a nonsingular ]ordan matrix, p, r E {O, 1,. . .>, and for every 
k E (1,. . . , ~1, 
Of course, questions about real solvability immediately come to mind; for 
answers we refer to [l, Corollaries 4.7, 4.81 for mth roots and [l, Corollary 
4.91 for the logarithm. Polynomial-matrix mth roots and logarithms are also 
completely understood [l, Corollaries 7.8, 7.91: 
THEOREM 5.2. Let A E C”‘* and m E {2,3, . . . } be such that A pos- 
sesses an m th root. Then eve y m th root of A is a polynomial in A ifl A is 
cyclic. 
THEOREM 5.3. Let A E CnXn be nonsingular. Then every natural 
logarithm of A is a polynomial in A iff A is cyclic. 
As regards diagonalizable mth roots and logarithms of a matrix, since 
Ed = ez+2k?ri for each k E Z, there are infinitely many diagonalizable natural 
logarithms of a nonsingular matrix that admits a diagonal logarithm. The mth 
roots can be explicitly counted if A is diagonalizable and S, is finite [l, 
Corollary 8.91: 
THEOREM 5.4. Let m E {1,2,. . . }. Suppose that f(z) = zm for every 
z E @. Let A E Cnx n be diagonalizable and such that S,<f, A) is finite. 
Then 
( S,( f, A) 1 = mnp m”‘t(Oz *),
where mult(0, A) = 0, if 0 P a( A), and otherwise mult(0, A) is the alge- 
braic multiplicity of 0 as an eigenvalue of A. 
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Our final quotations deal with the case that all mth roots or natural 
logarithms of A are diagonalizable [l, Corollaries 9.2, 9.31: 
THEOREM 5.5. Let m E (2,3, . . .}, and let A E C”“’ be diagonalizable. 
Then all the m th roots of A are diagonalizable if and only if mult(O, A) < 1. 
THEOREM 5.6. Let A E Cnx” be nonsingular. Then the following three 
assertions are equivalent: 
(a) All the natural logarithms of A are diagonalizable. 
(b) The matrix A possesses a diagonalizable natural logarithm. 
(c) A is diagonalizable. 
REMARK. This synopsis introduces and summarizes only a part of the 
results obtained in [l]. There a bibliography of over 50 items from Cayley 
(1857) on is given. Another useful reference for this topic is Chapter 6 in [2]. 
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TWO CONJECTURES ON PERMANENTS 
by FUZHEN ZHANG,i’ JINGWEI LIANG,l’ and WASIN Sol3 
Let A 8 B denote the Kronecker product of A and B, and A 0 B denote 
the Hadamard product of A and B if they have the same order. Throughout 
this note we assume that A and B are positive semidefinite Hermitian 
n- and m-square matrices respectively. 
In 1966, Marcus [5] obtained the following inequality: 
(g(fi’ (per A)m(per B)” < per( A Q B). 
“University of California, Santa Barbara, CA 93106.3080. Supported in part by an NSF 
grant via R. C. Thompson. 
I2 Petroleum University in Beijing, China. 
-131MA, University of Minnesota, Minneapolis, MN 55455. 
LISBON 1992 CONFERENCE 841 
In 1981, Ando [l] showed a stronger inequality 
m-( (-$)‘“, ( $)n)(perA)..(perB)n < per(A Q B). (2) 
With the different assumption that A and B are both nonnegative matrices, 
Brualdi [2] in 1966 proved that 
(per A)m(per B)” < per( A 8 B). (3) 
We now propose the following 
CONJECTURE 1. Let A and B be positive semidefinite Hermitian n- and 
m-square matrices respectively. Then 
(per A)m(per B)” < per( A @ B). (4) 
Recall a conjecture of Chollet 131, which has been open for ten years: If A 
and B are both n-square positive semidefinite Hermitian matrices, then 
per(AoB) <perAperB. (5) 
We naturally raise the question of whether the following inequality holds or 
not. 
CONJECTURE 2. If A and B are n-square positive semidefinite Hermitian 
matrices, then 
[per( A0 B)]” < per( A @ B). (6) 
Certain special cases have shown support for the conjectures. 
If A and B are both of order 2, a .direct computation verifies the 
inequality (4). If A = Jn, B = Jm, th e matrices with all entries equal to I, 
then (4) follows from Brualdi’s result. 
A special case of (4) has b een conjectured by Pate in [6]: If M is an 
m-square positive semidefinite Hermitian matrix, then 
(k!)“(perM)k < per(Jk @ M). (7) 
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The case of k = 2 has been settled, namely 
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2m(perM)2 i per E E . 
( 1 
(8) 
It is easy to see that the above conjectures can be reduced to the cases 
of correlation matrices, which are, by definition, the positive semidefinite 
Hermitian matrices with main-diagonal entries equal to 1. If, in addition, 
A or B happens to be of rank 1, then (4) becomes (7), and (6) is trivial. 
Now we discuss a slightly more complicated case. 
Let C be the permutation matrix obtained from the identity matrix by 
putting the first row on the bottom, i.e., 
C= 
Let 
0 I 0 *** 0 
0 0 1 ..- 0 
. . . 
. . . 
0 0 ;, . . . ; 
1 0 0 --. 0 
or 0 In-1 
i 1 10’ 
and denote C$BC, by B,, s = 0, 1,2,. . . , n - 1, where B, = B, C, = I,. 
THEOREM 1. If A and B are n-square positive semidefinite Hermitian 
matrices. then 
Proof. First, it is well known that A 0 B is the principal submatrix of 
A 8 B in the [(i - 1)n + i]th rows and columns, 1 < i < n. 
Noticing that 
A@ B,=A@ (C;‘BC,) = (I@CT)(A@ B)(Z@CC,), 
we see that the A 8 B,‘s are principal submatrices of A @ B that have no 
overlapping rows and columns. Therefore we have an n2 X n2 permutation 
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matrix P such that 
‘AoB * 
AQ B, 
PT(A @ B)P= 
\ 
and then 
per(A 8 B) z 
> “,n$ [per( A0 Ql”, 
by a theorem of Lieb [4]. 
REMARK. per( A 0 B,) may be strictly less than pel( A 0 B). For example, 
talking 
then per(A Q B) = 1 + i, but per(A 0 C*BC) = 1 + k. 
THEOREM 2. If B = (bij) is a positive semidefinite Hermitian matrix 
with the form 
then 
a a, i =j, 
i.e., bij = b, i <j, 
k i >j, 
[per(AoB)]“<per(A@B). 
Proof. We show that per( A 0 B,) = per( A 0 B) for any s. 
Let 
B= 
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where B, has order n - s and B, has order s, and suppose b = Ible’“. Then 
where Jst stands for the s X t matrix with all entries equal to 1, simply 
denoted by Js when s = t. Thus 
=per(AoB). n 
By the way, it is easy to see that if M is a e-square positive semidefinite 
Hermitian matrix, 
(k!)2(per M)k f per(Jk Q M), 
which can also be obtained by a direct computation or (3). 
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