To increase the number of wireless devices, e.g., mobile or IoT terminals, cryptosystems are essential for secure communications. In this regard, random number generation is crucial because the appropriate function of cryptosystems relies on it to work properly. This paper proposes a true random number generator (TRNG) method capable of working in wireless communication systems. By embedding a TRNG in such systems, no additional analog circuits are required and working conditions can be limited as long as wireless communication systems are functioning properly, making TRNG method cost-effective. We also present some theoretical background and considerations. We next conduct experimental verification, which strongly supports the viability of the proposed method.
Introduction
Random number generation is a crucial aspect for many forms of secure communications, since it is indispensable in cryptosystems, which have their security based on the assumption that the numbers are truly random. Some shortcomings have been found in the practical application of these types of security systems due to insufficient randomness. The digital signature algorithm (DSA) is an example requiring random numbers for every signature. For this algorithm the secret key can be recovered after a few signatures when using a pseudorandom number (PRN) generator [1] . Even DSA private keys of SSH hosts can be obtained to some extent because of insufficient signature randomness [2] . Considering these circumstances, statistical randomness alone is not enough and unpredictability is necessary. Compared with a PRN generated deterministically from a seed number, a true random number (TRN) is nondeterministic; therefore, from the viewpoint of security, a TRN is preferable. Accordingly, the source of the TRN is an important practical issue based on both cost and performance.
True random number generator (TRNG) methods that use a noise source are mainly classified into three categories [3] , including (1) direct amplification, (2) oscillator sampling, and (3) discrete-time chaos. Method (1) amplifies unpredictable noise and compares it with an appropriate threshold to determine whether to assign it with a 0 or 1 at the time of sampling [4] . Due to the necessity of wide-band amplification by analog circuits, method (1) requires additional analog circuits. These circuits are rather expensive. Method (2) latches jittery output from a fast oscillator with a slow clock, whereas method (3) magnifies the uncertainty of noise using nonlinear analog mapping and positive feedback. Compared with methods (1) and (3), method (2) has merit based on the cost because it can be integrated with signal processing circuits and performs well against 1/f noise and amplifier offset [5] .
For small IoT terminals, e.g., wireless sensors and RFIDs, TRNGs should have less impact on hardware and power consumption because of poor resource in such terminals. Efforts to minimize impacts associated with hardware have been found to have succeeded in improving circuit implementation in accordance with methods (1) and/or (2) . A previous study [6] shows a TRNG from thermal noise by 3 µW power consumption, even after cancelling unpreferable components, e.g., DC offset or slowly varying noise. The method used therein is based on method (1) although a latch is used instead of a direct amplifier to sample the noise. These latch-based TRNGs are a variation of method (1) . Similar TRNG methods based on thermal noise are found in previous research [7] wherein feedback circuit has been used insted of operational amplifier and comparator. Aiming at RFIDs, which require less power consumption and less hardware complexity, Balachandran et al. [8] exploited a jittery 320 kHz internal clock to sample the RF signal used for 900 MHz RFID systems. As an additional circuit, noise buffer was introduced to give the jitter to the internal clock. With other supplemented components, the circuit comsumes only 440 nA. This method generates a 3-bit TRN at a time to prevent RFID collision. In previous research [5] , not only anticollision with a few bits of the TRN, but secure communication is also realized at a cost of 1.04 µW using a postdigital processor.
Another approach makes use of some hardware that are originally equipped in target terminals. A previous study [9] employed a visible spectrum measured by an image sensor as a random source, another research [10] employed accelerometers for an RNG. Other sensors and input devices, e.g., microphone, magnetometer, gyroscope, keyboard, mouse devices, are also candidates that capture a randomness [11] . This approach requires measurements and processing, and it may consume more battery and time. However, it may not require additional circuits depending on the terminal. An important component of the wireless terminal is the radio frequency (RF) module because it is necessary for the device to serve its intended purpose. TinyRNG [12] exploits bit errors in wireless links as a random source. Latif et al. [13] used the fluctuation of a received signal strength indicator, the shortcomings of which were later identified by Hennebert et al. [14] and improved it by incorporating a link quality indicator. However, these methods still require additional measurements and processing, which consumes battery and time for a TRNG.
The RF module is typically composed of a signal amplifier, local oscillator and an analog-to-digital converter (ADC) for digital demodulation. Although the amplifier is referred to as a low-noise amplifier since the high gain is sufficient for amplifying weak radio waves, noise is usually contained in the signal after the ADC. With respect to wireless link, signal detection is realized by combating against noises. In other words, wireless devices contain a considerable amount of noise.
This paper proposes to exploit the noise contained in the received signal after the ADC to enhance TRNG performance. Unlike conventional methods [12] - [14] which require additional signal measurements and processing, our method exploits discarded data at physical layers in wireless communication links. It is therefore likely to be efficient and has a higher TRNG throughput according to the sampling rate of the physical layer. Experimental evaluations show that the proposed scheme performs well compared with conventional schemes for wireless mobile terminals.
The reminder of this paper is organized as follows. Section 2 presents a feature and a model of thermal noise for the conventional TRNG method (1), which becomes a contrast to our proposed TRNG scheme. Section 3 presents the theoretical background and the concept of the proposed TRNG method, which is depicted with system configuration and theoretical evaluation in Section 4. In Section 5, the feasibility of the proposed method is experimentally verified with a software defined radio (SDR) device. Section 6 concludes this paper.
Conventional TRNG uses MSB of noise source
For conventional TRNG methods using thermal noise, the noise level determines the random number. Therefore, in such methods, unpredictable components should be dominant in the noise. However, in general, the noise usually brings unprefereble components such as 1/f noise, AC line noise, and so on. In a previous study [3] , the noise model shown in Fig. 1 was used to compare the randomness of TRNG methods (1)-(3) when the source comprised unpreferable components. In Fig. 1 , PRNG refers to a Gaussian pseudo-RNG, and n A (t) Figure 1 : Noise model for TRNG method evaluation in [3] . means coupling sinusoidal noise. n P (t) follows Gaussian distribution, and its power spectrum takes the general form presented in Fig. 2 .
The corner frequency f co depends on the implementation technology. It has been reported that the f co is on the order of a few tens of herts for JFETs and a few tens to hundreds of kilohertz for MOSFETs [15] . In particular, for MOSFETs with a width of a few hundred microns and a bias current of a few hundred micro-amperes, f co closes to 1 MHz [16] .
Next, n P (t) is divided into a thermal noise component n T (t) and a flicker noise component n F (t). Let their power spectra be N T (f ) and N F (f ), the shape of which is shown in Fig. 2 .
Previous research [6] has reported that the latch-based method cancels unpreferable components to generate highly random numbers and is capable of mitigating the influence of n F (t) and n A (t) as much as possible to purify the thermal noise for the TRNG.
Characteristics of Lowest Siginificant Bit in Wireless Signal
This section discusses how the noise component behaves after the ADC in single component, x(t) and y(t) , particularly at the lowest significant bit (LSB) of the noise component. This discussion can be applied to both components in the same manner because their statistical properties are effectively the same. As a representative of a single component, y(t) is used in this section.
Wireless channel noise
The RF signal detected by a receiver comprises not only the transmitted component but also the noise term. Let the detected signal be r(t). The transmitted component and noise term are u(t) and n(t),respectively. The noise term n(t) comprises thermal noise n T (t) and other miscellaneous components n O (t), e.g., interference and shot noise. When represented as an equation,
Note that some interference could be considered white Gaussian when it comes from a large number of interfering stations, for example, in Wi-Fi or cellular systems. Part of other noises generated due to hardware errors may also behave like thermal noise; however, such noises are supposed to be depressed as much as possible for better signal detection in wireless communication. Additive white Gaussian noise (AWGN) is usually assumed in static wireless channels, which follows Gaussian distribution with a flat power spectrum [21] .
Flicker noise referred to as 1/f noise, could occur especially in direct conversion receivers which convert the received RF signal to the baseband without intermediate frequency (IF) conversion. In contrast, in SiGe or BiCMOS circuit implementation, which eases 1/f noise, or in wide-band communication systems, whose bandwidths are larger than f co , the 1/f noise becomes less effective [16] . Low frequency noise is deemed less effective in super-heterodyne receivers, IF and RF sampling receivers referred to as SDRs.
Wireless channel model
In a receiver, the received signal is divided into two components. In the case of coherent detection (Fig. 3) , r(t) is decomposed into in-phase and quadraturephase components with the reference of a recovered carrier. Likewise, in incoherent detection, there exist two components, which are orthogonal with respect to each other, and a similar model can be applied. Let the carrier frequency be f c and the carrier be cos(2πf c t). Then, r(t) can be expressed as follows:
The first term on the right side of the equation is the in-phase component (ICh), and the second term is the quadrature-phase component (Q-Ch). These components contain noise.
In communication theory, the baseband signal can be depicted by the complex number form of x(t) + jy(t), which is referred to as the equivalent low-pass signal [21] (p.155). In principle, the real components x(t) and y(t) are statistically the same. Due to some hardware errors or phase noise in the recovered carrier, IQ imbalance may occur; however, its effect is generally so small that it is considered negligible.
In Fig. 3 , both components are quantized as x Q and y Q , respectively, with q bits each, and supplied to a digital demodulator to recover the transmitted information.
In the following subsections, we discuss how the noise component behaves after the ADC in x(t) and y(t), particularly at the LSB of noise component.
As mentioned at early part of this section, y(t) is used as a representative of a single component there.
Quantizing at ADC
The signal y(t) is sampled at a frequency f s and quantized with q bits, with a quantizing width of d. Let y be the sample value, and y Q be its quantized symbol. Then, as shown in Fig. 4 , y Q = ⌊y/d⌋, which is correct as long as y(t) is in the ADC range. When y(t) is out of range, y Q is clipped, where y Q = 0 when y ≤ 0, and y Q = (2 q − 1) when y exceeds the limit. Here, y(t) is assumed to be within the ADC range, which is usually a necessary condition for correctly receiving the wireless signal. 
Ideal distribution
Let the LSB of y Q be Y , then Y can be expressed as follows:
By dividing the analog sample value y into the noise term n required for TRNG and the other term s, y can be expressed as y = s + n. Here, n is an unpredictable component containing thermal noise at least, which follows Gaussian distribution. Other unpreferred component for TRNG is s, which comprises at least a modulated signal from the desired transmitter for communication purpose.
When the analog modulus signalỹ = y mod 2d is defined, it can also be expressed as follows:
With a sufficiently small d value, the modulus noise termñ is uniformly distributed in [0, 2d) [22] . Then, as shown in Fig. 5 , it is understood thatỹ also follows a uniform distribution regardless ofs. Therefore, the following equation holds with respect to the following probability density function (PDF) p( ):
Realistic distribution
Assuming that d is not necessarily small and n follows zero-mean Gaussian distribution with a standard deviation σ, this subsection clarifies the deviation for the probability of Y ∈ {0, 1} from 1/2. At first, the PDF ofñ with the quantization width d, pñ(ñ, 2d), is formulated as follows 1 :
Its outline is shown in Fig. 6 as 2d = 3.0. The conditional probability of sign Y , i.e., p(Y |s), is expressed as follows: Figure 6 : Overview of pñ(ñ, 2d = 3) at σ = 1.
Let the deviation from equal probability 1/2 be ∆(s, 2d) as follows:
Therefore,
The outline of ∆(s, 2d = 3) as 2d = 3 is shown in Fig. 7 , and the deviation of ∆(s, 2d = 3) is dependent on s. Considering that the other term s represents a transmission signal or 1/f noise, s seems time-invariant in the sampling period 1/f s . Therefore, we evaluate the deviation as its worst (largest) value, which appears whens = d ± d/2. Then, the largest deviation ∆ ′ (d/σ) can be expressed as follows:
The outline depicted in Fig. 8 shows, for example, the deviation is less than 0.01 when the quantizing width d is equal to the standard deviation of thermal noise, σ. When d/σ is less than 3/4, the deviation is around 10 −4 or less.
From the viewpoint of communication theory, sinces is considered as quantizing noise, its distribution is considered uniform, i.e., p(s) = 1/(2d). Therefore, on long-time average, the total deviation is expected to be 0 so that Y becomes 0 or 1 in equal probability. 
Entropy
In contrast to the well-known Shannon entropy, which is considered to be average unpredictability, minimum entropy is the smallest unpredictability of outcomes, which is described as follows:
This is shown in Fig. 9 . It is more than around 0.8 bit when d/σ ≤ 1.5.
Neighbor bit correlation
To explain neighbor correlation, here the sample number is introduced with subscript notation. For example, the i-th sample of y is written as y i . Then Figure 9 : Theoretical min-entropy for single channel.
neighboring symbol correlation ρ of y is expressed as follows:
In Eqn. (9), it is assumed that s and n are not correlated each other and are 0 on average. Moreover their neighbor symbol correlations are 1 for s and 0 for n. This equation indicates that there is a general autocorrelation in the input signal to the receiver. Next we consider a neighbor bit correlation of the generated random number sequence. Because Y is 0 or 1, the averageȲ is equal to the squared averagē
The deviation of Y is expressed as follows:
Expectation of the product between neighbor bits is expressed as
Since the correlation between neighboring symbols s is 1, following formula holds:
where δ D is Dirac's delta function. Next,
Therefore, the neighbor bit correlation R is as follows:
These equations indicate the existence of a neighbor bit correlation in the sign Y sequence ifs varies slowly and p(Y ) is not a perfect 1/2. The maximum of |R| is then estimated, which is given by the distribution ofs, ps(s), such that
From the graph shown in Fig. 10 , maximum |R| is less than 10 −4 as d/σ ≤ 1.0.
Out of range case at ADC
As discussed previously, the input analog signal is assumed to be within the ADC input range. If it is out of the range, the maximum or minimum values are output as a quantized signal. When this occurs to a substantial degree, the characteristics of the LSB can become unpreferable with respect to randomness. In this case, the signals cannot be correctly received at the terminal. Then, in general, wireless systems are supposed to prevent the terminal from initiating the communication because it does not receive the system information necessary 4 Proposed TRNG Scheme Figure 11 shows the functional location of the proposed TRNG in a wireless system, wherein DUP/SW is a duplexer or switch utilizing a single antenna for both transmission and reception, with RX being the receiving circuit, TX serving as the transmission circuit, and proc. representing the information processor. As mentioned previously, a wireless terminal is required to receive the signal from the base station prior to its transmission in general wireless systems because it should get system information and/or permission to transmit from the network side. It is sufficient for the TRNG to work during the reception process at the terminal. 
System concept

Configuration
The proposed scheme utilizes a part of the communication circuit for the TRNG in which d/σ might not be small depending on the input signal level. To cope with this situation, the proposed scheme uses an XOR operation between X and Y (i.e., Z = X ⊕ Y ) as shown in Fig. 12 . It is known that the XORed sequence Figure 12 : Configuration for TRNG.
between independent binary sequences has better randomness [9] especially on a balance of logical 0 and 1. Due to the principle of independency between I and Q components, X and Y are also independent each other, therefore Z is expected to have better frequency on 0 and 1. Even with the clipping case when the input level is high, the balance of 0 and 1 at the sequence on Z will not collapse so much because simultaneous saturation on both the I and Q components rarely occurs.
Random number average
As mentioned previously, the I and Q components are ideally supposed to be independent. However, from a practical standpoint, it is worthwhile to study the effect of the correlation between both components on random number Z, because the independency may not be perfect due to certain hardware errors. Let the joint probability p(X, Y ) be defined as equations in Table 1 . In Table 1 : Joint probability with correlation parameter, r Table 1 , ∆ i = ∆(s i , 2d),s 1 ands 2 are other modulus components in I-Ch and Q-Ch, respectively. The term r determines the correlation between X and Y . When r = 0, there is no correlation between X and Y .
Then, the following equations hold:
Therefore, the correlation between X and Y is nearly 4r.
The probability of Z can be expressed as follows:
Therefore, the maximum deviation of Z is improved, compared with that of Y given by Eqn. (7), as follows: 
Entropy evaluation
The estimated minimum entropy is as follows: 5 Experimental Verification
Experimental system
With a multipurpose receiver, the feasibility of the proposed scheme is verified in this section. This receiver outputs the sequences of x Q and y Q in Fig. 3 to a PC. The experimental system in Fig. 15 comprises a signal generator outputting a simulated version of the desired signal for communication, two closely located antennas for transmission and reception in a shield box, and a multipurpose receiver. The primary conditions are summarized in Table 2 . The receiver adopts a super-heterodyne configuration wherein the signal is sampled at an IF band having a center frequency of 3.57 MHz, which is then converts to I and Q baseband components using digital processing.
As a desired signal, the PN9 sequence is used with QPSK modulation whose symbol rate is 128 kbps. Its center frequency is assumed to be the 920 MHz band which is used for telemeters, telecontrols, and data transmission facilities in Japan [26] The sampling frequency is 256 Ksample/s, assuming that there At the receiver R820T working AGC, output characteristics have been observed as a function of input level. The purpose is to verify the deviation of the random number Z, which is dependent on the circuit gain.
Full bit characteristics
To confirm the gain characteristics of the experimental configuration, the relationship between the output level P out of the transmitter and the average square of quantized symbols was determined. For reference, a case of no desired signal, i.e., P out = −∞, is also measured. The amplifying gain is an important parameter for a TRNG, so as to gather the noise component. The receiver automatically controls the gain to adequately amplify the input signal within the ADC range. When the input signal level is high, the gain becomes low. Subsequently, the noise might be depressed and d/σ becomes high, therefore, the randomness of the generated random numbers might be worse. In case that the input signal level is considerably high, the terminal cannot receive any signal correctly, so it is usually not permitted to transmit new messages. In such case, the TRNG is not necessary to work. Figure 17 plots the deviation of quantized sample values, |x Q | 2 + |y Q | 2 , when the RF output varies. Because of 8-bit ADC for each channel, its maximum value is 2 7×2 = 16384. According to this figure, the quantized signal becomes saturated as P out ≥ −20 dBm. Therefore, the case of P out < −20 dBm is crucial in which the following examinations should be passed. 
Minimum entropy evaluation
Based on NIST 800-90B [29] , we also evaluate the generated random number sequence. As previously discussed, the sequence is ideally assumed to be independent and identically distributed (IID), with adequate gain control and negligible errors. Thus, it should be verified with the IID assumption test. We also estimate the minimum entropy with non-IID assumption through various methods [29] . The IID assumption test comprises 11 permutation tests and 3 chi-square statistical tests. The evaluation results show that the IID assumption is rejected with type I error probability of 0.001 in a permutation test when P out ≥ −20 dBm. Similarly, for P out < −20 dBm, the estimated minimum entropy is at around 0.93, but for P out ≥ −20 dBm, it declines to around 0.7. According to Table 7 of a previous study [9] , the minimum entropies of conventional methods are estimated to be in the range 0.47 to 0.93. Based on this, our results are considered satisfactory.
NIST statistical test
The NIST statistical test comprises 15 test items for evaluating randomness of random sequence [30] Parameters of block length defined in the test are set as shown in Table 4 so that all values are in recommended ranges. The measured sequence was divided into five streams. Each stream was 1,024,000 bits long and the statistical test was performed every stream. For 12 specific examination tests whose results are not too long to be displayed, the results are summarized in Table 5 . The pass rate 4/5 means that the test has finally passed through 5 streams when 4 or more streams have passed the test item.
As for Table 5 , the successful ratio is 5/5, except for 2 points, one of which is a "Cumulative Sums" test at P out = −40, while the other is an "FFT" test at P out = −∞ dBm. Among all 15 tests, only the case of P out = −10 dBm exhibits failure. The failed test occurred at one of the 148 templates in a "non overlapping template test," wherein only 3 streams have passed among 5 streams. As a result, the test failes at P out = −10 dBm and passes at P out ≤ −20 dBm. 
Conclusion
The conventional TRNG using the MSB of the noise level should exclude predictable components as much as possible. In contrast, this paper proposes a TRNG method based on the LSB of the noise level for terminals in wireless systems. We discussed the method with a theoretical AWGN model and evaluated its minimum entropy with several statistical tests from a practical perspective with a general receiver.
The proposed method is suitable for embedding in wireless terminals due to few additional circuits and processing. Not only user terminals but also wireless sensors or small IoT terminals for machine-to-machine communications are examples of preferable applications of the proposed method. The results of NIST statistical tests and min-entropy estimation displayed reasonably good performance unless the received signal exceeded the saturation level. When the input signal level is considerably high (which may occur intentionally), the signal will be distorted at the receiver and cannot be demodulated. In this case, as a general operation in wireless communication systems, the terminal will not transmit renewed information (i.e., the terminal does not need a random number under the degraded conditions of the proposed TRNG scheme). These results show that the proposed TRNG scheme is reasonably effective and efficient.
