Abstract. We discuss several adaptive mesh-refinement strategies based on h-h/2-error estimation. This class of adaptive methods is particularly popular in practise since it is problem independent and requires virtually no implementational overhead. We prove that, under the saturation assumption, these adaptive algorithms are convergent. Our framework applies not only to finite element methods, but also yields a first convergence proof for adaptive boundary element schemes. For a finite element model problem, we extend the proposed adaptive scheme and prove convergence even if the saturation assumption fails to hold in general.
Introduction
Let H be a real Hilbert space with scalar product · , · and associated energy norm ||| · |||. Given a right-hand side F ∈ H * , we aim at a numerical approximation of the unique solution u ∈ H of u , v = F (v) for all v ∈ H. (1) To that end, let X ℓ be a finite-dimensional subspace of H, which in many applications is based on a triangulation T ℓ of some physical domain. Let u ℓ ∈ X ℓ be the corresponding Galerkin solution, obtained by solving the finite-dimensional linear system u ℓ , v ℓ = F (v ℓ ) for all v ℓ ∈ X ℓ . (2) Throughout, the index ℓ ∈ N 0 := {0, 1, 2, . . . } denotes the step of an adaptive algorithm, and associated quantities are discrete and numerically computable.
The h-h/2-error estimation strategy is a well-known technique for the a posteriori estimation of the error in the energy norm |||u − u ℓ |||: Let T ℓ be a uniform refinement of T ℓ and let X ℓ be the associated finite-dimensional subspace of H with corresponding Galerkin solution u ℓ ∈ X ℓ . Then, the h-h/2-error estimator
is a computable quantity which, under suitable conditions, can be used to estimate |||u − u ℓ |||. Using the Galerkin orthogonality relation,
we infer that η ℓ is always efficient, that is,
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is equivalent to the saturation assumption |||u − u ℓ ||| ≤ C sat |||u − u ℓ ||| with some uniform constant C sat ∈ (0, 1). (6) This equivalence is readily verified using the relations C rel = (1 − C 2 sat ) −1/2 and C sat = (1 − C −2 rel ) 1/2 . To state our adaptive algorithm, we additionally assume that µ ℓ (T ) is a computable quantity which (at least heuristically) measures the local error between the exact solution u and a discrete solution u ℓ ∈ X ℓ on an element T ∈ T ℓ . These so-called refinement indicators are then used to steer the adaptive mesh-refinement. To link the refinement indicators with η ℓ , we assume that
with ℓ-independent constants C 1 , C 2 > 0. The adaptive algorithm then reads as follows: Algorithm 1. Let an initial triangulation T 0 with associated discrete space X 0 and an adaptivity parameter θ ∈ (0, 1) be given. For ℓ = 0, 1, 2, . . . do the following:
(a) Compute discrete solution u ℓ ∈ X ℓ . (b) Compute refinement indicators µ ℓ (T ) for all T ∈ T ℓ . (c) Stop, if u ℓ is sufficiently accurate (e.g., µ ℓ resp. η ℓ is sufficiently small).
(d) Otherwise, choose a set M ℓ ⊆ T ℓ of marked elements such that
(e) Refine at least the marked elements T ∈ M ℓ , generate a new mesh T ℓ+1 and an associated discrete space X ℓ+1 , increase the counter ℓ → ℓ + 1, and go to (a).
Note that Algorithm 1, in practice, yields nestedness X ℓ X ℓ+1 of the discrete spaces. We denote by X ∞ the closure of ∞ ℓ=0 X ℓ in H. Then, X ∞ is a Hilbert space and thus there is a unique solution u ∞ ∈ X ∞ of u ∞ , v ∞ = F (v ∞ ) for all v ∞ ∈ X ∞ . (9) As a consequence of Céa's Lemma we obtain the convergence u ℓ → u ∞ as ℓ → ∞ with respect to the energy norm ||| · |||. In general, however, the adaptive algorithm may lead to X ∞ H, so that this convergence does not imply u ∞ = u.
We say that Algorithm 1 is convergent if, and only if, u ℓ → u as ℓ → ∞. In this sense, convergence of an adaptive algorithm has first been proven in [5] , where also the marking criterion (8) is introduced. The latter work considered the residual error estimator for a P1-finite element discretization of the Poisson problem, and it is assumed that data oscillations on the initial mesh are sufficiently small. In [11] , the resolution of the data oscillations is included into the adaptive algorithm. The convergence analysis is based on reliability and the so-called discrete local efficiency of the residual error estimator, which relies on an interior node property for the local refinement. The main idea of the convergence proof then is to show that the error is contractive up to the data oscillations. Cascon et al. [4] recently presented a new convergence proof under weaker conditions. They showed that a weighted sum of error and error estimator satisfies a contraction property without requiring (discrete local) efficiency of the estimator. In all of the cited works [4, 5, 11] , the focus was on residual-based error estimators for conforming finite element schemes.
Our contribution adapts the arguments from [4] to prove that the saturation assumption (6) yields convergence of the adaptive algorithm based on the h-h/2-error estimator. Besides the adaptive finite element method (AFEM, Sec. 2), our argument applies to boundary integral formulations and yields a first convergence proof for the adaptive boundary element method (ABEM, Sec. 3). In the case of the finite element method, we combine our arguments with ideas from [11] to show that the h-h/2-based version of AFEM leads to convergence even if the saturation assumption fails to hold in general (cf. Sec. 2.6). Numerical experiments in Section 4 conclude the work.
Finite Element Method

Model Problem.
We consider the elliptic model problem
Here, Ω is a bounded Lipschitz domain in R 2 . The boundary Γ is split into a Dirichlet boundary Γ D and a Neumann boundary Γ N which satisfy Γ = Γ D ∪Γ N as well as Γ D ∩Γ N = ∅. Moreover, we assume that Γ D has positive surface measure |Γ D | > 0 so that (10) admits a unique weak solution. The energy scalar product of the weak formulation of (10) reads
and the right-hand side is given by
where ds denotes integration along the boundary. In particular, the energy norm reads |||v||| = ∇v L 2 (Ω) . We consider the lowest-order Galerkin scheme, where T ℓ is a regular triangulation of Ω in the sense of Ciarlet and where
To fix notation, N ℓ denotes the set of nodes of T ℓ , and E ℓ denotes the set of edges of T ℓ . Moreover, E N,ℓ denotes the set of all edges, which belong to the Neumann boundary Γ N . The local mesh-width h ℓ ∈ L ∞ (Ω) is defined by h ℓ (x) = diam(T ) for T ∈ T ℓ and x ∈ interior(T ). Moreover, h ℓ (x) = diam(E) if x belongs to the relative interior of an edge E ∈ E ℓ . Finally, P p (T ℓ ) denotes the space of all T ℓ -piecewise polynomials of total degree ≤ p, and
2.2. Mesh-Refinement. The essential point in the analysis below is that all sons T ′ ∈ T ℓ+1 of a marked element T ∈ M ℓ also belong to the uniform refinement T ℓ of T ℓ . We therefore generate both meshes T ℓ+1 and T ℓ by the same refinement strategy with respect to the marked elements M ℓ and M ℓ := T ℓ , respectively.
Our mesh-refinement is a variant of the newest vertex bisection algorithm (cf. Figure 1 ), using an edge-based formulation: For a marked element T , we mark all of is edges for refinement. To avoid hanging nodes and to ensure regularity of the refined triangulation, we then proceed recursively: If any edge of an element T ′ is marked for refinement, we also mark its reference edge. This recursion necessarily terminates after finitely many steps with the result that, for each element in which at least one edge is marked for refinement, the reference edge is marked as well. We then proceed with the refinement rules for newest vertex bisection shown in Figure 2 .
However, to guarantee the saturation assumption, we use bisec 5 (T ) instead of bisec 3 (T ) if an element is marked for refinement, cf. Figure 1 . We refer to [6] and the following section for the fact that uniform bisec 5 -refinement asymptotically yields the saturation assumption, whereas bisec 3 does not.
We stress that refinement rules based on newest vertex bisection ensure the inclusions X ℓ ⊂ X ℓ+1 ⊆ X ℓ ⊂ X ℓ+1 , which are crucial in our analysis. We remark that almost all mesh-refinement strategies will yield X ℓ ⊂ X ℓ+1 and X ℓ ⊂ X ℓ . However, the inclusions X ℓ+1 ⊂ X ℓ ⊂ X ℓ+1 may be violated. For instance, they fail in general for the popular red-green-blue refinement strategies [14] .
2.3. Saturation Assumption. In [6] , it is stated (without a proof) that the saturation assumption (6) holds for the homogeneous Dirichlet problem (10) with Γ D = ∂Ω, if T ℓ is obtained by uniform red-refinement of T ℓ and if data oscillations are sufficiently small. Here, red-refinement means that each triangle T ∈ T ℓ is divided into four similar son triangles T 1 , . . . , T 4 ∈ T ℓ . The notion data oscillations is understood as
where ω ℓ,z := T ∈ T ℓ : z ∈ T is the patch of a node z with respect to T ℓ and where
f dx denotes the patch-wise integral mean of f . For Γ N = ∅ and with bisec 5 replacing red-refinement, an analogous result is already contained in [11] , although not stated explicitly; compare Equation (14) below and [11, Lemma 4.2] . For the mixed boundary value problem (10), we sketch the proof of the saturation assumption for the convenience of the reader. Proposition 2. Let T ℓ be obtained by uniform bisec 5 -refinement of T ℓ , and let u ℓ ∈ X ℓ and u ℓ ∈ X ℓ be the corresponding Galerkin solutions to (10) . Then, there exists a constant C sat ∈ (0, 1) such that
where the data oscillations are defined by
for some λ > 0 with C 2 sat = C 2 sat + λ < 1, then the saturation assumption (6) is satisfied. Sketch of Proof. To prove (14), we consider the residual-based error estimator [14] 
with local contributions
, where [·] denotes the jump over an interior edge E ∈ E ℓ . It is well-known that ̺ ℓ is reliable,
and locally efficient up to oscillation terms,
. The proof of (18) goes back to Verfürth [13] and is obtained by use of appropriate bubble functions. First,
follows by use of the element bubble b T ∈ P 3 (T ) ∩ H 1 0 (T ). Second, for an interior edge E ∈ E ℓ , let E = T ∩ T ′ and denote by ω E = T ∪ T ′ the corresponding edge patch. Then, by use of the edge bubble
Third, for a Neumann edge E ∈ E N,ℓ with corresponding element T ∈ T ℓ , using again the edge bubble b E ∈ P 2 (T ) with b E | ∂T \E = 0, one shows that
Using the triangle inequality and (19)- (21), one obtains (18).
In all of the three estimates (19)- (21), the term ∇u on the right-hand side stems from the weak form (1) applied with the properly weighted bubble functions v ∈ {b T , b E }. It has already been observed by Dörfler [5] that one may use the hat function v = b E ∈ X ℓ for the midpoint of an edge E ∈ E ℓ instead of the edge bubble function. This allows to use the Galerkin formulation (2) for X ℓ instead of the continuous variational form (1) and leads to ∇ u ℓ instead of ∇u in (20)-(21). Finally, it was noticed in [11] that one may use the hat function v = b T ∈ X ℓ which corresponds to the interior node of bisec 5 (T ) instead of the element bubble, cf. Figure 1 . This leads to ∇ u ℓ instead of ∇u in (19). With these two observations, one can therefore use Verfürth's proof to verify the local discrete efficiency
for all T ∈ T ℓ , even with the same constant as in (18). Summation over all elements T ∈ T ℓ results in
since each element T ∈ T ℓ is at most counted three times. Now, we are in a position to verify (14) : The combination of (17) and (23) yields
With C := 3 C 2 eff C 2 rel , the Galerkin orthogonalities for X ℓ and
ℓ . Thus, a further application of the Galerkin orthogonality yields
and concludes the proof with C 2 sat = (C − 1)/C.
Refinement Indicators.
In this section, we discuss the refinement indicators
as well as
2 denotes the L 2 -projection onto the T ℓ -piecewise constant fields, and I ℓ : C(Ω) → X ℓ denotes the nodal interpolation operator. Since Π ℓ is even the T ℓ -piecewise orthogonal projection and ∇u ℓ ∈ P 0 (T ℓ ) 2 , it holds that
Together with the best approximation property of the Galerkin solution u ℓ ∈ X ℓ , this provides the global estimates
The following proposition states the converse inequalities.
Proposition 3.
There is a constant C 3 ≥ 1 which only depends on the smallest interior angle in T ℓ such that
In particular, the error estimators η ℓ , µ ℓ , and µ ℓ are equivalent in the sense of (7).
Proof. Let C ∞ denote an upper bound on the norm of the interpolation operator I ℓ in the W 1,∞ -semi-norm, valid in each element T ∈ T ℓ , more precisely, we require
We note that, for rectangular elements, C ∞ = 1. It is clear that, in general, the constant is bounded only in terms of the mesh quality. Furthermore, we note that our refinement strategy yields a uniform constant ρ > 0 so that |T ′ | ≥ ρ|T | whenever T ′ is a son of T . Let v be an affine function defined on T with gradient ∇v = Π ℓ u ℓ , then
This establishes (28) with
2.5. Convergence of AFEM under the Saturation Assumption. We first prove convergence of the adaptive finite element scheme, based on the refinement indicators µ ℓ (T ) from (24).
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Theorem 4. Suppose that we use the indicators µ ℓ (T ), defined in (24), in Algorithm 1. Under the saturation assumption (6) and for any choice of θ ∈ (0, 1), there are constants κ, γ ∈ (0, 1) such that
satisfies the contraction property
In particular, it holds that lim
Proof. Application of the triangle inequality yields
where we have used orthogonality of Π ℓ+1 in the final estimate. According to the meshrefinement rule from Section 2.2, and since ∇u ℓ is constant on the six sons
Moreover, T ℓ+1 -piecewise orthogonality of Π ℓ+1 yields
Finally, Dörfler's marking strategy (8) provides
The combination of the three foregoing observations reads
with ̺ := 1 − θ < 1. For any δ > 0, Young's inequality thus proves
To abbreviate the notation, we define e ℓ := |||u − u ℓ ||| 2 and E ℓ := |||u ℓ+1 − u ℓ ||| 2 as well as e ℓ := |||u − u ℓ ||| 2 and
is obtained by refinement of T ℓ it holds that X ℓ X ℓ+1 , and therefore, Galerkin orthogonality implies that e ℓ+1 + E ℓ = e ℓ . Similarly, since X ℓ X ℓ+1 , we also have e ℓ+1 + E ℓ = e ℓ . With this notation, the last inequality can be rewritten as
where C δ = (1 +δ −1 ). The additional term E ℓ will appear for the adaptive boundary element schemes discussed below, hence we already include it in our present analysis.
We now choose δ > 0 such that (1+δ)̺ < 1. Next, we choose γ ∈ (0, 1) such that γC δ ≤ 1. Then, Galerkin orthogonality and choice of γ prove
Note that so far only the last term on the right-hand side is contractive. Therefore, we choose an additional parameter β > 0 with β + (1 + δ)̺ < 1 and write
Recall that the saturation assumption (6) is equivalent to the reliability (5) of the h-h/2 error estimator η ℓ . Thus, the equivalence (7) 
Remark. Note that, in view of (34) and (1+δ)̺ < 1, the error quantity ∆ ℓ is monotonically decreasing, i.e. ∆ ℓ+1 ≤ ∆ ℓ , even if the saturation assumption fails to hold.
Remark. We stress that only the estimator reduction (33) depends on the precise mathematical setting as well as on the refinement indicators chosen. The remainder of the proof works in a general framework so that we shall only verify (33) in the following, whenever we aim to prove convergence by verification of a contraction property for some error quantity.
Next, we observe that the previous theorem also implies convergence of the µ ℓ -based AFEM. We stress that the following result is weaker than Theorem 4 in the sense that the latter provides a contraction property (31) for some error quantity ∆ ℓ = |||u − u ℓ ||| 2 + |||u − u ℓ ||| 2 + γ µ 2 ℓ which then necessarily satisfies lim ℓ ∆ ℓ = 0. In contrast, the following result only states lim ℓ ∆ ℓ = 0, where
The contraction property of ∆ ℓ is only proven for sufficiently large θ ∈ (0, 1). This, however, seems to be suboptimal: We stress that θ = 1 generically leads to uniform mesh-refinement, whereas small θ ≪ 1 yields highly adapted meshes.
Theorem 5. Suppose that we use the indicators µ ℓ (T ) defined in (24) in Algorithm 1, and assume that the saturation assumption (6) holds. Then, for any choice of θ ∈ (0, 1),
Provided that θ ∈ (0, 1) is sufficiently large, there are constants κ, γ ∈ (0, 1) such that the weighted error quantity
Proof of Theorem 5 (Convergence). From (28)-(29), we infer
with some constant C 3 ≥ 1. Therefore, µ ℓ -based Dörfler marking (8) with constant θ ∈ (0, 1) implies µ ℓ -based Dörfler marking with constant θ = θ/C 3 ∈ (0, 1), namely
Therefore, Theorem 4 implies that lim ℓ |||u − u ℓ ||| = lim ℓ |||u − u ℓ ||| = 0 = lim ℓ µ ℓ . From the equivalence of µ ℓ and µ ℓ , we obtain lim ℓ µ ℓ = 0.
Proof of Theorem 5 (Contraction Property).
A scaling argument with respect to T ℓ and continuity of I ℓ+1 onto the finite dimensional space X ℓ+1 provide some constant C 5 > 0 with
The triangle inequality thus yields
Copying the proof of Proposition 3 verbatim, we obtain a constant C 6 such that
and in particular,
From µ ℓ (T ) ≤ µ ℓ (T ), we thus infer
The refinement strategy gives
The combination of the latter two estimates proves
where the final estimate follows from the Dörfler marking, cf. (32). We assume that θ ∈ (0, 1) is sufficiently large to guarantee ̺ = C 2 6 (1 − θ) < 1. Using the same notation as in the proof of Theorem 4, we obtain the estimator reduction (33) with
From a conceptual point of view, it seems more natural to consider the local contributions η ℓ (T ) of η ℓ = ||| u ℓ − u ℓ ||| -instead of µ ℓ (T ) -for marking in step (d) of Algorithm 1. We stress, however, that an adaptive algorithm will usually return u ℓ instead of u ℓ since |||u − u ℓ ||| ≤ |||u − u ℓ |||. One advantage of µ ℓ and µ ℓ from (24) over η ℓ (T ) now is that we do not need to compute the coarse-mesh solution u ℓ ∈ X ℓ . Instead, Π ℓ (∇ u ℓ ), for instance, can simply be computed in linear complexity by
Remark. Although numerical experiments give evidence that the steering of Algorithm 1 by η ℓ (T ) leads to a convergent adaptive scheme, we did not succeed to prove convergence for arbitrary but only for sufficiently large θ ∈ (0, 1).
For example, closely following the proof of the contraction property in Theorem 5 one can show that, if (1 − θ)C 2 6 < 1, then the combined error quantity
satisfies a contraction property.
2.6. Convergence of AFEM without the Saturation Assumption. In this section, we include the resolution of the data oscillations into the adaptive algorithm. With
we consider
By use of Proposition 2, we will show that this estimator enforces the saturation assumption to hold. The following theorem states convergence of the ζ ℓ -based version of AFEM.
Theorem 6. Suppose that we use the indicators ζ ℓ (T ) defined in (40) in Algorithm 1. Then, for any θ ∈ (0, 1), there is a constant γ ∈ (0, 1) such that the combined error quantity Proof. Note that the data oscillations satisfy
In particular, the data oscillations are monotonically decreasing. With the same arguments as, e.g., in the proof of Theorem 4 above, we thus obtain the estimator reduction
with ̺ = 1 − θ/2, for all δ > 0. Arguing as above, we find γ ∈ (0, 1) such that Z ℓ is monotonically decreasing, i.e. Z ℓ+1 ≤ Z ℓ . Moreover, the saturation assumption
in the ℓ-step implies contraction Z ℓ+1 ≤ κ ℓ Z ℓ for some κ ℓ ∈ (0, 1), which depends on C ℓ and which satisfies κ ℓ → 1 if and only if C ℓ → 1 as ℓ → ∞.
Provided that lim inf ℓ C ℓ < 1, the according subsequence thus satisfies 1 > κ ≥ κ ℓ k . Therefore, monotonicity of Z ℓ yields Z ℓ k+1 ≤ Z ℓ k +1 ≤ κ Z ℓ k , whence lim k Z ℓ k = 0. Again by monotonicity of Z ℓ , the whole sequence satisfies lim ℓ Z ℓ = 0.
We may thus restrict to consider the case lim ℓ C ℓ = lim inf ℓ C ℓ = 1. Note that the Galerkin orthogonality |||u − u ℓ ||| 2 + η 
. By induction, the geometric series provides
where we have used the monotonicity of data oscillations osc Remark. Using the arguments of Theorem 5 above, one may prove that, for arbitrary θ ∈ (0, 1), the indicators ζ ℓ (T ) 2 := µ ℓ (T ) 2 + osc ℓ (T ) 2 also lead to a convergent version of AFEM.
Boundary Element Method
Symm's Integral Equation.
As model problem, we consider the first-kind integral equation
with the weakly-singular integral kernel
Here, Γ is an open piece of the boundary ∂Ω of a Lipschitz domain Ω in R d , and ds denotes the integration along the arclength or on the manifold for d = 2, 3, respectively. For d = 2, we additionally assume diam(Ω) < 1. We define the fractional-order Sobolev space
Then, H 1/2 (Γ) is a Hilbert space, and we define H −1/2 (Γ) as the algebraic-topological dual of H 1/2 (Γ) with respect to the extended L 2 -scalar product · , · . The single-layer potential V is an elliptic isomorphism between H = H −1/2 (Γ) and H 1/2 (Γ), cf. [10] . The energy scalar product is thus given by
We consider the lowest-order Galerkin scheme, where T ℓ is a triangulation of Γ and where X ℓ := P 0 (T ℓ ) denotes the space of all T ℓ -piecewise constant functions on Γ. As above, we define the local mesh-width function h ℓ ∈ P 0 (T ℓ ) by h ℓ | T := diam(T ) for T ∈ T ℓ .
3.2. Mesh-Refinement. We restrict to the case that the boundary elements T ∈ T ℓ are affine line segments for d = 2 and planar triangles for d = 3, respectively.
In 2D, a marked element T ∈ M ℓ is halved into two elements T 1 , T 2 ∈ T ℓ+1 . To control the K-mesh constant
we recursively do some additional marking: If the neighbour T ′ ∈ T ℓ of a marked element
In 3D, we use the mesh-refinement introduced in Section 2.2.
Refinement Indicators.
Note that the energy norm ||| · ||| is nonlocal in the sense that
. Therefore, the error estimator η ℓ does not provide information for a local meshrefinement directly. Instead, we consider the refinement indicators
for all T ∈ T ℓ , where Π ℓ denotes the L 2 -projection onto X ℓ = P 0 (T ℓ ). Using a local inverse estimate from [9] and a local approximation result from [3] , one can prove estimator equivalence [7] 
The constant C 1 only depends on Γ, whereas C 2 stems from an inverse estimate and additionally depends on the polynomial degree and on the shape regularity constant of the triangulation T ℓ . The proposed mesh-refinement from Section 3.2 thus ensures that C 2 remains uniformly bounded.
Remark. Note that the definition of h ℓ has to be consistent with the mesh-refining strategy in the sense that
where q ∈ (0, 1) is a uniform contraction rate. In [4] , newest vertex bisection, with the slightly non-standard definition
is used to ensure (48). In our refinement strategy marked elements are bisec 5 -refined so that (48) holds with the usual definition of h ℓ and q = 1/2. In this section, we prove convergence of ABEM steered by either µ ℓ or µ ℓ from (46). For both error estimators, we prove the estimator reduction (33).
Theorem 7. Suppose that we use the indicators µ ℓ (T ) defined in (46) in Algorithm 1. Under the saturation assumption (6), and for any choice of θ ∈ (0, 1), there are constants κ, γ ∈ (0, 1) such that the combined error quantity
Proof. Recall that X ℓ ⊂ X ℓ+1 ⊆ X ℓ ⊂ X ℓ+1 . Moreover, we note the pointwise estimates h ℓ /4 ≤ h ℓ+1 ≤ h ℓ /2 and h ℓ /16 ≤ h ℓ+1 ≤ h ℓ /4 for d = 2, 3, respectively. Using the fact that the mesh-sizes h ℓ and h ℓ+1 are equivalent up to a multiplicative factor, and applying [9, Theorem 4.1], we obtain the inverse estimate
In 2D, the constant C inv > 0 only depends on the mesh-ratio κ( T ℓ+1 ) ≤ 2κ(T 0 ). In 3D, the constant C inv > 0 only depends on the smallest interior angle in T ℓ+1 , and in particular, since T ℓ+1 is obtained from T 0 by certain newest vertex bisections, it depends only on the smallest interior angle in T 0 .
We use the triangle inequality, the T ℓ+1 -piecewise orthogonality of Π ℓ+1 , and the inverse estimate (51) to obtain
To estimate the second term, we now proceed precisely as in the proof of Theorem 4 (AFEM) to verify that Under the saturation assumption (6), and for any choice of θ ∈ (0, 1), there are constants κ, γ ∈ (0, 1) such that
satisfies the contraction property Proof. The triangle inequality and the inverse estimate (51) prove
The mesh-refinement rule from Section 3.2 yields the properties
Dörfler's marking strategy (8) gives
, with ̺ := 1 − θ/2 < 1. For any δ > 0, Young's inequality then proves
where we have used Galerkin orthogonality and X ℓ ⊂ X ℓ+1 ⊆ X ℓ ⊂ X ℓ+1 . Using the same notation as in the proof of Theorem 4, we now have proven the estimator reduction (33) with
Numerical Experiments
In the following section, we present three numerical experiments to underline our theoretical findings. Throughout, the energy error is computed by the Galerkin orthogonality
Note that discrete energies |||u ℓ ||| 2 can be computed by use of the Galerkin matrix. The exact energy |||u||| 2 is extrapolated by Aitken's ∆ 2 -method applied to certain discrete energies |||u ℓ ||| corresponding to a sequence of uniformly refined meshes.
Here, uniform refinement means that, for 2D FEM or 3D BEM, all triangles are split into 4 similar son triangles ba halving its edges, whereas boundary segments in 2D BEM are split into 2 son segments of half length. Besides the Galerkin error |||u − u ℓ |||, we plot the natural h-h/2-error estimators η ℓ as well as the (problem dependent) error estimator µ ℓ . We empirically compare uniform meshrefinement with µ ℓ -steered mesh-refinement. Throughout, Algorithm 1 turns out to be effective in the sense that even the optimal rate of convergence is recovered.
Finite Element Method.
In the first experiment, we consider the numerical solution of (10) . The domain Ω ⊂ R 2 , visualized in Figure 4 , is a rotated Z-shape which is obtained by rotation of (−0.25, 0.25) 2 \conv{(0, 0), (−0.25, −.025), (0, −0, 25)} with angle −π/8. The exact solution reads u(x) = r 4/7 cos(4ϕ/7) in polar coordinates x = r (cos ϕ, sin ϕ) (55) and has a generic singularity at the re-entrant corner (0, 0). We stress that the rotation of the Z-shape is done in a way that provides homogeneous Dirichlet data at the two diagonal boundary edges, cf. Recall that, for a piecewise H 2 solution, the optimal order of convergence in this experiment is O(N −1/2 ), where N = #T is the number of elements. Figure 5 provides the experimental results for uniform and adaptive mesh-refinement, where we use
and θ = 0.25 for marking in the adaptive algorithm. Adaptive mesh-refinement is performed as described in Section 2.2. We stress that Theorem 4 predicts convergence of this adaptive 
Boundary Element Method in 2D.
In this experiment, we consider Symm's integral equation
which is equivalent to the Dirichlet problem
In this case, the exact solution of (56) is the normal derivative u = ∂ n U of U ∈ H 1 (Ω), and U can obtained from (u, g) by use of Green's third formula [10] . Kg denotes the double-layer potential, which is formally defined defined as the Cauchy principal value (Kg)(x) = C Γ ∂ n(y) G(s, y) g(y) ds y for x ∈ Γ and then extended to a linear operator on H 1/2 (Γ) by continuity. We consider the rotated Z-shape Ω of Experiment 4.1, and the exact solution of (57) is given by (55). We stress that Ω is scaled in a way that guarantees diam(Ω) < 1 to ensure ellipticity of the singlelayer potential. The initial BE mesh T 0 with N = 10 affine boundary segments is shown in Figure 4 . If the normal derivative u = ∂U/∂n of U is a piecewise H 1 function then the optimal order of convergence in this experiment is O(N −3/2 ), in terms of the number N = #T of elements [12] . The numerical results are shown in Figure 6 , where we again use θ = 0.25 and µ ℓ for marking in the adaptive algorithm. The adaptive mesh-refinement is performed as described in Section 3.2. Uniform mesh-refinement leads to a suboptimal order of convergence O(N −4/7 ). This is cured by the adaptive algorithm in the sense that the optimal order of convergence is recovered.
For both, uniform and adaptive mesh-refinement, we observe that the error estimators η ℓ and µ ℓ remain parallel with |||u − u ℓ |||. This strongly indicates reliability of η ℓ and thus numerically verifies the saturation assumption (6) for this experiment. To illustrate the performance of Algorithm 1, Figure 8 shows the error |||u − u ℓ ||| and the estimators η ℓ and µ ℓ for uniform and adaptive mesh-refinements. For adaptive meshrefinement, we use θ = 0.25 and µ ℓ in Algorithm 1. Moreover, we use the bisec 5 -based meshrefinement from Section 2.2. We observe that uniform mesh-refinement leads to a suboptimal order of convergence of approximately O(N −1/4 ). The isotropic adaptive strategy leads to an improved order of approximately O(N −1/2 ). This, as expected, is not optimal since isotropic mesh-refinement does not resolve the generic edge-singularities efficiently [7] . For this fact, the reader is also refered to some heuristics from [2] . As in the previous example, both adaptive and uniform mesh-refinement suggest reliability of η ℓ . This gives empirical evidence for the saturation assumption (6), which is required in Theorem 7 to guarantee convergence of the adaptive scheme.
