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Abstract
We formulate certain sufficient conditions for the symplectic monodromy of an isolated quasi-
homogeneous singularity to be of infinite order in the relative symplectic mapping class group
of the Milnor fibre and give a proof using Maslov classes, stability theory for Lagrangian folds
resp. stable Morse theory for generating families as well as algebraic results about relative co-
homology of smoothings of isolated singularities. Our conditions being slightly more restrictive
than Seidel’s, in contrary to Seidel’s proof, we do not use Floer theory to derive this result. An
alternative approach using bounding disks in fibred Lagrangian families is given and its possible
application to generalizations to the non-quasihomogeneous case is discussed.
1 Introduction
The fundamental question of this work arose as a consequence of Paul Seidel’s work on the kernel
of the homomorphism
π0(Symp(F, ∂F, ω))→ π0(Diff(F, ∂F )), (1)
where here F denotes the Milnor fibre of a quasihomogenous polynomial f : Cn+1 → C with
isolated singularity in 0 ∈ Cn+1, that is there are integers β0, . . . βn, β > 0 such that f ◦ σ(t) = tβf
for any t ∈ C∗, where σ(t)(z0, . . . , zn) = (tβ0z0, . . . , tβnzn) is the weighted C∗-action on Cn+1.
F can be considered as a symplectic (complex) submanifold of Cn+1 with its standard symplectic
structure ΩCn+1 and the groups in question denote the relative isotopy group of symplectomorphisms
resp. diffeomorphisms fixing the boundary ∂F pointwise (’relative’ here means the isotopy fixes the
boundary pointwise). It is known as a consequence of work of Stevens [47] resp. Kauffman and
Krylov [33] that if one represents the bundle Y˜ as a mapping cylinder
Y˜ = F × [0, 1]/(x, 0) ∼ (ρ(x), 1) =: Fρ
for some element ρ ∈ Diff(F, ∂F ), then under certain conditions, ρ is of finite order in π0(Diff(F, ∂F )),
namely if n ≥ 4, n even and V (ρd) = 0, where V is the ’variation mapping’ of Y˜ (cf. [33]), then
ρ4d = id, while for n = 6 we have ρd = id. This implies the diffeomorphism periodicity of the
branched cyclic covers k > 1 of S2n+1, n ≥ 2, n even, given by the union
Mk = Fρk ∪r (∂F ×D2)
where r : ∂Fρk → F ×S1 is an appropriate glueing map. In fact in [33] it is proven that for any even
k ∈ N, Mk is diffeomorphic to Mk+4d if V (ρd) = 0, while for the cases n = 2, 6 we have similarly
Mk ≃ Mk+d. Using Cerf’s [12] theorem to identify isotopy and pseudoisotopy for n ≥ 3 and the
proof of Corollary 4 in [33] one arrives at the above claims on π0(Diff(F, ∂F )). Note that such
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periodicities do not follow trivially from the fact that h = σ(e2πi/β) has order β in Diff(F ), since h
does not fix ∂F pointwise. However, hβ = id shows (h∗)β = id while it is well-known (see e.g. [47]),
that for links of isolated hypersurface singularities (h∗)β = id and Kf being a rational homology
sphere are equivalent to V (ρβ) = 0, if ρ represents h in π0(Diff(F, ∂F )), implying that in such cases
(and n ≥ 3) ρ has finite order in π0(Diff(F, ∂F )). Now Seidel shows ([42]) that if n ≥ 2 and under
the condition
m(f) =
µ∑
i=1
βi − β 6= 0, (2)
the symplectic monodromy ρ ∈ π0(Symp(F, ∂F, ω)) is of infinite order. Note that Y carries the struc-
ture of a symplectic fibration (Y,Ω) and symplectic parallel transport defined by the Ω-orthogonal
complement to the fibres defines an action ρ : π1(S
1) → Symp(F, ∂F, ω), we will call the image
of a generator 1 of π1(S
1) ρ := ρ(1) the symplectic monodromy of f , as will be explained in some
detail in Section 2. Now, while m(f) equals the evaluation of some Maslov class on F on a path
of Lagrangian subspaces t 7→ Lt over (TF |∂F, ω), where ω denotes the symplectic form on F in-
duced by restriction of Ω (cf. [42]), it has an interpretation as an element of the spectrum of f .
Recall that the spectrum Sp(f) of the quasihomogeneous singularity (see Definition 4.6) is a set of
rational numbers {γi}i=1,...,µ being defined as the normalized logarithm γi = (−1/2πi)logλi of the
eigenvalues λi, i = 1 . . . , µ of the monodromy. Here, the normalization is determined by the asymp-
totic Hodge filtration on the ’canonical’ Milnor fibre, for that terminology, see for instance Kulikov
([21]) resp. Section 4. Since f is quasihomogeneous, in terms of a monomial basis (zα(i))µi=1, where
α(i) ∈ Λ ⊂ Nn+1, |Λ| = µ, α(1) = 0, of the Milnor algebra
M(f) := OCn+1,0/(
∂f
∂z0
, . . . ,
∂f
∂zn
)OCn+1,0 = ⊕lM(f)l (3)
one has γi = l(α(i))− 1, where l(α(i)) =
∑
k(α(i)k + 1)wk, wk = βk/β, hence written as a ’divisor’,
Sp(f) =
∑
α(i)∈Λ (l(α(i))− 1) ∈ Z(Q) ([21]) and we have m(f) = βγ1. On the other hand, each
element γi is associated to a section of the sheaf H
′′ = f∗(Ωn+1X )/df ∧ d(f∗Ωn−1X/D) over a small open
disk D ⊂ C containing 0, the so-called Brieskorn lattice. Then the map φ sending zα(i) to the class
given by
φ(zα(i)) = zα(i)dz0 ∧ · · · ∧ dzn
in H′′0 , defines a C-isomorphism of vectorspaces φ : M(f) ≃ H′′0/fH′′0 , being, since H′′ is co-
herent, even free ([10]), also an isomorphism of the respective OD,0-modules. Finally recall that
HnX/D |D∗ ≃ H′′|D∗, where HnX/D is the relative cohomology sheaf on D and the isomorphism is
given by the Poincare-Leray-residue (cf. Malgrange [23], Section 4). Then, the above facts gave rise
to the following question:
Is there a ’singularity-theory’ proof of the fact that the map π0(Symp(F, ∂F, ω))→ π0(Diff(F, ∂F )),
for F being the Milnor fibre of a quasihomogeneous polynomial, has an infinite kernel if Kf is a
rational homology sphere, n ≥ 4, n even and condition (2) holds true? Does the non-vanishing of
any element of the spectrum of f imply the above result?
Note that the latter conditions are not mutually exclusive, in fact, Kf being a rational homology
sphere implies the non-vanishing of all γi, i = 1, . . . , µ by Lemma 2.9. To connect the number
γ1 = l(0) − 1 to the symplectic geometry of Y consider the β-fold cyclic covering of Y (note that
we work with the ’deformed’ Milnor bundle as described in (7) which has a well-defined symplectic
parallel transport)
Y β ≃ F × [0, 1]/(x, 0) ∼ (ρβ(x), 1),
where here, ρ ∈ Symp(F, ∂F, ω) is the symplectic monodromy of Y and we consider πβ : Y β → Y
as a symplectic covering by lifting the corresponding structure on Y . Then lift the section s0 ∈
2
Γ(HnX/D∗ |S1) being associated to α(1) = 0, so to γ1 by the above, to a section sβ0 = (πβ)∗s0 ∈
Γ(HnXβ/D∗ |S1), that is to a smooth section of the bundle of fibrewise n-th cohomology of Y β and
assume that Qz0 ⊂ F is any smooth Lagrangian cycle so that [evF (s0)] ∪ PD[Qz0 ](F ) 6= 0 and
[evF (s0)] ∈ im Hn(F, ∂F,C) → Hn(F,C). Then if Qτ = Pτ (Qz0), where Pt is symplectic parallel
transport along the null direction of (πβ)∗(Ω|Y ) along the path τ 7→ e2πiτz0 in D then (Lemma 30)
β · γ1 = wind(ev(sβ0 )(Qτ ))τ∈[0,1]. (4)
On the other hand, Y β sits as a submanifold in the symplectic covering Xβ → X of f : X → D∗
and Q :=
⋃
τ∈[0,1]Qτ is (given it defines a closed submanifold) Lagrangian in X
β. Note that the
condition that Q ’closes’ under symplectic parallel transport is not necessary, as will be described
in Section 2.2 resp. Section 3.2. Now assuming ρk ∈ π0(Symp(F, ∂F, ω)) would be trivial, Xβ has
an extension Xβe to the unpunctured disk as a symplectic fibration which can be assumed to be the
trivial fibration X0 over a neighbourhood of 0 ∈ D (Lemma 3.4). Now observe that by definition of
s0 and the family Qτ
α˜0(τ) := ev(s
β
0 )(Qτ ) = iXf (π
β)∗(dz0 ∧ · · · ∧ dzn)(Qτ ) = (eiθiXfvolQ)(Qτ ), (5)
where d(f ◦πβ)∗(Xf ) = 1 and Xf is horizontal and eiθ : Q→ S1 is the ’phase’ of Q in Xβ. Now it is
well-known ([6]) that dθ = σQ, where σQ is the mean curvature form of Q inX
β. Then we can deform
Q to a family of (Lagrangian) submanifolds Qt ⊂ Xβe , t ∈ [0, 1] fibred over S1δ(t) ⊂ D, δ(t)→ 0, t→ 1
into Lagrangian cycles while Q0 = Q and Q1 ⊂ X0. Further one associates to each Qt a function
αt : S
1 → C∗. To define this note that the mean curvature form of Q in the presence of a disk
D ⊂ Xke with boundary in Q as introduced in ([6]) decomposes along ∂D as
2iσQ = ηD + idϑ,
where ηD is the connection 1-form associated to a fixed trivialization of the canonical bundle along
D and ϑ : ∂D ⊂ Q → R/Z is a function so that dϑ(∂F ) equals the Maslov index of D in Q. We
then want to define αt for t ∈ [0, 1] by a winding number of a fixed disk D along its intersection
with each Lagrangian Qt so that the definition is consistent at t = 0 with (4). Assuming ∂D would
be a closed horizontal path in Q (horizontal w.r.t. to (πk)∗(Ω)) (this is also not essential, which
can be seen by ’pushing’ D towards the boundary, see Section 3.2), we first show ηD|∂D = 0, which
replaces the function eiθ along ∂D in Q0 in (5) by the phase eiϑ. Then the key step is to show that
the winding number of α˜0 : S
1 → C∗ actually coincides with the winding number of the function
eiθ along ∂D. For this (Lemma 3.7 resp. Proposition 2.19) we need a genericity-assumption on
the behaviour of a certain representative of the Poincare-dual of the Maslov-class of Q, resp. its
intersection with a fixed fibre F , under a specific symplectic isotopy of Q ∩ F , this is in detail
described in Assumption 2.18 and is proven in Section 2.3 using stability theory (for Lagrangian fold
singularities), generating families and stable Morse theory. Note also it is necessary to assume that
Qz0 is closed and Qz0 ∩ ∂F = ∅ (the validity of this again follows from (2)). Then one can directly
calculate (cf. Propositions 3.10 and 2.19):
Proposition 1.1. Assume n ≥ 2 and ρβ = id in π0(Symp(F, ∂F, ω)). Then, using the above
construction, one infers wind(α1) = 0.
On the other hand wind(α1) = β · γ1 = (
∑µ
i=1 βi − β) and the latter is 6= 0 since that is already
implied by the condition that [evF (s0)] represents an element of H
n(F, ∂F,C) which is equivalent to
(
∑µ
i=1 βi − β)/β /∈ Z (Lemma 2.9). So we prove, by repeating the above for any covering Xk → X ,
k = m · β,m ∈ N+ (cf. Theorem 2.10):
Theorem 1.2. Let n ≥ 2 and assume that the evaluation of the section s ∈ Γ(HnX/D) associated
to 1 ∈ M(f) restricted to a fixed fibre is contained in im i∗ : Hn(F, ∂F,C) → Hn(F,C), then ρ in
π0(Symp(F, ∂F, ω)) is of infinite order.
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Note that our condition implies Seidel’s condition m(f) 6= 0, which in turn implies that (ρ∗)k 6=
Id ∈ Aut(Hn(F,C)) for k 6= m · β, m ∈ N+, which is why we could restrict to an examination of
the powers Xmβ. Note that the assumption on the existence of a horizontal path in Q respectively
the assumption of well-definedness of Q as a closed Lagrangian submanifold in Xmβ can be avoided
which is discussed in Section 2.2 resp. Section 3.2. In Section 2.2, we give a modified proof of
Theorem 1.2, which completely dispenses from the use of bounding disks and Lagrangians in Xmβ
given in Section 3.1 (note the reversed order of presentation in this introduction) and instead makes
use of a family of fibrewise nonvanishing (n, 0)-forms enabling one to define Maslov-Indices along
paths in Y being lifted to the bundle of Lagrangian subspaces Lv(Y, ω) of the vertical tangent bundle
T vY of Y , i.e. a fibrewise Lagrangian submanifold Q ⊂ Y mβ and a path in Q define such data. On
the other hand, Section 3.2 combines both approaches and should apply if one considers more general
cases than a single isolated singularity at the origin, which is left for future investigation. However,
the ’hard’ arguments of Section 2.3 are essential in all approaches. In general, given a holomorphic
function f : Cn+1 → C with an isolated singularity at 0, the monodromy ρ∗ ∈ Aut(Hn(F,C)) is not
semi-simple one can conjecture that the sum of the spectra plays the role of γ1 in our case. In fact
we conjecture, coming back to the question we posed at the beginning:
Conjecture 1.3. Let f : Cn+1 → C, n ≥ 2, be quasihomogenous and let γi ∈ Q, i = 1, . . . , µ be the
set of spectral numbers introduced in Definition 4.6. If there exists i ∈ {1, . . . , µ} s.t. γi 6= 0, then ρ
in π0(Symp(F, ∂F, ω)) is of infinite order. If f is a general polynomial with an isolated singularity
at 0 and the set {γi}µi=1 ⊂ Q presents its spectrum and if
∑µ
i=1 γi 6= 0, then ρ in π0(Symp(F, ∂F, ω))
is of infinite order.
Note that in Section 2.4, we discuss the related Conjecture 2.26 for the quasihomogeneous case,
namely the connection between general elements of the spectrum of f and certain Maslov-indizes if
ρ is of finite order in Symp(F, ω). We prove an important step in that direction which again involves
stability of Lagrangian folds.
We finally describe in Section 3.3 how the ’bounding-disk’ method of Section 3.1 leads to the for-
mulation of a necessary condition for the existence of certain Lagrangian submanifolds in Xk in
the case of a general polynomial with an isolated singularity at 0, resp. its ’good representative’
f : X → D with fibre F . Here, suppose k is an integer chosen so that the corresponding power of
the symplectic monodromy of f is trivial in π0(Symp(F, ∂F, ω)). Then we can define the number
α(τ) := ev(sk0)(Qτ ) ∈ C and sk0 , Qt for τ ∈ [0, 1]/{0, 1} exactly as in the quasihomogeneous case in
(5) and we have the following simple observation (cf. Corollary 3.14):
Corollary 1.4. If the set Q :=
⋃
τ∈[0,1]Qτ defines a Lagrangian submanifold in X
k then any
horizontal disk u : D → Xke with boundary in Q has Maslov Index µ(u) = k. Furthermore, in case
such a disk exists, α(τ) 6= 0 for all τ ∈ [0, 1] and Assumption 3.13 holds, then one has necessarily
wind(α) = µ(u)− k = 0.
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2 Symplectic monodromy and Lagrangian folds
2.1 Symplectic geometry of Milnor fibrations
Recall, for n ≥ 1, n ∈ N, the Milnor fibration for a (quasihomogeneous) polynomial f on Cn+1, with
singular fibre at 0:
f : Xˆ =
⋃
z∈Dδ
Xˆz := f
−1(z) ∩B2n+21 → D∗δ , (6)
where Dδ is the closed disk in C with radius δ, 0 < δ is sufficiently small, B
2n+2
1 denotes the closed
unit ball in Cn+1. Fix a cutoff function ψm : [0, 1] → [0, 1] with ψm(t2) = 1 for t ≤ 1 − 2/m and
ψ(t2) = 0 for t ≥ 1 − 1/m for some m > 2,m ∈ N (which will be fixed below). Set Xz = {x ∈
B2n+21 |f(x) = ψm(|x|2)z}. Then set for 0 < δ small enough (we will be more precise in a moment)
f : X =
⋃
z∈Dδ
Xz × {z} ⊂ Cn+2 −→ Dδ, (7)
we will denote the projection f : X → D∗δ again by f , since this will cause no confusion in the
following. To be more explicit, (7) means that if one sets fˆ(x, z) = f(x) − ψm(|x|2)z, (x, z) ∈
Cn+1 ×D∗δ and
F : Cn+1 ×D∗δ → C×D∗δ , F (x, z) = (fˆ(x, z), z), (8)
to define X = B2n+21 ∩ fˆ−1(0) and f := pr2 ◦ F : X → D∗δ . Let now θCn+1 = i4
∑
j(zjdzj − zjdzj) ∈
Ω1(Cn+1) and ΩCn+1 = dθCn+1 ∈ Ω2(Cn+1) the standard forms in Cn+1.The following two Lemmata
are essentially taken from Seidel [42]:
Lemma 2.1. There is an δ′ > 0 such that for all 0 < |z| < δ′, and fixed m ∈ N, (Xz , ωz :=
ΩCn+1 |TXz) is a smooth symplectic submanifold of B2n+2 with boundary ∂Xz.
Proof. The tangent space of Xz outside x = 0, x ∈ Cn+1 is (TXz)x = ker L(x, z) with L(x, z) :
Cn+1 −→ C, z ∈ Dδ, L(x, z)ξ = df(x)ξ − 2z ψ′m(|x|2)〈x, ξ〉. Obviously L(x, z) is surjective if either
z = 0 and |x| > 0 or if z 6= 0 and 0 < |x| ≤ 1/1−2m or |x| ≥ 1−1/m, in the following we will denote
the intersection of this set with each fibre Xz, z 6= 0 by Az(m), note that Az(m) is closed in Xz. On
the other hand, the set of those (x, z) for which L(x, z) is onto must be open, since surjectiveness
is an open condition. This implies that L(x, z) is surjective for all (x, z) ∈ Fz , provided that z 6= 0
is sufficiently small. Since the fact that (TXz)x is a symplectic subspace of C
n+1 for a given small
z 6= 0 is also an open condition, one can argue as in the case of smoothness.
Furthermore, we note that
5
Lemma 2.2. There is an ǫ > 0 such that for all z ∈ C, 0 < |z| < ǫ, Xz is diffeomorphic to the
’classical’ Milnor fibre to Xˆz = f
−1(z) ∩ B2n+2, that is, there is a diffeomorphism Ψz : Xz → Xˆz
for any z ∈ D∗ǫ .
Proof. For (z, t) ∈ (C \ {0})× [0; 1] consider G(z,t) = {x ∈ B2n+2 : f(x) = tψ(|x|2)z + (1 − t)z}.
Using the same argument as in the proof of Lemma 2.1 these are smooth manifolds for all sufficiently
small z. If we fix such a z, the G(z,t) form a differentiable fibre bundle over [0; 1]. Hence G(z,1) = Xz
and G(z,0) = f
−1(z) ∩B2n+2 are diffeomorphic.
We can now deduce
Lemma 2.3. Choose δ > 0 s.t. 0 < δ < min(δ′, ǫ) with δ′, ǫ as in Lemma 2.2 resp. Lemma 2.1,
then for any two choices z, z′ with 0 < |z|, |z′| < δ we have that (Xz, ωz) is symplectomorphic to
(Xz′ , ωz′), furthermore any two choices of m > 2,m ∈ N such that Xz in in (7) remains smooth lead
to symplectomorphic fibres Xz.
Proof. As we will show in Lemma 2.6, X , provided 0 < δ is small enough, is a symplectic fibration
with closed 2-form Ω on X and the annihilator T hX of the vertical tangent space T vX w.r.t. Ω is
tangent to ∂hX :=
⋃
z∈D∗ ∂Xz, hence parallel transport along T
hX is well defined and a fibrewise
symplectomorphism. To prove the second assertion, fix any 2 < m < m′ ∈ N and a z s.t. 0 < |z| < δ
and define a family of symplectic forms on Xz,m by fixing a smooth family of diffeomorphisms s.t.
Ψ˜(z,s)(X(z,m)) = Xz,s, s ∈ [m,m′]. Here, Xz,s = {x ∈ B2n+21 |f(x) = ψs(|x|2)z}. That this family
exists follows since the X(z,s) form (for z fixed) a differentiable fibre bundle over [m,m
′], we can
assume that Ψ(z,m′)(X(z,m)) = X(z,m′) and Ψ(z,m) = IdX(z,s) . So define a family of symplectic foms
on X(z,m) by
ωs = Ψ
∗
(z,s)ωX(z,s) ,
where the latter is the symplectic form on each X(z,s) given by Lemma 2.1. Now since the
boundaries of the X(z,s) coincide, we can assume that Ψ(z,s)|∂X(z,s) = id, hence [ωs − ωm] ∈
H2(X(z,m), ∂X(z,m),C). Now H
2(X(z,m), ∂X(z,m),C) = 0 since X(z,m) is diffeomorphic to the Milnor
fibre Xˆz, so there is a smooth family of 1-forms θs on X(z,m) vanishing on its boundary s.t.
dθs =
d
dt
ωs, s ∈ [m,m′],
so by Moser’s Lemma there is a family of diffeomorphisms Φs : X(z,m) → X(s,m), s ∈ [m,m′] so
that Φm = id, Φs|∂X(z,m) = id, s ∈ [m,m′] and ωm = Ψ∗s(ωs), i.e. ωm′ = Ψ∗(z,m′)ωX(z,m′) is
symplectomorphic to ωm = ΩCn+1 |X(z,s) which is the assertion.
We will show in the following that (X,Ω), for any δ chosen as above and restricted to D∗δ := Dδ \{0}
(here, Ω is the restriction of ΩCn+2 to X), is a symplectic fibration in the following sense (the form
of the definition is mainly drawn from [38]).
Definition 2.4. Let π : F →֒ E → S be a locally trivial fibration over a symplectic manifold (S, β)
with boundary, so that the fibre F is a compact manifold with boundary. Let ∂hE denote the union
of the boundaries of the fibres, let ∂vE := π
−1(∂S), so that ∂E = ∂hE ∪ ∂vE and E is a manifold
with corners of codimension 2 and let for any smooth γ : [0, 1] → S Eγ := π−1(im γ). We will
call (E, π) a symplectic fibration with contact type fibre boundary if there is a Ω ∈ Ω2(E,R) and a
vertical vector field Z defined on an open neighbourhood U ⊂ E of ∂hE so that
1. Ω is nondegenerate along the fibres and globally closed on E,
2. Z is transverse and outward pointing along ∂hE and satisfies LZΩ|Eγ = Ω|Eγ, for any path γ
as above.
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3. For some z ∈ S consider the trivial fibration π˜ : E˜ = S×Ez → S, with Ω˜ = pr∗2(Ω|Ez)+ π˜∗(β)
for some closed β ∈ Ω2(S) and Z˜ satisfies (pr2)∗(Z˜) = Zz using the projection pr2 : E˜ → Ez.
Then there are neighbourhoods N ⊂ U of ∂hE and N˜ of ∂hE˜ so that there is a diffeomorphism
Θ : N → N˜ s.t. Θ∗Ω˜ = Ω, Θ∗Z = Z˜ and
N
Θ
//
π

❄❄
❄❄
❄❄
❄❄
N˜
π˜
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
(9)
For each z ∈ S let ωx := Ω|TEz and αz := iZΩ|T∂Ez . Then if [ωz, αz ] ∈ H2(Ez , ∂Ez,R) is zero we
say (E,Ω) is an exact symplectic fibration.
Note that Ωs = Ω+sπ
∗β, s > 0, is symplectic for s big enough if β is symplectic. Setting Ωγ := Ω|Eγ ,
γ any path as above, dΩγ = 0 and LZΩγ = Ωγ imply that Ωγ is exact on Uγ = U∩Eγ , with primitive
Θγ = iZΩγ ,
and with φt the flow of Z there is a collar
Ψˆ : ∂hEγ × [1− δ; 1]→ Uγ
(x, Sˆ) 7→ φln Sˆ(x)
(10)
for some δ > 0. Further one has φ∗tΩγ = e
tΩγ so (using e
t = Sˆ)
Ψˆ∗Θγ = etΘ|∂hEγ , (11)
note that each fibre Ez , z ∈ S is a symplectic manifold with contact type boundary. Note that by
the condition (9) and the fact that by (11) we have Ψˆ∗Ωγ = d(SˆΘγ |∂hEγ ) imply that the horizontal
distribution T hE = (ker π∗)⊥Ω is tangent to ∂hE and
dSˆ|T hEγ = 0, (12)
i.e. that the paralleltransport τγ along the path γ : [a, b]→ S is well-defined and
τγ : Eγ(a) → Eγ(b)
a symplectic diffeomorphism. Note furthermore that there is no reason for Ωǫ to be exact in U, since
π∗β is not assumed to be exact (although this will be the case in the following).
Assumption 2.5. For a fixed complex structure j on S compatible with β we call an almost complex
structure J on E compatible relative to j if the following conditions are satisfied:
1. Dπ ◦ J = j ◦Dπ,
2. Ω(·, J ·) is symmetric on E, positive definite along the fibres and J(TEh) = TEh,
3. In a neighbourhood U of ∂hE, one has that Z ⊥ {x ∈ U : Sˆ = const.}, i.e. Z ⊥ T (∂hE) with
respect to g = Ω(·, J ·).
Relative to the splitting TEz = TE
v
z ⊕ TEhz ≃ TEvz ⊕ TSz where TEv = ker π∗, z = π(x), the
second condition above means that J is symmetric:
Jx =
(
π∗(j)(x) 0
0 Jvz (x)
)
. (13)
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Furthermore, by the symmetry of J , the second property from above and since β is compatible with
j, it follows that for sufficiently positive s > 0 that Ωs = Ω+ sπ
∗β is compatible with J . Note that
we have the fibrewise splitting (setting Sˆ = et)
TxE
v
z ≃ RZ(x)⊕ RR(x)⊕ (kerΘ(x) ∩ ker dt(x) ∩ TxEvz ), x ∈ E ∩ U, π(x) = z, (14)
where Z is the Liouville vector field of θz, that is, θz = iZΩz|Ez (here, z = π(x)) and R is defined
by R = JZ on U (hence θz(R) = iZωz(R) = g(Z,Z) > 0 and R|∂hE is proportional to the Reeb
vector field of α). Then from the above it follows that with respect to (14),
Jvz (x) =
0 −1 01 0 0
0 0 ∗
 . (15)
From this we conclude that the Liouville vector field Z defines a fibrewise metric collar on U by
using the decomposition for z = π(x) ∈ S
TxE
v
z = RZ(x)⊕ (RZ(x))⊥
where the complement is taken with respect to the metric gz = Ω(·, J ·)|TEz , by formula (9) setting
gs = Ωs(·, J ·) these fit together to define an orthogonal splitting relative to coordinates (t, x) on
U, t ∈ [1− δ, 1], x ∈ ∂hE
Ψ∗(gs|U)(t, x) = (dSˆ)2 ⊕ gs|∂hE × {t}(x, t), (16)
it is clear that this splitting can be extended along the flow of Z to get a ’metric collar’ U′ =
(0, ǫ]× ∂hE, i.e. gs|∂hE × {t}(x, t) is independent of t on U′.
Lemma 2.6. The Milnor fibration (X,Ω), given by f : X → D∗δ as in (7) is an exact symplectic
fibration with Ω given by the restriction of Ω := ΩCn+2 to X ⊂ Cn+2. Furthermore, on each fibre
Xz ⊂ X, z ∈ D∗δ , there is a nearly complex structure Jvz , which coincides on Az(m) ⊂ Xz for
any z ∈ D∗δ with the restriction of the canonical complex structure on Cn+1 to Xz, is compatible
to ωz = Ω|TXz, varies smoothly in z and satisfies on a neighbourhood N ⊂ X of ∂hX Jvz =
(pr2 ◦Θz)∗(Jz′), z ∈ D∗δ for some fixed z′ ∈ D∗δ . Setting for π(x) = z
Jx = J
v
z (x)⊕Ω f∗(j)(x),
(the splitting is relative to Ω) where j is the canonical complex strucure on D∗δ , equips (X,Ω) with
an almost complex structure so that J |⋃z Az = JCn+1 |⋃z Azand that is compatible to j and to Ω.
Proof. That there exists a fibrewise almost complex structure with the asserted properties follows by
the standard procedure associating to a symplectic form ωz = ΩCn+1 |Xz and the fibrewise restricted
metric gz = gCn+1|Xz a (unique) compatible almost complex structure Jz such that gz = ωz(·, J ·),
it is clear that the construction is smooth in z and that Jz coincides with the induced complex
structure on Az ⊂ Xz . Now define Ω by restricting ΩCn+2 to X , this defines a closed two-form on
X which is fibrewise symplectic by Lemma 2.1. Furthermore d(θCn+1)|Xz = ωz follows by definition
and it is well-known (see for instance [1]) that αz := θCn+1 |∂Xz defines a family of contact forms
on the fibrewise boundaries. To be explicit, the vector field Z defined fibrewise by iZΩ|TXz =
θCn+1 |T (Xz ∩U) in a neighbourhood U ∩Xz of ∂Xz satisfies the required LZΩγ = Ωγ , for any path
γ : [0, 1] → D∗δ , which implies that αz defines a contact form for any z ∈ D∗δ (see [13]). That the
orthogonality requirement of 2.5 is satisfied follows from the fact that the gradient Zr := grad(r)
of the radius function r on B2n+2r , 0 < r < 1 satisfies by direct calculation i 12ZrΩCn+1 = θCn+1 , so
Zz, z ∈ Dδ equals the orthogonal projection of Zr/2 to Xz, hence Z is orthogonal to the levels sets
of the function S˜z := r|Xz which is defined on a neighbourhood of ∂Xz for any z ∈ D∗δ , from which
it follows that, over U, Z is orthogonal to the level sets of Sˆ.
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2.2 Relative (n, 0)-forms and winding numbers
Let now n ≥ 2 and sˆ be the global section of Hn(f∗Ω·Xˆ/D∗
δ
) defined by the polynomial 1 ∈ M(f)
(M(f) denoting the Milnor algebra), that is, having the property that
dz0 ∧ · · · ∧ dzn = df ∧ sˆ ∈ Ωn+1(Xˆ,C). (17)
Now note that for any x ∈ D∗δ , sx := Ψ∗x(sˆ|Xˆx) defines a closed n-form on Xx, which is holomorphic
on the set
A˜x(m) := {z ∈ Xx|ψm(|z|2) = 1} ⊂ Ax(m) ⊂ Xx, (18)
we will denote the resulting global section of Hn(Z,C) by s. Here, Hn(Z,C) denotes the vector
bundle whose fibre over u ∈ S1 is the n-th cohomology of the complex Ω∗(Xu,C) (writing Z →֒
X → S1δ and Zu = Xu). In the following it will be convenient to assume that the family Ψx, x ∈ D∗δ
from Lemma 2.2 is chosen to be equivariant with respect to the quasihomogeneous circle action
which defines a fibre bundle homomorphism on Xˆ as well as on X by setting on the latter σt(z, x) =
(σt(z), e
2πitx), t ∈ [0, 1], so Ψx = σ−1t Ψe2πitxσt, t ∈ [0, 1]. Choose any ǫ > 0 so that ǫ < δ and fix
x ∈ S1ǫ and denote by M = Xx the fibre at x, following the discussion above (M ;ωx =: ω) is a
symplectic manifold with contact boundary. Let [sx] = [s|M ] ∈ Hn(M,C) be the class inM induced
by s. Then we will assume that the following holds for any small enough ǫ > 0:
Assumption 2.7. There is an oriented closed Lagrangian submanifold Qx ⊂M , that is dimQx = n
and ω|Qx = 0, so that Qx ∩ ∂M = ∅, Qx represents a non-zero class [Qx] ∈ Hn(M,C) and
1. H1(Qx,C) = H1(Qx,Z) = 0,
2.
∫
M [sx] ∧ PD[Qx] = c 6= 0,
In fact, if an obvious topological condition on [sx] is satisfied, the two conditions in Assumption 2.7
are provable by means of generically perturbing f and subsequent embedding of a neighbourhood of
the zero section of T ∗Sn into M (see Appendix A). To be precise we have even further:
Lemma 2.8. Assume [sx] lies in the image of i
∗ : Hn(M,∂M,C)→ Hn(M,C). Then there exists an
oriented, closed Lagrangian submanifold Qx ⊂M so that 1. and 2. of Assumption 2.7 are satisfied.
Further, Qx ⊂ M is diffeomorphic to Sn and there exists s ∈ R, x ∈ D∗δ so that Qx ⊂ A˜x(s) ⊂
M := X(x,s) (see (7)). If [ρ
k] = [IdM ], then the corresponding isotopy ρ
k
t ∈ Symp(M,∂M,ω) can be
chosen so that ρkt (A˜x(s)) ⊂ A˜x(s) for all t ∈ [0, 1].
Proof. Consider the exact sequence
0→ Hn−1(∂F,C) δ−→ Hn(M,∂M,C) b−→ Hn(M,∂M,C)∗ r−→ Hn(∂M,C)→ 0. (19)
where we identified b with the map i∗ : Hn(M,∂M,C) → Hn(M,C) induced by the inclusion
i : (M, ∅)→ (M,∂M) using the non-degenerate intersection pairing (·, ·) : Hn(M,C)×Hn(M,∂M,C)
identifying Hn(M ;C) with Hn(M,∂M,C)∗ via [α] 7→ (α, ·). So we see that for any element α in the
image of i∗, i.e. for α = [sx], there is an element β ∈ Hn(M,∂M,C) so that (α, β) = c 6= 0. We
claim that β has a nontrivial image i∗(β) ∈ Hn(M,C). But this is clear from sequence (19), since
in the other case b(β, γ) = 0 for all γ ∈ Hn(M,∂M,C) which is impossible by the (−1)n-symmetry
of the intersection pairing (·, ·). By Lemma 5.1 in Appendix A., there is a basis {δj} of embedded
Lagrangian n-spheres of Hn(M,Z), so there is at least one element δk with ([sx], PD[δk]) = c 6= 0,
then i∗(δk) ∈ Hn(M,∂M,C) will be nontrivial since PD[δk] ∈ im(i∗) and so Qx := δk satisfies all
requirements.
To prove the second assertion, asssume that with A˜x(m) ⊂ Xx =M for some fixed x ∈ D∗δ as defined
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in (18) Qx ⊂M is not contained in A˜x(m). Choose s′ > m, s ∈ R and set as in the proof of Lemma
2.3 Xx,s = {y ∈ B2n+21 |f(y) = ψs(|y|2)x}. Then consider the set
Yˆ :=
⋃
s∈I⊂R
Xφ(s),s × {φ(s)}
where φ : I = [m, s′]→ D∗δ is the path φ(s) = τ(s)x where τ(s) ∈ (0, 1], τ(m) = 1 for any s ∈ [m, s′]
so that dy(f(y) − ψs(|y|2)φ(s)) 6= 0, y ∈ Xφ(s),s. Consider Yˆ as an embedding i : Yˆ →֒ Cn+1 × C,
equipped with a closed two-form Ω = i∗ΩCn+2 ∈ Ω2(Yˆ ,C). Then (Yˆ ,Ω) is an exact symplectic
fibration in the sense of Definition 2.4 and we consider the embedding j : R−0 ×∂hYˆ → Yˆ induced by
the flow of the Liouville vector field Z given by iZΩ|TXφ(s),s = Θ|TXφ(s),s, where Θ is Θ = i∗ΘCn+2.
Then, since Qz ∩ ∂M = ∅, we can find a c < 0 s.t. Yˆc := j([c, 0]× ∂hYˆ ) ∩Qx = ∅. Further, we can
assume by (the proof of) Lemma 2.6, applied to Yˆ , the radial coordinate of Yˆc to be parametrized so
that j({c′}×∂Yˆ ) = {x ∈ Yˆ : S˜(x)−1 = c′}, c′ ∈ [c, 0], where S˜(x) = r(x)2|Yˆ . Then it is clear that in
the definition of Yˆc we can choose s
′ > 0 so that − 1s′ > c, then Xφ(s′),s′ \ (A˜φ(s′)(s′)) ⊂ Yˆc∩Xφ(s′),s′ .
Finally, by (3.) of Ass. 2.5 and (12), we see that Qφ(s′) := P
Ω
x,φ(s′)(Qx) ⊂ Xφ(s′),s′ ∩ (Yˆ \ Yˆc). So
we see that Qφ(s′) ⊂ A˜φ(s′)(s′) and we arrive at the second assertion by setting M = Xφ(s′),s′ . To
prove the last assertion, note that ρkt , t ∈ [0, 1] can be chosen s.t. ρkt |Yˆc ∩Xφ(m),m = IdXx , t ∈ [0, 1].
But the symplectic monodromy ρk(s′) of Ys′ := (fk)−1(S1|φ(s′)|) can be isotoped to the identity by
ρk(s′)t := τφ ◦ ρkt ◦ τφ−1 , t ∈ [0, 1], where τφ : Xx = Xφ(m),m → Xφ(s′),s′ is symplectic parallel
transport in Yˆ , which using (12) again gives the assertion.
In the following, by slightly extending the above, we will choose s(y) ∈ R, y ∈ S1ǫ so thatQx, as well as
the images of Qx under symplectic parallel transport along S
1
ǫ are contained in
⋃
y∈S1ǫ (A˜y(s) ⊂ Xy).
Note also that if we choose x, s as described in the proof of the Lemma, then A˜x(s) ⊂ M := X(x,s)
is a deformation retract of M , though we will not use this fact explicitly in the following.
The topological condition in Lemma 2.8 can be expressed in terms of the quasihomogeneous weights
of f :
Lemma 2.9. The condition [sx] ∈ i∗ : Hn(M,∂M,C)→ Hn(M,C) is equivalent to
∑
βi − β 6= Z.
Proof. Assuming [sx] ∈ im i∗ : Hn(M,∂M,C) → Hn(M,C) implies by the exact sequence (19)
above that [sx] lies in the image of b : H
n(M,∂M,C) → Hn(M,∂M,C)∗. Now since the variation
structure of f , compare for the notation [26] (see also [45]), is given by
V(f) =
⊕
α∈Λ
Wexp(2πil(α))((−1)[l(α)]+n) (20)
and since the kernel of b is represented by (Lemma 4.4) monomials zα s.t. {α ∈ Λ ⊂ Nn+1 : l(α) ∈ Z}
the claim follows, since [sx] is by definition determined by 1 ∈M(f) corresponding to α = 0 ∈ Λ so
l(0) /∈ Z.
Note that concerning the question if the symplectic monodromy ρ ∈ π0(Symp(M,∂M,ω)) is of
finite order in π0(Symp(M,∂M,ω)), one can reduce to an examination of the powers ρ
β·m, for
m ∈ N,m > 1, since it is well known resp. follows from (20) that ρ∗ ∈ Aut(Hn(M ;C)) is of finite
order β for f quasihomogeneous of weighted order β (Steenbrink [45]), while the condition in Lemma
2.9 ensures that (ρ∗)k([sx]) 6= [sx] for any k 6= m · β, m ∈ N+. Thus, given Assumptions 2.7 and
2.18 below (which is proven in Section 2.3) we will prove the following
Theorem 2.10. Assume n ≥ 2 and [sx] lies in the image of i∗ : Hn(M,∂M,C)→ Hn(M,C). Let
k = βm, m > 0, m ∈ N, then ρk 6= Id in π0(Symp(M,∂M,ω)). This implies that ρ is an element
of infinite order in π0(Symp(M,∂M,ω)).
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The proof of the theorem will require a series of lemmata, as already remarked in the introduction
we will give a proof of Theorem 2.10 in Section 3.1 which uses the additional Assumption 3.1 but
dispenses from the use of a family of fibrewise (n, 0)-forms as introduced in Lemma 2.12 below. We
begin with
Lemma 2.11. Let X˜ := X |D[ǫ,δ] and consider M = Xx with symplectic form ωx and Z|Xx being
the Liouville vector field of M for some x ∈ S1δ ⊂ ∂D[ǫ,δ]. Then there is a family {ρt} for t ∈ [ǫ, δ]
so that the ρt ∈ Symp(M,∂M,ω) define the same element in π0(Symp(M,∂M,ω)) for different
t, t′ ∈ [ǫ, δ] and so that there is an equivalence of symplectic fibrations
Θ : X˜ ≃ Xˆ := ([ǫ, δ]× [0, 1]×M) / ((t, 0, x) ∼ (t, 1, ρt(x)) . (21)
Furthermore, under this identification, the symplectic form Ω with horizontal space HΩ on X˜ corre-
sponds to a symplectic form Ω0 on [ǫ, δ]× [0, 1]×M , so that the induced horizontal distribution H0
restricted to the (tangent space of the) hypersurfaces Yt := ({t} × [0, 1]×M) / ((t, 0, x) ∼ (t, 1, ρt(x))
is the one induced from the trivial horizontal distribution H0 on π0 : {t} × [0, 1]×M → {t} × [0, 1].
Proof. Let for any t ∈ [0, δ − ǫ] Θt : Yδ → Yδ−t be the parallel transport with respect to Ω along
radial rays, then Yδt identifies with M × [0, 1]/(x, 0) ∼ (ρt0(x), 1) setting ρt := Θ−1 ◦ρδ ◦Θ, where ρδ
is the symplectic monodromy of Yδ, this also gives a differentiable structure on the union
⋃
t∈[ǫ,δ] Yt
and the assertion about H0.
Consider now for k = mβ,m ∈ N the following base extension of X˜:
X˜k −−−−→
πk
X˜yfk yf
D[ǫ,δ] −−−−→
λk
D[ǫ,δ],
(22)
where λk(z) = z
k. Then πk : X˜
k → X˜ is the k-fold connected cyclic covering of X˜, that is Zk
acts transitively on the set π−1k (x) for any x ∈ X˜. The isomorphism from Lemma 2.11 lifts to an
isomorphism
Θk : X˜k ≃ Xˆk := ([ǫ, δ]× [0, 1]×M) / ((t, 0, x) ∼ (t, 1, ρkt (x)) . (23)
Since πk : X˜
k → X˜ is a covering map, we can lift the symplectic form Ω on X˜ to a corresponding
symplectic form Ωk on X˜k, analogously we can lift the complex structure J on X˜ to a compatible
complex structure Jk on X˜k (compatible with Ω) and inducing a family of vertical complex structures
Jk,vx , x ∈ D[ǫ,δ] on the fibres of X˜k (compatible with the fibrewise lifted symplectic forms ωkx), we
denote the connection associated to Ωk by HΩk . From the description of X˜
k in (23) one sees that
the monodromy induced by HΩk around circles St, t ∈ [ǫ, δ], equals ρkt .
Denoting Zk →֒ X˜k the union of the fibres of X˜k (note that Zku ≃ Zu, u ∈ D[ǫ,δ]) let sk ∈
Γ(Hn(Zk,C)) be the section determined by the lift of s over X˜ to X˜k (lifting the local expressions
of s as differential forms). For the following, we need a certain extra-structure on fk : X˜k → D[ǫ,δ],
namely, the existence of a non-vanishing fibrewise (n, 0)-form restricting on each A˜x(m) ⊂ X˜kx to
sk. To be more precise, recall that if πk : X˜
k → X˜ denotes the k = m · β, m ∈ N-fold covering of
f : X˜ → D[ǫ,δ], then we have by (17) and (18)
(sk0 := iXfk (π
k)∗(dz0 ∧ · · · ∧ dzn))|A˜x(m) = sk|A˜x(m), x ∈ D[s,ǫ], (24)
where the equality is understood on vertical tangent vectors and Xfk is defined as the projection to
T (1,0)X˜k ⊂ TCX˜k of the vector field being horizontal w.r.t. Ωk and satisfying d(f ◦ πk)(Xfk) = 1,
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so sk|A˜x(m) ∈ Γ(Λn,0T ∗X˜kx), x ∈ D[ǫ,δ] (recall A˜x(m) as defined in (18)). Note that by definition
of s (see 17 and below), we have sk|X˜kx = π∗kΨ∗x(s|Xx), where Ψx : Xx → Xˆx is the diffeomorphism
introduced in Lemma 2.2, so sk ∈ Γ(Hn(Zk,C)) but in general, sk|(X˜kx \ A˜x(m)) /∈ Γ(Λn,0T ∗(X˜kx \
A˜x(m))). Nervertheless, we have the following Lemma, which is a family version of Lemma 4.12 in
[42]. For this note that setting for any x ∈ S1δ ⊂ D[ǫ,δ]
Bx(m) := Ax(m) \ A˜x(m) = {z ∈ Xx|ψm(|z|2) = 0} ⊂ Ax(m) ⊂ Xx,
there is by Lemma 2.6 resp. by (7) a neighbourhood N of ∂Y where Y = X ∩ f−1(S1δ ) in Y and a
diffeomorphism Θ : N → S1δ ×Bx(m) for some fixed x ∈ S1δ which is a fibrewise symplectomorphism
preserving Ω and the fibrewise complex structures Jx, x ∈ S1δ . Note that Θ gives rise to a corre-
sponding trivialization Θk : N
k → S1δ×Bx(m) for some neighbourhoodNk ⊂ Y k := X˜k∩(fk)−1(S1δ )
of ∂Y k so that λk ◦ pr1 ◦Θk = pr1 ◦Θ ◦ πk (using notation as in 22).
Lemma 2.12. There is a family of fibrewise compatible almost complex structures J˜x, x ∈ S1δ on
Y k and a non-vanishing section sk ∈ Γ(Λn,0(T ∗Y k)v) (with respect to J˜x) so that
sk|A˜x(m) = sk|A˜x(m), Jx|Ax(m) = J˜x|Ax(m) x ∈ S1δ ,
and (s, J˜) is compatible with Θk on N
k in the sense that (sk, J˜)|⋃y∈S1
δ
By(m) = (pr2 ◦
Θk)
∗((skx, J˜x)|Bx(m)) for a fixed x ∈ S1δ .
Remark. Actually Θ resp. Θk are by definition of the Milnor-fibration in (7) simply the identity
on S1δ × Bx(m), so N resp. Nk are trivialized by the identity map by definition. Furthermore, it
actually true that s can be chosen so that sk|Ax(m) = sk0 |Ax(m), x ∈ S1δ , where the equality is
understood between elements of Γ(Λn,0T ∗Ax(m)), since we will not need this stronger statement in
the following, we restrict to the above statement.
Proof. For the proof, denote by p : Cn+1 → C the actual quasihomogeneous polynomial as referred
to in (6), whereas f : X → D∗δ denotes the projection in (7). Then for any x ∈ S1δ , define a complex
vectorbundle K(x) → Xx of dimension 2n by K(x)z = ker dpz . The set K :=
⋃
x∈S1
δ
K(x) → Y
defines a complex subbundle of Cn+1 × Y of the same dimension over Y , let Kk = π∗k(K) be its
lift to Y k. Kk, as well as T vY k, (the complexification of) the vertical tangent bundle to Y k, are
complex subbundles of Cn+1 × Y k, which by the arguments in Lemma 2.1, can be made arbitrarily
close. This means that the projection PK : T
vY k → Kk is a bundle isomorphism and that the
pullback J ′x = P
∗
K(J
0
x) of the canonical complex structure J
0 on Cn+1, restricted to Kk(x), defines
an amooth family of almost complex structures on Y kx , x ∈ S1δ which is ωx-tame and restricts to Jx
on Ax(m) for any x ∈ S1δ . Furthermore, s˜k := P ∗K(sk0) restricts on each fibre Y kx to a nonvanishing
(n, 0)-form w.r.t. J ′x. Now, fix one fibre Y
k
x and observe that J
′
x can be homotoped to an almost
complex structure J˜x on Y
k
x which is compatible with ωx and that this homotopy can be chosen
to be constant on Ax(m). Denote by φ : TY
k
x → TY kx the corresponding bundle-map, that is,
φ∗J ′x = Jx. Observe that the weighted circle action σ(t), t ∈ S1 associated to p, lifted to Y k, is a
fibrewise diffeomorphism preserving the unitary structures ωx, Jx and that σ
m(t) covers t 7→ t.πk(x)
in Y k if k = mβ, m ∈ N. Thus define skx = φ∗s˜kx and sky = (σm(−t))∗ ◦ φ∗ ◦ (σm(t))∗s˜ky and
finally Jy = (σ
m(−t))∗ ◦ φ∗ ◦ (σm(t))∗J ′y if πk(y) = t.πk(x). Since σ(t)(Ax(m)) = Ay(m), the family
skx, x ∈ S1δ satisfies all requirements of the Lemma.
Now recall the construction of the covering πk : X˜
k → X˜ , where f : X˜ → D[ǫ,δ] is given by (7), as
constructed in (22) and the isomorphism
Θ : X˜k ≃ M × [ǫ, δ]× [0, 1]
(x, t, 0) ∼ (ρk(t, x), t, 1) → D[ǫ,δ], (25)
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where the ρk(t, ·), t ∈ [ǫ, δ] are conjugated in Symp(M,∂M,ω) (see Lemma 2.11) and M = X˜x for
some fixed x ∈ D[ǫ,δ], denote pk the corresponding quotient map pk :M × [ǫ, δ]× [0, 1]→ X˜k.
Assumption 2.13. Assume from now on that the symplectic monodromy of the ’reference bundle’
fk : Xk ∩ (fk)−1(S1δ )→ S1ǫ , namely ρk = ρkǫ ∈ π0(Symp(M,∂M,ω)), is trivial and
∑
βi − β 6= Z.
We will give a proof of Theorem 2.10 by leading this assumption to contradiction. Setting Y k =
(fk)−1(S1δ ) as above set ρ
k(δ, ·) = ρk as the symplectic monodromy of Y k and choose an isotopy
ρk(·) : [0, 1] ×M → M connecting ρk1 = ρk to the identity ρk0 = id in Symp(M,∂M,ω). We now
construct a smooth n+1-dimensional submanifold Q ⊂ Y k by choosing a 0 < r << 1 and a smooth
function ψ : [1 − r, 1] → [0, 1] that is zero in some neighbourhood of 1 − r and equal to 1 in a
neighbourhood of 1 and defining a subset of M × {δ} × [0, 1] as
Qˆ = Qx × {δ} × [0, 1− r] ∪
⋃
τ∈[1−r,1]
(ρkψ(τ))(Qx)× {δ} × {τ} (26)
where here, Qx ⊂ A˜x(m) ⊂ M is the Lagrangian cycle satisfying the first two conditions in (2.7),
i.e.
∫
M [sx] ∧ PD[Qx] = c 6= 0. It is the clear that Qˆ ⊂ M × {δ} × [0, 1] factorizes to a well-defined
n + 1-dimensional, closed submanifold Q ⊂ Y k ⊂ X˜k whose intersection Q0 with the image of
{δ}×M × [0, 1− r] is Lagrangian in X˜k (see Lemma 2.14 below). With the notation used in Lemma
2.14 we have, since the Lagrangians {ρkψ(τ)(Qx)}τ∈[1−r,1] are mutually isotopic in M have is proven
in Lemma 2.14 below (we will explain the modified definition of κQ, θ constituting α in a moment)
[sk|y(τ)∈S1
δ
] =
1
c
∫
Qy(τ)
eiθiX
fk
κQ · [skx]||(y(τ)) =: α(τ) · [skx]||(y(τ)) (27)
for y(τ) = xe2πiτ and τ ∈ [0, 1] and Qy(τ) := Q∩Y ky(τ). To explain the terms occuring in α, we define
κQ ∈ Γ(Λn+1,0(T ∗X˜k)|Q) so that it coincides over the quotient image z′ of each z ∈ Qx×{δ}×[0, 1]⊂
Qˆ in Q ⊂ Xke with the element of Λn+1,0(T ∗z′X˜k)|Q induced by the Lagrangian subspace
T hz′Y
k ⊕ Tz′Qy(τ) ⊂ Tz′X˜k, y(τ) = fke (z′), τ ∈ [0, 1]. (28)
Note that T hz′Y
k denotes the Ωk-orthogonal complement of ker(dfk) in TY k. Clearly, over the image
z′ of z ∈ Qx × {δ} × [0, 1 − r] ⊂ Qˆ in Q, this is simply the element of Λn+1,0(T ∗z′X˜k) induced by
the Lagrangian subspace Tz′Q ⊂ T X˜k. On the other hand, the phase eiθ : Q→ S1 is defined by the
requirement
eiθκQ = (π
k)∗(dz0 ∧ · · · ∧ dzn)|Q. (29)
Then we have the following:
Lemma 2.14. Let Q ⊂ Y k ⊂ X˜k be constructed as above, then its intersection Q0 with the image
of the canonical projection of {δ} ×M × [0, 1− r] in Y k is Lagrangian, that is
Ωk|Q0 = 0.
Let dz0∧· · ·∧dzn be the canonical (n+1, 0)-form on Cn+1, restricted to X˜ and consider its pullback
to X˜k by πk. Let {ei}, i = 1, . . . , n be an oriented orthonormal basis of T hz′Y k ⊕ Tz′Qy(τ) ⊂ Tz′X˜k,
let for each i, ui = 1/2(ei − iJei) and let {u∗i } be the associated dual basis. Then write locally
π∗k(dz0 ∧ · · · ∧ dzn)|Q = eiθ(u∗0 ∧ · · · ∧ u∗n) =: eiθκQ, (30)
for some (well-defined) function eiθ : Q → S1 (note that since Q is oriented, κQ is a well-defined
(n+1, 0)-form on T X˜k|Q. Then since H1(Qy,C) = 0, y ∈ S1ǫ , θ lifts to a well-defined function θy :
13
Qy → R, while on Q one has a smooth function θ : Q→ R/Z satisfying (30). Let Xfk ∈ Γ(T (1,0)X˜k)
s.t. dfk(Xfk) = 1, then one has for any y = e
2πit ∈ S1ǫ
[sky(t)] := [s
k|y(t)∈S1ǫ ] =
1
c
∫
Qy(t)
eiθiX
fk
κQ · [skx]||(y(t)) =:
1
c
α(t)[skx]||(y(t)) = e
2πiγt · [skx]||(y(t)). (31)
where α : [0, 1]/{0, 1} → C∗, [skx]|| ∈ Γ(Hn(Zk,C)) is the parallel section which coincides at x ∈ S1ǫ
with sk|x, c 6= 0 is determined by 2. in Assumption 2.7 and
wind(α) = γ = m(
∑
i
βi − β) ∈ Z. (32)
Proof. That Q is Lagrangian is immediate from the fact HΩk is defined as the annihilator of the
vertical bundle and the fact that, by construction, HΩk ∩ TYǫ ⊂ TQ, that Q is well-defined as a
closed Lagrangian submanifold of X˜k is implied by (79) in Assumption 2.7. To prove equation 31
note that if ΦXK (t), t ∈ [0, 1] denotes parallel transport in X˜k along t 7→ ǫe2πit using the horizontal
distribution defined by the Euler vector field π∗k(K) = π
∗
k(2πi
∑
iwizi
∂
∂zi
) on X˜k then by Lemma
3.1.11 in [35]
ΦXK (t)
∗sk = e2πiγtsk, (33)
where γ = m(
∑
i βi − β) ∈ Z and k = mβ as above, so γ ∈ Z \ {0} by Assumption 2.9. Note that
this equation continues to hold on cohomology classes when replacing ΦXK by symplectic parallel
transport along t 7→ e2πit. But then for y(t) = ǫe2πitx, the section t 7→ e−2πiγt[sky(t)] =: [skx]||(y(t)) is
parallel. So one gets by the invariance of b under parallel transport
c · e2πiγt = e2πiγt
∫
(Yǫ)y(t)
[skx]||(y(t)) ∧ PD[Qy(t)] =
∫
(Yǫ)y(t)
sky(t) ∧ PD[Qy(t)]
=
∫
Qy(t)
sk(y(t)) =
∫
Qy(t)
iX
fk
(πk)∗(dz0 ∧ · · · ∧ dzn)
=
∫
Qy(t)
eiθiX
fk
κQ.
Finally inserting in [sky(t)] = e
2πiγt[skx]||(y(t)) the last equality one arrives at the assertion.
Remark. Since the constant c 6= 0 will not be of importance in the following, we will set its value to
c = 1 in all subsequent calculations.
For later use, the following will prove useful. Note that the family of bundles πkǫ : Y
k
τ → S1, τ ∈ [s, ǫ]
is defined in the proof of Lemma 3.4 in Section 3.1, in this section we will be confined to the case
Y kǫ = Y
k only.
Lemma 2.15. The horizontal subspace Hkf ⊂ TY kǫ given by the lift of the Euler vector field K =
2πi
∑
i wizi
∂
∂zi
, x ∈ Y on Yǫ to Y kǫ ⊂ Xke is mapped by Θk|Y kǫ (see (23)) to the subspace which is
induced by
Hkf (x, t) = span
d
dt
(ΦH(t)(x), t) ⊂ T (M × [0, 1]), x ∈M, (34)
on (M × [0, 1])/(x, 0) ∼ (ρk(x), 1) ≃ Y kǫ . Here, ΦH(·) : [0, 1] ×M → M is the Hamiltonian flow
associated to the Hamiltonian function H(k) ∈ C∞([s, ǫ]×M × [0, 1],R)
(Θk)∗H(k) = πk
n∑
i=0
wi|zi|2 ∈ C∞(Cn+1), (35)
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considered as a family of fibrewise Hamiltonians on M × [0, 1] and restricted to {ǫ} × [0, 1] ×M .
Furthermore, let ΦH,τ (t) be parallel transport along t 7→ e2πit in Y kτ , τ ∈ [s, ǫ] defined by the family
of horizontal subspaces on T (M × [0, 1]) given for each τ ∈ [s, ǫ] by
Hkf,τ (x, t) = span
d
dt
(
((ρk)ǫ−t(ǫ−τ) ◦ (ρkǫ )−1) ◦ ΦH(t)(x), t
) ⊂ T (M × I), x ∈M, t ∈ [0, 1]. (36)
Then ΦH,τ is a family of fibrewise isometries on Y
k
τ , τ ∈ [s, ǫ] with respect to the family of fibrewise
metrics on Y kτ introduced in Lemma 3.4.
Proof. Let ΦΩk(t) resp. ΦXK (t) denote the flow of the horizontal lifts XΩk resp. XK = k · K
w.r.t. HΩk resp. H
k
f of the vector field X = 2πiz on S
1. Define a flow η(t) = ΦXK (−t) ◦ ΦΩk(t).
Then η maps each fibre of Y k symplectically to itself and since ΦXK (t) preserves Ω hence HΩ,
ΦXK (t) commutes with ΦΩ(t) for any t, η(t) is the flow generated by Z := XΩk − XK . Now
(iXKΩ
k)|Fz0 = d(π∗kH(k)|Fz0), where Fz0 is any fibre of Y k. Since iXΩkΩ = 0, we have
(iX
Ωk
−XKΩ)|Fz0 = d(−π∗kH(k)|Fz), z ∈ S1ǫ ,
so η(t) is the Hamiltonian flow of −π∗kH(k) and since by definition ΦXK (t) = ΦΩk(t) ◦ η(−t), we
arrive at the assertion. That parallel transport along the family of horizontal subspaces introduced in
(36) introduces fibrewise isometries, follows directly from the form of the vertical complex structures
on Y kτ , τ ∈ [s, ǫ] as introduced in Lemma 3.4.
Before we can proceed we need a basic result about Maslov classes. For this, let (M,ω, J) be a
symplectic manifold with a compatible almost complex structure of dimension 2n. Let N ⊂ M be
a compact, connected and oriented submanifold of dimension k, let i : N →M be the inclusion and
let πL : Lag(M,ω) → M be the fibre bundle of Lagrangian subspaces of (TM,ω). In the following
we will also consider the fibre bundle of oriented Lagrangian subspaces π˜L : ˜Lag(M,ω)→M which
is a 2-fold covering of Lag(M,ω), that is, π1(L˜ag(M,ω)) is an index 2 subgroup of π1(Lag(M,ω))
(cf. [3]), that is, we have for any x ∈M a diagram
L˜agx(M,ω) −−−−→ Lagx(M,ω)ydet ydet2
S1 −−−−→
z 7→z2
S1,
(37)
where we identified Lagx(M,ω) with U(n)/O(n) and L˜agx(M,ω) with U(n)/SO(n). The vertical
arrows above are fibrations with simply connected fibres SU(n)/O(n) and SU(n)/SO(n), respec-
tively, thus π1(L˜agx(M,ω)) = 2Z as as subgroup of π1(Lagx(M,ω)) = Z. For any x ∈ M , we
will denote by γ˜ resp. γ the associated generating cohomology classes in H1( ˜Lagx(M,ω),Z) resp.
H1(Lagx(M,ω),Z).
Assume now that M carries a non-vanishing (not necessarily closed) section s of its canonical
bundle, that is s ∈ Γ(Λ(n,0)T ∗M), s(x) 6= 0 for any x ∈ M . Note that given a submanifold
i : N →֒ M and a section Λ0 : N → i∗Lag(M,ω) we have for any point x ∈ N a trivialization
i∗Lag(M,ω) ≃ N ×Lagx(M,ω) (analogously in the oriented case). Thus in this situation, γ resp. γ˜
induce elements in H1(i∗Lag(M,ω),Z) resp. H1(i∗L˜ag(M,ω),Z) which we will call the (oriented)
Maslov class associated to Λ0.
Lemma 2.16. Given a section Λ0 : N → i∗L˜ag(M,ω) (thus the associated subbundle Λ0 ⊂ i∗TM
is orientable) there is a unique non-vanishing element κN ∈ Γ(i∗Λ(n,0)T ∗M) s.t. |κN |g = 1 and
ev(κN (x))(Λ0(x)) = volΛ0(x), where volΛ0(x) denotes the volume form on Λ0(x) ⊂ TxM induced by
the orientation and metric. Furthermore, if g : N → C∗ is determined by
i∗s(x) = g(x) · κN(x), x ∈ N, (38)
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then we can associate to s a section Λs : N → i∗L˜ag(M,ω) so that Λ∗s γ˜ = [g∗β] ∈ H1(N,Z) if
g˜amma ∈ H1(i∗L˜ag(M,ω),Z) is the (oriented) Maslov class associated to Λ0, where β ∈ H1(C∗,Z)
is the generator and one has
PD[g∗β] = [Ns] ∈ Hk−1(N,Z), where Ns = {x ∈ N : Im(ev(i∗s(x)(Λ0(x)) = 0}. (39)
We call [g∗β] resp. [Ns] the (oriented) Maslov class resp. the Maslov cycle associated to s and Λ0
on N .
Proof. Choose any oriented, unitary basis of i∗TM locally over the open set U ⊂ N of the form
(e1, . . . , en, Je1, . . . , Jen) so that (e1, . . . , en) span Λ0(x), x ∈ U . Then
ηU :=
n∧
i=1
(ei − iJei)∗
defines locally an element of Γ(i∗Λ(n,0)T ∗M)|U . Covering N by open sets Ui ⊂ N , it is clear that
the local forms define a section κN ∈ Γ(i∗Λ(n,0)T ∗M) with the required property. Applying the
above construction to arbitrary elements of L˜ag(M,ω), then if ∆(J)∗ = (Λ(n,0)T ∗M \ (M × {0}))
we get a fibration with simply connected fibres
det : i∗L˜ag(M,ω)→ i∗∆(J)∗. (40)
Choose any section u of det along the image of i∗s in i∗∆(J)∗, such a section is determined for
instance by noting that i∗s defines a trivialization j : i∗∆(J)∗ ≃ S1 × N over N and Λ0 defines
as above a trivialization i∗L˜ag(M,ω) ≃ N × U(n)/SO(n). Viewed through the trivializations, det
becomes the map A 7→ eiφ(x)Det(A), A ∈ U(n)/SO(n), x ∈ N for some function eiφ(x) : N → S1.
Then, by the fact that the fibres of det are isomorphic to SU(n), we can choose over any point x ∈ N
smoothly an element in e−iφ(x) · SU(n) ⊂ U(n)/SO(n) (take x 7→ e−iφ(x)IdCn) which is mapped
under det to 1 ∈ S1, thus lying in the kernel of j ◦ det. This already gives a section of det over i∗s
in i∗∆(J)∗. Then Λs := u ◦ (i∗s) : N → i∗L˜ag(M,ω) defines the Maslov cycle
M =
⋃
x∈N
Mx, Mx = {Λ(x) ∈ i∗L˜ag(M,ω)x : Λ(x) ∩ Λs(x) 6= {0}}.
Now adopting arguments of Arnol’d ([2]) one infers that M = PD[g˜∗β], where [g˜∗β] ∈
H1(i∗L˜ag(M,ω),Z) is determined by g˜ : i∗L˜ag(M,ω) → C∗ and det(Λs(x)) = g˜(Λ(x)) · det(Λ(x))
for any Λ(x) ∈ i∗ ˜Lag(M,ω)x, x ∈ N . On the other hand if m = dim(i∗L˜ag(M,ω)x) this implies
[Mx] = [{Λ(x) ∈ i∗L˜ag(M,ω)x : Im(ev(i∗s(x))(Λ(x))) = 0}] ∈ Hm−1(i∗L˜ag(M,ω)x,Z) (41)
and by definition (38) we have g = Λ∗0g˜. Using Λ0 as trivializing i
∗L˜ag(M,ω), it then follows that
Λ∗s γ˜ = [g
∗β] ∈ H1(N,Z) is the pullback by Λs of the Maslov class on i∗L˜ag(M,ω) defined by Λ0 as
above this lemma. Finally by the above we have [Ns] = [Λ
−1
0 (Λ0(N) ∩M)] and by the functoriality
of the Poincare dual under the mapping Λ∗0 we arrive at the assertion.
Remark. Note that the above proof explicitly attaches a section Λs : N → i∗L˜ag(M,ω) to a
non-vanishing section s ∈ Γ(Λ(n,0)T ∗M) and an embedding i : N → M , which will be of some
importance in subsequent constructions. Using the notation of the proof of this Lemma, for any
x ∈ N , Mx ⊂ i∗L˜ag(M,ω)x is a canonically cooriented cycle of codimension one, to be more precise
([2]), Mx is a real algebraic subvariety with singular set
M2x =
⋃
k≥2
Mkx, M
k
x = {Λ(x) ∈ i∗L˜ag(M,ω)x : dim(Λ(x) ∩ Λs(x)) = k},
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where codim(Mkx) =
1
2k(k + 1) (cf. Arnold [2]). Furthermore, for any x ∈ N , the sets {Mkx}k∈N+
furnish Mx with the structure of a stratified space (see Mather [36], Whitney [51]) with smooth
top-stratum M1x of codimension 1, singular set M
2
x of at least codimension 3 in i
∗Lag(M,ω)x and
strata Mkx. Set M
k =
⋃
x∈N M
k
x, k ∈ N+. These remarks suggest the following
Definition 2.17. In the situation and notation of Lemma 2.16, let Ns ⊂ N represent [Ns] ∈
Hk−1(N,Z) as defined as in (39) so that PD[g∗β] = [Ns]. Let NMs := Λ
−1
0 (Λ0(N) ∩M), so that
also PD[g∗β] = [NMs ]. We will call N
M
s ⊂ N generic if it is a Whitney stratified space with smooth
cooriented top-stratum of codimension 1 in N given by NM,tops = Λ
−1
0 (Λ0(N)∩M1) and with singular
set NM,sgs = Λ
−1
0 (Λ0(N) ∩M2) of at least codimension 3 in N .
Let now be x ∈ S1ǫ fixed and Qx ⊂ (Y kǫ )x =:M ⊂ X˜k as in Assumption 2.7. Let ΦH(t), t ∈ [0, 1] be
the family of Hamiltonian flows on M introduced in (35) and ρkt ∈ Symp(M,∂M,ωx), t ∈ [0, 1] an
isotopy so that ρk0 = Id, ρ
k
1 = ρ
k. Then, relative to the representation of (Y kǫ ,Ω
k) as a symplectic
mapping cylinder (see (46) below) which is induced by symplectic parallel transport ΦΩ
k
(·) : Y
k
ǫ → Y kǫ ,
ΦH(·) resp. ρk(·) define by considering (47) and (48) below a 1-parameter-family of immersions
iτ : Qx × [0, 1]→ Y kǫ whose images Qτ := im(iτ ) factorize for τ = 0, 1 into closed n+ 1-dimensional
submanifolds Q0, Q1 ⊂ Y kǫ so that Q = Q1 and so that any intersection Qτ ∩(Y kǫ )u, τ ∈ [0, 1], u ∈ S1ǫ
is a Lagrangian sphere (resp. a union of Lagrangian spheres for u = x) in (Y kǫ )u. Thus consider the
family of Lagrangian spheres in (Y kǫ )x(t) defined for τ, t ∈ [0, 1], x(t) = xe2πit and fixed x ∈ S1 by
Qτ,x(t) = iτ (Qx × {t}), τ ∈ [0, 1], t ∈ [0, 1], s.t. Qτ,x(1) = ΦH(x)(1 − τ) ◦ ρτ (Qx) ⊂ (Y kǫ )x, (42)
for the latter equality compare (47). For any such Qτ,x(t) we have a section ΛQτ,x(t) ∈
Γ(i∗τ,tL˜ag(X˜
k,Ωk)), where iτ,t : Qτ,x(t) →֒ Xke is the inclusion, which is given for z ∈ Qτ,x(t) by
ΛQτ,x(t)(z) = T
h
z Y
k
ǫ ⊕ TzQτ,x ⊂ TzX˜k, τ ∈ {0, 1}, (43)
where T hY kǫ denotes the Ω
k-orthogonal complement of T vY kǫ in TY
k
ǫ . Then by Lemma 2.16, ΛQτ,x(t)
induces a non-vanishing section κQτ,x(t) ∈ Γ(i∗τ,tΛ(n+1,0)T ∗X˜k) of unit length for any τ ∈ [0, 1], t ∈
[0, 1] and a family of functions gτ,x(t) : Qτ,x(t) → S1 by setting
gτ,x(t)κQτ,x(t) = ((π
k)∗dz0 ∧ · · · ∧ dzn)|i∗τ,tT ∗X˜k = X∗fk ∧ sk|i∗τ,tT ∗X˜k (44)
For τ, t ∈ [0, 1], let NMτ,t ⊂ Qτ,x(t) be associated to the triple (Qτ,x(t),ΛQτ,x(t) , X∗fk ∧ sk|i∗τ,tT ∗X˜k) by
Definition 2.17 resp. the proof of Lemma 2.16, more precisely, we assume the following:
Assumption 2.18. With the above notation and definition, one can choose x = x(0) ∈ S1ǫ and
modify the families Qτ,x(t) for t ∈ [0, δ] ∪ [1 − δ, 1], τ ∈ [0, 1] for some small δ > 0 and ΛQτ,x(t) for
t, τ ∈ [0, 1] by ’arbitrarily small amounts’ (in a sense to be made precise in Section 2.3) so that the
first and at least one of the conditions (2.) and (3.) are satisfied:
1. For τ ∈ [0, 1] the set NˆMτ :=
⋃
t∈[0,1] Nˆ
M
τ,t ⊂ Qx×[0, 1] where NˆMτ,t := i−1τ (NMτ,t) is generic outside
of a discrete set. Further, each member of the family NMτ,t ⊂ Qτ,x(t), t ∈ {0, 1}, τ ∈ [0, 1] is
generic outside of a discrete subset and non-empty for τ = {0, 1}.
2. For t ∈ {0, 1}, the union of top strata NˆM,topt :=
⋃
τ∈[0,1] Nˆ
M,top
τ,t ⊂ Qx × [0, 1], as well as
each NˆMτ,t := i
−1
τ (N
M,top
τ,t ) are canonically cooriented (by Definition 2.17) outside of a discrete
set. Furthermore, for t ∈ {0, 1}, there exists an oriented path cˆ : [0, 1] → Qx × [0, 1] so that
cˆ(τ) ∈ Qx × {τ}, cˆ(0) = cˆ(1) so that cˆ intersects NˆM,topt transversally in generic points and
such that cˆ · NˆM,topt = 0.
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3. For t ∈ {0, 1}, there is a path-connected subset Ut ⊂
⋃
τ∈[0,1]Qτ,x(t) × {τ} ⊂ (Y kǫ )x(0) × [0, 1]
and a family of connected embedded, non-empty n-manifolds Uτ,t ⊂ Qτ,x(t), τ ∈ [0, 1] so that
Ut =
⋃
τ∈[0,1]Uτ,t × {τ} and one has Uτ,t ⊂ Qτ,x(t) \ NM,topτ,t . Further each Uτ,t is open in
Qτ,x(t) and for any t ∈ {0, 1}, τ ∈ [0, 1] equals a connected component of Qτ,x(t) \NM,topτ,t .
Remark. Note that to prove Proposition 2.19 below, thus Theorem 1.2, the first and the second
assertion are actually sufficient and proven in the present work. The third assertion is proven under
a further assumption on the vanishing of ’higher singularities’(cf. Section 2.3, Proposition 2.24) but
the alternative line of reasoning based on it in the proof of Proposition 2.19 is expected to play a
key role in a proof of Conjecture 1.3. We will discuss aspects of this in the end of Section 2.4 for the
quasihomogeneous case.
By definition resp. Lemma 2.16, for τ ∈ {0, 1}, NMτ := iτ (NˆMτ ) ∈ Hn(Qτ ,Z) and Nτ :=⋃
t∈[0,1]Nτ,t ⊂ Qτ where Nτ,t = {z ∈ Qτ,x(t) : gτ,x(t)(z) ∈ R} both represent the Poincare dual
of the Maslov class [g∗τβ] ∈ H1(Qτ ,Z), where gτ : Qτ → C∗, τ ∈ {0, 1} assembles the family (44).
Note that for t ∈ {0, 1}, τ ∈ [0, 1], the image of the sections Λsk : Qτ,x(t) → i∗τ,tLag(X˜k,Ωk) referred
to in the proof of Lemma 2.16 can be chosen to be Rn×{0} ⊂ TxX˜k for any x ∈ Qτ,x(t). Note further
that the genericity Assumption 2.18 is formulated here and will be used only for the representatives
NMτ , Nˆ
M
τ resp. their intersection with Qτ,x(t) for τ ∈ [0, 1], t ∈ {0, 1}, NˆMτ,t, and we will in the
following drop the upper suffixes M frequently in the course of the arguments.
Remark. Note that the genericity part of (1.) in Assumption 2.18 is satisfied if ΛQτ,x(t) ∈
Γ(i∗τ,tL˜ag(X˜
k,Ωk)) intersects the union of the sets Mx, x ∈ Qτ,x(t) for all τ, t ∈ [0, 1] transver-
sally outside of a discrete set of points, which can be achieved by a small perturbation of the sections
ΛQτ,x(t) for t, τ = {0, 1} resp. the family Qτ,x(t), t ∈ {0, 1} without affecting the Maslov class of
[Nτ ] ∈ Hn(Qτ ,Z) for τ = {0, 1}, this will be proven in Section 2.3. The non-emptyness assumption
in (1.) above follows for all τ ∈ [0, 1] and t = 0 since the non-vanishing of the class [N0] ∈ Hn(Q0,Z)
follows from assuming the non-vanishing of wind(α) = m(
∑µ
i=1 βi−β) (see Lemma 2.14) and formula
(55). The validity of Assumption (3.) will be discussed in Section 2.3 by representing a neighbour-
hood of each Qτ,x(t) in Qτ using generating families and subsequently using stability theory (see
Eliashberg and Gromov [15] resp. Guillemin and Sternberg [19]) to show that certain connected
components of the complement of the family of caustics NMτ,t ⊂ Qτ,x(t), t ∈ {0, 1}, τ ∈ [0, 1] do not
vanish along the symplectic isotopy that is underlying the deformation in the parameter τ (given the
non-occurrence of ’higher singularities’). Note that these considerations are connected with a ques-
tion posed by Arnol’d concerning the persistence of caustics of wavefronts in families of Lagrangian
embeddings (see Ferrand and Pushkar [17], Entov [16]).
We finally define a loop c : [0, 1]/{0, 1} → Q by fixing point z0 ∈ Qx, x ∈ S1δ above, and defining a
map
c˜ : [0, 1]→ Qˆ
c˜(τ) =
{
(z0, δ, τ), τ ∈ [0, 1− r](
(ρkψ(τ))(z0), δ, τ
)
, τ ∈ [1− r, 1].
(45)
this factorizes to a well-defined smooth map c : [0, 1]/{0, 1} → Q ⊂ X˜. We then have the following:
Proposition 2.19. Let g1 = e
iθ : Q→ S1 be determined as described in the formulation of Lemma
2.14. Then if dim(Qx) ≥ 2 and with the above notations, i.e. (32) and (27) we have
wind(α) = wind(eiθ◦c)− k,
On the other hand, wind(eiθ◦c) = k, which thus implies wind(α) = 0.
Proof. We will first prove that
wind(α) = wind(g1 ◦ cˆ)− k,
18
where cˆ : [0, 1] → Q is an arbitrary smooth path lifting t 7→ xe2πit for a fixed x ∈ S1ǫ and Q = Q1
is as defined in (26) resp. (48) below. Fixing M := (Y kǫ )x, x ∈ S1ǫ , choose an isotopy ρk(·) : [0, 1]→
Symp(M,∂M,ω) s.t. ρk0 = Id, ρ
k
1 = ρ
k, where ρk is the symplectic monodromy of Y kǫ . Recall that
symplectic parallel transport in Y kǫ defines a symplectomorphism
Θ : Y kǫ ≃ Y
k
:= ([0, 1]×M) / ((0, z) ∼ (1, ρk(z)) , (46)
as in Lemma 2.11. Denote π0 : [0, 1]×M → Y k the canonical projection. Set Ωk := (Θ−1)∗Ωk|Y kǫ
and ΦΩ
k
t := Θ ◦ΦΩ
k
t ◦ (Θ−1), where ΦΩ
k
t denotes symplectic parallel transport in Y
k
ǫ w.r.t. the curve
t 7→ xe2πit. For any τ ∈ [0, 1] define a family of diffeomorphisms Φ˜Ωk(·, t, τ) : (Y kǫ )x → (Y kǫ )xe2πit , t ∈
[0, 1] which are w.r.t. (46) and for any z ∈ (Y kǫ )xe2πit given as
Φ˜Ω
k
(z, t, τ) =
{
ΦH(t)((1− τ)t) ◦ ΦΩ
k
(z, t), t ∈ [0, 1− r), τ ∈ [0, 1]
ΦH(t)((1 − τ)t) ◦ ρkτψ(t) ◦ ΦΩ
k
(z, t), t ∈ [1− r, 1] τ ∈ [0, 1] , (47)
where ψ : [1 − r, 1] → [0, 1] is smooth s.t. ψ(1 − r) = 0, ψ(1) = 1, ψ′(1 − r) = ψ′(1) = 0. Here
we use the notation of Lemma 2.15, that is ΦH denotes the image of the flow of the lift of the
Euler vector field K =
∑
i wizi
∂
∂zi
, z ∈ Yǫ to Y kǫ under Θ. We see that for each τ ∈ {0, 1} the
family Φ˜Ω
k
(·, t, τ) symplectically trivializes Y kǫ , τ = 0 corresponds to the trivialization given by the
weighted circle action restricted to Y kǫ , τ = 1 to the trivialization induced by the chosen isotopy
ρkt ∈ Symp(M,∂M,ω), t ∈ [0, 1]. Then for τ ∈ [0, 1] define Qˆτ ⊂M × [0, 1] fibering into Lagrangian
submanifolds Qˆτ,t := Qˆτ ∩ (M × {t}) over [0, 1] by
Qτ = π0 ◦ Qˆτ =
⋃
t∈[0,1]
Φ˜Ω
k
(Qx, t, τ), f
k
e (π0(Qˆτ,t)) = xe
2πit, t ∈ [0, 1], (48)
where Qx ⊂ M is as in Ass. 2.7. For τ ∈ {0, 1}, Qˆτ factorizes to a well-defined closed submanifold
Qτ ⊂ Y k ≃ Y kǫ (fibering into Lagrangians Qτ,t = π0(Qˆτ,t)). Let iτ : Qˆτ → X˜k be the immersion
onto the image of π0(Qˆτ ). By Lemma 2.16, we can associate to any point z
′ ∈ Qˆτ , τ ∈ [0, 1] an
element κQˆτ (z
′) of i∗τ (Λ
n+1,0(T ∗z′X˜
k)) induced by the Lagrangian subspace
T hz′Y
k
ǫ ⊕ Tz′Qτ,t ⊂ Tz′X˜k, y(t) = fke (z′), t ∈ [0, 1], (49)
(recall Y kǫ ⊂ X˜k). Define a family of functions gτ := eiθτ : Qˆτ → S1 for τ ∈ [0, 1] by setting
eiθτ i∗τκQˆτ =
(
i∗τ (π
k)∗(dz0 ∧ · · · ∧ dzn)
)
, (50)
where here as above, we use Lemma 2.11 and the immersions iτ : Qˆτ → X˜k. Of course, for τ = 0, 1,
gτ factorize to functions gτ : Qτ → S1 (using the same symbols).
For the following, fix x ∈ S1ǫ in (46) and (47) so that (1.) and (2.) in Assumption 2.7 and Assumption
2.18 (1.) are satisfied. Then following Lemma 2.16 and the discussion above, we have relative n-cycles
NˆMτ ∈ Hn(Qˆτ , ∂Qˆτ ,Z) for τ ∈ [0, 1] so that for τ = 0, 1 we have after factorizing PD[g∗τβ] = [NMτ ] ∈
Hn(Qτ ,Z). By Assumption 2.18 (from now on dropping the upper suffix M), Nˆτ ⊂ Qˆτ , τ ∈ [0, 1],
resp. Nτ ⊂ Qτ , τ ∈ {0, 1} are in fact Whitney stratified spaces with cooriented smooth top-strata
Nˆ topτ , N
top
τ of codimension one and singular sets of at least codimension 3 in Qˆτ resp. Qτ . Let
γτ : S
1 → Qτ , τ ∈ {0, 1} be chosen so that it intersects N topτ transversally, generates H1(Qτ ,Z)/Tor
respectively and so that γτ ∩Nτ,x = ∅, τ ∈ {0, 1}, where Nτ,x = Nτ ∩Qx. We then have the following
claims:
1. Nτ ·γτ ∈ Z coincide for τ ∈ {0, 1}, where · denotes the geometric intersection number of cycles.
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2. We have N0 · γ0 − k = wind(α), N1 · γ1 = wind(eiθ1◦c) where c : [0, 1] → Q1 is any closed
smooth path generating H1(Q1,Z)/Tor.
Proof of the Claim (1.) using Assumption 2.18 (3.)
To prove the first claim using in addition Assumption 2.18 (3.), note that there is for each τ ∈ [0, 1]
a diffeomorphism Ψˆτ : Qˆ1 → Qˆτ , by assembling the family of fibrewise symplectomorphisms given
by
Ψˆτ (z, t) =
{
ΦH(t)(z, (1− τ)t), z ∈ Y kt , t ∈ [0, 1− r), τ ∈ [0, 1]
ΦH(t)((1 − τ)t) ◦ ρτψ(t) ◦ (ρψ(t))−1(z, t), z ∈ Y kt , t ∈ [1− r, 1] τ ∈ [0, 1],
(51)
which by (47) restrict to mappings Ψˆτ (z, t) : Qˆ1,t → Qˆτ,t. These factorize for τ = 0, 1 to diffeo-
morphisms Ψτ : Q1 ⊂ Y k → Qτ ⊂ Y k, which restrict to the identity on Y k0 = (Y kǫ )x. Consider
[Ψ−10 (N0)] ∈ Hn(Q1,Z) and [Ψ−10 (γ0)] ∈ H1(Q1,Z), then by functoriality of the intersection number
we have N10 · γ˜0 := Ψ−10 (N0) ·Ψ−10 (γ0) = N0 · γ0. Consider further Nˆ1τ := Ψˆ−1τ (Nˆτ ) ⊂ Qˆ1, τ ∈ [0, 1].
Then if we denote for τ ∈ [0, 1] Nˆ1,topτ ⊂ Q1 the (closure of) smooth topstratum of Nˆ1τ , we have
∂Nˆ1,topτ = Nˆ
1,top
τ,0 ⊔ Nˆ1,topτ,1 ⊂ Qˆ1,0 ⊔ Qˆ1,1 ⊂ Qˆ1,
where ∂ here means the geometric boundary and for τ ∈ [0, 1] we set
Nˆ1,topτ,t := Nˆ
1,top
τ ∩ (M × {t}) ⊂ Qˆ1 ∩ (M × {t}), t ∈ {0, 1}.
Note that since Ψ0|Qx = IdQx , we have
Nˆ1,top0,0 = −Nˆ1,top0,1 = Nˆ1,top1,0 = −Nˆ1,top1,1 ⊂ Qx. (52)
Now factorize N1,topτ = π0(Nˆ
1,top
τ ) ⊂ Q1, τ ∈ [0, 1] andN1,topτ,t = π0(Nˆ1,topτ,t ) ⊂ Qx, τ ∈ [0, 1], t ∈ {0, 1}
an consider the union
N1,top =
⋃
τ∈[0,1]
N1,topτ ⊂ Q1 × [0, 1] =: Q1.
Note that this is an oriented n+1-chain in Q1, where the orientation is inherited by a relative version
of Lemma 2.16 resp. Definition 2.17 outside of a discrete set of isolated points (compare Lemma
2.20). Then if N1,topt =
⋃
τ∈[0,1]N
1,top
τ,t ⊂ Q1 we have that 0 = [N1,top0 ∪ N1,top1 ] ∈ Hn+1(Q1, ∂Q1,Z)
with relative primitive N1,top, that is, ∂relN
1,top = N1,top0 ∪ N1,top1 , where the boundary is taken
relative ∂Q1. So we write ∂N
1,top := N1,top0 ∪ N1,top1 ⊂ Q1. Recall γ˜0 = Ψ−10 (γ0) and consider
the union γ∆ = γ˜0 − γ1 ⊂ Q1 × {0} ∪ Q1 × {1} ⊂ Q1. Since the following arguments will only
depend on the homology classes of γ˜0 and γ1 in Q1, since H1(Qx,Z) = 0 and by (52) we can assume
γ0 := γ˜0 = γ1 ⊂ Q1. Furthermore, using the notation of (3.) in Assumption 2.18, we can assume
that γ0,1∩Qx ⊂ im(jτ,t), t ∈ {0, 1}, τ ∈ {0, 1}, i.e. γ0,1∩N1,topτ,t = ∅. Thus [γ∆] = 0 ∈ H1(Q1,Z)/Tor
and we have a chain of equalities:
N0 · γ0 −N1 · γ1 = N1,top0 · γ0 −N1,top1 · γ1 = N1,top · γ∆ = ∂N1,top ⊚ γ∆,
where ⊚ symbolizes the linking pairing. Now let Qǫx := Qx× [−ǫ, ǫ] for some small positive ǫ, cut Q1
along the separating hypersurface Qx to obtain Qˆ1 and glue ∂Q
ǫ
x along ∂Qˆ1 and denote the result
by Qǫ1, in the following we will parametrize the ’neck’ in Q
ǫ
1 by Qx × [−ǫ, ǫ]. Set Qǫ1 × [0, 1] =: Qǫ1.
Then Qǫx := Q
ǫ
x × [0, 1] ⊂ Qǫ1 and N1,top0 ⊔ N1,top1 ⊂ ∂Qx × {−ǫ} × [0, 1] ⊔ Qx × {ǫ} × [0, 1] ⊂ Qǫ1.
By extending γ∆ constantly along Qǫx we can calculate ∂N
1,top
⊚ γ∆ in Qǫ1 with equal result as in
Q1. As a consequence of 2. in Assumption 2.18, we can find for each t ∈ {−ǫ, ǫ} smooth paths
ct : [0, 1]→ Qx×{t}× [0, 1] s.t. ct(τ) ∈ Qx×{t}×{τ}, τ ∈ [0, 1] so that ct(0) = γ0∩Qx×{t}×{0},
ct(1) = γ1 ∩Qx × {t} × {1} and
im(ct) ∩ (Qx × {t} × {τ}) ⊂ Uτ,f(t), t ∈ {−ǫ, ǫ}, τ ∈ [0, 1],
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where f(t) = 0 if t = −ǫ and 1 otherwise, i.e. N1,topf(t) ∩ im(ct) = ∅ for t ∈ {−ǫ, ǫ}. Define smooth
paths γˆτ : [−ǫ, ǫ] → Qǫx × {τ} so that γˆτ (t) = ct(τ) for t ∈ {−ǫ, ǫ} and τ ∈ [0, 1] and extend γˆτ for
each τ ∈ [0, 1] smoothly to paths γτ : [0, 1]→ Q1×{τ} being generators of H1(Q1×{τ},Z)/Tor and
coinciding with γ1 = γ0 for τ = 0, 1 outside the neck Q
ǫ
x ⊂ Q1. Thus we have constructed a family
γτ ⊂ Q1×{τ} ⊂ Q1, τ ∈ [0, 1] of generators for H1(Q1×{τ},Z)/Tor so that γ0,1 coincide with their
previous definitions and further (γ∆τ = γτ − γ1) ∩ ∂N1,top = ∅ for any τ ∈ [0, 1]. Thus the family of
pairs (∂N1,top, γ∆τ ) defines a link homotopy (see [5]) so that
∂N1,top ⊚ γ∆0 = ∂N
1,top
⊚ γ∆,
and ∂N1,top ⊚ γ∆1 = 0, so we arrive at the assertion of Claim (1.)
Proof of the Claim (1.) using Assumption 2.18 (2.)
We will explain how to modify the above if (3.) in Assumption 2.18 is replaced by Assumption 2.18
(2.) (in fact we need a little stronger result with regard to coorientation by the kernels of ’vertical
Hessians’, cf. Proposition 2.24 (3.) and the remark below). Here, we make essential use of the fact
that H1(Qx,Z) = 0 for n ≥ 2. Above we defined a family of submanifolds Qˆτ ⊂M× [0, 1], τ ∈ [0, 1],
where M := (Y kǫ )x for some fixed x ∈ S1ǫ so that for τ ∈ [0, 1] we have immersions iτ : Qˆτ →
Y kǫ ⊂ X˜k whose images Qτ := im(iτ ) define for τ = 0, 1 closed n + 1-dimensional submanifolds
Q1, Q2 ⊂ Y kǫ ⊂ X˜k. Recall that the Qτ are just π0(Qˆτ ) where π0 : M × [0, 1] → Y
k ≃ Y kǫ is the
canonical projection onto Y kǫ , represented as a symplectic mapping cylinder. Following Definition
2.17 and using the family of Lagrangian subspaces (49) over Qˆτ , τ ∈ [0, 1] we defined for τ ∈ [0, 1]
representants NˆMτ ⊂ Qˆτ of classes [NˆMτ ] ∈ Hn(Qˆτ , ∂Qˆτ ,Z) which factor to representants NMτ of
classes [NMτ ] ∈ Hn(Qτ ,Z) for τ = 0, 1. We choose γτ : S1 → Qτ , τ ∈ {0, 1} so that they
intersect the oriented top-strata N topτ transversally, generate H1(Qτ ,Z)/Tor respectively and so
that γτ ∩ NMτ,x = ∅, τ ∈ {0, 1}, where NMτ,x = NMτ ∩ Qx (note Qx = Qτ,x(0) in the above). Now to
prove claim (1.), that is that NMτ · γτ ∈ Z coincide for τ ∈ {0, 1}, where · denotes the geometric
intersection number of cycles, let
Q0 :=
⋃
τ∈[0,1]
Qˆτ × {τ} ⊂ (M × [0, 1])× [0, 1],
and let γˆτ : [0, 1]→ Qˆτ , τ ∈ {0, 1} be chosen so that π0(γˆτ (t)) = γτ (t) for all t ∈ [0, 1]. Then set
N
0 =
⋃
τ∈[0,1]
NˆMτ × {τ} ⊂ Q0,
and note that, by Assumption 2.18 and (3.) of Proposition 2.24, the top-stratum of N0 is cooriented
outside of a discrete subset and this coorientation coincides outside of a subset C1 of codimension 1
in
⋃
τ∈[0,1]Qτ,x(1) ∩ π0(N0) with the coorientations of the individual Nˆ1,topτ,t , t = 1, τ ∈ [0, 1] induced
by the kernels of the vertical Hessians of the functions generating the Lτ , τ ∈ [0, 1] with the notation
of Section Proposition 2.24. Note also that we can always assume that the family of immersions
iτ : Qx × [0, 1] → Y kǫ defined by (48) above is constant in a neighbourhood of τ = 0, 1. Then
the coorientation of the top-stratum of N0 will induce the given coorientations on the top-strata of
NMτ , τ = 0, 1 (outside of discrete subset). Thus N
0 defines a class [N0] ∈ Hn+1(Q0, ∂Q0,Z). Now
assume that we have chosen γ0, γ1 so that γˆ0(0) = γˆ1(0) /∈ N0 (which is always possible). Then let
γˆ2 : [0, 1] → (Q0 ∩M × {0} × [0, 1]) = Qx × {0} × [0, 1] be the path γˆ2(τ) = γˆ0(0) × {0} × {τ} ∈
(Qˆτ ∩M × {0})× {τ}, τ ∈ [0, 1]. Then we have that γˆ0(τ) ∩N0 = ∅ for all τ ∈ [0, 1]. On the other
hand, let γˆ3 : [0, 1] → (Q0 ∩M × {1} × [0, 1]) be the path whose existence is guaranteed by (2.) of
Proposition 2.24 above so that γˆ3(0) = γˆ0(1), γˆ3(1) = γˆ1(1) and γˆ3(τ) ∈ (Qˆτ ∩M × {1})× {τ} for
all τ ∈ [0, 1]. We can assume that π0(γˆ3) does not intersect C1 ⊂
⋃
τ∈[0,1]Qτ,x(1) ∩ π0(N0)) (thus
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intersects the latter only in ’fold points’). Then γˆ3 ·N0 = 0 by (2.) of Proposition 2.24. Finally note
that
γˆ : S1 → Q0, γˆ = (−γˆ2) ⋆ (−γˆ1) ⋆ γˆ3 ⋆ γˆ0,
where ⋆ means concatenation and the −-sign reverse of orientation, defines a contractible loop in
Q0, hence 0 = [im γˆ] ∈ H1(Q0,Z), hence counting intersection indices along γˆ we arrive at
0 = γˆ ·N0 = −γˆ1 ·N0 + γˆ0 ·N0 = −NˆM1 · γˆ1 + NˆM0 · γˆ0,
where the latter intersection numbers are determined in Qˆ0, Qˆ1, respectively, which, after factorizing
by π0, gives the assertion.
Proof of the Claim (2.)
To prove the second claim, recall that by (33) we have ΦXK (t)
∗sk = e2πiγtsk for t ∈ [0, 1], where
ΦXK is parallel transport along t 7→ xe2πit induced by the horizontal distribution Hkf ⊂ X˜k spanned
by the Euler vector field K as defined in the proof of Lemma 2.15, γ = m(
∑
i βi − β) ∈ Z and
k = mβ, m ∈ N+. On the other hand α : S1 → C∗ is given by (fixing M = (Y kǫ )u, u ∈ S1ǫ as above
and setting Qx = Q0 ∩M , Q0 as in (48))
α(t) := ev(Qx)(ΦXK (t)
∗sk) = ev(Qx)(e2πiγtsk) =
∫
Q0,x
eiθˆ0(t)iX
fk
κQ0(t), t ∈ [0, 1]. (53)
Here, eiθˆ0(t)iX
fk
κQ0(t) = ΦXK (t)
∗(eiθ0(t)iX
fk
κQ0,t), where e
iθ0(t) = eiθ0 |Q0,t. Denoting |Xfk | for
the norm of Xfk with respect to the metric g on Q0,x × [0, 1] induced by the metric Ωk(·, J ·) on Q0
we have
iX
fk
κQ0,t = e
−2πikt|Xfk |volQ0,t ∈ Ωn(Q0,t,C), t ∈ [0, 1] (54)
where here, volQ0,t denotes the volume-form on Q0,t = π0(Qˆ0,t) induced by the restricted metric.
To see this, note that for u ∈ Y kǫ with fk(u) = xe2πit,
iX
fk
(e∗0 − iJe∗0)(u) = e−2πikt|Xfk |(u),
where e0 is a local horizontal (w.r.t. Ω
k) unit vector field of TQ0, and 2πkt, t ∈ [0, 1] measures
the angle between Xfk and ei (which is fibrewise constant since J |HΩk = (fk)∗(j)). Comparing
(53) and (54) and using that ΦXK acts by fibrewise isometries, we see that (γ ∈ Z as in (32))
eiθˆ0(t) = e2πiγteiθ0(0) and |Xfk |volQ0,t = const., so we infer
wind(α) =
1
2πi
∫
[0,1]
α−1(t)∂tα(t)dt
=
1
2π
∫
[0,1]
α−1(0)
∫
Qx
θˆ′0(t)dt ∧ eiθˆ0(0)|Xfk |(0)volQ0,x − k
=
1
2π
ev(Qx × [0, 1])(dθˆ0 ∧ π∗1δ)− k
= N0 · γ0 − k.
(55)
where δ ∈ Hn(Qx,C), ev(δ)(Qx) = 1 and π1 : Qx× [0, 1]→ Qx is the obvious projection. In the last
line, we have used that PD[π∗1δ] = γ0 and PD[g
∗
0β] = N0, β ∈ H1(C∗,Z) the generator. The second
assertion of Claim 2. is essentially true by the definition of N1 as the Poincare dual of PD[g
∗
1β].
We will now show the second assertion of Proposition 2.19, that is that we also have wind(eiθ◦c) = k,
where c is as in (45) (note that by definition, eiθ1 = eiθ on Q1 = Q). For this, choose any smooth
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path v : [0, 1]→ M = Y kx so that v(0) = c(0) = z0 and v(1) ∈ ∂Y kx , where z0 ∈ M is as in (45) and
define the map (recall Y k = (fk)−1(S1δ ))
u˜ : [0, 1]× [0, 1]→M × {δ} × [0, 1]
u˜(t, τ) =
{
(v(t), δ, τ), τ ∈ [0, 1− r](
(ρkψ(τ))(v(t)), δ, τ
)
, τ ∈ [1− r, 1].
(56)
This factorizes to a well-defined map u : [0, 1] × [0, 1]/{0, 1} → Y k ⊂ X˜k, so that with F := im(u)
we have ∂F = im(c) ∪ im(cˆ), where cˆ(τ) := u(1, τ), τ ∈ [0, 1]/{0, 1} is a closed smooth path s.t.
im cˆ ⊂ ∂Y k. Let now L(M) → M be the fibrebundle whose fibre at z ∈ M is the Lagrangian
Grassmannian L(M)z = L(TzM,ωz), where ω is the symplectic form on M . Then, if P → M is
the Sp(2n,R) principal bundle of symplectic frames associated to (TM,ω), one knows that L(M) =
P ×Sp(2n) L(2n), where L(2n) is the Lagrangian Grassmannian of (R2n, ω0) w.r.t. the standard
symplectic structure ω0. Using this, we see that that any symplectic connection ∇ω on M , that is
∇ωω = 0, defines the notion of a parallel transport in L(M) along paths in M (alternatively, we
can take the Levi-Civita-connection on M and the U(n)-reduction of P w.r.t. J˜x on M). Fix the
element Q(M)0 ∈ L(M)z0 which is given by the Lagrangian subspace TQz0 ⊂ TxM and define the
path
Q(M) : [0, 1]→ L(M), Q(M)(t) = Pz0,v(t)Q(M)0, t ∈ [0, 1],
where Pz0,v(t) : [0, 1]×L(M)z0 → L(M)v(t) is parallel transport in L(M) along v. Let now Lv(Y k)→
Y k be the fibrebundle whose fibre at one point z ∈ Y k with fk(z) = y is L(Y ky ) = L(TzY ky , (ωy)z),
where ωy, y ∈ S1δ denotes the symplectic form given on Y ky . We define a section Qv of Lv(Y k)|F by
factorizing
Q˜v : [0, 1]× [0, 1]→ L(M)× {δ} × [0, 1]
Q˜v(t, τ) =
{
(Q(M)(t), δ, τ), τ ∈ [0, 1− r](
(ρkψ(τ))∗(Q(M)(t)), δ, τ
)
, τ ∈ [1− r, 1] ,
(57)
where (ρkψ(τ))∗ denotes the natural action of the symplectomorphism ρ
k
ψ(τ) on L(M). Now let
κQ ∈ Γ(Λn+1,0(T ∗X˜k)|F ) be the (n+ 1, 0)-form along the image of u associated to the Lagrangian
distribution Q ∈ Γ(L(X˜k,Ωk)|F ) along im u defined for each z = u(t, τ) by
Q(z) = T hz Y
k ⊕Qv(t, τ) ⊂ TzX˜k, t, τ ∈ [0, 1]. (58)
Then we have by construction of ηQ and Q above ηQ|im u = ηQ|im u, note that u was defined so
that u(0, τ) = c(τ), τ ∈ [0, 1]. Understanding this, using Lemma 2.12 and interior multiplication by
Xfk in (29) it is clear that the function e
iϑ : F = im u→ S1 defined by
eiϑiX
fk
κQ = s
k|F, (59)
coincides over im c ⊂ F with eiθ : im c → S1. The logarithmic derivative σ := d(log(eiϑ)) then
defines a closed 1-form σ ∈ Ω1(im u) which coincides over c([0, 1− r]) ⊂ Q with the mean curvature
form, σQ of Q
0, the ’Lagrangian part’ of Q. Now it is clear since σ is closed that
wind(eiθ◦c) = ev(σ)(c) = ev(σ)(cˆ) = wind(eiϑ◦cˆ)
since ∂F = im c∪ im cˆ. Now by the triviality condition of sk along ∂Y k and the construction of κQ
it follows for τ ∈ [0, 1] by using (102)
eiϑ◦cˆcˆ∗(iX
fk
κQ)(τ) = e
iϑ◦cˆe−2πikτ |Xfk ◦ cˆ|cˆ∗(κQv )(τ) = cˆ∗(sk)(τ),
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where κQv is the (n, 0)-form acting on (TY
k)v|F associated along u to the section Qv of Lv(Y k)|F
which is by Lemma 2.12 constant along cˆ w.r.t. the trivialization Θk, that is, eiϑ◦cˆ(τ)e−2πikτ = const
which implies wind(eiθ◦c) = k. Thus to summarize, using the fact (Claim 2.) that wind(eiθ◦c) =
N1 · γ1 and using (55) in conjunction with the first claim above, which says that N1 · γ1 = N0 · γ0,
gives wind(α) = 0.
It is clear that in view of (32) that Proposition 2.19 proves Theorem 2.10.
2.3 Proof of the key assumption
The objective in the following will be to give a proof of Assumption 2.18. The first part (Lemma 2.20)
deals with (finite dimensional) transversality results for smooth mappings applied to our situation
and is fairly standard, except probably for results on ’transversality of families of mappings’ that
were used. The second part (Prop. 2.24) is a bit less standard and adopts certain stability concepts
for ’fold’-singularities of subgraphical Lagrangian varieties inspired by Eliashberg/Gromov [15] and
Guillemin/Sternberg [19].
To begin with, recall that in the proof of Proposition 2.19 we defined for τ ∈ [0, 1] immersions
iτ : Qx × [0, 1]→ Y kǫ ⊂ X˜k whose images Qτ := im(iτ ) define for τ = 0, 1 closed n+ 1-dimensional
submanifolds Q1, Q2 ⊂ Y kǫ so that any intersection Qτ ∩ (Y kǫ )u, τ ∈ [0, 1], u ∈ S1ǫ is a Lagrangian
sphere (resp. a union of two Lagrangian spheres for u = x) in the Milnor fibre (Y kǫ )u, where here
x ∈ S1ǫ is a fixed point. The family Qτ,x(t) = Qτ,x(t) = iτ (Qx × {t}), τ ∈ [0, 1], t ∈ [0, 1], where
x(t) = xe2πit comes equipped with two families of sections: ΛQτ,x(t) ∈ Γ(i∗τ,tLag(X˜k,Ωk)) as defined
in (43) and Λsk,τ,t := π
∗
k(R
n+1×{0}) ∈ Γ(i∗τ,t ˜Lag(X˜k,Ωk)), where πk : X˜k → Xk is the covering map
and π∗k(·) here means the local lift to T X˜k of the family of (oriented, we will suppress orientation
suffixes in the following) Lagrangian planes
Λ0 = Rn+1 × {0} ⊂ T X˜ ⊂ TCn+1
which span the kernel of the differential of π0 : C
n+1 → {0} × Rn+1, the latter being the projection
along Rn+1 × {0}. Recall that iτ,t : Qτ,x(t) →֒ (Y kǫ )x(t) ⊂ Xke , τ, t ∈ [0, 1] is the inclusion of the
respective Lagrangian spheres in the Milnor fibres (Y kǫ )x(t) as defined in (42). Let ΛQτ ,Λsk,τ ∈
Γ(i∗τLag(X˜
k,Ωk)) be defined by
ΛQτ ◦ i−1τ |Qτ,x(t) = ΛQτ,x(t) , τ, t ∈ [0, 1],
Λsk,τ ◦ i−1τ |Qτ,x(t) = Λsk,τ,t = π∗kΛ0 ◦ iτ |Qτ,x(t), τ, t ∈ [0, 1].
Now set (M,Ω) = (X˜k,Ωk) and consider the following families of 3-tuples of the form G(it : N →
M,Λt0,Λ
t
1)t, t ∈ D, where D is a compact indexing manifold, Λ0,Λ1 ∈ i∗Lag(M,Ω) and i : N →M
is either an immersion or an embedding (remark that N, i,Λ0,Λ1 depend (smoothly) on t ∈ D in
the following):
G1(i : N →M,Λ0,Λ1)τ = (iτ : Qx × [0, 1]→ Qτ ,ΛQτ ,Λsk,τ ), τ ∈ D1 = [0, 1]
G2(i : N →֒M,Λ0,Λ1)τ,t = (iτ,t : Qτ,x(t) →֒M,ΛQτ,x(t) ,Λsk,τ,t), (τ, t) ∈ D2 = [0, 1]× {0, 1}.
(60)
Adopting to the above the notation and construction of the proof of Lemma 2.16 recall that there,
for any x ∈ N , we defined Mx ⊂ i∗Lag(M,ω)x, a canonically cooriented cycle of codimension one,
that is, Mx as a real algebraic subvariety with singular set
M2x =
⋃
k≥2
Mkx, M
k
x = {Λ(x) ∈ i∗Lag(M,ω)x : dim(Λ(x) ∩ Λ1(x)) = k}, k ∈ N+, (61)
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where codim(Mkx) =
1
2k(k+1) and a stratification {Mkx}k∈N+ of Mx with smooth top-stratumM1x of
codimension 1 and singular set M2x of codimension 3 in i
∗Lag(M,ω)x. Recall Mk =
⋃
x∈N M
k
x, k ∈
N+. We then have the following:
Lemma 2.20. Consider for i = 1, 2 Gi(it : Nt → M,Λt0,Λt1) for t ∈ Di as defined above. Then we
have
1. For i = 1 and t = τ ∈ D1, there is a a section Λ˜τ0 ∈ Γ(i∗τLag(M,Ω)) arbitrarily close to Λτ0 in
the (Whitney) C∞-topology so that Λ˜τ0 is transversal to M
k ⊂ i∗τLag(M,Ω) as defined in (61)
for each k ≥ 1 outside of a discrete set of points in Nτ .
2. For i = 2 and t = (τ, t) ∈ D2 there is a family of Lagrangian embeddings iˆt : Nt →֒ (Y kǫ )x(t), t ∈
{0, 1}, τ ∈ [0, 1] whose images are Lagrangian spheres in (Y kǫ )x(t), any iˆt is arbitrarily close to
it in the (Whitney) C
∞(N,M)-topology and the sections Λˆt0 ∈ Γ(ˆi∗tLag(M,Ω)) being induced
along the images of iˆt for each t ∈ D2 as in (43) (after eventually slightly rotating the horizontal
direction) are transversal to Mk ⊂ iˆ∗
t
Lag(M,Ω) outside of a discrete set of points in Nt.
3. By modifying iτ , τ ∈ [0, 1] and the family of horizontal subspaces given in (43) in a neighbor-
hood of the boundary of Nτ by an arbitrarily small amount in the C
∞-topology, we can arrange
that Λ˜τ0 , τ ∈ [0, 1] defined in (1.) and the pairs (ˆit, Λˆt0), t ∈ D2 defined in (2.) are compatible
in the sense that Λ˜τ0 |Nt = Λˆt0 for t = (τ, t) ∈ D2.
Proof. We adopt the proof of Theorem 2.1 in Arnol’d ([2]) to our situation and use a result of Bruce
[4] to extend the result to the situation of families of mappings. Let Gi, i = 1, 2 as above. First
note that Lag(M,Ω) ≃ M × Lag(R2n+2,Ω0), where Ω0 is the symplectic standard structure since
Lag(M,Ω) has a global section (simply take π∗k(Λ
0)). So for t ∈ D1,2, we have that i∗tLag(M,Ω) is
diffeomorphic to Nt×Lag(R2n+2,Ω0) =: Nt×B. We will denote the projection of the image of Mk
in Nt × B to the second factor under that diffeomorphism by C(k). Note that the group U(n+ 1)
is acting transitively on B. By the above identifications we can understand Λt0 ∈ Γ(˜i∗tLag(M,Ω)) as
a map Λt0 : Nt → B, or shortly f(t) : Nt → B, where the group G = U(n + 1) is acting smoothly
and transitively on the manifold B and we are given a smooth compact submanifold C(k) ⊂ B for
each k ≥ 1. Note further that as remarked in the proof of Proposition 2.19, there is a family of
diffeomorphisms (in fact, fibrewise symplectomorphisms) Φt,t′ : Nt → Nt′ for all t, t′ ∈ D1,2, so since
it′ = it ◦ Φ−1t,t′ we will assume in the following that N does not depend on t. Ignoring for a moment
the parameter t, we are thus in the situation of Lemma 4.1.3 in [2]. Extending the result in loc. cit.
we claim that, for each t ∈ D1,2 and a discrete set S(t) ⊂ Nt, the measure of the points gt ∈ G where
the mapping
fg,t : Nt → B, fg,t(x) = gtf(t)(x),
restricted to Nt \ S(t), is not transversal to C(k), is zero. But this follows easily from an inspection
of Arnold’s proof and Theorem 1.1 in [4] which shows that for a residual set of smooth mappings
F : A × U → B one has that Fu : A → B, u ∈ U is transversal to a given submanifold C ⊂ B
except on a discrete set of points which appear as isolated singular points in F−1u (C), i.e. F
−1
u (C)
is smooth outside of isolated points for each u ∈ U .
Summarizing, we can find for each t an element gt ∈ G = U(n + 1) arbitrarily close to the identity
so that Λ˜t0 := gtΛ
t
0 is transversal to M
k ⊂ i∗
t
Lag(M,Ω) outside a discrete set, which already gives
the Claim (1.) for the case i = 1 and t ∈ D1.
To prove Claim (2.), note that we can extend each Nt := it(N), t ∈ D2 to an n + 1-dimensional
Lagrangian manifold with boundary Ne
t
by using symplectic parallel transport along small arcs
t 7→ xe2πit, t ∈ (t0 − ǫ, t0 + ǫ), t0 ∈ {0, 1}, ǫ > 0 small. Then each iet : Net →֒ M carries a section
Λt0 ∈ Γ((iet )∗Lag(M,Ω)) as constructed in (43) and by the above, there is for each t ∈ D2 an element
gˆt ∈ G = U(n + 1) arbitrarily close to the identity so that Λˆt0 := gˆtΛt0 ◦ it is transversal to Mk ⊂
i∗
t
Lag(M,Ω) outside a discrete set. But Λˆt0 is just the restriction of the section of (i
e
t
)∗Lag(M,Ω))
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induced by the tangent mapping of gˆtN
e
t
to Nt and so intersecting gˆtN
e
t
with (Y kǫ )x(0) giving a family
N˜t we arrive at Claim (2.).
Finally Claim (3.) is proven by first extending as in Claim (2.) each i(τ,t) : Nτ,t := Qτ,x(t) →֒ (Y kǫ )x(t)
for τ ∈ [0, 1] and t ∈ Iǫ := [0, ǫ] ∪ [1 − ǫ, 1] for some small ǫ > 0 to a Lagrangian submanifold (with
boundary) Ne(τ,t) inM and as in the proof of (2.) we get sections Λ
t
0 ∈ Γ((iet )∗Lag(M,Ω)) induced by
(43) along each ie
t
: Ne(τ,t) →֒M . Then note that we can find smooth paths g˜0(τ, t), g˜1(τ, t), t ∈ Iǫ =
[0, ǫ]∪ [1, 1− ǫ], τ ∈ [0, 1] supported in a small neighbourhood of 1 ∈ U(n+1) so that if gτ , τ ∈ [0, 1]
is constructed in the proof of (1.) and gˆτ,t, (τ, t) ∈ [0, 1]×{0, 1} is as constructed in the proof of (2.)
we have
g˜0(τ, 1) = g˜0(τ, 0) = IdU(n), g˜0(τ, ǫ) = g˜0(τ, 1 − ǫ) = gτ ,
g˜1(τ, 1) = gˆτ,1, g˜1(τ, 0) = gˆτ,0, g˜1(τ, ǫ) = g˜0(τ, 1− ǫ) = IdU(n)
and so that g˜0 ◦ g˜1(τ, t)(Λ(τ,t)0 ) ◦ i(τ,t) are transversal to Mk ⊂ i∗(τ,t)Lag(M,Ω), k ≥ 1 outside a
discrete set in N(τ,t) for any (τ, t) ∈ [0, 1]× Iǫ. Then replacing Neτ,t by N˜eτ,t = g˜1(τ, t)Neτ,t ∩ (Y kǫ )x(t)
for (τ, t) ∈ [0, 1]× Iǫ and Λ˜t0 constructed in the proof of (1.) by g˜0(τ, t)Λt0 ◦ g˜−11 (τ, t) along the family
N˜eτ,t ∩ (Y kǫ )x(t) =: N˜τ,t and substituting the latter for Nτ,t, τ ∈ [0, 1], t ∈ Iǫ, we arrive at Claim
(3.).
Note that by Definition 2.17, this proves the genericity part of Assumption 2.18 (1.) modulo the
fact that in a small collar neighbourhood of the (immersed) boundary of each Nτ = Qτ the above
proof allows for the presence of a ’non transversality’-set which is discrete in each of the fibres
N˜τ ∩ (Y kǫ )x(t), t ∈ Iǫ, using the notation of the proof, while being discrete in Qτ outside the collar
nghbd. Since that will cause no trouble for our purposes, we will ignore in the following the fact
only having proven a slightly weaker result than stated. Note further that the existence part of
Assumption 2.18 (1.) will follow for all τ ∈ [0, 1] by the considerations below, while for τ = 0, 1 it
follows from the remark given above Proposition 2.19.
The following considerations will be devoted to a proof of part (2.) and a discussion of (3.) of
Assumption 2.18. The latter part will pe proven given the absence of certain ’higher singularities’
and its relevance for a proof of Conjecture 1.3 will be discussed briefly in Section 2.4.
Let now Nt = Qτ,x(t) = Qτ ∩ (Y kǫ )x(t) ⊂ X˜k, t = (τ, t) ∈ D2 = [0, 1] × {0, 1} be as above and
recall the Lagrangian submanifold with boundary Ne
t
⊂ X˜k constructed in the proof of (2.) in
the above Lemma. By arguments similar to the above, we can assume that the tangent section
of Ne
t
, restricted to N(τ,t), t ∈ {0, 1}, induces a section of (i(τ,t))∗Lag(M,Ω)), where i(τ,t) : Nt →֒
(Y kǫ )x(t) ⊂ X˜k = M is the inclusion, that is transversal to all submanifolds Mk ⊂ i∗(τ,t)Lag(M,Ω)
for all t ∈ {0, 1}. By choosing ǫ > 0 small enough in the definition of Ne(τ,t), t ∈ {0, 1}, we can
further assume that the tangent section to Ne(τ,t) induces sections Λˆ
(τ,t)
0 ∈ i∗(τ,t)Lag(M,Ω) which
have the same transversality property outside of a discrete set in each N(τ,t) for all (τ, t) ∈ [0, 1]× Iǫ
where here, i(τ,t) : N(τ,t) = Qτ,x(t) →֒ (Y kǫ )x(t), (τ, t) ∈ [0, 1] × Iǫ. In the following we will set
Lτ := N
e
(τ,t) ⊂ M, t ∈ {0, 1} for τ ∈ [0, 1] and ǫ > 0 small enough in the above sense (the case t = 1
will be of course the interesting case). Since the family Lτ , τ ∈ [0, 1] is contained in the segment
Y k[−ǫ,ǫ] :=
⋃
t∈Iǫ(Y
k
ǫ )x(t) ⊂ Xke we can find a δ > 0 and an open ball B2n+2δ ⊂ Cn+1 centered at the
origin so that
⋃
τ∈[0,1]Lτ ⊂ B2n+2δ . Let now π0 : Cn → {0} × Rn+1 be the projection introduced
above and consider Bn+1δ = π0(B
2n+2
δ ) ⊂ Rn+1, then we have a submersion π0 : B2n+2δ → Bn+1δ , for
which we will write shortly π0 : B2 → B1 in the following. Note that π0 is a fibration with symplectic
total space (B2,Ω = Ω
k|B2) and Lagrangian leaves integral to ker(π0). For each τ ∈ [0, 1], consider
now the smooth map
ατ : Lτ → B1, ατ = π0 ◦ jτ ,
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where jτ : Lτ →֒ B2 is the inclusion. In the following, we will consider the closures of Lτ ⊂
B2, τ ∈ [0, 1] as a family of Lagrangian submanifolds with isotropic boundary in the symplectic
manifold (B2,Ω) whose intersection Lτ,t = Qτ,x(t) with each Milnor fibre (Y
k
ǫ )x(t), t ∈ Iǫ is a
Lagrangian sphere w.r.t. the restricted form Ω|Y kǫ )x(t). We are now interested in representing a
suitable modification of each Lτ ⊂ B2 by means of ’generating families’ (see [15]). For this consider
β ∈ Ω1(B2) given by β = pdq, where (p, q) are the usual canonical coordinates on B2 ⊂ R2n+2. Then
d(j∗τβ) = 0 for each τ ∈ [0, 1] since the Lτ are Lagrangian. Thus since H1(Lτ ,C) = 0, the functions
fτ : Lτ → R given by fτ (z) =
∫
γτ :z0,z
j∗τβ are well defined for each τ ∈ [0, 1] up to a constant where
we integrate along paths γτ ⊂ Lτ connecting a fixed z0 ∈ Lτ to z ∈ Lτ for each τ ∈ [0, 1] (and we
assume that z0 varies smoothly in τ). Then we have the following definition, which is essentially the
construction of subgraphical varieties (re)introduced by Gromov and Eliashberg ([15]) to symplectic
topology.
Definition 2.21. With fτ : Lτ → R given as above, define the Lagrangian graph L˜τ = dfτ ∈
Γ(T ∗Lτ ) for each τ ∈ [0, 1]. Let (ατ )∗ : TLτ → TB1 be the induced map and consider the set
LCτ := (ker(ατ )∗)
⊥ ∩ L˜τ ⊂ T ∗Lτ , τ ∈ [0, 1]
where (ker(ατ )∗)⊥ ⊂ T ∗Lτ refers to the set {ω ∈ T ∗Lτ | ω(ker(ατ )∗) = 0}. Consider the set
Aαt ⊂ T ∗(Lτ )⊕α∗τ (T ∗B1) consisting of pairs (κy, ηx) ∈ (ker(ατ )∗)⊥y ⊕α∗τ (T ∗xB1) with y ∈ Lτ , x ∈ B1
so that ατ (y) = x and ηx ◦Dyατ = κy ∈ T ∗y (Lτ ). Finally define Lτ ⊂ T ∗B1 by setting
Lτ := pr2
(
(LCτ ⊕ α∗τ (T ∗B1)) ∩Aαt
)
,
where pr2 : Aαt → T ∗B1 is the projection onto the second factor. Understanding this, we will call
Lτ ⊂ T ∗B1 the subgraphical image of L˜τ ⊂ T ∗Lτ .
Of course, since B2 ⊂ R2n+2 can be considered as a subset B2 ⊂ T ∗B1, we can compare our original
Lτ ⊂ B2 and Lτ ⊂ T ∗B1 constructed above, that is, we have the following.
Lemma 2.22. Assume that Lτ ⊂ B2 is generic in the sense of Definition 2.17 resp. Lemma 2.20.
Consider the set Lregτ ⊂ Lτ ⊂ T ∗B1 being defined by the restriction of ατ : Lτ → B1 and fτ : Lτ → R
to the set of points of Lτ where (ατ )∗ has maximal rank and subsequent application of the procedure
in Definition 2.21. Considering the inclusion B2 ⊂ T ∗B1 we have that the closure of Lregτ ⊂ T ∗B1
equals Lτ ⊂ B2 for all τ ∈ [0, 1].
Proof. The assertion follows from the fact that if Dyα has maximal rank for some y ∈ Lτ , then
(ker(ατ )∗)⊥y = T
∗
yLτ , hence the set of pairs (κy, ηx) ∈ (Aαt)y is isomorphic to T ∗yLτ and by the
definition of L˜τ , ηx = κx ◦ (Dyα)−1 ∈ Lt ∩ T ∗xB1. Then since Lτ was assumed to be generic, its
singular set is of codimension ≥ 1 in Lτ , hence the closure of Lregτ equals Lτ .
As announced above, we can now represent Lτ for each τ ∈ [0, 1] by ’generating families’ in the
following sense.
Lemma 2.23. For each τ ∈ [0, 1] and with the notation introduced above, define a function f˜τ :
Lτ ×B1 × Rn+1 → R by setting
f˜τ (u, y, z) = fτ (u) + (y − ατ (u), z), (u, y, z) ∈ Lτ ×B1 × Rn+1. (62)
Then we have that Lτ ⊂ T ∗B1, τ ∈ [0, 1] is given by
Lτ = {(y, y∗) ∈ T ∗B1 | there exist (u, y, z) ∈ Cf˜τ , y∗ = Dy f˜(u, y, z) ∈ T ∗yB1},
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where the fibre critical set Cf˜τ ⊂ Lτ ×B1 × Rn+1 is defined as
Cf˜τ = {(u, y, z) ∈ Lτ ×B1 × Rn+1 s.t. Du,z f˜τ (u, y, z) = 0}
Furthermore, when considering the smooth fibration α˜τ : Lτ ×B1×Rn+1 → B1 given by (u, y, z) 7→ y
the fibre-Hessian D2(u,y,z)f˜τ of f˜τ , when restricted to a given intersection point (u, y, z) ∈ α˜−1τ (y)∩Cf˜τ
is non-degenerate if and only if the kernel of (ατ )∗ at u ∈ Lτ is zero.
Remark. In especially we have that f˜τ , τ ∈ [0, 1], restricted to a fibre α˜−1τ (y) is a Morse function iff
(ατ )∗ is non-singular at all points u ∈ Lτ which project to y ∈ B1 under ατ . Furthermore, if Lτ is
generic in the sense of Lemma 2.20, the points (u, y, z) where the fibre Hessian of f˜τ is degenerate
occur with codimension ≥ 1 in the set of fibre-critical points Cf˜τ of f˜τ in Lτ × B1 × Rn+1 =: Zτ .
Note further that a more invariant definition of Lτ of course would be to set Lˆτ = df˜τ ⊂ T ∗(Lτ ×
B1 × Rn+1) = T ∗Zτ and consider the set Lˆτ ∩ Hτ , where H = (ker(α˜τ )∗)⊥ ⊂ T ∗Zτ . Then if
πZτ : T
∗Zτ → Zτ is the canonical projection, we have Cf˜τ = πZτ (Lˆτ ∩Hτ ) and there is an immersion
Lˆτ ∩Hτ → Lτ (see e.g. [19]), note that of course Lregτ is a submanifold of T ∗B1. We summarize the
discussion by the commutative diagram
Cf˜τ ⊂ Zτ ←−−−−πZτ Lˆτ ∩Hτ ⊂ T
∗Zτyα˜τ y
B1 ←−−−−
πB1
Lτ ⊂ T ∗B1.
(63)
Note that from the diagram we have (cf. [19]) that if w˜ ∈ Lˆτ∩Hτ , then dim ker(α˜τ )∗∩TCf˜τ |πZτ (w˜) =
dim ker(πB1)∗ ∩ TLτ |w if w is the image of w˜ under the immersion Lˆτ ∩ Hτ → Lτ . On the other
hand, in analogy to the proof below, we have that both dimensions coincide with the dimension
of the kernel of the fibre-hessian of f˜τ at πZτ (w˜). Note that by its implicit definition in Lemma
2.23, the map Lˆτ ∩Hτ → Lτ is in fact an injective immersion on the set of points w˜ ∈ Lˆτ so that
(α˜τ )∗ ∩ TCf˜τ |πZτ (w˜) has maximal rank, thus regular points of α˜τ in Cf˜τ are in smooth bijection to
regular points of πB1 in Lτ .
Proof. Let y ∈ B1 and let (u, y, z) be an element of the fibre-critical set Cf˜τ of f˜τ over y. Then we
have for all τ ∈ [0, 1]
Duf˜τ (u, y, z) = 0 = Dfτ (u)− z⊥ ◦Dατ (u)
Dz f˜τ (u, y, z) = 0 = y − α(u),
(64)
where here, z⊥ ∈ T ∗B1 denotes the linear form on Rn+1 vanishing on all vectors perpendicular to
z. Then by definition we have
y∗ = Dy f˜τ (u, y, z) = z⊥.
Now by (64), z⊥ satisfies exactly the conditions on the points of Lτ ⊂ T ∗B1 formulated in Definition
2.21. To prove the second assertion of the Lemma just consider the fibre Hessian of f˜τ at some fibre
critical point (u, y, z) of f˜τ over y ∈ T ∗B1:
D2(u,y,z)f˜τ =
(
D2f(u)− (z⊥, D2ατ (u)) −Dατ (u)
−Dατ (u) 0
)
Using this we see that for a fibre critical point (u, y, z) the rank of D2(u,y,z)f˜τ is maximal on each
subspace V ⊂ T(u,z)(Lτ ×{y}×Rn+1) on which Dατ (u) ◦ (pr1)∗ is maximal, where pr1 : Lτ ×{y}×
Rn+1 → Lτ is the projection, so we arrive at the second assertion.
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To proceed, we claim that there is a family of diffeomorphisms Ψτ : L0 → Lτ , τ ∈ [0, 1]. To define
these, recall that Lτ,0 = Qτ,x(0) = Φτ (Qx) := ΦH(x)(1 − τ) ◦ ρτ (Qx) ⊂ (Y kǫ )x(0) for τ ∈ [0, 1], t ∈ Iǫ.
On the other hand we have for each τ ∈ [0, 1] Lτ,t = PΩc(t)(Lτ,0), t ∈ Iǫ, where c(t) = x(0)e2πit and
PΩc(·) denotes symplectic parallel transport along c. Hence we set for each (τ, t) ∈ [0, 1]× Iǫ
Ψτ |L0,t = PΩc(t) ◦ Φτ ◦ (PΩc(t))−1|L0,t,
and observe that these maps assemble to a diffeomorphism Ψτ : L0 → Lτ , τ ∈ [0, 1]. Using this
family , we observe that we can replace the generating family f˜τ , τ ∈ [0, 1] for Lτ ⊂ T ∗B1 given
by Lemma 2.23 by a family of generating functions fˆτ : L0 × B1 × Rn+1 → R defined on the same
manifold by setting
fˆτ (u, y, z) = (fτ ◦Ψτ )(u) + (y − (ατ ◦Ψτ )(u), z), (u, y, z) ∈ L0 ×B1 × Rn+1. (65)
Then all the assertions of Lemma 2.23 and the remark below that Lemma remain valid when replacing
f˜τ by fˆτ , ατ by αˆτ := ατ ◦Ψτ : L0 → B1 and α˜τ by α˜0 = α˜τ (Ψτ (·), ·, ·) : Z0 = L0×B1×Rn+1 → B1.
Of course, the fibre critical set Cfˆτ corresponding to fˆτ then is a subset of Z0 for each t ∈ [0, 1].
Thus we see that the family Lτ ⊂ T ∗B1 is given by the generating family (fˆτ , α˜0)τ∈[0,1] on Z0. We
will in the following (for the proof of Proposition 2.24 1.-3. below) assume that the family fˆτ is
modified so that fˆτ is constant in τ in a neighbourhood W of the set ∂L0 × B1 × Rn+1 ⊂ Z0 and
coincides with the original fˆτ in a nghbd V of L0,0 ×B1 ×Rn+1. This can be achieved for instance
by defining a smooth function ρ : Z0 → [0, 1] by being identically to 1 on W and being identically
zero on V and constant on the slices L0,t ×B1 × Rn+1 ⊂ Z0, for t ∈ Iǫ. Then set
fˆ0τ = (1− ρ)fˆτ + ρfˆ0, (66)
and mildy modify ρ to assure genericity in the sense of Lemma 2.20. We will in the following denote
fˆ0τ again by fˆτ .
We are now in a position to prove the second part of Assumption 2.18. From now on we assume
that Lτ ⊂ B2 is generic in the sense of Definition 2.17 resp. Lemma 2.20 outside of a finite set
of points for each τ ∈ [0, 1]. Of course the top-strata NM,topτ,t ⊂ Lτ,0 = Lτ ∩ (Y kǫ )x(0), τ ∈ [0, 1]
appearing in Assumption 2.18 correspond in our setting to the points S1(Lτ , 0) in Lτ,0 where (ατ )∗ :
TLτ → TB1 has corank 1 which are by the remark above in one-to-one correspondence to those
points (u, y, z) ∈ Zτ,0 := Zτ ∩ Lτ,0 × B1 × Rn+1 where the fibre Hessian of f˜τ has a kernel of
dimension 1 in the set of fibre-critical points Cf˜τ of f˜τ in Zτ . Then, shifting the problem to the
family (fˆτ , α˜0)τ∈[0,1] on Z0 using the family of diffeomorphisms Ψτ : L0 → Lτ as described above, it
will suffice to prove the following proposition. For this, let S1(Cfˆτ ) ⊂ Cfˆτ ⊂ Z0 be defined for each
τ ∈ [0, 1] by the set of points in Cfˆτ where the corank of the fibre Hessian of fˆτ on Z0 is equal to
1. Then by the genericity of the family Lτ ⊂ B2, S1(Cfˆτ ) ⊂ Cfˆτ is a submanifold of codimension
1. Furthermore, the set S1(Cfˆτ , 0) := Z0,0 ∩ S1(Cfˆτ ) ⊂ Z0,0 ∩ Cfˆτ =: Cfˆτ ,0 is a submanifold of
codimension 1 in Cfˆτ ,0 for any τ ∈ [0, 1] outside of at most finitely many points. Consider the
complement Cτ := Cfˆτ ,0 \ S1(Cfˆτ , 0) ⊂ Z0,0 for each τ ∈ [0, 1]. Let x ∈ S1ǫ be the fixed base point
chosen in the proof of Proposition 2.19. Then since (Y kǫ )x ⊂ Cn+1, we can find a a > 0 so that if
1p = (0, . . . , 0, 1, . . . , 1) ∈ R2n+2 we have that
(Y kǫ )
a
x := {z + a · 1p ∈ Cn+1| z ∈ (Y kǫ )x ⊂ Cn+1}
does not intersect the set Oq := R
n+1 × {0}, that is the q- plane if (q, p) are coordinates in Cn+1 ≃
R2n+2. It is clear we can choose a so that if we define (Y kǫ )
a
u for u ∈ S1ǫ near x analogously to the
above, then (Y kǫ )
a
u will also be disjoint from Oq. Also it follows that all of the above constructions
that concern a small neighbourhood of the fibre (Y kǫ )x, i.e. those of Definition 2.21 and below are
invariant under the translation above so that we will assume in the following that (Y kǫ )
a
w is disjoint
from Oq for w near x ∈ S1ǫ .
29
Proposition 2.24. Assume (Y kǫ )
a
w, w ∈ S1ǫ near x satisfies the above. Then with the notation intro-
duced above, there is a smooth family of Morse functions fτ , τ ∈ [0, 1] on generic fibres (Z0)y(τ), ∈ B1
of (α˜0, Z0) so that Cτ has at least as many connected components as fτ has critical points for each
τ ∈ [0, 1] and the latter is greater or equal to the number stabMor(fτ )dbd (using the notation of [15],
Chapter 1.4). Furthermore one has:
1. Assume first that the set of points on Cfˆτ ,0 where ker(α˜τ )∗|Cfˆτ ,0 6= 0 solely consists of ’fold’-
points (see the proof below), for all τ ∈ [0, 1]. Then there is a path-connected subset U ⊂ C :=⋃
τ∈[0,1] Cτ ×{τ} ⊂ Z0,0× [0, 1] so that U∩Cτ ×{τ} =: Uτ ⊂ Cfˆτ ,0×{τ} is a smooth non-empty
n-manifold and equals exactly one connected component of Cτ .
2. In the general case, there is for any given w0 ∈ C0 a smooth embedded path c : [0, 1] → W :=⋃
τ∈[0,1]Cfˆτ ,0 × {τ} so that c(0) = w0 = c(1) ∈ C0 = C1, c(τ) ∈ Cfˆτ ,0 × {τ}, τ ∈ [0, 1], c
intersects S1 :=
⋃
τ∈[0,1] S1(Cfˆτ , 0)×{τ} ⊂ Z0,0× [0, 1] transversally and we have im c ·S1 = 0,
where · means oriented intersection number and S1 carries the orientation induced by the family
of fibre-hessians D2(·)f˜τ along S1(Cfˆτ , 0) ⊂ Cfˆτ ,0.
3. The orientation induced by the family of fibre-hessians D2(·)f˜τ along S1(Cfˆτ , 0) ⊂ Cfˆτ ,0 on S1 by
(70) below coincides with the opposite of the Maslov coorientation on S1 as defined by Definition
2.17 (cf. [2]), (63) and the triple (
⋃
τ∈[0,1]Lτ×{τ},
⋃
τ∈[0,1]ΛQτ |Lτ⊕R,
⋃
τ∈[0,1]Λsk,τ |Lτ⊕iR)
considered in (M × C,Ωk ⊕ ωC), where ωC is the canonical symplectic form on R2 ≃ C.
Remark. While the first instance above proves the third part of Assumption 2.18 in the absence of
’higher singularities’, it was indicated in the proof of Proposition 2.19 that the second and third part
of the above prove actually a slightly stronger version than Assumption 2.18 (2.). Note further that
in 3., to define a Maslov coorientation as in Definition 2.17, strictly speaking a relative version of
that definition resp. parts of the preceeding Lemma would be necessary, but since non-transversality
occurs at most at a discrete set by Lemma 2.20, we refrain from formulating this. We will indicate
in Section 2.4 how a modification of (1.) can be used as a key step in proving the quasihomogeneous
part of Conjecture 1.3.
Proof. Let z ∈ Cτ for some τ ∈ [0, 1] and y = α˜0(z). To prove the very first claim, we will show
that fˆτ |(Z0)y, where (Z0)y = fˆ−1τ (y) = L0 × {y} × Rn+1 has at least stabMor(fτ )dbd critical points
lying on (Z0,0)y := (Z0)y ∩ Z0,0 if all elements of (Cfˆτ )y := (Z0)y ∩ Cfˆτ are non-degenerate critical
points (such y ∈ B1 exist by Lemma 2.20). For this, we will modify the function fˆτ |(Z0)y outside of
a small neighbourhood of (Cfˆτ ,0)y := (Z0,0)y ∩ Cfˆτ , so that results of [15] on ’stable’ Morse theory
become applicable. Using the notation of (65), set f0τ := fτ ◦ Ψτ : L0 → R and note that since
(Y kǫ )y ∩Oq = ∅, we deduce that f0τ has no critical points on L0. Let now (Cfˆτ )y = {zi, i ∈ K}, K
and denote by z0i , i ∈ K0 ⊂ K the elements of the subset (Cfˆτ ,0)y. Let ui, u0j , i ∈ K, j ∈ K0 be the
(obvious) projections of the zi ∈ (Z0)y to L0. Let B0 be the union of a set of small (geodesic w.r.t.
the standard metric) balls B0i (ǫi) ⊂ L0 of radii ǫi for i ∈∈ K0 containing the u0i and analogously
B− the set {Bi(ǫi) ⊂ L0}i of balls containing the ui for i ∈ K− = K \K0 so that the closures of all
B0i (ǫi), Bi(ǫi), i ∈ K are mutually disjoint. Then choose a smooth function g : L0 → R+ so that g
equals 1 on B0 and is equal to a (small) constant 1 > c > 0 on B− which will be fixed below. Assume
dist(ui, ∂L0) > 0 for all i ∈ K− (this can be always achieved by genericity). Then we can choose g
to be zero on the closure of a small nghbd U0 of ∂L0 in L0 which is disjoint from all Bi(ǫi), i ∈ K−
while we can also choose a smooth function h on U0 which is zero outside U0 and expanding on U0
in the sense that h → ∞ and |dh|(x) → ∞ for x → x0, x0 an arbitrary point of ∂L0. Then setting
f0τ = fτ ◦Ψτ : L0 → R we set
f c,c1τ (u) = g · f0τ + h, for all u ∈ L0 \ ∂L0.
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Further, choose a constant a1 > 0 (again, to be fixed below) and let za1 : R
n+1 → Rn+1 be the
smooth function whose i-th component coincides with zi for −a1 < zi and with ezi+a1 − a1 − 1 for
−a1 ≥ zi. Choose a point z0 ∈ L0 and finally set for the fixed y ∈ B1 and for the chosen τ ∈ [0, 1]
fˆ c,c1,a1τ (u, y, z) = f
c,c1
τ (u) + (y − αˆτ (u), za1 + z0) , (u, y, z) ∈ L0 × {y} × Rn+1.
Now choosing a1 > maxz∈L0(|z0 − z|) > 0 and a so that a >> a1 we see that if we choose c, c1
sufficiently small than the u-coordinates of all critical points of fˆ c,c1,a1τ lie in L0,0 and consist exactly
of the u-cordinates of the z0i ∈ (Z0,0)y, i ∈ K0 introduced above while the z-coordinates of the
critical points of fˆ c,c1,a1τ are translated by a constant relative to those of the z
0
i ∈ (Z0,0)y, i ∈ K0.
Note that fτ := f
c,c1,a1
τ : (Z0)y → R is of the form fτ (u, z) = gτ (u) + eτ (u, z), u ∈ L0, z ∈ Rn+1
with eτ (u, z) being d-bounded in the sense of Eliashberg-Gromov ([15], Chapter 1.4) and gτ (u) being
a ’fibration at infinity’ near ∂L0 in the sense of ([15], Chapter 0.2.1). Then by results on (stable)
Morse theory (cf. [15], Theorem 1.4.1), the number of (non-degenerate) critical points of f c,c1,a1τ
for fixed y ∈ B1 (and hence of those critical points of fˆτ lying on (Z0,0)y) is bounded below by
stabMor(fτ )dbd, using the notation of [15]. Now extending the above to any y ∈ B1 lying in the
image of Cτ under α˜0 we observe that any connected component of Cτ consists of a critical point
of fˆτ on Z0,0 of constant index and crossing S1(Cfˆτ , 0) tranversally means shifting the index of the
corresponding critical point by ±1. We deduce that Cτ consists of at least stabMor(fτ )dbd connected
components, which was the assertion.
The key ingredient of the proof of (1.) is a stability result for generating functions in a neighbourhood
of fold singularities, as it is discussed for instance in Guillemin and Sternberg ([19], Chapter VII).
Recall that a fold point of Lτ ⊂ T ∗B1 is a point where the restriction of (πB1)∗ : TLτ → TB1
to the tangent space of the set of points S1(Lτ ) ⊂ Lτ where (πB1)∗|TLτ has corank one, has zero
kernel, we will denote this set henceforth by S1,0(Lτ ) ⊂ Lτ . Generically this is again a submanifold
of codimension 1 in Lτ . Note that at non-transversality points in the sense of Lemma 2.20 (1.),
the kernel of (πB1)∗|TLτ is necessarily tangent to S1(Lτ ), which is why they do not appear if
we assume S1(Lτ ) \ S1,0(Lτ ) = ∅. Recall also that by the diagram (63) the dimension of the
kernel (α˜τ )∗ : TCf˜τ → TB1 equals the dimension of the kernel of (πB1)∗ : TLτ → TB1 on points
corresponding under the immersion Lˆτ ∩Hτ → Lτ (using the injective immersion Lˆτ ∩Hτ → Cf˜τ ).
Now it is proven in [19] (Ch. VII, Lemma 6.1), that near a point z ∈ S1,0(Cfˆτ ) (where the latter
is defined in analogy to S1,0(Lτ )) in Cfˆτ (for a fixed τ ∈ [0, 1]) resp. a neighbourhood of the
corresponding point λ ∈ Lτ ⊂ T ∗B1 we can parametrize the latter by a function of one ’auxilliary
variable’ θ, namely there is a n + 2-dimensional submanifold U ⊂ Z0 which projects to an open
ngbhd of α˜τ (λ) in B1 (take the common zero set of 2n+ 1 functions
∂
∂θi
fˆτ = 0, i = 1, . . . , 2n+ 1,
where the θi are the fibre variables in some coordinate neighbourhood of z in Z0) so that z ∈ U and
fˆτ : Z0 → R restricted to U is given by
fˆτ,U (x, θ) = µ(x) + ρ(x)θ − θ
3
3
, dρ 6= 0, (67)
where ρ, µ : V := α˜0(U)→ R, then the fibre critical set Cfˆτ ∩U ⊂ Z0 is given by {(x, θ) : ρ(x) = θ2},
so ∂∂θ fˆτ,U = 0, the caustic S1,0(Cfˆτ ) corresponds to the set ρ = 0 on U (which is the set
∂2
∂θ2 fˆτ,U = 0
and ∂
2
∂θ∂x1
fˆτ,U 6= 0 for some coordinate function x1 on V ). Note that while V ⊂ B1 is an open
neighbourhood of the point y = α˜0(z) = ατ (λ) ∈ B1, we have U ≃ V × J ⊂ V × R, where J is
some open interval centered at 0, then Cfˆτ ∩ U is relatively open in Cfˆτ . Now we claim that we
can find an open neighbourhood of τ , called Iτ and open sets Uτ ′ ⊂ U s.t. z ∈ Uτ ′ for any τ ′ ∈ Iτ .
Then with Vτ ′ = α˜0(Uτ ′) the family {fˆτ ′ |Uτ ′}τ ′∈Iτ is given up to addition of a family of functions
constant along the fibres of pr1 : Vτ ′ × J → Vτ ′ by composing a smooth family of diffeomorphisms
gτ ′ : Uτ → Uτ ′ , τ ′ ∈ Iτ , gτ = IdUτ′ with fˆτ,Uτ′ , that is
(fˆτ ′ |Uτ ′ + µ′τ ′) ◦ gτ ′ = fˆτ,Uτ , (68)
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for some smooth family µ′τ ′ : Vτ ′ → R, τ ′ ∈ Iτ . Furthermore there is another smooth family
hτ ′ : Vτ → Vτ ′ , hτ = IdVτ so that for all τ ′ ∈ Iτ the diagram
Vτ × J −−−−→
gτ′
Vτ ′ × Jypr1 ypr1
Vτ −−−−→
hτ′
Vτ ′
(69)
commutes. Following [19] (Ch. VII, 8), (see also Guillemin and Golubitsky [18], Ch. V, Theorem
4.2), this already follows if we can show that fˆτ,U is ’infinitesimally stable’ in the appropriate sense.
We will sketch a proof of this below (Lemma 2.25) and assume for the moment that for certain fam-
ilies gτ ′ , hτ ′ , τ
′ ∈ Iτ , (68) and (69) holds. Now the latter equations imply that for any τ ′ ∈ Iτ we
have that fˆτ ′ |U ′τ is of the form (67) with µ, ρ, θ replaced by µ˜ = µ◦g−1τ ′ +µ′τ ′, ρ˜ = ρ◦g−1τ ′ , θ˜ = θ◦g−1τ ′ .
But this implies that if z′ is a fold point of fˆτ |Uτ , then fˆτ ′|Uτ ′ has a fold point at gτ ′(z′) for all
τ ′ ∈ Iτ . By genericity, this means that the fold locus SUτ ′ := S1,0(Cfˆτ′ ) ∩ Uτ ′ is a codimension one
submanifold for all τ ′ ∈ Iτ . By shrinking Uτ if necessary, we can assume that SUτ is connected,
then SUτ ′ = gτ ′(S
U
τ ) is connected and will divide Uτ ′ into exactly two connected components for all
τ ′ ∈ Iτ .
We can repeat the above procedure for all z ∈ S1,0(Cfˆτ , 0) := S1,0(Cfˆτ ) ∩ Z0,0 and all τ ∈ [0, 1]
which gives in analogy to (Iτ , U, Uτ ′) above a family (Iz,τ , Uz,τ , Uz,τ,τ ′), τ
′ ∈ Iz,τ . Consider the
pair (Iz,τ , Uˆz,τ := Uz,τ ∩ Z0,0) ⊂ ([0, 1], Cfˆτ ,0) and the codimension one submanifolds Sˆ
Uˆz,τ
τ ′ :=
S
Uz,τ
τ ′ ∩ Z0,0, τ ′ ∈ Iz,τ dividing each Uz,τ,τ ′ ∩ ∩Z0,0 into exactly two connected components. Con-
sider the covering U =
⋃
τ∈[0,1]
⋃
τ ′∈Iτ
⋃
z∈S1,0(Cfˆτ ,0)
Iz,τ × Uˆz,τ,τ ′ of
⋃
τ∈[0,1]{τ} × S1,0(Cfˆτ , 0) in⋃
τ∈[0,1]{τ} × Cfˆτ ,0 ⊂ [0, 1] × Z0,0. By the assumption of (1.) each S1,0(Cfˆτ , 0) coincides with its
closure S1,0(Cfˆτ , 0) and hence is compact in Cfˆτ ,0. Since
⋃
τ∈[0,1]{τ} × S1,0(Cfˆτ , 0) is given by the
zero set of the determinant of the vertical Hessian, det(D2(u,y,z)fˆτ ) on
⋃
τ∈[0,1] Zτ,0, it is also compact,
thus we can chose a finite subcover U0 =
⋃
τ∈I0
⋃
τ ′∈Iτ
⋃
z∈S0τ Uˆz,τ,τ ′ of
⋃
τ∈[0,1]{τ} × S1,0(Cfˆτ , 0)
where I0, S0τ are some finite indexing subsets of [0, 1], S1,0(Cfˆτ , 0), respectively.
Then let C0 :=
⋃
τ∈[0,1] C
0
τ where C
0
τ := Cfˆτ ,0 \ (U0 ∩Cfˆτ ,0), τ ∈ [0, 1]. Let z0 ∈ C00 ⊂ Z0,0. We want
to connect z0 to a point ze in C1 by a smooth path whose image is entirely contained in C. Assume
that for some time t1 ≥ 0 and for any small ǫ > 0 we have z0 /∈ C0τ for t1 + ǫ > τ > t1 while for
0 < τ ≤ t1 we have z0 ∈ C0τ . If there is no such t1 we are done, since we can set c(t) = z0, t ∈ [0, 1]. So
z0 ∈ Uˆz,τ1,t1 for some τ1 ∈ I0, t1 ∈ Iz,τ1 and some z ∈ S0τ1 . By slightly moving z0, we can assume that
z0 /∈ SˆUˆz,τ1t1 . Thus since Iz,τ1 is open, there is a smooth path c : (t1, t2) ⊂ Iz,τ1 →
⋃
τ ′∈Iz,τ1 Uz,τ1,τ
′ for
some t2 > τ1 > t1 so that c(τ
′) /∈ SˆUˆz,τ1τ ′ for all τ ′ ∈ (t1, t2) and its limit point z1 for τ ′ → t2 is either
an element of C0t2 or lies in some Uˆz˜,τ2,t2 for some τ2 > t2. In the first case we start our arguments
from the beginning, in the second we continue our path c through Iz˜,τ2 in
⋃
τ ′∈Iz˜,τ2 (Uˆz˜,τ2,τ ′ \ Sˆ
Uˆz˜,τ2
τ ′ )
as in the second part of the previous step. Proceeding in the above way we arrive after a finite num-
ber of steps at a point ze := c(1) ∈ C. Certainly we can chose for each τ ∈ [0, 1] the full connected
component Uτ of Cτ for which c(τ) ∈ Uτ and we arrive at the second assertion of the Proposition.
Consider now the general case (2.), i.e.
⋃
τ∈[0,1]{τ} × S1,0(Cfˆτ , 0) is not compact. If we set
S1,0(
⋃
τ∈[0,1]Cfˆτ , 0) :=
⋃
τ∈[0,1]{τ} × S1,0(Cfˆτ , 0) we certainly have a dense inclusion (A ⊂ S1 =
B ⊂ C) := S1,0(
⋃
τ∈[0,1]Cfˆτ , 0) ⊂
⋃
τ∈[0,1]{τ}×S1(Cfˆτ , 0) ⊂ S1,0(
⋃
τ∈[0,1]Cfˆτ , 0), where the latter is
just the zero set of the determinant of the vertical Hessian, det(D2(u,y,z)fˆτ ) on
⋃
τ∈[0,1]Zτ,0. Now by
the stability poperty (69) the dense inclusion A ⊂ B = S1 is also open, that is the union of fold points
A = S1,0(
⋃
τ∈[0,1]Cfˆτ , 0) in
⋃
τ∈[0,1]Cfˆτ ×{τ} ⊂ Z0,0× [0, 1] is open and dense in S1 and furthermore
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locally over [0, 1] the graph of the family of mappings g′τ : Uτ ∩ S1,0(Cfˆτ , 0)→ Uτ ′ ∩S1,0(Cfˆτ′ , 0) for
any τ ∈ [0, 1], τ ′ ∈ Iτ as above. From this it already follows that along A, the kernel of the vertical
hessians D2(u,y,z)fˆτ defines a smooth one-dimensional distribution transversal to A which is for any
τ ∈ [0, 1] and at any point (u, y, z) ∈ A oriented by the requirement that
d
dt t=0
(c′(t), D2(c(t))fˆτc
′(t)) > 0, (70)
where c : (−δ, δ)→ Cf˜τ is any path s.t. c(0) = (u, y, z) and c′(0) spans the kernel of D2(u,y,z)fˆτ . To
prove (3.), it remains to show that this defines a coorientation of A that coincides with the opposite
of the Maslov coorientation as defined by (61), Lemma 2.20 and [2]. To see this, we choose as above
for a fixed τ ∈ [0, 1] and a point z ∈ S1,0(Cfˆτ , 0) a n+2-dimensional submanifold U ≃ V ×J ⊂ Z0 so
that fˆτ |U : U ⊂ Z0 → R is of the form (67). On CU,τ := Cfˆτ ∩ U ⊂ Z0 and since dρ 6= 0, ρ(x) = θ2,
we can fix coordinates (θ, x2, . . . , xn) =: (θ, x), so that we have (compare (67))
ϕ(x, θ) := fˆτ,U |CU,τ (x, θ) = µ(x, θ2)− 2θ
3
3
. (71)
Then by (63) (dfˆτ,U )|CU,τ ⊂ T ∗U is diffeomorphic to a ngbhd of a fold point w ∈ Lτ so that
pr1(z) = πB1(w). Note that the vertical Hessian, D
2
(u,y,z)fˆτ , restricted to CU,τ , is just 2θ, so the
derivative of c : (−δ, δ) → CU,τ , c(θ) = θ orients kerD2(u,y,z)fˆτ positively by (70). Note that since
1/2(ϕ(x, θ) + ϕ(x,−θ)) = µ(x, θ2) we can assume that in our coordinate system, ddθµ(x, θ2) = 0.
From this and (71) it follows that
d
dθ
(
(dfˆτ,U )c(θ)(
d
dθ
)
)
= −4θ.
So if we set c˜ : (−δ, δ) → U(n + 1)/SO(n + 1), c˜(0) = Id the path associated to the family of
Lagrangians subspaces t 7→ Tc(t)Lτ ⊂ T ∗B1, we see that det2(c˜(t)) ∈ C∗ crosses +1 clockwise, so by
[2] we arrive at our assertion (3.).
Finally to show (2.) using the above, just note that (with the above notation) and by Lemma 2.20,
outside of non-transversality points C is a stratified set in W =
⋃
τ∈[0,1]Cfˆτ ,0 × {τ} with smooth
topstratum S1 =
⋃
τ∈[0,1]{τ} × S1(Cfˆτ , 0) of codimension one while the lower Si,0(Lτ ), i ≥ 2 are of
codimension at least ≥ 3 in W resp. S1,1,...(Lτ ) are of codimension at least ≥ 2 in W (using the
usual notation for Thom-Boardman singularities). Thus the set of fold points A ⊂ S1 is open and
dense in S1 and cooriented by the family of vertical Hessians as decribed above. Now, the set of
non-transversality points are isolated in each C ∩Cfˆτ ,0×{τ} by Lemma 2.20 (and appear as isolated
singular points in S1) and thus at worst of dimension 1 inW. Hence we can find for any w0 ∈ C0 = C1
a path c : [0, 1] → W s.t. c(0) = c(1) that intersects the set of ’caustic’ points C at most in fold
points A ⊂ S1 ⊂ C transversally and we have for any τ ∈ [0, 1] so that for c(τ) ∈ Cτ × {τ}
im c|[0,τ ] · S1 = [index(D2(c(0))fˆ0)− index(D2(c(τ))fˆτ )]2,
where the left hand side denotes oriented intersection index, index(D2z fˆτ ) is the number of negative
eigenvalues of the vertical Hessian of fˆτ at a non-caustic point z ∈ Cτ × {τ} and [·]2 : N→ N is the
function so that [k]2 =
k
2 for n even and [k]2 =
k−1
2 for k odd (we use the oriented Maslov-index).
Since c(0) = c(1), we arrive at the assertion.
It remains to prove the following.
Lemma 2.25. Let τ ∈ [0, 1]. Let z ∈ S1,0(Cfˆτ ), that is, z is a fold point of Cfˆτ ⊂ Z0. Then the
function (67) defining Cfˆτ ∩U resp. S1,0(Cfˆτ ) ∩U on some n+ 2-dimensional submanifold U ⊂ Z0
so that z ∈ U ≃ V × J where V ⊂ B1 is open and J ⊂ R is an open interval as described in the
proof of Proposition 2.24 is stable in the sense of (68) and (69).
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Proof. The sketched proof will be a slight modification of the arguments of [19] (Ch. VII, 8,
Thm. 8.2). We assume that z = 0 ∈ Rn+1, τ = 0 ∈ R, then U ≃ V × J ⊂ Rn+1 will be some
neighbourhood of the origin. Set fˆτ ′,U := fˆτ ′ |U for any τ ′ ∈ Iτ (using the notation of the previous
proof). Let e(x, θ, τ ′) = ddt |t=τ ′(fˆt,U − fˆτ,U ) for any τ ′ ∈ Iτ . Write gi(x, θ, τ ′) = hi(x, τ ′), i =
1, . . . , n + 1, gθ(x, θ, τ
′) for the coordinate-functions of g·, h· on V × J × Iτ resp. V × Iτ . Then if
gτ ′ , hτ ′ satisfy (68) for some τ
′ ∈ Iτ , we necessarily have
− e(x, θ, τ ′) = a0(x, τ ′) +
n+1∑
i=1
∂
∂xi
fˆτ ′,Uai(x, τ
′) +
∂
∂θ
fˆτ ′,Ubθ(x, θ, τ
′) (72)
where we have set
ai(x, τ
′) =
d
dτ ′
hi(h
−1
τ ′ (x), τ
′), i = 1, . . . , n+ 1,
bθ(x, θ, τ
′) =
d
dτ ′
gθ(g
−1
τ ′ (x, θ), τ
′),
a0(x, τ
′) =
d
dτ ′
µτ ′(x) +
n+1∑
i=1
∂
∂xi
ai(x, τ
′).
(73)
Now if En+2 is the ring of germs of smooth functions at the origin in R
n+2 and R = En+2/Ifˆτ′,U
its quotient by the ideal Ifˆτ′,U
generated by ∂∂θ fˆτ ′,U in En+2, then α1, . . . , αk generate R as a
module over En+1, where the latter acts on R by means of pullback by the obvious projection
p : Rn+2 → Rn+1, (x, θ, τ ′) 7→ (x, τ ′), if and only if R/Mn+1R, where Mn+1 is the maximal
ideal of En+1 of functions vanishing at 0, is generated by the images of the αi under the canonical
projection: this is the content of Malgrange’s preparation theorem. Thus (72) will be satisfied in
a neighbourhood of the origin in Rn+2 if and only if it will be satisfied if all functions in (72) are
evaluated at (x, θ, τ ′) = (0, θ, 0). Thus we can solve the latter equation for smooth functions ai, bθ
for small (x, τ ′) if we can do it for x = 0, τ ′ = 0. But the latter in turn follows from the proof of Ch.
VII, Theorem 8.3 in [19]. To be precise let Ψ(θ) = fˆτ ′=0,U |{0}×J and let IΨ be the ideal generated
by ∂∂θΨ(θ) in E1 and consider a basis Ψ1, . . . ,Ψj of R = E1/IΨ. Now the codimension of the ideal
generated by the first differentials of Ψ in E1 is 2 (having ρ(0) = 0 in (67)), so we have j = 2. Thus
we have by the arguments in loc. cit.
fˆτ ′=0,U (x, θ) = f0(x) + f1(x)Ψ1(θ) + Ψ(θ) + e(x, θ)
where e(x, θ) vanishes to infinite order at x = 0 and df1|x=0 6= 0. Differentiation in the x-variables
at x = 0 then implies that Ψ1 is a linear combination with R-coefficients of the partial differentials
∂
∂xi
fˆ0,U |{0}× J for i = 1, . . . , n. Thus we have shown that fˆτ ′,U satisfies (72) at (x, θ, τ ′) = (0, θ, 0).
Now it remains to solve the equations (73) having smooth left-hand sides for small τ ′. But that follows
from standard methods of ordinary differential equations in the case of the first two equations and by
linear Hamilton-Jacobi theory in the third case by eventually again slightly shrinking U and noting
that we have modified fˆτ in (66) so that all flows are tangential to ∂Z0 on ∂Z0 and thus do exist
locally.
2.4 General elements of the spectrum
We will discuss in this section aspects of a possible proof of Conjecture 1.3 in the case of a quasiho-
mogeneous polynomial f with an isolated singularity at 0. According to this conjecture, it should
be possible to replace the ’exponent’ of f , that is the element of the spectrum corresponding to the
monomial zα(1) = 1 in the Milnor algebraM(f) (thus α(1) = 0) by any spectral number correspond-
ing to zα(i), where α(i) ∈ Λ, Λ ⊂ Nn+1 to establish (by its non-vanishing) an obstruction for ρ being
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of finite order in Symp(F, ∂F, ω). One step in this will be the identification of general elements of
the spectrum and certain Maslov-type indizes if ρ is of finite order in Symp(F, ω). We will discuss
a preliminary result in that direction under the assumption that certain higher singularities vanish
(namely an analogue of the result (1.) of Proposition 2.24). We will discuss at the end of this section
how the assumption on the vanishing of ’higher singularities’ can be weakened on the basis of the
discussion in the proof of Proposition 2.24 above to achieve the same result.
Let as above be φ the map sending zα(i) to the class given by
φ(zα(i)) = zα(i)dz0 ∧ · · · ∧ dzn
in H′′0 , thus defining a C-isomorphism of vectorspaces φ : M(f) ≃ H′′0/fH′′0 , and let, for each
i ∈ {1, . . . , µ} be sˆi a global section of Hn(f∗Ω·Xˆ/D∗
δ
) defined by the polynomial α(i) ∈ M(f), that
is, having the property that
zα(i)dz0 ∧ · · · ∧ dzn = df ∧ sˆi ∈ Ωn+1(Xˆ,C). (74)
where we use here and in the following throughout the notation of Section 2.2. Assume now that
ρ ∈ Symp(F, ω) is of finite order k = m · β,m ∈ Z in Symp(F, ω) and we have chosen an arbitrary
fixed path ρkτ , τ ∈ [0, 1] connecting ρk to the identity in Symp(F, ω). Analogously to Section 2.2
above, we denote by
ski := iXfk (π
k)∗(zα(i)dz0 ∧ · · · ∧ dzn))
a representative ski ∈ Γ(Hn(Zk,C)) satisfying (74). Note that since in the constructions of this
Section, we will only restrict ourselves to (the union of) the sets A˜u ⊂ X˜k, u ∈ S1δ of (18) of Section
2.2, we will not elaborate on how to modify ski in a neighbourhood of the boundary of the fibration
X˜k to give actually a well-defined element of Γ(H
n(Zk,C)), so ski will be considered here more
precisely as element of Γ(Hn(Zk ∩⋃u∈S1
δ
A˜u,C)). Repeating the constructions above Assumption
2.18 resp. in the proof of Propostion 2.19 we construct a 1-parameter-family of immersions iτ :
Qx × [0, 1] → Y kǫ whose images Qτ := im(iτ ) factorize for τ = 0, 1 into closed n + 1-dimensional
submanifolds Q0, Q1 ⊂ A˜u ⊂ Y kǫ so that Q1 = Q with Q as defined by (26) and so that any
intersection Qτ ∩ (Y kǫ )u, τ ∈ [0, 1], u ∈ S1ǫ is a Lagrangian sphere (resp. a union of two Lagrangian
spheres for u = x) in (Y kǫ )u. Let now for any i ∈ {1, . . . , µ}, τ ∈ [0, 1] be Zi,τ ⊂ Qτ be the
’divisor’ defined by the set Qτ ∩ {z ∈ Cn+1 : zα(i) = 0} and set in the following Qiτ = Qτ \ Zi,τ and
Qi = Qi1. Let Qˆ
i
τ = i
−1
τ (Q
i
τ ) and set Qˆ
i
τ,x(t) = Qˆ
i
τ ∩ (Qx × {t}) for any t ∈ [0, 1]. Thus we have for
any i ∈ {1, . . . , µ} a family of Lagrangian spheres minus ’divisors’ in (Y kǫ )x(t) given for τ, t ∈ [0, 1],
x(t) = xe2πit and fixed x ∈ S1 by
Qiτ,x(t) = iτ (Qˆ
i
τ,x(t)), τ ∈ [0, 1], t ∈ [0, 1], s.t. Qτ,x(1) = ΦH(x)(1−τ)◦ρτ (Qx) ⊂ (Y kǫ )x, i ∈ {1, . . . , µ},
(75)
for the latter equality again compare (47). For any such Qiτ,x(t) we have a section ΛQiτ,x(t)
∈
Γ(i∗τ,tL˜ag(X˜
k,Ωk)), where iτ,t : Q
i
τ,x(t) →֒ Xke is the inclusion, which is given for z ∈ Qiτ,x(t) by
ΛQi
τ,x(t)
(z) = T hz Y
k
ǫ ⊕ TzQiτ,x ⊂ TzX˜k, τ ∈ {0, 1}, (76)
where T hY kǫ denotes the Ω
k-orthogonal complement of T vY kǫ in TY
k
ǫ . Then by Lemma 2.16, ΛQi
τ,x(t)
induces a non-vanishing section κQτ,x(t) ∈ Γ(i∗τ,tΛ(n+1,0)T ∗X˜k) of unit length for any τ ∈ [0, 1], t ∈
[0, 1] and a family of functions giτ,x(t) : Q
i
τ,x(t) → C∗ by setting
giτ,x(t)κQiτ,x(t)
= ((πk)∗(zα(i)dz0 ∧ · · · ∧ dzn))|i∗τ,tT ∗X˜k = X∗fk ∧ ski |i∗τ,tT ∗X˜k (77)
For τ, t ∈ [0, 1], let NM,iτ,t ⊂ Qτ,x(t) be associated to the triple (Qiτ,x(t),ΛQiτ,x(t) , X∗fk ∧ski |i∗τ,tT ∗X˜k) by
Definition 2.17 resp. Lemma 2.16, then for τ ∈ {0, 1}, i = 1, . . . , µ, NM,iτ := iτ (Nˆ i,Mτ ) ∈ Hn(Qiτ ,Z)
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and N iτ :=
⋃
t∈[0,1]N
i
τ,t ⊂ Qiτ where N iτ,t = {z ∈ Qiτ,x(t) : giτ,x(t)(z) ∈ R} both represent the Poincare
dual of the Maslov class [(giτ )
∗β] ∈ H1(Qiτ ,Z), where giτ : Qiτ → C∗, τ ∈ {0, 1} assembles the family
(77). We conjecture the following:
Conjecture 2.26. Assume ρ is of finite order k = mβ,m ∈ Z in Symp(F, ω) and that the family
NM,iτ,1 , τ ∈ [0, 1] consists only of fold-type singularities (in a sense to be made precise in the proof of
Proposition 2.27 below). Then if γi, i = 1, . . . , µ are the elements of the spectrum of f and c
i is any
closed path ci : [0, 1]→ Qi that satisfies πk : (c(t)) = δ · eit we have
k · (γi + 1) = [ci] ·NM,i1 = wind(gi1,x(·)(c(·))). (78)
where [ci] is the element of H1(Q
i,Z) represented by ci.
Remark. Note that the hypothesis that ρ is of finite order in Symp(F, ω) is always satisfied since f is
quasihomogeneous (by use of the flow ΦH(x)). Thus the conjecture says that (78), which is valid for
the Maslov index along orbits of the weighted circle action (see the comments below) is also valid in
Q1, the latter defined by symplectic parallel transport in X˜
k and the choice of any fixed path joining
ρk to Id in Symp(F, ω) for any k = mβ. We expect that ρ being of finite order in Symp(F, ∂F, ω)
actually forces all Maslov indizes as above resp. elements of the spectrum of f to be zero (as it is
the case for i = 1 by Theorem 1.2.)
The conjecture is actually the ’analogue’ of Claim 1. and Claim 2. in the proof of Proposition 2.19
which is valid for the case i = 1. Note that the first Claim is the actual hard part in the proof of
Proposition 2.19 in the case i = 1 and we will only prove ’one half’ for the case of general elements
of the spectrum here, namely, an extension of (1.) of Proposition 2.24.
Proposition 2.27. Let i ∈ {1, . . . , µ}. Each member of the family NM,iτ,1 ⊂ Qiτ,x(1), τ ∈ [0, 1] is
generic outside of a discrete subset. Assume further that the family NM,iτ,1 , τ ∈ [0, 1] consists only of
fold-type singularities (as precised in the proof below), then (3.) of Assumption 2.18 is valid for the
family of pairs (Qiτ,x(1), N
M,i
τ,1 ), τ ∈ [0, 1].
Proof. We have to prove that, given genericity and the hypothesis, for each i ∈ {1, . . . , µ}, there is a
path-connected subset Ui ⊂ ⋃τ∈[0,1]Qiτ,x(1)×{τ} ⊂ (Y kǫ )x(0)×[0, 1] of the form Ui = ⋃τ∈[0,1]Uiτ×{τ}
where Uiτ ⊂ Qτ,x(1), τ ∈ [0, 1] is a family of connected embedded, non-empty n-manifolds and one
has Uiτ ⊂ Qiτ,x(1) \NM,iτ,1 . Further each Uiτ is open in Qiτ,x(1) and for any τ ∈ [0, 1] equals a connected
component of Qiτ,x(1) \NM,iτ,1 .
Thus let Lτ be the S
1-family of Lagrangian submanifolds (with boundary) in X˜k defined in Section
2.3 (we only consider the case t = 1 here, for t = 0 this family is constant), so that Lτ ∩ (Y kǫ )x =
Qτ,x(1). For each τ ∈ [0, 1], we have a section Λski of Γ(i∗τ L˜ag(X˜k,Ωk)) along Liτ , where iτ : Liτ →֒ X˜k
denotes the inclusion of Lτ ∩ {z ∈ Cn+1 : zα(i) = 0}. Analogously as in Section 2.20, one sees that
one can find families of mappings κi :
⋃
τ L
i
τ ×{τ} → U(n+1) whose image lies in a small nghbd of
Id so that {κi · (Λski , τ), τ ∈ [0, 1]} satisfies the required transversality property as a mapping into
the pair (
⋃
τ (i
∗
τ (L˜ag(X˜
k,Ωk)), τ),
⋃
τ im(
⋃
τ ΛLiτ × {τ}). Here ΛLiτ : Lτ → i∗τ (L˜ag(X˜k,Ωk)) is the
obvious mapping assembling the mappings ΛQi
τ,x(1±t)
as discussed above for some small 0 < t < ǫ
for each τ ∈ [0, 1] (it is just the tangential mapping of Liτ ).
For a given x ∈ Liτ and by our assumption on the vanishing of ’higher singularities’, one can extend
Λski smoothly to a neighbourhood U of x in X˜
k by Lemma 2.5 of Entov [16] (our assumption
implies the property of Σ2-nonsingularity in loc. cit.). Further by [37] (cf. also [16]), there is a
diffeomorphism hiτ : U → R2(n+1) and an integer-number 0 ≤ s ≤ n + 1, so that hiτ (U ∩ Liτ ) =
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µs(R
n+1) where µs : R
n+1 → R2(n+1) is given by
µs(y1, . . . , yn, t) = (y1, . . . , yn,
s−1∑
i=1
yit
i + ts+1, t, 0, . . . , 0).
Then our assumption on the vanishing of ’higher singularities’ corresponds precisely to the situation
that for any x ∈ Liτ , s is either 0 or 1, the latter case corresponding to the set of fold points
S1,0(L
i
τ ). Note that s > 1 corresponds to the singularities of type S1,1,...(L
i
τ ) in the Thom-Boardman
classification. Let x ∈ S1,0(Liτ ), then we can describe the image of hiτ (U ∩ Liτ ) by the generating
function f : Rn+1+N → R given by
f(y1, . . . , yn, t) = y1 · t− t
3
3
,
in complete analogy to the setting in Lemma 2.23. Note that the pair (Liτ ,Λski ) is only, using the
above image of Liτ in R
2n+2, locally in Liτ around each x ∈ Liτ given by a generating function in
the above sense, nevertheless, we can apply the same arguments using stability of fold-singularities
S1,0(L
i
τ ) as in the proof of (1.) of Proposition 2.24 to construct open sets Ux,τ , x ∈ S1,0(Liτ ), τ ∈ [0, 1]
as in the same proof whose union over x, τ covers S1,0(L
i
τ ) and so that U(z, τ) is diffeomorphic to
U(Φτ,z(z), τ
′) for |τ − τ ′| < ǫ′(τ, x) with 0 < ǫ′(τ, x) sufficiently small and an appropriate family of
diffeomorphisms Φτ,z : U(z, τ)→ U(Φτ,z(z), τ ′). Then one arrives at paths ci : [0, 1]→
⋃
τ∈[0,1](L
i
τ \
S1,0(L
i
τ )) ∩ Qiτ,x(1), so that ci(τ) ∈ Liτ \ S1,0(Liτ ) and c(0) = c(1) ∈ Li0, we leave the details to the
reader.
Trying to use the above Proposition to prove the analogue of Claim (1.) in the proof of Proposition
2.19 for the situation of the family of pairs (Liτ ,Λski ) instead of (L
i
τ ,Λski ) (where we used (3.) of
Assumption 2.18 resp. (1.) of Proposition 2.24) one is confronted with the problem that Liτ is not
simply connected anymore for n ≥ 2 for i 6= 1. Instead, one has to deal with cohomologies of the type
H1(Liτ ,Z) which are in general non-trivial. To remedy this situation, we conjecture that the latter
can be expressed as a relative cohomology of an appropriate complex with log-type singularities
along Zi,τ , the problem here being of course that L
i
τ is no complex variety. In any case we point out
to the reader that the above Proposition 2.27 cannot be proven using global generating functions
(for subgraphical varieties) as are used in the proof of Claim (1.) in the proof of Propostion 2.19
using (2.) in Assumption 2.18, which is why we introduced already in the proof of Proposition
2.19 the alternative approach using the more restricted Assumption 2.18. In general, we expect
to be able to eventually relax the condition on ’vanishing of higher singularities’ in the situation
for general spectral elements by sharpening the result of Proposition 2.24 on the minimal number
of connected components of Liτ \ S1,0(Liτ ), for instance if there are for one τ ∈ [0, 1] 3 connected
components of Liτ \ S1,0(Liτ ) with consecutive ’self-indexing’ Morse indizes, then it is sufficient to
assume Σ2-nonsingularity in the sense of [16].
3 Mean curvature form and bounding disks
3.1 Lagrangians and bounding disks
In this Section, we will introduce the additional Assumption 3.1 which allows to define a Lagrangian
Q ⊂ Xk, whereXk is the k-fold cyclic covering ofX (see (22)) by symplectically parallel transporting
Qx in X
k around S1ǫ , furthermore it allows for the existence of a closed horizontal curve in Q by the
second condition in (79) below. This will allow for a proof of Theorem 2.10 without the introduction
of the family of (n, 0)-forms as in Lemma 2.12 of the previous section. Furthermore the technique
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introduced here (using Assumption 3.1) will be used in the Sections 3.3. We will also describe in
the next Section 3.2 how a combination of these techniques and those of Section 2.2 can be used to
prove Theorem 2.10 when condition 3.1 does not hold and the triviality property on the family of
(n, 0)-forms introduced in Lemma 2.12 is relaxed in a specific sense. In any case, we assume for the
following while keeping the notation from Section 2.2:
Assumption 3.1. There is an oriented closed Lagrangian submanifold Qx ⊂M , that is dimQx = n
and ω|TQx = 0, so that Qx satisfies the conditions of Assumption 2.7 and in addition
1. Let ρ ∈ Symp(M,∂M,ω) be the symplectic monodromy of Yǫ := X |S1ǫ . If [ρk] = [IdM ] ∈
π0(Symp(M,∂M,ω)) for some k > 0, k ∈ N, then the isotopy ρkt ∈ Symp(M,∂M,ω), ρk1 =
ρk, ρk0 = IdM and Q can be chosen so that
(a) ρkt (Qx) ⊂ Qx,
(b) there is z0 ∈ Qx s.t. ρkt (z0) = z0,
(79)
for any t ∈ [0, 1].
As in the previous section, assume from now on that the symplectic monodromy of the bundle Xk|S1ǫ ,
namely ρk = ρkǫ ∈ π0(Symp(M,∂M,ω)), is trivial, then from Assumption 3.1 one infers that there is
a Lagrangian Qx ⊂M so that ρk(Qx) ⊂ Qx. Assume furthermore that we have chosen the ’reference
fibre’ M = X˜x in Yǫ, representing a fixed fibre M in X˜
k|S1ǫ =: Y kǫ . Then we have in analogy to
Lemma 2.14
Lemma 3.2. Let Qy := P
Ωk
x,y(Qx) be the Lagrangian submanifold of X˜
k
y induced by parallel transport
of Qx ⊂ M determined by Assumption 2.7 resp. 3.1 along a circle segment in Yǫ → S1ǫ connecting
x, y ∈ S1ǫ . Then the union Q :=
⋃
y Qy, y ∈ S1ǫ is a n + 1-dimensional submanifold of X˜kǫ and one
has
Ωk|TQ = 0,
i.e. Q is Lagrangian. Let dz0 ∧ · · · ∧ dzn be the canonical (n + 1, 0)-form on Cn+1, restricted to X˜
and consider its pullback to X˜k by πk. Let {ei}, i = 1, . . . , n be an oriented orthonormal bais of Q,
let for each i, ui = 1/2(ei − iJei) and let {u∗i } be the associated dual basis. Write locally
π∗k(dz0 ∧ · · · ∧ dzn)|Q = eiθ(u∗0 ∧ · · · ∧ u∗n) =: eiθκQ, (80)
for some function eiθ : Q → S1 (note that since Q is oriented, κQ is a well-defined (n + 1, 0)-form
on T X˜k|Q. Then since H1(Qy,C) = 0, y ∈ S1ǫ , θ lifts to a well-defined function θy : Qy → R,
while on Q one has a smooth function θ : Q → R/Z satisfying (80). Let Xfk ∈ Γ(T (1,0)X˜k) s.t.
dfk(Xfk) = 1, then one has for any y = e
2πit ∈ S1ǫ
[sky(t)] := [s
k|y(t)∈S1ǫ ] =
1
c
∫
Qy(t)
eiθiX
fk
κQ ·[skx]||(y(t)) =
1
c
α(t)·[skx]||(y(t)) = e2πiγt ·[skx]||(y(t)). (81)
where [skx]|| ∈ Γ(Hn(Zk,C)) is the parallel section which coincides at x ∈ S1ǫ with sk|x, c 6= 0 is
determined by 2. in Assumption 2.7 and
wind(α) = γ = m(
∑
i
βi − β) ∈ Z. (82)
Proof. That Q is Lagrangian is immediate from the fact HΩk is defined as the annihilator of the
vertical bundle and the fact that, by construction, HΩk ∩ TYǫ ⊂ TQ, that Q is well-defined as a
closed Lagrangian submanifold of X˜k is implied by (79) in Assumption 3.1. The rest of the proof is
identical to that of Lemma 2.14.
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Remark. Since, again, the constant c 6= 0 will not be of importance in the following, we will set its
value to c = 1 in all subsequent calculations.
Corollary 3.3. Let σQ = iHΩ
k be the mean curvature form of Q (H is the mean curvature vector
field on Q). Fix x ∈ S1ǫ and choose any fixed z′ ∈ Q˜x. Then for any any y ∈ S1ǫ and z ∈ Qy choose
a path c(z′, z) connecting z′ to z in Q, thus representing an element z˜ of the universal covering Q˜
of Q projecting to z. Then define
θ˜(z˜) = θ(z′) +
∫
c(z′,z)
σQ, (83)
where θ(z′) ∈ [0, 2π). Then θ˜ : Q˜→ R lifts θ : Q→ R/2πZ, that is one has a commuting diagram
Q˜ −−−−→
π
Qyθ˜ yθ
R −−−−→ R/2πZ,
(84)
Proof. The proof follows from the fact that
σQ = dθ
on Q, that is H = Jd˜θ, where ·˜ here denotes metric duality T ∗Q→ TQ and H the mean curvature
vector field and is proven in [48], see also [6].
Lemma 3.4. There is a smooth extension Xke of X˜
k to the unpunctered disk
fke : X
k
e → Dδ
and an extension Ωke of Ω
k to Xke so that (X
k
e , f
k
e ,Ω
k
e) defines an exact symplectic fibration which
coincides with (X˜k, fk,Ωk) over D[ǫ,δ] and such that in a neighbourhood U0 of 0 ∈ C one has for
some ǫ > r > 0
Xke |U0 = Dr ×M, Ωke |U0 = π∗0(β) + ω,
where π0 is the trivial projection onto Dδ and β is the canonical symplectic form on Dκ, and f
k
e |D[0,ǫ]
can be chosen to be flat near the vertical boundary Xke |S1ǫ . Furthermore, one can extend the complex
structure on X˜k to a nearly complex structure on Xke compatible with f
k
e in the sense of (13), such
that it is the product complex structure π∗0(j)×J over U0, for some complex structure J on M , such
that Xke |U0 is Kaehler.
Proof. We define X˜ke as the union glued along their common (vertical) boundaries
X˜ke = X0 ∪X1 ∪Xk2 ∪ X˜k
where for 0 < r < s < ǫ < δ
f0 : X0 = Dr ×M → Dr, f1 : X1 = M × [r, s]× [0, 1]
(x, t, 0) ∼ (x, t, 1) → D[r,s]
fk2 : X
k
2 =
M × [s, ǫ]× [0, 1]
(x, t, 0) ∼ (ρkt (x), t, 1)
→ D[s,ǫ],
(85)
where here, ρk(·) : [s, ǫ] ×M → M is an isotopy as in Assumption 2.7 (modulo parametrization),
i.e. ρks = idM , ρ
k
ǫ = ρ
k, ρkt ∈ Symp(M,∂M ;ω) for any t ∈ [s, ǫ]. Note that since M is equipped
with an exact symplectic form ω which is exact, i.e. [ω, α] = 0 and since ρkt ∈ Symp(M ; ∂M ;ω)
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fixes a neighbourhood of the boundary, Xk2 is equipped with a family of fibrewise symplectic forms
ωx and contact forms over the fibrewise boundary αx so that [ωx, αx] = 0 and so that there is a
trivialization of a neighbourhood of the boundary as in (9). This implies (see Gotay et al. [9]) there
is at least locally on the base a smooth family of forms θz ∈ Λ1(T vXk2 )z , z ∈ U ⊂ D[δ,ǫ] (U open) so
that dθz |(Xk2 )z = ωz, for any x ∈ D[s,ǫ].Then defining locally
ΘU (x) = (f
k
2 )
∗(β) + θz, x ∈ (Xk2 )z , z ∈ U,
for some 1-form β on the base and setting ΩU = dΘU trivializes X
k
2 over U by using parallel
transport along the annihilator of T vXke . Then for different U , the transition mappings are fibrewise
symplectomorphisms which fix the boundary, since (dΘU )z = ωz, z ∈ U . This implies that Xk2 →
D[r,s] is in fact locally trivial with structure group Symp(M,∂M,ω). Now we have to show that
Xke actually carries a closed non-degenerate 2-form that restricts firewise to the family given by
ωz, z ∈ Dδ. To prove this assume for the moment, that Xke is actually well-defined as a symplectic
fibration by glueing the above parts along their common boundaries. That this is the case will be
proven below. Assuming this note that M is (n− 1)-connected i.e. simply connected and that this
holds also for the base, Dδ. Then, by Gotay et al. ([9], Theorem 2) since H
2(M,C) = 0, there is a
cohomology class in H2(Xke ,C) extending [ωz] for any z ∈ Dδ. By repeating the above procedure
over a suitable open covering U of Dδ and using a partition of unity one can construct a smooth
closed two-form Ω on Xke realizing this class (see again [9]). Since the family θz, z ∈ Dδ is constant in
a neighbourhood of the ’horizontal’ boundary of Xke w.r.t. its natural trivialization, the symplectic
parallel transport is well-defined (see Def. 2.4). So there is a globally defined closed 2-form Ω defining
a horizontal distribution HΩ in the sense of Lemma 2.4 and restricting fibrewise to ω. Defining
Ωk2 = c(f
k
2 )
∗(α) + Ω
where c > 0 big enough and α is the canonical Kaehler form on the base, Xk2 carries the structure
of an exact symplectic fibration in our sense.
Now what remains to be shown is that the above glueing operations are well-defined, i.e. the
symplectic structure on the objects are preserved. Assume first that Xk2 (analogously X˜
k) is ’flat’
along their boundary, that is the boundary of Xk2 is locally symplectomorphic to Ys × [0, κ1] ∪
[ǫ − κ2, ǫ] × Yǫ for some κ1,2 > 0 equipped with the product structures (Yr := Xk2 |S1r ). Then the
well-definedness of the glueing follows since the monodromies along the boundaries Ys resp. Yǫ of
Xk2 coincide with those of the (corresponding) boundaries of X1 resp. X˜
k and the identification is
smooth. Now it is easy to see that one can choose a smooth monotone bijection τ : [0, 1] → [0, 1]
s.t. τ([0, ǫ1)) = 0, τ((1 − ǫ2, 1]) = 1 for some small ǫ1, ǫ2 > 0 and that replacing ρkt , t ∈ [0, 1] by
ρkτ (t), t ∈ [0, 1] in the definiton of Xk2 means to extend a neighbourhood of the boundaries of Xk2 to be
’flat’ in the above sense so that the glueing is well-defined. Taking the product symplectic structures
on X0 resp. X1 one arrives at the assertion. Note that we only showed that the fibrewise symplectic
structure defined by Ωk2 on X
k
2 and the family of horizontal subspaces associated to Ω
k
2 glue with
the corresponding strcuture on X˜k, which is all that we will need for the subsequent discussion.
Concerning the assertion about the almost complex structure on Xke , first note that one has the
diagram
X˜k2 −−−−→≃
[s,ǫ]×[0,1]×M
(t,0,x)∼(t,1,ρkt (x))
←−−−−
p
[s, ǫ]× [0, 1]×Myfk2 yπ yπ0
D[s,ǫ] −−−−→
id
D[s,ǫ] ←−−−−
p
[s, ǫ]× [0, 1],
(86)
where p and p are the obvious quotient mappings, π0 : [s, ǫ] × [0, 1] × M → [s, ǫ] × [0, 1] is the
trivial projection and π is defined so that the diagram gets commutative. We first define a vertical
nearly complex structure on Xk2 that matches the family of complex structures on Yǫ by defining for
(t, τ, x) ∈ [s, ǫ]× [0, 1]×M Jv ∈ End(T vXk2 ) as
(Jv2 )(t,τ,x) := ((ρ
k)ǫ−τ(ǫ−t) ◦ (ρkǫ )−1)∗(Jτ,x) (87)
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Here Jτ,x ∈ End(TM) is the family of vertical almost complex structures on [0, 1]×M induced by
the given family on Yǫ ≃ p({ǫ} × [0, 1]×M) which satisfies J0,x = ρk∗(J1,x). Furthermore we define
Jh ∈ End(T hXk2 ) so that (fk2 )∗(Jh) = j, where j is the canonical complex structure of D[s,ǫ]. Then
we set as a candiate for JXk2
J2 := J |Xk2 = J
v
2 ⊕ Jh2 . (88)
by construction, this extends to a smooth almost complex structure on Xk2 ∪ X˜k. To extend this to
the wholeXke , note first thatX
k
e |Ds is a trivial fibre bundle, so the above defined family Jv, restricted
to Ys is given by a family of almost complex structures J
v
t ∈ End(TM), t ∈ S1 being compatible
in the sense of Ass. 2.5 (this follows from the definition since ρt ∈ Symp(M,∂M,ω)). Now it is
well-known ([13]) that the space of such structures J(M,ω) is contractible since it is isomorphic to
the space of sections of a bundle over M with contractible fibres Sp(2n,R)/U(n) (i.e. it is simply
connected). Note that this fact is a priori formulated for a closed symplectic manifold, but since in a
neighbourhood of ∂M , J is compatible with j in the sense of Ass. 2.5, one can argue as in Seidel [44]
to deduce that the space of in that sense compatible complex structures J(M,ω, j) is contractible.
So we can choose a path of loops τ 7→ (J1)τ,t, t ∈ S1, τ ∈ [r, s] of j-compatible complex structures
on M so that
(Jv1 )r,t = Jt0 , (J
v
1 )s,t = (J
v
2 |Ys)t,
where Jv2 is as constructed above and t0 ∈ S1 is any fixed value. Then one defines J restricted to
X1 as J1 = J
v
1 ⊕ j, where j is the complex structure on D[r,s]. It is now clear how to extend J to
Dr constantly so that the resulting alomost complex structure J is smooth on X
k
e and induces a
Kaehler metric over Dr relative to the product symplectic structure ω + (f
k
e )
∗(β) (this last claim
follows since (Jt0 , ω) is Kaehler on M).
Remark. Since in the following, it will be sufficient to assume that the 2- form Ωk2 on X
k
2 as defined
above is closed on any Yt, t ∈ [s, ǫ], we can give an alternative construction by defining a family of
horizontal subspaces HΩk2 ⊂ T (M × [s, ǫ]× [0, 1]) by
Hk2 (x, t, τ) = spanX∈Ht, Y ∈Hτ {(τ
d
dt
(ρkt )(x)(X), X, Y )}, (89)
where for any (x, t, τ), Ht, Hτ ⊂ T (M×[s, ǫ]×[0, 1]) are the subspaces spanned by ((0, x), (1, t), (0, τ))
and ((0, x), (0, t), (1, τ)), respectively. It is easy to see that Hk2 factorizes to a horizontal subspace
on T (Xk2 ), again denoted by H
k
2 and we can define a fibrewise closed two-form Ω˜
k
2 on X
k
2 restricting
fibrewise to the family {ωx}, x ∈ D[s,ǫ] by pulling back α as defined above to Hk2 :
Ω˜k2 := c(f
k
2 )
∗(α)⊕Hk2 ω˜,
where c > 0, ω˜ is the 2-form on T v(Xk2 ) induced by the family {ωx} and the splitting is defined so that
Hk2 becomes the symplectic complement of T
v(Xk2 ) in T (X
k
2 ). Note that Ω˜
k
2 will in general not glue
smoothly with Ωk along the vertical boundary of X˜k, while using the construction of the last proof,
one sees that Hk2 and the family of vertical symplectic forms ωx defined by Ω
k
2 glue smoothly along
the common boundary of Xk2 and X˜k, which will be sufficient for the subsequent construction, in fact
we will assume to have chosenHk2 , the associated symplectic form and the compatible nearly complex
structure induecd by (88) in the way described here, leading to a subemrsion metric g = Ω˜k2(·, J ·)
on Xk2 .
Consider the function α : S1ǫ → C∗ determined in (81):
α(y) =
∫
Qy
eiθiX
fk
κQ, y ∈ S1ǫ . (90)
Since in the following, we will be only interested in the winding number of this function, we can
reduce α to a more simple form as long as this winding number is preserved. For this note at first
that the condition (79) in Assumption 2.7 implies the following:
41
Lemma 3.5. There is a section u : Dǫ → Xke so that F := im(u) has boundary in Q, and is
horizontal in a neighbourhood of its boundary, that means that ∂F = u(∂Dǫ) ⊂ Q and
Duz(TDǫ) = (T (X
k
e )
h)u(z), z ∈ (−r, 0]× ∂Dǫ, (91)
for some r > 0. Furthermore, if we choose the horizontal distribution Hk2 as constructed in (89),
then (79) holds for any z ∈ Dǫ, that is, u is horizontal.
Proof. Go back to the proof of Lemma 3.4 and recall that Xke |D[s,ǫ] for some s > 0 was defined by
Xk2 =
M × [s, ǫ]× [0, 1]
(x, t, 0) ∼ (ρkt (x), 1)
→ D[s,ǫ],
where we assumed the structure being ’flat’ near the boundary over S1ǫ , which is satisfied by assuming
that ρkt = ρ
k for t ∈ [1 − r, ǫ] for some small s > r > 0. Let now z0 ∈ Q ⊂ M be as in Assumption
79, being fixed by ρkt for any t ∈ [s, ǫ] (note the change of parametrization). Then defining
u˜ : Dǫ →֒ D˜ = D[0,ǫ] × {z0} ⊂ D[0,ǫ] ×M
this factorizes to a well-defined map u : Dǫ → Xke with image D ⊂ X0 ∪X1 ∪Xk2 = Xke |D[0,ǫ] (using
notations from the proof of Lemma 3.4). From the ’flatness’ of Xke |Dǫ near its vertical boundary one
concludes that u((−r, 0]× ∂Dǫ) is horizontal as required. Furthermore u(∂Dǫ) ⊂ Q by construction
of Q and u. The last assertion follows from the obvious fact that if z0 is as in Assumption (79), then
d
dt (ρ
k
t )(z0) = 0.
We now observe that the pointwise ’phase’ θ on Q, lifted to a real-valued function on Q˜, splits into a
sum of a fibrewise constant part eiϑ : S1ǫ → S1, defined along the disk constructed in the preceeding
Lemma having boundary in Q and a ’vertical’ part which is determined by the fibrewise restriction
of the mean curvature form of Q, σQ.
Lemma 3.6. Let σQ be the mean curvature form of Q. Fix x ∈ S1ǫ and define z′ ∈ Q˜x by z′ = u(x),
where u : Dǫ → Xke is as in Lemma 3.5. Then for any y ∈ S1ǫ and z ∈ Qy choose a path c(z′, z)
connecting z′ to z in Q in the way that
c(z′, z)(t) = ch(z′, z′′) ∗ cv(z′′, z), (92)
where ch is the path connecting z
′ to z′′ := u(y) in u(∂Dǫ) = ∂F which projects to a path τ 7→
e2πiτx, τ ∈ [0, t], 0 ≤ t < 1 s.t. y = e2πitx and cv(z′′, z) is any path in Qy connecting z′′ to z. Then
c(z′, z) represents an element z˜ over z in Q˜ and one has
θ˜(z˜) = θ(z′) +
∫
ch(z′,z′′)
dϑ/2 +
∫
cv(z′′,z)
σQ, (93)
where θ(z′) ∈ [0, 2π), θ˜ denotes the lift θ˜ : Q˜ → R defined in (83) and Q˜ denotes the universal
covering of Q. Here, ϑ : u(S1ǫ ) →֒ ∂F → R/2πZ is determined by the horizontal section
u : Dǫ → Xke , u(∂Dǫ) ⊂ Q,
where u is as constructed in (the proof of) Lemma 3.5 and by a trivializing section κF of unit length
of Λn,0(T ∗Xke )|F over u(Dǫ) =: F by the requirement that along ∂F :
κ2Q = e
iϑκ2F .
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Remark. As F is connected and has non-empty boundary, one has H2(F,Z) = 0, hence
Λn,0(T ∗Xke )|F is trivial and allows the choice of a trivializing section κF . That the Maslov class
µF = − 1
2π
∫
∂F
dϑ
is actually independent of the choice κF follows from Stokes’ Theorem since one has for κ
2
Q = e
iϑ′κ′F
2
that eiϑ
′
= eiφeiϑ for some function eiφ : F → S1, so ∫
∂F
dϑ =
∫
∂F
dϑ′, hence we have a map
µF : H2(X
k
e , Q)→ Z.
Proof. We know from Cieliebak et al. [6] (eq. (3)) that on ∂F
2iσQ = ηF + idϑ, (94)
where ηF is a the 1-form over u(Dǫ) defined by ∇κ2F = ηF ⊗κ2F along u, where ∇ is the Levi-Civita-
connection of Xke . Now we claim that since u is horizontal (using H
k
2 as in (89)) and since in an
open neighbourhood U ∩ u(Dǫ), for some open U ⊂ Xke , of its boundary, Xke |U is Kaehler, that
ηF (v) = 0, v ∈ T (∂F ). (95)
To see this, we define a connection (compare Appendix B.) on TXke |F
∇u = ∇h ⊕Hk2 ∇
v, where ∇vXU = [X,U ], ∇vUV = P v(∇LV U),
where X ∈ Γ(T hXke |F ), U, V ∈ Γ(T vXke |F ) and ∇h = (fke )∗(∇D), is the Levi-Civita connection of
Dǫ induced by the standard metric, lifted to the horizontal bundle H
k
2 ⊂ TXk2 defined in (89). We
use ∇u to construct a trivialization κF of Λn,0(T ∗Xke )|F by parallel transport along radial rays in
F w.r.t. ∇u. Note that since this connection preserves the splitting TXke |F = (T hXke ⊕T vXke )|F =
TF ⊕ T vXke |F and since by construction of Hk2 , LXω = 0 for horizontal vector fields X , where ω
denotes the symplectic form on T vXke , we can use parallel transport induced by ∇u of a Lagrangian
basis e0 ∈ TzF , e1, . . . , en ∈ T vzXke |F , where z = (fke )−1(0) ∩ F , that is ω(ei, ej) = 0, along radial
rays, then ui = 1/
√
2(I − iJ)ei, i = 0, . . . , n trivializes T 1,0Xke |F . Further note that by construction
of the family (Jh2 )x, x ∈ D[s,ǫ] and by the horizontality of F we have, using the notation from the
proof of Lemma 3.4 over U ∩ F = u(D[ǫ−δ,ǫ]) for some δ > 0 and for H ∈ T (U ∩ F ):
(LXJ)(H) = LX(J
v
2 ⊕ Jh2 )(H) = LX((fke )∗(j))(H) = 0, (96)
where either X ∈ Γ(T hXke |U) or X ∈ Γ(T vXke |U). Let now R ∈ Γ(T (Xke )h)|U) be radially outward
pointing in T (F ∩ U), that is, (fke )∗(R) = ∂∂r , where r : Dǫ → R+ is the radius function. Then,
since Xke |D[ǫ−δ,ǫ] ∩
⋃
z∈D[ǫ−δ,ǫ] A
m
z (A
m
z ⊂ (Xke )z as defined in the proof of Lemma 5.1) is Kaehler
and writing locally κF = u
∗
0 ∧ · · · ∧ u∗n for some basis ui ∈ T 1,0Xke |U ∩ F , where we can assume
by the horizontality of F that u0 = 1/
√
2(e0 − iJe0) for some e0 ∈ T (F ∩ U) = T hXke |U and
ui = 1/
√
2(e0 − iJei), i = 1, . . . , n for ei ∈ TXke |U which satisfy (by construction of κF ) ∇uRei =
0, i = 0, . . . , n. We can then deduce for i = 0, . . . , n:
∇LJRui = ∇Lui(JR) + [JR, ui] = J∇LuiR− JLui (R)
= J(∇LRei − iJ∇LRei) = J(∇uei − iJ∇uRei) = 0.
(97)
By the definition of κF , this implies (95). Here we used that by the horizontality of F and the
’flatness’ of Xk2 in a neighbourhood of its common boundary with X˜
k, we have ∇uR = ∇LR using
Proposition 14 of [24] (the second fundamental form of the fibre in the direction of R and the
curvature of T hXke |U vanishes, here we use the submersion metric on Xke constructed in the remark
below the proof of Lemma 3.4). Substituting (95) into (94), noting that
θ˜(z˜) = θ(z′) +
∫
ch(z′,z′′)
σQ +
∫
cv(z′′,z)
σQ
and substituting (94) into the first integral, we arrive at the assertion.
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Assuming the Assumptions 2.18 resp. 3.1 above, we are then able to prove the following:
Lemma 3.7. Let F := im(u), u : Dǫ → Xke be the disk with boundary in Q as constructed in Lemma
3.5 and α˜ : S1ǫ → C∗ be defined by
α˜(y) = eiϑ/2
∫
Qy
iX
fk
κQ, y ∈ S1ǫ , (98)
where here, eiϑ : S1ǫ →֒ ∂F → S1 is determined as described in the formulation of Lemma 3.6. Then,
with the above notations, wind(α) = wind(α˜), i.e. we have
wind(α) = µF /2− k, (99)
where µF is the Maslov index along ∂F in Q and wind is the usual winding number of a mapping
f : S1 → C∗.
Remark. Since Q is assumed to be oriented, we could have done without squaring, the squares are
to meet the convention of Cieliebak’s paper ([6]).
Proof. We can proceed exactly as in the proof of Proposition 2.19 and prove at first
wind(α) = wind(eiθ◦c)− k,
where c : [0, 1] → Q1 is an arbitrary smooth path lifting t 7→ xe2πit for a fixed x ∈ S1ǫ and Q1 is
as defined in (26) resp. (48) below. To prove (99) resp. wind(α) = wind(α˜) if (79) of Assumption
3.1 is satisfied note that in this case Q1 in the proof of Proposition 2.19 is trivialized by symplectic
parallel transport, coincides with Q as defined in Lemma 3.2 and we can choose γ1 in the former
proof to be represented by letting c : [0, 1] → Q parametrize ∂F ⊂ Q, where F ⊂ Xke is as defined
in Lemma 3.5. Then, by Lemma 3.6 wind(eiθ◦c) = µF /2 which concludes the proof.
We can consequently deduce by the preceding Lemmata the following:
Corollary 3.8. The winding number wind(α) of α : S1ǫ → C∗ as defined above is given by the
winding number of
α˜(y) = eiϑ/2
∫
Qy
iX
fk
κQ, y ∈ S1ǫ ,
where here, eiϑ : ∂F → S1 is determined by F as described in Lemma 3.6. and therefore wind(α)
solely depends on the Maslov index associated to F in Q and the degree k of the covering Xk → X.
Note that from (81) we know that the winding number of the function α : S1ǫ → C∗ equalsm(
∑
i βi−
β). We will now find an isotopy of mappings α˜τ : S
1 → C∗, τ ∈ [0, 1] so that α1 = α and α0 has
winding number −mβ, for this need the following family of Lagrangians in Xke .
Lemma 3.9. Let κ > 0 be s.t. Xke |Dκ ≃M ×Dκ is symplectically trivial, where M is a fixed fibre
as above. Then with Qx as in Assumption 2.7 let Qκ = Qx × S1κ ⊂ Yκ := Xke |S1κ be the Lagrangian
submanifold of Xke induced by symplectic parallel transport along S
1
κ. Let Q be as above. Then there
is a smooth n+ 2-dimensional submanifold with boundary Q˜ ⊂ Xke being a cobordism from Qκ to Q
in the sense that Q˜ fibres into Lagrangian submanifolds of Xke such that
Q˜ =
⋃
t∈[κ,ǫ]
Qt ⊂ Xke and Qt = Q˜ ∩ Yt is Lagrangian
for all t ∈ [0, 1] as a submanifold of Xke . Furthermore, Qκ is as above and Qǫ = Q, i.e.
∂Q˜ = Qκ ∪Qǫ.
Finally, each Qt fibres to a family of Lagrangian submanifolds Qt,y := Qt∩ (Xke )y over S1t , t ∈ [κ, ǫ].
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Proof. Recall again that following the proof of Lemma 3.4 Xke |D[s,ǫ] is of the form
Xk2 =
M × [s, ǫ]× [0, 1]
(x, t, 0) ∼ (ρkt (x), t, 1)
→ D[s,ǫ],
where here again we parametrize ρk(·) : [κ, ǫ]×M → M , ρkκ = Id, ρkǫ = ρk. Let now t ∈ [κ, ǫ] (here
0 < κ < s) and with x ∈ S1ǫ being the distinguished point of Assumption 2.7:
Qˆ = Qx × [κ, ǫ]× [0, 1].
This again factorizes due to Assumption 2.7 to a well-defined submanifold Q˜ ⊂ Xke which, since on
any Yt, t ∈ [κ, ǫ], the horizontal distribution is induced from the trivial one on M × [0, 1] (by Lemma
2.11) is invariant under symplectic parallel transport along S1t , for any t ∈ [κ, ǫ], which implies its
restriction to Yt is Lagrangian.
So we will assume in the following that we have a smooth family of Lagrangian submanifolds Qt, t ∈
[κ, ǫ], so that Qǫ = Q and Qκ = Qx × S1κ, where Qx is the Lagrangian from Ass. 2.7 in M .
Proposition 3.10. Let u : Dǫ → Xke , im u = F be the horizontal section constructed in Lemma
3.5. Then Ft := F ∩ (fke )−1(Dt), t ∈ [κ, ǫ] has well defined boundary ∂Ft = Qt ∩ F in Qt. Thus we
can associate to each Lagrangian Qt, t ∈ [κ, ǫ] a function
eiϑt : u(S1t ) = ∂Ft → S1, by η2Ft = eiϑtη2Qt
where ηFt is the trivializing section of u
∗(Λ(n.0)(T ∗Xke )) chosen above, but restricted to Ft, ηQt is
the element of Ω(n+1,0)(Xke ) over Qt determined by Qt. Then define
α˜(·) : [κ, ǫ]× S1 → C∗
by parametrizing each boundary ∂Ft = u(Dt) ∩ Qt ⊂ Yt by some function y˜t : S1 → ∂Ft s.t.
fke (y˜(s)) = yt(s) := te
2πis, t ∈ [0, 1] and writing
α˜t(s) = e
iϑt/2◦y˜t(s)
∫
Qt,yt(s)
iX
fk
κQ, s ∈ S1,
for any t ∈ [κ, ǫ]. Then α˜(·) is a smooth isotopy of maps αt : S1 → C∗ and one has
wind(α˜κ) = 0, wind(α˜ǫ) = m(
n∑
i=0
βi − β), (100)
i.e. we infer (see Lemma 3.7) that µF = µFǫ = mβ.
Remark. In view of Lemma 2.9, the equalities (100) prove Theorem 2.10.
Proof. The assertions are actually (more or less) clear despite of the asserted values of the winding
numbers. For this let t = ǫ. Then we showed that modulo isotopy α˜ appears in the expression for
[sk] in Lemma 2.14:
[sk|y∈S1ǫ ] =
∫
Qy
eiθiX
fke
κQ · [skx]||(y) = α(y) · [skx]||(y) (101)
By the definition of sk (recall k = mβ,m ∈ N) one has P∗csk|y = e2πim(
∑n
i=0 βi−β)tsk|y, where
c : [0, 1] → S1ǫ , c(t) = ǫe2πit. Since [skx]||(y(t)), y ∈ S1ǫ is invariant under parallel transport we
conclude that
α(ye2πit) = α(y)e2πim(
∑n
i=0 βi−β)t,
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which gives the assertion for t = ǫ. For t = κ note that since we haven chosen κ > 0 so that Xke is
trivial as a symplectic fibration Xke |Dκ = M ×Dκ with the constant family of complex structures
compatible with ω it is Kaehler, i.e. one has by Cieliebak [6]
2iσQκ = ηFκ + idϑκ,
but ηFκ |∂F = 0 by the horizontality of F |M ×Dκ (see the proof of Lemma 3.6). Now let {ei} be
a local orthonormal basis on Qκ which is invariant under symplectic parallel transport along ∂Fκ
and adopted to the splitting TXke = (TX
k
e )
h ⊕ (TXke )v (we can achieve the former since the family
of vertical complex structures over Xke |Dκ was chosen constant in 3.4). Since ∇ge0(Je0) = Je0/κ
for e0 ∈ T hXke ∩ T (∂Fκ) of unit length (rotating counterclockwise) we get for σQκ(Xh), where
Xh = 2πkκ · e0, that is Xh = c′, where c(t) = ye2πit, y ∈ S1κ, t ∈ [0, 1] (setting g(·, ·) = Ωke(·, J ·))
g(
n∑
i=0
∇geiei, JXh) = k −
∑
i
g([ei, JX
h], ei),
where we assume that the ei, i = 1, . . . , n are vertical. Now since J |(TXke )h = (fke )∗(j), one has
LeiJ = 0 for vertical ei, on the other hand since LXhei = 0, we arrive at
1
2π
∫
∂Fκ
σQκ =
1
2π
∫
∂Fκ
dϑκ/2 = k,
It remains to evaluate the parametrized integral∫
Qt,yt(s)
iX
fke
κQκ , s ∈ S1.
Let for any fixed fibre (Yρ)x, x ∈ S1ρ (ρ chosen as above) the set {e1, . . . , en} be a local orthornomal
frame of T (Yρ)
v
x and let e0 ∈ TY hρ be of length one. Then (the trivial) parallel transport around S1ρ
in Yρ = S
1
ρ ×M gives a basis of T n+1,0(S1ρ ×U) for some open set U ⊂M , {ui = 1√2 (ei − iJei)}, so
that locally
iX
fke
κQκ = iXfke
(u∗0 ∧ · · · ∧ u∗n). (102)
But the function x 7→ u∗0(Xfke )x, x ∈ S1κ has clearly winding number −k = −mβ (see the proof of
Lemma 3.7), which proves the Proposition.
3.2 Bounding disks and relative (n, 0)-forms
In the following, it will be described how the methods of Section 3.1 in Chapter 2 can be modified
to prove Theorem 2.10 without the Assumption 3.1 (1.) by invoking a weaker form of Lemma 2.12
in Section 2.2. To be more precise we will assume in the following (using the notation of Section
3.1) and setting Y k := (fk)−1(S1ǫ )). Recall that by Lemma 2.6 Y
k is equipped with a structure of
an exact symplectic fibration (Y k,Ωk) with a compatible vertical almost complex structure Jv.
Assumption 3.11. For any y ∈ S1ǫ there is a neighbourhood U ⊂ S1ǫ of y, a family of ver-
tical compatible almost complex structures J˜vU,x, x ∈ U on Y k and a non-vanishing section
skU ∈ Γ(Λn,0(T ∗Y k|U)v) (with respect to J˜vU ) so that
skU |A˜x(m) = sk|A˜x(m), Jv|Ax(m) = J˜vU |Ax(m) x ∈ U, (103)
and one has ∇XΩk (skU ) = −2πikskU over
⋃
y∈U By(m)) (compare (24). Furthermore there is a finite
open covering Uλ, λ ∈ {1, . . . ,m} of S1ǫ so that the associated pairs (skU , J˜vU ) are compatible over
Uλλ′ := Uλ ∩ Uλ′ in the sense that
(skUλ , J˜
v
Uλ
) = Φ∗λλ′ (s
k
Uλ′
, J˜vU ′
λ
),
46
where Φλλ′ (z) : T
v
z Y
k → T vz Y k, z ∈ (fk)−1(Uλλ′) is the vectorbundle automorphism so that J˜vUλ =
Φ∗λλ′ J˜
v
U ′
λ
.
By Lemma 2.12, this is the case if f is quasihomogeneous and if the Milnor fibration Y k is canonically
trivialized in the sense of Definition 7 along its boundary. Note that here, we do not impose any
triviality conditions in a boundary neighbourhood on the pairs (skU , J˜
v
U ), as opposed to Lemma 2.12.
Although by the conctruction of J in Lemma 2.6, J is constant relative to ΘK :
⋃
y∈S1ǫ By(m) →
Bx(m) × S1ǫ , we will assume J to be of more general form in the following, that is θ∗k(Jv) = Jvx ,
where Jvx depends on x ∈ S1δ . The combination of the weaker Assumption 3.11 and the technique of
Section 3.1 is expected to have applications in more general cases than in the quasihomogeneous case
resp. where f is a smoothing of a single isolated singularity along the lines which we will describe
now (still assuming f quasihomogeneous and Y k ⊂ Xke to be a symplectic fibration in the sense of
Lemma 2.6, but reducing the existence of (sk, J˜v) which is proven in Lemma 2.12 to Assumption
3.11). To begin, analogously to Lemma 3.5 we define an embedded disk D ⊂ Xke with boundary
in Q =: Qǫ, where the closed n + 1-manifold Q ⊂ Y k ⊂ Xke is defined by factoring Qˆ as in (26) in
Section 2.2. D is defined by specifying for any fixed point z0 ∈ Qx a map (the index ’0’ will become
clear below)
u˜0 : [0, ǫ]× [0, 1]→ D˜
u˜0(t, τ) =
{
{z0} × {t} × {τ}, τ ∈ [0, 1− δ]
{(ρk
ψ(τ) t−κ
ǫ−κ
)(z0)} × {t} × {τ}, τ ∈ [1− δ, 1] ,
(104)
which factorizes resp. extends to a well-defined map u0 : Dǫ → D ⊂ Xke (here, we parametrized s.t.
ρk0 = Id, ρ
k
1 = ρ
k and extended smoothly ρks = Id for s ≤ 0). As before, we choose a trivialization
κD of Λ
n+1,0(T ∗Xke )|D, where D = im(u0) and define a function eiϑ : ∂D → S1 by
κ2Qǫ |∂D = eiϑκ2D|∂D (105)
where, as described in Section 2.2, κQǫ coincides over each z
′ ∈ u0({ǫ} × [0, 1]) ⊂ Qǫ, with the
element of Λn+1,0T ∗z′X
k
e induced by the Lagrangian subspace
T hz′Y
k ⊕ Tz′Qy(τ) ⊂ Tz′Xke , y(τ) = fke (z′), τ ∈ [0, 1]. (106)
We can then prove:
Lemma 3.12. The winding number of the function α : [0, 1]/{0, 1} → C∗ as defined in (27) coincides
with the winding number of the function
α˜(s) = eiϑ/2◦y˜(s)
∫
Qǫ,y(s)
iX
fk
κQ, s ∈ [0, 1]/{0, 1}, (107)
where y˜ : S1 → ∂D parametrizes D so that fke (y˜(s)) = y(s) := ǫe2πis.
Proof. At first, we can proof analogously as inthe proof of Proposition 2.19 (note that the intersection
of Qǫ with the image ofM×{δ}× [1−r, 1] in Xke is not Lagrangian in Xke ), that the winding number
of αˆ : S1ǫ → C∗ defined by
αˆ(s) = eiθ◦y˜(s)
∫
Qǫ,y(s)
iX
fk
κQ, s ∈ [0, 1]/{0, 1}, (108)
coincides with that of α (namely (32)). Here, α resp. eiθ : Qǫ → S1 are as defined in resp. below
(27). Now note that if we define a 1-form ηQǫ on Qǫ by ∇κ2Qǫ = ηQǫκ2Qǫ , then we still (as in Section
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3.1) have the equality ηQǫ = 2idθ on Qǫ, which is immediate by differentiating (29), furthermore
along C := u({ǫ}× [1− δ, 1]) ⊂ Xke we still have 2iσQǫ = ηQǫ . On the other hand, by differentiating
(105) we have the equality
2idθ|∂D = ηQǫ |∂D = (idϑ+ ηD)|∂D, (109)
where ηD ∈ H1(D) is defined by ∇κ2D = ηDκ2D, where ∇ is again the Levi-Civita-connection on Xke .
So the assertion of our Lemma reduces to show the equality that if considering ηD as an element of
H1(∂D,C), then
ηD(∂D) = 0. (110)
To show that, define in analogy to the proof of Proposition 2.19 a smooth path v : [0, 1]→M where
M = Y kx for some fixed x ∈ S1ǫ so that v(0) = z0, where z0 is as in (104) and v(1) ∈ ∂M . Then
define a mapping
F˜ : [0, 1]× [0, ǫ]× [0, 1]→ D˜
F˜ (s, t, τ) =
{
{v(s)} × {t} × {τ}, τ ∈ [0, 1− δ]
{(ρk
ψ(τ) t−κ
ǫ−κ
)(v(s))} × {t} × {τ}, τ ∈ [1− δ, 1] ,
(111)
which factorizes to a well-defined map F : [0, 1] × [0, ǫ] × [0, 1]/{0, 1} → Xke whose image is a
compact smooth embedded 3-manifold in Xke with corners of codimension two. Define, as in the
proof of Proposition 2.19, a map uˆ : [0, 1] × [0, 1]/{0, 1} → Y k by setting uˆ(s, τ) = F (s, ǫ, τ) and
define us : [0, ǫ]×[0, 1]/{0, 1}, s ∈ [0, 1] by us(t, τ) = F (s, t, τ). So we have im(u0) = D =: D0, Ds :=
im(us) ⊂ Xke , s ∈ [0, 1] is a smooth family of embedded disks and we have ∂(im(F )) = D0 ∪D1 ∪ Fˆ ,
where Fˆ :=
⋃
s∈[0,1] ∂Ds. Note that by construction and by the fact that ρ
k
t |∂M = Id, t ∈ [0, 1]
we have ∂D1 ⊂ ∂Y k and TD1 ⊂ T hY k, where T hY k ⊂ TY k is the subbundle given by the closed
two-form Ω on Y k as defined in Lemma 3.4, so D1 is horizontal with boundary in ∂Y
k. Now along
Fˆ ⊂ Yǫ ⊂ Xke we can construct a section Q ∈ Γ(L(Xke ,Ωk)|Fˆ ) over Fˆ , where L(Xke ,Ωk) denotes
the bundle of Lagrangian subspaces of TXke relative to Ω
k, by repeating the definition given in
Section 2.2 in (57) resp. (58). This in turn gives rise to a trivialization κQ ∈ Γ(Λn+1,0(T ∗Y k)|Fˆ )
along Fˆ so that κQ|∂D0 = κQǫ |∂D0, where κQǫ ∈ Γ(Λn+1,0(T ∗Y k))|Qǫ was defined below (105).
On the other hand we can choose a smooth family of trivializations κDs ∈ Γ(Λn+1,0(T ∗Xke )|Ds)
for any s ∈ [0, 1], so that κD0 = κD with κD as in (105). Note that in these construction, we
used the nearly complex structure J on Y k defined in Lemma 2.6. Now choose an open covering
Uλ ⊂ S1ǫ , λ ∈ G, where G is a finite set, of S1ǫ , where the Uλ satisfy the hypothesis of Lemma
2.12 and consider for each Uλ the pair (Jλ, s
k
λ) of vertical nearly complex structures resp. elements
skλ ∈ Γ(Λn,0(T ∗Y k)v)|(fk)−1(Uλ) that satisfy the conditions in Lemma 2.12. Choose a family of
bundle automorphisms Φλ(x) : T
v
xY
k → T vxY k, x ∈ (fk)−1(Uλ) so that Φ∗λ(J) = Jλ and define for
any s ∈ [0, 1] functions eiϑλ , eiθλ : ∂Dλs := ∂Ds ∩ (fk)−1(Uλ) → S1 by the requirement that over
∂Dλs we have
eiθλΦ∗λiXfkκQ|∂Dλs = skλ|∂Dλs , Φ∗λκ2Q|∂Dλs = eiϑλΦ∗λκ2Ds |∂Dλs (112)
We now claim that the sets {2dθλ − dϑλ := 2dlog(eiθλ)− dlog(eiϑλ)}λ∈G give rise to a well-defined
closed 1-form ηFˆ := 2idθ − idϑ ∈ Ω1(Fˆ ), where Fˆ =
⋃
s∈[0,1] ∂Ds. To see this, let λ, λ
′ ∈ G so that
Uλλ′ := Uλ ∩ Uλ′ 6= ∅ and define the bundle automorphism
Φλλ′(x) = Φλ′ ◦ Φ−1λ (x) : T vxY k → T vxY k, x ∈ (fk)−1(Uλλ′ ).
Then, by the definition of the skλ in the proof of Lemma 2.12 resp. its local version Ass. 3.11, we
have skλ′ = Φ
∗
λλ′s
k
λ over Uλλ′ . Then applying Φ
∗
λλ′ for any s ∈ [0, 1] to both equations in (112)
substitutes λ by λ′ in all involved elements of Γ(Λn,0(T ∗Y k)v)|Ds ∩ (fk)−1(Uλλ′), which proves the
claim. By (109) we have ηFˆ |∂D0 = 2idθ − idϑ|∂D0 = ηD while by the second equation in (3.11) we
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have Φλ(z) = Id if z ∈
⋃
x∈S1ǫ Bx(m) and λ ∈ G, i.e. we have Φλ(z) = Id for any z ∈ ∂D1 ⊂ ∂Y k.
Thus it follows by covariantly differentiating (112) along ∂D1 and substracting the results that
ηFˆ |∂D1 = (2idθ − idϑ)|∂D1 = ηD1 |∂D1.
Consequently we have 0 =
∫
Fˆ
dηFˆ =
∫
∂D0
ηD −
∫
∂D1
ηD1 . But since the disk D1 ⊂ Xke is horizontal,
we can conclude as in the proof of Lemma 3.6, that ηD1 ≡ 0 as an element of Ω1(∂D1), but this
proves (110), which proves the Lemma.
To finish the proof of Theorem 2.10, we proceed along the lines of Section 3.1 and construct as in the
proof of Lemma 3.9 a smooth n + 2-dimensional submanifold of Xke with boundary Q˜ ⊂ Xke being
a cobordism from Qκ = Qx × S1κ to Qǫ (using the notation of Lemma (3.9) by setting for t ∈ [κ, ǫ]
(here 0 < κ < s as in Lemma 3.9) and for the function ψ : [1− δ, 1]→ [0, 1] as chosen in (104) resp.
in Section 2.2 that is zero in some neighbourhood of 1− δ and equal to 1 in a neighbourhood of 1,
Qˆ = Qx × [κ, ǫ]× [0, 1− δ] ∪
⋃
τ∈[1−δ,1],t∈[κ,ǫ]
(ρkψ(τ)(t−κ)/(ǫ−κ)))(Qx)× {t} × {τ} (113)
where we assumed that ρk(·) : [0, 1] × M → M is parametrized so that ρkt = id for t ∈ [0, s], s
small, and ρkt = ρ
k in some neighbourhood of t = 1. Then Qˆ ⊂ M × [κ, ǫ] × [0, 1] factorizes to a
well-defined submanifold Q˜ ⊂ Xke whose intersection Qt with Y kt = (fke )−1(S1t ), t ∈ [κ, ǫ] is fibrewise
Lagrangian, we denote Qt := Q˜ ∩ Yt. As above we choose a trivialization κD of Λn+1,0(T ∗Xke )|D,
where D = im(u0) and noting that the intersection D ∩ Qt is transversal we define a function
eiϑt : D ∩Qt → S1, t ∈ [κ, ǫ] by
κ2Qt |D∩Qt = eiϑtκ2D|D∩Qt (114)
where, analogous to the above, κQt coincides over each z
′ ∈ u0({t} × [0, 1]) ⊂ Qt, with the element
of Λn+1,0T ∗z′X
k
e induced by the Lagrangian subspace
T hz′Y
k ⊕ Tz′Qt,y(τ) ⊂ Tz′Xke , y(τ) = fke (z′), τ ∈ [0, 1].
Then eiϑ1 : D ∩ Qt → S1 coincides with eiϑ : ∂D → S1 in Lemma 3.12 and as in Section 3.1 resp.
the proof of Proposition 3.10 one shows that wind(eiϑ0) = k, which implies that wind(α˜) = 0 which
gives a contradiction to (82) as in the proof of the Propositions 2.19 resp. 3.10, proving the Theorem.
Remark. Note that if we add to Assumption 3.11 a triviality-condition along a boundary-
neighbourhood, that is there is a diffeomorphism Θ :
⋃
y∈S1
δ
By(m) → Bx(m) × S1ǫ for some fixed
x ∈ S1δ so that (skUλ , J˜vUλ) = (pr1 ◦ (Θ))∗(skx, J˜kx ) for some skx ∈ Γ(Λn,0(T ∗Bx(m))v) and some vertical
complex structure J˜vx on TBx(m), then the proof of Lemma 3.12 shows that the family dθλ, λ ∈ G
(see the discussion below (112)) can be extended to a closed 1-form on Fˆ and one can proceed along
the lines of the proof of Proposition 2.19 in Section 2.2, that is, we do not need ’bounding disks’.
The triviality condition along the boundary of Y k is needed to show that this extension takes the
precise value −2πk along ∂D1 (notation of this section), whereas by using bounding disks, it suffices
to observe that there is a closed extension of ηFˆ whose restriction to ∂D1 is derived from a given
trivialization of Λn,0(T ∗Xke ) over D1 and that D1 is horizontal.
3.3 General polynomials, Lagrangians and bounding disks
In this subsection, we will briefly discuss how to use the ’bounding disk’-method of Section 3.1 culmi-
nating in Proposition 3.10 to formulate necessary conditions for the existence of certain Lagrangian
submanifolds in (symplectically trivial) coverings of one-parameter-smoothings of an isolated singu-
larity at 0 of a general polynomial, f : Cn+1 → C. For this, let f : Xˆ → D∗δ be the one-parameter-
smoothing of f−1(0)∩Bǫ for some small 0 < ǫ as constructed in (6) (replacing B1 by Bǫ) and suppose
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we have chosen some basis (s1, . . . , sµ) spanning the sheaf of modules H
n(f∗Ω·Xˆ/Dδ ) over ODδ so
that the associated basis g1, . . . gµ ∈ OCn+1,0/Mˆ(f), where Mˆ(f) is a certain submodule (see [29]) of
OCn+1,0 so that OCn+1,0/Mˆ(f) ≃ ωf,0/dΩn−1X/Dδ,0 (c.f. section 4), is chosen so that g1 = 1. As in the
quasihomogeneous case, let sˆ ∈ Γ(Hn(f∗Ω·Xˆ/Dδ )) be associated to g1 and satisfying (17) and consider
the exact symplectic fibration f : X → Dδ as introduced in (7). As before, let sx = Ψ∗xsˆx, x ∈ D∗δ
using the smooth family of fibrewise diffeomorphisms Ψx : Xx → Xˆx as defined in (2.2). Then
s ∈ Γ(Hn(Z,C)) is a section of the n-th cohomology bundle of the fibres, using notation as intro-
duced below (17). We now assume that if ρ ∈ Symp(M,∂M,ω) is the symplectic monodromy of
X ∩f−1(S1δ ) =: Y induced by the kernel of Ω|TY andM := Yx for some fixed x ∈ S1δ , that [ρk] = Id
in π0(Symp(M,∂M,ω)) for some k ∈ N. Then we can form, as in Lemma 3.4, a symplectic extension
Xke of the symplectic covering πk : X
k → X of X to Dδ and define sk := π∗k(s) ∈ Hn(Zk,C) using
notation as above. We now set Y k := π−1k (Y ) and make the following
Assumption 3.13. For a fixed x ∈ S1δ , let Qx ⊂M be the Lagrangian submanifold so that
∫
M
[sx]∧
PD[Qx] = c 6= 0 ∈ Hn(M,C). We assume that
1. [sx] ∈ im i : Hn(M,∂M,C)→ Hn(M,C)
2. There exists a (time-dependant) Hamiltonian flow ΦH : [0, 1]×M →M so that ρk = ΦH(1) and
a function α : [0, 1]/{0, 1} → C∗ satisfying α(t) · skx = (ΦH(t)−1)∗P∗x,y(t)sky(t), for all t ∈ [0, 1],
where Px,y(t) : Y
k
x → Y ky(t) denotes symplectic parallel transport in Y k along y(t) = xe2πit.
3. There is a neighbourhood U of Y k in Xke so that U ⊂ Xke is ’flat’ in the sense of the proof of
Lemma 3.4 and Kaehler.
Asssume now that ρk(Qx) ⊂ Qx, so that there is as in Lemma 2.14 a closed Lagrangian submanifold
Q ⊂ Y k in Xke which fibres over S1δ to a family of fibrewise Lagrangians Qy ⊂ Y ky , y ∈ S1δ . Assume
furthermore that there is a horizontal section u : Dδ → Xke so that u(D) = F and ∂F ⊂ Q as
constructed in Lemma 3.5 (where we used (79) in Assumption 2.7, in the following we will simply
assume the existence of a horizontal disk with boundary in Q). Then by the horizontality of u and
by the flatness and Kaehler property of Xke in U we can deduce as in the proof of Lemma 3.6 that
w.r.t. to some trivialization κF ∈ Λn,0(T ∗Xke )|F , ηF |∂F = 0, where ηF ∈ Ω1(F,C) is defined as
below (94). Furthermore it follows as in Lemma 3.10, that eiϑ : ∂F → S1 defined by
κ2Q = e
iϑκ2F .
where κQ ∈ Λn,0(T ∗Xke )|Q is induced by TQ ⊂ TXke as before, satisfies
µ(F ) := wind(eiϑ) = k.
Finally, by combining this with Corollary 3.8 we can argue as in the proof of Lemma 3.10, that
wind(α) = µ(F )− k = 0, so to summarize we arrive at the following Corollary:
Corollary 3.14. Assume that [ρk] = Id in π0(Symp(M,∂M,ω)) for some k ∈ N, where ρ is the
symplectic monodromy of the Milnor bundle Y ⊂ X of a polynomial f : (X,Y ) → (Dδ, S1δ ) with
isolated singularity at 0. Then, if there is a Lagrangian submanifold Q ⊂ Y k ⊂ Xke as described
above so that with Qy = Q ∩ Y ky the first condition in Assumption 3.13 is satisfied for some (hence
any) y ∈ S1δ and such that there is horizontal disk F ⊂ Xke with boundary in Q, then the Maslov-
Index µ(F ) of F with boundary in Q equals k. If furthermore there is such a disk and in addition
also 2. and 3. of Assumption 3.13 are satisfied, then the winding number of sk w.r.t. to Q is zero,
that is
wind(α) = wind(ev(sy)(Qy))y∈S1
δ
= µ(F )− k = 0. (115)
50
Conversely, if ρk∗ = 0 in Aut(H
∗(M,C)) and assume that α(t) := ev(sky(t))(Px,y(t)(Qx)) 6= 0, for
all t ∈ [0, 1] with the notation from above. Then if wind(α) 6= 0, then it follows that at least one
of the above Assumptions are not satisfied. So, either [ρk] 6= Id in π0(Symp(M,∂M,ω)) (which is
the case if f is quasi-homogeneous by Theorem 2.10) or if [ρk] = Id and 2. in Assumption 3.13 is
satisfied (note that we did not assume ΦH to be the identity on ∂M for all t) there is no Lagrangian
submanifold Q ⊂ Y k in Xk which fibres over S1δ into fibrewise Lagrangians Qy, y ∈ S1δ so that 1.
and 3. in Assumption 3.13 are satisfied and such that there is a horizontal section u : Dδ → Xke in
the extension Xke of X
k to Dδ which has boundary in Q.
Remark. In general, we have since µ(F ) : H2(X
k
e , Q)→ Z and since H1(Xke ,Z) = H2(Xke ,Z) by the
long exact sequence of the tuple (Xke , Q), µ(F ) depends only on the class in H1(Q,Z) defined by
∂F ⊂ Q. Now, while by the proof of Lemma 3.3 µ(F ) equals the evaluation of the mean curvature
form σQ of Q ⊂ X˜k on any horizontal path realizing the homology class of ∂F in Q, the result of
Corollary 3.14 under the given assumptions gives the value of the Maslov-index of any disk F with
boundary in Q so that ∂F generatesH1(Q,Z). So, the existence of a horizontal disk F with boundary
in Q and the full Assumption 3.13 is essential for the equality (115) that relates the Maslov index
along F to the cohomological winding number associated to the section s ∈ Γ(Hn(Z,C)), while for
the equality µ(F ) = k the Assumption 3.13 is not needed.
4 Relative cohomology
Let U ⊂ Cn+1 be an open set and let f : U → C be a holomorphic map so that x ∈ Cn+1 is an
isolated singularity, that is f outside x is a submersion, assume f(x) = 0. Let ǫ and δ be positive real
numbers and S = {u ∈ C | |u| < δ}, X = {z ∈ Cn+1 | |z| < ǫ, f(z) ∈ S}, X0 = {z ∈ X | f(z) = 0}
so that with X ′ = X−X0, S′ = S−0 one gets a locally trivial C∞-fibration f : X ′ → S′. Let (Ω·X′ , d)
be the sheaf complex of holomorphic differential forms on X ′, then with ΩiX′/S′ = Ω
i
X′/df ∧ Ωi−1X′
we get the sheaf complex of relative differential forms (Ω·X′/S′ , d) on X
′. By the Lemma of Poincare
and the regularity of f |X ′ one has a resolution of f−1OS′ in the category of (f−1OS′)-modules by
0→ f−1OS′ → Ω0X′/S′ → Ω1X′/S′ → . . . . (116)
Here, f−1OS′ is the topological preimage of the sheaf O′ of holomorphic functions on S′. On the
other hand, we observe that the vector spaces Hi(Xu,C), where Xu are the fibres of f : X
′ → S′,
are the fibres of the etale space of the sheaf Rif∗CX′ , where for an abelian sheaf F on X and a
mapping f : X → S Rif∗F is the sheaf on S associated to V ⊂ S, V 7→ Hp(f−1(V ),F) (Rif∗ is
identical to the right derived functor of the direct image functor f∗ and is calculated by injective
or f∗-acyclic resolutions of F, for details see Hartshorne [32] or Grothendieck [31]). We have the
following isomorphism, refer to Looijenga [29]. Note that the sections of the vectorbundle accociated
to Rif∗CX (with fibres Hi(Xu,C) over S′) constitute the sheaf Rif∗CX ⊗CS OS.
Lemma 4.1. With notation as above, the natural map
(Rif∗CX)⊗CS OS −→ Rif∗(f−1OS)
is an isomorphism.
Now consider the complex of direct image sheafs f∗Ω·X′/S′ , this is a complex of OS′-modules, its
cohomology sheafs will be denoted by Hp(f∗Ω·X′/S′) for all p. The following result identifies these
with the space of sections in the bundle of fibrewise cohomology groups, for details we refer to
Looijenga [29].
Proposition 4.2. In the above situation, the fibrewise de Rham evaluation maps
DRu : H
p(f∗Ω·X′/S′)u −→ Hi(Xu,C)
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given by integration over the fibre f−1(u), u ∈ S′ are isomorphisms. Furthermore, they fit together
to define a sheaf isomorphism
DR : Hp(f∗Ω·X′/S′)u −→ (Rif∗CX′)⊗CS′ OS′ .
Proof. We will briefly describe the arguments. Note first, that, taking the canocial soft resolution
for the complex f∗Ω·X′/S′ , one has two spectral sequences with E2-terms
′Ep,q2 = H
p(Rqf∗Ω·X′/S′),
′′Ep,q2 = R
pf∗(Hq(Ω·X′/S′)),
both converging to the cohomology of the full complex, R·(Ω·X′/S′). Here, R
qf∗Ω·X′/S′ denotes the
complex Rqf∗(ΩiX′/S′)i∈Z. Since f is Stein, the first spectral sequence degenerates which gives
Hp(f∗Ω·X′/S′) ≃ Rp(Ω·X′/S′).
On the other hand, considering the resolution (116), we also have Hp(Ω·X′/S′) = 0, p > 0, that is,
the second spectral sequence degenerates, giving
Rpf∗(f∗OS′) ≃ Rp(Ω·X′/S′).
Putting this together and using Lemma 4.1, we arrive at the assertion.
Note that in the above, we worked outside the ’critical set’, that is, over S′, which implied that
Hp(Ω·X′/S′) = 0, p > 0. Now note that the sheaf complex of relative differential forms is equally
well defined on X over S, so for further use we state the following refinement of Lemma 4.2, we will
only sketch its proof, for details see Looijenga [29], Greuel [30] or Brieskorn [10].
Lemma 4.3. Let f : X → S be a good Stein representative of a smoothing of an isolated singularity
as described above. Then, after possibly shrinking S we have Hp(f∗Ω·X/S) = 0, n > p > 0 and
Hn(f∗Ω·X/S) is a free OS-module of rank µ, where µ is the n-th Betti number of a Milnor fibre. The
former is fitting in the exact sequence
0→ Rif∗CX ⊗C OS α
n
−−→ Hn(f∗Ω·X/S)
βn−−→ f∗Hn(Ω·X/S)→ 0.
whgich implies lemma 4.2. Furthermore, in 0 ∈ S, there is a canonical isomorphism
βn : Hp(f∗Ω·X/S)0 −→ f∗Hp(Ω·X/S)0 = Hp(Ω·X/S,x) (117)
for p > 0.
Proof. The first thing to prove ([29], Prop. 8.5) is the long exact sequence for p > 0
..→ Rpf∗H0(Ω·X/S) α
p
−−→ Hp(f∗Ω·X/S)
βp−→ f∗Hp(Ω·X/S)→ Rpf∗H0(Ω·X/S)→ ..
Lemma 4.2 then follows from f∗Hp(Ω·X′/S′) = 0, H
0(Ω·X′/S′) = f
−1OS′ and Lemma 4.1. Then one
proves that if X ′′ ⊂ X so that f |X ′′ is also a Stein representative then the restriction homomorphism
between the corresponding exact sequences is an isomorphism, taking direct limits, one infers that
βp is an isomorphism. Now in [29], Prop 8.20, one proves that one has an exact sequence of stalks
0→ OS,0 → OX,x → Ω0X/S,x → Ω1X/S,x → · · · → ΩnX/S,x
and ΩnX/S,x/dΩ
n−1
X/S,x is free of rank µ (as a OS,0-module). Then from (117), the exact sequence
Hp(Ω·X/S,x)→ ΩnX/S,x/dΩn−1X/S,x
d−→ Ωn+1X/S,x (118)
and the fact thatHp(f∗Ω·X/S) is coherent, it already follows that for sufficiently small S,H
p(f∗Ω·X/S)
is a free OS-module of rank µ for p = n and is trivial for 0 < p < n. Note again that for S small
enough one has H0(Ω·X/S) = f
−1OS, so Rpf∗H0(Ω·X/S) may be identified with R
if∗CX ⊗C OS .
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Note that from the above Lemma and the sequence (118) it follows that a basis spanning the OS,0-
module ΩnX/S,x/dΩ
n−1
X/S,x will already span the coherent OS-module H
p(f∗Ω·X/S), provided S is small
enough. However, df : ΩnX/S → Ωn+1X ≃ OX , is only an isomorphism outside {x}, so if j : X ′ → X
denotes the inclusion, we have in our case (see [29]) ωf := j∗j−1ΩnX/S ≃ Ωn+1X and one has the
sequence:
0→ ΩnX/S,x → ωf,x → ωf,x ⊗ O{x},x
i.e. ωf and Ω
n
X/S coincide outside of {x}. One then has the exact sequence
0→ ΩnX/S,x/dΩn−1X/S,x → ωf,x/dΩn−1X/S,x → ωf,x ⊗ O{x},x (119)
so ωf,x/dΩ
n
X/S,x is also a free ([29], Prop. 8.20) OS,0-module of rank µ (note that O{x},x ≃
OCn+1,x/(
∂f
∂z0
, . . . , ∂f∂zn )OCn+1,x). Then identifying ωf,x with OCn+1,0 by means of α 7→ df ∧α there is
a correspondence of dΩn−1X/S,x with a certain C{f} submodule of OCn+1,x which we denote by Mˆ(f).
For f quasihomogeneous, that is, there are positive integers β0, . . . , βn, β so that f is a C-linear
combination of monomials zi00 . . . z
in
n so that i0β0 + · · ·+ inβn = β one deduces that OCn+1,x/M(f)
coincides with OCn+1,x/(
∂f
∂z0
, . . . , ∂f∂zn )OCn+1,x and a basis fort the latter module can be chosen to
consists of monomials α1, . . . , αr, so that for every αj there is a number dj such that αj = z
i0
0 · · · · ·zinn
with i0w0 + · · ·+ inwn = dj where wi = βi/β (dj will be called the degreee of αj). Summing up, we
have ([29])
Lemma 4.4. For f : X → S quasihomogeneous with 0 ∈ Cn+1 an isolated singularity there are
global sections φ1, . . . , φµ of H
i(f∗Ω·X/S) which represent a basis of H
n(Xu,C) for any u ∈ S′
that can be represented by monomials α1, . . . , αµ ∈ C[z0 . . . , zn] by the correspondence φ 7→ [coeffi-
cient of df ∧ φi]. Here, µ is the Milnor number of f . These monomials project onto a C-basis of
OCn+1,0/(
∂f
∂z0
, . . . , ∂f∂zn )OCn+1,0.
We finally note that Rif∗CX′ ⊗C OS′ carries a canonical flat connection, the Gauss-Manin connec-
tion. Using the correspondence describes in lemma 4.3 one can extend this to sections of the sheaf
Hp(f∗Ω·X/S). For this, one sets over S
′ if ω ∈ Hp(f∗Ω·X/S), so dω = df ∧ ω˜ for a certain ω˜ ∈ f∗ΩnX ,
∇ψω := Lψ(ω) = iψdω mod(df∗Ωn−1X )
= ω˜ mod(df ∧ f∗Ωn−1X + df∗Ωn−1X ),
where ψ lifts ∂∂z , so ∇ψω = dz ⊗ [ω˜]. It is then well-known ([29]) that ∇ extends ’regular-singular’
along S and that ∇ maps each of the the modules Hp(Ω·X/S,x) ⊂ ΩnX/S,x/dΩn−1X/S,x ⊂ ωf,x/dΩn−1X/S,x
into the next in the chain of inclusions.
Remark. Instead of working with the sheaf ωf whose quotient by dΩ
n−1
X/S at x fits into the short
exact sequence (119) and which is isomorphic to ΩnX/S outside of {x} (this approach goes back to
Looijenga [29]) we will in the following also frequently refer to a more common definition of the
Brieskorn lattice H′′ which is equivalent to the above for our case of an isolated singularity. H′′,
understood as a sheaf over S, fits into the exact sequence (see [10])
0→ f∗ΩnX/S/d(f∗Ωn−1X/S)
df∧−−→ H′′ := f∗Ωn+1X /df ∧ d(f∗Ωn−1X/S)→ f∗Ωn+1X/S → 0
while its stalk at s = 0 is isomorphic to H′′0 = Ω
n+1
X,x /df ∧ d(Ωn−1X/S,x) and, by the above sequence, H′′
coincides with Hn(f∗Ω·X/S) outside of 0.
Let now ω be a section ofH′′ over a neighbourhood S ⊂ C around s = 0 and consider this as a section
of Hn(f∗Ω·X/S) on S
′ = S \ {0}, those sections are called by Varchenko [49] ’geometric sections’.
Consider now over S′ the locally constant sheaf Hn = Rif∗CX′ and its dual Hn = Hom(H
n,C) as
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the sheaf of homomorphisms from Hn to C. For any s ∈ S′ we have Hn(s) ≃ Hn(Xs,C) and there
is a natural isomorphism T : Hn(γ(0))→ Hn(γ(1)) for any smooth path γ : [0, 1]→ S′ induced by
the fibre bundle structure of X ′. I.e. we obtain a morphism
M : π1(S
′, s)→ Aut(Hn(s))
whose evaluation M(1) at the generator 1 ∈ π1(S′, s) we will call the monodromy M of f . We can
’sheafify’ these topological constructions and the result coincides with he Gauss-Manin connection
restricted to Hp(f∗Ω·X′/S′) described above. Dualizing the above topological notion of parallel
transport to isomorphisms T ∗ : Hn(γ(0))→ Hn(γ(1)) for smooth paths γ as above, we can consider
a covariant constant (multivalued) section δ of Hn over S′. Let s(ω) be the section of Hn over S′
represented by ω, then by a Theorem of Malgrange ([23]) one has for the dual pairing of δ and s(ω)
over S′:
Theorem 4.5. The series
(s(ω), δ)(t) =
∑
α
n∑
k=0
1
k!
ak,αt
α(ln t)k (120)
where α > −1, e−2πiα is an eigenvalue of M , converges in each sector a < argt < b if 0 < |t| is
sufficiently small in S′.
Furthermore, the coefficients ak,α depend linearly on the section δ, which implies (cf. Varchenko
[49]) there is a set of covariantly constant sections Aωk,α(t) of H
n(t) over (a eventually smaller) S′ so
that
s(ω)(t) =
∑
α
n∑
k=0
1
k!
Aωk,α(t)t
α(ln t)k
and by [50] for any t, k, α the Aωk,α(t) belong to the generalized eigenspace of M as-
sociated to e−2πiα. Then one calls the weight α(ω) of ω the number α(ω) :=
{min(α)|at least one of the sections Aω0,α(t), . . . , Aωn,α(t) 6= 0}. Then the principal part of s(ω) is
defined as
smax(ω)(t) =
n∑
k=0
1
k!
Aωk,α(ω)(t)t
α(ω)(ln t)k,
and the prinicipal parts of geometric sections of one weight are linearly independent at all points
t ∈ S′ if they are at one point t. Then one calls the Hodge filtration of each Hn(t) the sequence of
subspaces {F p} in Hn(t) generated by the principal parts of all geometric sections ω of f , evaluated
at t, so that α(ω) ≤ n− p. Note that since s(fω) = ts(ω), we have F p+1 ⊂ F p and the F p form a
subbundle of Hn (cf. [50]). We can now define the spectrum of a singularity due to Varchenko [49]:
Definition 4.6. Let the principal parts of sections ωp1 , . . . , ω
p
j(p) ∈ H′′ be a basis of F p/F p+1, i.e.
their weights satisfy α(ωpj ) ∈ (n − p − 1, n − p]. Then the union of all such weights α(ωpj ) for all
geometric sections ωpj and (p, j) satisfying the above is called the spectrum of f .
Note that by [50], at each point t ∈ S′, F p is left invariant by the semismple part Ms of M . So the
spectrum of f is just the union over all p of the set of numbers n− lp(λ) being asscociated to each
eigenvalue λ of the action of Ms on F
p/F p+1 that satisfy exp(2πilp(λ)) = λ and the normalization
condition p ≤ lp(λ) < p+ 1. It is an unordered collection of µ numbers, µ being the Milnor number
of f . We now have the following celebrated theorem due to Varchenko [49].
Theorem 4.7. The spectrum of f having an isolated singularity at the origin does not change under
a deformation (depending holomorphically on the deformation parameters) of f leaving its Milnor
number unchanged (these deformations we will refer to as µ-constant deformations).
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Note that the spectrum of an isolated holomorphic singularity f : Cn+1 → C is a topological invariant
for n ≤ 2. However, as Saeki shows, that result remains true for n = 3 if f is quasihomogeneous,
moreover we have (cf. [39], [49]):
Theorem 4.8. Let f and g be quasihomogeneous polynomials with an isolated singularity at the
origin in Cn+1 for n ≥ 1. Then the following four are equivalent:
1. f and g are connected by a µ-constant deformation.
2. f and g are connected by a topologically constant deformation.
3. f and g have the same weights.
4. f and g have the same spectrum.
5 Appendix A
This Appendix explains briefly some facts about the ’perturbed’ Milnor fibration Yˆ as introduced
by Seidel ([42]). For a quasihomogeneous polynomial f : Cn+1 → C, define again the usual Milnor
fibres Xu by Xu = f
−1(u) ∩ B2n+2 where B2n+2 ⊂ Cn+1 is the closed unit ball and u ∈ C\{0}.
Furthermore, for a fixed m ∈ N,m > 2 fix a cutoff function ψm with ψm(t2) = 1 for t ≤ 1 − 2/m
and ψ(t2) = 0 for t ≥ 1− 1/m. Set Fu = {z ∈ B2n+2|f(z) = ψm(|z|2)u}. Then set
f : Yˆ =
⋃
|u|=δ
Fu × {u} −→ δS1, (121)
Note that for any n ∈ N, n > 2, there is a δ > 0 sufficiently small, so that we can choose m ≤ n in
the above definition and the Fu remain regular. The following Lemma states the fact that there is
a basis of Hn(F ;C) which consists of Lagrangian spheres, this is used in Section 2, the proof relies
on a two-fold application of Moser’s technique and classical results about vanishing cycles of Milnor
fibres and will be sketched below, for details see Ebeling [14] and Seidel [44], note that the Lemma
is valid for any isolated singularity f : (Cn+1, 0)→ (C, 0) where f is holomorphic.
Lemma 5.1. Let µ be the Milnor number of Fu. Then (Fu;ω) contains a collection of µ em-
bedded Lagrangian n-spheres ij : S
n
j →֒ F so that setting δj := [ij(Snj )] ∈ Hn(F,Z), for
j ∈ {1, . . . , µ}, the ’vanishing cycles’ (δ1, . . . , δµ) form a basis of Hn(F ;Z). Furthermore setting
Amu := {z ∈ Fu|ψm(|z|2) = 1} using the notation above (121) we can find pairs δ > 0,m > 2 so that
ij(S
n
j ) ⊂ Amu for all j = 1, . . . , µ.
Proof. Let g0 = −1, g1, . . . , gµ−1 be representatives of a basis for the C-vectorspace
OCn+1/grad(f)OCn+1 an consider the miniversal unfolding of f as given by
F : (Cn+1 × Cµ, 0)→ (C, 0)
(z, u) 7→ f(z) +
µ−1∑
j=0
gj(z)uj.
We choose a representative F : Bǫ × U → C, where U is of the form U = ∆ × T , where ∆ ⊂ C
is a disc of radius η1 and T ⊂ Cµ−1 is an open ball of radius η2 and ǫ is chosen so that for any
u ∈ ∆ × T , the set Xu := {z ∈ Bǫ|F (z, u) = 0} intersects Sǫ = ∂Bǫ transversally. With this, set
X := {(z, u) ∈ Bǫ × U |F (z, u) = 0} and Ut = ∆× {t}
p : X→ ∆× T
(z, u) 7→ u.
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Let C denote the set of critical points of p and D = p(C) ⊂ U its image, then it is well-known
(see Ebeling [14]) that D ⊂ ∆ × T is an analytic hypersurface and the projection π : ∆ × T → T ,
restricted to D, is a finite branched covering, set Dt = D ∩ Ut. Now it is a classical result (see [14],
Lemma 3.9), that the function
fλt := F (·, (0, λt))× {λt} : Bǫ → ∆× {λt}, (122)
is a Morse function for generic values of t ∈ T and λ 6= 0 (namely, for C × {λt} intersecting D in
regular points transversally). Now consider Fλt,u = {z ∈ Bǫ|f(z) = ψm(|z|2)(u −
∑µ−1
j=1 gj(z)uj)}
for any u ∈ ∆ and we choose m > 0 so that all critical points lie in Amu := {z ∈ Fu|ψm(|z|2) = 1},
this is possible since the set of critical points of fλt are disjoint from the boundary of Bǫ. Now set
fλt : Yˆλt =
⋃
|u|∈∆
Fλt,u × {u} −→ ∆, (123)
and observe that the smooth fibres Yˆλt,u are diffeomorphic to the fibres Fu = Yˆu, u 6= 0 of Yˆ . We
now claim that they are also symplectomorphic. For this, note first that H2(Yˆu, ∂Yˆu,C) = 0 as can
be for instance seen by using the long exact sequence of the pair (Yˆu; ∂Yˆu). Then fix one {λt} ∈ T
as above with t sufficiently small, so that with 0 ≤ λ′ < λ one can choose a path u in U −D so that
u(λ′) ∈ Uλ′t \Dλ′t for any such λ′. Fix a set of diffeomorphisms φλ′ : Yˆu(0) → Yˆλ′t,u(λ′) and consider
the family of symplectic forms on Yˆu(0)
ωλ′ = φ
∗
λ′ωYˆλ′t,u(λ′)
where the ωYˆλt,u(λ′)
are the symplectic forms on Yˆλt,u(λ′) induced by restriction. Then, by a version
of Moser’s argument, the vanishing of H2(Yˆu, ∂Yˆu,C) implies that there is a diffeomorphism ψλ :
Yˆu(0) → Yˆu(0) so that ψ∗λωλ = ωYˆu(0) which was the assertion.
We now fix a λ 6= 0 and a t as above and show that each critical point pi, i = 1, . . . , λ of fλt gives rise
to an embedded Lagrangian sphere Si in a nearby fibre. We will work with the (singular) fibration
Y determined by (122) and then embed the Sn into the corresponding fibres in (123). Around any
pi, that is, on a small (closed) ball Bǫi around pi, fλt can be written as
f(z0, . . . , zn) = f(pi) + z
2
0 + · · ·+ z2n. (124)
Let η3 > 0 so that f(Bǫi) ⊂ ∆η3 , where ∆η3 is a small (closed) disk around si = f(pi) and set
Yu := f
−1(u) ∩Bǫi for any u ∈ ∆η3 . Then, assuming si = 0, Yη3 has the the description
Yη3 = {x+ iy ∈ Cn+1||x|2 + |y|2 ≤ ǫ2i , |x|2 − |y|2 = η3, < x, y >= 0}
writing <,> for the Euclidean scalar product on Rn+1. But this set is easily seen (see [14], Lemma
5.2) to be diffeomorphic to the 1-disk-bundle of T ∗Sn, which has the description
DSn = {u+ iv ∈ Cn+1||u| = 1, |v| ≤ 1, < u, v >= 0},
denote the diffeomorphism by ψi : DS
n → Yη3 . Assuming now Yη3 would carry the standard
symplectic structure relative to the Morse coordinate system chosen in (124) we could infer that ψi
is a symplectomorphism, since that fact is well-known (see McDuff/Salamon [13]), which means ψi
is a symplectic embedding of the zero section in DSn, hence Lagrangian. This is in general not the
case, however, as Seidel ([44]) shows, there is an exact isotopy ωt, t ∈ [0, 1] of symplectic forms on
Bǫi so that for for some 0 < ǫ˜i ≤ ǫi, the isotopy is constant on the boundary of Bǫi , and on Bǫ˜i , ω0
coincides with the given one whereas ω1 is the standard Kaehler form
ω1 =
n∑
i=0
zi ∧ zi
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with respect to the coordinates used in (124) on Bǫ˜i . Hence there is a self-diffeomorphism ψ˜i of Bǫi
so that ψ˜∗i ω1 = ω0, hence Ψ := ψ˜
−1
i ◦ψi : DSn → Yη3 ∩Bǫi gives the desired Lagrangian embedding
ii = Ψi|Sn : Sn →֒ Yη3 for i = 1, . . . , µ.
We now consider the Snj , j = 1, . . . , µ as embedded into a set of distinct fibres Yˆuj in Yˆλt. Choose
an arbitrary smooth fibre Yˆλt,u and use symplectic parallel transport in Yˆλt (which is well-defined)
to parallel transport the Snj along a set of ’weakly distinguished’ paths (see [14]) into Yλt,u, giving
a set of embedded Lagrangian spheres S˜nj which by Theorem 5.6 of [14] and by the fact that Yˆλt,u
is symplecticomorphic to Yˆu induces the required basis δj := [i∗(S˜nj )] ∈ Hn(Yˆu,Z), j = 1, . . . , µ.
Finally, the last assertion was proven in Lemma 2.8.
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