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RESUMEN 
El campo de la ciencia de datos ha tenido 
muchos avances respecto a la aplicación y 
desarrollo de técnicas en el sector de la salud. 
Estos avances se ven reflejados en la predicción 
de enfermedades, clasificación de imágenes, 
identificación y reducción de riesgos, así como 
muchos otros. Sin embargo, no se han 
encontrado trabajos que apliquen procesos o 
técnicas de aprendizaje automático 
específicamente a la predicción de fracasos en 
implantes dentales. Este trabajo tiene por 
objetivo investigar el beneficio de la utilización 
de múltiples algoritmos de clasificación, para la 
predicción de fracasos en implantes dentales de 
la provincia de Misiones, Argentina. La 
experimentación es realizada con tres conjuntos 
de datos, un conjunto concerniente a historias 
clínicas de implantes dentales confeccionado 
para el estudio de caso, un conjunto generado 
artificialmente y un conjunto obtenido del  
repositorio de datos kaggle. En comparación con 
los clasificadores individuales, el enfoque 
propuesto obtiene el mayor porcentaje de acierto 
de los fracasos, logrando un 75% de casos 
correctamente identificados. 
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CONTEXTO 
Esta línea de investigación se lleva a cabo dentro 
del Programa de Materiales y Fisicoquímica 
(PROMyF) en el Laboratorio de Ciencia de los 
Materiales del Instituto de Materiales de 
Misiones (IMAM), de la Facultad en Ciencias 
Exactas, Químicas y Naturales (FCEQyN), de la 
Universidad Nacional de Misiones (UNaM), en 
el marco de un plan de tesis doctoral, bajo el 
nombre de “Predicción de fracasos en Implantes 
Dentales mediante la aplicación de Ciencia de 
Datos”. Está financiado por el Consejo Nacional 
de Investigaciones Científicas y Técnicas 
(CONICET) a través de una “Beca Interna 
Doctoral” otorgada por Resolución D Nº 4869. 
Además, cuenta con el auspicio del Colegio de 
Odontólogos de la Provincia de Misiones. 
 
1. INTRODUCCIÓN 
Existen diversos antecedentes que combinan o 
integran clasificadores, para mejorar el 
porcentaje de acierto o incluso para no sesgar la 
decisión sobre los resultados de un solo 
clasificador [1]–[9]. Inspirados en las ideas de 
estos trabajos, proponemos un procedimiento de 
aprendizaje automático mediante la utilización 
de múltiples clasificadores para un dominio de 
poco conocimiento, como es el caso de los 
implantes dentales. 
El conjunto de datos utilizado se basa en 
historias clínicas de pacientes que se han 
sometido a procesos quirúrgicos de colocación 
de implantes dentales en la Provincia de 
Misiones, Argentina. 
Un paso importante en este trabajo de 
investigación fue la búsqueda de los mejores 
clasificadores individuales para el problema. 
Después de investigar los métodos existentes y 
teniendo en cuenta los enfoques de combinación, 
proponemos la utilización de cinco 
clasificadores: Random Forest (RF) [10], C-
Support Vector (SVC) [11], K-Nearest 
Neighbors (KNN) [12], Multinomial Naive 
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Bayes (MNB) [13] y Multi-layer Perceptron 
(MLP) [14]. Estos clasificadores obtuvieron en 
evaluaciones exploratorias el mejor desempeño 
en comparación con otras combinaciones 
exploradas, que han incluido diferentes métodos 
como: Rpart, Ada, Gradient Boosting Machine 
(GBM) [15] y distintos clasificadores Naive 
Bayes [13].  
El enfoque de integración propuesto para los 
cinco  clasificadores consistió en combinar los 
resultados de sus predicciones para determinar el 
grado de pertenencia a la clase. Así, se pretende 
lograr una mayor precisión de la que cada uno de 
los clasificadores logra de manera individual 
para la etiqueta de clase objetivo (fracaso). La 
integración de los modelos se realiza con el 
método votación suave ponderada [16], [17]. 
Este método implica la definición de pesos 
asignados a cada clasificador, para ello se realiza 
una búsqueda en cuadricula para obtener los 
valores de los pesos que mejor se ajustan a los 
clasificadores en función de su desempeño. 
Para la experimentación y validación del 
enfoque propuesto, se empela un conjunto de 
datos de casos reales de implantes dentales, un 
conjunto de datos generado artificialmente con 
la técnica de sobremuestreo de minorías 
sintéticas (SMOTE) [18], basado en los casos 
reales de implantes dentales, y un conjunto de 
datos obtenido del repositorio kaggle (Heart 
Disease). 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Esta línea de investigación propone estudiar, 
evaluar y aplicar distintos algoritmos de 
clasificación, para predecir los fracasos de un 
conjunto de datos de implantes dentales de la 
Provincia de Misiones. A través de la presente 
línea de investigación, se logró confeccionar el 
conjunto de datos necesario para proceder al 
diseño de un procedimiento, que a través de una 
metodología híbrida, permita identificar los 
factores de fracaso. Así mismo, se reconoce 
como objetivo de interés, el estudio de los tipos 
de tratamientos de superficie (arenado, ataque 
ácido, tratamiento térmico, etc.) de los implantes 
utilizados, para incorporar como característica a 
evaluar. 
 
3. RESULTADOS OBTENIDOS 
Entre los resultados obtenidos, destacamos la 
creación de un procedimiento que consistió en: 
Paso 1. Leer el conjunto de datos. 
Paso 2. Seleccionar la característica objetivo 
para la predicción. 
Paso 3. Obtener el subconjunto de 
características más relevante, a través del 
método Chi Squared, el cual es un método muy 
utilizado para la selección de características 
categóricas [19]–[21]. Este evalúa el valor de 
una característica calculando el valor de la 
estadística de 𝑋𝑋2 con respecto a la clase. Está 
dado por:  𝑋𝑋2 =  ∑  𝑟𝑟𝑖𝑖=1 ∑  𝑐𝑐𝑗𝑗=1 (𝑂𝑂𝑖𝑖𝑖𝑖−𝐸𝐸𝑖𝑖𝑖𝑖)2𝐸𝐸𝑖𝑖𝑖𝑖 . 
Paso 4. Dividir el subconjunto resultante del 
paso 3 de forma aleatoria para preservar la 
distribución de ambas clases en: 70 % para 
entrenamiento y 30 % para evaluación [22]–[25] 
(ver tabla 1). Garantizando que todos los casos 
se encuentren representados en ambos 
conjuntos. 
Paso 5. Para obtener un modelo robusto y 
optimizar los resultados de los clasificadores, se 
realizó una búsqueda en cuadrícula para ajustar 
los híper parámetros [22], [25], [26]. Esta 
búsqueda se efectuó con los datos de 
entrenamiento de cada uno de los conjuntos de 
datos. Para este proceso se especificó: un espacio 
de búsqueda, un algoritmo de optimización o 
ajuste (GridSearchCV) [27], un método de 
evaluación (validación cruzada de 10 
iteraciones) y una medida de rendimiento 
(precisión de equilibrio). 
Paso 6. Entrenar cada clasificador con los 
valores óptimos de los híper parámetros hallados 
en el paso 5. 
Paso 7. Realizar la predicción de cada clasificar 
con los datos de prueba. 
Paso 8. Integrar las predicciones mediante la 
aplicación del método votación suave 
ponderada. Este método recoge las 
probabilidades de clase predichas por cada 
clasificador, multiplica por un peso asignado al 
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mismo y los promedia. La etiqueta de clase final 
se deriva de la etiqueta de clase con la 
probabilidad promedio más alta. Está dado por: 
𝑦𝑦� = arg𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 ∑ 𝑤𝑤𝑗𝑗𝑝𝑝𝑖𝑖𝑗𝑗𝑚𝑚𝑗𝑗=1 . El peso fue 
determinado mediante una búsqueda en 
cuadricula utilizando un parámetro de prueba 𝑤𝑤 
con valores comprendidos entre 0 y 1. Esta 
búsqueda fue sometida a una validación cruzada 
de 10 iteraciones, donde se medió la precisión de 
cada clasificador para la clase en cuestión, 
seleccionando el valor de 𝑤𝑤 que logró la mejor 
precisión [7], [9]. 
Paso 9. Validar los resultados hallados (ver 
Tabla 2). Los parámetros utilizados para evaluar 
el rendimiento de los clasificadores individuales 
y comparar con el enfoque propuesto, fueron: 
matriz de confusión, sensibilidad, especificidad 
y precisión [28], [29].
 
Tabla 1. Características de los conjuntos de datos utilizados para la evaluación experimental. De 
izquierda a derecha se presenta: nombres de los conjuntos de datos, número de muestras, número de 
atributos por tupla, cantidad de características seleccionadas por el método Chi-Square (𝑋𝑋2) y tamaño de 
los conjuntos de entrenamiento y de prueba. 
Conjuntos de Datos Muestra Características 𝑿𝑿𝟐𝟐 Entrenamiento Prueba 
Implantes Dentales 1165 33 17 815 350 
Artificial 1748 33 21 1223 525 
Problemas Cardíacos 303 13 10 212 91 
 
Tabla 2. Eficiencia en el acierto de los clasificadores RF, SVC, KNN, MNB, MLP y el enfoque propuesto 
(Integrado) sobre los conjuntos de datos Implantes Dentales, Artificial y Problemas Cardíacos. 
Conjuntos de Datos Clasificadores 
Clase objetivo 
(Fracaso) 
Clase no-objetivo 
(Éxito) 
Sensibilidad Especificidad 
Implantes Dentales 
RF 59 % 98 % 
SVC 64 % 99 % 
KNN 64 % 99 % 
MNB 72 % 79 % 
MLP 66 % 97 % 
Integrado 75 % 96 % 
Artificial 
RF 81 % 97 % 
SVC 81 % 99 % 
KNN 81 % 99 % 
MNB 60 % 81 % 
MLP 82 % 97 % 
Integrado 89 % 97 % 
Problemas Cardíacos 
RF 81 % 71 % 
SVC 70 % 79 % 
KNN 70 % 76 % 
MNB 77 % 74 % 
MLP 72 % 68 % 
Integrado 94 % 58 % 
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En la tabla 1, se observa que los clasificadores 
SVC y KNN lograron el mejor rendimiento 
sobre la clase no objetivo para todos los 
conjuntos de datos en comparación con los 
demás clasificadores, incluso superan al enfoque 
propuesto en todos los casos. Para la clase 
objetivo, se aprecia que la integración de las 
predicciones de los cinco clasificadores permitió 
alcanzar el mayor porcentaje de acierto. Para 
esta clase, además se observa que el rendimiento 
de los clasificadores individuales fue variado. Si 
bien, el rendimiento de la integración de las 
predicciones no fue la mejor opción para la clase 
no objetivo, no quiere decir que haya sido la peor 
en comparación con las predicciones 
individuales. Mientras que la integración de las 
probabilidades para la clase objetivo fue la mejor 
opción, ya que permitió obtener el mayor 
porcentaje de acierto. 
 
4. CONSLUSIONES 
Se demostró que en este dominio es mejor 
integrar las predicciones de los clasificadores, 
para no sesgar la decisión sobre un solo 
resultado. Asimismo, utilizar predicciones 
integradas permite conocer diversos puntos de 
vistas o resultados para un mismo caso, ya que 
se utiliza más de un clasificador, permitiendo 
asegurar una asignación de etiqueta o 
clasificación más precisa. 
Como resultado, cada clasificador logró hasta un 
72% de acierto de la clase objetivo para el 
conjunto de implantes dentales, mientras que el 
enfoque propuesto permitió alcanzar el 75% de 
casos correctamente identificados como 
fracasos. 
Finalmente, se plantea como trabajo futuro 
validar el enfoque propuesto con otros conjuntos 
de datos del área de la salud o la medicina. 
Además, se propone la inclusión o ampliación de 
los clasificadores utilizados, para evaluar la 
posibilidad de ajustar el porcentaje de acierto de 
ambas clases. Así como, realizar una validación 
con expertos humanos. 
 
 
5. FORMACIÓN DE RECURSOS 
HUMANOS 
Este proyecto es parte de las líneas de 
investigación del “Programa de Materiales y 
Fisicoquímica” de la FCEQyN – UNaM, con 
cuatro integrantes: un investigador 
independiente del CONICET, un docente 
categoría I perteneciente al Depto. de 
Informática de la FCEQyN – UNaM, un 
doctorando y un tesista de grado de la carreara 
de Licenciatura en Sistemas de Información. 
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