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Abstract
We give an algorithm for the well-known result asserting that if R is a polynomial ring in a finite number
of variables over a Noetherian ring A of Krull dimension d < ∞, then for n  max(3, d + 2), SLn(R)
acts transitively on Umn(R). For technical reasons we demand that the Noetherian ring A has a theory of
Gröbner bases and contains an infinite set E = {y1, y2, . . .} such that yi − yj ∈ A× for each i = j . The
most important guiding examples are affine rings K[x1, . . . , xm]/I and localizations of polynomial rings
S−1K[x1, . . . , xm], with K an infinite field. Moreover, we give an algorithmic proof of Suslin’s stability
theorem over these rings. For the purpose to prepare the ground for this algorithmic generalizations of
the Quillen–Suslin theorem (corresponding to the particular case A is a field), we will give in the first
section a constructive proof of an important lemma of Suslin which is the only nonconstructive step in
Suslin’s second elementary solution of Serre’s conjecture. This lemma says that for a commutative ring A,
if 〈v1(X), . . . , vn(X)〉 = A[X] where v1 is monic and n 3, then there exist γ1, . . . , γ ∈ En−1(A[X]) such
that 〈Res(v1, e1.γ1t(v2, . . . , vn)), . . . ,Res(v1, e1.γt(v2, . . . , vn))〉 = A. Thanks to this constructive proof,
Suslin’s second proof of Serre’s conjecture becomes fully constructive.
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It has been known since 1958 that projective modules over R = K[X1, . . . ,Xk], K a field, are
stably free. In 1976, Quillen [21] and Suslin [23] proved independently that such modules are
free, giving a positive answer to Serre’s conjecture [22] which became subsequently known as the
Quillen–Suslin theorem ([11] is an excellent exposition which has been updated recently in [12]).
This is in fact equivalent to the fact that GLn(R) acts transitively on Umn(R) = {t(x1, . . . , xn) ∈
Rn such that 〈x1, . . . , xn〉 = R} the set of unimodular vectors with n entries in R. Our principal
motivation is to obtain an algorithmic proof of the following result (see [12,24]) of which the
Quillen–Suslin theorem is a particular case:
If R is a polynomial ring in a finite number of variables over a Noetherian ring A of Krull
dimension d < ∞, then for nmax(3, d + 2), SLn(R) acts transitively on Umn(R).
For the purpose of carrying out all the necessary computations algorithmically we will sup-
pose that we have a theory of Gröbner bases over A. More precisely, following [1, p. 204], we
will suppose that A is a Noetherian ring such that:
(i) Given a, a1, . . . , am ∈ A, there is an algorithm to determine whether a ∈ 〈a1, . . . , am〉 and if
it is, to compute b1, . . . , bm ∈ A such that a = a1b1 + · · · + ambm;
(ii) Given a, a1, . . . , am ∈ A, there is an algorithm that computes a set of generators for the
A-module Syz(a1, . . . , am) = {(b1, . . . , bm) ∈ Am such that a1b1 + · · · + ambm = 0}.
Such a ring A will be called a computable Noetherian ring. For technical reasons, we will
in addition suppose that A contains an infinite set E = {y1, y2, . . .} such that yi − yj ∈ A× (the
group of units of A) for each i = j . This property was studied in [3]. In case A has only finitely
many maximal ideals M1, . . . ,Ms , it is equivalent (see Theorem 2.2 of [3]) to the fact that all the
residue fields A/Mi are infinite.
For us, the most important guiding examples are affine rings over infinite fields, that is quo-
tients of polynomial rings K[x1, . . . , xm]/I , where K is an infinite field and I is an ideal of
K[x1, . . . , xm] (see the paragraph “Algorithmic computations in K[x1, . . . , xn]/I” of [5]). Other
important examples are localizations of polynomial rings S−1K[x1, . . . , xm], where K is an infi-
nite field and S a multiplicative subset of K[x1, . . . , xm].
It is worth pointing out that we will not give complexity bounds for our algorithm for uni-
modular completion over Noetherian rings because we are unable to control the lengths of the
constructed increasing chains of ideals in A[X1, . . . ,Xk]. The only precise complexity bounds
for such problems we found in the literature are in case A is a field and are given in [4,6,19]. The
best bounds are given in [4] while the main feature of the algorithm given in [19] is its simplicity
and the fact that it considerably reduces the number of the utilized elementary matrices (see the
remainder hereafter about elementary matrices).
Recall that for any ring B and n  1, an n × n elementary matrix Ei,j (a) over B, where
i = j and a ∈ B, is the matrix with 1s on the diagonal, a on position (i, j) and 0s elsewhere,
that is, Ei,j (a) is the matrix corresponding to the elementary operation Li → Li + aLj . En(B)
will denote the subgroup of SLn(B) generated by elementary matrices. The usual embedding of
SLn(B) in SLn+1(B) is done by M 	→
(
M 0
0 1
)
. This gives birth to SL(B) and E(B) the infinite
unions of the SLn(B) and the En(B), respectively.
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SLn(B), so the factor group SLn(B)/En(B) makes sense for n 3. The factor group SK1(B) :=
SL(B)/E(B) is called the special Whitehead group of B.
Some of the obtained results in this paper are the missing keys for obtaining an algorithm for
unimodular completion over Noetherian rings using elementary operations like what Park and
Woodburn [20] did in case A is a field:
If R is a polynomial ring in a finite number of variables over a Noetherian ring A of Krull
dimension d < ∞, then for nmax(3, d + 2), En(R) acts transitively on Umn(R).
This result together with some established lemmas enable us to give an algorithmic proof of
the two versions of Suslin’s stability theorem below for computable Noetherian rings containing
an infinite set E = {y1, y2, . . .} such that yi − yj is invertible when i = j :
Suslin’s stability theorem. If R = A[X1, . . . ,Xk] is a polynomial ring over a Noetherian ring A
of Krull dimension d < ∞, then for each matrix M = M(X1, . . . ,Xk) ∈ SLn(R), where n 
max(3, d + 2), there exists S ∈ En(R) such that M = SM(0, . . . ,0). That is,
SLn(R) ≡ SLn(A) mod En(R) ∀nmax(3, d + 2).
Suslin’s stability theorem, bis. Let R = A[X1, . . . ,Xk] be a polynomial ring over a Noetherian
ring A of Krull dimension  1. Then
SK1(R) = 0 ⇔ SK1(A) = 0.
It is worth pointing out that the results obtained by Gago-Vargas [7] about Suslin’s stabil-
ity theorem for A[X1, . . . ,Xk], A an Euclidean domain, clearly does not cover quotients nor
localizations of polynomial rings. An algorithm for the Quillen–Suslin theorem for quotients
of polynomial rings by monomial ideals, that is, quotients of the form A = K[x1, . . . , xm]/I ,
with I a monomial ideal and K a field, was presented by Laubenbacher and Schlauch in [13].
A well-known result due to Gubeladze [8] states that the class of seminormal (commutative,
cancellative, torsion free) monoids, is exactly the class of monoids M (among the commutative,
cancellative and torsion free ones) such that all finitely generated projective k[M]-modules are
free (see also [14] for a constructive version of this theorem). Notice that this is not in contradic-
tion with the results obtained in this paper. True, we do not make such conditions on our affine
rings A = K[x1, . . . , xm]/I , but we are restricted to finitely generated projective modules over
A[X1, . . . ,Xk] with rank  d + 1 where d is the Krull dimension of A.
We think that the main features of the obtained algorithms for unimodular completion are:
new, simple, explicit, does not use prime nor maximal ideals.
Another issue raised by this paper is a constructive proof of a lemma of Suslin [24,
Lemma 2.3], which played a central role in Suslin’s second elementary solution of Serre’s conjec-
ture. This lemma says that for a commutative ring A, if 〈v1(X), . . . , vn(X)〉 = A[X] where v1 is
monic and n 3, then there exist γ1, . . . , γ ∈ En−1(A[X]) such that 〈Res(v1, e1.γ1t(v2, . . . , vn)),
. . . ,Res(v1, e1.γt(v2, . . . , vn))〉 = A. Thanks to this constructive proof, Suslin’s second proof
[24] of Serre’s conjecture becomes fully constructive.
The undefined terminology is standard as in [10–12].
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One principal motivation is to obtain a constructive proof of a lemma of Suslin
[24, Lemma 2.3] which played a central role in Suslin’s second elementary solution of Ser-
re’s conjecture. This lemma says that for a commutative ring A, if 〈v1(X), . . . , vn(X)〉 = A[X]
where v1 is monic and n  3, then there exist finitely many γi ∈ En−1(A[X]) such that
〈Res(v1, e1.γi t(v2, . . . , vn)), 1 i  〉 = A.
In fact, this lemma is the only nonconstructive step in Suslin’s proof of Serre’s conjecture men-
tioned above. Thus, by the proof of this lemma we give hereafter, we get a constructive proof free
of any Noetherian hypothesis of the fact that projective modules over R = K[X1, . . . ,Xk], K a
field, are free (the Quillen–Suslin theorem). In the literature, in order to surmount the obstacle
of this lemma which is true for any ring A, constructive mathematicians interested in Suslin’s
techniques for the Suslin’s stability and Quillen–Suslin theorems are restricted to few rings sat-
isfying additional conditions and in which one knows effectively the form of all the maximal
ideals. For instance, in [7,15,20], the authors utilize the facts that for a discrete field K, the ring
K[X1, . . . ,Xk] is Noetherian and has an effective Nullstellensatz (see the proof of Theorem 4.3
of [20]). That is why we think that a constructive proof of Suslin’s lemma without any restriction
on the ring A will enable the extension of the algorithms for the Suslin’s stability and Quillen–
Suslin theorems quoted above for a wider class of rings.
Theorem 1 (Suslin’s lemma, [24, Lemma 2.3]). Let A be a commutative ring. If 〈v1(X), . . . ,
vn(X)〉 = A[X] where v1 is monic and n  2, then there exist γ1, . . . , γ ∈ En−1(A[X]) such
that:
〈
Res
(
v1, e1.γ1
t(v2, . . . , vn)
)
, . . . ,Res
(
v1, e1.γ
t(v2, . . . , vn)
)〉= A.
Here e1.x, where x is a column vector, stands for the first coordinate of x.
Proof. (Extracted from [25].) For n = 2, see Lemma 2.
Suppose n  3. We can without loss of generality suppose that all the vi for i  2 have
degrees < d = degv1. For the purpose of lightening the notations, we will write vi instead of vi
when working modulo an ideal.
Let u1(X), . . . , un(X) ∈ A[X] such that v1u1 + · · · + vnun = 1. Set w = v3u3 + · · · + vnun
and V = t(v2, . . . , vn). We suppose that v1 has degree d and for 2  i  n, the formal degree
of vi is di < d . This means that vi has no coefficient of degree > di but one does not guarantee
that degvi = di (it is not necessary to have a zero test inside A).
We proceed by induction on min2in{di}. To simplify, we always suppose that d2 =
min2in{di}.
For d2 = −1, v2 = 0 and by one elementary operation, we put w in the second coordinate. We
have Res(v1,w) = Res(v1, v1u1 +w) = Res(v1,1) = 1 and we are done.
Now, suppose that we can find the desired elementary matrices for d2 = m − 1 and let show
that we can do the job for d2 = m.
Let a be the coefficient of degree m of v2 and consider the ring B = A/〈a〉. In B, all the
induction hypotheses are satisfied without changing the vi nor the ui . Thus, we can obtain
Γ1, . . . ,Γk ∈ En−1(B[X]) such that〈
Res(v1, e1.Γ1V ), . . . ,Res(v1, e1.ΓkV )
〉= B.
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Γ1, . . . ,Γk , we have 〈
Res(v1, e1.Υ1V ), . . . ,Res(v1, e1.ΥkV ), a
〉= A.
Let b ∈ A such that
ab ≡ 1 mod 〈Res(v1, e1.Υ1V ), . . . ,Res(v1, e1.ΥkV )〉= J
and consider the ring C = A/J . Note that in C, we have ab = 1.
By an elementary operation, we replace v3 by its remainder modulo v2, say v′3, and then we
exchange v2 and −v′3. The new column V ′ obtained has as first coordinate a polynomial with
formal degree m− 1. The induction hypothesis applies and we obtain Δ1, . . . ,Δr ∈ En−1(C[X])
such that
〈
Res(v1, e1.Δ1V ′), . . . ,Res(v1, e1.ΔrV ′)
〉= C.
Since V ′ is the image of V by a matrix in En−1(C[X]) (this matrix is in fact the product of
two elementary matrices in E2(C[X]) transforming t(v2, v3) into t(−v′3, v2)), we obtain matrices
Λ1, . . . ,Λr ∈ En−1(C[X]) such that〈
Res(v1, e1.Λ1V ), . . . ,Res(v1, e1.ΛrV )
〉= C.
The matrices Λj lift in En−1(A[X]) as, say Ψ1, . . . ,Ψr .
Finally, we obtain
〈
Res(v1, e1.Ψ1V ), . . . ,Res(v1, e1.ΨrV )
〉+ J = A,
the desired conclusion. 
Lemma 2. (See [19, Lemma 2].) Let v, a, b,w ∈ A[X] with v monic and av + bw = 1, then
Res(v,w) is invertible in A.
Let us recall the following result [19, Theorem 1] stating that under the hypotheses of the
lemma of Suslin cited above, if A contains a set E = {y1, . . . , y} of cardinal  = degv1 +1, such
that y − y′ ∈ A× for each y = y′ in E (for instance if A is a K-algebra over an infinite field K),
then the identity 〈Res(v1, e1.γ1 t(v2, . . . , vn)), . . . ,Res(v1, e1.γ t(v2, . . . , vn))〉 = A can simply
be achieved by the elementary operations
L1 → L1 + yi
n−1∑
j=2
uj+1Lj , 1 i  ,
where u1v1 + · · · + unvn = 1.
Note the crucial role played by this type of elementary operations all along this paper (The-
orem 3, Lemma 6, Theorem 8, Corollary 9, . . . ). These operations seem to be very efficient and
bring useful simplifications to the problem of unimodular completion.
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v1, . . . , vn, u1, . . . , un ∈ A[X] such that u1v1 + · · · + unvn = 1, v1 is monic and n 3. Denote
 = degv1 + 1 and suppose that A contains a set E = {y1, . . . , y} such that yi − yj ∈ A× for
each i = j . For each 1 i  , denoting ri = Res(v1, v2 +yi∑nj=3 ujvj ), then 〈r1, . . . , r〉 = A.
Example 4. If A is a Q-algebra, and (v1, . . . , vn)t, (u1, . . . , un)t ∈ Umn(A[X]) such that u1v1 +
· · · + unvn = 1, then the γi of Theorem 3 considered as elements of En(A[X]) can be chosen
from the following list of elementary operations:
L2 → L2,
L2 → L2 + u3L3 + · · · + unLn,
L2 → L2 + 2(u3L3 + · · · + unLn),
...
L2 → L2 + (degv1)(u3L3 + · · · + unLn).
Remark 5. It is easy to see that in Theorem 1, with the hypothesis degvi  d for 1 i  n, the
number  of matrices γi in the group En−1(A[X]) is bounded by 2d . Moreover, each γi is the
product of at most 2d elementary matrices. It is also worth pointing out that, in Theorem 3, one
can use only  = d + 1 matrices γi , each of them is the product of n − 2 elementary matrices.
This is substantially better but requires the additional condition that A has at least d +1 elements
y1, . . . , yd+1 such that yi − yj ∈ A× for all i = j (for example, if A contains an infinite field).
2. Unimodular completion over Noetherian rings
2.1. Preliminary results
Let us recall two equivalent definitions of the Krull dimension [16]. First, in a ring A, a se-
quence (x1, . . . , x) is said to be pseudo-singular if there exist a1, . . . , a ∈ A and m1, . . . ,m ∈
N such that
x
m1
1
(
x
m2
2 · · ·
(
x
m
 (1 + ax)+ · · · + a2x2
)+ a1x1)= 0.
(x1, . . . , x) is said to be pseudo-regular if it is not pseudo-singular.
Recall also the definition of a regular sequence, we will make a slight modification on it. We
will say that a sequence (x1, . . . , x) of elements in A is regular if 〈x1, . . . , x〉 = A or x1 is not
a zero divisor, x2 is not a zero divisor modulo 〈x1〉, x3 is not a zero divisor modulo 〈x1, x2〉, and
so on. Note that if 〈x1, . . . , x〉 = A and (x1, . . . , x) is regular then it is pseudo-regular [16].
A ring A is said to have a Krull dimension −1 (in short, dim A−1) if it is trivial, that is
1 = 0 in A.
For  ∈ N, the following assertions are equivalent and characterize the fact that dim A  
[16]:
(a) For each chain p0 ⊂ p1 ⊂ · · · ⊂ ps of prime ideals of A, we have s  .
(b) Each sequence (x1, . . . , x+1) of elements in A is pseudo-singular.
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It is worth reminding that in case of an affine ring A = K[x]/I , where K[x] := K[x1, . . . , xm],
K is a field, and I is an ideal of K[x], we have an explicit formula for computing the Krull
dimension of A:
dim K[x]/I = dim K[x]/L(I ),
where L(I ) is the monomial ideal generated by the leading monomials of the elements of I
related to a fixed monomial order on K[x]. A finite generating set for L(I ) can of course be
found by computing a Gröbner basis for I . Moreover, for any monomial ideal I ′ = 〈m1, . . . ,ms〉
in K[x], we have the recursive formula:
d
(
I ′,K[x]) := dim K[x]/I ′ = max{d(I ′\xi=0,K[x \ xi]), xi/m1},
with the assumption dim K = 0, dim K[x1, . . . , xr ] = r .
For instance, if I = 〈x21 − x1, x22 − x2, x1x2〉 and A =Q[x1, x2]/I , we have
dim A = dimQ[x1, x2]/
〈
x21 − x1, x22 − x2, x1x2
〉
= dimQ[x1, x2]/
〈
x21 , x
2
2 , x1x2
〉= dimQ[x2]/〈x22 〉= dimQ= 0.
Now, we go back to our unimodular vectors. The following key lemma will play an important
role in this paper.
Lemma 6. Suppose that uv + w = 1 in a Noetherian ring A containing an infinite set E =
{y1, y2, . . .} such that yi − yj ∈ A× when i = j . Then there exists i such that v + yiw is not a
zero divisor.
Proof. We will prove by induction on n that for n 2, if all v + y1w,v + y2w, . . . , v + ynw are
zero divisors with di(v + yiw) = 0 and di ∈ A \ {0}, then we obtain a strictly increasing chain
〈d1〉 ⊂ 〈d1, d2〉 ⊂ · · · ⊂ 〈d1, . . . , dn〉 of ideals in A.
For n = 2, suppose that both v + y1w and v + y2w are zero divisors. Write d1(v + y1w) = 0
and d2(v + y2w) = 0 with d1, d2 = 0. If d2 = d1δ1 for some δ1 ∈ A then d2(v + y1w) = 0.
Together with d2(v + y2w) = 0 this would imply that (y1 − y2)d2w = 0, d2w = 0 and d2v = 0.
Since 1 = uv +w then we would have d2 = 0 which is not true. Thus, 〈d1〉 ⊂ 〈d1, d2〉 (note that
this argument implicitly shows that d1 is not a unit in A).
For n 3, suppose that all v+y1w,v+y2w, . . . , v+ynw are zero divisors, that is there exist
di ∈ A \ {0}, 1 i  n, such that di(v + yiw) = 0.
Passing to the ring A/〈d1〉 (the hypothesis on A being preserved by A˜ := A/〈d1〉 as y¯i − y¯j ∈
A˜× for each i = j ) and using the induction hypothesis, we infer that d¯n /∈ 〈d2, . . . , dn−1〉 and
thus dn /∈ 〈d1, . . . , dn−1〉. Together with the fact that we have a strictly increasing chain 〈d1〉 ⊂
〈d1, d2〉 ⊂ · · · ⊂ 〈d1, . . . , dn−1〉 (by induction hypothesis), we deduce that 〈d1〉 ⊂ 〈d1, d2〉 ⊂ · · · ⊂
〈d1, . . . , dn〉.
Now, the fact that A is Noetherian guaranties that we finish by finding yi ∈ E such that v+yiw
is not a zero divisor. 
Remark 7. Of course, one can obtain a shorter proof of Lemma 6 above when using prime ideals.
To see this, recall that the set of zero divisors of A is the union of the (finitely many) minimal
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prime ideal ℘, then this would imply that (yi − yj )w ∈ ℘. So w, and then v, are in ℘ and finally
1 ∈ ℘, which leads to a contradiction. But, as promised in the introduction, we will not make any
use of prime ideals all through this paper.
Theorem 8. Suppose that u1v1 + u2v2 + · · · + unvn = 1 in a Noetherian ring A containing an
infinite set E = {y1, y2, . . .} such that yi −yj ∈ A× when i = j . Then there exist y1, . . . , yn−1 ∈ E
such that the sequence (v1 + y1ξ0(u2v2 +· · ·+unvn), v2 + y2ξ1(u3v3 +· · ·+unvn), . . . , vn−1 +
yn−1ξn−2unvn) is regular, where ξ0 = 1 and ξ+1 = ξ (1 − y+1u+1ξ).
Proof. In order to lighten the notations, when working modulo an ideal of A, the class of an
element a ∈ A will be denoted simply by a instead of a¯. Denote wi = uivi +· · ·+unvn. Applying
Lemma 6, we can find y1 ∈ E such that v1 + y1w2 is not a zero divisor. Note that in A we have
(v1 + y1w2)u1 + (1 − y1u1)w2 = 1.
In the ring A/〈v1 + y1w2〉, we have (1 − y1u1)w2 = 1, that is,
(1 − y1u1)u2v2 + (1 − y1u1)u3v3 + · · · + (1 − y1u1)unvn = 1.
Applying Lemma 6 again, we can find y2 ∈ E such that v2 +y2(1−y1u1)w3 is not a zero divisor
in A/〈v1 + y1w2〉 and so on we construct the desired regular sequence.
Suppose that in the ring A/〈v1 + y1ξ0w2, v2 + y2ξ1w3, . . . , v + yξ−1w+1〉, we have:
ξ w+1 = 1,
and then
(v+1 + y+1ξ w+2)ξu+1 + ξ(1 − y+1ξ u+1)w+2 = 1.
Thus, in the ring A/〈v1 + y1ξ0w2, v2 + y2ξ1w3, . . . , v + yξ−1w+1, v+1 + y+1ξw+2〉, we
have:
ξ(1 − y+1ξu+1)w+2 = 1.
Using Lemma 6 as above, we infer that the sequence (ξ) satisfies the relation:{
ξ0 = 1,
ξ+1 = ξ (1 − y+1u+1ξ).
It is worth pointing out that when applying Lemma 6 as above to a quotient ring A/I , where I
is an ideal of A, the case 1 ∈ I just means that the set E is only {0}, that is, we have already the
desired regular sequence. 
Corollary 9. Let A be a Noetherian ring with dim A = d < ∞ and suppose that A contains an
infinite set E = {y1, y2, . . .} such that yi − yj ∈ A× when i = j . If u1v1 + u2v2 + · · · + unvn = 1
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that
1 ∈ 〈v1 + y1ξ0w2, v2 + y2ξ1w3, . . . , vd+1 + yd+1ξdwd+2〉,
where ξ0 = 1 and ξ+1 = ξ(1 − y+1u+1ξ). In particular, there exists M ∈ En(A) such that
M t(v1, v2, . . . , vn) = t(1,0, . . . ,0).
More explicitly, if q1, . . . ,qd+1 ∈ A are such that
q1(v1 + y1ξ0w2)+ · · · + qd+1(vd+1 + yd+1ξdwd+2) = 1,
then denoting
M1 :=
1∏
=d+1
E,+1(yξ−1u+1) · · ·E,n(yξ−1un),
M2 := En,1
(
(1 − vn)q1
) · · ·En,d+1((1 − vn)qd+1),
M3 := E1,n(−v1 − y1ξ0w2) · · ·Ed+1,n(−vd+1 − yd+1ξdwd+2)Ed+2,n(−vd+2)
· · ·En−1,n(−vn−1),
we have
En,1(−1)E1,n(1)M3M2M1t(v1, v2, . . . , vn) = t(1,0, . . . ,0).
Proof. Using Theorem 8, there exist y1, . . . , yd+1 ∈ E such that the sequence (v1 +y1ξ0w2, v2 +
y2ξ1w3, . . . , vd+1 + yd+1ξdwd+2) is regular. The result follows since dim A = d .
For the computation of M , just observe that:
M1
t(v1, v2, . . . , vn) = t(v1 + y1ξ0w2, . . . , vd+1 + yd+1ξdwd+2, vd+2, . . . , vn) := V1,
M2V1 = t(v1 + y1ξ0w2, . . . , vd+1 + yd+1ξdwd+2, vd+2, . . . , vn−1,1) := V2,
M3V2 = t(0, . . . ,0,1). 
If A is a ring, the ring A〈X〉 denotes the localization of the polynomial ring A[X] at the
multiplicative subset of monic polynomials. By induction, we define
A〈X1, . . . ,Xk〉 := A〈X1, . . . ,Xk−1〉〈Xk〉.
It is in fact the localization of the polynomial ring A[X1, . . . ,Xk] at the multiplicative subset
Uk =
{
f ∈ A[X1, . . . ,Xk] such that LC(f ) = 1
}
,
where LC(f ) denotes the leading coefficient of f related to the lexicographic monomial order
with Xk >Xk−1 > · · · >X1.
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we did not manage to obtain a constructive proof of this result using the constructive definition
of the Krull dimension quoted above. So, the following result is only algorithmic and not fully
constructive. All the necessary computations are guaranteed by the fact that the basic ring is a
computable Noetherian ring and so Gröbner bases techniques can be utilized [1].
Corollary 10. (Producing a monic coordinate.) Let A be a computable Noetherian ring with
dim A = d < ∞ and suppose that A contains an infinite set E = {y1, y2, . . .} such that yi − yj ∈
A× when i = j . If u1v1 +u2v2 +· · ·+unvn = 1 in A[X1, . . . ,Xk] with n d +2, then denoting
w = uv + · · · + unvn, there exist y1, . . . , yd+1 ∈ E such that
〈v1 + y1ξ0w2, v2 + y2ξ1w3, . . . , vd+1 + yd+1ξdwd+2〉 ∩Uk = ∅,
where ξ0 = 1 and ξ+1 = ξ (1 − y+1u+1ξ).
In particular, via a change of variables and by elementary operations we can transform
t(v1, v2, . . . , vn) into a unimodular vector whose first coordinate is monic at Xk .
Proof. Just use Corollary 9 and the fact that dim A〈X1, . . . ,Xk〉 = dim A. Now, suppose that
we have already found an F ∈ 〈v1 + y1ξ0w2, v2 + y2ξ1w3, . . . , vd+1 + yd+1ξdwd+2〉 ∩ Uk by
computing a Gröbner basis for this latter ideal using the lexicographic monomial order with
Xk > Xk−1 > · · · > X1. It is well known (see [24] for example) that by a change of variables
“à la Nagata,” that is of type (X1, . . . ,Xk−1,Xk) → (Y1, . . . , Yk−1,Xk) with Xk−1 = Yk−1 +
Xmk ,Xk−2 = Yk−2 + Xm
2
k , . . . ,X1 = Y1 + Xm
k−1
k for sufficiently large m, F becomes monic
at Xk . In fact, in order to avoid the explosion of the degrees of the considered polynomials,
one has to make a change of variables of type (X1, . . . ,Xk−1,Xk) → (Y1, . . . , Yk−1,Xk) with
Xk−1 = Yk−1 + Xn1k ,Xk−2 = Yk−2 + Xn2k , . . . ,X1 = Y1 + Xnk−1k and (n1, . . . , nk−1) ∈ Nk−1 as
small as possible. Of course, if possible, it should be better to use a linear change of variables so
that the polynomials considered keep the same total degree.
Now, suppose that F is monic at Xk , degXk F = δ, degXk vn = δ′, δ′′ = max(δ, δ′), and let
q1, . . . ,qd+1 ∈ A[X1, . . . ,Xk] such that
q1(v1 + y1ξ0w2)+ · · · + qd+1(vd+1 + yd+1ξdwd+2) = F.
Set
M1 :=
1∏
=d+1
E,+1(yξ−1u+1) · · ·E,n(yξ−1un),
M2 := En,1
(
Xδ
′′−δ+1
k q1
) · · ·En,d+1(Xδ′′−δ+1k qd+1),
so that
M1
t(v1, v2, . . . , vn) = t(v1 + y1ξ0w2, . . . , vd+1 + yd+1ξdwd+2, vd+2, . . . , vn),
and
E1,n(1)En,1(−1)M2M1t(v1, v2, . . . , vn)
has as first coordinate a monic polynomial at Xk with degree δ′′ + 1. 
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We first need to recall the following well-known lemma.
Lemma 11. (Translation by the resultant, [20, Lemma 4.2] or [24, Lemma 2.1].) Let f1, f2,∈
A[X], b, d,∈ A, and let r = Res(f1, f2) ∈ A. Then there exists B ∈ SL2(A[X]) such that
B
(
f1(b)
f2(b)
)
=
(
f1(b + rd)
f2(b + rd)
)
.
More precisely, if g1, g2 ∈ A[X] are such that f1g1 + f2 g2 = r , denoting by s1, s2, t1, t2 the
polynomials in A[X,Y,Z] such that
f1(X + YZ) = f1(X)+ Ys1(X,Y,Z),
f2(X + YZ) = f2(X)+ Ys2(X,Y,Z),
g1(X + YZ) = g1(X)+ Y t1(X,Y,Z),
g2(X + YZ) = g2(X)+ Y t2(X,Y,Z),
and setting
B1,1 = 1 + s1(b, r, d)g1(b)+ t2(b, r, d)f2(b),
B1,2 = s1(b, r, d)g2(b)− t2(b, r, d)f1(b),
B2,1 = s2(b, r, d), g1(b)− t1(b, r, d)f2(b),
B2,2 = 1 + s2(b, r, d)g2(b)+ t1(b, r, d)f1(b),
one can take B = (B1,1 B1,2
B2,1 B2,2
)
.
Notation 12. For any ring B, when we say that a matrix N ∈ Mn(B) (n  3) is in SL2(B) we
mean that it is of the form
⎛
⎜⎜⎝
N ′ 0 . . . 0
0 1
...
. . .
0 1
⎞
⎟⎟⎠
with N ′ ∈ SL2(B).
Conversely, by identifying each matrix S ∈ SL2(B) with
( S 0
0 In−2
) ∈ SLn(B), we can regard
SL2(B) as a subgroup of SLn(B).
Now we give our main algorithm for unimodular completion. It relies heavily on [24], Theo-
rem 3, Corollary 9, and Corollary 10. We will use the notation X = (X1, . . . ,Xk).
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An algorithm for unimodular completion
Input: Two columns V = V(X ) = t(v1(X ), . . . , vn(X )), U = U(X ) = t(u1(X ), . . . ,
un(X )) ∈ A[X ]n such that tVU = 1. We assume that A is a computable Noetherian ring, A con-
tains infinitely many yi such that yi −yj ∈ A× for i = j , dim A = d < ∞ and nmax(3, d+2).
Output: A matrix M in SLn(A[X ]) such that MV = t(1,0, . . . ,0).
Step 1: Make a change of variables and elementary operations on V so that v1 becomes monic
at Xk (follow the algorithm given in Corollary 10) and set X := Xk and B := A[X1, . . . ,Xk−1].
Step 2: For 1  i   = degX v1 + 1, set wi := v2 + yi(u3v3 + · · · + unvn), compute ri :=
ResX(v1,wi) and find α1, . . . , α ∈ B such that α1 r1 + · · · + α r = 1 (here we use Gröbner
bases techniques [1,5] and Theorem 3).
For 1 i  , compute fi, gi ∈ B[X] such that fiv1 + giwi = ri .
Step 3: Set
b := 0,
b−1 := α rX,
b−2 := b−1 + α−1r−1X,
...
b0 := b1 + α1r1X = X
(
this follows from the fact that X =
∑
i=1
αiriX
)
.
Step 4: For 1 i  , find Bi ∈ SLn(B[X]) such that BiV(bi−1) = V(bi).
In more details, let γi be the matrix corresponding to the elementary operation L2 → L2 +
yi
∑n
j=3 ujLj , that is,
γi := E2,n(yiun) · · ·E2,3(yiu3).
For 3 j  n, set Fi,j := vj (bi−1)−vj (bi )bi−1−bi =
vj (bi−1)−vj (bi )
αi riX
∈ B[X], so that one obtains
vj (bi−1)− vj (bi) = αiriXFi,j = αiXFi,j fi(bi−1)v1(bi−1)+ αiXFi,j gi(bi−1)wi(bi−1)
= σi,j v1(bi−1)+ τi,jwi(bi−1),
with
σi,j := αiXFi,j fi(bi−1), τi,j := αiXFi,j gi(bi−1) ∈ B[X].
Let Γi ∈ En(B[X]) be the matrix corresponding to the elementary operations: Lj → Lj −
σi,jL1 − τi,jL2, 3 j  n, that is
Γi :=
n∏
Ej,1(−σi,j )Ej,2(−τi,j ).
j=3
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(
B[X]),
so that we have
Bi,2V(bi−1) =
⎛
⎜⎜⎜⎜⎝
v1(bi−1)
wi(bi−1)
v3(bi)
...
vn(bi)
⎞
⎟⎟⎟⎟⎠ .
Following Lemma 11, set
si,1(X,Y,Z) := v1(X + YZ)− v1(X)
Y
∈ B[X,Y,Z],
si,2(X,Y,Z) := wi(X + YZ)−wi(X)
Y
∈ B[X,Y,Z],
ti,1(X,Y,Z) := fi(X + YZ)− fi(X)
Y
∈ B[X,Y,Z],
ti,2(X,Y,Z) := gi(X + YZ)− gi(X)
Y
∈ B[X,Y,Z],
Ci,1,1 := 1 + si,1(bi−1, ri ,−αiX)fi(bi−1)+ ti,2(bi−1, ri ,−αiX)wi(bi−1) ∈ B[X],
Ci,1,2 = si,1(bi−1, ri ,−αiX)gi(bi−1)− ti,2(bi−1, ri ,−αiX)v1(bi−1) ∈ B[X],
Ci,2,1 = si,2(bi−1, ri ,−αiX)fi(bi−1)− ti,1(bi−1, ri ,−αiX)wi(bi−1) ∈ B[X],
Ci,2,2 = 1 + si,2(bi−1, ri ,−αiX)gi(bi−1)+ ti,1(bi−1, ri ,−αiX)v1(bi−1) ∈ B[X],
Ci :=
(
Ci,1,1 Ci,1,2
Ci,2,1 Ci,2,2
)
∈ SL2
(
B[X]).
Note that
Ci
(
v1(bi−1)
wi(bi−1)
)
=
(
v1(bi)
wi(bi)
)
.
Set
Bi,1 := γi(bi)−1
(
Ci 0
0 In−2
)
,
with
γ−1 = E2,3(−yiu3) · · ·E2,n(−yiun).i
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,Set
Bi := Bi,1Bi,2 ∈ SLn
(
B[X]),
so that BiV(bi−1) = V(bi).
Step 5: B := B · · ·B1.
(Comment: BV(X1, . . . ,Xk−1,Xk) = V(X1, . . . ,Xk−1,0)).
Step 6: Repeat for V(X1, . . . ,Xk−1,0).
Note that V(X1, . . . ,Xk−1,0)tU(X1, . . . ,Xk−1,0) = 1.
Step 7: (basic step) Follow the algorithm given in Corollary 9 to transform V(0, . . . ,0) into
t(1,0, . . . ,0) using elementary operations.
Example 13. Let
V =
(
v1
v2
v3
)
=
(
ax + 1 − a
(1 − a)x + a
1 − ax2 − x + ax − a
)
, U =
(
u1
u2
u3
)
=
(
x
1
a
)
∈ Um3
((
Q[a]/〈u〉)[x])
with u = a2 − a. Note that we have tVU = 1.
The first step consists in making a change of variables and elementary operations on V so that
it becomes monic at x, we obtain a matrix M such that MV = v
M =
[
x3 − x2 + x x2 − x 1
0 1 0
−1 0 0
]
, MV =
[
x2 + x − ax + a
1 − ax2 − x + ax − a
−ax − 1 + a
]
.
In order to finish the computations, we wrote a Maple code (using Maple 8) called
“unimodNoether” implementing almost the whole of our algorithm for unimodular comple-
tion.
> G:=normalfmatrix(multiply(multiply(E,unimodNoether(v,u,x,a)),
M));
G=[-1/2*x^4+3/2*x^3-3/2*x^2+x+(1/2*x^4-1/2*x^3+1/2*x^2)*a,
-1/2*x^3+x^2-x+1/2*x^3*a+1, -1/2*x+1+1/2*a*x],
[451/76*x^4-527/76*x^3+201/38*x^2-163/38*x-125/76*x^5
+(757/76*x^3-4874/361*x^2-8039/1444*x^5+1845/1444*x^4
+3696/361*x^6+43/19*x)*a,
-125/76*x^4+201/38*x-163/38*x^2+163/38*x^3
+(139/19*x^2-8039/1444*x^4-62/19*x+1055/361*x^3+1
+3696/361*x^5)*a,
163/38*x-1-125/76*x^2+(-163/38*x+355/76*x^2+3696/361*x^3+1)*a]
[-125/76*x^5+413/76*x^4-413/76*x^3+72/19*x^2-1-125/38*x
+(-25749/1444*x^5+21721/1444*x^4+413/76*x^3+7392/361*x^6
-6936/361*x^2+125/38*x)*a,
-125/76*x^4+72/19*x^3-125/38*x^2+1+163/38*x
+(-25749/1444*x^4+6024/361*x^3+7392/361*x^5
+125/38*x^2+29/38*x)*a,
-125/76*x^2+72/19*x+(201/76*x^2+7392/361*x^3-53/19*x)*a]
A. Mnif, I. Yengui / Journal of Algebra 316 (2007) 483–498 497> F:=normalfvector1(multiply(G, V));
F := [1, 0, 0]
3. Suslin’s stability theorem
Proposition 14. Let A be a computable ring. Suppose t(v1(X), . . . , vn(X)) ∈ Umn(A[X]), v1 is
monic, and n 3. Then there exist B1 ∈ SL2(A[X]) and B2 ∈ En(A[X]) such that
B1B2
⎛
⎝ v1(X)...
vn(X)
⎞
⎠=
⎛
⎝ v1(0)...
vn(0)
⎞
⎠ ∈ Umn(A).
Proof. (Extracted from [24].) Just use Steps 3–5 of the algorithm for unimodular completion
given above and the fact that En(B).SL2(B) ⊆ SL2(B).En(B) for any ring B and n 3 (see also
[20, Corollary 2.8], whose proof is valid for any ring B). 
Using Corollaries 10 and 9, we obtain an algorithmic proof of the following theorem for
unimodular completion by elementary matrices.
Theorem 15. Let X1, . . . ,Xk be k variables over a computable Noetherian ring A of Krull
dimension d < ∞ containing an infinite set E = {y1, y2, . . .} such that yi − yj ∈ A× for each
i = j , and set R = A[X1, . . . ,Xk]. Then, for nmax(3, d+2), the group En(R) acts transitively
on Umn(R).
Proof. Since the proof holds for k = 0 (by Corollary 9), we may assume by induction that the
statement holds for k − 1. Let B = A[X1, . . . ,Xk−1], X = Xk , and V =
( v1...
vn
)
∈ Umn(B[X]).
We may assume that v1 is monic by multiplying V by an elementary matrix and changing vari-
ables (here we use the algorithmic proof of Corollary 10). Now use Proposition 14 and proceed
as in the proof of Theorem 2.6 of [24]. 
As an immediate application of Theorem 15 (by reducing the columns of the given matrix
column by column) we obtain the following version of Suslin’s stability theorem
Theorem 16 (Suslin’s stability theorem). If R = A[X1, . . . ,Xk] is a polynomial ring over a com-
putable Noetherian ring A of Krull dimension d < ∞ containing an infinite set E = {y1, y2, . . .}
such that yi − yj ∈ A× for each i = j , then
SLn(R) ≡ SLn(A) mod En(R) ∀nmax(3, d + 2).
Corollary 17 (Suslin’s stability theorem, bis). Let R = A[X1, . . . ,Xk] be a polynomial ring
over a computable Noetherian ring A of Krull dimension  1 containing an infinite set E =
{y1, y2, . . .} such that yi − yj ∈ A× for each i = j . Then
SK1(R) = 0 ⇔ SK1(A) = 0.
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it suffices to express a matrix
( p q 0
r s 0
0 0 1
)
∈ SL3(T[X]), with p monic, as a product of elementary
matrices with T a commutative ring. This has been explained in [7] (proof of Theorem 3.3)
and explicitly obtained in [2, Theorem 12]. Note that, as explained in [2,17,18], one can always
avoid the computation of maximal ideals by gluing solutions, that is, by the construction of a
finite set m1, . . . ,ms of comaximal elements in T (i.e., such that 〈m1, . . . ,ms〉 = T) and gluing
the solutions obtained over the rings T[ 1
mi
]. 
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