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Additive Hadamard cocycles are a natural generalization of pre-
semiﬁelds. In this paper, we study divisible designs and semi-
regular relative difference sets obtained from additive Hada-
mard cocycles. We show that the designs obtained from addi-
tive Hadamard cocycles are ﬂag transitive. We introduce a new
product construction of Hadamard cocycles. We also study addi-
tive Hadamard cocycles whose divisible designs admit a polarity
in which all points are absolute. Our main results include gen-
eralizations of a theorem of Albert and a theorem of Hiramine
from presemiﬁelds to additive Hadamard cocycles. At the end, we
generalize Maiorana–McFarland’s construction of bent functions to
additive Hadamard cocycles.
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1. Introduction
Finite presemiﬁelds (or semiﬁelds) are important objects in the study of ﬁnite geometry as they
coordinatize ﬁnite translation planes whose dual planes are also translation planes. In [1], Albert in-
troduced the notion of isotopism between non-associative algebras and later proved a fundamental
theorem [2, Theorem 6] that presemiﬁelds coordinatize isomorphic projective planes if and only if
they are isotopic. Hiramine [17] studied p-groups of presemiﬁeld type, which are p-groups associ-
ated with presemiﬁeld planes, and proved an equally important theorem [17, Corollary 5.2] that two
p-groups associated with two presemiﬁeld planes are isomorphic if and only if the two planes are
isomorphic or one plane is isomorphic to the dual plane of the other.
Additive Hadamard cocycles are a natural generalization of presemiﬁelds. In this paper, we
study symmetric divisible designs and semi-regular relative difference sets obtained from additive
Hadamard cocycles. We show that these difference sets are ﬂag transitive and give generalizations of
E-mail address: yuqing.chen@wright.edu.0097-3165/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcta.2011.04.016
2186 Y.Q. Chen / Journal of Combinatorial Theory, Series A 118 (2011) 2185–2206[2, Theorem 6] and [17, Corollary 5.2] from presemiﬁelds to additive Hadamard cocycles. We will also
determine when the designs obtained from additive Hadamard cocycles admit polarities and absolute
polarities. In the end, we show some constructions of semi-regular relative difference sets studied in
[7] using the intertwining product of additive cocycles introduced in this paper. The main results of
this paper are the following two theorems contained in Sections 5 and 6 respectively for all elemen-
tary abelian groups H and N .
Theorem 5.5. Given two additive Hadamard cocycles ψ1 and ψ2 of H with coeﬃcients in N, the divisible
designsDψ1 andDψ2 are isomorphic if and only if the cocycles ψ1 and ψ2 are isotopic.
Theorem 6.2. Given two additive Hadamard cocycles ψ1 and ψ2 of H with coeﬃcients in N such that |N| >√|H|, their ﬂag groups Flag(ψ1) and Flag(ψ2) are isomorphic if and only if the designs Dψ1 and Dψ2 are
isomorphic or the designsDψ1 andD
∗
ψ2
are isomorphic.
The ﬂag group Flag(ψ) of an additive Hadamard cocycle ψ mentioned in Theorem 6.2 is deﬁned
in Section 5 following Corollary 5.2 and discussed in detail in Section 6.
The remainder of the paper is organized as follows. In Section 2, we provide background materials
on symmetric divisible designs and relative difference sets, most of which can be found in [4]. In
Section 3 we give a general but brief introduction of cocycles of a ﬁnite group H with coeﬃcients in
a right H-module. We then give a simple proof that the notion of a Hadamard cocycle is equivalent
to that of a semi-regular relative difference set with a normal abelian forbidden subgroup. This is
the only section of this paper in which cocycles are discussed in their full generality. The remaining
sections deal with only cocycles of H whose coeﬃcients are from H-modules having trivial H-actions.
The main themes of Section 4 are special properties and product constructions of Hadamard cocycles
with coeﬃcients from trivial H-modules, including twisted Kronecker tensor product and twisted in-
tertwining product (Theorem 4.9). In Section 5, we focus on additive Hadamard cocycles and prove
Theorem 5.5. In Section 6 we study what we call the ﬂag groups of additive Hadamard cocycles and
prove Theorem 6.2. Section 7 contains necessary and suﬃcient conditions for a symmetric divisible
design from an additive Hadamard cocycle to admit polarities and absolute polarities (Theorem 7.1
and Corollaries 7.2 and 7.3). In Section 8, the last section, we introduce the Maiorana–McFarland
functions of an additive cocycle and show that they are bent functions if and only if the cocycle is
a Hadamard cocycle (Theorem 8.3). We then demonstrate that every odd order ﬂag group of a sym-
metric divisible design from an additive Hadamard cocycle contains a semi-regular relative difference
set R satisfying 1 ∈ R and rRr = R for all r ∈ R . According to [7], such a difference set is unique up to
equivalence in a ﬂag group of odd order. In contrast, we exhibit Maiorana–McFarland’s bent functions
and Dillon’s partial spread bent functions as examples (Examples 8.5 and 8.6) for inequivalent semi-
regular relative difference sets in elementary abelian 2-groups. These two examples were constructed
by Nyberg [26].
2. Symmetric divisible designs and relative difference sets
Combinatorial designs are incidence structures deﬁned on ﬁnite sets. Simple examples of such
structures are ﬁnite projective spaces and aﬃne spaces. Relative difference sets are a special type of
symmetric divisible design that can be deﬁned as follows.
Deﬁnition 2.1. Let m, n, k and λ be positive integers. An (m,n,k, λ)-divisible design D consists of a
ﬁnite set P (D), called point set, together with a family of subsets B(D), called blocks, of P (D) such
that
(1) |P (D)| =mn and P (D) is partitioned into m point classes of size n each.
|B(D)| =mn and B(D) is partitioned into m parallel classes of size n each.
(2) Each point in P (D) is contained in exactly k blocks in B(D).
Each block in B(D) contains exactly k points in P (D).
(3) Given two points p1 and p2 in P (D) of two different point classes, there are exactly λ blocks in
B(D) containing both p1 and p2.
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in P (D) contained in both b1 and b2.
(4) Points from same point class in P (D) are not joined by any blocks in B(D).
Blocks from same parallel class in B(D) have no common points in P (D).
A ﬂag of the design D is an incident pair of a point and a block, i.e. a pair {p,b}, p ∈ P (D) and b ∈ B(D)
and p ∈ b. The set of all ﬂags of the design D is denoted by F (D).
One can also use the following more symmetrical but equivalent alternative.
Deﬁnition 2.2. Let m, n, k and λ be positive integers. An (m,n,k, λ)-divisible design D consists of two
disjoint ﬁnite sets P (D), called the point set of D, and B(D), called the block set of D, and together
with another ﬁnite set F (D), called the ﬂag set of D, where ﬂags in F (D) are pairs, called incident
pairs, of the form {p,b} with p ∈ P (D) and b ∈ B(D). They satisfy
(1) |P (D)| =mn and P (D) is partitioned into m point classes of size n each.
|B(D)| =mn and B(D) is partitioned into m parallel classes of size n each.
(2) Each point in P (D) is incident with exactly k blocks in B(D).
Each block in B(D) is incident with exactly k points in P (D).
(3) Two points in P (D) of two different point classes are simultaneously incident with exactly λ
blocks in B(D).
Two blocks in B(D) of two different parallel classes are simultaneously incident with exactly λ
points in P (D).
(4) Two distinct points of same point class in P (D) are not simultaneously incident with any blocks
in B(D).
Two distinct blocks of same parallel class in B(D) are not simultaneously incident with any points
in P (D).
From Deﬁnition 2.2, it is clear that the dual design D∗ obtained from D by exchange the roles
of points and blocks, i.e. P (D∗) = B(D), B(D∗) = P (D) and F (D∗) = F (D), is also an (m,n,k, λ)-
design. An isomorphism γ : D1 → D2 between two (m,n,k, λ)-designs D1 and D2 is a triple γ =
(γp, γb, γ f ), where γp is a bijection between P (D1) and P (D2) which maps blocks in B(D1) to
blocks in B(D2) and γb : B(D1) → B(D2) and γ f : F (D1) → F (D2) are bijections induced from γp .
Its inverse γ −1 : D2 → D1 is given by γ −1 = (γ −1p , γ −1b , γ −1f ). Two designs D1 and D2 are said
to be isomorphic and denoted by D1 ∼= D2 if there is an isomorphism between the two. Clearly γ
induces an isomorphism γ ∗ :D∗1 →D∗2, called dual isomorphism between the two dual designs, with
γ ∗ = (γ ∗p , γ ∗b , γ ∗f ) = (γb, γp, γ f ). An (m,n,k, λ)-design D is said to be self-dual if D ∼= D∗ . Given a
self-dual (m,n,k, λ)-design D, an isomorphism ι :D→D∗ is called a polarity if ι f = ι−1f . A polarity
ι :D→D∗ is called an absolute polarity if every point of D is an absolute point, i.e. {p, ι(p)} ∈ F (D)
for every p ∈ P (D). This is equivalent to saying that ι f ﬁxes mn ﬂags, which is the largest number of
ﬂags ι f can possibly ﬁx.
Given an (m,n,k, λ)-divisible design D, an isomorphism from D to itself is called an automorphism
of D. The set of all automorphisms of D forms the automorphism group Aut(D) of D. Every automor-
phism of D induces an automorphism of D∗ and vice versa. Hence Aut(D∗) = Aut(D) as they are the
same set of permutations on the ﬂags of the designs. A subgroup G of Aut(D) is called a Singer group
of D if G acts on both P (D) and B(D) regularly. When the design D admits a Singer group G , we
can identify points in P (D) with elements in G and blocks in B(D) with subsets of G , and all subsets
of G corresponding to blocks in B(D) are translations of one another by elements of G . The subsets
in G corresponding to blocks in B(D) are called relative difference sets. Given a relative difference set
R in G , or equivalently, given a block corresponding to R in B(D), let MR be the stabilizer in G of the
parallel class containing the block R . Then for any other block Rg , a translation of R by 1 = g ∈ G ,
|R ∩ Rg| = λ when g /∈ MR and |R ∩ Rg| = 0 when g ∈ MR . (1)
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in P (D) = B(D∗) can be identiﬁed with subsets of G . Particularly, since {Rr−1 | r ∈ R} is the set of
all blocks in B(D) that contains 1 ∈ G = P (D), the block in B(D∗) = P (D) given by 1 ∈ G = P (D) is
R∗ = {r−1 | r ∈ R}. We call R∗ the dual of R . The block g ∈ G = P (D) = B(D∗) of D∗ is given by R∗g . If
NR is the stabilizer of the point class that contains 1 ∈ G = P (D) = B(D∗), then for every 1 = g ∈ G ,
∣∣R∗ ∩ R∗g∣∣= λ when g /∈ NR and
∣∣R∗ ∩ R∗g∣∣= 0 when g ∈ NR . (2)
Conversely, if a group G of order mn contains a subset R of size k and two subgroups MR and NR of
order n such that they satisfy both conditions (1) and (2), then one obtains a symmetric (m,n,k, λ)-
divisible design D with G as its Singer group by letting P (D) = G and B(D) = {Rg | g ∈ G}. Such a
design is said to be developed from R and is denoted by DR . Clearly D∗R ∼=DR∗ . A difference set R is
said to be ﬁxed by inversion if R = R∗ and such relative difference sets were studied in [3,7,8,20,23].
When R is ﬁxed by inversion, the design DR admits a polarity ι : DR → D∗R given by ι(g) = Rg ∈
P (D∗R) = B(DR) for every g ∈ G = P (DR). If 1 ∈ R , the polarity ι is an absolute polarity. If the relative
difference set R is invariant under every inner automorphism of G , i.e. g−1rg ∈ R for all g ∈ G and
r ∈ R , then the design DR also admits a polarity ι :DR →D∗R given by ι(g) = Rg−1 ∈ P (D∗R) = B(DR)
for every g ∈ G . If one of the two subgroups MR and NR of G is normal, then MR = NR and condition
(1) is equivalent to condition (2) (see Jungnickel [19]). In this paper, we will consider only relative
difference sets with MR = NR a normal abelian subgroup of G .
A simpler deﬁnition of relative difference set when MR = NR is normal in G can be stated as
follows.
Deﬁnition 2.3. A k-element subset R of a group G of order mn is called a (m,n,k, λ)-relative difference
set relative to a normal subgroup N of order n, called the forbidden subgroup, of G if
(i) for every element g ∈ G \ N , there are exactly λ pairs of elements r1, r2 ∈ R such that g = r−11 r2;
(ii) for every g ∈ N \ {1}, there exist no elements r1, r2 ∈ R such that g = r−11 r2.
When k =m, R is called a semi-regular relative difference set.
For more detailed study of relative difference sets, the reader is advised to consult [4] or [28].
Let Aut(G) be the automorphism group of G and N a subgroup of G . The group Aut(G;N) is
deﬁned to be {α ∈ Aut(G) | α(N) = N}. An automorphism α ∈ Aut(G;N) is called a multiplier of a
relative difference set R contained in G relative to N if there is an element gα ∈ G such that
α(R) := {α(r) ∣∣ r ∈ R}= {rgα | r ∈ R} = Rgα.
Multipliers induce automorphisms of the divisible design DR . When α is a multiplier, we will denote
α(g) by gα so that its action on the design DR is consistent with the action of G on DR , the right
action. If α is a multiplier of R with Rα = Rgα , then (R∗)α = (Rα)∗ = g−1α R∗ . For any g ∈ G , let σg
be the inner automorphism of G given by xσg = g−1xg for all x ∈ G . Then (R∗)ασg−1α = R∗g−1α and
therefore ασg−1α is a multiplier of R
∗ . If R is ﬁxed by inversion, then gαRgα = R and σgα is also a
multiplier of R .
A symmetric divisible design D is said to be ﬂag-transitive if the group Aut(D) = Aut(D∗) acts
transitively on F (D) = F (D∗). A relative difference set R is said to be ﬂag transitive if the design DR
is ﬂag transitive.
3. Cocycles and Hadamard cocycles
Using cocycles to study central semi-regular relative difference sets was started by Horadam and
de Launey [18] and generalized by Perera and Horadam [27]. A further generalization is given by
Galati [14]. Let H be a ﬁnite group (written multiplicatively) and N a ﬁnite right H-module, i.e. an
abelian group N with H acting on N as a group of automorphisms of N such that
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(ii) (xh1 )h2 = xh1h2 for all x ∈ N and all h1,h2 ∈ H .
Every H-module N is obtained from a homomorphism s : H → Aut(N) and xh = xs(h) for all h ∈ H and
x ∈ N .
Let ψ : H × H → N be a map. Then the set H × N equipped with the binary operation
(x1, y1) · (x2, y2) =
(
x1x2, y
x2
1 + y2 + ψ(x1, x2)
)
for all (x1, y1), (x2, y2) ∈ H × N forms a group, which we denote by E(H,N,ψ), if and only if the
map ψ satisﬁes
ψ(x1, x2)
x3 + ψ(x1x2, x3) = ψ(x2, x3) + ψ(x1, x2x3), for all x1, x2, x3 ∈ H . (3)
Note that if we set x2 = x3 = 1 in (3) we get ψ(x1,1) = ψ(1,1); if we set x1 = x2 = 1 in (3), we get
ψ(1,1)x3 = ψ(1, x3). Therefore
ψ(x1,1) = ψ(1,1) = ψ(1, x3)x−13
for all x1, x3 ∈ H when ψ satisﬁes (3) and the identity element of the group E(H,N,ψ) is
(1,−ψ(1,1)). A map satisfying (3) is called a 2-cocycle of H with coeﬃcients in N (see Brown [5]).
Since we are not interested in cocycles in any other dimensions, we will simply call these maps co-
cycles. The cocycles form an abelian group under the natural addition of functions from H × H to N .
This group is usually denoted by Z(H,N). If ψ is a cocycle, then the group N can be embedded in
E(H,N,ψ) as a normal abelian subgroup by
i : N → E(H,N,ψ),
i(y) = (1, y − ψ(1,1)), for all y ∈ N.
On the other hand, if an abelian group N can be embedded as a normal subgroup of a given group
G via an embedding i : N → G and G/i(N) ∼= H , then N becomes a right H-module with the action
yh = i−1(h˜−1i(y)h˜) for all y ∈ N and all h ∈ H , where h˜ is any element in G such that its image in
G/i(N) ∼= H is h. The action of h does not depend on the choice of h˜ since N is abelian. A transversal
function T of N in G is a map from H to G so that π ◦ T = 1H , where π : G → G/i(N) = H is the
natural projection and 1H is the identity map from H to itself. A transversal of N in G is a subset of
G such that the subset intersects with each coset of i(N) in exactly one element. Every transversal
function determines a transversal and every transversal gives a transversal function, and we will use
the two terms interchangeably. Given a transversal T : H → G , one can deﬁne a cocycle
ψT : H × H → N,
ψT (g,h) = i−1
(
T (gh)−1T (g)T (h)
)
and the group G is isomorphic to E(H,N,ψT ) via an isomorphism
f : G → E(H,N,ψT ),
f (g) = (π(g), i−1(T (π(g))−1g)), for all g ∈ G.
The isomorphism f maps the normal abelian subgroup i(N) of G to the normal abelian subgroup
{(1, y) | y ∈ N} of E(H,N,ψT ), and the transversal {T (x) | x ∈ H} of i(N) in G to the transversal
{(x,0) | x ∈ H} of {(1, y) | y ∈ N} in E(H,N,ψT ). Conversely, given a cocycle ψ : H × H → N , we get a
transversal T = {(x,0) | x ∈ H} in the group E(H,N,ψ) and ψ = ψT . The simplest cocycles of H with
coeﬃcients in N are given as follows. Let φ : H → N be a map. Then the map
∂φ : H × H → N,
∂φ(g,h) = φ(g)h + φ(h) − φ(gh)
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sal functions from H = G/i(N) to G and we deﬁne a function φ : H → N , φ(x) = i−1(T2(x)−1T1(x)),
then the difference between ψT1 and ψT2 is a coboundary, that is the cocycle
ψT1 − ψT2 : H × H → N,
(ψT1 − ψT2)(g,h) = ψT1(g,h) − ψT2(g,h) = ∂φ(g,h).
The set of coboundaries forms a subgroup of Z(H,N), the group of cocycles, and is usually denoted
by B(H,N). The quotient group Z(H,N)/B(H,N) is the second cohomology group H2(H,N) of H
with coeﬃcients in N . The structures of the groups obtained from these simple cocycles are also
quite simple. In fact, the group E(H,N, ∂φ) is isomorphic to H  N . More generally, if two cocycles
ψ1 and ψ2 differ by a coboundary ∂φ for some φ : H → N , i.e. ψ1 − ψ2 = ∂φ, then E(H,N,ψ1) and
E(H,N,ψ2) are isomorphic with the isomorphism
f : E(H,N,ψ1) → E(H,N,ψ2),
f (x, y) = (x, y + φ(x)), for all x ∈ H and all y ∈ N. (4)
The isomorphism in (4) maps the normal abelian subgroup {(1, y) | y ∈ N} of E(H,N,ψ1) to the
normal abelian subgroup {(1, y) | y ∈ N} of E(H,N,ψ2), and the transversal {(x,0) | x ∈ H} of {(1, y) |
y ∈ N} in E(H,N,ψ1) to the transversal {(x, φ(x)) | x ∈ H} of {(1, y) | y ∈ N} in E(H,N,ψ2). Since
for every cocycle ψ : H × H → N , the constant map φ : H → N with φ(x) = ψ(1,1) for all x ∈ H
gives rise to the coboundary ∂φ(g,h) = ψ(1,1)h for g,h ∈ H , we may normalize the cocycle ψ(g,h)
by replacing it with ψ(g,h) − ψ(1,1)h . In the remainder of this paper, all cocycles ψ : H × H → N
and transversal functions T : H → G are normalized, that is ψ(1,1) = 0 and T (1) = 1. From (3), all
cocycles ψ considered here satisfy
ψ(1,h) = ψ(h,1) = ψ(1,1) = 0, for all h ∈ H . (5)
Given a two-variable map ψ : H × H → N , we deﬁne another two-variable map
ψ∗ : H × H → N,
ψ∗(g,h) = −ψ(h−1, g−1)gh, for all g,h ∈ H,
and call it the dual of ψ . It is easy to check that (ψ∗)∗ = ψ and ψ∗ is a cocycle if and only if ψ is.
In fact if T is a transversal of N in G , then T ∗ = {x−1 | x ∈ T } is also a transversal of N in G and
ψT ∗ = ψ∗T . Note that as a transversal function T ∗(x) = T (x−1)−1 for all x ∈ H . If ψ is a cocycle and we
deﬁne φψ : H → N by φψ(x) = ψ(x−1, x), then
ψ − ψ∗ = ∂φψ.
Given two right H-modules N1 and N2, one can construct a right H-module N1 ⊕ N2 with
(x1, x2)h = (xh1, xh2) for all x1 ∈ N1, x2 ∈ N2 and h ∈ H . Similarly, if ψ1 : H × H → N1 and ψ2 : H ×
H → N2 are two cocycles, then ψ1⊕ψ2 : H ×H → N1⊕N2 with (ψ1⊕ψ2)(x, y) = (ψ1(x, y),ψ2(x, y))
is also a cocycle.
If ψ : H × H → N is a cocycle, we can construct a |H| × |H| matrix Mψ whose rows and columns
are indexed by the group H and whose entries at (g,h) is ψ(g,h)h
−1
for all g,h ∈ H . When H is
a group of order m and N an abelian group of order n such that n|m, we say that a matrix M =
[m(g,h)]H×H whose rows and columns are indexed by H and whose entries m(g,h) are in N is
a generalized Hadamard matrix if for every g1 = g2 in H and x ∈ N , the number of elements h in
H such that m(g1,h) − m(g2,h) = x is m/n. Using the Fourier inversion formula, it is easy to see
that M is a generalized Hadamard matrix if and only if for every non-principal character χ of N ,
the matrix χ(M) = [χ(m(g,h))]H×H obtained from M by applying χ to each entry of M satisﬁes
χ(M)χ(M) = |H|I , where χ(M) is the transpose and complex conjugate of χ(M). By repeatedly
using the cocycle identity (3), we have the following lemma.
Y.Q. Chen / Journal of Combinatorial Theory, Series A 118 (2011) 2185–2206 2191Lemma 3.1. Given a cocycle ψ of H with coeﬃcients in N. The following statements are equivalent:
(i) for each u ∈ H \ {1} and each x ∈ N, the number of elements v ∈ H such that ψ(u, v)v−1 = x is m/n;
(ii) for each v ∈ H \ {1} and each x ∈ N, the number of elements u ∈ H such that ψ(u, v) = x is m/n.
Proof. The statement that for each 1 = u ∈ H and each x ∈ N , the number of elements v ∈ H such
that ψ(u, v)v
−1 = x is m/n is equivalent to the statement that for every u1 = u2 in H and each x ∈ N ,
the number of elements v in H such that
ψ(u1, v)
v−1 − ψ(u2, v)v−1 =
(
ψ(u1, v) − ψ(u2, v)
)v−1
= (ψ(u1u−12 ,u2v
)− ψ(u1u−12 ,u2
)v)v−1
= ψ(u1u−12 ,u2v
)v−1 − ψ(u1u−12 ,u2
)
= [ψ(u1u−12 ,u2v
)(u2v)−1]u2 − ψ(u1u−12 ,u2
)
= x
is m/n. Hence the ﬁrst statement in the lemma is equivalent to the assertion that Mψ is a gen-
eralized Hadamard matrix, or alternatively, for every non-principal character χ of N , one has
χ(Mψ)χ(Mψ) = |H|I . Since χ(Mψ)χ(Mψ) = |H|I if and only if χ(Mψ)χ(Mψ) = |H|I , one ﬁnds
that (i) is equivalent to stating that Mψ is a generalized Hadamard matrix, that is for every v1 = v2
in H and each x ∈ N , the number of elements u in H such that
ψ(u, v1)
v−11 − ψ(u, v2)v−12 =
[
ψ(u, v1) − ψ(u, v2)v−12 v1
]v−11
= [ψ(u, v1) −
(
ψ
(
v2, v
−1
2 v1
)+ ψ(u, v1) − ψ
(
uv2, v
−1
2 v1
))]v−11
= [ψ(uv2, v−12 v1
)− ψ(v2, v−12 v1
)]v−11
= x
is m/n. Hence (i) and (ii) are equivalent. 
A cocycle ψ : H × H → N satisﬁes (i) or (ii) in Lemma 3.1 is called a Hadamard cocycle. Lemma 3.1
shows that
Corollary 3.2. A cocycle ψ is a Hadamard cocycle if and only if its dual ψ∗ is a Hadamard cocycle.
The following theorem of Galati [14] shows that Hadamard cocycles are essentially semi-regular
relative difference sets.
Theorem 3.3. (See Galati [14].) Let G be a ﬁnite group of order mn and N a normal abelian subgroup of order
n of G such that n|m. Let R : G/N → G be a transversal function. Then the following statements are equivalent,
(i) the transversal R = {R(x) | x ∈ G/N} is an (m,n,m,m/n)-relative difference set in G relative to N,
(ii) the cocycle ψR of G/N with coeﬃcients in N is a Hadamard cocycle.
Proof. The transversal R is an (m,n,m,m/n)-relative difference set in G relative to N if and only if
for every g in G \ N , there are m/n pairs of (h1,h2) ∈ (G/N) × (G/N) such that g = R(h1)−1R(h2) =
R(h−11 h2)ψR(h1,h
−1
1 h2)
−1. Since R is a transversal of N in G , there is a unique x in G/N and a
unique y in N such that g = R(x)y. Hence the existence of m/n pairs of (h1,h2) ∈ (G/N) × (G/N)
with g = R(h1)−1R(h2) for each g ∈ G is equivalent to the fact that for every v = 1 in G/N and
every y ∈ N , there are m/n elements u in G/N such that y = ψR(u, v), i.e. ψR is a Hadamard cocycle.
Therefore (i) and (ii) are equivalent. 
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Rψ =
{
(x,0)
∣∣ x ∈ H} (6)
of the normal subgroup {(1, y) | y ∈ N} of E(H,N,ψ) is a relative difference set as ψRψ = ψ . The
design developed from Rψ will be denoted by Dψ . If N ′ is a right H-submodule of N , then the
composition map ψ ′ : H × H → N → N/N ′ is a cocycle of H with coeﬃcients in N/N ′ , and it is a
Hadamard cocycle if ψ is. As a consequence, we have
Proposition 3.4. If ψ1 : H × H → N1 and ψ2 : H × H → N2 are two cocycles such that ψ1 ⊕ ψ2 : H × H →
N1 ⊕ N2 is a Hadamard cocycle, then both ψ1 : H × H → N1 and ψ2 : H × H → N2 are Hadamard cocycles.
The converse of Proposition 3.4 is not true. Finally, we want mention that a function f : H → N
is called a bent function if the coboundary ∂ f is a Hadamard cocycle. By (4) f is bent if and only if
its graph {(x, f (x)) ∈ H  N | x ∈ H} is a relative difference set in H  N relative to N . Hence bent
functions are nothing but splitting semi-regular relative difference sets. The term bent function was
introduced by Rothaus [29] for |N| = 2 and these functions were studied in details by Dillon [11,12]
in terms of Hadamard difference sets in elementary abelian 2-groups. Examples with |N| > 2 can be
found in [9,20,26]. A bent function is said to be planar if |H| = |N|. Planar functions are extensively
studied in [15,16,21,22,25]. When N is a trivial H-module, such a function f is also known as a perfect
non-linear function.
4. Hadamard cocycles over trivial modules
Starting from this section, for any ﬁnite group H , all H-modules N will be trivial, i.e. xh = x for all
h ∈ H and all x ∈ N . For a trivial H-module N , the cocycle equation (3) becomes
ψ(x1, x2) + ψ(x1x2, x3) = ψ(x1, x2x3) + ψ(x2, x3), for all x1, x2, x3 ∈ H . (7)
If ψ is a cocycle satisfying Eq. (7), then the subgroup {(1, y) | y ∈ N} is contained in the center of
E(H,N,ψ), and ψ∗(x, y) = −ψ(y−1, x−1) for all x and y in H .
Using the proof of Lemma 3.1, we have the following theorem.
Theorem 4.1. A cocycle ψ : H × H → N is a Hadamard cocycle if and only if for every subgroup N ′ of N with
N/N ′ cyclic, the map π ◦ ψ : H × H → N/N ′ is a Hadamard cocycle, where π : N → N/N ′ is the natural
projection.
Proof. The cocycle ψ : H × H → N is a Hadamard cocycle clearly implies that for every subgroup N ′
of N , the map π ◦ψ : H ×H → N/N ′ is a Hadamard cocycle. Conversely, if for every subgroup N ′ of N
with N/N ′ cyclic, the map π ◦ψ : H × H → N/N ′ is a Hadamard cocycle, then for every non-principal
character χ of N the matrix χ(Mψ) satisﬁes χ(Mψ)χ(Mψ) = |H|I , and therefore ψ : H × H → N is
a Hadamard cocycle. 
Theorem 4.1 can be stated in the following group theoretical way in terms of semi-regular relative
difference sets with central forbidden subgroups.
Theorem 4.1′ . Given a ﬁnite group G and a central subgroup N of G, a transversal R of N in G is a semi-regular
relative difference set relative to N if and only if for every subgroup N ′ of N with N/N ′ cyclic, the transversal R
of N/N ′ in G/N ′ obtained from projection of R in G into G/N ′ is a semi-regular relative difference set relative
to N/N ′ .
Corollary 4.2. A function f : H → N is a bent function if and only if for every subgroup N ′ of N with N/N ′
cyclic, the function π ◦ f : H → N/N ′ is a bent function, where π : N → N/N ′ is the natural projection.
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ψ : H × H → Fq is a Hadamard cocycle if and only if Tr(αψ) : H × H → Fp is a Hadamard cocycle
for every α = 0 in Fq , where Tr is the trace map from Fq to Fp . Similarly, a function f : H → Fq is
a bent function if and only if the function Tr(α f ) : H → Fp is a bent function for every α = 0 in Fq .
This is because every cyclic quotient can be obtained from the trace map. Note that if the H-module
N is not trivial, Theorem 4.1 may not be true.
Given two groups H and K and an abelian group N , a map b : H × K → N from H × K to N is said
to be bi-multiplicative (or bi-additive if both H and K are abelian and the operations are additions) if
b(h1h2,k) = b(h1,k) + b(h2,k),
b(h,k1k2) = b(h,k1) + b(h,k2)
for all h,h1,h2 ∈ H and all k,k1,k2 ∈ K . The following lemma is easy to verify.
Lemma 4.3. If ψ : H × H → N is bi-multiplicative, then ψ is a cocycle.
A cocycle in Lemma 4.3 is called a multiplicative (or additive if H is abelian and its operation is
addition) cocycle. In the following special case, the converse of Lemma 4.3 is also true.
Lemma 4.4. Let b : H × K → N be a map. The map
ψb(H × K ) × (H × K ) → N,
ψb
(
(h1,k1), (h2,k2)
)= b(h2,k1)
is a cocycle if and only if b is bi-multiplicative.
Proof. If ψb is a cocycle, then b(1,k) = ψb((1,k), (1,1)) = 0, b(h,1) = ψb((1,1), (h,1)) = 0 for all
h ∈ H and k ∈ K , and for every (h1,k1), (h2,k2), (h3,k3) ∈ H × K ,
b(h2,k1) + b(h3,k1k2) = b(h2h3,k1) + b(h3,k2).
When h2 = 1 and h3 = h, one has b(h,k1k2) = b(h,k1) + b(h,k2). When k1 = k and k2 = 1, one has
b(h2h3,k) = b(h2,k) + b(h3,k). Hence b is bi-multiplicative. Conversely, if b is bi-multiplicative, then
ψb is also bi-multiplicative and hence is a cocycle by Lemma 4.3. 
Lemma 4.5. A multiplicative cocycle ψ of H with coeﬃcients in N is a Hadamard cocycle if and only if for
every h ∈ H \ {1}, the map ψ(h, ) : H → N is onto, if and only if for every g ∈ H \ {1}, ψ( , g) : H → N is
onto.
Therefore it is relatively easy to obtain Hadamard cocycles from multiplicative ones, and hence
semi-regular relative difference sets by Theorem 3.3. Examples of such Hadamard cocycles include
presemiﬁelds, i.e. additive Hadamard cocycles with H = N . However, there are only very restricted
families of groups of H and N that provide multiplicative Hadamard cocycles.
Lemma 4.6. If ψ : H × H → N is a multiplicative Hadamard cocycle, then H and N are elementary abelian
p-groups for some prime p.
Proof. We only need to show that H is an elementary abelian p-group as N is a homomorphic image
of H . Note that if f : N → N ′ is a surjective homomorphism from N to another abelian group N ′ ,
then f ◦ψ is a multiplicative Hadamard cocycle with coeﬃcients in N ′ whenever ψ is a multiplicative
Hadamard cocycle. Hence, we may assume that N ∼= Zp for some prime p. Now if H is not elementary
abelian, than there is an element x = yp = 1 in H for some y ∈ H or an element x = y−1z−1xz = 1
in H for some y and z in H . Clearly x lies in the kernel of all homomorphisms ψ( ,h) : H → N as
N ∼= Zp , i.e. ψ(x, ) : H → N is a 0 map, and this contradicts the fact that ψ is a Hadamard cocycle. 
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operation of H and these cocycles are called additive Hadamard cocycles. An additive Hadamard cocycle
ψ : H × H → N is called a presemif ield if H = N . Such a cocycle is equivalent to a ﬁnite translation
plane whose dual is also a translation plane.
In [6], we introduced twisted Kronecker tensor product of cocycles. Given cocycles ψ : H × H → N
and φ : K × K → N and a bi-multiplicative map b : H × K → N , the twisted Kronecker tensor product
of ψ and φ twisted by b is the cocycle
ψ ⊗b φ : (H × K ) × (H × K ) → N,
ψ ⊗b φ
(
(h1,k1), (h2,k2)
)= ψ(h1,h2) + b(h2,k1) + φ(k1,k2).
When b = 0, the product ψ ⊗0 φ is simply called the Kronecker tensor of ψ and φ and denoted by
ψ ⊗ φ. The following two theorems were proved in [6]. Theorem 4.7 is the constructive version of
Theorem 4.8 using cocycles, while Theorem 4.8 is a group theoretical interpretation of Theorem 4.7.
Theorem 4.7. (See [6, Theorem 3.2].) Let H and K be ﬁnite groups and N a ﬁnite abelian group. Let b : H ×
K → N be a bi-multiplicative map from H × K to N and ψ : H × H → N and φ : K × K → N be cocycles of
H and K respectively with coeﬃcients in N. The twisted Kronecker product ψ ⊗b φ of ψ and φ twisted by b is
a Hadamard cocycle if and only if both ψ and φ are Hadamard cocycles.
Theorem 4.8. (See [6, Theorem 1.2].) Let G be a ﬁnite group and G1 and G2 be two normal subgroups of G
such that N = G1 ∩ G2 is a central subgroup of G and G = 〈G1,G2〉. Given a transversal R1 of N in G1 and a
transversal R2 of N in G2 , the transversal R1R2 of N in G is a semi-regular relative difference set in G relative
to N if and only if R1 is a semi-regular relative difference sets in G1 relative to N and R2 is a semi-regular
relative difference sets in G2 relative to N.
In the remainder of this section, we will introduce yet another product construction of Hadamard
cocycles. Given two multiplicative cocycles ψ1 : H × H → N and ψ2 : H × H → N , and another cocy-
cle ψ : H × H → N , we deﬁne intertwining product of ψ1 and ψ2, denoted by ψ1  ψ2, and twisted
intertwining product of ψ1 and ψ2 twisted by ψ , denoted by ψ1 ψ ψ2, as follows:
ψ1 ψ2 : (H × H) × (H × H) → N,
ψ1 ψ2
(
(x1, y1), (x2, y2)
)= ψ1(x1, y2) + ψ2(y1, x2),
and
ψ1 ψ ψ2 : (H × H) × (H × H) → N,
ψ1 ψ ψ2
(
(x1, y1), (x2, y2)
)= ψ1(x1, y2) + ψ(y1, y2) + ψ2(y1, x2).
Clearly, ψ10 ψ2 = ψ1ψ2 and (ψ1ψ ψ2)∗ = ψ∗2 ψ∗ ψ∗1 . Note that instead of using two multiplica-
tive cocycles, if we let ψ1 and ψ2 be arbitrary cocycles, the twisted intertwining product ψ1 ψ ψ2
may not be a cocycle. We now prove a theorem similar to Theorem 4.7 for the twisted intertwining
product.
Theorem 4.9. Let ψ1 : H × H → N and ψ2 : H × H → N be two multiplicative cocycles, and ψ : H × H → N
a cocycle. The twisted intertwining product ψ1ψ ψ2 of ψ1 and ψ2 twisted by ψ is a Hadamard cocycle if and
only if ψ1 and ψ2 are Hadamard cocycles.
Proof. Suppose ψ1 : H × H → N and ψ2 : H × H → N are two additive Hadamard cocycles and ψ :
H × H → N is a cocycle. Given (x1, y1) ∈ H × H with y1 = 1, for each y2 ∈ H , there are |H|/|N| of
x2 ∈ H such that
ψ1 ψ ψ2
(
(x1, y1), (x2, y2)
)= ψ1(x1, y2) + ψ(y1, y2) + ψ2(y1, x2) = x (8)
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Given (x1, y1) ∈ H × H with y1 = 1 and x1 = 1, the number of solutions (x2, y2) ∈ H × H to Eq. (8) is
clearly |H|2/|N| as ψ1 is a Hadamard cocycle. Therefore ψ1 ψ ψ2 is a Hadamard cocycle.
Conversely, if ψ1 ψ ψ2 is a Hadamard cocycle, then one can see that ψ1 is a Hadamard cocycle
by letting y1 = 1 and ψ2 is a Hadamard cocycle by letting y2 = 1. 
Unlike Theorem 4.7, Theorem 4.9 does not have a simple group theoretical interpretation similar
to Theorem 4.8. Applications of twisted intertwining product will be seen in the last section.
5. Additive Hadamard cocycles and ﬂag transitive relative difference sets
In this section we will exclusively consider additive Hadamard cocycles and the group H will be
written additively since it is an elementary abelian group. Many concepts for presemiﬁelds can be
extended to additive Hadamard cocycles. For example, we say that two additive cocycles ψ1 and ψ2
of H with coeﬃcients in N are isotopic if there are two automorphisms σ and σ ∗ in Aut(H) and one
automorphism μ in Aut(N) such that μ(ψ1(x, y)) = ψ2(σ (x),σ ∗(y)). The triple (σ ,σ ∗,μ) is called
an isotopism from ψ1 and ψ2. We will show in this section that the relative difference sets derived
from additive Hadamard cocycles are ﬂag transitive and two designs from two additive Hadamard
cocycles are isomorphic if and only the two cocycles are isotopic.
We ﬁrst show that relative difference sets obtained from additive Hadamard cocycles possess a
large multiplier group.
Lemma 5.1. If ψ : H × H → N is an additive Hadamard cocycle, then for each element a ∈ H, the map fa :
E(H,N,ψ) → E(H,N,ψ) given by fa(x, y) = (x, y + ψ(x,a)) for all x ∈ H and y ∈ N is an automorphism
of E(H,N,ψ) and a multiplier of Rψ deﬁned in (6).
Proof. It is easy to check that fa is an automorphism of E(H,N,ψ) for all a ∈ H . when Rψ is con-
sidered as a transversal function, Rψ(x) = (x,0) ∈ E(H,N,ψ) for each x ∈ H , and fa(Rψ(x + a)) =
Rψ(x)Rψ(−a)−1 for each x ∈ H and a ∈ H . Therefore, as a set fa(Rψ) = Rψ Rψ(−a)−1 and fa is a
multiplier of Rψ . 
The set Kψ = { fa | a ∈ H} form a subgroup of Aut(E(H,N,ψ)). It is isomorphic to H . Lemma 5.1
shows that
Corollary 5.2. The group Kψ acts on the set {Rψ r−1 | r ∈ Rψ } regularly.
The set {Rψ r−1 | r ∈ Rψ } is the set of all blocks of B(Dψ) containing the point (0,0) of P (Dψ) =
E(H,N,ψ). Let Flag(ψ) = Kψ  E(H,N,ψ). Since E(H,N,ψ) acts on the point set P (Dψ) regularly
and Kψ , the stabilizer of the point (0,0) in Flag(ψ), acts on the set of all blocks containing (0,0)
regularly, one has
Theorem 5.3. If ψ : H × H → N is an additive Hadamard cocycle, then Rψ is a ﬂag-transitive relative differ-
ence set and Flag(ψ) acts on F (Dψ) regularly.
We call Flag(ψ) the ﬂag group of Dψ . Our next objective of this section is to extend Albert’s
result for presemiﬁelds in [2] to additive Hadamard cocycles. Given an additive Hadamard cocycle
ψ : H × H → N , the point set of the design Dψ can be identiﬁed with H × N , which is the underlying
set of E(H,N,ψ). The blocks of Dψ are given by
Rψ(s, t) =
{
(x,0)(s, t)
∣∣ x ∈ H}= {(x+ s, t + ψ(x, s)) ∣∣ x ∈ H}
= {(x, t + ψ(x− s, s)) ∣∣ x ∈ H}
= {(x,ψ(x, s) + (t − ψ(s, s))) ∣∣ x ∈ H}
= {(x,ψ(x, s) + t′) ∣∣ x ∈ H},
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P (Dψ) = H × N =
{
p(x, y)
∣∣ x ∈ H, y ∈ N}, (9)
B(Dψ) = H × N =
{
b(s, t)
∣∣ s ∈ H, t ∈ N}, (10)
where b(s, t) = {p(x,ψ(x, s) + t) ∈ P (Dψ) | x ∈ H}. The coordinates for blocks in B(Dψ) are their
slopes and y-intercepts. The point classes of P (Dψ) are P (c) = {p(c, y) ∈ P (Dψ) | y ∈ N} for all c ∈ H ,
and parallel classes of B(Dψ) are B(d) = {b(d, y) ∈ B(Dψ) | y ∈ N} for all d ∈ H .
Lemma 5.4. Letψ1 andψ2 be two additive cocycles of H with coeﬃcients in N andψ2 a Hadamard cocycle. Let
σ and σ ∗ be two permutations of H and μ a homomorphism from N to N. if μ(ψ1(x, y)) = ψ2(σ (x),σ ∗(y))
for all x, y ∈ H, then σ and σ ∗ are isomorphisms.
Proof. For any x ∈ H , one has
ψ2
(
σ(x),σ ∗(y1 + y2) − σ ∗(y1) − σ ∗(y2)
)
= ψ2
(
σ(x),σ ∗(y1 + y2)
)− ψ2
(
σ(x),σ ∗(y1)
)− ψ2
(
σ(x),σ ∗(y2)
)
= μ(ψ1(x, y1 + y2)
)− μ(ψ1(x, y1)
)− μ(ψ1(x, y2)
)
= μ(ψ1(x, y1 + y2) − ψ1(x, y1) − ψ1(x, y2)
)
= 0
for all y1, y2 ∈ H . Since ψ2 is a Hadamard cocycle and σ is a permutation of H , we get σ ∗(y1 + y2)−
σ ∗(y1) − σ ∗(y2) = 0 for all y1, y2 ∈ H . Therefore σ ∗ is an isomorphism. Similarly, σ is also an iso-
morphism. 
We are now ready to prove the following theorem which is a generalization of Albert [2, Theo-
rem 6].
Theorem 5.5. Given two additive Hadamard cocycles ψ1 and ψ2 of H with coeﬃcients in N, the divisible
designsDψ1 andDψ2 are isomorphic if and only if the cocycles ψ1 and ψ2 are isotopic.
Proof. We use the notation that we set up in (9) and (10) and points and blocks in the design Dψi ,
i = 1,2, will be denoted by pi(x, y) and bi(s, t) respectively.
If ψ1 and ψ2 are isotopic, i.e. there are two automorphisms σ and σ ∗ in Aut(H) and one au-
tomorphism μ in Aut(N) such that μ(ψ1(x, y)) = ψ2(σ (x),σ ∗(y)), deﬁne γp : P (Dψ1) → P (Dψ2 ),
γp(p1(x, y)) = p2(σ (x),μ(y)). Then γp is a bijection. Also the induced map, which is given by
γb
(
b1(s, t)
)= γb
({
p1
(
x,ψ1(x, s) + t
) ∣∣ x ∈ H})
= {γp
(
p1
(
x,ψ1(x, s) + t
)) ∣∣ x ∈ H}
= {p2
(
σ(x),μ
(
ψ1(x, s)
)+ μ(t)) ∣∣ x ∈ H}
= {p2
(
σ(x),ψ2
(
σ(x),σ ∗(s)
)+ μ(t)) ∣∣ x ∈ H}
= {p2
(
x,ψ2
(
x,σ ∗(s)
)+ μ(t)) ∣∣ x ∈ H}
= b2
(
σ ∗(s),μ(t)
)
for all b1(s, t) ∈ B(Dψ1 ), is a bijection between B(Dψ1 ) and B(Dψ2 ). Therefore γ is an isomorphism.
Conversely, if there is an isomorphism γ from Dψ1 to Dψ2 , by composing γ with an element in
Flag(ψ2), which is transitive on F (Dψ2 ), we can assume that γ f maps the ﬂag {p1(0,0),b1(0,0)} in
F (Dψ1 ) to the ﬂag {p2(0,0),b2(0,0)} in F (Dψ2 ). Let γp : P (Dψ1 ) → P (Dψ2 ) be the bijection between
the point sets of the two designs with γp(p1(x, y)) = p2(σ (x, y),μ(x, y)) for some maps σ : H × N
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to a point class P2(c′) = {p2(c′, y) ∈ P (Dψ2 ) | y ∈ N} of P (Dψ2 ) for some c′ ∈ H , this implies that
the function σ only depends on the variable x ∈ H and is independent of y ∈ N , i.e. σ = σ(x) is
an one variable function. Also σ(0) = 0 as γp(p1(0,0)) = p2(0,0). Similarly, since fb maps parallel
blocks in B(Dψ1 ) to parallel blocks in B(Dψ1 ), fb must map the block b1(0, t) in B(Dψ1 ), which is
parallel to b1(0,0), to a block b2(0, t′), which is parallel to b2(0,0), in B(Dψ2 ) for some t′ in N since
γb(b1(0,0)) = b2(0,0). Therefore the function μ only depends on the value of y ∈ N , i.e. μ = μ(y)
and μ(0) = 0. The maps σ and μ are permutations because γp is a bijection.
We now show that μ is an isomorphism. Let s ∈ H and s = 0. For any t1, t2 ∈ N with t1 = t2, the
blocks b1(s, t1) and b1(s, t2) are two parallel blocks in B(Dψ1 ). Their images
γb
(
b1(s, t1)
)= γb
({
p1
(
x,ψ1(x, s) + t1
) ∈ P (Dψ1)
∣∣ x ∈ H})
= {γp
(
p1
(
x,ψ1(x, s) + t1
)) ∈ P (Dψ2)
∣∣ x ∈ H}
= {p2
(
σ(x),μ
(
ψ1(x, s) + t1
)) ∈ P (Dψ2)
∣∣ x ∈ H}
= {p2
(
x,μ
(
ψ1
(
σ−1(x), s
)+ t1
)) ∈ P (Dψ2)
∣∣ x ∈ H},
and
γb
(
b1(s, t2)
)= γb
({
p1
(
x,ψ1(x, s) + t2
) ∈ P (Dψ1)
∣∣ x ∈ H})
= {γp
(
p1
(
x,ψ1(x, s) + t2
)) ∈ P (Dψ2)
∣∣ x ∈ H}
= {p2
(
σ(x),μ
(
ψ1(x, s) + t2
)) ∈ P (Dψ2)
∣∣ x ∈ H}
= {p2
(
x,μ
(
ψ1
(
σ−1(x), s
)+ t2
)) ∈ P (Dψ2)
∣∣ x ∈ H},
must also be parallel blocks. Therefore μ(ψ1(σ−1(x), s) + t1) − μ(ψ1(σ−1(x), s) + t2) is a constant
independent of x ∈ H . Since σ(0) = 0, we have
μ
(
ψ1
(
σ−1(x), s
)+ t1
)− μ(ψ1
(
σ−1(x), s
)+ t2
)= μ(t1) − μ(t2)
for any s = 0 in H and t1, t2 ∈ N . Since ψ1( , s) : H → N is a surjective map, one has
μ(t + t1) − μ(t + t2) = μ(t1) − μ(t2)
for all t , t1 and t2 ∈ N . If we let t2 = 0, we can see that μ is a homomorphism, and therefore an
isomorphism, i.e. μ ∈ Aut(N).
Finally, since γp(p1(0,0)) = p2(0,0), all blocks containing p1(0,0) in B(Dψ1 ) must be mapped to
blocks containing p2(0,0) in B(Dψ2 ), that is γb(b1(s,0)) = b2(σ ∗(s),0) for all s ∈ H , where σ ∗ is a
permutation of H with σ ∗(0) = 0. Since
γb
(
b1(s,0)
)= γb
({
p1
(
x,ψ1(x, s)
) ∣∣ x ∈ H})
= {γp
(
p1
(
x,ψ1(x, s)
)) ∣∣ x ∈ H}
= {p2
(
σ(x),μ
(
ψ1(x, s)
)) ∣∣ x ∈ H}
and
b2
(
σ ∗(s),0
)= {p2
(
x,ψ2
(
x,σ ∗(s)
)) ∣∣ x ∈ H}
= {p2
(
σ(x),ψ2
(
σ(x),σ ∗(s)
)) ∣∣ x ∈ H},
we get μ(ψ1(x, y)) = ψ2(σ (x),σ ∗(y)) for all x, y ∈ H . By Lemma 5.4, ψ1 and ψ2 are isotopic. 
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Given an additive Hadamard cocycle ψ : H ×H → N , the ﬂag group Flag(ψ) = Kψ  E(H,N,ψ) can
be represented in the following way. As a set, Flag(ψ) = H × H × N . The multiplication on Flag(ψ) is
given by
(s1, x1, y1)(s2, x2, y2) =
(
s1 + s2, x1 + x2, y1 + y2 + ψ(x1, s2) + ψ(x1, x2)
)
= (s1 + s2, x1 + x2, y1 + y2 + ψ(x1, s2 + x2)
)
.
If we change the coordinates in H × H by letting m = s + x and x = x, then the multiplication on
Flag(ψ) becomes
(m1, x1, y1)(m2, x2, y2) =
(
m1 +m2, x1 + x2, y1 + y2 + ψ(x1,m2)
)
. (11)
From the deﬁnition of intertwining product given in Section 4, it is clear that the ﬂag group Flag(ψ) =
E(H × H,N,0ψ) and it is the group studied by Hiramine exclusively in [17]. We summarize a few
interesting and readily veriﬁable properties of ﬂag groups in the following proposition. More about
ﬂag groups can be found in Theorem 8.4.
Proposition 6.1. The ﬂag group Flag(ψ) = E(H × H,N,0ψ) has the following properties.
(i) The subgroup {(0,0,b) | b ∈ N} is the center, the commutator subgroup and, the Frattini subgroup of
Flag(ψ). Therefore Flag(ψ) is a special p-group, and, hence, is of nilpotency class 2.
(ii) A subgroup of Flag(ψ) is normal if and only if it is contained in {(0,0,b) | b ∈ N} or it contains {(0,0,b) |
b ∈ N}.
(iii) The group Flag(ψ) has exponent p if p is odd or exponent 4 if p = 2.
Each element (m, x, y) in Flag(ψ) can be thought of as a ﬂag in F (Dψ) by interpreting m as
a slope and (x, y) as a point p(x, y) ∈ P (Dψ). The point-slope formula determines a unique block
b(m, y −ψ(x,m)) ∈ B(Dψ) and (m, x, y) corresponds to the ﬂag {p(x, y),b(m, y −ψ(x,m))} ∈ F (Dψ).
The action of Flag(ψ) on P (Dψ) is given by
(
p(x, y)
)
(m,u, v) = p(x+ u, y + v + ψ(x,m))
for all p(x, y) ∈ P (Dψ) and all (m,u, v) ∈ Flag(ψ). The induced action of Flag(ψ) on B(Dψ) is given
by
(
b(s, t)
)
(m,u, v) = {(p(x, t + ψ(x, s)))(m,u, v) ∣∣ x ∈ H}
= {p(x+ u, t + v + ψ(x, s) + ψ(x,m)) ∣∣ x ∈ H}
= {p(x, t + v + ψ(x− u, s +m)) ∣∣ x ∈ H}
= {p(x, t + v − ψ(u, s +m) + ψ(x, s +m)) ∣∣ x ∈ H}
= b(s +m, t + v − ψ(u, s +m))
for all b(s, t) ∈ B(Dψ) and all (m,u, v) ∈ Flag(ψ). The action of Flag(ψ) on F (Dψ) is consistent with
the right multiplication of Flag(ψ). If we denoted by p∗(x, y) and b∗(s, t) the points and blocks of the
design Dψ∗ as in (9) and (10) with ψ being replaced by ψ∗ , then there is a canonical isomorphism
c :Dψ∗ →D∗ψ with cp(p∗(u, v)) = b(u, v) ∈ P (D∗ψ) = B(Dψ) for all p∗(u, v) ∈ P (Dψ∗), cb(b∗(u, v)) =
p(u, v) ∈ B(D∗ψ) = P (Dψ) for all b∗(u, v) ∈ B(Dψ∗ ), and
c f (m, x, y) =
(
x,m, y + ψ(m, x)) ∈ Flag(ψ) = F (Dψ) = F
(
D∗ψ
)
(12)
for all (m, x, y) ∈ Flag(ψ∗) = F (Dψ∗). In fact, the bijection c f : Flag(ψ∗) → Flag(ψ) is a group isomor-
phism.
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that of b(0,0). The stabilizer of p(0,0) is Sp = {(m,0,0) ∈ Flag(ψ) | m ∈ H} and the stabilizer of
b(0,0) is Sb = {(0,a,0) ∈ Flag(ψ) | a ∈ H}. The ﬂag group Flag(ψ) is generated by Sp and Sb . Let
Aut
(
Flag(ψ); Sp, Sb
)= {α ∈ Aut(Flag(ψ)) ∣∣ α(Sp) = Sp and α(Sb) = Sb
}
.
It is easy to check that there is an one-to-one correspondence between automorphisms of Flag(ψ)
in Aut(Flag(ψ); Sp, Sb) and isotopisms between ψ and itself. From the proof of Theorem 5.5 one has
that
Aut(Dψ) = Flag(ψ)  Aut
(
Flag(ψ); Sp, Sb
)
.
The following theorem is a generalization of the result of Hiramine [17, Corollary 5.2].
Theorem 6.2. Given two additive Hadamard cocycles ψ1 and ψ2 of H with coeﬃcients in N such that
|N| > √|H|, their ﬂag groups Flag(ψ1) and Flag(ψ2) are isomorphic if and only if the designs Dψ1 and Dψ2
are isomorphic or the designsDψ1 andD
∗
ψ2
are isomorphic.
Proof. Let f : Flag(ψ1) → Flag(ψ2) be an isomorphism. Since {(0,0,b) ∈ F (ψi) | b ∈ N} is the center
of Flag(ψi) for both i = 1 and i = 2, f ({(0,0,b) ∈ Flag(ψ1) | b ∈ N}) = {(0,0,b) ∈ Flag(ψ2) | b ∈ N}. If
we let
f (m,a,b) = ( f1(m,a,b), f2(m,a,b), f3(m,a,b)
)
,
where f1(m,a,b) and f2(m,a,b) are in H and f3(m,a,b) is in N , then the functions f1, f2 and f3
satisfy f1(0,0,b) = f2(0,0,b) = 0. Since f is an isomorphism, we have f ((m1,a1,b1)(m2,a2,b2)) =
f (m1,a1,b1) f (m2,a2,b2), i.e.
f
(
m1 +m2,a1 + a2,b1 + b2 + ψ1(a1,m2)
)= f (m1,a1,b1) f (m2,a2,b2),
for all (m1,a1,b1) and (m2,a2,b2) in Flag(ψ1). This is equivalent to
f1
(
m1 +m2,a1 + a2,b1 + b2 + ψ1(a1,m2)
)= f1(m1,a1,b1) + f1(m2,a2,b2), (13)
f2
(
m1 +m2,a1 + a2,b1 + b2 + ψ1(a1,m2)
)= f2(m1,a1,b1) + f2(m2,a2,b2), (14)
f3
(
m1 +m2,a1 + a2,b1 + b2 + ψ1(a1,m2)
)
= f3(m1,a1,b1) + f3(m2,a2,b2) + ψ2
(
f2(m1,a1,b1), f1(m2,a2,b2)
)
(15)
for all m1,m2,a1,a2 ∈ H and b1,b2 ∈ N ,
In order to prove the existence of an isotopism between ψ1 and ψ2 or ψ∗2 , we will further decom-
pose the maps f1, f2 and f3. If we choose m2 = a2 = 0 in (13), (14) and (15), we get
f1(m1,a1,b1 + b2) = f1(m1,a1,b1),
f2(m1,a1,b1 + b2) = f2(m1,a1,b1),
f3(m1,a1,b1 + b2) = f3(m1,a1,b1) + f3(0,0,b2),
for all m1,a1 ∈ H and all b1,b2 ∈ N . Therefore, the maps f1 and f2 are independent of b and
they are homomorphisms, and ( f1, f2) : H × H → H × H is an isomorphism. Let s : H × H → N
be the map s(m,a) = f3(m,a,0) and μ : N → N be the map μ(b) = f3(0,0,b). Set b1 = 0 in
f3(m1,a1,b1+b2) = f3(m1,a1,b1)+ f3(0,0,b2), we get f3(m,a,b) = s(m,a)+μ(b). Hence s(m1,a1)+
μ(b1 + b2) = s(m1,a1) + μ(b1) + μ(b2) and μ is a homomorphism. In fact μ is an isomorphism be-
cause f ({(0,0,b) ∈ Flag(ψ1) | b ∈ N}) = {(0,0,b) ∈ Flag(ψ2) | b ∈ N}. Now the equation f3(m1 + m2,
a1 + a2,b1 + b2 + ψ1(a1,m2)) = f3(m1,a1,b1) + f3(m2,a2,b2) + ψ2( f2(m1,a1,b1), f1(m2,a2,b2)) is
equivalent to
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(
ψ1(a1,m2)
)
= s(m1,a1) + s(m2,a2) + ψ2
(
f2(m1,a1), f1(m2,a2)
)
(16)
for all (m1,a1) and (m2,a2) in H × H . If we switch (m1,a1) and (m2,a2) to get a new equation and
cancel all terms involving the function s in the new equation with those in (16), we get
μ
(
ψ1(a1,m2)
)+ ψ2
(
f2(m2,a2), f1(m1,a1)
)
= μ(ψ1(a2,m1)
)+ ψ2
(
f2(m1,a1), f1(m2,a2)
)
(17)
for all (m1,a1), and (m2,a2) in H × H . Deﬁne four homomorphisms u1,u2, v1, v2 : H → H given by
u1(x) = f1(x,0); u2(x) = f2(x,0); v1(x) = f1(0, x); v2(x) = f2(0, x)
for all x ∈ H . Then f1(m,a) = u1(m)+ v1(a) and f2(m,a) = u2(m)+ v2(a) for all m,a ∈ H . Substituting
f1 and f2 in (17) with these formulas, we get
μ
(
ψ1(a1,m2)
)+ ψ2
(
u2(m2),u1(m1)
)+ ψ2
(
u2(m2), v1(a1)
)
ψ2
(
v2(a2),u1(m1)
)
+ ψ2
(
v2(a2), v1(a1)
)
= μ(ψ1(a2,m1)
)+ ψ2
(
u2(m1),u1(m2)
)+ ψ2
(
u2(m1), v1(a2)
)
ψ2
(
v2(a1),u1(m2)
)
+ ψ2
(
v2(a1), v1(a2)
)
. (18)
If we let a1 =m2 = 0 in (18), we get
ψ2
(
v2(a2),u1(m1)
)= μ(ψ1(a2,m1)
)+ ψ2
(
u2(m1), v1(a2)
)
. (19)
If we let a2 =m1 = 0 in (18), we get
μ
(
ψ1(a1,m2)
)+ ψ2
(
u2(m2), v1(a1)
)= ψ2
(
v2(a1),u1(m2)
)
. (20)
Combining Eqs. (18), (19) and (20), we get
μ
(
ψ1(x, y)
)= ψ2
(
v2(x),u1(y)
)− ψ2
(
u2(y), v1(x)
)
, (21)
ψ2
(
u2(x),u1(y)
)= ψ2
(
u2(y),u1(x)
)
, (22)
ψ2
(
v2(x), v1(y)
)= ψ2
(
v2(y), v1(x)
)
(23)
for all x, y ∈ H .
We are now going to obtain an isotopism between ψ1 and ψ2 or ψ∗2 . Since ( f1, f2) : H × H →
H × H is an isomorphism, the intersection of the kernels Ker(u1) ∩ Ker(u2) = 0. If Ker(u1) = 0 and
0 = h ∈ Ker(u1), then by (22), we get ψ2(u2(h),u1(y)) = ψ2(u2(y),u1(h)) = 0 for all y ∈ H , and
hence Im(u1), the image of u1, is contained in the kernel of ψ2(u2(h), ). Since ψ2 is an additive
Hadamard cocycle and u2(h) = 0 as u1(h) = 0, the size of the kernel of ψ2(u2(h), ) is |H|/|N|.
Therefore | Im(u1)| = |H|/|Ker(u1)|  |H|/|N|, and consequently |Ker(u1)|  |N| > √|H|. Similarly, if
Ker(u2) = 0, then by (23), we have |Ker(u2)| > √|H|. From Ker(u1) ∩ Ker(u2) = 0, at least one of u1
and u2 is an isomorphism. If u1 is an isomorphism, then by (21), we ﬁnd that
μ
(
ψ1(x, y)
)= ψ2
(
v2(x),u1(y)
)− ψ2
(
u2(y), v1(x)
)
= ψ2
(
v2(x),u1(y)
)− ψ2
(
u2(y),u1
(
u−11 v1(x)
))
= ψ2
(
v2(x),u1(y)
)− ψ2
(
u2
(
u−11 v1(x)
)
,u1(y)
)
= ψ2
(
v2(x) − u2
(
u−11 v1(x)
)
,u1(y)
)
= ψ2
((
v2 − u2u−11 v1
)
(x),u1(y)
)
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the homomorphism v2 − u2u−11 v1 must be an isomorphism and ψ1 and ψ2 are isotopic, and by
Theorem 5.5, Dψ1 ∼=Dψ2 . Similarly, if u2 is an isomorphism, we can show that Dψ1 ∼=Dψ∗2 =D∗ψ2 .
Conversely, if Dψ1 and Dψ2 are isomorphic, then by Theorem 5.5, there is an isotopism (σ ,σ
∗,μ)
such that μ(ψ1(x, y)) = ψ2(σ (x),σ ∗(y)) for all x, y ∈ H , and one can easily check that the map
f : Flag(ψ1) → Flag(ψ2) given by f (m,a,b) = (σ ∗(m),σ (a),μ(b)) for all (m,a,b) ∈ Flag(ψ1) is a
group isomorphism. Similarly, if Dψ1 and D
∗
ψ2
are isomorphic, then Dψ1 and Dψ∗2 are isomorphic
and Flag(ψ1) ∼= Flag(ψ∗2 ) ∼= Flag(ψ2). 
Remark 6.3. The condition |N| > √|H| does not seem to be very natural but we do not have a proof
without this condition. The theorem is true for all Hadamard cocycles ψ : H × H → N when N is of
prime order p because all such cocycles are isotopic and all ﬂag groups of such cocycles are isomor-
phic as they are extra special p-groups of exponent p when p is odd, or central products of dihedral
groups of order 8 when p = 2. We incline to believe that the theorem is probably still true without
the condition.
7. Polarities of designs from additive Hadamard cocycles
From the proof of Theorem 5.5, one can see that in general if the designs Dψ1 and Dψ2
obtained from two additive Hadamard cocycles ψ1 and ψ2 are isomorphic, any isomorphism
γ : Dψ1 → Dψ2 is given by elements a,a∗ ∈ H , b ∈ N , σ ,σ ∗ ∈ Aut(H), μ ∈ Aut(N) such that
μ(ψ1(x, y)) = ψ2(σ (x),σ ∗(y)) and the map γ f : F (Dψ1 ) → F (Dψ2 ) is given by
γ f (m, x, y) =
(
σ ∗(m) + a∗,σ (x) + a,μ(y) + b + ψ2
(
σ(x),a∗
))
.
Hence γ −1f : F (Dψ2 ) → F (Dψ1 ) is given by
γ −1f (m, x, y) =
(
σ ∗−1(m) + σ ∗−1(−a∗),σ−1(x) + σ−1(−a),μ−1(y) + μ−1(−b)
+ ψ1
(
σ−1(x),σ ∗−1
(−a∗))+ ψ1
(
σ−1(a),σ ∗−1
(
a∗
)))
.
If Dψ is self-dual, then Dψ ∼=D∗ψ ∼=Dψ∗ and by Theorem 5.5, ψ and ψ∗ are isotopic. Since every
isomorphism ι : Dψ → D∗ψ can be decomposed into ι = c ◦ γ , where c : Dψ∗ → D∗ψ is the canoni-
cal isomorphism (see (12)) and γ :Dψ →Dψ∗ is the isomorphism c−1 ◦ ι given by some elements
a,a∗ ∈ H , b ∈ N , σ ,σ ∗ ∈ Aut(H), μ ∈ Aut(N) such that μ(ψ(x, y)) = ψ∗(σ (x),σ ∗(y)), the permuta-
tions ι f and ι
−1
f of F (Dψ) = F (D∗ψ) are given by
ι f (m, x, y) = c f
(
γ f (m, x, y)
)
= c f
(
σ ∗(m) + a∗,σ (x) + a,μ(y) + b + ψ∗(σ(x),a∗))
= (σ(x) + a,σ ∗(m) + a∗,μ(y) + b + ψ∗(σ(x),a∗)
+ ψ(σ ∗(m) + a∗,σ (x) + a)) (24)
and
ι−1f (m, x, y) = γ −1f
(
c−1f (m, x, y)
)
= γ −1f
(
x,m, y − ψ(x,m))
= (σ ∗−1(x) + σ ∗−1(−a∗),σ−1(m) + σ−1(−a),μ−1(y) − μ−1(ψ(x,m))
+ μ−1(−b) + ψ(σ−1(m),σ ∗−1(−a∗))+ ψ(σ−1(a),σ ∗−1(a∗))), (25)
for all (m, x, y) ∈ F (Dψ) = F (D∗ψ).
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to an additive Hadamard cocycle φ such that μ ◦ φ = φ∗ , for some μ ∈ Aut(N) satisfying μ2 = 1.
Proof. If Dψ is self-dual and ι :Dψ →D∗ψ is a polarity given by a,a∗ ∈ H , b ∈ N , σ ,σ ∗ ∈ Aut(H), μ ∈
Aut(N), as in (24), such that μ(ψ(x, y)) = ψ∗(σ (x),σ ∗(y)), then ι f = ι−1f . By (24) and (25), one has
σ ∗ = σ−1, a∗ = −σ−1(a), μ2 = 1, and μ(b) = −b. Hence μ(ψ(x, σ (y))) = ψ∗(σ (x), y) = −ψ(y, σ (x)).
If we let φ(x, y) = ψ(x, σ (y)) for all x, y ∈ H , then μ ◦ φ = φ∗ . The converse is obvious. 
Corollary 7.2. Let ψ : H × H → N be an additive Hadamard cocycle and |N| be odd. The design Dψ has a
polarity if and only if ψ is isotopic to an additive Hadamard cocycle φ : H × H → N such that there are two
subgroups N1 and N2 of N with N = N1 ⊕ N2 , i.e. N1 ∩ N2 = 0 and N = N1 + N2 , two additive Hadamard
cocycles φ1 : H × H → N1 with φ1 = −φ∗1 and φ2 : H × H → N2 with φ2 = φ∗2 and φ = φ1 ⊕ φ2 .
Proof. By Theorem 7.1, ψ is isotopic to an additive Hadamard cocycle φ with μ(φ) = φ∗ for some μ ∈
Aut(N) satisfying μ2 = 1. Since |N| is odd, we can deﬁne N1 = Im[(1−μ)/2] and N2 = Im[(1+μ)/2],
φ1 = 1−μ2 ◦ φ and φ2 = 1+μ2 ◦ φ. One can easily check that N1, N2, φ1 and φ2 satisfy all conditions
in the corollary and by Proposition 3.4, the cocycles φ1 and φ2 are Hadamard cocycles. Obviously
φ = φ1 ⊕ φ2. The converse is also clear. 
Corollary 7.3. Let ψ : H × H → N be an additive Hadamard cocycle. The designDψ has an absolute polarity
if and only if ψ is isotopic to an additive Hadamard cocycle φ : H × H → N such that φ = φ∗ and φ(x, x) = 0
for all x ∈ H.
Proof. If ι :Dψ →D∗ψ is a polarity given by a,a∗ ∈ H , b ∈ N , σ ,σ ∗ ∈ Aut(H), μ ∈ Aut(N) such that
μ(ψ(x, y)) = ψ∗(σ (x),σ ∗(y)), by the proof of Theorem 7.1 we have σ ∗ = σ−1, a∗ = −σ−1(a), μ2 = 1,
μ(b) = −b. By (24), we get a permutation ι f of F (Dψ) given by
ι f (m, x, y) =
(
σ(x) + a,σ−1(m − a),μ(y) + b + ψ(σ−1(a),σ (x))
+ ψ(σ−1(m − a),σ (x) + a))
for all (m, x, y) ∈ F (Dψ). The polarity ι is an absolute polarity if and only if for each x ∈ H and y ∈ N ,
there is a unique m ∈ H such that ι f (m, x, y) = (m, x, y), that is m = σ(x) + a and
y = μ(y) + b + ψ(σ−1(a),σ (x))+ ψ(σ−1(m − a),σ (x) + a)
= μ(y) + b + ψ(σ−1(a),σ (x))+ ψ(x,σ (x) + a)
= μ(y) + b + ψ(σ−1(a),σ (x))+ ψ(x,a) + ψ(x,σ (x))
for all x ∈ H and y ∈ N . Let y = 0, we get b+ψ(σ−1(a),σ (x))+ψ(x,a)+ψ(x, σ (x)) = 0 for all x ∈ H .
Therefore b = 0, ψ(σ−1(a),σ (x)) + ψ(x,a) + ψ(x, σ (x)) = 0 for all x ∈ H , μ(y) = y for all y ∈ N . This
implies that μ = 1, and
ψ
(
σ−1(a),σ (x)
)+ ψ(x,a) = μ(ψ(σ−1(a),σ (x)))+ ψ(x,a) = ψ∗(a, x) + ψ(x,a) = 0,
and therefore ψ(x, σ (x)) = 0 for all x ∈ H . Hence the additive Hadamard cocycle φ : H × H → N given
by φ(x, y) = ψ(x, σ (y)) satisﬁes φ = φ∗ and φ(x, x) = 0 for all x ∈ H . 
Remark 7.4. Corollary 7.3 shows that the additive Hadamard cocycles studied in [7] are the prototyp-
ical additive Hadamard cocycles whose divisible designs admit absolute polarities.
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In this section we show that ﬂag groups of odd orders can be obtained from intertwining products
of additive Hadamard cocycles and their dual cocycles, and hence there are semi-regular relative
difference sets in these groups. We also demonstrate that if we apply the same twisted intertwining
product construction to additive Hadamard cocycles of elementary abelian 2-groups, we obtain bent
functions. We then ﬁnish this paper with two questions concerning F2 valued bent functions.
If we take a closer look at the multiplication (11) of the ﬂag group Flag(ψ) of the additive
Hadamard cocycle ψ : H × H → N , it is easy to see that Flag(ψ) = E(H × H,N,0  ψ), where 0
is the trivial cocycle. In order to have a better understanding of the structure of the ﬂag groups, we
need the following two simple lemmas.
Lemma 8.1. If ψ : H × H → N is a cocycle and μ ∈ Aut(N), then μ ◦ ψ : H × H → N is also a cocycle and
E(H,N,ψ) ∼= E(H,N,μ ◦ ψ).
Lemma 8.2. If ψ : H × H → N is a multiplicative cocycle, then (−ψ)ψ∗ = ∂ψ is a coboundary.
By Theorem 4.9 and covering subgroups of Davis and Jedwab [10], we get an interesting conse-
quence of Lemma 8.2.
Theorem 8.3. Let H and N be two additive elementary abelian p-groups, and ψ : H × H → N be an additive
cocycle. Then the following statements are equivalent.
(i) The cocycle ψ is a Hadamard cocycle.
(ii) The cocycle ψ as a function from H × H to N is a bent function, i.e. ∂ψ is a Hadamard cocycle.
(iii) For each function g : H → N, the function ψ(x, y) + g(y) from H × H to N is a bent function.
(iv) For each function g : H → N and each permutation γ of H, the function ψ(x, γ (y)) + g(y) from H × H
to N is a bent function.
Proof. The equivalence of (i) and (ii) is a direct consequence of Theorem 4.9 and Lemma 8.2. The
equivalence of (i) and (iii) is from Theorem 4.9, Lemma 8.2, and the fact that if f (x, y) = ψ(x, y) +
g(y), then ∂ f = ∂ψ + ∂ g = (−ψ)∂ g ψ∗ . In order to see that (i) implies (iv), we need to look at the
character sum of the graph G f of the function f (x, y) = ψ(x, γ (y)) + g(y).
The graph
G f =
{(
x, y,ψ
(
x, γ (y)
)+ g(y)) ∣∣ x, y ∈ H}=
⋃
y∈H
(
L y +
(
0, y, g(y)
))
,
where L y = {(x,0,ψ(x, γ (y))) | x ∈ H} is a subgroup of order |H| in H × H × N as ψ is an additive
cocycle, and L y + (0, y, g(y)) is a coset of L y obtained from a translation of L y in H × H × N by
the element (0, y, g(y)) ∈ H × H × N . If we let L∞ = {(0,0, z) | z ∈ N}, then the subgroups in {L y |
y ∈ H ∪ {∞}} form covering subgroups of H × {0} × N , that is for each non-principal character χ of
H×{0}×N , it is trivial on exactly one subgroup in {L y | y ∈ H∪{∞}}. This can be checked by verifying
that every pair of two distinct subgroups L y1 and L y2 generates H × {0} × N as ψ is a Hadamard
cocycle, and that the summation of numbers of prime index subgroups in H × {0} × N containing L y
over all y ∈ H ∪ {∞} is precisely the total number of prime index subgroups in H × {0} × N . This
implies that G f is a semi-regular relative difference set in H × H × N relative to L∞ and f (x, y) =
ψ(x, γ (y)) + g(y) is a bent function. 
We call functions in (iv) of Theorem 8.3 the Maiorana–McFarland functions of the additive cocycle ψ .
When ψ is the standard inner product with respect to a basis of H and N = Z/pZ, these functions
are the classic Maiorana–McFarland functions.
Now if |N| is odd and ψ : H × H → N is a multiplicative cocycle, then by Lemmas 8.1 and 8.2 and
isomorphism in (4), one has
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∼= E(H × H,N,0 (2ψ))
∼= E(H × H,N,0 (2ψ) + ∂(−ψ∗))
∼= E(H × H,N,0 (2ψ) + ψ∗  (−ψ))
∼= E(H × H,N,ψ∗ ψ).
Therefore when ψ : H × H → N is an additive Hadamard cocycle and |N| is odd, the ﬂag group
Flag(ψ) ∼= E(H × H,N,ψ∗  ψ). By Corollary 3.2 and Theorem 4.9, the cocycle ψ∗  ψ is also an
additive Hadamard cocycle and satisﬁes (ψ∗  ψ)∗ = ψ∗  ψ . This type of Hadamard cocycle was
studied in detail in [7] and results of [7] implies that
Theorem 8.4. If ψ : H × H → N is an additive Hadamard cocycle and |N| is odd, then the ﬂag group Flag(ψ)
is a special p-group of exponent p with |Z(Flag(ψ))| + | Flag(ψ)/Z(Flag(ψ))| − 1 conjugacy classes, where
Z(Flag(ψ)) is the center of Flag(ψ), and up to equivalence Flag(ψ) contains a unique semi-regular relative
difference set R relative to Z(Flag(ψ)) such that 1 ∈ R and rRr = R for all r ∈ R and the designDR admits an
absolute polarity.
If |N| is even, i.e. H and N are elementary abelian 2-groups, the cocycle
ψ∗ ψ = ψ∗  (−ψ) = ∂(−ψ∗)= ∂(ψ∗),
and therefore E(H × H,N,ψ∗ ψ) ∼= H × H × N is an elementary abelian group, which is no longer
isomorphic to the ﬂag group Flag(ψ). However the group E(H×H,N,ψ∗ψ) contains a semi-regular
relative difference set because ψ∗  ψ is a Hadamard cocycle. Since ψ∗  ψ = ∂(ψ∗), the function
ψ∗ : H × H → N is a bent function. Unlike the |N| odd case, relative difference sets in an elementary
abelian 2-group are not unique up to equivalence. We now describe some examples of (q2,q,q2,q)-
relative difference sets in elementary abelian groups constructed by Nyberg [26] generalizing the
methods of Dillon [11,12] and McFarland [24].
Let F = {x1, x2, . . . , xq} be a ﬁnite ﬁeld with q elements and {L0, L1, . . . , Lq} be a spread of F × F,
i.e. each Li is a subgroup of order q in F × F, and for each i = j, 〈Li, L j〉 = F × F, or equivalently
Li ∩ L j = {(0,0)}. Using character sum, one can easily check that the following subsets R1 and R2 are
(q2,q,q2,q)-relative difference set in F3. They are generally inequivalent since the construction of R1
is analogous to McFarland’s construction [24] while the construction of R2 is in the spirit of Dillon’s
construction [11,12].
Example 8.5. The set
R1 =
q⋃
i=1
(xi, Li)
is a (q2,q,q2,q)-relative difference set in F3 relative to the subgroup {(0, y, z) | (y, z) ∈ L0}.
Example 8.6. The set
R2 = (x1, L0) ∪
q⋃
i=1
(
xi, Li \
{
(0,0)
})
is a (q2,q,q2,q)-relative difference set in F3 relative to the subgroup {(x,0,0) | x ∈ F}.
A semi-regular relative difference set in an elementary abelian group H × N = Zlp relative to N
is simply a bent function from H to N , and Corollary 4.2 shows that this one single function is
equivalent to an elementary abelian group of bent functions from H to Zp which is isomorphic to N .
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from the multiplication of the quasiﬁeld while the bent function in Example 8.6 is obtained from the
one sided division of the quasiﬁeld. For instance if the quasiﬁeld multiplication is given by x ∗ y =
xγ (y) for some permutation γ of F that ﬁxes 0 and 1, then the function f1(x, y) = xγ (y) can be a
bent function of Example 8.5 and f2(x, y) = γ −1(xyq−2) can be a bent function of Example 8.6. It is
well known that the order of any group of bent functions from H to Zp is no larger than the order
of H , and when it is equal to the order of H , we obtain a planar function. When H is an elementary
abelian 2-group, it is shown by Nyberg [26], and later by Ma [23] in a more general setting, that the
order of any group of bent functions from H to Z2 is no larger than
√
H . We conclude this paper
with the following questions:
Question 8.7. Does every bent function from H to Z2 belong to a group of bent functions of order
greater 2? For example, does the bent functions obtained from Kasami functions in [13] belong to a
larger group of bent functions?
Question 8.8. Does every bent function from H to Z2 belong to a group of bent functions of or-
der
√
H?
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