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Abstract
The focus of the thesis is the investigation of the generalized repressilator model
(repressing genes ordered in a ring structure). Using nonlinear bifurcation analy-
sis stable and quasi-stable periodic orbits in this genetic network are characterized
and a design for a switchable and controllable genetic oscillator is proposed. The
oscillator operates around a quasi-stable periodic orbit using the classical engi-
neering idea of read-out based control. Previous genetic oscillators have been
designed around stable periodic orbits, however we explore the possibility of
quasi-stable periodic orbit expecting better controllability.
The ring topology of the generalized repressilator model has spatio-temporal
symmetries that can be understood as propagating perturbations in discrete lat-
tices. Network topology is a universal cross-discipline transferable concept and
based on it analytical conditions for the emergence of stable and quasi-stable
periodic orbits are derived. Also the length and distribution of quasi-stable os-
cillations are obtained. The findings suggest that long-lived transient dynamics
due to feedback loops can dominate gene network dynamics.
Taking the stochastic nature of gene expression into account a master equation
for the generalized repressilator is derived. The stochasticity is shown to influence
the onset of bifurcations and quality of oscillations. Internal noise is shown to
have an overall stabilizing effect on the oscillating transients emerging from the
quasi-stable periodic orbits.
The insights from the read-out based control scheme for the genetic oscillator
lead us to the idea to implement an algorithmic controller, which would direct
any genetic circuit to a desired state. The algorithm operates model-free, i.e. in
principle it is applicable to any genetic network and the input information is a
data matrix of measured time series from the network dynamics. The application
areas for readout-based control in genetic networks range from classical tissue
engineering to stem cells specification, whenever a quantitatively and temporarily
targeted intervention is required.
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About the Thesis
Synthetic biology and forward design of gene expression networks has infused
classical engineers and physicists with new ideas and possibilities. It offers them
the opportunity to undust and adapt their over several years collected know-
how and contribute to a new scientific discipline. The key research outcomes in
synthetic biology coming from this physical/electrical engineering source include
the implementation of oscillators in living bacteria by Elowitz and Leibler (2) and
by Sticker, Hasty and others (3). The first design is based on a uni-directionally
coupled rings, which have been exploited in electrics and the second design is
based on the classical reasoning of time scale separations and delays, which are
typically necessary for oscillations in physical systems. Further contributions
came from computer science. The idea on hierarchical organization has inspired
creation of logical gates in living cells, where fundamental work has been done
by Andrianantoandro, Weiss and co-workers (4).
However classical physics or engineering ideas can not be directly applied to
biological systems, there are some bridges to be crossed beforehand. Main gaps
between the well-predictable and operating in steady state classical systems and a
synthetic gene network are high levels of noise and nontrivial transient behaviour.
Well, I am one these lucky physicists, who has the change to benefit from synthetic
biology progress and to develop methods for these noisy and out-of-steady state
operating gene networks.
After the Introduction (chap. 1) I introduce and analyze in research chapter 2
a standard genetic model and develop methods, which are of a potential use for
synthetic biology. This model, also known under the name ”The generalized
repressilator”, is a network of genes repressing each other and ordered in a ring
structure. This configuration has outstanding symmetrical properties allowing
analytical calculations of steady states and also analytical bifurcation analysis. I
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will show the importance of Hopf bifurcations previously ignored in the model
and propose a protocol, which allows the creation of a switchable and controllable
oscillator based on the transients originating from these bifurcations (5). It seems
to be feasible to implement this structure in a real biological cell and we have
a collaborative project here at Imperial, with an experimental group who are
concentrating on creation of parts for this structure.
The in dept mathematical analysis of this highly symmetric gene configura-
tion will be continued in the chapter 3. It turns out not only being interesting
on its own right, but also because of the underlying mathematical connection
to uni-directionally coupled ring elements, which are common in maths and
physics. There is a mechanical counterpart to the genetic repressilator, which
is the recently developed magnetometer by Bulsara and co-workers (6) showing
similar transient oscillating states. Our results are extend-able to these kind of
systems and therefore also have impact outside of the synthetic biology field. The
generalized repressilator model and its ring symmetry can be thought of as a uni-
versal classical concept for switches and oscillators, which is transferable across
disciplines.
One of the challenges for the transfer of classical engineering concepts to syn-
thetic networks is the omnipresence of noise. A lot of afford has been spend
on understanding the biophysical mechanisms and mathematical description of
noisy behaviour in the gene expression (7, 8). For example, work by Swain and
co-workers (9), who proposed a theoretical description of noise sources in terms
of two orthogonal components: extrinsic and the intrinsic. This theoretical con-
cept was supported by the experimental proof in bacterial populations shortly
after (10). Mathematical description of eukaryote gene expression and the influ-
ence of noise is more complex, since effects of stochastic memory and ”burst”-like
behavior need to be taken into account (11). The main objective of these stud-
ies was to reveal the naturally occurring biophysical mechanisms as sources of
stochasticity. In the third chapter of the thesis I will revise classical analytical
methods assessing the influence and possible control of noise in synthetic circuits.
The well-known van Kampen Ω-expansion will be revised and the regulation of
noise levels in the generalized repressilator model will be investigated.
In chapter 5 I will present a reinforcement learning algorithm, which can be
used for a general control of biological systems, where only limited information
LIST OF FIGURES 14
on the underlying dynamics in the biological system is available and the system is
noisy. This algorithm is based on the fundamental linear programming technique
firstly introduced by Bellman in 1957 (12) and recently revised and adapted to cope
with larger uncertainties by Ernst and co-workers (13). The use of the algorithm
is showcased on a genetic switch and a genetic ring, both examples are special
cases of the generalized repressilator model. For the genetic switch an optimized
strategy for the reversal is inferred and for the gene ring a control around an
unstable periodic orbit is shown.
This thesis presents an interdisciplinary research, where existing mathemati-
cal, computational and analytical techniques are adapted and further developed.
The main objective, which is to design and influence biological system requires
crossing borders between the classical disciplines and adapting an arsenal of
techniques. In the hope that the reader will enjoy the variety in methods and
connections between the disciplines which became clear during this thesis, I wish
you a pleasant journey through the rugged and noisy bio-landscape!
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Chapter 1
Introduction: Modeling and
engineering in Synthetic Biology
Can we engineer biological systems in a predictable manner to perform new
functions or to optimize already existing ones? And what are the underpinning
principles behind the forward design of gene regulatory networks? These ques-
tions gave rise to a new engineering discipline - the synthetic biology (4, 14, 15).
Inspired in many cases by electronic elements, simple gene networks have been
designed to perform reproducible, low-level functions. The pioneering synthetic
circuit implementations in 2000 include the genetic ring oscillator known as the
repressilator (2) and the toggle switch (1). Since then progress has been made in
experimental implementation of engineered genetic transcription networks dur-
ing the last decades. Simple synthetic modules have been integrated into the
complex machinery of the cell, as in the oscillator recently implemented in a
mammalian cell (16), or interfaced with cellular pathways to induce particular
responses, as in the construct where the toggle switch was connected to the SOS
pathway to induce DNA protection mechanisms in E. coli when exposed to UV
light (17). Synthetic circuits have also been used for medically relevant research
as for example the study where genetically engineered E. coli have selectively
invaded cancer cells (18). Similar principles have been exploited in the ratio-
nal design of internal negative feedback operated in conjunction with external
arabinose-driven positive feedback to produce cell-synchronized oscillations (3).
This recent experimental progress infuses the minds of mathematicians and en-
gineers with new design ideas for more complex artificial gene networks, which
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would perform more sophisticated functions.
A successful design of an artificial network is often preceded by thorough
mathematical modelling (7, 19), which usually includes abstraction of the bio-
chemical process and its analytical time scale estimations. The abstraction steps
include several assumptions on the biochemical reactions such as that the laws
of mass actions are approximately valid or that the number of DNA copies in a
cell is constant. After the abstraction the biochemical process can be coded in an
ODE (ordinary differential equation) model amenable to numerical integration.
Very often inherent stochasticity of the gene expression process generates a quali-
tatively different dynamic behaviour as the according deterministic model. Then
the stochasticity can be explicitly included into the model using either the Master
Equation formalism (20) for analytical estimations or Gillespie algorithm (21) in
order to obtain stochastic time traces numerically.
Even though standard modelling techniques exist and a lot of progress in
the theoretical description has been achieved during the last years, there are still
gaps remaining to be bridged for a predictable forward design of gene expression
parts. One of the difficulties arises if simple networks consisting of few genes are
hierarchically interconnected as it is envisioned by creators of the MIT Registry
for re-usable biological parts (22). The convergence to the steady states of larger
transcriptional networks will be slow compared to the cell life-time and other
gene expression reactions and therefore not only steady states but also transient
effects must be explicitly considered in the design. Further complications for the
successful or predictable designs arise because of the inherent stochasticity due to
low copy numbers involved into the transcription process. Therefore transcrip-
tional network designs either require robustness to noise (23, 24) or new concepts,
which would explicitly take advantage of the noise presence. Finally the lack of
quantitative information, such as transcription and translation constants and their
dependence on the environmental conditions as for instance fluctuations in cell-
feeding media, temperature etc, makes predictability of synthetic designs very
difficult. In particular for practical tissue engineering quantitative information
about transcriptional networks is required in order to infer interference protocols,
with which a genetic network can be directed to a desired state. Following such
protocols colonies of cells can be conducted to desired phenotypes in an effective
manner.
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In this thesis the generalized repressilator model (uni-directionally coupled
genetic repressors ordered in a ring) is used to illustrate these difficulties and to
demonstrate solution strategies. The appearance of non-trivial and long-lived
transient dynamics in larger synthetic networks is showcased with the character-
ization of unstable periodic orbits (UPOs) in the generalized repressilator (thesis
chapter 2). These UPOs are shown to be observable, long-lived oscillating tran-
sients, which are likely to feature in time-limited environments such as bacterial
cells. These transients are interesting not only for the illustration of the non-trivial
behavior in large genetic networks, but also from the bioengineering point of view.
The uni-directionally and cyclically coupled genetic repressors can be used for
the design of switchable and controllable genetic oscillators.
More mathematically rigorous characterization of the UPOs in the generalized
repressilator model and the analytical conditions for the emergence of a cascade
of unstable periodic orbits (UPOs) via Hopf bifurcations is given in chapter 3.
These unstable orbits can be understood with concepts of travelling waves and
kinks from classical physics. In the electrical engineering there are other uni-
directionally coupled ring systems, as for instance Duffing oscillators or magnetic
flux gates, which are well-studied and used for practical applications. Via bifur-
cation analysis and group theory, parallels are shown between the generalized
repressilator model and the well-established ring symmetric structures. The os-
cillator design as a cyclic coupling of repressors appears to be an example for a
transferable engineering principle which works in electrical and biological sys-
tems.
In the following thesis chapter 4 biochemical parameters are identified, which
tuning can induce Hopf Bifurcations in the stochastic version of the generalized
repressilator model. The stochasticity has a strong effect on the onset of stable
limit cycle oscillations, where stochastic fluctuations influence both the onset of
bifurcations and their quality. For a regime far away from the oscillation onset
we show that in the generalized repressilator model with even number of genes
noise seems to be constructive and has a stabilizing effect on the unstable periodic
orbits.
After the dynamical characterization of the generalized repressilator in deter-
ministic and stochastic regimes performed in the previous chapters, we use it as
an engineering example to propose optimized interference strategies via external
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signals. In general, the mechanisms behind the gene expression in both bacterial
and eukaryotic cells are reasonably-well understood in qualitative terms. The
gene expression dogma that DNA information is transcribed into mRNA and sub-
sequently followed by the translation into proteins is considered to be textbook
knowledge (25, 26). However, the descriptive understanding of the process is
too uncertain for engineering purposes. In conventional approaches, a math-
ematical model for the network is tried to be obtained (see (27) for a classical
procedure) and then, analysing the inferred topology, the network states can be
defined and interference strategies can be designed for effective tissue engineer-
ing. Instead of this conventional approach a less ambitious, but potentially more
practically relevant technique is proposed in thesis chapter 5. The assumptions
for the technique to work are a descriptive understanding of the genetic network,
a possibility to interfere with the network components such for example UV light
activation (28, 29) of certain proteins (input) and a possibility to estimated a state
of the relevant proteins (readout) (30). Based on the input-output samples in form
of a data matrix, a machine-learning algorithm is proposed.
Classical oscillator engineering and biochemical mechanisms during gene ex-
pression in bacteria have motivated the creation of the generalized repressilator
model. This chapter contains background knowledge on regulation of bacterial
gene expression derived from the first biochemical principles (26) and the review
of pioneering implementation in living cells of special cases of the generalized
repressilator model.
1.1 Gene expression in bacteria
Synthetic genetic circuits use the natural gene expression resources of the cells
to perform functions. If designing synthetic regulatory elements for bacterial
cells from scratch, mathematical models for gene expression are required. The
derivation of the models is based on the background knowledge about gene
regulation principles, the law of mass action, and the intrinsic time scales involved
into the associated biochemical reactions. In the following we review background
knowledge on the biochemical reactions necessary for the model construction.
Mathematical equations for gene expression are based on the dogma that pro-
tein synthesis occurs in two steps: transcription and translation. In the first step
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information stored in the DNA sequence is used for the production of messenger
RNA (mRNA) Fig. 1.1 (a). This transcription step is followed by the translation
of the RNA information to construct the protein product Fig. 1.1 (b). During the
DNA
protein coding region
RNAP with
Σ factor
promoter region and
the direction of transcription
mRNA
RB1 RB2 RB3
a
b
Figure 1.1: Abstract view on gene expression in bacteria. (a) Transcription initiation.
The structure of a typical bacterial gene consisting of a promoter region (purple), which
is -35 to -10 nb (nucleotide base pairs) upstream the coding sequence. The holoenzyme
consisting of RNA polymerase, (RNAP yellow) and promoter recognizing σ factor (dark
purple) is about to bind to the promoter region. The direction of transcription is indicated
with the black arrow.
(b) Translation in bacteria. Three ribosomes RB1, BR2, RB3 are translating one mRNA
template into proteins, which are indicated with dark red lines. Since ribosomes are in
abundance, protein production rate can be approximated as a linear first order reaction,
which is proportional to the mRNA concentration. The rate constant for the translation
reaction can be larger than one, because several ribosomes can simultaneously translate
one template.
first step a prokaryotic transcription initiation factor σ binds to RNA polymerase
(RNAP) forming a holoenzyme. σ-factors direct the transcription machinery
towards the gene promoter regions. There are 7 different σ-factors for E. coli,
whereas one factor is highly conserved across bacteria. It is responsible for house
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keeping during normal growth conditions. This house keeper finds the (-35 to -10
basepairs) upstream promoter region, whereas the other factors activate specific
genes during extreme conditions: heat shock, salt stress etc. Engineered gene
circuits can take advantage of the natural transcription machinery if they contain
a promoter region recognizable by σ-factors.
For the mathematical modeling of biochemical reactions involved in gene
expression we need to know in which amounts RNAP and σ-factors are present in
the cell and if the complex formation is a limiting step in the transcription. RNAP
is believed to be highly abundant protein (7000-10000 molecules per cell) and is
not a rate limiting factor of any kind (26). The same is true for the σ-factor, so that
the complex concentration can be assumed abundant.
The RNAP – σ-factor complex binds specifically to certain DNA sites - the
promoter regions. The search for a promoter region is usually fast and takes less
than 60s as well established by theoretical results and experimental single cell
measurements (31). The promoter region is usually located a couple of nucleotide
base pairs (-35 to -10) upstream the DNA coding region. Once the holoenzyme
is attached to the promoter region the σ initiation factor is released and the elon-
gation (transcription) starts. During the elongation the RNA polymerase moves
down the DNA strand unwinding the double helix and allowing the ribonu-
cleotide triphosphates to enter the complex and to elongate RNA transcript as a
complement of DNA sequence. After the passing of the transcription complex
the opened DNA re-winds to the original form and the RNA transcript of the
passed region appears at the opposite site of ribonucleotide triphosphates entry.
The elongation process continues until it is stopped by a ρ-protein or as in case of
engineered plasmids by a terminating sequence. The time scale for the transcrip-
tion of 100 long mRNA piece is about 100 seconds (19). We note that where is a
small delay between the binding of the promoter site and the appearance of the
final mRNA transcript, so that the mRNA production is a slow reaction. Finally,
the transcription termination sequence causes the RNA polymerase to end the
transcription process and to detach from the DNA. The detaching process occurs
very fast ≈ 1s. The number of mRNA transcripts for a particular protein is quite
low compared to other chemicals involved in the transcription process, it is on
the order of dozens.
After the schematic sketch of bio-molecular processes, gene regulation on the
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microscopic level can be explained. The transcription of genes is regulated by
activators such as for example σ initiation factor. The RNA polymerase (RNAP)
must be complexed with the activator σ in order to recognize the binding site for
the transcription initiation. And that means the gene is not expressed without
the according activator. Moreover, the repression of transcription of certain genes
can be achieved if an appropriate protein tightly binds to the promoter region
and forbids in this way the binding of the holoenzyme for transcription initiation.
This inhibition mechanism requires that the shape of the inhibitor protein is tailor-
made for the according binding site. Such proteins develop through evolution or
can be engineered. The expression inhibition mechanism can be and indeed was
used in synthetic circuits to implement repression (1, 2).
Summarizing, the transcription step majorly depends on the concentration
of the regulatory proteins and involves biochemical reactions on two different
time scales: the attachment and the detachment of the regulatory proteins is fast
compared to the mRNA production in the elongation step. The overall number
of mRNA transcripts is low. We will use this information by the model derivation
for the gene expression process.
The second step in the gene expression is the translation of messenger RNA to
protein sequence. For the translation to take place several bio-molecular agents
need to be assembled: 2 subunits (large and small), the messenger RNA pro-
duced during transcription, the tRNA (transfers a specific amino acid to a grow-
ing polypeptide chain) and the initialization factors (F1-3). All agents are present
in the cytoplasm at approximately constant (on the time scale of interest) con-
centrations, but not the mRNA. mRNA is present in low copy numbers and the
concentration changes on relevant time scales. So the number of mRNAs is the
rate limiting factor of the translation process and we can neglect the dynamics of
other molecules in the model and consider the translation being proportional to
the amount ofmRNA. Once the stepwise assembly is accomplished the elongation
of the polypeptide chain can starts 1.1 (b). As pointed out in 1.1 (b) more than one
ribosome unit is attached to the mRNA template at the same time. The elongation
of a 30 peptide long chain takes ≈ 30s (19), so it is a slow reaction occurring on
similar time scales as the mRNA creation. Elongation stops whenever one of the
3 translation termination codons (UAG,UAA,UGA) enters the ribosome and the
time scale involved is ≈ 1s. The overall number of specific proteins is larger than
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the number of mRNAs and is on the order of hundreds or thousands.
mRNAs and proteins produced in the transcription and translation reactions
have limited lifetimes, which means they are destroyed regularly by cell internal
processes. The messenger RNA transcripts are degraded by ribonucleases (RNase
E,G). The exact process and which ribonucleases are more important is still dis-
puted (32, 33), but there are strong indications that there is only one initiation
process. Once this process happened mRNA can not be used as a protein tran-
script any longer and is degraded through a decay pathway. The decay molecules
involved are present in approximately constant amounts in the cell cytoplasm
and therefore the amount of transcripts degraded per time can be assumed pro-
portional to the mRNA copies and the proportionality constant is reciprocal to the
mean life time of mRNA, which is ≈ 2 − 4 min in E. coli (34). Proteins are longer
lived than mRNAs with the average lifetime of 40 − 60 min (2, 35, 36). Through
similar degradation pathways as mRNAs the proteins are degraded by proteases
and the degradation can be approximated as a biochemical single step reaction
for the same reasons.
Gene expression involves several biochemical species. Therefore it makes
sense from the synthetic biological point of view to use this naturally occurring
machinery for synthetic genetic circuits. For transcription and translation to work
with synthetic parts natural constraints such as start-, end codons, promoter and
repressor sites, etc must be respected. Referring back to implemented examples
1.5 (a) the promoter regions must be designed in a way that they attract the
transcription machinery if the inhibitor protein is not bounded to the promoter
region. Also, each artificial gene must contain a transcription terminator (T1T2
black-lined boxes show the position of terminators explicitly for the toggle switch).
Summarizing, we can identify four major reactions dictating the time scale of
the gene expression and regulation
1. production ofmRNA involving fast binding and unbinding of activators/repressors
to the DNA and majorly depending on the activator/repressor concentra-
tions
2. production of proteins majorly depending on the mRNA copy numbers in
the cell
3. mRNA degradation majorly depending on the amount of mRNA in the cell
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4. protein degradation majorly depending on the amount of proteins in the
cell
1.2 Abstraction of the gene expression process and model deriva-
tion
1.2.1 Abstractions and simplifications
The underlying gene expression process involves several bio-chemical steps, and
some of them are more important for the qualitative dynamics than others. From
the gene modelling perspective we would like to produce a manageable abstract
model, which captures the main characteristics of the process. We assume the
following:
1. Laws of mass action. Bacterial cytoplasm is highly packed with proteins
(340mg/ml) (26), which can lead to molecular overcrowding and gel behavior
of the cytoplasm. However, if molecules involved in the model process
have a relative small size (smaller than 400kDa) for the assumption of free
diffusion, random collision, and well-mixture of the molecules to hold in the
first approximation. The effects of molecular overcrowding and gel behavior
are second order effects.
2. Synthetic genes are present in constant amounts per cell. There are actually
two ways how a synthetic genetic element can be incorporated into the
bacteria. The first possibility is to encode the synthetic circuit onto a plasmid,
which will be taken up by the cell. Plasmids do replicate inside the cell and
this process must be controlled. For the classical examples of the toggle
switch and the repressilator (1, 2) replication control ECol1 was encoded on
the synthesized gene. A different way to encode synthetic elements is using
expression cassettes, which would incorporate the artificial DNA directly
into the bacterial genome. This procedure is more controlled and ensures
the constancy of the gene copy numbers.
3. Engineered proteins bind inhibitory to the DNA regulatory regions with-
out leakiness. Basal transcription can easily be incorporated into the models
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as an additive term, however this effect should be negligible, if the engi-
neered proteins are designed in a reasonable way.
4. Binding and unbinding of the regulatory proteins and DNA is much
faster than transcription and translation. The dynamics of the intermediate
complex between the DNA and the regularly protein occurs on the much
faster time scale than other reactions. Taken the time scale separation into
account we obtain Michaelis-Menten-like kinetics for the transcription rate.
Standard mathematical derivations are provided in detail in Sec. 1.2.2, 1.2.2.
5. Protein andmRNAdegradation are first order reactions. There are naturally
occurring proteins, which degrade in several steps and in particular for
eukaryote cells several steps are involved in folding/creation as well as
degradation reactions (11). Engineered bacterial proteins are degraded by
simpler mechanisms and we approximate their degradation as a first order
reaction.
6. Reaction constants are not time dependent. Effectively we neglect cell
growth and death and the change of the cell environment as the cells get
older (33). These effects would influence the reaction constants and in order
to account to some extent for these changes we perform robustness analysis
as for instance in Sec. 2.4.3.
7. All molecules are present in large amounts. This constraint is only assumed
for the deterministic description with ODEs. As it turns out stochastic
fluctuations do have a qualitative effect on the overall dynamics and their
role for the generalized repressilator model is explored in Chap. 4.
8. Cell division is a renormalization step. The ”big elefant in the room” every
modeller is aware off that probably has the strongest effect on the synthetic
circuit is the cell division, which for E. coli happens approximately every 15-
60 minutes depending on the feeding conditions. The dynamical features
such as switch toggle (1) or oscillation period (2, 3) take hours, which means
they are spread over several cell generations. Formally we can assume that
the cell division is strictly symmetric and the reactions are renormalizable
(see for instance (37) chap. 8 for definition of renormalization group), then
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the deterministic equations continue to be valid for the daughter cells. Effec-
tively it means that the circuit dynamics do not depend on the system size,
but scale accordingly. These assumptions are often not fulfilled, because
cell division and plasmid distribution between the daughter cells are not
symmetric and it is not precisely clear how biochemical reactions scale with
the cell size.
1.2.2 Derivation of the deterministic gene expression model
In the previous sections the biochemical reactions during the gene expression
process as well as necessary abstractions lead to the conclusion that four major
reactions, namely transcription of mRNA, degradation of mRNA, translation re-
sulting in the protein production, and protein degradation, are the most important
biochemical steps during the gene expression (see section 1.1). We will derive a
deterministic ordinary differential equation model for gene expression based on
these reactions.
Activated transcription
To start with, we will derive an expression for mRNA birth rates, where a protein
acts as transcription enhancer or activator. The bio-molecular steps are as follow-
ing: certain number of proteins P binds to the DNA regulatory region D with
the rate k1(≈ 0.17 (38)) forming the intermediate complex DPm ≡ X. The reversed
reaction occurs approximately with the rate k−1(≈ 10 (38)). Then the protein is
complexed with the regulatory region, mRNA is produced at the much slower
rate k2(≈ 0.015 (38)). This reaction is irreversible, since once mRNA is produced,
it remains in the system until it is degraded. The steps for enzymatic activation
with P can be summarized in the following chemical reaction scheme:
D + mP
k1k−1 X
k2−→ X + mRNA (1.1)
From the equation (1.1) it is clear that mRNA is produced proportionally to the
complex concentration: dmRNAdt = k2[X]. The complex concentration is difficult to
measure and in general we would like to express the time evolution ofmRNA con-
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centration in terms of its activating protein concentration. We make a reasonable
assumption that the initial concentration of the proteins [P]0 is much larger than
the concentration of the DNA binding sites [D]0, i.d. [D]0/[P]0 ≈ 0, and assume the
quasi stationarity of the complex d[X]/dt ≈ 0, since the binding/unbinding (rates
k1, k−1) occurs on the much faster time scales compared to the mRNA production
(rate k2):
d[X]
dt
= 0 = k1[D][P]m − [X](k−1 + k2)
[X] =
k1[D][P]m
k−1 + k2
≡ [D][P]
m
Km
.
The constant Km is usually referred to as Michaelis-Menten constant, after the
authors (these are indeed two people :) who firstly introduced the concept for
chemical enzymatic reactions. We can get rid of [D] the unbounded DNA using
the fact that the overall DNA concentration is equal to the sum of bounded and
unbounded DNA [D]0 = [D] + [DP]:
[X] =
([D]0 − [X])[P]m
Km
→ d[mRNA]
dt
= k2[X] = k2[D]0
[P]m
Km + [P]m
≡ Vmax [P]
m
Km + [P]m
.
The time scale separation in this case allowed us to express the time evolution of
mRNA concentration depending on the activator concentration.
In general it is possible that several proteins (lets denote their number by m)
cooperatively bind to a promoter region of a gene. Their degree of cooperativ-
ity and the sequence in which the proteins bind is often not known. Therefore,
the exponent does not necessarily mean that indeed m enhancer/repressor pro-
teins are involved, but can be thought of as a fitting parameter and can be a
positive real number. In this case, the exponent is called Hill coefficient and the
activation/repression functions are called Hill-, Monodfunctions (39–41). Exper-
imentally it was found that m = 1 often explains the results worse than larger
exponents, see for example (2), who used m ≈ 2.
This deterministic description has an analogue in the stochastic case and it is
extensively treated in Sec. 4.2.1.
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Repressed transcription
Similar derivation as for the activated transcription can be conducted for the
repressed transcription. Let the concentration of the inhibitor protein be P, the
number of DNA copiesD0, the number of DNA regions not bound by the repressor
D, the DNA-protein complex X. As for the case of activated transcription the
equality [D0] = [X] + [D] holds here as well. A simplified model for enzymatic
inhibition with P can therefore be described with the following chemical reaction
scheme:
[D] →k1 [mRNA] + [D]
[D] + [P] →k2 [X]
[X] →k3 [X] + [P]
This leads to the following set of differential equations, according to the clas-
sical mass-action kinetics:
d[D]
dt
= −k2[D][P] + k3[X]
d[X]
dt
= k2[D][P] − k3[X]
d[mRNA]
dt
= k1[D]
Since the binding/unbinding of the inhibitor protein to the DNA is very fast
compared to the mRNA creation in the same way for the activated transcription,
we assume that the complex will reach the equilibrium state fast d[X]/dt ≈ 0. With
the quasi-stationarity assumption, we can get rid of the variable [X] and [D] and
describe the transcription inhibition in terms of inhibitor protein concentrations.
d[X]
dt
= 0
k2[D][P] = k3[X]
k2([D0] − [X])[P] = k3[X]
[X] =
k2[D0][P]
[P]k2 + k3
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where the last line is the average complex concentration, which will be reached
quickly due to fast binding and unbinding.
Then the time evolution of the mRNA can be written in terms of inhibitor
amount as:
d[mRNA]
dt
= k1[D] = k1([D0] − [X])
= k1([D0] − k2[D0][P][P]k2 + k3 )
=
[D0]k1
1 + [P]k2/k3
which leads to a Hill-type non-linearity. This derivation is shown for the monomers,
for dimers with cooperative binding the Hill coefficient can be approximately 2.
Degradation
We assume that mRNAs and proteins are degraded via first order reactions, which
means linearly dependent on their current concentration:
X d−→ ∅
Here X is either mRNA or proteins concentration and d denotes the according
degradation constants. The change of concentration due to this reaction can be
described with the ODE
d[X]
dt
= −d[X]
Translation
Translation of mRNA templates into proteins is an enzymatic reaction, where
the translation is linearly dependent on mRNA concentration, the templates are
unchanged after the reaction and protein concentration is increased. As pointed
out earlier other necessary components besides mRNA are abundantly present in
the cell and therefore, this reaction can be thought of as an enzymatic production
from the source, where the limiting step is the amount of the mRNA:
∅ c[mRNA]−−−−−→ P.
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The according concentration change per time due to this reaction is then
d[P]
dt
= c[mRNA].
Full deterministic model
Putting together either activated or repressed transcription (the mutually exclu-
sive terms are denoted in parenthesis (· · · ) : (· · · )), translation, and degradation
reactions, we obtain the full deterministic model for gene expression:
d[mRNA]
dt
=
(
Vmax[P]m
Km + [P]m
)
:
(
c1
Km + [P′]m
)
− c2[mRNA]
d[P]
dt
= c3[mRNA] − c4[P].
The deterministic description derived here will be used to construct models
for networks of different topologies and study their steady state and transient dy-
namics. However, as already pointed out in the biochemical abstraction summary
1.2 gene expression is associated with non-negligible amount of noise due to low
copy numbers of the molecules, in particular during the transcription reactions.
There is a theoretical formalism describing the evolution of probability functions
in time called Master equation and it will be used to model network topologies in
this thesis taking the inherent gene expression stochasticity into account. We will
use the notation introduced in the classical text book (20).
1.3 Stochastic dynamics for gene regulatory networks using Mas-
ter equations
Molecular reactions occurring in classical chemical or physical systems can be
seen as discrete events randomly occurring in time (see for instance (20), chap.
V). If the number of molecules involved is very high, the system can be well
described with ordinary differential equations, but if the number of molecules is
low, the random nature becomes apparent and the deterministic description is no
longer appropriate. To illustrate the difference imagine gas molecules, which are
enclosed in a reservoir and react by collision. If the density of molecules is high,
then several collision reactions will be happening per time period, then the fact
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that the reactions are discrete events becomes irrelevant for the description of the
process, and the reaction rate can be well approximated as a deterministic rate
law. A different scenario occurs if the density of gas molecules in the reservoir is
very low. Discrete collision events can be observed, which mathematically can be
captured with the so called Master Equation, describing time evolving probability
distributions instead of the deterministic ordinary differential equations.
Biochemical reactions for natural and engineered gene networks involve sev-
eral variables such as the number of DNA copies (O(1)) or the number of mRNA
molecules (O(10)), which are present at low densities in the cell. Therefore, the
randomness due to the low copy numbers needs to be taken into account, if for-
ward designing synthetic networks. In order to explore this aspect, we will use
the Master equation formulation (see (20)). Instead of a real valued concentration
vector in the deterministic formalism, we introduce the random variable n(t) ∈Ns
describing the time dependent state of the system, which means the number of
molecules for each of the s biochemicals (species) at the time t. A state n can
appear at a time t with the probability P(n, t), so that the evolution of the system
will be given as evolution of probability function P(n, t). The probability function
is discrete in n the species space, but continuous in time. Hence, a general form
of a Master equation:
dP(n, t)
dt
=
∑
n′
Wnn′P(n′, t) −Wn′nP(n, t)
can be seen as a gain-loss equation for the probabilities of the separate states. The
transition probability from the state n′ to the state n per unit time is given by the
transition Wnn′ . Wnn′s are conditional probabilities given that the system state at
time t is n′ what is the probability that it will transform to the state n. The first
term of the equation is the gain to the state n by all other states and the second
the loss of n caused by the transitions into the other states.
For modelling of the chemical reaction networks we require mainly four types
of reactions Gadgil et al. (42):
1. creation from the source ∅ → M j If we consider the cell resources being a
large bath with environmental chemicals abundantly present in the cell, then
reactions depending exclusively on abundant chemicals can be modeled as
a creation from the source.
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2. deletionM j → ∅ The degradation of proteins and mRNAs can be modelled
as a chemical deletion reaction.
3. conversion M j → Mi The conversion of a chemical M j into a chemical
Mi either by itself or in dependence of abundantly present resources is
associated with this reaction. For gene expression processes this reaction can
be used if for example a post-translational protein modification occurs (26).
However, we will not describe the gene expression process in such detail.
4. catalysation ∅ Mi−→ M j A species Mi catalyzes the formation of M j from
a source and remains itself unchanged during the process. With this type
of reaction the core gene regulation processes of transcription repression
and transcription activation can be modeled. We will derive the stochastic
version of the deterministic enzymatic-like reaction (see section 1.2.2) in the
chapter 4.
1.3.1 Linear one-step birth-death processes
For the biochemical reactions involved in the gene regulation we need to consider
a class of Wnn′ , where the transitions occur between the neighbouring states. So in
a time period δt a biochemical species is either created or deleted. Such processes
are called one-step birth-death processes (see Fig. 1.2). In order to describe those
n-1 n n+1 ...
rn rn+1
gn-1 gn
Figure 1.2: One-step stochastic birth-death process illustration as in van Kampen (20)
processes conveniently we introduce the creation/annihilation operators (20):
E f (n) = f (n + 1)
E−1 f (n) = f (n − 1)
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The schematically illustrated probability flows in Fig. 1.2 correspond to the reac-
tion scheme:
∅ gx−→ x rx−→ ∅
where the rate functions rx, gx are linear in x. Using the creation/ annihilation
operators the according master equation is then given by
p˙n(t) = (E − 1)rnpn + (E−1 − 1)gnpn (1.2)
with E,E−1 one dimensional step operators.
Stationary State Calculation
The stationary state in the stochastic setting is not given by a fixed point, but by a
probability distribution. For a simple one-step birth-death process as illustrated
by Eq. 1.2 and Fig. 1.2 with linear transitions: rn = k′n and gn = knA ≡ const
the stationary distribution can be calculated analytically by recursion. For that
we set the right hand side of the equation 1.2 to zero p˙n(t) = 0, similarly to the
deterministic case, and obtain the following condition:
0 = k′(E − 1)npn + g0(E−1 − 1)pn
= (E − 1)(k′npn − E−1g0pn)
k′npn = E−1g0pn
k′npn = g0pn−1
pn =
g0pn−1
k′n
pn =
( g0
k′
)n 1
n!
ps0.
This recursion relationship is simple and the solution has been guessed and veri-
fied. From the normalization constrain we obtain an expression for ps0:
1
p0
= 1 +
∞∑
n=1
( g0
k′
)n 1
n!
1
p0
= 1 + eg0/k
′ − 1, (boundary started by 1)
p0 = e−g0/k
′
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This leads to the well known result, that the stationary distribution of one-step
processes has a Poissonian distribution:
pn =
( g0
k′
)n 1
n!
e−g0/k
′ ≡ Poisson(g0/k′)
This recursion relationship was easy to solve, in general however, the solutions
of recursion relationships are not obvious.1.
If the stationary distribution can not be obtained analytically, there is a nu-
merical technique called DCFTP (Dominated Coupling From the Past) (43), which
allows the calculation of the stationary distribution for a stochastic system. The
stationary state calculated here is also the necessary input function for the so
called dominating process in that algorithm (see section 1.3.3).
1.3.2 Master equation for biochemical networks
Using the one-step birth-death processes and the four types of reactions intro-
duced earlier, we can write the Master equation for a general biochemical net-
work:
dtP(n, t) =
∑
i
(
KIii(E
−1
i − 1)P(n, t)
+
∑
j
(
KIVij (E
−1
i − 1)
+ KIIIi j (E
−1
i E j)
− KIIi j(Ei − 1)
)
n jP(n, t)
)
where Ki are matrices according to the 4 reaction types and E,E−1 are multi-
dimensional step operators defined by
Ei f (n1,n2, ...,ni, ...) = f (n1,n2, ...,ni + 1, ...)
E−1i f (n1,n2, ...,ni, ...) = f (n1,n2, ...,ni − 1, ...) (1.3)
1There are specific examples where hypo-geometric functions can be successfully used as an
Ansatz. In addition to this sporadic special examples, there is a group of networks containing
exclusively the following set of reactions, which can be treated analytically (42) as outlined before.
Since the derived expression model contains non linear catalytic reaction it does not fall under
this category and must be solved numerically.
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on the support n ∈Ns. The main advantage of the formalism is that the probability
distribution is continuous in time and discrete in the number of molecules. Low
copy number reactions can be modeled as discrete transitions from one state to
the next. Therefore, this formalism will be used for the stochastic modelling of
gene expression.
1.3.3 Implemented numerical algorithms for stochastic analysis
The introduced Master equation formalism capture finite number fluctuations
in physical, chemical, and biological molecular reactions. Unfortunately, Master
equations with nonlinear transition probabilities Wnn′ , which will arise in gene
expression network models, can not be solved analytically and efficient numerical
procedures are required in order to obtain samples from time evolution of Master
equations.
Time traces and steady states of Master equations 1.3 can not be solved ana-
lytically in the most cases and an efficient numerical simulation techniques are
required. The algorithm ”Gillespie on the time grid” for stochastic time trace
simulation and ”DCFTP” for calculation of stochastic stationary probability dis-
tributions have been implemented in the programming language C and used
throughout the thesis. In the following these techniques are reviewed.
Gillespie on the time grid
For numerical simulation of Master equations a classical Gillespie algorithm (21)
was used with a minor change, which allowed time traces output in equidistant
intervals. The overall program architecture is designed containing a basic model
for a gene network, where only the connectivity structure for the network is a
required input. The implementation was used to carry out all stochastic numer-
ical simulations in this thesis and also as the subroutine program for DCFTP
(Dominated Coupling Form The Past) algorithm, which is described below.
Algorithm description
Initialization
• specify the number of genes n of the network
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• define initial conditions for the system, which means set the initial concentra-
tions formRNAs (mi) and proteins (pi) ~x0 = {m1(0), p1(0),m2(0), p2(0), . . . ,mn(0), pn(0)}
• define the gene network matrix genConi j, which contains -1 if gene i represses
gene j, 1 if gene i activates gene j and zero otherwise
• initialize the random number generator storing the seed
Classical implementation of the Gillespie algorithm produces time traces of
the species counts (proteins, mRNA, or other molecules), which are evaluated at
the process inherent stochastic times. That means the system state recordings are
not taken at the equidistant intervals. There is a simple extension in Wilkinson
(44) book, which works as follows: while the network is running, it calculates all
reactions as the standard Gillespie, but dynamically decides to store the state of
the system only at the specified time points. This simple trick makes the imple-
mentation much faster, less memory consuming and operation such as average
taking over several runs, Fourier transformations can be efficiently performed.
There is a trade off to this simplification and that is the arbitrary choice of the
time increment δt. It must be chosen small enough, so that the dynamics of the
system are not missed, but at the same time large enough to minimize the size of
the output. By experience appropriate values are obtained around L/100 with L
being the characteristic time length of the system (for example time period of the
inherent oscillations).
This leads to the following overall procedure, where gT is the counting ”grid-
time” variable and gO is the species output matrix containing the system state at
equidistant points.
1. calculate the time dependent reaction propensities aν = cνhν according to the
transcriptional model as well as their sum A =
∑4n
ν=1 cνhν
2. generate two uniformly distributed random numbers r1 and r2
3. advance time: t = t + 1/A · ln(1/r1)
4. This is the discussed extension of the classical algorithm (44): in case the new
time has exceeded the current grid time t ≥ gT
• store the current system state to the output matrix gO[gT/δt] = ~x
1.3 Stochastic dynamics for gene regulatory networks using Master equations36
• advance the grid time: gT = gT + δt
• repeat until t>gT
5. calculate the next reaction µ according to reaction propensities distribution:∑µ−1
ν=1 aν>Ar2>
∑µ
ν=1 aν (the reaction with the largest propensity will occupy
the most space in the interval and is therefore most likely to be chosen)
6. update the state according to the chosen reaction x = x + st[µ]
A numerical characterization of stochastic steady states with DCFTP
We need a numerical procedure for a stochastic system, which would reliably
distinguish between the transient behavior and the steady state. For the deter-
ministic systems well-developed software exists (AUTO/MATCONT) and it will
be used throughout the thesis for the numerical calculation of steady states and
characterization of non-trivial transient behavior. If the stationary distribution
of a stochastic model can not be calculated analytically, DCFTP (Dominating
Coupling From The Past) (43) algorithm can be applied. This technique is only
permitted for networks containing exclusively Hill-, Mono-type and/or first order
reactions. The basic gene model used in this thesis falls under this category.
Description of the algorithm the Dominated Coupling From The
Past (DCFTP).
Since we want samples from the stationary distribution of a stochastic process, we
need to get rid of the transient or the ”burn in” period. But how can we decide that
the burn in is over? Obviously, a sample from the stationary distribution could
be obtained if Gillespie chains would start at the time t = −∞ in all possible initial
conditions and run to time 0. Then at the time 0 we could collect a sample and that
would be a stationary distribution sample. Numerically, it is not feasible to run
something for infinitely long time and starting from infinitely long many initial
conditions. So, the main idea of DCFTP is to run a Gillespie chain backwards
in time starting from the upper boundary and the lower boundary to include all
possible initial conditions between these boundaries and to do it for long enough
ensuring that it has reached the steady state at the time 0. To decide that the chain
has started long enough in the past we use the idea of coalescence
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In case the state space is bounded we start two Gillespie chains in upper most
state U and the lower most state L and run them coupled from time −T to 0
choosing T so large that both chains reach the same state at time 0 (coalesce) see
Fig. 1.3. The state at time 0 will then be an unbiased sample from the stationary
distribution if the network fulfills the following properties
• sandwiching
• funnelling
• monotonicity or anti-monotonicity
An additional difficulty is that our state space does not have an upper bound
(n ∈ [0,∞]). But we can constrain the state space by a dominating process, which
will always remain in the state space above the actual process and update the
chains coupled. For the dominating process the stationary distribution has to be
known, and if we start the 3 chains U,X,L in the stationary state of the dominating
process, the dominating process will never leave it acting as a dynamic upper
boundary and the above described properties will ensure that all chains will end
up in the same state given we update them coupled.
As pointed out in Hemberg and Barahona (43) the described model fall under
the type of networks, for which DCFTP can be applied, because it contains linear
propensity functions for translation and degradation terms and the non-linear
transcription propensity is a bounded anti-monotonic function for which the
dominating process would be ΦD(x) = max Φ(x) = const.
The stationary distribution for dominating process is topology independent,
since each gene was coupled to other genes through the non-linear monotonic
function, which is replaced by a bounding constant in the dominating process:
∅ c1−→ m j c2m j−−→ ∅
∅ c3m j−−→ p j c4p j−−→ ∅
It means that the stationary probability function will factorize
P(m1,m2, . . .mN, p1, p2, . . . pN) = ΠiPi(mi, pi)
and by a closer look at the equation we realize that the analytical solution for Pi(xi)
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Figure 1.3: Illustration of DCFTP. The stochastically dominating process (red) starts with
a sample s(PD) from its known stationary distribution PD together with the process of
interest (blue) and acts as an upper boundary. The lower boundary process (orange)
starts at the ergodic atom 0 (lowest absorbing state). The states of all 3 processes are
updated in a ”coupled” way, which means whenever the dominating process goes into
another state, a time mark m is generated and other chains are updated at these marks if
their propensities ΦL,ΦX are high enough: um<ΦL/ΦD&&um<ΦX/ΦD, um ∈ Uni f orm[0, 1],
where um is a uniformly distributed random number drawn for each time mark m. Since
L and X are updated according to the same rule, once they meet (coalesce) in the state
space, they will stay together. This time point c is called coalescence point. If L,X have
coalesced in [−T, 0], the unbiased stationary sample can be obtained at time 0.
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has already been obtained in section 1.3.1. That means for the mRNA steady state
Pi(mi) = Poisson(c1/c2) protein steady state P′i(pi) = Poisson(c1c3/c2/c4) ≡ Poisson(c).
This distribution is the initial stationary distribution for the dominating process
p˜i from which the initial state of the system in the DCFTP will be drawn.
The algorithms have been implemented in C by the author and the pseudo
code description follows:
• set time to 1: T← 1
• draw the initial state for all 3 chains from the known stationary distribution
of the dominating process: D˜00 ∼ p˜i, draw the initial random numbers from
the uniform distribution: M˜00 ∼ U(0, 1)
• run the algorithm for the linearized network: D˜0T ← Extend(D˜00,T)
• M˜0T ← GenerateMarks(M˜00,T)
• loop
– (D−T0 ,M
−T
0 )← Reverse(D˜0T, M˜0T)
– (L−T0 ,U
−T
0 )← Evolve(D0T,M0T)
– If U0 = L0 then
return L0
end if
– T← 2T
– D˜0T ← Extend( ˜D0T/2,T/2)
– M˜0T ← GenerateMarks( ˜M0T/2,T/2)
• end loop
The stationary state computational tool became useful showing the qualitative dif-
ferences between the deterministic and the stochastic stationary state as discussed
in the following section 1.3.4.
1.3.4 Noise qualitatively changes gene network dynamics
Taking low copy number noise into account in gene expression does not only
slightly randomize the deterministic dynamics, in a sense that the qualitative
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behavior is still well approximated with the deterministic equation. With one
of the simplest genetic network where two genes are repressing each other - a
genetic switch - it can be shown that the qualitative dynamics in the deterministic
regime are different from the equivalent dynamics in the stochastic setting.
To show that we compare the stationary state of a genetic switch in the deter-
ministic and stochastic setting. In the deterministic version the stationary state of
the switch is given by two fixed points, one where gene 1 is expressed and gene
2 is repressed and the other where gene 1 is repressed and gene 2 is expressed
(see Fig. 1.4). Depending on the initial conditions deterministic system will reach
one of the fixed points and remain there. In the equivalent stochastic version the
stationary state is given by a stationary probability distribution. The stationary
probability distribution is bimodal with two hubs around the deterministic fixed
points. The main difference between the deterministic and stochastic model is
that depending on the noise level there is a non-vanishing probability that the ge-
netic switch can spontaneously reverse the state from gene 1 expressed and gene
2 repressed to gene 2 expressed and gene 1 repressed. This quality is excluded in
the deterministic model and is only present in the stochastic model.
1.3.5 From stochastic Master equations to ordinary differential equa-
tions: bridging the gap with Ω-expansion
Even in a very simple genetic network there is a qualitative difference between
the stochastic and the deterministic setting. Intuitively the stochastic description
must go over into the deterministic one if the number of molecules involved
becomes high as already intuitively illustrated with the classical gas molecules
example in section 1.3. In the following a mathematically rigorous expansion will
be introduced connecting the deterministic and the stochastic description and
quantitatively estimating the errors for neglected terms.
Intuitively, it is clear that ” the volume or the size of the system”, which will be
denoted with Ω, influences how well the deterministic dynamics approximate the
single molecule reactions. And indeed, a classical Taylor expansion in the inverse
of Ω can be used for the systematic transition from the stochastic description with
the Master equation to the deterministic ODEs (20).
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Natalja Strelkowa, Imperial College London Collective Phenomena in Gene NetworksFigure 1.4: Qualitative difference in the stochastic compared to the deterministic
version of a genetic switch. A numerical estimate of the stationary distribution for a
genetic switch (blue bars) have been obtained from my implementation of the algorithm
Dominated Coupling From The Past introduced in Hemberg and Barahona (43) and
revised in the section 1.3.3. As expected we obtain a bimodal distribution Ps(p) (blue bars)
centered around deterministic fixed points marked by light green bars (the dominating
process distribution is shown for the reference in magenta). The qualitative difference
between the stochastic and the deterministic dynamics is that in the deterministic setting
reaching the steady state is a final decision, the system dynamics will remain there for all
times. In contrast for the stochastic setting there is a non-vanishing probability that switch
spontaneously reverse. We show on the right a time trace of protein concentrations (p1 in
blue and p2 in magenta) of the forward Gillespie simulation (see (21) and the section 1.3.3
for the algorithmic details) containing two such reversal events. The probability of the
reversal can be estimated from the stationary bimodal distribution as the area between
the hubs.
Starting from the general form of the Master equation
dP(n, t)
dt
=
∑
n′
Wnn′P(n′, t) −Wn′nP(n, t)
we rewrite the multi-dimensional step operators Ei,E−1i , the probability distribu-
tion P(n, t), the transitions Wnn′ , and the state vectors n = (n1, . . . ,ns)t in terms of
the system size Ω, a new variable ξ, and the continuous function φ(t) which is
undetermined at the moment:
ni → Ωφi + Ω1/2ξi
P(n; t) → Π(ξ; t)
Wnn′ → f (Ω)
[
Φ0(
n′
Ω
;n − n′ ≡ r) + Ω−1Φ1(n
′
Ω
;n − n′ ≡ r) + ...
]
Ei → 1 + Ω−1/2∂ξi + 1/2Ω−1∂2ξi + ...
E−1i → 1 −Ω−1/2∂ξi + 1/2Ω−1∂2ξi + ...
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For the linear noise approximation and the derivation of the macroscopic equa-
tions we substitute the variables from the above into the Master equation and use
the Taylor expansion
∂tΠ −Ω1/2dtφ∂ξΠ =
− Ω−1/2 f (Ω)∂ξ
∫
rΦ0(φ(t) + Ω−1/2ξ; r)dr ·Π(ξ, t)
+ 1/2Ω−1 f (Ω)∂2ξ2
∫
r2Φ0(φ(t) + Ω−1/2ξ; r)dr ·Π(ξ, t)
− 1/3Ω−3/2 f (Ω)∂3
ξ3
∫
r3Φ0(φ(t) + Ω−1/2ξ; r)dr ·Π(ξ, t)
− 1/3Ω−3/2 f (Ω)∂ξ
∫
rΦ1(φ(t) + Ω−1/2ξ; r)dr ·Π(ξ, t)
where we denote the expansion of the step operators as defined in the equation
above 1.4. To simplify the notation we define the rescaled moments
αν,λ(x) =
∫
rνΦλ(x, r)dr
and also rescale time Ω−1 f (Ω)t = τ according to the size of the system. Depending
on the level of description the inherent time scales of the process will be different.
In this expansion we make them dependent on the system size Ω.
Now with the usual argument that each Ω power must vanish independently,
for the Ω1/2 we obtain the macroscopic deterministic equations:
dτφ(τ) = α1,0(φ(τ))
1.3.6 SDEs and Master equations
If collecting and summarizing the zeroth Ω power from the above expansion we
will obtain equations for the second moments, the variances and covariances.
The according approximate PDE is called the linear Fokker-Planck equation
whose coefficients depend on time through φ:
∂τΠ(ξ, τ) = −α′1,0(φ)∂ξξΠ +
1
2
α2,0(φ)∂2ξ2Π (1.4)
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This equations is also often referred to as ”linear noise approximation” because
the solution is determined by a Gaussian (20), which is fully characterized with
the first and the second moments, therefore it is equivalent to the SDE (45):
x(t) = x0 +
∫ t
0
b(xs)ds +
∫ t
0
σ(xs) · dωs (1.5)
with dωs Gaussian white noise, b = α′1,0 the drift term, and σ = α2,0 the diffusion
term.
The Ω expansion therefore not only naturally connects deterministic and
stochastic regimes, but through the intermediates (in form of the moments) of-
fers the possibility to systematically control stochastic nature in a problem. We
will use the formalism to assess the influence of stochastic fluctuations onto the
oscillations in the thesis.
1.4 Pioneering in vivo synthetic circuits
Classical engineering has inspired the creation of key synthetic elements such as
switches and oscillators. The progress and remaining difficulties are discussed in
the following section for two special cases: 2 genes forming a switch implemented
by Gardner et al. (1) and 3 genes forming an oscillator implemented by Elowitz
and Leibler (2).
In the early 2000’s, synthetic circuits for bacterial cells were implemented on
plasmids using cloning techniques as for instance described in Ausubel (46). The
plasmids enter the cell by transformation, that means naked synthesized DNA
enters the cell after a chemo-physical treatment. The treatment is to chill the
E. coli cells in the presence of divalent cations such as Ca2+ (in CaCl2) , which
makes the cell walls permeable to plasmid DNA. The cells are incubated on ice
together with the synthetic plasmid DNA and then briefly heat shocked (eg 42
C for 30-120 seconds), which causes the DNA take in. This method works very
well for circular plasmid DNAs. An excellent preparation of competent cells will
give 108 colonies per microgram of plasmid, whereas a rather poor preparation
will be about 104/µg or less. Once the plasmid is inside the cell, the available
transcription machinery of bacteria ensures the expression of the genes encoded
on the plasmid. The engineered plasmids contain in addition to the designed
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network also resistance genes against antibiotics. If the cells then are grown in an
antibiotic enriched medium, only those with the desired plasmids will survive.
The pioneering experimental implementation of this kind of network was
performed by (2) creating a genetic oscillator in a network of three mutually
repressing genes and by (1), who created a genetic toggle switch. Both experi-
mentalists used E. coli as the model organism and ampicillin as antibiotic control,
which was included in the plasmid. Both networks are based on the idea that each
gene has a promoter region and a product of one gene binds to the promoter site
of the other gene inhibiting the other gene’s transcription. The plasmid design
and abstract architecture are shown in fig. 1.5.
Both designs are based on classical engineering ideas of an oscillator and a
switch. One of the differences between the biological implementations and the
electrical or mechanical circuits are the uncertainties in the parameters. Their
estimations are given in orders of magnitudes, and they are by far more difficult
to control in biological systems compared to the classical engineering. Therefore
the biological designs have to be robust to changes in parameters.
We give literature-based parameter ranges below and take these estimates as
a reference point for later simulations of gene networks:
• c4 protein degradation rate example studies ≈ 0.06min−1 (which is of the
order of magnitude of protein half life of 40-60 min) (from Elowitz and
Leibler (2), Mizusawa and Gottesman (35), Rao and Arkin (36))
• c2 mRNA degradation rate typical rates 2-4 min in E. coli, the actual range is
quite large 30 s to 50 min (from Belasco and Brawerman (34))
• n Hill coefficient and cooperativity 2-5 (from Mu¨ller et al. (47))
• Km ≈ 1 (from Mu¨ller et al. (47))
• c1 ≈ 1−10mRNAs per min is calibrated to achieve the maximal concentration
around decades
• c3 the translation efficiency is taken to be low, around one protein per tran-
script. The value might be increased to 20 proteins per transcript (2)
Parameter uncertainty is not the only difference between the classical and bio-
logical engineering. Synthetic gene circuits operate in the biological environment
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Figure 1.5: (a) Plasmid design of the genetic toggle used by Gardner et al. (1). The
promoter binding sites (P1,Ptrc − 2) are marked by solid lines with arrowheads, where
P1 controls the expression of lacl gene and Ptrc − 2 of R1. The toggle behavior arises as
the protein produced from R1 gene binds to P1 inhibiting the transcription of lacl gene.
At the same time lacl protein inhibits the transcription of R1, binding to Ptrc − 2. The
ribosomes binding sites (RBS1, ebsE, and rbsB) and the transcription terminators (T1T2)
are marked with outlined boxes. Genetically fused with R1 is GFPMut3, a reporter gene
producing green fluorescent protein, which concentration can be detected by a laser. (b)
Plasmid for a genetic oscillator designed by Elowitz and Leibler (2).. The activators
(PLlac01, λPR, and PLtet01) induce the transcription of the genes following them on the
ring. The products of tetR − Lite, lacl − lite, and λcl − lite suppress the transcription of
PLtet01, PLlac01, and λPR respectively as indicated by matching colors.
that can not be considered static. Quoting again the designs discussed above, the
switch and the oscillator are slow time scale dynamics compared to E. coli cell
cycle and the main dynamics features such as switch reversal or a full oscillation
embrace several cell generations occurring on the order of hours, while the cell
division occurs on the order of minutes. So the dynamical features must be con-
tinued in the next cell generation, which means on top of the uncertainties also
population evolution of the cells must be considered.
The aspect, that cell population is the operating environment, where the syn-
thetic constructs are operating, raises a question of synchronization of circuit dy-
namics on the cell population level. In particular, oscillation phases may change
both due to cell division and also due to stochasticity of the gene expression. Re-
cent developments from the Hasty lab attempt to address that problem by creating
more synchronized oscillations (3) or patterns on the cell population level (48).
The genetic circuits inside of each cell are not autonomous oscillators, but can
produce population pattern in form of propagating waves. The study illustrates
the important aspect of population dynamics in the synthetic circuit creation.
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What we are interested in are constructs in classical engineering, which have
the potential to overcome the uncertainties and stochasticity and are controllable
on the cell population level. There are mathematical analysis tools such as bifur-
cation or symmetry arguments helping identify topology-based designs which
can function in challenging biological conditions.
1.5 Transferring concepts between the disciplines
The design of synthetic circuits is usually based on a simplified parametric math-
ematical model, which describes the behavior of a genetic network. In general,
qualitative behavior of a dynamic system or a genetic network model can de-
pend on parameter values (49), as for example an increase of a parameter can
qualitatively change the system behavior from steady state convergence to oscil-
lation (49). Before the physical implementation of a synthetic circuit, bifurcation
analysis must be used to investigate, which qualitative dynamics can be exhib-
ited by the proposed network topology depending on the parameter sets. The
parameters can then be adjusted for the desired dynamics via synthetic biology
engineering tools, as for example the degradation rates of the proteins can be
changed with appropriate degradation tags (2), or the number of plasmids, i.e.
the number of DNA copies in the cells can be controlled via replication control
sequence (26).
In the following, we review shortly the main nonlinear dynamics tools from
classical engineering, which have also preceded the implementation of the oscilla-
tor (2) and the switch (1). Interestingly, similar elements have been observed pre-
viously in other physical (50) and electronic (51) systems and bifurcation analysis
along with symmetry arguments was used to describe the qualitative dynamics
and their changes depending on the parameter sets. Therefore, the nonlinear
analysis tools and symmetry arguments are not only helpful for description of
qualitative dynamics depending on the parameter sets, but can also help finding
other cross-disciplinary or universal concepts, which can be implemented in both
physical and biological systems.
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1.5.1 A condition for oscillation
On the abstract level the implemented genetic oscillator (2) is a ring of three
identical cells. The ring topology is a classical system, which has been studied for
other physical systems such as for instance the quantum harmonic oscillators (50)
or even implemented as an sensor for the magnetic cores (51). The remarkable
common characteristic of all these systems is the ring topology and the fact that
for a particular set of parameters oscillatory modes appear and their number is
directly connected to the number of ring elements N:
#modes = (N − 1)/2 odd − rings
#modes = (N/2 − 1) even − rings (1.6)
The connection between these systems can be made on the abstract level using
the classical nonlinear bifurcation analysis and symmetry arguments (see for in-
stance (49) or (52)). In general bifurcation analysis predicts the qualitative change
of the system behavior as one or several parameter change. A parameter value
at which such qualitative change occurs, is called bifurcation. In biochemical
networks a frequently found bifurcation, where the behavior changes from ap-
proaching a constant value for time→∞ to stable oscillation is a Hopf bifurcation
formally defined in the box below:
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BOX 1
Definition of Hopf Bifurcation (Hopf 1942) Suppose that the parameter depen-
dent differential system
x = f (x, µ)
f : Rm+1 → Rm, f ∈ C∞ has an equilibrium (x0, µ0) (i.e. f (x0, µ0) = 0) at which the
following properties are satisfied:
• ( H1) The JacobianDx f (x0, µ0) has a simple pair of pure imaginary eigenvalues
±iω and there are no other eigenvalues with zero real part. Then ( H1) implies
that there is a smooth curve of equilibria (x(µ), µ) with x(µ0) = x0. There is
pair of eigenvaluesλ(µ), λ¯(µ) of the JacobianDx f (x(µ), µ) along this curve with
λ(µ0) = iω, λ(µ0) = −iω at µ = µ0 which varies smoothly with the parameter.
If, moreover,
• ( H2) ddµ (Reλ(µ))|µ=µ0 , 0, then there exists a branch of periodic solutions
bifurcating at (x0, λ0).
In fact it is this type of bifurcation, which gave rise to the oscillating behavior
in the ring of quantum harmonic oscillators (50) and other ring elements (53).
We will assess later in the thesis in detail how Hopf bifurcations also give rise to
oscillatory behavior in rings of repressed genes.
1.5.2 A condition for switching behavior
The dynamical feature, on which the genetic switch as realized by Gardner et al.
(1) is based, is the Pitchfork bifurcation as formally defined below:
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BOX 2
Definition of Pitchfork Bifurcation Suppose that the parameter dependent dif-
ferential system is given by
x = f (x, µ)
f : Rm+1 → Rm, f ∈ C∞ where the following properties are satisfied:
• f is an odd function: − f (x, µ) = f (−x, µ)
• the first and second derivatives of f vanish, but not the third one: ∂ f∂x (0, µ0) = 0,
∂2 f
∂x2 (0, µ0) = 0, and
∂3 f
∂x3 (0, µ0) , 0.
• ∂ f∂µ = 0, ∂
2 f
∂x∂µ (0, µ0) , 0
then there is a Pitchfork bifurcation at (0, µ0). If the third derivative is positive
the Pitchfork bifurcation is sub-critical, if the third derivative is negative, it is
super-critical.
The qualitative behavior of the system before the bifurcation is that it converges
to a single fixed point, in contrast after the bifurcation the system can converge to
one of the two stable fixed points or one unstable fixed point depending on the
initial conditions (IC). The pitchfork bifurcation induces a symmetry breaking in
the system, which then leads to the switching behavior.
1.6 Application of control theory in biology
Even though natural biological systems such as gene regulatory networks might
appear to be very different from classical engineering examples as for instance
flight control or nuclear reactor shutdown, several similarities on the system
organization level can be revealed (54). In both systems robust functionality
under changing and difficult to predict environments is achieved via hierarchical
modular organization structure and feedback loops, between the hierarchical
layers (see Fig. 1.6).
Insights and concepts from the control theory helped to explain naturally
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Figure 1.6: Classical idea of feedback control. The system, which we are trying to
control is usually referred to as ”plant”. The current state of the plant is estimated and
this estimation is called readout. Based on the readout, the controller will calculate the
appropriate control action and an input signal will be feed into the system.
occurring biological mechanisms such as for example the perfect adaptation,
which we review in the following.
1.6.1 Use of feedback control concepts to explain perfect adapta-
tion in natural biological systems
Control theoretical concept of integral feedback loop regulation has been proved
useful to understand the ability of perfect adaptation in several natural biological
systems. By perfect adaptation in this context we mean the ability of the system
to assume the original state in the presence of an external signal. With this
mechanism the steady-state output becomes independent from the steady-state
input (55–58).
One of the classical examples is the integrative feedback control for main-
taining the calcium concentration independent of the constant calcium demand
- calcium homeostasis (55). A remarkable adaptation occurs in diary cows dur-
ing the parturition (calving), as the calcium clearance adds up to 4-5 fold of the
normal, due to both the static demand caused by the daily milking and step-
like disturbance caused by calf feeding. The constant calcium concentrations are
maintained in the animals via hormonal integrative feedback loops, which regu-
late the calcium transport from bones, kidney, and intestine to the milk plasma.
Understanding of this mechanism and its failure in some animals is particularly
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important for the agriculture.
Another classical and well-studied example is the perfect adaptation via in-
tegral feedback control during chemotaxis (57, 58). Chemotaxis is the process
by which bacteria moves towards or away from chemicals, such as for instance
food or poison respectively. During the directed movement, the bacteria exercises
a random walk consisting of an alternation between the running and tumbling.
In this process the bacteria senses the concentration gradient of the according
chemical and decides upon the moving direction and tumbling frequency. Perfect
adaptation returning to the prestimulus state is necessary in this system in or-
der to ensure the directed movement responding to the concentration gradients.
Moreover, based on the chemotaxis example, it can be argued that robust perfect
adaptation requires some sort of an integral feedback loop (57). This conclusion
has stimulated research into the identification of biochemical parts required for
the implementation of this integral feedback mechanisms.
In this sense control theoretical concepts can also be used for biological model
discrimination, whenever perfect adaptation is experimentally observed. A re-
cent survey by Muzzey et al. (56), which concentrated on the response to step
inputs of osmolyte in budding yeast, can be quoted as an example. Here, a
perfect adaptation is observed on the single cell level in nuclear enrichment of
Hog1, a gene involved into the MAPK signalling cascade, which is activated in
response to the external osmotic disturbance. The precise model of the process is
not known, but with the experimental proof of the perfect adaptation, all mathe-
matical model, which do not contain integral feedback loops, could be discarded
and a mechanism as the protein-protein interaction could be pinpointed.
Several other examples are given in El-Samad and Khammash (58), where
robust functionality of genetic network topologies could be explained with control
theoretical concepts. Understanding the natural systems in these terms also opens
a perspective for the forward design of the synthetic genetic networks. Natural
biochemical methods as well as the robust organization structure can be used in
the design of new biological parts.
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1.6.2 Control theoretical concepts for synthetic biology engineer-
ing
From a perspective of a control engineer, the design of a synthetic circuit should
occur on two levels: the first is the design and characterization of biochemical
modules and the second is the interconnection of the modules. The biochemical
parts are genes, their promoters, proteins etc and there is a database for these
synthetic biological parts (22). Ideally the parts should be well characterized:
a promoter for instance should be characterized in terms of its activators and
the strength in different growth conditions, a genetic sequence in terms of the
transcription time, a protein or mRNA product the degradation times should be
known, etc. In the summary, synthetic biology engineering requires in the first
place robust, well characterized modules, which can be connected together to
larger synthetic networks in order to perform sophisticated functions.
An engineer on the second - the part interconnection level - should ideally
not care about the details of the biochemical part realization. The interconnection
level design should connect the parts for the robust performance and effective
adaption to external signals. An example of such an effective interconnection
design is a feedback loop as discussed in the previous section. We will discuss in
more detail in thesis chapter 5, how the control theoretical concept of a feedback
loop can be adapted for a control of synthetic elements.
The main difficulty for an efficient design in synthetic biology is that parts
are still lacking an appropriate description in order to be considered as indepen-
dent modules with well-defined interfaces. The difficulties are the fluctuating
environment leading to the change of system constants, the stochasticity, and
cross-reactions between the modules. Furthermore, unlike the mechanical sys-
tems synthetic biology modules are expected to function within a cellular envi-
ronment, which means they are not separated or isolated like mechanical parts.
This leads to the cross-talks between the elements and the extent of the cross-talk
sometimes can not be estimated prior the implementation.
For the implementation of a feedback control in thesis chapter 5, we take a
model-free approach based on the measured time traces avoiding the difficulties
such as the cross-talk and the parameter uncertainty. Our approach exemplifies
how a classical control theoretical concept can be adapted for the use in synthetic
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biology.
* * *
There is a genetic network model ”The generalized repressilator”, which has
the reviewed synthetic oscillator (2) and the switch (1) as special cases. This
model possesses ring symmetry and shows both Hopf and pitchfork bifurcations.
We will analyze this model in the following using nonlinear dynamics tools in
deterministic and stochastic settings. Finally, we will exemplify the adaptation of
a classical feedback loop strategy on the generalized repressilator.
In the following chapter we show the presence of Hopf and pitchfork bifur-
cations in this model via numerical continuation and propose a design of a con-
trollable genetic oscillator using classical engineering concept of readout-based
feedback control.
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Chapter 2
Genetic oscillator design around
unstable periodic orbits
The following chapter is based on the publication
Switchable genetic oscillator operating in quasi-stable mode.
Natalja Strelkowa and Mauricio Barahona
Journal of Royal Society Interface
July 6, 2010 7:1071-1082
2.1 Introduction
The central role played by oscillations in cellular function has made oscillatory
circuits a primary target for the analysis and design of synthetic networks (59).
A particular area of interest is the elucidation of strategies leading to robust
timing and sequential activation in the cell. For instance, key stages in develop-
mental biology and in cell differentiation may be controlled by so-called master
regulators—a small set of transcription factors sequentially activating and driv-
ing several other genes with accurate timing (60–62). In addition, studies of both
natural (63, 64) and engineered circuits (65) indicate that the correct timing and
order of gene activation is a key characteristic of balanced, optimal cell function,
as it reduces the metabolic burdening that ensues from the continuous presence
of heterologous substances (66).
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In this chapter, we consider the dynamics and control of noisy genetic oscil-
latory circuits in quasi-stable mode operation. We exemplify our results with
a simple and widely studied synthetic network: the N-gene ring repressilator
(Fig. 2.1a). Some natural networks of master regulators (60) contain such ring
structures as subnetworks, making the exploration of their dynamic behavior rel-
evant for both naturally occurring and synthetic systems. The underlying idea is
well-known: when observing the dynamics of systems operating in highly vari-
able environments, such as the cell, it might not be enough to characterize only the
long-term attractors of the system since unstable solutions can play a significant
role. For instance, quasi-stable transients might be so long-lived as to be the most
significant feature of the observed noisy dynamics (67). Moreover, the presence of
noise in nonlinear systems may induce non-stationary dynamics in systems with
only fixed point attractors in the deterministic setting (68) or, conversely, noise
may act as a stabilizer of unstable deterministic states (69).
In the generalized repressilator, results due to Smith (47, 70) show that rings
with an even number of genes (e.g., the toggle switch (1) with N = 2) exhibit
multistability and hence behave like switches in the stochastic regime. On the
other hand, rings with an odd number of genes (like the standard repressilator (2)
with N = 3) have a globally attracting limit cycle and are therefore oscillators
both in the stochastic and deterministic regimes. However, we show here that
generalized repressilators possess an intricate structure of unstable periodic orbits
that play an important part in their observable noisy and transient dynamics. In
particular, even rings have a quasi-stable limit cycle which, although unstable in
terms of linear Floquet stability analysis, has only one unstable direction with
a very slow escape rate. This means that trajectories are attracted to the limit
cycle from all directions but one, hence leading to long-lived, inducible periodic
transients in the deterministic setting and to sustained oscillations in the stochastic
system. These effects become more pronounced as the number of genes grows.
Therefore the finite-time, observable noisy dynamics of an even repressilator ring
is not necessarily static (switch-like) but rather exhibits oscillatory characteristics.
In addition to their effect on the observable dynamics, quasi-stable oscilla-
tory modes can be used as operating points to control the system around them.
The advantage of such a scheme is that the oscillations can be switched on and
off, unlike the limit cycle attracting behavior of odd repressilators. Operation
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around unstable modes, usually illustrated with the example of the inverted pen-
dulum (71), is a classic scenario in control theory for enhanced controllability and
speed of response. It has a long and successful history of applications in fluid
flow control (72) and in the steering of jet aircraft (73). Here, we illustrate the
application of this concept to gene networks with a simple protocol of controlled
interference based on an optical mechanism for readout and induction of gene
expression. The current concept is based on an alternative mechanism to the
chemical intervention proposed in (74) to produce switchable oscillations. Our
simulations show that even repressilator rings in quasi-stable operation can be-
have as a robust and on-demand switchable oscillator in which genes become
upregulated periodically in an ordered sequence according to a travelling-wave
solution. This switchability, which is robust at both high and low copy num-
bers, could be used for synthetic biological applications such as accurately timed
interference with naturally occurring networks.
2.2 The generalized repressilator model
2.2.1 Ordinary differential equations
The generalized repressilator consists of a ring of N genes in which transcription
of each gene is repressed by the product of the preceding gene (Fig. 2.1a). A deter-
ministic model of this circuit is given by the following set of ordinary differential
equations:
m˙ j =
c1
1 + p2j−1
− c2m j
p˙ j = c3m j − c4p j, (2.1)
where p j and m j describe protein and mRNA concentrations for each gene, re-
spectively (2). Here, j = 1, . . . ,N with the periodic boundary condition p0 = pN,
and c1 (c3) is the creation rate and c2 (c4) is the degradation rate for the mRNAs
(proteins). The production of mRNA is modeled as a source term that depends
nonlinearly on the concentration of the inhibitor protein. Proteins are assumed
to be produced at a rate linearly dependent on the amount of the corresponding
mRNA. The degradation of mRNA and proteins is assumed to be linearly propor-
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tional to their current amount. For the full derivation of these equations from the
mass-action kinetics see Sec. 1.2.1 and for the outline of the underlying biophysical
process see Sec. 1.1. For notational convenience we introduce a constant
c =
c1c3
c2c4
. (2.2)
The toggle switch (1) and the repressilator oscillator (2), which have both been
implemented in E. coli, are special cases with N = 2 and N = 3, respectively.
Based on analytical results on monotone systems (i.e., systems in which partial
derivatives do not change sign) due to Smith (47, 70), the stability analysis of
this circuit reveals a fundamental difference between rings with odd and even
numbers of genes. The main results are summarized in Fig. 2.1b–c.
2.2.2 The stationary state
The stability analysis characterizes the long-term dynamic behaviors of the de-
terministic system. An example of such behavior is given by the fixed points of
the system, i.e., the states in which the dynamics is stationary. The variation of
a parameter can produce a change in the stability or the existence of fixed points
or other attractors. This is called a bifurcation and it leads to qualitative changes
in the long-term behavior of the system. One can find the parameter values
at which bifurcations are produced by performing a bifurcation analysis, which
can be carried out analytically or numerically with the aid of continuation soft-
ware packages such as AUTO (75), which can also track the stability of periodic
solutions.
In the generalized repressilator model two types of bifurcations occur a pitch-
fork bifurcation (see section 1.5.2 and (49)) emerges in even numbered rings and
Hopf bifurcation (see section 1.5.1 and (49)) leading to a stable limit cycle occurs
in odd numbered rings (Fig. 2.1).
In the case of even rings, a pitchfork bifurcation takes place at c = 2 for all N
(Fig. 2.1c). The two additional fixed points arising at that value of the parameter
and we will derive analytical expressions for the points as well as their stability
in section 3.2.1. The emerged fixed points of the system (3.1) correspond to two
distinct dimerized states: one in which genes with odd indices are upregulated
(pu) while genes with even indices are downregulated (pd); and another symmetric
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Figure 2.1: Attractors of the generalized repressilator model (a)Topology of the general-
ized repressilator: N genes in a cycle where each gene is repressed by the protein product
of the preceding gene. Also shown is the reaction scheme underlying the dynamical
system (3.1) with production and degradation terms for the mRNA (m j) and protein (p j)
of each gene. The repression of the production of mRNA is modelled by a Hill-type term
H(p j−1). (b) Typical time traces of the long-term deterministic dynamics of an odd ring
and an even ring above the bifurcation point c = 2: odd rings converge to a globally
attracting periodic solution while even rings converge to fixed points. The time traces
shown correspond to N = 23 and N = 22. (c) Stability of the fixed points of the system
as a function of the bifurcation parameter c. Even rings undergo a pitchfork bifurcation
at c = 2, leading to the emergence of two stable fixed points. Odd rings undergo a Hopf
bifurcation leading to the emergence of a limit cycle. The critical parameter for the Hopf
bifurcation depends on N but tends to c = 2 as N grows (see result figure 2.4.1).
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state where the genes with odd and even indices exchange their patterns of regu-
lation. These solutions are equivalent to tiling the ring with N/2 repeated copies
of the up-down solution of the two-gene ring. Their structure is similar to that of
other dimerized degenerate solutions in classic models of conjugated polymers
and spin chains (76). Therefore, after the bifurcation, the system is bistable, i.e, it
behaves like a switch.
In the case of odd rings (Fig. 2.1b), the symmetric solution pm becomes unstable
following in this case a Hopf bifurcation: no additional fixed points appear but
rather the bifurcation signals the emergence of a periodic solution. We derive
analytical conditions for the emergence of this Hopf Bifurcation in section 3.2.1.
Smith (70) proved that in monotone systems such as the repressilator, the periodic
solution that emerges is a globally attracting stable limit cycle. Therefore odd rings
behave as stable oscillators following the Hopf bifurcation.
Floquet theory and unstable periodic orbits
The stability analysis summarized above does not provide information about
unstable periodic solutions. Although, in principle, unstable periodic orbits are
not relevant for the long-term deterministic dynamics, they can be key to the
observed dynamics, especially if the orbits involve slow time scales. Such long-
lived oscillations can appear as transients in deterministic simulations and are
likely to be observed in the corresponding stochastic simulations. In fact, it was
in numerical simulations that we first noticed the relevance of these modes in
even repressilator rings.
Floquet theory can be used to find periodic solutions and quantify their linear
stability in terms of their Poincare´ map, i.e., the crossings of the orbit with a
(hyper)plane in phase space (see Fig. 2.5). Under this analysis, a periodic solution
(a closed orbit indicated in red in Fig. 2.5) becomes a fixed point of the Poincare´
map and its stability is reformulated as the linear stability of this fixed point. The
eigenvalues of the Poincare´ map linearized around the fixed point constitute the
Floquet multipliers. They indicate how an infinitesimal perturbation around the
orbit decays or grows (exponentially). The periodic solution is linearly stable if
all the Floquet multipliers have magnitudes smaller than unity (There is always
a trivial multiplier which equals to 1 and corresponds to the perturbation along
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Figure 2.2: Periodic solutions and travelling waves in the generalized repressi-
lator model (a)The period of the limit cycle of the deterministic model of odd rings (solid
line) increases linearly with the length of the ring. Simulations of the stochastic version of
this system using the Gillespie algorithm (see section 1.3.3) show that the period (shown
as circles) follows the same trend, although they are slightly larger. The period of the
quasi-stable solutions found in even rings (deterministic and stochastic) increases linearly
with the number of genes but with a slope that is half that of the odd rings. The inset
shows representative time traces of the periodic solutions in odd rings (stable) and in even
rings (quasi-stable). (b) Time snapshot of the spatial distribution of the concentrations of
two successive proteins for the periodic solution in the odd ring with N = 23. The so-
lution has a travelling-wave structure with a kink-like perturbation propagating around
the ring, indicated by the arrow in the bottom figure. The bottom figure represents the
minimum distance |∆p j| = min(|pu − p j|, |pd − p j|) between the traveling wave solution and
the dimerized solution with an alternating pattern of protein expression given by pu and
pd. The distance becomes large around the kink in the traveling wave solution. (c) Same
as (b) for the quasi-stable periodic solution of the even ring with N = 22. In this case, the
travelling wave solution has two kinks that propagate around the ring, as indicated by
the arrows.
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the direction of the orbit.)
In some cases, a few (possibly only one) Floquet multipliers will be slightly
larger than one. We will then have ’quasi-stable’ periodic solutions in that it takes
a long time to diverge away from them. Quasi-stability in this sense is a local
property. To assess if these solutions will be reachable (and therefore observable
in the dynamics), one needs to employ global techniques, e.g. sampling the
space of initial conditions. However, Floquet analysis provides an indication of
the possibility of observable, yet unstable, periodic solutions. If a periodic orbit
has a small number of very weakly unstable directions, it is likely that it could
be observed as long-lived periodic transients in the deterministic system and
that it could also play a role in the stochastic dynamics. Moreover, such quasi-
stable orbits are good targets for a control mechanism that can make oscillations
switchable, as shown below.
2.3 Numerical methods for oscillator design
In the following we summarize the methods, which have been used for the anal-
ysis and the design of our oscillator.
2.3.1 Numerical simulations and analysis of the dynamics
The deterministic system of ODEs (3.1) was solved numerically with an adaptive
fourth-order Runge-Kutta integrator (77), in which the step-size automatically
adapts to meet the required accuracy . We have checked that the inducibility,
reachability and transient times of the quasi-stable oscillations are not affected by
the accuracy of the integrator by using the Runge-Kutta integrator with accuracies
 between 10−2 and 10−8 (see Fig 2.6). In addition, the observability of the unstable
orbits was confirmed by using a nonlinear integrator (78).
The bifurcation analysis and the calculation of the Floquet multipliers of the
unstable periodic orbits shown in this chapter were carried out with the numerical
continuation software AUTO (75).
Stochastic simulations of the generalized repressilator were performed using
the Gillespie algorithm (see section 1.3.3). Random numbers and quasi-random
numbers for numerical simulations were generated with the GSL Scientific Li-
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brary (79).
2.3.2 Global robustness analysis and control aspects of quasi-stable
oscillations
As part of our numerical evaluation of the generalized repressilator, we have
developed a method to carry out a robustness and reachability analysis of its
quasi-stable oscillations. This was necessary because available global robustness
tools (78) quantify changes in fixed points induced by parameter variations and
are therefore not directly applicable to oscillations. In order to evaluate the global
robustness and inducibility of the quasi-stable oscillations, we attempt to induce
sustained oscillations with a predetermined intervention and quantify changes
in the observed response when the model parameters are varied. The method
defines an operating point in parameter space (the reference set c∗j), based on bio-
logically appropriate estimates, and a hypercube around it to account for biologi-
cal variability, temperature gradients and other noise. We then sample parameter
sets from the hypercube using Reverse Halton Sequences (80), quasi-random se-
quences that have been shown to homogenically cover hypercubes faster than
standard Monte Carlo sampling for high dimensional spaces (81). For each sam-
pled parameter set, we attempt to induce oscillations with the STOP-KICK sce-
nario described below and record if the system evolves towards sustained oscil-
lations. If oscillations are observed, we calculate numerically the period of the
oscillation and the change in shape of the oscillation, the latter defined as the
minimal normalized mean square deviation (L2 norm) of the observed oscillation
with respect to the reference operation point (see next sections for details).
Characterizing the change in shape is essential to establish that the oscillation
remains detectable and functionally recognizable in the biological system. Note
that here we are only concerned with global robustness of the reachability of
the solution. A modification of the same algorithm could be used to study the
parameter combinations that contribute most strongly to the sensitivity of the
network, a question relevant for the experimental tuning of the system that is not
addressed here.
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2.3.3 Robustness analysis and shape similarity
We have performed global robustness analysis for the generalized repressilator
model, which means all parameters have been varied at the same time within a
specified multidimensional hypercube. For instance, for the global robustness of
10 gene ring, the dimension of the according parameter space and the hypercube
is 40, as there are 4 constants for each gene (c1, c2, c3, c4) and these are varied in-
dependently of each other. This procedure is fundamentally different to standard
robustness assessments, where only one parameter is gradually varied at the same
time.
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Figure 2.3: Sample output for robustness analysis. On the x-axis we plot the number of
genes in the ring and on the y-axis the fraction of samples is shown, for which the model
was in the oscillating state after 5 and 10 oscillations. The total parameter variation of
20% around the reference set was used for the figure.
The parameter hypercube has been defined as 5%, 10%, 20% variation around a
reference state, where all parameters ci are the same for all genes. We have sampled
this parameter hypercube using pseudo-random numbers created with reverse
Halton sequences. Halton sequences have been used instead of conventional
random sampling, because they have been shown to be more efficient than the
classical Monte-Carlo for large dimensional space sampling (81). (The C code for
the global robustness analysis is available from the author on request.)
For all parameter samples we have assessed if the ODE system Eq. 3.1 was in
the oscillating state after certain number of periods. The ”yes”/”no”-decision for
the generalized repressilator was based on the condition that all genes in the ring
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show a non-decayed full amplitude. Using 104 samples for each N-gene-ring, we
have assessed the robustness towards parameter variations of the STOP-KICK
scenario (see section 2.4.3). The fraction of the parameter samples, which has lead
to at least 5, 10, 20 oscillations has been plotted on the y-axis (see figure 2.3 and
result2.9).
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Figure 2.4: Shape variations under the global parameter changes. On the left we see
the numerically observed oscillations, which differ moderately in the period length and
amplitude. The reference shape for the unperturbed system is shown in red. On the right
the time scale (x-Axis) has been scaled with the period and the maximal amplitude for
each curve respectively. This demonstrates how the scaling in time and normalized L2
score assesses the shape similarity.
In addition to the ”yes”/”no”-decision about the system being in the oscillating
state, we have also quantified the change in the shape of the oscillation. This
measure is independent of the variation in period and amplitude. The measure
ssh would give small similarity score if the oscillations became spiky, i.e. the
time spent in the up state is much smaller than the time in the down state or vice
versa. The similarity score would be intermediate if the oscillation shape became
more like a Gaussian instead of rather quadratic reference shape (see Fig. 2.4).
The similarity score is calculated by first scaling the time for the reference shape
and the perturbed shape to the same length and then applying the standard
normalized L2-norm:
ssh =< pire f (t)pipert(t) > / < pire f (t) > / < pipert(t) > (2.3)
The score is independent of both variations in the period and amplitude,
because through the first scaling the length variations disappear and through the
normalization in the L2-norm the amplitude fluctuations disappear. Thus, our
Chapter 2. Genetic oscillator design around unstable periodic orbits 65
measure assesses shape changes for moderate parameter perturbations and gives
an additional information to the variation in the oscillation amplitude and period
length.
2.3.4 Basic Floquet theory and quasi-stable oscillating orbits under
small perturbations
Figure 2.5: Poincare map with quasi-stable fixed point (black) and possible trajectories.
The periodic orbit (red trajectory) is linearly stable along the left diagonal, where the
arrows are pointing towards the fixed point and unstable along the right diagonal, where
the arrows are pointing away from the fixed point. The escape scenario from unstable
periodic orbit due to pertubations is illustrated with black trajectory.
Oscillating modes of an ODE system can be assessed regarding their stability
with the Floquet multipliers theory (49). Here, the question about stability of an
orbit can be reformulated to the question for the stability of the corresponding
fixed point x∗ in the Poincare´ map. If v0 is an infinitesimal perturbation such that
x∗ + v0 is in S, then after the first return to S
x∗ + v1 = P(x∗ + v0) ≈ P(x∗) + [DP(x∗)]v0 (2.4)
The Eigenvalues λ j of the linearized Poincare map [DP(x∗)] obtained this way
are nontrivial Floquet multipliers. The closed orbit is linearly stable if and only if
|λ j| < 1 for all j. We illustrate the case where the closed orbit has unstable directions
and how the system may escape from it in Figure 2.5 above. The Poincare section
(shown in gray) has stable directions (left diagonal) and unstable directions (right
diagonal). The system may escape the closed orbit (black trajectory) in a directed
manner once perturbed along the unstable direction. If for a periodic orbit in a
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Figure 2.6: Quasi-stable periodic orbits under small perturbations. (a) Less accurate
integration with  = 10−2 (circles) does not change the numerical outcomes of the global
robustness analysis, which has also been performed for the integrational accuracy  = 10−8
(squares). All other parameters are identical for the inspected simulations. Less accurate
integration is a simple way to simulate the small noise and with the figure we show that
the robustness of quasi-stable oscillations is not influenced by small fluctuations. Larger
variations in form of internal noise due to the low copy number can be simulated with
Gillespie algorithm (see section 1.3.3) and we show later (see chapter 4) that the quasi-
stable oscillations are also observed under larger fluctuations. (b) Different integrator
accuracy also does not affect the length of transient oscillations. The figure illustrates
the mean lengths of oscillations, which occur if starting from randomly chosen initial
conditions and inspect the region for the first 50 oscillations. The error bars are first and
third quartiles.
multi-dimensional system only few directions are unstable and the escape rate is
slow, we would observe long-lasting oscillating transients, which we call quasi-
stable oscillations.
A relevant question to assess is how the escape rate along an unstable direction
would be influenced by noise. We can simulate small noise effects by simply using
less accurate integration with larger maximal error  per step (see Fig. 2.6). It
turns out that the duration of transient quasi-stable oscillations is as long as with
the accurate integration. So small noise effects do not influence the quasi-stable
oscillations. The investigation of larger perturbations, which will be carried out in
chapter 4 shows that noise even extends the duration of quasi-stable oscillations.
We try to give an intuitive explanation for the observed effect. Errors resulting
from less accurate integration affect all variables in the ODE system. It has the
effect that the system is perturbed in all directions due to this noise. However,
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a quasi-stable orbit can be escaped through directed movement along one out of
many possible directions (see Figure 2.5 above). If the system is perturbed along
other directions, it is pulled back to the limit cycle, because all other directions
are attractive. Therefore random perturbations do not neccessarily kill the tran-
sient oscillations. On the contrary, random perturbations may interfere with the
directed escape out of the limit cycle and this might even stabilize the oscillations.
In fact in the following chapter 4 we assess the influence of internal noise on the
onset and the duration of the quasi-stable oscillations and we show numerically
that the oscillations are stabilized in the noisy system.
2.4 Results
2.4.1 Stable and quasi-stable oscillations in the generalized repres-
silator
As pointed out in the section 2.2 above, odd repressilator rings are globally at-
tracted to stable limit cycle oscillations for c > 2. Numerical simulations show that
the period of these solutions increases linearly with the number of genes in the
ring (Fig. 2.2a). The stability analysis also shows that, in contrast, even rings only
support fixed points as stable solutions. However, direct dynamical simulations
of even repressilator rings reveal the existence of long-lived periodic solutions,
which are easily reachable, as checked by extensive sampling (not shown) of the
space of initial conditions. The period of these oscillations also increases linearly
with the number of genes, albeit with a slope that is approximately half of that in
odd rings (Fig. 2.2a).
These numerical observations do not pose a contradiction with the stability
analysis above: the observed oscillations in even rings are periodic solutions
yet unstable. Unstable solutions can be studied using the numerical bifurcation
detection software AUTO (75), a continuation package that does not rely on dy-
namical simulations. We have used AUTO to find bifurcations in the biologically
relevant range of the parameter c and to assess the linear stability of fixed points
and periodic solutions—the latter through Floquet analysis.
The result for even rings is presented in Fig. 2.7. In agreement with the
analytical results, which we will show in the next chapter, a pitchfork bifurcation
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is found numerically as a branching point at c = 2, above which Hopf bifurcations
leading to the appearance of unstable periodic solutions, are detected in all rings
with more than 4 genes. The Floquet stability analysis indicates that the first
unstable periodic orbit to emerge has only one unstable direction, regardless of
the number of genes. The only positive Floquet multiplier, which indicates how
fast the trajectory diverges away from the orbit, is small and decreases as the
length of the ring increases. This is the signature of quasi-stability: if this periodic
orbit is reached, it will be long-lived. We have also checked that this solution
is reachable through numerical sampling of the space of initial conditions (see
Fig. 2.9a–b). Such reachable quasi-stable modes affect significantly the observed
transient dynamics and also play a central role in stochastic dynamics where
unstable solutions are explored under the effect of noise. Both these conditions
are relevant for dynamics of genetic circuits inside the cell.
The existence of quasi-stable modes provides us with the opportunity to design
a distinct control strategy. If we operate the system to revolve around a quasi-
stable mode, the result is an oscillator that can be switched on, kept oscillating
and switched off on demand. Below, we introduce a simple implementation of
such a scenario and evaluate its robustness of operation. Note that an intricate
family of unstable periodic orbits with high symmetry exists both in odd and even
rings (see Fig. 2.7 and Fig. 2.4.1). However, these additional periodic solutions
have several unstable directions that make them essentially unobservable and
uncontrollable.
2.4.2 Traveling wave structure of the periodic solutions
The spatio-temporal structure of the periodic solutions, both in the odd and even
cases, corresponds to a travelling-wave solution propagating around the ring.
The snapshots in Figs. 2.2b–c show that this propagation occurs against the back-
drop of the dimerized fixed point solution of the even ring, where all odd (even)
numbered genes are ‘up’ while the even (odd) numbered genes are ‘down’ (3.3).
Clearly, a dimerized configuration cannot be accommodated in an odd ring. This
leads to a kink-like (frustrated) solution where two consecutive genes have sim-
ilar expression levels. This local imbalance of repression induces a dynamical
instability that makes the kink propagate around the odd ring in a periodic fash-
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N Bifur- c Stable/all Max. Period
cation directions Floquet (min)
2 P 2.00 - - -
4 P 2.00 - - -
6 P 2.00 - - -
HB 4.68 11/12 6.2 132
8 P 2.00 - - -
HB 3.00 15/16 3.9 186
10 P 2.00 - - -
HB 2.56 19/20 3.0 239
HB 9.62 17/20 9.0 104
12 P 2.00 - - -
HB 2.36 23/24 2.5 291
HB 4.68 21/24 6.2 132
14 P 2.00 - - -
HB 2.24 27/28 2.2 342
HB 3.51 25/28 4.8 160
HB 16.9 23/28 10.5 94
16 P 2.00 - - -
HB 2.18 31/32 2.0 393
HB 3.00 29/32 3.9 186
HB 6.91 27/32 7.8 113
18 P 2.00 - - -
HB 2.15 35/36 1.8 444
HB 2.71 33/36 3.4 213
HB 4.71 31/36 6.2 132
HB 27.33 29/36 11.5 89
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Figure 2.7: Numerical bifurcation analysis and unstable periodic solutions of repres-
silator rings with even number of genes. We use the continuation package AUTO (75)
to obtain the bifurcations of rings of size N (3.1). The parameter c, defined in Eq. (2.2),
is swept in the biologically relevant range c ∈ [0.001, 30] by changing c1 with c2 = 0.12,
c3 = 0.16 and c4 = 0.06 constant. A branching point corresponding to a pitchfork bifur-
cation (P) is found at c = 2. A series of Hopf bifurcations (HB) linked to the emergence
of unstable periodic solutions are found subsequently. Floquet analysis indicates that the
first unstable orbit to emerge has only one unstable direction, regardless of the dimen-
sion of the system, and that the maximal Floquet multiplier decreases with increasing N.
Hence this periodic solution is quasi-stable: if it is reached, the divergence away from
it is slow, and gets slower for longer rings. Other unstable orbits are present but their
high instability makes them irrelevant to the observed dynamics. A similar structure
of unstable orbits exists in odd rings (see Fig. 2.4.1). The figure on the right shows the
bifurcation diagrams for even rings of length N = 6, 12, 16. The unstable periodic orbits,
shown in red dashed lines, emerge through Hopf bifurcations.
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N Bifur- c Stable/all Max. Period
cation directions Floquet (min)
3 HB 4.689 6/6 1 132
5 HB 2.556 10/10 1 239
7 HB 2.244 14/14 1 342
HB 16.91 12/14 8.0 94
9 HB 2.156 18/18 1 444
HB 4.711 16/18 5.0 132
11 HB 2.089 22/22 1 545
HB 3.311 20/22 3.75 169
HB 42.84 18/22 11.0 86
13 HB 2.067 26/26 1 645
HB 2.800 24/26 3.05 204
HB 7.778 22/26 7.55 110
15 HB 2.044 30/30 1 746
HB 2.533 28/30 2.63 239
HB 4.711 26/30 5.76 132
17 HB 2.044 34/34 1 847
HB 2.400 32/34 2.35 274
HB 3.667 30/34 4.68 154
HB 11.75 28/34 9.13 100
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Figure 2.8: Numerical bifurcation analysis of repressilator rings with odd number
of genes and corresponding bifurcation diagrams. We use the continuation package
AUTO (75) to obtain the bifurcations of rings of size N (3.1). The parameter c, defined
in Eq. (2.2), is swept in the biologically relevant range c ∈ [0.001, 30] by changing c1 with
c2 = 0.12, c3 = 0.16 and c4 = 0.06 constant, as in the previous figure 2.7.
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ion (Fig. 2.2b). This spatio-temporal structure underlies the limit cycle solution in
odd rings. The fact that the period of the limit cycle increases (roughly) linearly
with the number of genes indicates that the speed of propagation of the kink is
(roughly) constant.
The quasi-stable periodic solution in even rings can be interpreted under the
same prism. Fig. 2.2c shows that it corresponds to two interacting kinkspropagating
around the ring at a roughly constant speed with a period that is approximately
one half of that of the closest odd ring (Fig. 2.2a). The instability of this periodic
solution has a clear meaning in this picture: if the two kinks ‘collide’, they annihi-
late each other and the system returns to the stable fixed point, i.e., the dimerized
solution. Figure 2.2c also shows that each kink has a minimum spatial width
that depends on the parameters of the model. Hence it is more difficult to find
these oscillatory solutions in rings that are not large enough to fit two such per-
turbations although they can still be observed in smaller, biologically realizable
rings. For clarity, we have chosen to illustrate the spatio-temporal structure of
the solutions with long rings. However, we have checked that the quasi-stable
periodic orbits in rings with N = 6, 8, 10 (not shown) maintain the features of the
two-kink structure and operate under the same principles as the long rings shown
in Fig. 2.2c.
The spatio-temporal structure of the periodic solutions in repressilator rings
shows a strong parallelism with similar dynamical solutions observed in classical
models of discrete lattices (82). The travelling-wave nature of the oscillations
could have potential biological applicability if one were to use this circuit as a
control element for genes that must be activated in a particular order and for a
pre-defined time interval.
The spatio-temporal structure will be assessed in more detail in the following
chapter by connecting it to the symmetries in the generalized repressilator model
in its solutions.
2.4.3 Robust induction of quasi-stable oscillations in the determin-
istic regime
To test that the oscillations described above are reachable, and therefore observ-
able, we have carried out a sampling of the convergence to such solutions from
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random initial conditions. The results are presented in Fig. 2.9a–b, where we show
that the proportion of initial conditions leading to sustained oscillations in even
rings increases as the ring becomes longer but are already substantial for N = 10.
This indicates that such oscillations could be observable in transient dynamics,
especially in the presence of noise. We will assess systematically the influence of
noise on the transient length of quasi-stable oscillations in the chapter 4 and show
an increased observability of these oscillations in the corresponding stochastic
system.
The causality imposed by the travelling-wave structure means that the manip-
ulation of one gene will have a predictable effect on the others. This means that
we can use such causality to devise a protocol to induce and stop oscillations in
even rings reliably by activation of one gene for a short time span. We illustrate
this simple scenario in Fig. 2.9c. First, the even ring is forced to converge to one of
the fixed point solutions with a STOP signal that consists of the external activation
of gene j for a time interval longer than the period of the oscillation. This signal
is used to ‘initialize’ the system, suppressing any transient oscillations present in
the system. Once the system is at rest, the oscillation can be started with a KICK
signal, consisting of the external activation of gene j + 1 with a step function of
width and amplitude similar to those of the oscillatory pattern. Such signals can
be elicited non-invasively through an optical mechanism that uses UV or red light
to activate the production of mRNAs of particular genes (28, 29).
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The STOP-KICK scenario induces long-lived oscillations with absolute relia-
bility in rings with N > 6 identical genes. In order to check that the proposed
protocol is robust to parameter variations, we have carried out a global robustness
analysis as outlined in the Methods section. We construct a hypercube by taking
variations of 5%, 10% and 20% around the reference values of the parameters in
Eq. (3.1) and take 104 samples in this hypercube varying all parameters simultane-
ously. Sampling is performed with quasi-random Reverse Halton Sequences for
improved convergence (80, 81). Figure 2.9d shows that the fraction of parameter
samples that lead to oscillations with this protocol converges to 1 for large rings.
Our numerics also show that oscillations can be elicited with significant robust-
ness in rings with N > 6. When oscillations are present, the period shows very
small variation with respect to the reference set, as shown by the coefficient of
variation (Fig. 2.9d, inset). We have also quantified the change in the shape of os-
cillations through a normalized mean square measure and found that the shapes
in the perturbed system exhibit very high similarity (≈ 99%) to the reference set
(see section 2.3.3). In summary, our global robustness analysis indicates that in
the deterministic regime, long-lived quasi-stable periodic solutions are reliably
inducible in larger rings with a single intervention. For moderate size rings, oscil-
lations can still be induced for a large fraction of the parameter hypercube but are
shorter lived. This suggests that repeated interventions could be used in order
to keep the ring in the quasi-stable oscillating state. A simple control protocol
that implements these ideas is proposed in the following section and shown to be
applicable for rings as small as N = 6 operating in the stochastic regime.
2.4.4 Stochastic oscillations in even rings and readout-based con-
trol
We have used the slightly modified Gillespie algorithm (see section 1.3.3) to
study the generalized repressilator in the stochastic regime, i.e., when intrinsic
noise is high due to low copy numbers. It is well known that stochastic mod-
els of odd rings behave as oscillators and that the travelling wave structure is
preserved (2, 83). In the case of even rings, we have performed long stochastic
simulations (not shown) and found bistability and switching events, as expected
from the switch-like stationary probability function (see sections 1.3.3 and 1.3.4).
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Figure 2.9: Induction of oscillations in even rings in the deterministic regime a)
Quasi-stable periodic solutions in even repressilator rings can be observed starting from
random initial conditions. The dynamical trajectories shown here correspond to a ring
with N = 18 and parameters c1 = 2.6, c2 = 0.12, c3 = 0.2, c4 = 0.06. b) Percentage of
initial conditions (IC) leading to 5(•), 10() and 50() oscillations. The percentages are
obtained from a sampling of 104 initial conditions. c) The quasi-stable oscillations can be
induced reliably with a simple sequence of signals. First, apply a STOP signal to gene
j to force the system to approach a fixed point solution. Second, apply a KICK signal
to gene j + 1 to drive the ring into oscillation. The oscillation can be terminated at will
by applying another STOP signal. The signals can be implemented via on-demand UV
or red light gene transcription activation (28). This STOP-KICK-STOP protocol is shown
here for the same ring as in (a). d) Global robustness of the inducibility of the quasi-stable
oscillations. The STOP-KICK scenario is applied to 104 random parameter combinations
(PC) c j for each even ring of length N and we record the proportion of parameter sets that
lead to five oscillations. The parameters are sampled with reverse Halton sequences from
a hypercube with 5%(•), 10%() and 20%() variation around the reference set. Quasi-
stationary oscillations are robustly induced for N ≥ 10 (see Fig. 2.3 for 10 oscillations).
Small rings can be kept in the oscillating state applying repeated interventions in a simple
control protocol, as seen in Fig. 2.10. (Inset) The oscillations are robust in shape (see
Fig. 2.4) and in period with respect to changes in the parameters. The relative variability
(coefficient of variation) of the period of the induced oscillations is small and decreases
with the length of the ring.
Chapter 2. Genetic oscillator design around unstable periodic orbits 75
Additionally, the simulations show sustained oscillatory behavior, especially in
longer rings although they are also observable in rings as small as N = 6. The
oscillations appear in a variety of settings: as transients from a variety of initial
conditions; spontaneously emerging from one of the stable points; or associated
with switching events. It is also easy to induce such oscillations with localized
interventions in particular genes; to sustain them with periodic driving; and to
terminate them with a prolonged induction of a gene (as in the STOP signal
above). We have examined the structure of these oscillations and they correspond
well with the quasi-stable periodic solutions in the deterministic system: their
period is approximately half the period of the closest odd ring (Fig. 2.2a) and the
spatio-temporal travelling-wave structure is maintained.
Our numerical simulations confirm the relevance of the underlying quasi-
stable oscillations for the observed stochastic dynamics of even rings (Fig. 2.10).
Similarly to the deterministic case, the quasi-stable mode can also be used as
a control operating point such that the system becomes switchable. The ro-
bust reachability of this mode allows us to use an extremely simplified feedback
mechanism that could be implemented through an optical read-out (GFP, YFP
or luciferase protein labeling) and response (on-demand UV or red light gene
transcription activation) (28).
The simple control scheme illustrated in Fig. 2.10a uses the optical read-out
from two successive proteins in the ring to introduce optical KICK signals that
sustain the oscillation based on a threshold rule (Fig. 2.10b). The oscillation
can be started and terminated using the same optical signals. Although we have
chosen to illustrate the possible implementation of the scheme with light sensitive
inducers, it is worth remarking that any suitable mechanism capable of precisely-
timed gene induction with good spatial resolution at the cell population could be
used. A potential advantage of a switchable mode of operation is the economical
and targeted use of the transcriptional resources without overburdening the cell
with unnecessary mRNA production (66).
2.5 Discussion
In this chapter, we have studied how the presence of quasi-stable periodic solu-
tions affects the observable dynamics of even repressilator rings. Previously, even
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Figure 2.10: Stochastic oscillations in even rings and readout-based control. (a) Illus-
tration of the readout-based control scheme for a ring of 6 genes. Two proteins of the ring
are read out with fluorescent tags. This readout is then compared to a reference defined
according to the oscillating behavior of the ring, with similar period and a shift between
consecutive genes. The reference comparison is threshold-based and leads to an ON-OFF
(1-0) control for the KICK signals. These can be implemented with light responsive genes
promoters. In the numerical simulations shown in (b), the KICK signals are indicated
with the red markings in the upper panels. (b) A simple readout-based control reliably
switches on the oscillations, sustains them and switches them off. The control mechanism
functions by monitoring two successive proteins in the ring. Whenever each of them
falls below a threshold, a KICK signal for the corresponding protein is given. These
threshold-based KICK signals are indicated with red and magenta markings in the upper
panels. The oscillation can be terminated with a STOP signal as in the deterministic state.
The optical read-out can be based on GFP or YFP protein labeling while the response can
be implemented with on-demand UV or red light that enhances the production of the
corresponding mRNAs (28). The figure shows the application of this mechanism to a ring
with N = 10. The stochastic time traces correspond to the protein expression of proteins
p j with j = 1, 3, 5, 7, 9 and the corresponding control (top) in response to proteins p1 and
p2 ( trace not shown). The right figure is a magnification of the dashed square inside the
main figure. We have also checked that this control protocol is applicable for rings with
as low as N = 6 genes (not shown).
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rings have been thought of as switches due to the fact that they only support fixed
point solutions. However, our bifurcation analysis reveals the existence of a set of
unstable orbits, some of which have slow timescales associated with them. These
quasi-stable periodic solutions are both reachable and long-lived, thus playing a
role in the observed dynamics, both transient and stochastic. This suggests that
oscillatory behavior might be more widespread than expected in genetic models
since it could feature in systems that possess only static attractors.
The presence of quasi-stable solutions provides us with the possibility of de-
signing control protocols that operate the system around such modes so that the
oscillations can be turned on and off reliably. Our numerics indicate that a ro-
bust mechanism could be implemented based on appropriate optical feedback
to switch the system between stable fixed points and quasi-stable oscillations.
Although the proposed pared-down control scheme is only intended to provide
an illustration of the potential implementation and its performance could be im-
proved with the use of optimized strategies for stochastic and robust control that
take into account specific details of the experimental setup, it is worth discussing
some of its limitations. The challenge for the dynamical control algorithm is to
deliver the optical interference signal necessary for the induction of gene expres-
sion for a short time period, to a particular spatial area of the cell population,
and with a well-controlled delay following the fluorescent signal of the proteins.
The proposed scheme shows both enough spatial and time resolution to address
individual cells in a population with well-defined pulses (28). The scheme would
need to rely on proper calibration of life-times of fluorescent proteins affected
by phototoxic and photo-bleaching effects, as reviewed in detail by Bennett and
Hasty (30). Finally, we note that the delay between the actual protein concentra-
tion and the corresponding fluorescent signal introduced by the maturation time
(∼ 2-8 min) is short compared to the period of the oscillation (∼ 130 min), hence
acceptable for the control scheme.
A synthetic circuit operating under such principles could be interfaced with a
naturally occurring network to induce an intrinsic interference that is interruptible
on-demand. The switchability of this regulatory element can help avoid the ap-
pearance of adverse cumulative effects. The NFκB pathway is an example where
such a regulator could provide controlled activation over short time intervals as
an alternative to conventional knock-downs and other functional interventions
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that modify the balance of important proteins for the cell cycle (84, 85). The un-
derlying travelling wave structure of the observed periodic solutions could also
be potentially useful for design purposes. It allows for coordinated intervention
when the timing and order of activation of different pathways is crucial. Ex-
amples of cellular networks, e.g. in developmental biology, indicate that timed
patterns of sequential activation are at the heart of the function of families of
master regulators (61, 64, 86, 87) and, in the case of the vertebrate segmentation
clock (88, 89), the associated oscillations are well-defined but do not survive in
the long-term. The importance of heterogeneously timed gene induction has also
been highlighted in a model of Arabinose uptake in E. coli (63). Experiments with
genetically engineered yeast have also shown that pulsed activation of chaperons
followed by pulsed activation of the associated heterologous proteins is more
efficient at maximizing the production of particular metabolites (66). These ap-
plications hint at potential uses for circuits that can produce sequential patterns
of activation on demand, such as the even repressilator studied here, which in-
teract with other cellular pathways via intrinsic proteins, thus avoiding the timed
delivery of external agents through the cell membrane.
The design of control strategies for the operation of systems around an inher-
ently unstable state has a long history in other disciplines (e.g., flight and fluid
control) since it affords enhanced responsiveness and controllability with relative
ease and simplicity of design (71). This strategy differs fundamentally from the
biochemical alteration of the network topology proposed by Atkinson et al. (74)
based on a smaller gene circuit but with a complex regulatory scheme involving
promoter and repressor sites regulating one gene. The molecular kinetics of such
regulators are less well understood than those with single regulatory sites due to
unavoidable cross-talk and compound logic. The ring topology relies on simple
regulation to provide a sequence of causal signals but at the expense of involving
a larger number of genes.
The present scheme is also in contrast with previously engineered gene circuits,
such as odd repressilators, which possess globally attracting limit cycles leading
to behavior that is robust yet not controllable. Quasi-stable operation, on the
other hand, is robustly switchable. The switchability of the oscillator coupled
with dynamic control that affords good spatial resolution could be used to elicit
localized oscillations in cell populations as an aid to examine mechanisms of cell
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synchronization.
It is an open area of current research to elucidate the role of a design concept
based on control around unstable behavior, similar to the inverted pendulum
in classic control theory, to further our understanding of cell strategies and its
potential use in the design of synthetic topologies that can interfere with natu-
rally occurring pathways. We explore in more detail the control strategies and
numerical algorithms for their optimization in thesis chapter 5.
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Chapter 3
Analytical conditions for Hopf
bifurcations in uni-directionally
coupled rings
Previously we have explored the generalized repressilator model for design pur-
poses of a controllable genetic oscillator. The intuitive threshold-based control
strategy proved successful for the example, because the generalized repressi-
lator model has ring symmetries. Using these inherent symmetries we estab-
lish connections to engineering designs in other scientific disciplines and derive
mathematically more rigorous analytical conditions for the emergence of Hopf
bifurcations in this chapter.
The following chapter is based on the manuscript
Transient dynamics around unstable periodic orbits in the generalized
repressilator model
Natalja Strelkowa and Mauricio Barahona
Provisionally accepted by
Chaos
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3.1 Introduction
Ring structures of coupled elements are an appealing mathematical concept, be-
cause of the inherent symmetry and therefore amenability to analytical treat-
ment (53, 90, 91). Ring-coupled elements are also of general practical interest for
engineering and biology (2, 51, 92). There are several examples of well-studied
ring-coupled systems, as for instance the Duffing oscillators (53) and magnetic
flux-gates (51). The ring structures were reported to have rich dynamical behavior,
including multi-stability, unstable periodic solutions (UPOs), quasi-periodicity
and even chaos and hyperchaos.
Recently an extended numerical and analytical treatment of the autonomous
unidirectionally coupled Duffing oscillators has been performed by Perlikowski
et al. (53). The study focuses on investigation of chaos and hyperchaos in the
unidirectionally and linearly coupled oscillator system. It also explains the mech-
anism of chaos emergence, which in this case occurs via transient oscillations. The
authors explore the role of unstable periodic orbits (UPOs) in chaos emergence
and therefore spend considerable effort on the analysis of transient dynamics,
which in many studies is rather neglected due to their instability.
The unidirectionally coupled elements have also been built and used as sen-
sors. A series of papers appeared on a successful design of magnetic field
sensors, which is based on the unidirectionally ring coupled magnetic flux-
gates (6, 51, 93, 94). The system has been well analyzed, including deterministic
steady state dynamics (94), and numerical bifurcation analysis (51). A more recent
study in this area (6), reports that longer even-numbered rings of unidirectionally
coupled flux-gates, which are bi-stable according to the steady state analysis, show
observable, extremely long-lived oscillating transients and this behaviour is more
prevalent in the presence of noise. The study is an example of an electronic design,
where transient behavior is observable (in this context we mean likely to occur
starting from random initial conditions) and extremely long-lived. Investigation
and utilization of long-lived transients is a research direction complementing the
study of steady states and the nontrivial dynamics appear in biological systems
as well as in the classical electronics.
Previous studies on the generalized repressilator model were mainly devoted
to the steady state analysis and stable limit cycles, which are characteristics deter-
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mining the system property for infinite time t→ ∞. Analysis of how the system
approaches the fixed point, i. e. transient unstable behavior in particular unsta-
ble periodic orbits were rather neglected. However, steady state analysis alone
is not sufficient in cases where transients are non-trivial, qualitatively different
from steady states, and occur on slow time scales compared to the inherent time
scales of the system. As shown in (5) and the first chapter, even-rings of the
generalized repressilator model are examples of a genetic network with nontriv-
ial transient behavior. The oscillating transients are long lived and the globally
attracting stable fixed points of even-rings are approached through the very long
lasting transient oscillations. Life-times of these unstable periodic orbits are large
compared to inherent time scales of the system, as for instance generation time of
bacterial population. Therefore the exploration of unstable periodic orbits in the
generalized repressilator model is necessary to complement the classical steady
state analysis.
In this chapter unstable periodic orbits of the generalized repressilator model
are characterized in terms of their stability, duration and their inherent symme-
tries. We provide analytical conditions for Hopf bifurcations, from which unstable
periodic orbits are originating as a function of the length of the ring N. We also
establish connections to classical physics concepts of kink-like propagating per-
turbations. It turns out that dynamical symmetries of these unstable periodic
orbits can be understood in terms of moving kinks and that the symmetries are
related to the stability of these unstable periodic orbits. We compare our system
with the magnetic sensors (93) using classical group theoretical approach (52) and
establish the relationship between this known real-world implemented system
and the generalized repressilator model. Finally, we show that the unstable peri-
odic orbits in even-rings are reachable if starting from random initial conditions
and explain the duration distribution of oscillating transients using kink concept.
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Figure 3.1: Global bifurcation analysis of the generalized repressilator model Bifurca-
tion diagrams showing the cascade of Hopf Bifurcations in the generalized repressilator
model. Increase of the parameter c (see Eq. 3.2) a cascade of limit cycles emerges, which
we show in p1 vs. p2 phase plots. In odd rings (exemplified by N = 9) an attracting limit
cycle (meshed style) emerges from the first Hopf bifurcation (H). In even-rings (exempli-
fied by N = 10) a Pitchfork bifurcation (P) leads to two symmetrical stable fixed points
(full black lines), which we will refer to as up/down solutions. In even- and odd-rings
further Hopf bifurcation lead to emergence of unstable periodic orbits. Some limit cycles
in even rings undergo a Neimark-Sacker bifurcations (NS), which is a global bifurcation,
leading to an unstable torus.
3.2 Analytical bifurcation analysis of generalized repressilator
and unstable periodic orbits
The generalized repressilator model is given by the following ODEs:
m˙ j = f (p j−1) − c2m j
p˙ j = c3m j − c4p j, (3.1)
where p j and m j describe protein and mRNA concentrations for each gene, and
f (p) is a monotonic function acting as a repressor (70). For simulation results
and figures throughout the thesis a special case of a Hill function has been used
with the Hill coefficient h = 2 for the repression function f (x) = c11+x2 . However
the outlined calculations are similar for any f : U(∈ R+) → U(∈ R+), which are
bounded and monotonically decreasing in this region. The symmetric solution,
where all proteins have the same concentration p j = p j−1 ∀ j is guaranteed for such
f (x). For a Hill type repression function f (x) = c11+xh a complete stationary solution
(f(x) = 0) can be formulated in terms of a recursion relation for the proteins, which
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then determine stationary stationary state of mRNA:
p∗j =
c1c3
c2c4
· 1
1 + p∗j−1
h
m∗j =
c4
c3
p∗j
In general, the full solution has to be obtained from nested fractions. For illustra-
tion purposes we show the 4 genes ring:
p =
c
1 + c2
1+ c21+ c2(1+p2)2

2

2
Although in principle it is thinkable that the above equation has several solutions
for larger Ns, there are only two types of solutions for this symmetric system,
which have been found numerically: the symmetric fixed point solution pm, where
all p j’s have the same concentration p j = p j+1 ≡ pm and for even rings only
the dimerized solutions pu/d where every other gene has the same concentration
p∗j = p
∗
j+2 , p
∗
j+1,∀ j. Numerically we have tried to find other positive and real
solutions for the system using the symbolic solver in Mathematica for rings up to 8
genes. But in agreement with findings in (47, 70), no further solutions have been
found numerically or analytically.
The symmetric fixed point solution pm from the equation
pm + ph+1m = c (3.2)
exists for both even and odd rings (c ≡ c1c3c2c4 as before). It is stable for smaller c’s,
but eventually becomes unstable in both even and odd rings. In odd rings as
already discussed earlier via a Hopf Bifurcation (see section 2.2.2).
In the case of even rings, a pitchfork bifurcation occur at c = 2 for all N and this
condition can be derived by requiring that p∗j = p
∗
j+2 , p
∗
j+1,∀ j, which essentially
means tiling a larger even ring into gene pairs, where each pair is equivalent to a
two gene ring.
p1(1 + ph2) = c & p2(1 + p
h
1) = c
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Positive and real solutions satisfying the two equations are given either by (p1 =
pu, p2 = pd) or the symmetric alternative (p1 = pd, p2 = pu), where pu ≈ c and pd ≈ 0.
These condition lead to dimerized solutions, where if one gene is expressed the
following gene in the ring will be suppressed or vice versa.
For the specific case of the Hill coefficient h = 2, which is practically mostly
relevant (2), the explicit solutions can be given by the following:
p∗j =
c
2
+
√
c2
4
− 1 ≡ pu
p∗j+1 =
c
2
−
√
c2
4
− 1 ≡ pd. (3.3)
Note that pu → c and pd → 0 for large c. The emerged fixed points for larger c’s
correspond to two distinct dimerized states: one in which genes with odd indices
are upregulated (pu) while genes with even indices are downregulated (pd); and
another symmetric state where the genes with odd and even indices exchange their
patterns of regulation. These solutions are equivalent to tiling the ring with N/2
repeated copies of the up-down solution of the two-gene ring. Their structure
is similar to that of other dimerized degenerate solutions in classic models of
conjugated polymers and spin chains (76). Therefore, after the bifurcation, the
system is bistable, i.e, it behaves like a switch.
Linearization around switch-like stationary states
We assess the stability of the fixed points pu/d and show that they are stable after
the pitchfork bifurcation. Because of the symmetry we demonstrate only the first
branch, where p∗1 = p
∗
2 j+1 = pu and p
∗
2 = p
∗
2 j = pd (first gene and odd numbered
genes are up-regulated, second gene and all the even numbered genes are down-
regulated). For convenience we define: ∂pi
c1
1+phi
pu/d = − hph−1u/d c1(1+phu/d)2 ≡ u/d with pu/d as
previously defined. First we eliminate the mRNA equations taking the derivative
of the protein equations with respect to time and substituting from the mRNA
equations:
p¨ j = c3 f (p j−1) − (c2 + c4)p˙ j − c2c4p j. (3.4)
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To obtain a second order differential equation for protein concentrations, which
can be rewritten into a system of first order differential equations:
p˙ j = q j
q˙ j = c3 f (p j−1) − (c2 + c4)q j − c2c4p j, (3.5)
The system can then be written separating the linear and the non-linear parts as:
z = (I ⊗ A)z + H(z) (3.6)
where
A =
 0 1−c2c4 −(c2 + c4)
 , z =

...
p j
q j
...

and H(z) containing the non-linear coupling terms between the elements. Lin-
earizing around the symmetrical fixed point pm, we obtain the Jacobian, which
contains the typical topological ring feature namely the circulant matrix
G =

0 0 0 . . . 1
1 0 0 . . . 0
. . . . .
0 . . . 1 0 0
0 0 . . . 1 0

For a convenient notation we introduce a symmetry breaking function fsym,
which evaluates the genes with odd index at pu and the the ones with the even
index at pd. Then the Jacobian evaluated at the up/down solution is the following:
J|pu/d = (I ⊗ A) + (G ⊗Hpu/d) (3.7)
where Hpu/d =
 0 0f ′( fsym(p)) 0
.
The characteristic polynomial χ factorizes and, taking into account that the
eigenvalues of the circulant matrix are γ j = ei
2pi j
N with j ∈ {0, . . . ,N − 1}, we obtain
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the following complex quadratic equation for the eigenvalues:
(c2 + λ)(c4 + λ) = c3
√
udγ j
λ j = −c2 + c42 ±
√
1
4
(c2 − c4)2 +
√
udc3γ j
= −c2 + c4
2
±
√√√√1
4
(c2 − c4)2 +
√
udc3 cos(
2pi j
N
)︸                               ︷︷                               ︸
x
+i
√
udc3 sin(
2pi j
N
)︸             ︷︷             ︸
y
with j ∈ {0, 1, ..,N − 1}.
In the following we show that the fixed points are stable after the pitchfork
bifurcation for the Hill coefficient h = 2. The line of arguments is similar for higher
coefficients. The fixed points are stable because the real negative contributions to
the Eigenvalues are always larger than the positive ones, so the inequality to be
shown is c2+c42 >Re{
√
1
4 (c2 − c4)2 +
√
udc3γ j}:
• √udc3 = 2c1c3c2 = 2c2c4c following directly from definitions for c,u, d, pu, pd with
simple algebra
• using the standard formula for real and imaginary parts separation un-
der the complex square root
√
x + iy =
√
1
2
(√
x2 + y2 + x
)
+ i y√
2(
√
x2+y2+x)
after some algebra it can be shown that Re{
√
1
4 (c2 − c4)2 +
√
udc3Exp( 2piikN )} >√
1
4 (c2 − c4)2 +
√
udc3
• leading to inequality to be shown c2+c42 >
√
1
4 (c2 − c4)2 + 2c2c4c
• for c = 2 both sides of the inequality would be equal
• c>2 would diminish the positive contribution to the monotonically increas-
ing root function and therefore c2+c42 >Re{
√
1
4 (c2 − c4)2 + 2c2c4c Exp( 2piikN )}
Confirming the numerical observation of a classical supercritical pitchfork bi-
furcation with c being the critical parameter is shown analytically in agreement
with Mu¨ller et al. (47).
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3.2.1 Analytical conditions for the appearance of unstable periodic
orbits
In the previous section we have assessed the stability of the symmetry breaking
pu/d branches, which appear in even rings. Now we will linearize around the
symmetric solution pm, which occurs in both even and odd rings and derive ana-
lytical conditions for the emergence of unstable periodic orbits in the bifurcation
cascades as observed numerically in section 2.4.1.
J|pm = (I ⊗ A) + (G ⊗H∗) (3.8)
where H∗ =
 0 0f ′(pm) 0
. The characteristic polynomial χ factorizes and, taking
into account that the eigenvalues of the circulant matrix are γ j = ei
2pi j
N with j ∈
{0, . . . ,N − 1}, we obtain
χ(λ, j) = det(A + γ jH∗ − λI) (3.9)
We therefore obtain the following complex quadratic equation for the eigenvalues
λ2l + (c2 + c4)λl + c2c4
(
1 + α exp(iβl(N))
)
= 0 (3.10)
βl(N) = 2pilN , l = {0, ..,N − 1}, α = hp
h+1
m
c . The necessary conditions for a Hopf
bifurcation are purely imaginary roots. After some algebra (see next section), it
turns out that for the most interesting case in synthetic biology (2), where repressor
proteins form dimers and Hill coefficient h is 2, odd-rings possess NHB =
⌊
1
2
(N−1)
2
⌋
Hopf bifurcations and even-rings possess NHB =
⌊
1
2 (
N
2 − 1)
⌋
.
There are in principle NHB = (N − 1)/2 (odd-rings) and NHB = (N/2 − 1) (even-
rings) possible solutions, predicted by standard group theory (52) for strong
enough couplings in rings. For the set of constants and suppression h = 2 we do
not observe all possible solutions with the discrete rotation symmetry Z˜k, however
more solutions are numerically observed for stronger repression, for instance for
larger Hill coefficient h = 4 also the 4-gene ring shows a Hopf bifurcation. The
number of unstable periodic orbits is therefore dependent on the parameter set
and the repression function.
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Analytical Conditions for the Number of Hopf bifurcations
Non-linearity conditions and the length of the ring N will determine how many
Hopf bifurcations and which unstable periodic orbits are expected for a parameter
set {c1, c2, c3, c4} of the generalized repressilator model. We will go through the
case with the Hill repressor function f (pm) =
c1
1+phm
, where h is the Hill coefficient.
The characteristic polynomial given in the main text is
λ2l + (c2 + c4)λl + c2c4
(
1 + α exp(iβl(N))
)
= 0 (3.11)
βl(N) = 2pilN , l = {0, ..,N − 1}, α = hp
h+1
m
c . The necessary condition for the Hopf
bifurcation to occur is purely imaginary eigenvalues of the Jacobian. For a complex
quadratic polynomial p(z)
(a + iA)z2 + 2(b + iB)z + (c + iC) = 0 (3.12)
the necessary condition for the purely imaginary root is (95)
C2 − 4bBC − 4b2c = 0. (3.13)
In our case A = B = 0, C = c2c4α sin(βl(N)), c = c2c4(1 + α cos(βl(N))) and b =
−(c2 + c4)/2, which leads to the condition:
α2c2c4 sin2(βl(N)) − (c2 + c4)2(1 + α cos(βl(N))) = 0
(3.14)
This equation determines, which βl(N)’s can satisfy the condition for Hopf bifur-
cation for a particular parameter set. From the fixed point equation pm + ph+1m = c,
the inequality 0 ≤ α < h follows trivially. Biologically relevant parameters are
given close to the following set: c1 ∈ [0, 3] is the bifurcation parameter, and
c2 = 0.12 min−1, c3 = 0.16 min−1, c4 = 0.06 min−1 for linear terms. Then the set
h = 2 and βl(N) ∈]32pi, 2pi[ leads to solutions starting from N = 6. For the same
cs and h = 4, the condition is already fulfilled for 4 gene ring and for l = 1 a
Hopf bifurcation and an unstable periodic orbit are observed, as expected from
the above inequality and Eq. 3.14.
Although unstable periodic orbits do not lead to long term attractors, they
3.2 Analytical bifurcation analysis of generalized repressilator and UPOs 90
can still be important for practical applications if they are likely to be reached
from random initial conditions (or as a result of random fluctuations) and they
dictate long-lived dynamics that will therefore feature in finite-time observations.
As shown below, the unstable periodic orbits that emerge from the first Hopf
bifurcation in even rings have these characteristics for parameter ranges consistent
with biological experiments. In particular, with mRNA and protein life-times on
the order of minutes and Hill coefficients h ∈ {2, . . . , 6}, the transient oscillatory
behavior would extend over several hours in rings of moderate size N ∼ 10 when
the cellular doubling time is on the order of one hour. Therefore the transient
behavior dominates the observable dynamics.UPOs in the generalized repressilator 4
ble I).
Apart from the first bifurcation in odd rings, which
gives rise to an attracting limit cycle, all other Hopf bi-
furcations give rise to unstable periodic orbits (UPOs),
as shown in Figure 1 and summarized in Table I. Al-
though UPOs do not lead to long term attractors, they
can still be important for practical applications if they are
likely to be reached from random initial conditions (or as
a result of random fluctuations) and they dictate long-
lived dynamics that will therefore feature in finite-time
observations. As shown below, the UPOs that emerge
from the first Hopf bifurcation in even rings have these
characteristics for parameter ranges consistent with bio-
logical experiments. In particular, with mRNA and pro-
tein life-times on the order of minutes and Hill coefi-
cients h ∈ {2, . . . , 6}, the transient oscillatory behavior
would extend over several hours in rings of moderate size
N ∼ 10 when the cellular doubling time is on the order
of one hour. Therefore the transient behavior dominates
the observable dynamics.
We now explore the different dynamical facets of the
emerging unstable periodic orbits. In particular, we de-
scribe their spatio-temporal symmetry, and their rela-
tionship to tilings of the ring, and present their linear
stability. We also show that these solutions can be un-
derstood in terms of traveling waves that correspond
to propagating interacting kinks, analogous to solutions
from classical physics such as domain walls. We also
show that, although unstable, these periodic solutions are
reachable from random initial conditions and long-lived
and, as such, they are relevant in finite-time dynamics in
real-world applications.
III. SPATIO-TEMPORAL SYMMETRIES OF UPOS OF
THE GENERALIZED REPRESSILATOR MODEL
The discrete rotational symmetry of the equations (1)
induces non-trivial symmetries in the UPOs which can
be directly related to the linear stability of the solutions.
Table I presents a summary of the bifurcation analysis
and emerging solutions for N ∈ [3, 18] carried out with
the continuation software MATCONT24. The analysis
reveals that some of the higher order bifurcations for
larger rings have the same periods as lower order bifur-
cations in smaller rings. This is the result of a rotational
symmetry of such solutions that correspond to a tiling of
the ring, i.e., gene pj has exactly the same time behavior
as gene pj+s. This can be seen, for instance, in the unsta-
ble periodic solution that emerges from the second Hopf
bifurcation in the N = 12 gene ring, where pj , pj+3, pj+6
and pj+9 have the same time traces (see Fig. 2 a). Each
triplet of consecutive elements follows a dynamics equiva-
lent to that of a 3-gene ring, i.e., the solution corresponds
to the tiling of the 12-gene ring by four 3-gene repressi-
lators. Therefore, its period is the same as that of the
3-gene ring for the same set of constants.
Table I summarizes the Hopf bifurcations and some of
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FIG. 2. Spatio-temporal symmetries in the generalized
repressilator model. (a) Phase plots for the symmetric
UPO originating from the second Hopf bifurcation in the 12-
gene ring. We plot the time evolution of the first gene against
other genes in the ring. Genes that are dynamically equiva-
lently are plotted column-wise. Each of the four rows shows
a group of genes, which behave dynamically in the same way
as the 3-gene ring. The solution has four kinks correspond-
ing to the domain walls between the 3-gene tiles, as shown in
the bottom diagram. (b) Phase plots for the non-symmetric
UPO originating from the first Hopf bifurcation in the 16-
gene ring. In this case there is no obvious symmetry between
the different genes. As shown in the bottom diagram, this a
basic solution that contains two kinks.
the properties of the ensuing periodic solutions (limit cy-
cles and UPOs) obtained through numerical continuation
and from the analysis of numerical simulations. We have
considered rings of length between N = 3 and 18 of the
model with Hill-type repression with h = 2 for a range of
the bifurcation parameter c1 ∈ (0, 3]. The observed bi-
furcations follows the number and pattern of Hopf bifur-
cations found analytically (see Appendix). The solutions
are sorted by increasing period and therefore symmet-
ric tiling solutions appear grouped together (since they
have the same period). Not all the solutions correspond
to tilings of the ring. Some of the UPOs are ‘basic so-
lutions’ with no strict rotational symmetry, i.e., no two
genes behave in the same way (Figure 2b). The fact that
some solutions of the system can be understood in terms
of tilings of basic solutions indicates the importance of
domain walls and kink-like excitations in the understand-
ing of the observed solutions. We explore this alternative
dynamical picture below.
IV. UPOS AS TRAVELING KINK SOLUTIONS
An alternative viewpoint to understand the dynamics
of gene rings is to view the periodic solutions in terms
of propagating kinks against the backdrop of a dimerized
(‘up-down’) solution. Analogues to this picture are abun-
dant in both the nonlinear waves literature and in classi-
cal examples in condensed matter physics, such as prop-
agation of domain walls in antiferromagnetic chains or
Figure 3.2: Spatio-temporal symmetries in the generalized repressilator model. (a)
Phase plots for the symmetric unstable periodic orbit originating from the second Hopf
bifurcation in the 12-gene ring. We plot the time evolution of the first gene against other
genes in the ring. Genes that are dynamically equivalently are plotted column-wise. Each
of the four rows shows a group of genes, which behave dynamically in the same way as
the 3-gene ring. The solution has four kinks corresponding to the domain walls between
the 3-gene tiles, as shown in the bottom diagram (the first tiling corresponding to the
classical repressilator is framed in red). (b) Phase plots for the non-symmetric unstable
periodic orbit originating from the first Hopf bifurcation in the 16-gene ring. In this
case there is no obvious symmetry between the different genes. As shown in the bottom
diagram, this a basic solution that contains two kinks.
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3.3 Characteristics of unstable periodic orbits
We now explore the different dynamical facets of the emerging unstable periodic
orbits. In particular, we describe their spatio-temporal symmetry, and their rela-
tionship to tilings of the ring, and present their linear stability. We also show that
these solutions can be understood in terms of traveling waves that correspond to
propagating interacting kinks, analogous to solutions from classical physics such
as domain walls. We also show that, although unstable, these periodic solutions
are reachable from random initial conditions and long-lived and, as such, they
are relevant in finite-time dynamics in real-world applications.
3.4 Spatio-temporal symmetries of unstable periodic orbits of
the generalized repressilator model
The discrete rotational symmetry of the equations (3.1) induces non-trivial sym-
metries in the unstable periodic orbits which can be directly related to the linear
stability of the solutions. Fig. 3.3 presents a summary of the bifurcation analysis
and emerging solutions for N ∈ [3, 18] carried out with the continuation software
MATCONT (96), which was done in addition to the continuation with AUTO
shown in the previous chapter. The analysis reveals that some of the higher order
bifurcations for larger rings have the same periods as lower order bifurcations in
smaller rings. This is the result of a rotational symmetry of such solutions that
correspond to tilings of the rings, i.e., gene p j has exactly the same time behavior
as gene p j+s. This can be seen, for instance, in the unstable periodic solution
that emerges from the second Hopf bifurcation in the N = 12 gene ring, where
p j, p j+3, p j+6 and p j+9 have the same time traces (see Fig. 3.2 a). Each triplet of
consecutive elements follows a dynamics equivalent to that of a 3-gene ring, i.e.,
the solution corresponds to the tiling of the 12-gene ring by four 3-gene repressi-
lators. Therefore, its period is the same as that of the 3-gene ring for the same set
of constants.
Figure 3.3 summarizes the Hopf bifurcations and some of the properties of
the ensuing periodic solutions (limit cycles and unstable periodic orbits) obtained
through numerical continuation and from the analysis of numerical simulations.
We have considered rings of length between N = 3 and 18 of the model with
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UPOs in the generalized repressilator model 4
where H∗ =
(
0 0
f ′(pm) 0
)
. The characteristic poly-
nomial χ factorizes and, taking into account that the
eigenvalues of the circulant matrix are γj = e
i 2pijN with
j ∈ {0, . . . , N − 1}, we obtain
χ(λ, j) = det(A+ γjH
∗ − λI) (7)
We therefore obtain the following complex quadratic
equation for the eigenvalues
λ2l + (c2 + c4)λl + c2c4 (1 + α exp(iβl(N))) = 0 (8)
βl(N) =
2pil
N , l = {0, .., N −1}, α = hp
h+1
m
c . The necessary
conditions for a Hopf bifurcation are purely imaginary
roots. After some algebra (see appendix), it turns out
that for the most interesting case in synthetic biology6,
where repressor proteins form dimers and Hill coefficient
h is 2, odd-rings possess NHB =
⌊
1
2
(N−1)
2
⌋
Hopf bifurca-
tions and even-rings possess NHB =
⌊
1
2 (
N
2 − 1)
⌋
.
There are in principle NHB = (N − 1)/2 (odd-rings)
and NHB = (N/2 − 1) (even-rings) possible solutions,
predicted by standard group theory17 for strong enough
couplings in rings. For the set of constants and suppres-
sion h = 2 we do not observe all possible solutions with
the discrete rotation symmetry Z˜k, however more solu-
tions are numerically observed for stronger repression, for
instance for larger Hill coefficient h = 4 also the 4-gene
ring shows a Hopf bifurcation. The number of UPOs is
therefore dependent on the parameter set and the repres-
sion function. Analytical conditions are provided in the
Appendix.
For practical applications we are interested in UPOs,
which are likely to be reached from random initial condi-
tions in rings of moderate size N ∼ O(10) and therefore
also likely to feature in finite time dynamics. As will be
shown later, these are UPOs, which emerge from the first
Hopf bifurcation in even-rings. The conditions to observe
these modes for biologically relevant regimes can be sat-
isfied (see Appendix). For genetic circuit models mRNA
and protein life-times are of the order of magnitude of
minutes and Hill coeficients are h ∈ 2, . . . , 6.
III. CHARACTERISTICS OF UPOS
We will assess the properties of emerging unstable pe-
riodic orbits regarding their inherent symmetries, linear
stabilities, and reachability from random initial condi-
tions. Kinks and domains framework from classical ferro-
magnetic physics will be used throughout to understand
these different dynamical facets of the UPOs. We will
show that, although unstable, these periodic solutions
are reachable from random initial conditions and long-
lived or quasi-stable and therefore feature in finite time
dynamics and play a role in real-world applications.
TABLE I. Bifurcations, symmetries and kinks in the
generalized repressilator model. The analytical condi-
tions following Eq. 8 for the emergence of UPOs are confirmed
by numerical analysis (CONTMAT) for rings of the lengths
N=[3-18] and are summarized below. We have followed the
UPOs numerically calculating their Floquet exponents (col.
2), period (col. 3), and shapes. The number of kinks in each
solution has been numerically extracted from the shapes us-
ing the Eq. 9 (col. 4). The UPOs are sorted by the period
and symmetric tiling solutions are highlighted by the same
colors. The classical repressilator with 3-genes is indicated
in red text color. It has a large family of symmet ic tiling
solutions, whenever the number of genes N is a multiple of
three.
N Unstable/all Period kinks basic
Floquet directions solution
11 4/22 86 5 11(5)
18 7/36 89 8 18(8)
7 2/14 94 3 7(3)
14 5/28 94 6 7(3)
17 6/34 100 7 17(7)
10 3/20 104 4 10(4)
13 4/26 110 5 13(5)
16 5/32 113 6 16(6)
3 0/6 132 1 3(1)
6 1/12 132 2 3(1)
9 2/18 132 3 3(1)
12b 3/24 132 4 3(1)
15 4/30 132 5 3(1)
18 5/36 132 6 3(1)
17 4/34 154 5 17(5)
14 3/28 160 4 14(4)
11 2/22 169 3 11(3)
8 1/16 186 2 8(2)
16 3/32 186 4 8(2)
13 2/26 204 3 13(3)
18 3/36 213 4 18(4)
5 0/10 239 1 5(1)
10 1/20 239 2 5(1)
15 2/30 239 3 5(1)
17 2/34 274 3 17(3)
12 1/24 291 2 12(2)
7 0/14 342 1 7(1)
14 1/28 342 2 7(1)
16c 1/32 393 2 16(2)
9 0/18 444 1 9(1)
18 1/36 444 2 9(1)
11 0/22 545 1 11(1)
13 0/26 645 1 13(1)
15 0/30 746 1 15(1)
17 0/34 847 1 17(1)
Symmetries in the solutions of the generalized repressilator
model
Non-trivial symmetries in the UPOs are expected be-
cause of the discrete rotational symmetry in the equa-
tions. These symmetries can directly be related to the
linear stability of the periodic solutions.
The bifurcation analysis summary Tab. I reveal that
Figure 3.3: How symmetries and kinks are related to bifurcations in the generalized
repressilator model. The analytical conditions following Eq. 3.10 for the emergence of
unstable periodic orbits are confir d by umerical analysis (MATCONT) for rings of
the lengths N=[3-18] and are summarized above. We have followed the unstable periodic
orbits numerically calculating their Floquet exponents (col. 2), period (col. 3), and shapes.
The number of kinks in each solutio ha been numerically extracted from the shapes
using the Eq. 3.15 (col. 4). The unstable periodic orbits are sorted by the period and
symmetric tiling solutions are highlighted by the same colors. There are solutions in the
generalized repressilator model, which can be thought of as being glued together from
the solutions of shorter rings. For example, the 12-genes unstable periodic orbit (marked
with b in the table) can be thought of as being glued together from 4 basic solutions with
3-genes (see Fig. 3.2a). The basic solutions are given in col. 5 and the number of kinks in
the basic solution is shown in parenthesis below.
Hill-type repression with h = 2 for a range of the bifurcation parameter c1 ∈ (0, 3].
The observed bifurcations follows the number and pattern of Hopf bifurcations
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previously found analytically (see section 3.2.1). The solutions are sorted by in-
creasing period and therefore symmetric tiling solutions appear grouped together
(since they have the same period). Not all the solutions correspond to tilings of
the ring. Some of the unstable periodic orbits are ‘basic solutions’ with no strict
rotational symmetry, i.e., no two genes behave in the same way (Figure 3.2b).
The fact that some solutions of the system can be understood in terms of tilings
of basic solutions indicates the importance of domain walls and kink-like excita-
tions in the understanding of the observed solutions. We explore this alternative
dynamical picture below.
3.4.1 Unstable periodic orbits as traveling kink solutions
An alternative viewpoint to understand the dynamics of gene rings is to view
the periodic solutions in terms of propagating kinks against the backdrop of a
dimerized (‘up-down’) solution. Analogues to this picture are abundant in both
the nonlinear waves literature and in classical examples in condensed matter
physics, such as propagation of domain walls in antiferromagnetic chains or
soliton-like excitations in dimerized polymer chains (50, 97, 98).
The link between the dynamical bifurcations presented above and the kink-
domain picture follows straightforwardly from the examination of the fixed points
of the system. As explained above, the uniform solution, where all proteins have
the same value p j = pm, ∀ j, is always a fixed point of the system and is the global
attractor of the equations for small enough values of the coupling parameter c.
When the coupling between the genes is large enough, the uniform solution
becomes unstable either through a Hopf bifurcation (for odd rings) or through a
pitchfork bifurcation (for even rings). The two stable fixed points that emerge from
the pitchfork bifurcation in even rings correspond to dimerized solutions (‘up-
down’) where genes are over-expressed (pu>pm) or under-expressed (pd<pm) in an
alternating sequence around the ring. This arrangement leads to two degenerate
solutions, equivalent by a one-gene rotation, which correspond to the sequences
‘up-down’ and ‘down-up’, respectively. Clearly, such a dimerized solution is
compatible with an even ring but not with an odd ring.
In the case of an odd ring, trying to fit an ‘up-down’ solution leads to frustration
due to the boundary conditions, originating a kink mismatch when wrapping up
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the sequence. Indeed, the first Hopf bifurcation in odd rings can be viewed as
the emergence of a propagating solution of this type. Hence the attracting limit
cycles in odd rings correspond to the fundamental solution with one traveling
kink propagating against a background of the dimerized solution. The localized
structure of the kink (domain wall) is shown in Figure 3.4a for a ring of size
N = 51. A quantitative description of the dynamics of the kinks can be obtained
from numerical simulations by defining the threshold function:
ν(p j) =
1 if p j ≥ pm ≡ ‘up’−1 if p j < pm ≡ ‘down’, (3.15)
which allows us to define the domain regions as sequences of alternating genes.
The location of the kinks is then defined by the condition ν(p j) = ν(p j+1).
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Figure 3.4: Kinks in the repressilator model. The kink perspective is useful to
characterize periodic orbits. Numerically observed time snap shots in gene space (black
dots) are mapped into the qualitative kink using function ν(p j) Eq. 3.15 (gray arrows).
(a) Frustrated solution in odd-numbered (N=51) gene ring, which emerges from the first
Hopf bifurcation and is a stable attractive limit cycle. With kink concept the stability is
intuitively clear: the kink can propagate through the ring forever. (b) A pair of kinks in
the even-numbered rings (N=50) is on the other hand unstable. This solution originates
from the first Hopf bifurcation in an even-ring. The dynamics is the movement of the
two kinks along the rings with a slightly different speed. As soon as one kink gains on
the other, they annihilate and the ring becomes quiescent. This happens only after a very
large number of periods (O(100)).
The cascade of Hopf bifurcations corresponds to the emergence of solutions
with an increasing number of kinks in the ring. The first Hopf bifurcation in
even rings corresponds to the emergence of a solution with two traveling kinks
which can be seen as localized excitations in the ring, as seen in Figure 3.4b for
a ring of size N = 50. The kinks (or walls) originate from the mis-matching of
two ’up-down’ domains to give an arrangement that can be fitted into an even
ring, as shown at the bottom of Figure 3.2b. As indicated by Floquet analysis, this
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solution is an unstable periodic orbit in which the two kinks get closer as time
evolves until they annihilate each other. As the two kinks conflate, the domain
separation unravels and we recover the ’up-down’ dimerized solution. Similarly,
the second Hopf in odd rings gives rise to unstable periodic orbits that correspond
to solutions containing three traveling kinks, while the second Hopf in even rings
leads to the emergence of unstable periodic orbits with four propagating kinks in
the ring.
In even-numbered rings only configurations with even-number of kinks are
possible therefore these solutions are always unstable. In odd-rings only odd
number of kinks is possible, therefore after a possible unstable periodic orbit with
several kinks, all kinks but one will annihilate. This one remaining frustration
will propagate through the ring indefinitely, corresponding to a stable limit cycle
in odd-rings and making them stable oscillators. Note also that when the so-
lutions correspond to tilings of basic solutions, the total number of kinks is the
result of multiplying the number of kinks of the basic solution by the number of
tilings. Moreover, the number of Hopf bifurcations, which follows from symme-
try constraints, is therefore linked to the maximum number of kinks that can be
accommodated in the rings. A summary of the periodic solutions in Figure 3.3 is
presented in terms of their kink density in Figure 3.5.
3.5 Kink dynamics
The unstable periodic orbits originating from the first Hopf in even-rings have
a strong influence on their dynamics, even though even-rings act as switches
in the steady state. Often if starting from an initial condition even-rings get
trapped into a long-lived oscillating transient before they eventually approach
the stable up/down solution. The observed transients can be assigned to first
Hopf bifurcations.
A typical transient will quickly settle down into a configuration with two
kinks separated by a domain, which length will depend on initial conditions (see
Fig. 3.6a). Then the two kinks propagate through the ring for a large number of
periods, slowly approaching each other.
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Figure 3.5: Tilings and kink density of UPOs of the generalized repressilator model.
Summary of the solutions presented in Fig. 3.3 using the same color scheme. According
to a numerical observation for this set of parameters the kink density is always smaller
than 1/2. Solutions with the same number of kinks are connected by the grey (odd)
and pink (even) curves. The curves correspond to the decaying functions iN as indicated
on the top of the figure. The kink density for the first Hopf bifurcation in an odd ring
behaves as 1N if plotted against N, since stable limit cycle solutions always have one kink.
The kink density of the first Hopf bifurcation in even rings behaves as 2N , since quasi-
stable solutions always have two kinks, and so on. The solutions of odd-numbered rings
appear at the crossings of the grey horizontal lines with the grey curves. Similarly, the
intersections of the pink horizontal lines and the pink curves mark the UPOs for even
rings. The colored vertical lines connect the families of symmetry tilings (colors matched
to those in Fig. 3.3). The kink density of the symmetry solutions is obviously the same.
Slow convergence to quiescent steady state as kink annihilation
event
We use the transformation Eq. 3.15 to locate the initial position of the two kinks
in the ring 3.6b). At the beginning of the simulation the kinks are separated by a
domain, which is five genes long. As the time passes the domain separating the
kinks decreases due to slow drift. This drift is also observable in the phase plot
perspective 3.6b) and in the torus phase perspective 3.6d).
These numerics suggest that length of the oscillating transient will strongly
depend on the initial separation of the moving perturbations. Which also means
that longer rings, where the kinks can be further separated can support longer
transients.
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3.6 Probabilities for long oscillating transients and distribution
of their lengths
For applications and element design the emergence probability for the oscillating
transients is of interest as well as the distribution shape for the length of oscillating
states. For even-rings starting from random initial conditions the probability to
end up in an oscillating transient corresponding to the unstable periodic orbit
originating from the first Hopf bifurcation converges to 50% as has been shown
in the previous chapter (see Fig. 2.9b).
In even-rings all numerically observed transients leading to oscillating states,
which duration is larger than five periods, correspond to unstable periodic orbit
emerged from first Hopf Bifurcation. Unstable periodic orbits with more than 2
kinks are possible in even-rings as shown by the bifurcation analysis, however
starting from random initial conditions they are less likely combinatorially than
the ones with two kinks. Even more unlikely is a configuration where the kinks
will be widely enough separated to produce a longer oscillating transient. Such
solutions leading to longer transient than 5 oscillations have not been observed
numerically for our biologically inspired constants set. Even though all initial
conditions leading to oscillating states can be assigned to the first Hopf Bifurcation,
their oscillation duration is different. As has been indicated in the previous
section the distance between the kinks is the essential characteristic determining
the length of the transient.
In even-rings the duration of the oscillating transient depends on
the kink distance kd
In the previous section we have shown that the transients are reachable from
random initial conditions. In this section we explain the transient duration dis-
tribution starting from random initial conditions. As an example we use N = 16
to show possible transients configurations, which we map to the qualitative dy-
namics (Eq. 3.15), and explain the oscillation length distribution based on the kink
concept.
The pie-chart and the kink configuration table (see Fig. 3.7a) show the nu-
merically observed distribution of kink configurations with kink distances kd, to
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which the system settles down after the initial ”burn-in” of five periods of oscil-
lation. Depending on the nonlinearity there will be a minimal size of the domain,
which if separating two kinks would lead to an observable unstable periodic or-
bit. For our example, N = 16-gene-ring with biologically inspired constants set, a
minimal kink distance kd is three. Therefore, there will be on total four different
kink configurations (see Fig. 3.7a), to which the system settles down if starting
from arbitrary initial conditions. Around each kink configuration we observe a
distribution of oscillating transient lengths Ttr. The mean <Ttr>of the distribution
correlates with the kink distance (see Fig. 3.7a).
The duration distribution of the oscillating transients has a heavy
tail
As expected configurations with different kds, kd = 4, 5, 6 are reached with com-
parable probabilities from random initial states. The states kd = 2, 3 show smaller
percentage fraction, because these configurations do not always oscillate for
longer than 5 periods and are therefore are partially assigned into the <2 fraction.
Hence, according to the numerics the transients with different kink distances are
all reachable with comparable probabilities from random initial conditions.
That means that very long oscillating transients are reachable from a non-
vanishing set of initial conditions and therefore we obtain a broad oscillating
transient distribution with a heavy tail (see Fig. 3.7b). The y-Axis is chosen to be
logarithmic showing that the probability to end up in a very long transient >500
oscillations is of the same order of magnitude as the probability to end up in the
stable up down solution.
3.7 Comparison to unidirectionally coupled flux-gate magne-
tometers
There are several systems with a directed ring topology where unstable periodic
orbits play a significant role in the dynamics. A recent example is the study of
unstable periodic orbits in relation to the emergence of chaotic behavior in rings of
Duffing oscillators (53). Closest to the dynamics of the gene system studied here
are the rings of unidirectionally coupled magnetic cores (51) that have been not
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only studied numerically but also implemented experimentally by Bulsara et al. .
In the antiferromagnetic case, the system of coupled magnetic cores is described
by the following ODEs (51):
x˙ j = −x j + tanh
(
c
(
x j − x j+1
))
, (3.16)
which falls under the same framework as the generalized repressilator if lineariz-
ing around the unstable symmetric fixed point.
The bifurcations branching from the unstable symmetric solution follow from
a Jacobian of the same form as that in Eq. (3.8). Hence the unstable periodic
orbit characteristics follow the same pattern as those of the gene system. For
even rings, the system shows symmetry breaking when c is increased giving rise
first to the two degenerate dimerized solutions followed by the emergence of
unstable periodic orbit from the now unstable symmetric branch. For odd rings,
there is also a similar cascade of Hopf bifurcations. The maximal number of
Hopf bifurcations due to ring symmetry is (N/2−1) for even-numbered rings and
(N − 1)/2 for odd-numbered rings, as is the case for the generalized repressilator
model.
Such rings of magnetic cores have been implemented as real-world devices
and the odd-numbered versions are used as sensitive magnetic sensors. Long
even-numbered rings have also been built and their dynamics has been explored
under noise perturbations and under random initial conditions (6). It turns out
that long oscillatory transients feature heavily in long even-numbered rings, even
if the steady state is quiescent (6).
3.8 Discussion
In this chapter we have analyzed the dynamics of the generalized repressilator
model and have characterized the existence of long-lived oscillatory transients
in even rings—systems that would otherwise be expected to behave as bistable
switches based on strict stability analysis. These transients correspond to slowly
decaying dynamics around particular unstable periodic orbits (UPOs) that emerge
as part of a cascade of Hopf bifurcations. The UPOs have spatio-temporal sym-
metries that can be understood in terms of tilings and propagating kinks, corre-
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sponding to the moving walls separating different domains of the stable dimerized
solution. In particular, the most probable long-lived observable transients corre-
spond to propagation of kink pairs along the ring. We showed numerically that
in the presence of such unstable periodic orbits the dynamics of the system is
funneled to its vicinity onto a constrained manifold from which it is difficult to
escape, thus leading to observable very long-lived transient oscillations of hun-
dreds of periods when starting from random initial conditions. The likelihood of
such behavior can be understood from the fact that when a pair of kinks is well
separated, they will propagate along the ring for a long time until they conflate to
restore the fixed point solution. This process results in a heavy-tailed distribution
of the duration of oscillatory transients.
The indept analytical treatment of the genetic repressilator model revealed
that a gene ring with just 4 genes has a parameter set which supports the unstable
oscillations. This opens a new perspective on how the control design stabilizing
this orbit can be implemented experimentally: for the structure to work we would
need a very efficient repressors potentially with a more complicated repression
mechanism resulting in an overall repressor with the Hill coefficient 4. For design
perspective it would mean that we are trading the more complex repression
mechanism for less number of genes, which are involved into the structure.
The generalized repressilator system has been compared to flux-gates magne-
tometers, which have been implemented as electronic devices and are in commer-
cial use. The main common feature between these devices and the repressilator
model is, of course, the ring topology. In both cases nonlinearity should be
strong enough, monotonic, and bounded, however its precise functional form
is not important for the emergence of unstable periodic orbits. This is because
the observed effect is a topological phenomenon and originates from the circular
topology. Therefore the linearized versions of both systems around the symmetric
unstable fixed point are very similar. The main dynamical feature is the existence
of the circular matrix, leading to complex eigenvalues symmetrically ring ordered
in the complex plane and therefore leading to necessary conditions for Hopf bi-
furcations. These ideas are mathematically formally expressed in classical group
theoretical terms in Golubitsky et al. (52).
The classified Hopf bifurcations lead to unstable periodic orbits and these
solutions are observable starting from random initial conditions and also in the
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presence of noise. Unstable periodic orbits are likely to feature in the symmetry
breaking systems, if there is a mechanism, by which the separatrix between the
multiple stable states can be crossed locally, resulting in a global ”twist” or the
creation of two kinks. This can either happen by starting from random initial
conditions or by addition of moderate noise to dynamics, as has been observed
in real-world devices by Lindner and Bulsara (6). Therefore the exploration
and classification of transients for real-world applications and especially for time
limited and noisy biological systems is worth considering in addition to the steady
state analysis.
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Figure 3.6: Slow kink-kink annihilation leads to long oscillatory transients. Dynamics
around the unstable periodic orbit arising from the first Hopf bifurcation in the 16-gene
ring to illustrate the long oscillating transient that eventually reaches the stable ‘up-
down’ solution. (a) Starting from a random initial condition, the ring quickly settles into
a configuration with two kinks. (b) The distance between the kinks, kd, goes from kd = 5
to 4 and quickly through 3, 2 until the kink-kink annihilation producing a long oscillatory
transient of ∼ 80 periods. (c) Phase plot (p1 versus p5) from the initial condition (light
green) to the final point at the stable up-down solution (red). The black dots correspond to
Poincare´ crossings at equidistant time intervals (every period) and illustrate the very slow
initial drift which only accelerates rapidly at the end of the transient, when the unravelling
of the solution takes place. Note also the uniform spreading of the trajectories on the
surface of the phase plot, an indication of the reduced dimensionality of the transient
dynamics. (d). Space-time diagram of the transient shows the slow approach of the
kinks and their annihilation. The kink traces are indicated by gray lines. (e) Poincare´
sections in gene space. The value of each protein at the Poincare´ section is represented as
a phasor exp i2piφ j where φ j = p j/pmax. The kink annihilation event in this representation
corresponds to the unravelling of a ”twist”, which is a global event involving several ring
elements and therefore occurring on very slow time scales.
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Figure 3.7: Numerical analysis of oscillating transients starting from random initial
conditions for 16-gene ring. (a) The pie-chart represents the proportions of observed
conformations collected from 104 initial conditions covering the hyper cube ([0,mu] ×
[0, pu])N. For each random initial condition, we measure the distance kd between the
kinks after a burn-in time of five periods. Combinatorially we expected that starting
from random initial conditions each configuration should be reachable with comparable
probabilities and this is confirmed numerically, as seen in the similar proportions of
kd = 4, 5, 6. The proportions for the distances kd < 4 are pooled together due to the burn-in
time of the simulation. The table also includes the mean of the distribution of numerically
observed lengths of the oscillating transients for all the two-kink conformations for the 16-
gene ring, as represented below. (b) Distribution of the length of the transients showing
a heavy tail due to the likelihood of observing the very long transients that ensue from
the configurations with inter-kink distances kd = 4, 5, 6.
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Chapter 4
Influence of stochasticity on the
dynamics of the generalized
repressilator
In the previous two chapters Hopf bifurcations resulting in UPOs and stable limit
cycles have been shown to introduce non-trivial oscillating behavior in the de-
terministic description of the generalized repressilator model. But deterministic
description is not taking the stochastic fluctuations into account, which occur
due to low copy numbers involved in the gene expression process as already
mentioned in the introduction section 1.1. In this chapter we will use the Mas-
ter equation formalism to examine the effects of noise on the oscillations in the
generalized repressilator model. The following chapter is based on the manuscript
Onset of oscillations and stochastic resonance in the generalized repressilator
model
Natalja Strelkowa and Mauricio Barahona
Intended for the submission to
The Journal of Theoretical Biology
4.1 Introduction
That noise is an important mechanism in naturally occurring and engineered gene
expression networks is undoubted (7, 68, 99–101). Naturally occurring noise in
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biology is far from being a nuisance on the contrary necessary noise seems to be
an evolutionary strategy keeping genetically identical, but phenotypically diverse
populations. This strategy has been reported in several microbial populations (68,
102, 103). A well-characterized example is a soil bacterial population Bacillus
subtilis, which switches between the ”dormant” and ”competent” (able to take
up DNA from the environment) states governed by a stochastic fluctuations of a
single protein (68, 99). The origins of noise in genetically identical populations
are attributed to the inherent stochastic nature of biochemical reactions (8, 104).
Therefore, noise will also strongly influence synthetically engineered systems,
because these networks use the natural transcription machinery and operate in the
regime, where copy numbers of the involved molecules are very low. Therefore,
we will address the influence of the biochemical noise on the oscillations in an
engineered synthetic circuit. Intuitively, we expect noise to excite oscillating
behaviour in genetic circuits (5, 69, 105, 106), either effectively stabilizing unstable
periodic orbits (5, 69) or even lead to the effect of coherence resonance in the
otherwise monostable system (105).
The generalized repressilator model undergoes Hopf bifurcations and it would
be interesting to determine a biochemical parameter, which would control the bi-
furcations, and explore the onset of Hopf bifurcations in the stochastic setting.
The onset of Hopf bifurcations has been addressed earlier in the naturally occur-
ring systems attempting to pinpoint and control parameters for the induction of
oscillating behavior in cell cycle models. The studied organisms include yeast
and Xenopus eggs. By varying an external parameter and bifurcation analy-
sis, Marlovits et al. (107) have shown how to induce oscillations in a naturally
occurring system of Xenopus eggs. For this system a deterministic formalism has
been used and the bifurcation parameters and their values have been roughly
estimated from a deterministic nonlinear model.
In this chapter, we first derive a master equation for the generalized repressila-
tor model, then establish the dependence of the reaction constants on the system
size Ω, so that we can systematically explore the influence of internal noise on
the dynamics. We show numerically that the duration of oscillating transients
due to unstable periodic orbits (UPOs) is not destroyed by low copy number
fluctuations. On the contrary, internal noise effectively prolongs the duration of
the oscillating transients. The expectation for this behavior was already indicated
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in the section 2.3.4, where small perturbations, simulated with less accurate ODE
integration, have not destroyed the quasi-stable oscillations in even rings.
In the following we will explore the effects of noise around the Hopf bifur-
cations and the onset of stable oscillations. A biochemical parameter which can
be used for Hopf bifurcation induction in the generalized repressilator model is
the gene copy number. The gene copy number is directly proportional to the bi-
furcation parameter c1 used for the deterministic bifurcation analysis in previous
chapters. However, in the stochastic system, the onset of stable oscillations is
influenced by the noise and in order to explore the effects of noise systematically,
we apply the classical Ω expansion as introduced in section 1.3.5.
The linear noise approximation, which is obtained via the Ω-expansion, un-
covers an interesting effect known as stochastic resonance which appears at the
parameter values around the onset of stable oscillations. The precise definition
of the stochastic resonance is disputed, but what we mean in this context is the
amplification of microscopic fluctuations leading to coherent oscillations on the
macroscopic level (108). Stochastic resonance has been characterized in several
systems, for example in a simple chemical equation model – the Brusselator (108),
in the SIR (Susceptible-Infected-Recovered hosts) models (109), and also in the
preditor-prey models (110). We explore here a similar scenario appearing during
the emergence of stable limit cycles in the generalized repressilator model.
Finally, we explore how internal noise influences the quality of the oscillations.
We show that the quality of oscillation is not only dependent on a bifurcation
parameter, but also on the system size Ω. Pinpointing such dependencies is in
particular interesting for engineering purposes of synthetic oscillators.
4.2 Michaelis-Menten-like time scale separation in master equa-
tions for genetic transcription regulation
For the master equation formalism we would like to derive a stochastic analogue
to the classical deterministic Hill-reduction based on the time scale separation. In
this way we will obtain a reduced master equation containing only the regulatory
protein and mRNA dynamics. The quality of the approximation can be calculated
analytically for the first two moments and assessed with the stationary coefficient
of variation. In addition, the distributions of the reduced and the full master
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equations will be assessed numerically using the standard Kullback-Leibler di-
vergence:
KL =
∑
k
P(xk) log(P(xk)/Q(xk)) (4.1)
where P is the distribution of the full model and Q the distribution of the reduced
model.
4.2.1 Hill-type variable reduction for activated transcription
We consider the simplified reaction scheme for the activator regulated genetic
transcription reaction:
D + P
k1k−1 X→k2 X + mRNA. (4.2)
where D is the amount of DNA not occupied by the activator protein P, X is
the DNA-activator complex and the conservation equation for the overall DNA
present in the system D0 = D + X holds. Then, following the formalism for
enzymatic reactions in (111), the corresponding master equation can be written
as:
dP(d, p, x,m; t)
dt
= k1(d + 1)(p + 1)P(d + 1, p + 1, x − 1,m; t)
+ k−1(x + 1)P(d − 1, p − 1, x + 1,m; t)
+ k2(x + 1)P(d − 1, p, x + 1,m − 1; t)
− (k1dp + k−1x + k2x)P(d, p, x,m; t)
The dynamics of the complex X happen on the considerably faster time scales
compared to the mRNA production, because the binding and unbinding reaction
rates of the activator to the DNA are much larger compared to the transcription
rate: k1, k−1>>k2. We are mainly interested in slow dynamics of themRNA produc-
tion and its dependence on the activator dynamics, which also occurs on much
slower rate than k1 and k−1. Therefore, we will decouple fast and slow time scales
obtaining a reduced Master equation for the mRNA production, which will only
depend on the dynamics of the activator.
We assume that the number of activator proteins is much larger than the num-
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ber of DNA copies: P>>D0, so that the activator dynamics are almost unaffected by
the binding/unbinding reactions and can be considered slow. For the slow stochas-
tic variablesP andmRNA, we assume intermediate valuesP = p∗,mRNA = m∗ and
write the fast dynamics probability distribution for the complexX, pn ≡ P(X = n): 1
dtpn = k1(d0 − n − 1)p∗pn−1
+ (k−1 + k2)(n + 1)pn+1
− (k1(d0 − n)p∗ + (k−1 + k2)n)pn
= (E − 1)rnpn + (E−1 − 1)gnpn
with gn = k1p∗(d0 − n) and rn = (k−1 + k2)n. This master equation is a typical
stochastic one-step birth-death reaction confined between two absorbing bound-
aries. The number of available DNA copies d0 for the enzymatic-like activation
reaction is the upper boundary for the number of complexes X, where all DNA
copies are occupied by the activator. The state n = 0, in which none DNA pro-
moter site is occupied by the activator is the lower boundary l. The state n = d0,
in which all DNA promoter sites are occupied by the activator is upper boundary
u. Respecting the absorbing boundary conditions rl = 0 and gu = 0, the fast
dynamics of the complex X are given by the following set of equations:
dtpl = rl+1pl+1 − glpl
dtpn = (E − 1)rnpn + (E−1 − 1)gnpn, l<n<u
dtpu = gu−1pu−1 − rupu (4.3)
We can use the above master equation for stochastic dynamics of the complex in
order to derive ODEs for the time evolution of moments (20):
<n j> ≡
∑
n
n jpn.
Analytically we will solve the ODEs for the first and the second moment, find their
steady state values and the time scale on which the steady states are approached.
1Note: p∗ and m∗ are stochastic variables, not mean values, which change slowly compared to
the dynamics of the complex X. We assume that the time scale to reach the steady state of X is so
fast, that the slow stochastic variables do not change during this period.
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The dynamics of the random variable X will then be approximated by its steady
state mean value xst. The justification for the approximation is that the time scales
on which the variable is fluctuating are fast compared to mRNA dynamics. The
steady state time average of X is then approximately equivalent to its steady state
mean value.
The quality of the approximation can be assessed by showing that the fluctu-
ations around the steady state mean are small. We will calculate the steady state
coefficient of variation and determine the conditions, by which the approximation
is valid. By this analytical calculation we consider only the first two moments:
the mean and the variance. The contributions from higher moments will then be
explored numerically in section 4.2.4.
The moment equation for the first and second moment of the master equa-
tion 4.3 can be solved analytically following the formalism by van Kampen
(20), Goel and Richter-Dyn (111):
dt<n> =
∑
n(E − 1)rnpn + n(E−1 − 1)gnpn
=
∑
rnpn(E−1 − 1)n + gnpn(E − 1)n
= −<rn> + <gn>
Using the definitions from the above for rn and gn we obtain a first order ODE for
the mean of the complex X
dt<n> + (k1p∗ + (k−1 + k2))<n> = d0k1p∗
The equation is solved analytically by time integration leading to the solution
<n> =
d0p∗k1
p∗k1 + (k−1 + k2)
(1 − e−(k1p∗+(k−1+k2))t) − IC ∗ e−(k1p∗+(k−1+k2))t
with IC denoting initial condition. The intermediate complex X will approach the
steady state exponentially fast on the time scale, which is proportional to the fast
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reaction variables ∝ (k1p∗ + (k−1 + k2)):
lim
t→∞<n> =
d0p∗k1
p∗k1 + (k−1 + k2)
=
d0p∗
p∗ + Km
That means that the relaxation time 1/[k1p∗ + k−1 + k2] is short for the mean of the
complex, since it is inversely proportional to the fast reaction rates k1 and k−1.
We now substitute the steady state mean value xst into the Master equation for
the mRNA production:
dtpm ≈ (E − 1)k2xstpm = d0k2p
∗
Km + p∗
(E − 1)pm (4.4)
in correspondence to the deterministic case.
In addition we ensure that the second moment also quickly converges to its
equilibrium and that the stationary fluctuations are small compared to the mean.
Therefore we will calculate the stationary coefficient of variation.
The time evolution of the variance <(n − <n>)2> = <n2> − <n>2 can also be
addressed analytically and we obtain with a similar calculation:
var(n) = (IC − k1p∗d0) (2p
∗k1d0 + k−1 + k2 − k1p∗)
(k−1 + k2 + k1p∗)
e−(k−1+k2+k1p
∗)t(1 − e−(k−1+k2+k1p∗)t)
+
k1p∗d0(k−1 + k2)
(k−1 + k2 + k1p∗)2
(1 − e−2(k−1+k2+k1p∗)t) + ICvare−2(k−1+k2+k1p∗)t
The time scales for the steady state approach are of the same order of magnitude
as for the mean, which means that the fluctuations reach the stationary solution
fast. The stationary variance is then
var(x)st =
(k−1 + k2)k1p∗d0
(k−1 + k2 + k1p∗)2
.
This finally leads to the expression of the stationary coefficient of variation
lim
t→∞
√
var(x)
<x>
=
√
d0(k−1 + k2)k1p∗
d0k1p∗
=
√
Km
d0p∗
In addition to the assumption that the binding/unbinding rates must be faster
than the mRNA translation rate k2<k−1, k1 as in the deterministic time scale sepa-
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ration, we need to make sure in the stochastic regime the stationary coefficient of
variation is small. That means that the approximation is better if the number of
the activator proteins is large.
4.2.2 Monod-type variable reduction for repressed transcription
As above we consider the simplified reaction scheme for the repressed genetic
transcription reaction:
D + P 
k1k−1 X
D →k2 D + mRNA. (4.5)
where D is the amount of DNA not occupied by the repressor protein P, X is
the DNA-repressor complex and the conservation equation for the overall DNA
present in the system D0 = D + X holds. Then the resulting master equation can
be written as:
dP(d, p, x,m; t)
dt
= k1(d + 1)(p + 1)P(d + 1, p + 1, x − 1,m; t)
+ k−1(x + 1)P(d − 1, p − 1, x + 1,m; t)
+ k2dP(d, p, x,m − 1; t)
− (k1dp + k−1x + k2d)P(d, p, x,m; t)
As for the case of the promoted transcription binding and unbinding reactions are
much faster compared to the transcription: k1, k−1>>k2 and therefore the dynamics
of the complex X happen on the considerably faster time scales than the mRNA
production. As before, we assume intermediate values for the slow variables
P = p∗,mRMA = m∗ and write the fast dynamics probability distribution for the
complex X:
dtpn = k1(d0 − n − 1)p∗pn−1
+ k−1(n + 1)pn+1
− (k1(d0 − n)p∗ + k−1n)pn
= (E − 1)rnpn + (E−1 − 1)gnpn
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with gn = k1p∗(d0 − n) and rn = k−1n.
Following the same considerations for a stochastic process confined between
the two absorbing boundaries, we obtain an analytically solvable first order ODE
for the mean of the complex X
dt<n> + (k1p∗ + k−1)<n> = d0k1p∗
The solution is
<n> =
d0p∗k1
p∗k1 + k−1
(1 − e−(k1p∗+k−1)t) − IC ∗ e−(k1p∗+k−1)t
with IC denoting initial condition. The intermediate complex X will approach the
steady state exponentially fast on the time scale, which is proportional to the fast
reaction variables ∝ (k1p∗ + k−1):
xst = lim
t→∞<n> =
d0p∗k1
p∗k1 + k−1
=
d0p∗
p∗ + k−1/k1
leading to the reduced Master equation for the repressed transcription:
dtpm ≈ (d0 − xst)k2(E − 1)pm
=
d0k2
p∗ + k−1/k1
(E − 1)pm
which again is in agreement with reduction result for the purely deterministic
system.
Analogous calculations for the variance lead to the similar result for the sta-
tionary coefficient of variation:
lim
t→∞
√
var(x)
<x>
=
√
k−1/k1
p∗d0
≈
√
1
p∗d0
In the deterministic description the coefficient of variation is implicitly assumed
to be equal to zero. It means that this dynamical aspect is not accounted for if
using deterministic description.
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4.2.3 Contributions from higher moments
Time scale separation has been applied to other gene expression models as for
example in Kepler and Elston (112), Shahrezaei and Swain (113), wheremRNA and
protein dynamics have been lumped in order to obtain steady state distributions
for the proteins. The protein steady state distributions have been shown to possess
a heavy tail or being bimodal. For such distributions the consideration of the
first two moments (mean and variance) is not sufficient for validation of the
approximation scheme and might be misleading. In our derivation the time
scale separation is applied at the binding/unbinding of the activator or repressor
proteins. The model reduction step in this scheme occurs on a different point,
where the mRNA distribution is not expected to become bimodal or heavy tailed
as the consequence of the approximation scheme. We have also chosen not to use
a continuous variable for mRNAs as it is often done during the approximation
schemes for the proteins, since mRNA copy numbers are low, i.e. on the order
of dozens. In addition to the analytical conditions on the first and the second
moments, we validate the approximation by numerical simulations of the full
and the reduced model comparing the resulting distributions with the Kullback-
Leibler measure and accounting in this way for higher moments.
4.2.4 Numerical validation of the approximation scheme
Analytically we have addressed the mean and variance during the quasi-steady
state approximation. The contributions of other moments can be assessed numer-
ically by comparing the probability distributions for the number of mRNA copies
for the full and the reduced system.
We consider a scenario where the mRNA production depends on an activating
protein p∗, which is in the steady state. Note that the number of the regulator
proteins p∗ is not assumed constant, but is a stochastic variable fluctuating on
slow time scales as mentioned earlier (see section 4.2.1). We simulate the stochas-
ticity of the transcription regulators p∗ by drawing their values from steady state
probability distributions, which can be considered common for genetic transcrip-
tion regulation. We use the following protein probability distributions Πcommon
for numerical simulations: (1) gamma distribution with low copy numbers, (2)
gamma distribution with high copy numbers, (3) a bimodal distribution (1, 114).
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In Fig. 4.1, the full and the reduced models are compared for the activated
transcription, where the activator protein is sampled from one of the common
distributions P = p∗ ∼ Πcommon. The following reaction scheme
D + P 
k1k−1 X→k2 X + mRNA
mRNA →k3 ∅ (4.6)
is used for the full model of the activated transcription and
∅ →ga(p∗) mRNA →k3 ∅ (4.7)
for the reduced model. The constants are k1 = 1 min−1; k−1 = 0.75 min−1; k2 =
0.05 min−1; k3 = 0.06 min−1, d0=2 and ga(p∗) =
d0k2p∗
(k−1+k2)/k1+p∗ . (Note that k1, k−1 >> k2 is
the necessary condition for the time separation in the approximation scheme). The
mRNA concentration reaches steady state distributions in the full and the reduced
model and we compare the distributions with Kullback-Leibler measure. In this
regime the reduced system approximates well the full system, and as expected the
approximation is slightly better for the regime with large activator copy numbers.
Similar set up is used in Fig. 4.2 for the repressed transcription described by
the following reaction scheme for the full model:
D + P 
k1k−1 X
D →k2 D + mRNA
mRNA →k3 ∅. (4.8)
and the reduced model:
∅ →gr(p∗) mRNA →k3 ∅ (4.9)
with gr(p∗) = d0k2p∗+k−1/k1 . In order to demonstrate the dependence of the approxi-
mation accuracy on the condition k1, k−1 >> k2, the constants k1 = 1 min−1; k−1 =
0.75 min−1; k2 = 0.1 min−1 have been chosen closer together compared to Fig. 4.1
resulting in the larger Kullback-Leibler divergence as expected (see Fig. 4.2).
Interestingly, in both cases of the approximation slightly overestimates the
true mRNA numbers, shifting the approximate distribution to the right. Similar
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Figure 4.1: Numerical assessment of the stochastic quasi-steady state approximation
for activated transcription. In a plausible gene expression scenario the regulator numbers
will be constantly fluctuating. In order to explore how well the approximation works
under the slow changing regulator numbers, we sample the values for the stochastic
variable p∗ with an adjusted sampling rate from the distributions shown in (a,c). The
sampling rate is adjusted according to the typical time scale on which the proteins are
expected to be changing (≈ ten times slower than the mRNA time scales). The steady state
distribution of the activators p∗ are shown in (a,c) and the accordingly resulting mRNA
distributions in (b,d). The mRNA distributions in (b,d) are reconstructed from 2 · 104
steady state samples and the full model is shown in empty bars and the approximation in
blue filled bars. The reaction schemes Eq. 4.6 and 4.7 has been used to obtain the steady
state distributions for mRNAs. The Kullback-Leibler measure for d, KL = 1.2 · 10−3, is
slightly larger than for b,KL = 5.0·10−4, as expected since the approximation is better if the
activators are present in large amounts. (Kullback-Leibler measure has been calculated
using the R package ”flexmix”). The overall agreement of the full and the reduced model
for both scenarios is very good.
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systematic bias has been noticed in Rao and Arkin (36), where the comparison of
the distribution means has been explored.
The approximation also works for binomial steady state distributions for the
repressor protein (see Fig. 4.1e-f). The Kullback-Leibler measure is of the same
order of magnitude as for the unimodal distributions.
4.3 The generalized repressilator model in the Master equation
formalism
Similarly to the deterministic description we consider model transcription, trans-
lation and degradation of proteins and mRNAs in the full Master equation result-
ing in 4 reactions per gene. We will use the creation (annihilation)Ep j(E
−1
p j )/Em j(E
−1
m j )
for creation (annihilation) events of proteins and mRNAs as introduced in the in-
troduction section 1.3. Then the Master equation for the generalized repressilator
amounts to:
∂tP(m,p; t) =
 c1p2j−1 + 1(E−1m j − 1)
+ c2(Em j − 1)m j
+ c3 ·m j(E−1p j − 1)
+ c4(Ep j − 1)p j
]
P(m,p; t)
using as usually the index j ∈ {1, ...,N} and respecting circular boundary condi-
tions.
4.4 Reaction rates dependence on the system size Ω for the gen-
eralized repressilator model
The Master equation for the generalized repressilator model contains 3 linear
reactions, which are the death rates of mRNAs and protein birth rate, and a
nonlinear term for the repressor dependent transcription rate. The constants c j in
linear terms do not change with the size of the system Ω, because the biochemical
rate is just proportional to the number of species in the system and if the size
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Figure 4.2: Numerical assessment of the stochastic quasi-steady state approximation
for repressed transcription. Similarly to Fig. 4.1, we explore how well the approximation
works under the slow changing repressor numbers sampling the values for the stochas-
tic variable p∗ with an adjusted sampling rate from the distributions shown in (a,c,e).
The common steady state distribution for the repressors p∗ are shown in (a,c,e) and the
accordingly resulting mRNA distributions in (b,d,f). The distributions in (b,d,f) are re-
constructed from 2 · 104 steady state samples and the full model is shown in white and
the approximation in blue filled bars. The reaction schemes Eq. 4.8 and 4.9 has been
used to obtain the steady state distributions for mRNAs. The Kullback-Leibler measure
between the full and the Monod-type approximated model is KL = 6 · 10−2 for d and b.
The agreement is worse than Fig. 4.1, since the constants k1, k−1, k2 are closer together than
in Fig. 4.1. This is to demonstrate the dependence of the approximation scheme accuracy
on the condition k1, k−1 >> k2. (e-f) A bimodal stationary state probability distribution
obtained numerically using the DCFTP (see section 1.3.3) was used as a steady state
distribution for the repressor (the red part at the beginning of the distribution has been
truncated for illustration clarity). The mRNA distributions for the full and the reduced
model agree well (KL = 2 · 10−2) also in this scenario.
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is increased, so will be the absolute number of species. The biochemical rate of
linear reactions scales therefore automatically with the size of the system (20).
However, for the nonlinear term we need to find an appropriate transfor-
mation. An easy intuitive way would be to use the ”scaling argument” typical
in physics (see for instance (115)): the overall contribution to the change of the
species number or concentration should be multiplied by Ω to adjust for the size
increase. If other dependencies on the number of proteins appear as for example
in the Hill- or Monod-functions, then they have to be scaled by Ω. Alternatively
derivations from Guantes and Poyatos (116) or van Kampen (20) for extensive and
intrinsic variables can be consulted. Both argument lines result in the following
transformation rule for our non-linear terms:
c1
1 + p2
→ c1Ω
1 + ( p
Ω
)2
The figure 4.3 below shows simulations of the stochastic system carried out
with the Gillespie algorithm at different values of Ω. As expected if we increase
the size of the system Ω the fluctuations disappear and the system becomes more
dependent on initial conditions.
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Figure 4.3: From deterministic to stochastic regime in the generalized repressilator
model using the dependence of reaction rates on the system size Ω.
We will use the established parameter dependence on the system size in order
to address how the system size will influence the onset, the duration of transient
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oscillations, and the quality of oscillations in the generalized repressilator model.
4.5 Transient oscillations in the stochastic setting
The first question to address with the Master equation formalism is, if internal
noise would affect the oscillations in the generalized repressilator model. In
particular, it is interesting how the quasi-stable oscillations will be affected by the
internal noise, in different regimes and for different system sizes.
First we assess the effects of internal noise on the transient oscillations in a
biologically relevant regime far away from the bifurcation point. We carried out
numerical simulations using Gillespie (section 1.3.3) and compared the length of
oscillating transients starting from the same random initial conditions in stochastic
and deterministic regime (see Fig. 4.4).
In the stochastic setting the noise due to small copy numbers does not destroy
the quasi-stable oscillations in even rings. On the contrary, transient oscillations
last longer under noise. It means that the quasi-stable attractor identified with
the deterministic bifurcation theory becomes even more prevalent under internal
noise. The figure 4.4 shows the direct comparison using the following parameters
c1 = 1.6, c2 = 0.12, c3 = 2.6, c4 = 0.06. The initial conditions for the stochastic
simulation are chosen to be exactly the same as in the deterministic case and the
statistics from 10 runs for each starting value have been collected for the stochastic
simulation.
Interestingly, the N = 6 gene ring is quiescent in the deterministic realization,
but in the stochastic setting transient oscillations have been observed. The effec-
tive volume of the attractor to the quasi-stable oscillations seems to be increased
in the stochastic regime by fluctuations for parameter values far away from the
bifurcation point. This result is a numerical hint that internal noise influences the
quasi-stable oscillations in the generalized repressilator model and might even to
some extent excite them.
The influence of noise can be explored in a systematic manner by using the
reaction rate scaling in the system size – Ω, which has been introduced in the
section 4.4. We will use the system size Ω as an independent variable together
with the bifurcation variable c1 and systematically explore the influence of noise
in the (Ω, c1)-plane.
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Figure 4.4: Transient oscillations are more prevalent in the stochastic setting. For the
same initial conditions (IC) and the same constants (c1 = 1.6, c2 = 0.12, c3 = 2.6, c4 = 0.06)
the stochastic system goes more frequently into the oscillating state than the deterministic
system.
4.6 Analysis of Hopf bifurcations in the stochastic setting
From the model derivations (see section 4.2) it becomes clear that the parameter
c1 for the mRNA production rate, which has been used as bifurcation parameter
in the nonlinear deterministic analysis is directly proportional to d0 the number
of DNA copies in the system also in the stochastic setting. d0 can be manipulated
experimentally and its increase would induce Hopf bifurcations and the according
limit cycle oscillations. The gene copy number d0 is a ”biological knob”, which
can be tweaked to in vivo induce oscillations in a bacterial population.
The knob d0 also influences strongly the stochastic characteristics of the sys-
tem, so that the oscillatory behavior as well as the quality of the oscillations are
expected to be affected. Therefore, we analyze the onset of oscillations in the
stochastic model, not only in dependence of a parameter c1, but in the (Ω, c1)-
plane, systematically taking the influence of noise into account.
4.6.1 Induction of Hopf bifurcations in stochastic setting
The numerical Gillespie simulations show that system size plays a significant role
by the onset of the oscillating behavior (see Fig. 4.5 and 4.6). In the low-Ω regime,
where the number of molecules involved in the biochemical reactions are low and
the stochastic fluctuations are strong, the oscillating pattern are less distinct even
after the onset of bifurcations according to the deterministic bifurcation analysis
(see Fig. 4.5a). (We will quantify the quality argument using a metric in the
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following.)
An interesting effect occurs in large-Ω regime right before the onset of os-
cillations in the deterministic model (see Fig. 4.5(f,g)). Oscillating pattern are
appearing already at smaller parameter values in the stochastic setting. In gen-
eral, it is an indication that the stochastic resonance effect might be present in the
model (108). We will explore this hint in more detail in the following section 4.6.2.
The onset of quasi-stable oscillations in the even N = 6 gene ring shows
the appearance of transient oscillations, however these disappear after a few
periods. The stable up/down solution is then approached (see Fig. 4.6). The
oscillation enhancing effect, which we have seen in section 4.5, does not seem to
set on right at the bifurcation point. This can be explained with the following:
in the deterministic bifurcation figure 2.7 we see that the UPOs and the stable
up/down solution approach each other for larger c1 values. Therefore, for larger
c1 values and far from the bifurcation point the UPO can be reached more easily
in the stochastic setting using the attractive directions from the stable up/down
solution. However, right at the onset of oscillations at the Hopf bifurcation point,
the distance between the stable up/down solution and the quasi-stable attractor is
quite large, the up/down attractive directions are distinct from the UPO. The net
effects of noise are destructive for the oscillations in this regime.
4.6.2 The expansion in the inverse system size Ω and stochastic
resonance around the bifurcation point for stable limit cycles
Following the numerical hint from the previous section (see Fig. 4.5(f,g)) we will
investigate the occurrence of stochastic resonance around the bifurcation point
for stable limit cycles. Before the occurence of the first Hopf Bifurcation, odd-
numbered generalized repressilators possess a single stable fixed point (where all
genes have the same concentrations (see Fig. 2.4.1) and in this regime the system
dynamics are dominated by the macroscopic term so that the fluctuations do not
grow. In this regime, the linear noise approximation discussed in section 1.3.5
can be applied (see (20) Chap. X.4). We linearized the Master equation around
the analytically found deterministic Hopf bifurcation, i. e. the right edge of the
parameter regime, where the linear noise approximation is valid. Then taking the
deterministic and first fluctuation terms from the Ω expansion into account, we
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Figure 4.5: Onset of oscillations in the stochastic repressilator model for N=3 genes
nearby the bifurcation point under the variation of the system size Ω. In the deter-
ministic regime the limit cycle behaviour starts, then the bifurcation parameter c1 reaches
the value 0.21 so that the sub-figures a-d show the behavior of the system after the Hopf
bifurcation and the sub-figures e-n before the Hopf bifurcation. Depending on the system
size Ω oscillatory behavior seems to appear already earlier in the stochastic version of
the generalized repressilator model as shown in sub-figures (f,g). This is a numerical
indication that stochastic resonance might be present around these parameter values and
further investigation (see section 4.6.2) has confirmed the hint.
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Figure 4.6: Onset of oscillations in the stochastic generalized repressilator model for
N=6 genes nearby the first Hopf bifurcation under the variation of the system size Ω. In
the deterministic regime the limit cycle behaviour starts, then the bifurcation parameter
c1 reaches the value 0.21 (same as for N=3 due to the symmetry arguments in chapter 3).
Similarly to the 3 gene ring example we have assessed the oscillating behavior starting
on the deterministic limit cycle. For even rings the system shows a couple of oscillations
and then approaches the stable up down solution. It seems the oscillations do not last,
i.e. are too unstable, to collect statistics in form of Fourier spectra and assess their quality.
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show the effect of stochastic resonance appearing at the first Hopf Bifurcation.
Denoting the system state (m,p) ≡ x, the according SDE is
x(t) = x0 +
∫ t
0
A · x ds +
∫ t
0
σ · x dωs (4.10)
where A = J|xh is often referred to as drift matrix and is equal to the deterministic
Jacobian evaluated at the Hopf bifurcation point (see section 3.2.1). The matrix
σ is often referred to as the diffusion matrix, its calculation follows from the
linear noise approximation (see section 1.3.6), and we evaluate this function also
at the Hopf bifurcation point. The stationary stochastic power spectrum of this
linear SDE is calculated with the well-known formula for multi-variable linear
SDEs (117), chap. 4.4.6:
S(ω) = (A + iω)−1σ · σT(A − iω)−1 (4.11)
The power spectra are obtained from the diagonal contributions on S(ω) and
shown for values around the bifurcation point in Fig. 4.7. The power spectrum
peak can be made divergent to ∞ around the resonance values. The stochastic
amplification effect due to low copy numbers is found in all odd-numbered rings,
in figure 4.7 we exemplify the effect with rings N=3 and N=7.
4.7 The quality of stochastic oscillations
Somehow we would like to assess the quality of oscillations in a more quantita-
tive manner. Which means finding a preferably dimensionless measure, which
would say that Fig. 4.5(g,c,d) shows a qualitatively good oscillation regime and
Fig. 4.5(a,i,k) does not oscillate. Intuitively, the power spectrum for the time
traces should be peaked around a frequency and the variance of the power spec-
trum should be small, compared to the mean. A useful measure with theoretical
boundaries has been proposed by Risau-Gusman and Abramson (118):
Q(ωpeak) =
ωpeakS(ωpeak)∫
S(ω)dω
(4.12)
We have used this score in order to assess the quality of oscillations in the
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Figure 4.7: Power spectra obtained from the linearization around Hopf bifurcations
giving rise to stable periodic orbits in the generalized repressilator model. In the
stochastic regime the oscillations emerge already for smaller parameter values, where
there are no oscillations in the deterministic setting. We are therefore expecting the
appearance of stochastic resonance at the bifurcation point (108–110). The parameter
value for resonance can be estimated from the linearized system for parameter values
around the deterministic oscillation onset. According to the linearized model, we expect
stochastic resonance to appear around c1 = 0.162 for the stable limit cycle in N = 3 (a)
and around c1 = 0.126 for the stable limit cycles in N = 7 (b). The frequency peak
can be made divergent around these parameter values, which physically means that
stochastic fluctuations occurring on the microscopic level lead to coherent oscillations
on the macroscopic level (108). Direct Gillespie simulations around these values for
N = 3 and N = 7 have confirmed the numerical hints of the linearized spectra. Note:
As a direct consequence of the tiling discussed in chapter 3, the linearized spectra of all
symmetric solutions, i.e. 6-, 12-, 18-gene unstable periodic orbits with the same symmetry
class (indicated by the same color in Fig. 3.3), will have a similar linearized spectra as
N = 3 stable periodic orbit. However, in the unstable solutions the effect of stochastic
resonance has not been observed and these solutions approach after few oscillations the
stable up/down solution also at the resonance parameter value.
generalized repressilator model for the simple case of three genes N = 3. The
results are summarized in the Table 4.1. We have used three Ω regimes as be-
fore Ω ∈ {1, 100, 100000} and three values for the parameter c1 ∈ {0.1, 0.162, 1.6},
i.e. before the bifurcation, at the stochastic resonance and far away from the
bifurcation.
Before the bifurcation and the onset of stochastic resonance the power spec-
trum is flat, and the quality score assumes its lowest values. The stochastic
resonance as expected is more prominent in larger systems and a steady increase
of the quality score is observed in the second row of the result table 4.1. In the
regime far away from the bifurcation (c1 = 1.6) the quality of oscillations accord-
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ing to this score strongly depends on the system size (Ω). In particular in small
systems the quality of oscillations according to this score does not become better
even if we move far away from the bifurcation point.
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Figure 4.8: Power spectra for the corresponding quality scores shown in table 4.1. The
spectra have been obtained from Gillespie simulations (see section 1.3.3), are normalized
and shown on the logarithmic scale to provide an intuition for oscillation quality score
Eq. 4.12 and the result table 4.1. The peak ωpeak as defined in Eq. 4.12 and is marked by a
dot for each spectrum.
Ω = 1 Ω = 100 Ω = 100000
c1 = 1.6 2.4 · 10−3 8.0 · 10−2 1.3 · 10−1
c1 = 0.162 1.0 · 10−3 2.0 · 10−3 3.0 · 10−3
c1 = 0.1 1.4 · 10−4 1.4 · 10−3 1.3 · 10−3
Table 4.1: Ω-dependent quality of oscillations in the generalized repressilator model
The quality score defined in Eq. 4.12 has been applied for the repressilator model with
N = 3 genes at the parameter value before the bifurcation (c1 = 0.1), at the stochastic
resonance value (c1 = 0.162) and further away from the bifurcation point (c1 = 1.6) for the
different system sizes Ω. As expected, better oscillation quality is observed in larger Ω
regimes further away from the bifurcation point and at the stochastic resonance value.
4.8 Discussion
We have explored the effects of internal noise on the dynamics of the generalized
repressilator model at the bifurcation point and far away from the bifurcation
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point. To begin with, we observed via numerical simulations that transient oscil-
lations in even rings last longer in the stochastic model than in the deterministic
setting in the regime far away from the bifurcation point. Internal noise does
not seem to destroy the quasi-stable oscillations in this regime, on the contrary
it effectively prolongs transient behavior. This has motivated us to explore the
influence of noise in a more systematic manner.
To this end, we have established the dependence of the rate constants on
the system size Ω, which controls the amount of internal noise in the system.
The constants of linear reactions do not change with Ω, but the nonlinear terms
as usually needed an according transformation. The derivation allowed us to
systematically investigate the influence of the parameter change c1 and the system
size Ω on the quality and the onset of oscillating behavior in the generalized
repressilator model.
We have identified a biochemical ”knob” – the number of DNA copies in
the cell, which triggers the emergence of Hopf bifurcations in the generalized
repressilator model. Changing the copy numbers in the cell in this way, can
induce the oscillations in vivo in living cells. In the deterministic description
this operation would in principle reproduce the previously shown bifurcation
diagrams. However, in the stochastic setting the increase of gene copies and the
increase of the parameter c1 has an effect on two levels in the systems dynamics:
on the deterministic level it strongly affects the mean number of molecules present
in the system and on the stochastic level it affects the noise level. The increase
of gene copies strongly impacts the number of mRNAs and consequently also
the number of proteins. The overall effect on the system dynamics is strong and
in particular the noise characteristics change. In the (c1, Ω)-plane indicated by
Fig. 4.5, the increase of gene copy number induces the diagonal (c1, Ω)-plane
navigation and not vertical along the c1 direction as could wrongly be assumed
from the pure deterministic analysis.
An interesting effect of stochastic resonance is observed by the navigation on
the (c1, Ω)-plane. We see the oscillations in the stochastic system for large system
size Ω before the onset of oscillations in the deterministic system in odd-numbered
rings, i.e. already for smaller c1 values. This effect has been documented in
other stochastic systems around the bifurcation point (108–110), and is explained
as a collective phenomenon of stochastic fluctuations on the microscopic level
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leading to coherent oscillations on the macroscopic level. Essentially, it is like a
driven oscillator, where the external driving force are the microscopic fluctuations.
The effect of stochastic resonance is confirmed for stable limit cycles via Master
equation linearization around the Hopf bifurcation point.
In the following, we have investigated the quality of oscillations depending
on the system size Ω and the bifurcation parameter c1. We have carried out
numerical simulations for N=3 gene model varying c1 and Ω values. c1 values
prior the Hopf bifurcation, at the stochastic resonance value, and further away
from the bifurcation have been used. We then applied numerical Fourier analysis
assigning quality scores. As expected, in large Ω regimes the oscillations are
of better quality and more regular. For small system sizes the quality of the
oscillations remains poor even for the values further away from the bifurcation
point. This finding again emphasizes the importance of the system size as an
independent variable, which needs to be considered for synthetic biology design
purposes.
The conclusion for the engineering point of view is that for regular oscillations
on the macroscopic level, synthetic oscillators should be designed in sufficiently
large Ω regimes. However, there is always be a trade off between the quality of the
oscillations and the amount of metabolic burden due to high levels of expressed
heterologous proteins. The (c1, Ω)-plane approach can be used to suggest a good
compromise, which for our model is by Ω values around 100.
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Chapter 5
Model-free algorithmic induction of
optimized control strategies for
genetic networks
We have explored the dynamics of the generalized repressilator model in the
deterministic and stochastic formulation assessing both the steady state and the
transient behavior. Based on the acquired knowledge about the system we want
to influence and control gene ring structures via external signals directing them
to the desired dynamics. In chapter 2 of the thesis we have already shown an
oscillator design around an UPO, where the desired oscillating state has been in-
fluenced by application of external interventions, i.e. light flashes. In this chapter
we generalize the idea of control for genetic networks and present numerically
induced optimized strategies for external interference with the generalized re-
pressilator model.
The following chapter is based on the manuscript
Natalja Strelkowa, Guy-Bart Stan, Damien Ernst, and Mauricio Barahona
intended for the submission to
Molecular Systems Biology
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5.1 Motivation for feedback control in biology
As discussed in the ”Introduction” chapter (see section 1.6), control theoretical
concepts have proved useful for the understanding of naturally occurring biolog-
ical mechanisms, such as for example perfect adaptation. These concepts can also
be used to design optimized intervention strategies with natural systems. In par-
ticular, feedback control based on the input-output relationships seems promising
for epidemiological applications, for instance non-pharmaceutical interventions
as first response to a pandemic threat (119) or optimized drug treatment of HIV-
infected patients (120). Control theoretical concepts have also been widely applied
in neuroscience, as for example in (121) the well-known Kalman filter has been
used for estimation of the system state and parameters in neural cortex model.
We consider the application of feedback control to gene regulatory networks.
Perturbations or intervention signals for genetic networks can be implemented
biochemically via conditional gene knock outs (61, 122), heat shocks (123), light
pulses (28, 124), etc. Application of control theoretical concepts would provide
intervention protocols for these biochemical perturbations, which would conduct
genetic networks to desired states in an optimal way by accumulation and integra-
tion of information from previous experiments. The optimality criterion, which
is usually the minimal energy in classical engineering problems, can be defined
in a system tailored manner for the genetic networks. It can for example be time,
i.e. use the control signals to reach the desired state as quickly as possible, or
cell burden, i.e. use the control signals to reach the desired state minimizing the
expression of heterologous proteins, or similar.
Previously discussed feedback control strategies based on the input-output re-
lationships can now also be applied to genetic networks due to the recent progress
in technology for observing and influencing gene regulatory networks. Quanti-
tative in vivo estimates of biological system states can for example be obtained via
fluorescent markers (30, 114) and spatially targeted transcription induction can
be performed in living cells using monochromatic light (28, 124). With these tools
classical engineering concepts of optimal feedback control, where a quantitative
system state estimate (read-out) and targeted intervention (control action) are
required, is likely to become in vivo realizable also for genetic circuits (Fig. 5.1).
This would open a new perspective for the experiment design in synthetic biol-
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ogy as well as systematic information accumulation based on the input-output
relationships providing rules for targeted and system-tailored interventions.
Classical control theory is a mature field and there are several computational
algorithms for optimal feedback control, but what kind of characteristics should
an ideal algorithmic controller for a gene regulatory network have? There are
three main challenges, which a designer of a genetic network controller is facing:
inherent non-linearity, stochasticity, and model uncertainty. Gene expression for
both synthetic and natural networks is based on the law of mass-action (19, 40)
and therefore polynomial and Hill nonlinearities are common features in gene
expression models and that is why an ideal algorithmic gene network controller
should effectively handle nonlinearities in the underlying problems. The second
challenge is the stochasticity in form of internal and external noise during the gene
expression (9), which requires that the proposed control strategy is robust to both
internal and external noises in the read-out. And finally, the controller should
be able to tackle the generally omnipresent model uncertainty in genetic net-
works, which despite efforts such as for instance world-wide reverse engineering
competitions (125) is still an unsolved question.
In this chapter, we introduce a framework of a reinforcement-learning method
for deduction of optimized control strategies (126), which has the ability to handle
the expected gene network challenges. This algorithm uses time traces to induce
a multi-dimensional function Q(n,u), which is the score of a control action u ∈ U
for a system state n ∈ Ns. The optimized intervention strategy for direction of
the network to a desired state is obtained by taking the maximum of this score
function at each state n: maxu∈U Q(n,u). The formulation of the algorithm is
model-free and can therefore overcome both challenges: nonlinearities as well as
model uncertainties often encountered in genetic network models. The robustness
towards noise in the dynamics is achieved via a regressor EXTremely RAndomized
Trees (Extra-Trees) (127), which is used for estimation of the score function Q.
We demonstrate the application of the algorithm on two synthetic biologically
inspired examples: toggling a switch and operating our recently proposed syn-
thetic circuit around a quasi-stable periodic orbit. The optimization direction,
which is usually the minimal energy in classical engineering problems, is posed
here for biological problems as minimization of metabolic cell burden due to pro-
duction of heterologous proteins for control actions. The first problem ”toggling
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a switch” is majorly used for demonstration of the difference between the pre-
viously used naive technique for the switch reversal (1), which over-expresses
synthetic proteins and the algorithmically induced optimized control strategy.
The second example is the control of an even gene ring around an UPO, as has
been used for the design of a switchable genetic oscillator in thesis chapter 2,
which is used to demonstrate how a control problem of tracking a curve can be
formulated and the strategy induced via reinforcement learning. None of these
examples has previously been considered as a control theoretical example.
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Figure 5.1: General idea on how classical control-theoretical approach can be adapted
to in silico and in principle also to in vivo genetic networks. (a) In the learning phase time
traces of key variables, for instance protein concentrations, are collected. This can be done
either by numerical simulation of a model or experimentally preferably on the single cell
resolution. (b) Based on the integrated information in the training set, the algorithm will
provide a state dependent interference in order to conduct a genetic network to a desired
state. (The photographs for this figure have been taken when I visited the experimental
lab of Prof Rob Krams, and his PhD student Jennifer Frueh assisted me by taking the
photographs and providing the cell image.)
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5.2 Methods Description
Learning from a sample of trajectories: the Reinforcement Learning
approach
Reinforcement learning approaches have been proved to be useful for a wide
range of applications, where only few information on the underlying process is
available (126, 128). The major requirement on the underlying process is that it
is approximately Markovian, which means that the following state is fully de-
termined by the information on the current state. In particular classical noisy
mass-action kinetics underpinning gene expression processes can be formulated
as control theoretical problems and solved with the reinforcement learning algo-
rithms.
Formal System Description
Reinforcement learning can be used to find optimized control strategies for prob-
lems, which can be approximated as general first order Markov processes. Using
otherwise notation as in van Kampen (20) and Introduction section 1.3.5 Markov
property for successive times (i. e. t0 < (t0 + δt) < · · · < t) and control signals
u ∈ U can be formulated as:
Pr(n(t),u(t), t|n0,u0, t0; . . . ; n(t − δt),u(t − δt), (t − δt))
= Pr(n(t),u(t), t|n(t − δt),u(t − δt), (t − δt)) (5.1)
That means a process is first order Markovian if the state transition probability
Pr(n(t),u(t)|·) at the time t only depends on the state of the system at the time t−δt
and is not dependent or affected by other previous states.
Master equation formulation for gene expression networks dynamics fulfills
this requirement since the time evolution of the probability P on discrete set of
states n ∈Ns is a PDE
dP(n, t)
dt
=
∑
n′
W(n|n′,u)P(n′, t) −W(n′|n,u)P(n, t)
where W(·|·) are transition probabilities per unit time, which are now also depen-
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dent on the external control signals u ∈ U.
Approximate dynamics of the Master equation can be formulated as a stochas-
tic differential equation (SDE) or as an ordinary differential equation (ODE)
dtx = f (x) (see Introduction section 1.3.5 and (20) for connections between the
formalisms via Ω expansion). The deterministic approximation x = φ(x0, t − t0)
is a special case for a Markov process with a δ-peak transition probability δ(x −
φ(x0, t − t0)). Similarly an SDE is a Markov process, where the transition prob-
abilities are modulated by Gaussian noise. Therefore all three formulations are
Markov processes and can be used to generate in silico time traces for the algo-
rithmic trainings set. In principle the state transition data can also be obtained
directly from the experiment as time traces taken at small enough intervals.
At each state transition a control signal u(t) can be applied to the system.
What we would like to know is: if the system is in a state n, what is the best
action on the long term to be applied? This question is answered by a control
strategy µ(·) : Ns → U, which is the mapping from the state space into the action
space. Algorithmically we will evaluate possible strategies by score assignment
and obtain a numerically optimized solution. This will be the final output of the
algorithm, it assigns to each system state n the action u, which is the best on the
long-term scale.
Reinforcement learning needs to start with the definition of desired and for-
bidden/undesired states and actions. We use the function r(n(t),u(t)), which must
be bounded, in order to associate an instantaneous reward to each state transi-
tion. The reward for the transition to desired target states will be positive and for
the transitions to the undesired system states and actions will be negative. The
reward function is part of the control problem formulation. In essence, it defines
boundary conditions and can be used to summarize prior knowledge about the
system. At the beginning of the algorithmic procedure system transitions, for
which we do not know the score will be assigned a neutral reward. The algorithm
will then induce scores for the transitions from each state n ∈ Ns if the control
action u is applied. The action with the highest score will identify the optimized
control strategy µ.
Score functions for strategies µ will be denoted as Jµ∞, i.e. the expected score
obtained over an infinite time horizon when the system is controlled using the
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control policy µ: u(t) = µ(n(t)),∀t. For a given initial condition n0, Jµ∞ is given by:
Jµ∞(n) = E
[∫ ∞
t=0
γtr(n, µ(n(t)))dt
∣∣∣∣∣ n0 = n] (5.2)
where γ is a discount factor (0 ≤ γ < 1) that weights short-term rewards more than
long-term ones, and where the conditional expectation is taken over all trajectories
starting with the initial condition n0. We target to find an approximation of the
optimal policy µ∗, which maximizes the expectation Jµ∞ for all system states in the
considered hypercube n ∈Ns.
5.2.1 Fitted-Q - the reinforcement learning algorithm
The control policy as well as the overall reward function Eq. 5.2 can be induced
numerically from a trainings set F , which contains time series observations and
control signals. The time series should be taken in equidistant time intervals
and record the so called one-step transitions - system measurements contain-
ing the system state n(t) at the time t, the control action u(t), the system state
at the next time step n(t + ∆t) and the instantaneous reward according to the
bounded reward function r(n(t),u(t)). These variables will form the input four-
tuple ((n(t),u(t), r,n(t + ∆t))) and the trainings set F consists of such tuples.
From this measurement set F , the fitted Q iteration algorithm computes a
converging sequence of functions Qˆ1, Qˆ2, . . ., QˆN (see Fig. 5.2 for the pseudo code
of the fitted Q algorithm). These functions are effectively system state dependent
time integrations of the instantaneous rewards r discounted with a factor γ and
they approximate the cumulative reward function J as defined in Eq. 5.2 above.
Thus, the objective of the fitted-Q iteration algorithm is to find an approxima-
tion of the optimal strategyµ∗, i.e. a strategy that maximises Jµ for all system states
without knowledge of the dynamical equations. The only information available
to the fitted Q iteration algorithm is contained in the trainings set F of one step
transitions and the reward function r(n,u).
The deduction of the series of Q functions from the data set can be formulated
as iterative solution of batch-mode supervised learning problems. A standard
supervised learning problem is the induction of a rule or a function from in-
put/output relationships. For the fitted Q the input consists of the four tuples
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Figure 5.2: Fitted Q iteration algorithm
Inputs: a set of four-tuples F and a regression algorithm.
Initialization:
Set N to 0.
Let QˆN be a function equal to zero everywhere on X ×U.
Iterations:
Repeat until stopping conditions are reached
- N← N + 1.
- Build the training set TS = (il, ol), l = 1, · · · , #F based on the the function
QˆN−1 and on the full set of four-tuples F :
il = (nl,ul) , (5.3)
ol = En′∝ f (n,u,·)
[
ρ˜(nl,ul,n′) + γmax
u′∈U
QˆN−1(n′,u′)
]
. (5.4)
- Use a noise robust regression algorithm to induce from TS the function
QˆN(n,u).
{. . . ; (n(t),u(t), r(n,u),n(t + ∆t)); . . . } and the output is the estimated reward ol,
which changes after each algorithmic step.
The fitted Q-iteration starts by approximating the first Q-function in the se-
quence Qˆ1(n,u) ≡ E[r(n,u)] = ρ˜ by averaging of the instantaneous rewards in
F over the different states n(t + ∆t), which have originated from the same n(t).
In the case of the purely deterministic description no averaging is necessary, for
the SDE’s and Master equations, which stochastic characteristics are well approx-
imated with a white noise on the small enough time increments ∆t, we would
effectively average the Gaussian noise away. The following Q-functions in the
sequence are estimated from the training sample TS, which is constructed from
the input trainings set F and updated rewards with the following equation:
TS =
{(
(nl,ul), ρ˜(nl,ul,n′) + γmax
u∈U
Qˆk−1(n(t + ∆t)l,u)
)}#F
l=1
In this way a sequence of function Qˆk is generated and the outputs ol from the
step k are used for the regression of the next function in the sequence.
For the properly defined control problems the function sequence Qˆ1, Qˆ2, . . ., QˆN
converges to the stationary scores Jµ and then the approximated control strategy
can be inferred by taking the control action u ∈ U at the time point t, which has
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the maximum approximated reward QˆN:
µˆ∗N(n) = arg max
u∈U
QˆN(n,u) (5.5)
µˆ∗N(n) is by definition the approximation of the optimal control strategy µ
∗(n).
Number of iterations and algorithmic convergence We iterate the algorithm
until no significant changes in the Q score function appear. This can be assessed
either with the Bellman residual as described in Ernst et al. (126) or other metrics.
As it is the case in many numerical procedures an appropriate threshold value as
the stopping condition needs to be chosen. Our results are not strongly dependent
on the number of the iterations and the precise threshold value.
Theoretical conditions for the convergence Theoretical existence of the optimal
control policy was addressed in classical dynamic programming theory. The
optimal strategy µ∗ can in principle be induced by analytical solution of the
classical Bellman equation (see (129)), but this is only possible if the dynamics
of the system are known in detail, for example in form of an ODE, SDE, or a
Master equation and the minimization/maximization needed for the inference of
the optimal control strategy can be done analytically.
However, the precise information in form of equations is not available for
the most biological problems and therefore we have chosen here a model-free
approach. We assume that there are time series measurements from which the
required input in form of four-tuples can be constructed, but we do not assume
the knowledge of a model.
To induce the function from these input/output relationships we need to use
a robust and computationally cheap regressor, which is able to handle hundred
thousands of input vectors during several hundreds of iterations. Decision trees
are considered to be the most promising candidates for their computationally
cheapness. We will use a particular type of decision trees, which are computa-
tionally effective and also have a parameter to tune the robustness to noise.
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5.2.2 Effective multi-dimensional regressor - extremely random-
ized trees
In our implementation we have used EXTremely RAndomized Trees (Extra-
Trees) (127) as the regression method, which has been shown to perform in several
regression and classification problems better than the classical tree bagging (130),
random forests (131), or single CART regressors (132).
In general, tree-based regression methods recursively part data sets with the
goal to construct a predictive model or a multi-dimensional function approxi-
mator in form of binary decision trees. The partitioning of the data needs to be
done in an informative manner. Intuitively the most informative partitioning
is achieved if similar elements are grouped within a tree branch, which means
the variance between the tree branches is maximized (see Fig. 5.3). The earliest
method CART (132) does exactly that, it constructs a single decision tree from the
data recursively partitioning the set and selecting the splits in the most informa-
tive way, which means maximizing the variance. A data point can be described
by more than one characteristic or attribute, as for example each variable is an
attribute for a multi-dimensional function. In the classical CART algorithm the
splits are chosen to maximize the variance given all attributes. The algorithm has
one variable: nmin the minimal number of of items in the leaf and the number
is chosen larger if there is a significant amount of noise in the data. The main
disadvantage of the method is that it is too rigid and error-prone if there are errors
in the data.
Random forests are in same cases less error prune, although it is a somewhat
unintuitive way to construct a model. Here several decision trees are constructed
randomly selecting both the attribute as well as the cut point (131). The prediction
is made via the averaging of all the trees in the forest. In addition to the minimal
number of the elements in the leaf nmin as in the CART method, random forests
have a second algorithmic variable namely the number of trees M in the forest
from which the average will be taken. Random forests are not always good
approximators, and might even become unstable, probably because there is too
much randomness in the method.
The Extremely Randomized Trees used here as a function approximator can
be seen as a tunable intermediate between the purely deterministic CART method
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Figure 5.3: Illustration of the regression method ”EXTremely RAndomized Trees
(Extra Trees)”.
and random forests (see Fig. 5.3). In order to adjust the randomness according
to the problem a third parameter K is introduced. At each step K cut-points
are assessed regarding the variance, which the split would introduce. The cut
which maximizes the split variance, which means is the most informative one,
is assigned to a node. The number of trials K is the tuning parameter between
the classical CART and the random forests. If K is set to one, then we are in the
regime of random forests, if it is set to ∞ we are in the CART regime. The main
advantage of using this regressor for biological problems and in particular gene
expression is that we can adjust K according to the credibility we have about the
data and the experiment.
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5.2.3 Classical control problems
There are classical control examples, which are used to illustrate the general
purpose of the control technique and validate or benchmark an algorithmic im-
plementation. Two typical examples are ”Left-Right” and the ”Car on the Hill”
problem, which we also will be using here. The ”Left-Right” problem is intu-
itively illustrative, relatively easy to learn, and highly stochastic. The ”Car on
the Hill” problem is less intuitive, deterministic, and the numerical derivation of
the optimized policy is considered to be difficult, because the success rate in the
trainings set is extremely low.
Classical control problem – Left-Right
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A simple example to illustrate the control purpose in
classical engineering is a Brownian motion of a particle
confined between two absorbing boundaries x ∈ [0, 10].
The particle can be moved to the left or to the right by
application of discrete control signals u ∈ U = {−2, 2}.
If it crosses the left boundary a reward of a value 50
is given, if it crosses the right boundary a reward of
value 100 is given. The dynamics of the particle can be
described via a simple SDE Eq. 5.6. So the aim of the
control policy is to direct the stochastic particle to one of the boundaries within
a given time interval or within a constraint finite time horizon maximizing the
reward.
xt = x0 +
∫ t
0
dωs +
∫ t
0
u(s)ds (5.6)
with dωs Gaussian white noise.
Intuitively we expect that reward within a finite time horizon is maximized
directing the particle to the left boundary if it has already started close to the left
boundary. And if the particle starts somewhere in the middle then it would be
better to control it to the right boundary associated with the larger reward. We
expect a threshold rule as the optimized control strategy, but which value is the
threshold value?
For this simple example the algorithm will produce a control strategy identi-
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Figure 5.4: Algorithmic estimations of the optimal control for the benchmark ”Left-
Right”. a) Numerical estimation of the optimal control policy with fitted-Q algorithm
obtained after 10 iterations. The score for left kick is shown in green for the right in red.
The estimated control policy is state dependent and is obtained for each x by taking the
action with the largest Q - score. The lines cross at the expected threshold value x=2.7.
b) Two trajectories starting at the initial conditions below (green) and above (red) the
threshold, which are controlled using the estimated policy shown in a). The absorbing
boundaries at x=0 and x=10 are shown in gray dashed lines.
fying the most suitable threshold value given the data set. It turns out it is 2.7
for the discounting factor γ=0.75. Even though this is just a one-dimensional
problem and we can almost guess the solution, the learning of the threshold rule
is impeded by the noise. Therefore this example is often chosen as a benchmark
to prove both that the proposed algorithm can learn under noise and that the
implementation of the algorithm is correct. The results of our algorithmic imple-
mentation on this classical example are shown in Fig. 5.4 and demonstrate both
that the fitted-Q is a suitable framework for learning under noise and that the
implementation is correct.
Classical control problem – Car on the Hill
Another classical problem often used to illustrate the purpose of optimal control
in engineering is the ”Car on the Hill”. Consider a landscape as illustrated in
Fig. 5.5 containing a dip between a hill and a sheer and a car positioned at the
minimum. The control aim is to direct the car to the top of the hill without letting
it fall over the sheer by applying discrete control signals u ∈ U = {−4, 4} ”left
acceleration” or ”right acceleration”. Intuitively, it is clear that if we just applied
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the signals at random then the probability of falling down the sheer is by far
higher than reaching the top of the hill, because the hill is higher. Therefore we
expect that the estimation of the optimal strategy will be hard to induce due to low
success rate in the trainings set. And indeed the trainings set containing 60 000
observations had only 18 successes, where the reward 1 was assigned, because
the car achieved the top of the hill.
The dynamics are described by the ODE Eq. 5.7 on the support (p, s) ∈ [−1, 1]×
[−3, 3]:
dtp = s
dts =
u
m(1 + h′(p)2)
− h
′(p)g
1 + h′(p)2
− s
2h′(p)h′′(p)
1 + h′(p)2
. (5.7)
with the hill potential h(p)
h(p) =

p2 + p if p < 0
p√
1+5p2
if p ≥ 0.
The instantaneous reward function is defined on the boundaries: the hill top
p ≥ 1&s ≤ 3 = 1 and on the sheer (p ≤ −1, ·) = −1 and is zero everywhere else on the
support (p, s) ∈ [−1, 1] × [−3, 3].
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Figure 5.5: Classical control prob-
lem ”Car on the Hill”.
Figure 5.6 shows the algorithmic output of
this control problem. The algorithmically op-
timized trajectory 5.6 c) has an interesting fea-
ture: the optimized use of the applied signals is
achieved by a combination of the intuitively ob-
vious acceleration towards the maximum point
u = 4 and the less intuitive contra force u = −4.
Energetically it is favorable to accelerate to-
wards the other end in order to take advan-
tage of the gravitational force (second term in
Eq. 5.7). This is one of the useful characteristics
of the approach that the estimated policy takes
advantage of system’s inherent characteristic
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although the algorithmic input does not con-
tain the equations of motion or any kind of explicit information on this force, but
only sample trajectories.
This is also the reason why we want to apply the algorithm to a biologically
motivated examples, since in many biological applications only limited informa-
tion is directly accessible and inherent characteristics are often unknown. This
approach would take advantage of inherent systems dynamics using time trajec-
tories of the key variables and control signals.
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5.3 Application on biological examples
We formulate and investigate biologically motivated control problems, which
to the best of our knowledge have not been considered as control-theoretical
examples before. We start with the optimization of the strategy for the switch
reversal, where the control actions are the light pulses activating a light-sensitive
promoter.
One of the major differences between the classical engineering examples such
as the ”Car on the Hill”-benchmark and typical biological examples are qualitative
characteristics of possible control signals. While for the ”Car on the Hill” the
control signals (u ∈ {4,−4}) can explore the state space in both directions, the
control signals for gene regulation given by the current state of biotechnology
can only increase the concentration of a protein, but can not in vivo decrease a
concentration of a protein in a targeted manner. This produces two additional
complications. On the one hand we explore the state space only in one direction
and on the other hand the algorithm has to differentiate between the signals ”no
change”/”increase” and in particular under noise this difference is less obvious
compared to the classical ”increase”/”decrease” alternative.
In general however, successful learning outcome depends solely on the Markov
property of the underlying process (see previous section). Therefore the optimiza-
tion of the control strategy for noisy and restricted biological examples is possible
but likely to be more demanding compared to the classical problems i. e. requiring
larger training sets. Also the formulation ”optimal strategy” in the classical sense
can not be used then speaking about biological models, because in most cases
the system description is incomplete and it is difficult to judge if the numerically
inferred strategy is optimal in the classical sense.
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Figure 5.6: Algorithmic estimations of the optimal control for the benchmark ”Car
on the Hill”. a) Estimation of the Q - score function for the pair (x, dtx) position and
speed obtained after 100 iterations. b) Induced state dependent optimized control policy
(Eq. 5.5). The green markers indicate states for which Q - score for control signal u = -4
is larger than for u = 4, which means the set {Q(·,−4) > Q(·, 4)}. The complementary set
within the boundary conditions is shown in red. c) A trajectory for initial condition (-0.5,
0), where the car starts the motion at the potential minimum and at rest. It is controlled
using the algorithmically estimated policy to the top of the hill respecting the boundary
conditions x ∈ [−1, 1]&dtx ∈ [−3, 3]. The trajectory is plotted in red, whenever the control
signal u = 4 and in dark green whenever u = −4 is applied.
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5.3.1 Controlled reversal of a genetic switch
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Switches are typical and important constructs
for the forward designed (4) as well as for
the naturally occurring circuits. One exam-
ple, where cascades of switches occur and
are believed to dominate the dynamics are
antagonistic switches in developmental biol-
ogy (133, 134). The cell fate is believed to be
determined by successive switch reversals of
the phenotype dominating genes. For the stem
cells tissue engineering intervention protocols
are desired, which would direct the cells into a particular fate both fast and with-
out protein over-expression, which reduces the fitness of the cells. An optimized
strategy for switch reversals avoiding over-expression can be sought using the
reinforcement learning algorithm.
We use a simple design for a switch to demonstrate the formulation of this
biological problem in control theoretical terms. A classical topology for a biolog-
ical switch are two genes mutually repressing each other (figure above). If the
repression is strong enough then this system will show bi-stability (5, 70), which
means in the steady state either the first gene is highly expressed and the second
gene is suppressed (p1 ↑, p2 ↓) or vice versa (p2 ↑, p1 ↓). (see chapters 2, 3 for the
bifurcation analysis of such systems.)
A Markov process for a simple switch can be formulated as a Langevin equa-
tion based on the basic mass-action kinetics and using time scale separation be-
tween the slow protein and fast mRNA dynamics (see for instance (111, 116)):
dtp1 = g1(p2) − d1p1 + σ1dω1 + qsu (5.8)
dtp2 = g2(p1) − d2p1 + σ2dω2 (5.9)
where g1(x) = ex1+x2 g2(x) =
ey
1+x2 and ω terms correspond to the white noise in-
crement. The order of magnitude for the constants is based on Gardner et al.
(1), Guantes and Poyatos (116) and to illustrate the procedure we assume a sym-
metric switch ey = ex = 400, d1 = d2 = 1, σ1 = σ2 = 0.005. The number of proteins
per unit time produced as the result of the light control signal is denoted by qs
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and u as usually denotes the control actions u ∈ {0, 1}.
Formal definition of the control problem for a switch reversal We assume
that for both genes the protein concentrations are given as readouts for instance
via fluorescent markers. The initial condition is the vicinity of the fixed point
(p1 ↓, p2 ↑), where gene 1 is silent and gene 2 is expressed. The goal of the control
strategy is to direct the switch to the second fixed point (p1 ↑, p2 ↓) by applying
control signals to the first gene. The control signals increase the concentration
of the first gene in small increments, which biochemically corresponds to light
flashes activating a photo-sensitive promoter. Biochemically the response occurs
on fast time scales (order of seconds (28)) compared to the gene expression time
scales occurring on the order of minutes or even hours and therefore we can
approximate the action of the light inducer as a discrete set light on and light off
U = {0, 1}. In classical control theory this type of control is often referred to as
“bang bang”.
To create the training set we start from random initial conditions and the ”light
on” signals u(t) = 1 are applied with the probability 3% covering the interval of
interest [0, 400] × [0, 400]. The instantaneous reward function is defined in the
following way: Two boundary conditions are used to specify the minimal and
the maximal boundary for the instantaneous reward function. The first absorbing
boundary condition is given by the minimal reward -1, which is assigned to the
neighborhood of fixed point B(p1 ↓, p2 ↑), which is the initial state we aim to
reverse. By absorbing in this context we mean that if the system reaches that state
after a series of random signal applications, we assign the according instantaneous
reward to the last point and reset the simulation from random initial conditions.
The second absorbing boundary with the maximal reward 1 is assigned to the
neighborhood of the fixed point (p1 ↑, p2 ↓), which we are trying to achieve. Each
application of the control signal is associated with a cost for the cell to express the
foreign protein and therefore the instantanious reward is always diminished by
”light punishment” ql = 0.005. In summary the reward function is:
r(p,u, t) =

−1 if p ∈ B(p1 ↓, p2 ↑)
1 if p ∈ B(p1 ↑, p2 ↓)
r(p, 0, t) − ql if u(t) = 1
(5.10)
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Algorithmic outcomes and interpretation. The intuitive outcome for a single
switch is a threshold rule: if the concentration of the up gene is low then apply
induction signal. However, the main disadvantage of this technique is that it does
not take into account the system dynamics and the threshold value is not clear a
priory. In the pioneering synthetic biology implementation by Gardner et al. (1)
(revised in section 1.4) the chemical inducer IPTG has been applied during the
whole switching time of 6 hours to the bacterial population. This technique can
not be applied if not just one but several switches need to be reversed.
Illustrating our approach we have induced an optimized control strategy for
the switch reversal, which should avoid over-expression of the first protein (see
Fig. 5.7). Indeed if starting from initial conditions where the first gene is down
and the second is up as shown in the picture only few kicks are required in
order to reverse the switch. From the input-output relationships contained in
the training time series the reinforcement learning technique deduced a control
strategy, which takes advantage of the internal system dynamics.
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Figure 5.7: Optimized reversal of a genetic switch. a) Estimation of the Q - score
function for the pair (p1, p2) protein concentrations obtained after 70 iterations 2. b)
Induced state dependent control policy (Eq. 5.5). The red markers indicate the set {Q(·, 1) >
Q(·, 0)}, which means genetic network states, where the value for the action ”apply control”
u = 1 is larger than for ”do not apply control” for u = 0. The complementary set within
the boundary conditions is shown in green. c) Simulated trajectories for p1(t) (green) and
p2(t) (gray) starting from B(p1 ↓, p2 ↑) (black dots) is controlled using the algorithmically
estimated policy shown in (b) towards the desired state (p1 ↑, p2 ↓). System states for
which the control action has been applied (u = 1), are marked by red stars. Note:
Conducting the switch to the desired state with this algorithmic induced policy avoids
over-expression. In comparison to the induced policy, naive or blind application of the
control action on the first protein and waiting till the second protein will reach smaller
concentration would result in 1000-fold over-expression and therefore lead to unnecessary
cell burden.
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5.3.2 Controlling even gene rings around unstable periodic orbits
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Another area, where model-free feedback control can
be applied is the control around predefined trajectories.
To showcase this we use a UPO due to the first Hopf
bifurcation in the generalized repressilator model with
10 genes, which we have previously characterized nu-
merically (see chapter 2, chapter 3) and analytically 3.2.
Even rings act in the steady state as switches, but pos-
sess unstable periodic orbits (UPOs), which give rise to
long-lived oscillating transients. In section 2.4.4 we have introduced an intuitive
control scheme in stochastic regime which uses a simple threshold rule to keep
even rings in oscillation around these UPOs. From the intuitive implementation
we realized that if we observe and control only 2 genes, the whole ring can be
kept in oscillating state. We use this prior knowledge and formulate the control-
theoretical problem - tracking a 10 gene ring around its UPO associated to the first
Hopf bifurcation.
Formal definition of the control problem for phase tracing We simulate the
generalized repressilator as an SDE using the standard Euler-Maryama, taking a
small noise term σi ≈ 0.01 and using otherwise the same set of constants as in
chapter 2:
m˙ j =
c1
1 + p2j−1
− c2m j + σmdω1 + δ j1u1qs1 + δ j2u2qs2
p˙ j = c3m j − c4p j + σpdω2. (5.11)
with the usual definition for δi j as Kronecker symbol (20). The control signals
u ∈ {u1,u2, 0} are applied on the mRNA level as already indicated in the problem
definition picture above only to the first u1 and the second u2 gene. The influence
of the light signals on the mRNA production is denoted by qsi .
Unlike the switch example, the aim of the control strategy for the ring is
not to reach a particular target state, but to keep oscillating pattern following
a predefined path. This problem is computationally quite demanding and we
divide it into two parts. The first part is starting from the stable up/down solution
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direct the ring to the vicinity of the UPO, which can essentially be formulated
as control towards the nearest point on the UPO and we have seen this type of
control problems in the previous section. But here we want to demonstrate a
solution of an operation around an unstable periodic orbit, and therefore we start
in the vicinity of the UPO and the control aim will be to follow the oscillating
trajectory. Since the periodic orbit is unstable we know that the ring will dephase
and slowly converge to the stable up/down solution. Therefore, the objective of
the control strategy will be to prevent the slow oscillation decay and keep the ring
in the oscillating state.
We approximate the predefined oscillating pattern with a nonlinear curve and
a phase. In practical applications this pattern can be induced after repeated single
cell experiments and then averaging the time trajectories. The reward function
can then be defined as a simple distance function between the observed state
p(t) = (p1(t), p2(t)) and the reference trajectory p0(t):
r(p,u, t) = exp(−|p(t) − p0(t)|) −
∑
i
qlui(t) (5.12)
As for the switch the cost for light application ql is applied if the first (u1) or the
second (u2) gene is induced via a light flash. Note that the read-out for the system
contains only the state of the first two proteins, other variable such as mRNA and
other proteins are not part of the algorithmic input.
Technical discussion of the algorithmic realization A solution for an operation
around an unstable periodic orbit has not been tried before with such algorithms.
Therefore we spend a couple of lines to discuss the technical details for control
of these types of problems with the fitted-Q algorithm. Obviously the extension
to general tracking problems from the control towards or around a fixed point is
straight forward. A time coordinate for the trajectories has to be added to define
the should trajectory or a phase as in our case and this information should be part
of the trainings set. The reward function can be based on the distance between the
perfect trajectory and the observation during the training phase. An appropriate
metric for the distance measure must be bounded and can be adjusted to the noise
and measurement uncertainties in the problem and an outlier robust alternative
could be the metric in Eq. 5.12.
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Figure 5.8: Optimized tracking of an unstable periodic orbit in the generalized re-
pressilator model a) Estimation of the Q - score function for two proteins in the ring (p1,
p2) obtained after 200 iterations. We show here the time snap shorts of two points (T1,
T2) lying closely in the periodic time space and the third (T3) lying further apart. As
expected the Q function for close points is similar in shape, but changes throughout the
period to adjust for time specific control signals. b) A trajectory started from random
initial conditions, for which the control signals have been applied twice (marked with
red stars). We have defined the control constants to show that the control action is taken
to prevent the ring from dephasing and approaching the stationary up/down solution
(the dynamical features of even rings are discussed in chapters 3, 2.) c) zoom into the
trajectory shown in b) around the second control signal.
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We have specifically defined the cost for the light application very high in this
example, to demonstrate that the ring will slowly dephase due to its inherent dy-
namics, but the algorithm will sparsely take appropriate actions working against
that. With a smaller cost for the light application the dephasing can be made
unnoticeable and the oscillation pattern perfect.
The induced function Q is now explicitly dependent on time points in the
period. For smooth trajectories and well behaved nonlinear problems (which we
usually have in nature) we expect that the function Q will vary smoothly between
the neighbouring points in the trajectory. This is also what we are observing for
our induced Q scores. We show the function Q for two points lying close to each
other and compare to a distant point. As expected the close trajectory points have
a similarly shaped Q function, which shape differs significantly for the distant
point Fig. 5.8.
5.4 Discussion
We have presented a concept for a model-free controller design, which can effi-
ciently handle nonlinear and stochastic in silico gene regulatory networks. The
objective of the formulated feedback control is to reduce the burdening of the cells,
which arises if heterologous proteins are produced in larger amounts than nec-
essary. Therefore we have formulated a control theoretical optimization problem
inducing the gene expression just enough for switch reversal in the first problem
and just enough to keep the ring oscillating.
Using the algorithm for the control of the gene ring around a UPO we show
that the formalism is in principle able to handle hidden dependent variables and
therefore of a potential interest in practical applications. In our test network the
variables are dependent and performing control signals on upstream genes has a
predictable effect on the overall network. In this case a ring of ten genes could be
kept in the oscillating state by reading and influencing only two genes.
Even though our example is far from topologies found in nature, natural
biological systems are thought to be organized in a similar manner as cascades and
feedback loops (58). If for a cascade or a feedback loop we can control a key gene
then we can deduce interference protocols with our algorithm. An exhaustive
knowledge about the whole gene network is not required. The power of the
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Figure 5.9: Control of 2 genes keeps a 10 gene ring in the oscillating state around an
unstable periodic orbit. The control procedure has been designed for a gene ring with 10
genes, but we have used only the time traces of the first 2 genes for the policy induction.
The genes which time evolution has been used in the trainings set are shown in thick
colored lines, the time traces of the dependent genes inaccessible to the algorithm are
shown in gray. The simplified example demonstrates that partially observable processes
can be handled by the algorithm given that there is prior knowledge about hierarchical
network organization.
algorithm drives the imagination that even a cell phenotype change in difficult
problems such as for example stem cells specification (134) can be manipulated
by imposing control actions on gene master regulators.
The algorithm was shown to deduce optimized control strategies for synthetic
biology examples, which implementation is feasible due to progress in synthetic
biology. In particular a construction of the switch and its controlled reversal can be
a potentially interesting and feasible experiment. We would then compare switch
reversals under constant induction as has been done by (1) with the optimized
switch reversal deduced with our algorithm using the experimental time traces.
The cell burden under both conditions can be assessed for instance via growth
rate or other phenotypical changes of the cell morphology, such as the symmetry
of the daughter cells, ribosomal usage etc. If experimentally a gain for the cells
can be shown for a single synthetic switch, then a natural switch determining the
cell phenotype, as for instance an antagonistic red-white blood cell (134) can be
addressed opening a new perspective for tissue engineering and at the moment
still rather imaginative path reversal for medical applications.
A potential interest of this algorithm in direct application to experiments is
supported by the fact that the approach is model-free. Feedback control has
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earlier been explored to some extent for Bayesian network genetic models (135–
137). However, the earlier proposed approaches were formulated for specific
model set ups, by (135, 136) as Bayesian networks implicitly assuming that only
coarse information (microarray measurements) on the gene network is avalaible.
Our approach on the other hand is more flexible, since it would adapt to the
training set accuracy and would handle information given by either coarse or
more quantitative time traces in the best possible way.
Considering purely technical aspects of our fitted Q algorithm, we remark that
it can be extended to the adaptive version. The supervised learning at each Q
iteration uses the whole data set for the regression and only the output values
(the current cumulative reward) change. It means that the successive calls to the
supervised learning algorithm are independent of each other. Hence, at each step
it is possible to replace small fractions of the trainings set with new real-time ob-
servations and extend the existing batch-mode algorithm to an adaptive version.
Adaptivity for biological problems is of particular interest, because cell popula-
tions provide changing environments for genetic networks. Our formulation of
the optimized control problem can account for changes occurring on slow, com-
pared to the system dynamics, time scales. Then the information of the control
strategy induced earlier would still be useful for the slightly altered environment.
Therefore fitted Q is well suited to handle a slow biological adaptation process.
In summary, even though biological systems would never be as exactly con-
trollable as their classical engineering counterparts as for instance flight control
in jets (54), nuclear reaction shutdown (129) or a class of problems known as
”games against nature” (129) with appropriate algorithmic techniques the ma-
jor challenges of gene network uncertainty, hidden variables, and non-linearity
can be tackled with these concepts. A potential application area, where we are
planning to apply this concept is the tissue engineering in stem cells. And the
toy example of the switch is expected to be helpful for reversals of antagonistic
switches, which we are planning to use for direction of stem cells to cardiomyotic
fate (61).
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5.5 Appendix: constants for algorithmic realization
For the reference algorithmic constants for all examples are summarized in the
table below:
γ K TS# Nmin # Trees # It
Left - Right 0.75 2∗ 2000 10 25 10
Car on the Hill 0.95 3∗ 60000 2 25 100
switch 0.75 3 120000 3 25 70
gene ring 0.99 4 240000 3 25 200
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Chapter 6
Summary and perspectives
The generalized repressilator model has been used throughout the thesis to ex-
emplify design concepts and methods for synthetic biology. We started with
the numerical bifurcation analysis and the characterization of transient dynamics
originating from unstable periodic orbits (UPOs) in the generalized repressilator
model. The importance of transient dynamics in genetic networks has been em-
phasized with the UPOs and a design of a controllable genetic oscillator around
such orbits has been suggested. In the following we have used symmetry and
topology arguments to analytically find the conditions for Hopf bifurcations lead-
ing to oscillatory behavior in the deterministic generalized repressilator model.
Then the stochastic aspects of periodic orbits in the model have been explored.
Finally, the accumulated knowledge about the system was used to showcase the
formulation of biological problems as control-theoretical examples and algorith-
mic induction of optimized control policies.
6.1 Synthetic engineering and oscillator design
In the thesis chapter 2 a design for a controllable genetic oscillator was presented.
The oscillator operates around an unstable periodic orbit with a feedback control
loop, which switches between the oscillatory and fixed point solution. Opera-
tion around an unstable periodic orbit is a different mechanism than previously
proposed autonomous oscillators (2, 3) operating around stable limit cycles. Au-
tonomous devices are designed to robustly perform single functions, but our de-
sign presents a possibility to robustly switch between oscillations and fixed point
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solution. Our design is also fundamentally different from the Atkinson et al. (74)
proposal, which biochemically switches between oscillatory and switch-like sta-
ble states via modification of the gene network connectivity. The design excites
and maintains the oscillations around an unstable periodic orbit using a light-
based feedback control mechanism (Sec. 2.4.4) and does not change the network
topology. Our mode of operation provides full control over the process secured
with a feedback loop and therefore could be desirable for applications, where
toxicity or virulence requires the full control over the process.
Further investigation of oscillatory modes in the generalized repressilator
model can also lead to other insights in biological engineering. Longer rings can
serve as dynamical test concept for orthogonality and modularity of repressors,
which are required properties for synthetic biology engineering. Another possi-
ble direction for investigation of quasi-stable oscillators is their behavior in the
population of cells and their synchronization characteristics if coupled. Finally,
investigation of unstable periodic orbits can serve as an aid to collect knowledge
about natural synchronized transient oscillators, for example such as observed in
developmental biology.
In vivo implementation of larger synthetic networks requires hierarchical or-
ganization and scalable approaches. One possibility to achieve this goal, is to
construct orthogonal and insulated modules as is common in classical engineer-
ing (4, 138, 139). In vivo repressor orthogonality and the degree of repressor
insulation can be tested with larger rings of the generalized repressilator model,
because any kind of cross-talk would immediately destroy the oscillation with
the model-predicted frequency. Larger repressilators can therefore be used for an
effective in vivo test of the orthogonality of several repressors at the same time.
Exploration of population dynamics for quasi-stable oscillators is potentially
interesting, since such dynamics were shown to have nontrivial effects. For exam-
ple, Simpsons paradox in bacterial engineered population by Chuang et al. (140)
demonstrates that the information about the ensemble of cells is not contained in
the single cell description, in this particular case the selective forces on a single cell
are different from global selection on the population level. Similarly, the behavior
of synthetic circuits in a population of cells can produce global oscillation pattern
while the genetic circuits are not oscillators on the single cell level (48). The quoted
examples show that population dynamics might have sometimes unintuitive ef-
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fects and these effects are difficult to deduce from the single cell dynamics. It is for
instance not clear, how our quasi-stable oscillators will behave in a population if
coupled. An interesting hypothesis to test would be if the quasi-stable oscillations
would have different synchronization properties compared to synchronization of
inducible (48) or autonomous oscillators (141). Intuitively, we expect that better
control over the oscillating phase can be achieved because quasi-stable oscillators
are switchable and controllable (5).
Synthetic biology can also be used to uncover natural mechanisms for transient
behavior, which dominates for instance the developmental biology. The mam-
malian segmentation clock has been fascinating several generation of scientists
(88, 89, 142–144) and still the topology as well as the underpinning mechanisms
are a target of recent research. One (rather unconventional) approach could be to
synthetically recreate delay based oscillators, such as our even rings, with cell cou-
pling and study the pattern formation of this population of synthetic oscillators.
Effective hypothesis testing of mechanisms such as for instance the segmenta-
tion clock can be achieved with this technique, because the naturally occurring
evolutionary burden will not be present in the synthetic system and the roles of
feedback loops can effectively be assessed.
6.2 Transient dynamics and transferable concepts
In the chapter 3 of the thesis analytical bifurcation analysis has been presented for
the deterministic version of the generalized repressilator model. The conditions
on the model constants have been derived analytically pinpointing which modes
of oscillations can occur for given parameter sets. Besides the modes originating
from the first Hopf bifurcations in odd rings, all other emerging limit cycles are
unstable. For this model however the unstable modes, originating from the first
Hopf bifurcation in even rings feature in transient dynamics. The main reason
why we are interested in the long-lasting unstable modes in biological models is
that cells offer for the genetic circuits a temporarily limited horizon and therefore
transient behaviour will be prevalent and even more important than the routinely
studied steady states.
Transient states and UPOs in classical engineering are investigated less fre-
quently than the steady states. This is because in the most classical engineering
6.2 Transient dynamics and transferable concepts 160
cases transients occur on very fast time scales and the behaviour that matters is the
steady state. With the analysis of UPOs performed here on the generalized repres-
silator model we showcased the importance of transient dynamics in nonlinear
biologically inspired models. This example suggests that large scale synthetic
networks with several genes and feedback loops are likely to have nontrivial
transient behavior, which needs to be considered during the network design. A
potential bioinformatics direction from this would be to extend the existing soft-
ware as for instance (139), which is used for the construction of large scale circuits,
to estimation and characterization of the network transient dynamics. In general,
p 1
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Figure 6.1: Transient oscillations due to feedback loops. The transient dynamics
last longer in larger networks with feedback loops, which can be illustrated with the
generalized repressilator model for different gene numbers in the ring. (The insets show
the idealized initial conditions comparable between the topologies.)
nonlinear analysis and group theory as demonstrated here with ring symmetries
help identify classical engineering or physics concepts, that are potentially trans-
ferable to part engineering in synthetic biology. Synthetic biology engineering
can be considered to occur on two levels: the first level is the part design of single
elements such as repressors and activators, i. e. the system specific level and the
second level is the part interconnection. The symmetry arguments and topolog-
ical concepts presented here for the rings operate on the second interconnection
level. Topology based designs from engineering and physics can be transferred to
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synthetic biological engineering if the single elements are effectively isolated from
each other (138) and act as well characterized modules. Ring structures offer an
impressive example that topology-based modular designs dynamically behave
in the same way in different realizations: ring structures oscillate in natural bio-
logical systems (145), in engineered biological systems (2), and also in electronic
devices (6). Hence, nonlinear mathematical analysis and symmetry arguments are
a discipline unifying platform, which helps provide ideas for transferable designs
in several scientific areas, ranging from synthetic biology to electrical engineering.
6.3 Stochastic analysis of bifurcations and (Ω,c)-plane
Stochastic aspects and the influence of noise in the generalized repressilator model
have been assessed in thesis chapter 4. We have explored numerically and analyt-
ically the influence of noise on the onset of stable and quasi-stable oscillations as
well as oscillation quality depending on the level of noise. In the regime far away
from the onset of oscillations, noise effectively prolongs the duration of transient
oscillations in even rings. In odd rings near the onset of Hopf bifurcation point
it leads to stochastic resonance effects and the oscillating behavior starts earlier
than in the deterministic regime.
The investigation of low copy number regime might be interesting for syn-
thetic biological engineering, because by small effective system size overall less
heterologous proteins need to be produced by the cells, which results in smaller
cell burdens. Previous synthetic constructs have been designed to operate in large
number regimes mainly to showcase the proof of concept with clear signals, but it
will become demanding for the cells to carry more sophisticated genetic networks
if all nodes are operating in the full capacity deterministic regime. Methods and
insights from the chapter 4, which take the effective system size into account can
be applied if a low copy number regime is chosen for the design.
An interesting research direction is identified with the example of the gen-
eralized repressilator model namely further development of the Ω-expansion
framework addressing the influence of biochemical parameter changes, which
affect both the mean value as in the classical bifurcation analysis and the varia-
tions in the stochastic behavior. This effect is likely to be even more prominent
in the eukaryote systems, where gene expression is associated with ”burst”-like
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stochastic effects (7) and stochastic memory (11). In these cases the engineering of
gene copy number variation is expected to affect not only the mean, but also the
stochastic properties of the system and the (system size, parameter)-plane view
could be potentially useful.
Experimentally it would be interesting to find a way to move only along one of
the directions, either only controlling the system size Ω or changing biochemical
parameters. One possibility would be to manipulate two parameters at the same
time, so that the overall number of the molecules in the system, i. e. the effective
system size, does not change, but the mean is changed. There have been exper-
iments in yeast (100), where introduced mutations in the promoter regions that
had an effect on the noise measured in terms of the coefficient of variation, but
almost no effect on the mean. This research is already going into the direction of
noise control via effective system size triggering, but regulation only on the level
of promoters still influences the mean even though not to the extent to which for
example the variation of copy numbers would do it. So what we are currently
assuming is that two parameters need to be tweaked to achieve the navigation on
the (system size, parameter)-plane along one of the directions.
6.4 Readout-based control for gene transcription networks
In the last research chapter the accumulated knowledge of the gene repressila-
tors was used to explore the possibility of optimized interference via external
signals. We have taken a general read-out based approach and used Fitted-Q al-
gorithm to numerically induce control strategies, which minimize the expression
of heterologous proteins in cells.
The perspective, which readout-based control is adding to the standard learn-
ing from the experiment, is that it systematically improves the knowledge of
the system and guides the next intervention step. In the standard engineering
discipline this principle is known as ”closing the loop” and it typically leads to
accumulation of knowledge about a system in a systematic way. We have formu-
lated two synthetic biology examples as control theoretical problems and applied
a reinforcement learning algorithm for induction of optimized control protocols.
The presented optimization for the synthetic biological parts is minimization of
the cell burden through reduction of the expression of heterologous proteins. The
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first example is the optimized reversal of a biological switch, where gene over-
expression is avoided and the genetic switch is conducted from the first fixed
point to the second via control signal applications. The second example is the
tracking of an unstable periodic orbit and keeping an even gene ring in an os-
cillating state. The examples have been chosen to demonstrate the power of the
algorithmic approach providing an intuitive example with the switch and a more
complex example with the gene ring.
For the efficient application of this scheme in real-world experiments the main
problem remaining to be overcome is that the input and readout in biological
systems is still a non-negligible burden for the cells. The current state of the art
allows to send control signals via monochromatic light to the surface receptors
and then use fluorescence as the readout. The light activation is an indirect
method and already requires the expression of several heterologous genes (28),
which is associated with a metabolic burden for the cell. A faithful estimation
of the cell burden through a synthetic circuit is very demanding and an active
research field. The same argument applies for the fluorescent readouts. Potential
alternatives for the readouts can become available in the near future as for example
quantum dots or radio-frequency-controlled nanoparticles (146), which could be
more quantitative and less burdening. The burden coming from the control
realization should be small compared to the gain which will be obtained by the
control technique, so that the overall cell burden is reduced. However, if these
questions can be addressed in the near future, the presented type of model-
free optimal control algorithms would open a new perspective for clinical and
industrial applications.
By application of the algorithm on biological examples we realized that the
efficiency of the control protocols would increase enormously if targeted protein
degradation mechanisms would be available. While the current state of the art al-
lows an effective and targeted activation of gene expression, a similar mechanism
for protein degradation is not available for E. coli. This means that if we want to
direct the genetic network to a state in which one of the proteins is absent, we
need to wait till it degrades naturally and this time scale dictates the process. The
experimental switch reversal (without the use of control protocols) by Gardner
et al. (1) took several hours (ca 7h) to switch. Our simulation results for the op-
timal switching instructed the minimal required expression of the heterologous
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proteins, but the duration of the procedure could not be shortened without an
effective mechanism for the controlled degradation. Therefore the effectiveness in
terms of the duration and minimal possible expression of heterologous proteins
will be achieved in the future via both a mechanism for a targeted degradation
and non-burdening control signal and readout realizations.
Nevertheless, the presented reinforcement learning has the potential to pro-
vide insights for quantitative biology and there are several ways in which the
existing algorithm can be extended to better address the specific aspects of gene
expression machinery. A potentially interesting direction to refine the algorithm
is the systematic consideration of the stochastic delay between the application
of the control signal and the observation of the result. In bacterial cells a delay
on the order of minutes is expected between these events, due to protein pro-
duction, which is abstracted as a single step in model equations. Since the gene
expression is a stochastic process the delays are not constant, but their probabil-
ity distributions in biochemical cascades can to some extent be estimated using
lumped stochastic processes (11, 147). Based on these analytical results and the
basic control theory we are planning to extend the algorithm taking these details
into account.
A different way in which reinforcement learning technique could be adjusted
for use with real biological experiments is the extension to adaptive control.
Biological environments defined by the feeding media of the cell populations,
temperature etc, can change over time and so should the control protocols be
changing. Most of the changes will happen gradually and not abruptly and that
means some of the information on the process, which has been obtained under pre-
vious conditions can be reused by the construction of new control protocols. The
extension of reinforcement learning algorithm would need to effectively balance
the previously gathered information and the new information obtained under the
changed environment to optimally learn and control the process. We are currently
following up this direction.
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