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Porting a parallel program from the NASA Center for Climate Simulation (NCCS) Discoverer 
supercomputer to desktops for validation of the Multi-sensor Aerosol Products Sampling System (MAPSS)
S o u t h w e s t e r n  O k la h o m a  S t a t e  U n iv e r s ity
Charles Sleeper  Jack Guillory   Dr. Jeremy Evert   Department of Computer Science
Abstract
The National Aeronautics and Space  Administration (NASA) produces nearly 
two gigabytes of data per second. NASA researchers leverage millions of 
dollars of computing hardware to analyze this data. NASA sh ares this data 
with the rest of the world. Advances in com puter technology have provided 
modern desktop com puters more powerful than the fastest supercom puters 
in the world from two and three d ecades ago. This provides many 
possibilities for greater use of NASA data. A lack of education materials for 
undergraduate research in high perform ance computing limits these  
possibilities. This research ad d resses  this need by presenting the 
m ethodologies used to translate the NASA MAPSS software system  from 
supercom puters and software engineers to desktops and undergrads. 
Undergraduate student researchers studied the MAPSS software system, 
created for the NASA Goddard Space Flight Center supercom puters, to 
conduct a validation study of NASA Earth Atmosphere aerosol data. 
Undergrads rewrote parts of the software allowing it to run on an Intel \ 1  
processor running a Linux system . The students completed translation of 
four of the seven satellite sensors, and developed automation software 
allowing MAPSS to be portable between individual com puters. The students 
provided documentation of this process allowing future students to complete 
the translation of the remaining senso r system s and the validation study.
This should provide greater use  of the data that stream s from NASA every 
day.
Atmospheric Aerosol Data Collection
• S p a c e - b a s e d  s e n s o r  to o k  
m e a s u r e m e n ts  looking d ow n  
to  E a rth , w hile  g ro u n d -b a s e d  
s e n s o r s  to o k  m e a s u r e m e n ts  
looking  up. S ta tis tic s  for 
e a c h  o f th e  a e ro s o l  p ro d u c ts  
invo lved  e x tra c tin g  
m e a s u r e m e n ts  th a t  fall w ithin 
2 7 .5  km of th e  c h o s e n  
lo c a tio n s , a n d  w ithin 30  
m in u te s  o f e a c h  sa te llite  fly 
over.
Research Questions
Do N A SA  sa te ll i te s  s e n s o r  p la tfo rm s p ro d u c e  sim ila r re a d in g s  to  
g ro u n d -b a s e d  s e n s o r s ?
C a n  N A SA  r e s e a rc h  b e  verified  by  u n d e rg ra d u a te  r e s e a r c h e r s ?
W h a t level o f C y b e r  in fra s tru c tu re  r e s o u r c e s  a r e  n e c e s s a r y  to  
e x a m in e  a  d a ta  s e t  of th is  s iz e ?
Timeline
• May 2016: SW O SU  s tu d en ts  received  an  O klahom a NASA 
E P S C o R  R ese a rch  Initiation G rant. S tu d en ts  form ed a  su m m er 
re sea rc h  team . T he s tu d en ts  se le c ted  LaTeX for docum entation  of 
all publications, G ithub a s  their know ledge m a n ag e m e n t tool. All 
s tu d en ts  fo cu sed  on their a re a s  of expertise . S o m e  b eg an  a 
literature review  of th e  NASA M APSS project. O ther s tu d en ts  
dev e lo p ed  a  Python translation  of the  functionality of the  M APSS 
softw are. SW O SU  s tu d en t J a c k  Guillory took th e  lead on translating  
the  M APSS so u rce  co d e  to run on a  Linux distribution and  s tan d a rd  
d esk to p  com puter. C h arles  S le e p e r  b eg an  developing a  R aspberry  
Pi C luster to su p p o rt future re sea rc h  p artn e rsh ip s  with a re a  High 
S chools.
• May 2016: T he SW O SU  HPC team  participated  in the  first 
O klahom a HPC com petition. S tu d en ts  dep loyed  a  R asp b erry  Pi 
cluster. S tu d en ts  a lso  dev e lo p ed  co d e  to find the  d e term inan t of a 
five th o u san d  by five th o u san d  matrix.
• Ju n e  2016: SW O SU  s tu d en ts  a tten d ed  the  E xtrem e S c ien ce  and  
Engineering D iscovery Environm ent (XSEDE) High P erfo rm ance  
C om puting (HPC) W orkshop: S u m m er Boot C am p. This w a s  in 
su p p o rt of developing and  optimizing co d e  for HPC applications. 
S tu d en ts  w ere  in troduced to parallel com puting co n cep ts , openM P, 
the  M essag e  P assin g  Interface (MPI), CUDA, and  openA C C . 
S tu d en ts  toured  the  OU S upercom puting  C en te r for Education  & 
R ese a rch  (O SC ER ), including their $2M S upercom puter. During the  
boot cam p, s tu d en ts  ran co d e  on the  P ittsburg S upercom puting  
C en te r B ridges $10M  supercom pu ter, ran by C arn eg ie  Mellon 
University.
• Ju n e  2016: SW O SU  s tu d en ts  b eg an  working through the  NASA 
M APSS softw are. T he softw are con tinues to be in u se  after two 
d e c a d e s  of developm ent. T he team  of softw are en g in ee rs  a t the  
NASA G oddard  S p a c e  Flight C en ter had  tuned  the  softw are for 
optim al perfo rm ance on sev era l su p erco m p u te rs , including the  
D iscoverer 12. J a c k  Guillory w as  ab le  to deliver functionality with 
four of the  nine m odu les within the  softw are.
• A ugust 2016: SW O SU  s tu d en ts  participated  in a  N SF CC* g ran t 
p roposal. T he SW O SU  team  coord ina ted  a  C yber Infrastructure 
plan for th ree  universities. During the  fall 2017  O klahom a 
S upercom puting  Sym posium , this plan w a s  p ra ised  by m em b ers  of 
the  O ne OCII team  a s  being o n e  of the  be tte r written p lans the  s ta te  
had s e e n  in recen t y ears .
• S e p te m b e r 2016: SW O SU  m e e ts  with S o u th e a s te rn  O klahom a 
S ta te  University re sea rc h  faculty to begin collaboration on future 
NASA OK E P S o R  G rants.
• D ecem b er 2016: O klahom a S ta te  University provided SW O SU  with 
eight s e rv e rs  from a retired cluster. This c lu ste r w as  dep loyed  using 
cen tO S  with th e  SLURM job schedu ler. S tu d en ts  installed the  
opera ting  system , s e t  up the  adm in istra to r acco u n ts , and  w orked 
with university IT staff to en ab le  a c c e s s  to the  se rv e r from various 
c lassro o m s.
• F ebruary  2017: T he SW O SU  H PC team  reach ed  out to Dr.
Toshihisu M atsui for a  copy of the  NU-W RF m odel. T he SW O SU  
CO M SC 3133  S oftw are E ngineering s tu d en ts  will begin an a ly sis  of 
the  softw are. This softw are w as  u sed  a s  o n e  of the  th ree  
co m p o n en ts  of the  S tu d en t C luster Com petition a t T he 2016 
International C o n fe ren ce  for High P erfo rm ance  Com puting, 
Networking, S to rag e  and  A nalysis (SC 16)
Research Challenges
• The MAPSS software contained hundreds of 
source files written in several programming 
languages over two decades by multiple 
authors.
• Some files for the software are automatically 
generated by the NASA supercomputer are 
not automatically generated within a standard 
installation of Linux Mint. These files were 
manually recreated from error m essages
Results
• Tool currently functions with:
C lo u d -A ero so l L in d a ra n d  In frared  P a th f in d e r  S a te llite  
O b se rv a tio n  (C A L IP S O )
• A e ro so l R o b o tic  N etw ork  (A ero n e t)
M ulti-ang le  Im ag ing  S p e c tro R a d io m e te r  (M ISR )
O z o n e  M onitoring In s tru m e n t (OMI)
• In progress
P o la riza tio n  a n d  D irec tionality  of th e  E a r th ’s  R e f le c ta n c e 's  
(P o ld er)
V isib le In frared  Im ag ing  R a d io m e te r  S u ite  (VIIRS)
M o d e ra te  R e so lu tio n  Im ag ing  S p e c tro  ra d io m e te r  (M O D IS)
• Next steps
R un a n a ly s is  on  S W O S U  Intel C lu s te r  C o m p u te rs  a n d  
pu b lish  re su lts
R un  a n a ly s is  on  S W O S U  R a s p b e r ry  Pi c lu s te r  c o m p u te rs  
a n d  e x p a n d  a n a ly s is :  L a rg e r s e n s o r  ra d iu s , d iffe ren t s e n s o r  
fu s io n  m o d e ls .
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