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Abstract
This is a continuation and completion of the program (initiated
in [9, 10]) to derive pointwise estimates on the Green function and
sharp bounds on the semigroup of linearized Navier-Stokes around a
generic stationary boundary layer profile. This is done via a spectral
analysis approach and a careful study of the Orr-Sommerfeld equa-
tions, or equivalently the Navier-Stokes resolvent operator (λ − L)−1.
The earlier work ([9, 10]) treats the Orr-Sommerfeld equations away
from critical layers: this is the case when the phase velocity is away
from the range of the background profile or when λ is away from the
Euler continuous spectrum. In this paper, we study the critical case:
the Orr-Sommerfeld equations near critical layers, providing pointwise
estimates on the Green function as well as carefully studying the Dun-
ford’s contour integral near the critical layers.
As an application, we obtain pointwise estimates on the Green func-
tion and sharp bounds on the semigroup of the linearized Navier-Stokes
problem near monotonic boundary layers that are spectrally stable to
the Euler equations, complementing [9, 10] where unstable profiles are
considered.
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1 Introduction
In continuation of [9, 10], we are interested in the study of linearized Navier
Stokes around a given fixed profile Us = (U(z), 0)
tr in the inviscid limit;
namely, we consider the following set of equations
∂tv + Us · ∇v + v · ∇Us +∇p−
√
ν∆v = 0, (1.1)
∇ · v = 0, (1.2)
with 0 < ν ≪ 1, posed on the half plane x ∈ R, z ≥ 0, with the no-slip
boundary conditions
v = 0 on z = 0. (1.3)
Throughout this paper, U(z) is strictly monotonic, real analytic, U(0) =
0,
U+ = lim
z→∞U(z) <∞,
and the convergence is exponentially fast. We are interested in the case
when U(z) is spectrally stable for the linearized Euler equations, that is,
equations (1.1)-(1.2) when ν = 0. For instance, all the profiles that do not
have an inflection point are stable, thanks to the classical Rayleigh’s stability
condition. In this case, strikingly, the viscosity has a destabilizing effect.
That is, all shear profiles are unstable for large Reynolds numbers. There
are lower and upper marginal stability branches αlow(ν) ∼ ν1/8 and αup(ν) ∼
ν1/12, for generic stable shear flows, so that whenever the horizontal wave
number α of perturbation belongs to [αlow(ν), αup(ν)], the linearized Navier-
Stokes equations about the shear profile have a growing eigenfunction and
an unstable eigenvalue λν with
ℜλν ∼ ν1/4 (1.4)
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Heisenberg [12, 13], then Tollmien and C. C. Lin [14, 15] were among the first
physicists to use asymptotic expansions to study the (spectral) instability;
see also Drazin and Reid [2, 18] for a complete account of the physical
literature on the subject, and [7, 8] for a complete mathematical proof of
the instability.
The aim of this paper is to bound the solution v of (1.1)-(1.3), uniformly
as ν goes to 0. Roughly speaking, we will prove that there exist positive
constants C0, θ0 such that the semigroup e
Lt associated to the linearized
problem (1.1)-(1.3) satisfies
‖eLtv0‖X ≤ C0ν−1/4eθ0ν1/4t‖v0‖X (1.5)
uniformly for any positive t and for ν ≪ 1, for some norm ‖·‖X to be precise,
below. We are interested in a sharp semigroup estimate in term of expo-
nential growth in time. Standard energy estimates only yield a semigroup
bound which grows in time of order e‖∇Us‖L∞ t, a bound that is far from
being sharp. The interest in deriving such a sharp bound on the linearized
Navier-Stokes problem is pointed out in [5, 6, 7, 9, 10]. See also [4], where
the authors derive semigroup bounds in Gevrey spaces.
1.1 Spectral approach
We shall derive semigroup bounds via a spectral approach. First, we study
the equation for vorticity ω = ∇× v = ∂zv1 − ∂xv2, which reads
(∂t + U∂x)ω + vU
′′ −√ν∆ω = 0 (1.6)
together with v = ∇⊥φ and ∆φ = ω. The no-slip boundary condition (1.3)
becomes φ = ∂zφ = 0 on {z = 0}. We then denote the linearized vorticity
operator
Lω :=
√
ν∆ω − U∂xω − vU ′′.
Since U ′′ decays exponentially as z tends to infinity, the operator L is a
compact perturbation of the Laplace operator
√
ν∆, and so we can write
the semigroup eLt in term of the resolvent solutions; namely, there holds the
Dunford’s integral representation:
eLtω =
1
2iπ
∫
Γ
eλt(λ− L)−1ω dλ (1.7)
where Γ is a contour on the right of the spectrum of L.
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Since the boundary layer profile U(z) depends only on z, we can take
the Fourier transform in the x variable, α being the dual Fourier variable,
leading to
eLtω =
∫
R
eiαxeLαtωα dα (1.8)
with
eLαtωα :=
1
2iπ
∫
Γα
eλt(λ− Lα)−1ωα dλ
having the contour Γα lie on the right of the spectrum of Lα. In this formula,
ωα is the Fourier transform of ω in tangential variables, Lα is the Fourier
transform of L:
Lαω :=
√
ν∆αω − Uiαω + iαU ′′φ, ∆αφ = ω, (1.9)
with the notation
∆α = ∂
2
z − α2.
The linear operator Lα is studied together with the no-slip boundary con-
ditions: φ = φ′ = 0.
Since the operator Lα is a compact perturbation of the Laplace operator√
ν∆α (with respect to the usual L
2 space), the unstable spectrum of Lα
thus consists of precisely finitely many point spectrum λ, with ℜλ > 0,
satisfying
(λ− Lα)ω = 0,
with the zero boundary conditions on the corresponding stream function
φ. By multiplying the above equation by φ∗, the complex conjugate of φ,
and taking integration by parts, it follows that for each α ∈ R, the point
spectrum λ of Lα must lie in the region
Sα,ν :=
{
λ ∈ C : ℜλ+ α2√ν ≤ C0|α|, |ℑλ| ≤ C0|α|
}
, (1.10)
for some universal constant C0 (depending only on U).
1.2 Orr-Sommerfeld equations
In order to construct the resolvent solutions (λ− Lα)−1ωα, we set
θα = (λ− Lα)−1ωα. (1.11)
Let φα be the corresponding stream function, defined through the elliptic
equation,
∆αφα = θα.
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Then the stream function solves the following 4th-order ODEs, the classical
Orr-Sommerfeld equations,
OS(φα) := −ε∆2αφα + (U − c)∆αφα − U ′′φα =
ωα
iα
, (1.12)
together with the boundary conditions
φα|z=0 = ∂zφα|z=0 = 0, limz→∞φα(z) = 0. (1.13)
In the above, for convenience, we have denoted
ε =
√
ν
iα
, c = − λ
iα
(1.14)
both of which are complex numbers. Occasionally, we write OSα,c(·) in place
of OS(·) to stress the dependence on α and c.
Solving the resolvent equation (1.11) is thus equivalent to solve the Orr-
Sommerfeld problem (1.12)-(1.13). We shall solve the latter problem via
constructing its Green function. Precisely, for each fixed α ∈ R+ and c ∈ C,
we let Gα,c(x, z) be the corresponding Green kernel of the OS problem. By
definition, for each x ∈ R and c ∈ C, Gα,c(x, z) solves the Orr-Sommerfeld
equations in the sense
OS(Gα,c(x, ·)) = δx(·)
on z ≥ 0, together with the boundary conditions:
Gα,c(x, 0) = ∂zGα,c(x, 0) = 0, lim
z→∞Gα,c(x, z) = 0.
That is, for z 6= x, the Green function Gα,c(x, z) solves the homogenous Orr-
Sommerfeld equations, together with the following jump conditions across
z = x:
[∂kzGα,c(x, z)]|z=x = 0, [ǫ∂
3
zGα,c(x, z)]|z=x = −1
for k = 0, 1, 2. Here, the jump [f(z)]|z=x across z = x is defined to be the
value of the right limit subtracted by that of the left limit as z → x.
Finally, we let Gα(z, t;x) be the corresponding temporal Green function,
defined by
Gα(z, t;x) :=
1
2πi
∫
Γα
eλtGα,c(x, z)
dλ
iα
(1.15)
in which c = iα−1λ. Then, the Navier-Stokes semigroup eLαt for vorticity
is constructed by
eLαtωα(z) :=
∫ ∞
0
∆αGα(z, t;x)ωα(x) dx. (1.16)
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We stress that by construction, the corresponding velocity of eLαtωα satisfies
the no-slip boundary condition at z = 0. Our goal is to derive pointwise
bounds on the temporal Green function and bounds on the semigroup eLαt.
1.3 Spectrum of the Orr-Sommerfeld problem
To construct the Green function of the Orr-Sommerfeld problem, we first
need to analyze its spectrum, or by definition, the complement of the range
of c over which the Orr-Sommerfeld problem (1.12)-(1.13) is solvable for
each initial data ωα. For this, we study the corresponding homogenous
Orr-Sommerfeld problem
OSα,c(φ) = 0 (1.17)
together with the boundary conditions φ = φ′ = 0 on z = 0.
In what follows, we focus on the case α > 0; the other case being similar.
The unstable spectrum then corresponds to the case when ℑc > 0. By view
of (1.10) and the relation λ = −iαc, the spectrum c must satisfy |ℜc| ≤ C0
and ℑc+ α√ν ≤ C0, for the same constant C0 as in (1.10).
Next, since U(z) converges to a finite constant U+ as z → ∞, solutions
to the homogenous Orr-Sommerfeld equation (1.17) converge to solutions of
the limiting, constant-coefficient equations
OS+(φ) = −ε∆2αφα + (U+ − c)∆αφα = 0. (1.18)
Clearly, (1.18) has four independent solutions e±µsz and e±µ
+
f z, with
µs = α, µf = ǫ
−1/2√U − c+ α2ǫ, µ+f = limz→∞µf , (1.19)
in which the square root takes the positive real part. Observe that as long
as |U(z) − c| ≫ ǫ, or equivalently |λ + iαU(z)| ≫ √ν, we have µs ≪ µf .
That is, solutions to the Orr-Sommerfeld equation consist of “slow behavior”
e±µsz and “fast behavior” e±µf z, asymptotically near the infinity. By view of
(1.17) and (1.18), the two slow modes are perturbations from the Rayleigh
solutions (U − c)∆αφ − U ′′φ = 0 and the two fast modes are linked to
so-called Airy-type solutions (−ε∆α + U − c)∆αφ = 0.
Our goal is to construct all four independent solutions to the Orr-Sommerfeld
equation (1.17), with the aforementioned slow and fast behavior at infinity.
We divide into two cases:
• Away from critical layers: |Range(U)− c| & 1
• Near critical layers: |Range(U)− c| ≪ 1.
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By a critical layer, we are referred to the complex point z = zc at which
c = U(zc). The former case when c is away from the critical layers has been
treated in our recent paper [9], whereas the latter case is the main subject
of this present paper.
To understand the Orr-Sommerfeld spectrum, we let φsα,c, φ
f
α,c be two in-
dependent, slow and fast decaying solutions of the Orr-Sommerfeld equations
OSα,c(φ) = 0, with their normalized amplitude ‖φsα,c‖L∞ = ‖φfα,c‖L∞ = 1.
Set
D(α, c) := µ−1f det
(
φsα,c φ
f
α,c
∂zφ
s
α,c ∂zφ
f
α,c
)
|z=0
, (1.20)
which is often referred to as the Evans function. Clearly, there are non trivial
solutions (α, c, φ) to the Orr-Sommerfeld problem if and only if D(α, c) = 0.
In addition, the Orr-Sommerfeld solutions and hence the Evans function
D(α, c) is analytic in c away from the critical layers. As a consequence, there
are at most finitely many zeros c on ℑc > 0, and eigenfunction corresponding
to each unstable eigenvalue c (if exists) is of the form
φ = φsα,c − a(α, c)φfα,c, a(α, c) =
φsα,c(0)
φfα,c(0)
. (1.21)
In estimating the Green function through the contour integral (1.15), we
can move the contour across the discrete spectrum by adding corresponding
projections on the eigenfunction. However, we cannot move the contour
of integration Γα across the Euler continuous spectrum −iαRange(U) (or
equivalently, c across the range of U), since the Orr-Sommerfeld solutions are
singular near the critical layers. In addition, there are unstable eigenvalues
that exist near the critical layers and that vanish in the inviscid limit (see
Section 1.5, below). One of the contributions of this paper is to carefully
study the contour integral near the critical layers and thus to provide sharp
bounds on the Navier-Stokes semigroup.
1.4 Critical layers
As mentioned, to derive sharp semigroup bounds, we need to study the
resolvent equations with the temporal frequency λ to be arbitrarily near
the continuous spectrum of the Euler operator, or equivalently, to study the
Orr-Sommerfeld equations for c arbitrarily close to the range of U(z). For
this reason, we will construct solutions to Orr-Sommerfeld equations in the
regime when
ℑc≪ 1
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and ℜc lies within the range of U(z). As a consequence, there exists a
complex number zc (which is unique, since U(z) is strictly monotonic) such
that
U(zc) = c.
Clearly, ℑzc ≪ 1. The presence of critical layers greatly complicates the
analysis of constructing Orr-Sommerfeld solutions and deriving uniform
bounds for the corresponding Green function. Let us briefly explain this
issue.
Roughly speaking, there are two independent solutions to the Orr-Som-
merfeld equations that are approximated by the Rayleigh solutions, solving
Rayα(φ) := (U − c)∆αφ− U ′′φ = 0.
However, one cannot view the Orr-Sommerfeld operator as a perturbation
of the Rayleigh operator, or equivalently, ǫ∆2αRay
−1
α is not a good iteration
operator, for ε ≪ 1. Precisely, when z ≈ zc, Rayleigh solutions experience
a singularity of the form (z − zc) log(z − zc) and therefore ǫ∆2αRay−1α has a
singularity of order (z − zc)−3.
To deal with the singularity, we need to examine the leading operator in
the Orr-Sommerfeld equations near the singular point z = zc. Indeed, we
introduce the blow-up variable: Z = (z − zc)/δ and search for the Ansatz
solution φ = φcr(Z), leading to
∂4Zφcr ≈ Z∂2Zφcr
with the critical layer size δ ≈ ǫ1/3. That is, within the critical layer, ∂2zφcr
solves the classical Airy equation.
Following [7, 8], we construct Orr-Sommerfeld solutions via an iterative
approach. Precisely, we introduce the following iterative operator
Iter := Airy−1︸ ︷︷ ︸
critical layer
◦ ǫ∆2α︸︷︷︸
error
◦ Ray−1α︸ ︷︷ ︸
inviscid
in which Airy(·) denotes the following modified Airy operator
Airy(φ) := ǫ∆2αφ− (U − c)∆αφ. (1.22)
The Airy operator governs the behavior of Orr-Sommerfeld solutions near
critical layers. Like the classical Airy operator, Airy(·) has smoothing effect,
which will be studied in great details. In the sequel, we shall introduce suit-
able function spaces on which the Iter operator is contractive. The inverses
Airy−1 and Ray−1α will be constructed appropriately via their corresponding
Green functions.
9
1.5 Spectral instability
In this section, we recall the following spectral instability theorem, proved
in [8], providing unstable eigenvalues for generic shear flows.
Theorem 1.1 (Spectral instability; [8]). Let U(z) be an arbitrary shear
profile with U(0) = 0 and U ′(0) > 0 and satisfy
sup
z≥0
|∂kz (U(z)− U+)eη0z| < +∞, k = 0, · · · , 4,
for some constants U+ and η0 > 0. Set αlow ∼ ν1/8 and αup ∼ ν1/12 be the
lower and upper stability branches.
Then, there is a critical Reynolds number Rc =
1√
νc
so that for all
positive ν ≤ νc and all α ∈ (αlow, αup), there exists a nontrivial solution
(cν , φν), with Im cν > 0, to the Orr-Sommerfeld problem (1.17) such that
vν := e
iα(x−cν t)∇⊥αφν(z) solves the linearized Navier-Stokes problem (1.1)-
(1.3). In the case of instability, there holds the following estimate for the
growth rate of the unstable solutions:
ℜλν = αℑcν ≈ ν1/4
in the inviscid limit as ν → 0.
Remark 1.2. By construction, the stream function φν is constructed through
asymptotic expansions and of the form
φν(z) = φin,0(z) + δblφbl,0(δ
−1
bl z) + δcrφcr,0(δ
−1
cr η(z))
for some boundary layer function φbl,0 and some critical layer function φcr,0,
with the Langer’s variable η(z) ≈ z − zc near the critical layer. The critical
layer thickness is of order
δcr = (ǫ/U
′
c)
1/3 ≈ ν1/6α−1/3, ν1/8 . α . ν1/12,
and the boundary sublayer thickness is of order
δbl =
( √ν
αν(U0 − cν)
)1/2
≈ ν1/8.
In particular, for the lower instability branch α ∼ ν1/8, both critical layer
and boundary sublayer have the same thickness and are of order ν1/8.
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2 Main results
2.1 Green function for Orr-Sommerfeld
We shall construct the Green function Gα,c(x, z) for the Orr-Sommerfeld
problem
OS(φ) = −ε∆2αφ+ (U − c)∆αφ− U ′′φ = 0,
φ|z=0 = ∂zφ|z=0 = 0, limz→∞φ(z) = 0.
(2.1)
As discussed in Section 1.3, the homogenous equations OS(φ) = 0 have
four independent solutions, two of which are slow modes and linked with
the Rayleigh operator Rayα = (U − c)∆α − U ′′, and the other two are fast
modes and linked with the Airy operator Airy = ε∆2α − (U − c)∆α. The
standard conjugation method for ODEs does not apply directly to construct
these slow and fast modes, due to the dependence on various parameters in
the problem.
In [9], we initiated an analytical program to construct the Green function
for the Orr-Sommerfeld problem. There, we consider the case when α|c −
range (U)| & 1 or equivalently the temporal frequency λ remains away from
the essential spectrum of the corresponding linearized Euler operator. We
recall the following theorem, proved in [9].
Theorem 2.1 ([9]). For any fixed positive ǫ0, we set
Aǫ0 :=
{
(α, c) ∈ R+ × C : |c− range (U)| ≥ ǫ0
1 + α
}
and
mf = inf
z
ℜµf (z), Mf = sup
z
ℜµf (z), (2.2)
with µf defined as in (1.19). Let Gα,c(x, z) be the Green function of the
Orr-Sommerfeld problem (2.1) and let D(α, c) be the corresponding Evans
function (1.20). Then, there are universal positive constants θ0, C0 so that
|Gα,c(x, z)| ≤ C0[D(α, c)]−1
( 1
µs
e−θ0µs(|z|+|x|) +
1
mf
e−θ0mf (|z|+|x|)
)
+ C0
( 1
µs
e−θ0µs|x−z| +
1
mf
e−θ0mf |x−z|
) (2.3)
uniformly in (α, c), within Aǫ0 , and uniformly for all x, z ≥ 0. Similar
bounds hold for the derivatives.
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Next, we consider the case when |c− range (U)| ≪ 1. The critical layers
appear, as discussed in Section 1.4. It suffices for the derivation of semigroup
bounds to consider the following range of α:
√
ν ≪ α≪ ν−1/4. (2.4)
Indeed, we observe that when α2
√
ν & 1, the linearized Navier-Stokes prob-
lem has a nonvanishing spectral gap in the inviscid limit, and thus, the
boundedness of the corresponding semigroup can be obtained, without hav-
ing to go into the continuous spectrum of Euler. Whereas, in the case when
α .
√
ν, the Navier-Stokes equations are simply a regular perturbation of
the heat equation and the semigroup bounds are easy to establish.
Our first main result in this paper is as follows.
Theorem 2.2. Let α satisfy (2.4), and let c be sufficiently close to the
Range of U so that zc exists and is finite. Assume in addition that (α, c)
satisfy
ǫ1/8| logℑc| ≪ 1. (2.5)
Let Gα,c(x, z) be the Green function of the Orr-Sommerfeld problem (2.1),
µs, µf be defined as in (1.19), and let D(α, c) be the corresponding Evans
function (1.20). Then, there are universal positive constants θ0, C0 so that
the followings hold.
(i) In the case when α & 1, we have
|Gα,c(x, z)| ≤ C0
(
µ−1s e
−θ0µs|x−z| + δ〈Z〉−5/4〈X〉3/4e−
∫ z
x
ℜµf (y) dy
)
+C0[D(α, c)]
−1
(
µ−1s e
−θ0µs(|z|+|x|)
+ δ〈Z〉−5/4〈X〉3/4e−
∫ z
zc
ℜµf (y) dye−
∫ x
zc
ℜµf (y) dy
) (2.6)
uniformly for all x, z ≥ 0.
(ii) In the case when α ≪ 1, the slow behavior of the Green function
satisfies the following: the two terms µ−1s e−θ0µs|x±z| in (2.6) are replaced by
C0
|U − c|
(
|U − c|+O(α)
)
e−θ0µs|x±z|, (2.7)
uniformly for all x, z ≥ 0.
Similar bounds hold for the derivatives. In the above, X,Z denote the
classical Langer’s variables
X =
(3
2
∫ x
zc
µf (y) dy
)2/3
, Z =
(3
2
∫ z
zc
µf (y) dy
)2/3
. (2.8)
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Let us briefly explain the Green function bounds. The slow behavior in
(2.6) is due to the behavior of Rayleigh solutions, which are of the form e±µsz
for large z. As for the fast behavior, Orr-Sommerfeld solutions are essentially
the second primitives, denoted by Ai(2, ·) and Ci(2, ·), of the classical Airy
functions Ai(·) and Ci(·), corresponding to decaying and growing solutions
at infinite. Asymptotically, there hold
Ai(2, Z) ≤ C0〈Z〉−5/4e−
√
2|Z|Z/3,
Ci(2, Z) ≤ C0〈Z〉−5/4e
√
2|Z|Z/3,
in which Z = δ−1η(z) denotes the Langer’s variable. In particular, Z is of
order ǫ−1/3|z− zc| near the critical layers z = zc and of order ǫ−1/3〈z〉2/3 for
large z. By view of (2.8), we have
e±
√
2|Z|Z/3 = e±
∫ z
zc
µf (y) dy
which explains the fast behavior in the Green function estimates (2.6).
Like the case away from critical layers ([9]), our construction of the
Green function for the Orr-Sommerfeld problem follows closely the analytical
approach introduced by Zumbrun-Howard in the seminal paper [22]. The
main difficulty is to construct independent solutions to the homogenous Orr-
Sommerfeld equations, having uniform bounds with the parameters α, ǫ, c.
In particular, critical layers appear; see Section 1.4. Certainly, the standard
conjugation method for ODEs (see, for instance, [22, 17]) does not apply
directly due to the dependence on the various parameters in the equation.
Our construction of slow modes of the OS equations, especially near critical
layers, is based on the recent iterative approach introduced in [7, 8].
2.2 Green function for vorticity
The Green function Gα,c(x, z) of the Orr-Sommerfeld problem (2.1) de-
scribes the behavior of the stream function φ. In this section, we derive
bounds for ∆αGα,c(x, z), which is the Green function for vorticity. It fol-
lows from the Orr Sommerfeld equations that ∆αGα,c(x, z) solves(
− ǫ∆α + U − c
)
∆αGα,c(x, z) = δx(z) + U
′′Gα,c(x, z).
This shows that to leading order, the vorticity ∆αGα,c(x, z) is governed by
the 2th-order modified Airy operator
A := −ǫ∆α + U − c.
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To describe this, let us set G(x, z) to be the Green function of −ǫ∆α+U−c,
which consists of precisely the fast behavior. We then write the Green
function for vorticity ∆αGα,c(x, z) = G(x, z) +RG(x, z). It follows that the
residual Green function RG(x, z) can be computed by
RG(x, z) :=
∫ ∞
0
G(y, z)U ′′(y)Gα,c(x, y) dy. (2.9)
Roughly speaking, the integration gains an extra factor of µf
−1, which is
precisely the size of the fast oscillation in the Green function G(x, z). That
is, the residual RG(x, z) is of order of (ǫµ2f )−1 times Gα,c(x, z).
Precisely, we obtain the following theorem.
Theorem 2.3. Under the same assumptions as in Theorem 2.2, the Green
function for vorticity ∆αGα,c(x, z) can be written as
∆αGα,c(x, z) = G(x, z) +RG(x, z) (2.10)
in which G(x, z) denotes the Green function of −ǫ∆α + U − c. Let δ =
ε1/3/(U ′c)1/3 be the critical layer thickness. There holds
|∂ℓz∂kxG(x, z)| ≤ Cx,zδ−2−k−ℓ〈Z〉(2k−1)/4〈X〉(2ℓ−1)/4e−
∫ z
x
ℜµf (y) dy (2.11)
for all k, ℓ ≥ 0, in which Cx,z . 〈z〉k/3〈x〉(1−ℓ)/3. In addition, the remainder
RG(x, z) satisfies
|RG(x, z)| ≤ C0δ〈Z〉−1/2
(
µ−1s e
−θ0µs|x−z| + δ〈Z〉−1/2e−
∫ z
x ℜµf (y) dy
)
+ C0δ〈Z〉−1/2[D(α, c)]−1
(
µ−1s e
−θ0µs(|z|+|x|)
+ δ〈Z〉−1/2e−
∫ z
zc
ℜµf (y) dye−
∫ x
zc
ℜµf (y) dy
)
,
for x, z ≥ 0 and for α & 1. In the case when α ≪ 1, the slow behavior is
again replaced by the bound (2.7), exactly as done in Theorem 2.2.
2.3 Semigroup bounds in boundary layer spaces
Our next main result yields a sharp bound on the semigroup eLαt, con-
structed by the Dunford’s integral
eLαtωα =
1
2iπ
∫
Γα
eλt(λ− Lα)−1ωα dλ, (2.12)
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uniformly in the small viscosity and in the Fourier frequency α ∈ R+, for
Γα lying on the right of the spectrum of Lα. Recall that the unstable
spectrum of Lα consists precisely of discrete spectrum, having eigenvalues
and eigenmodes solve the Orr-Sommerfeld problem; see Section 1.3.
Away from the critical layers, eigenmodes are smooth in z, analytic in λ,
and of the form ∇⊥(eiα(x−ct)φ(z)), with φ being defined as in (1.21). Thus,
we can move the contour of integration in (2.12) pass the point spectrum,
by adding projections on the eigenmodes. This can be continued, as long as
the contour of integration remains away from the Euler continuous spectrum
−iαRange(U), or equivalently c is away from the critical layers.
Near the critical layers, solutions to the Orr-Sommerfeld equations are
singular with singularity of the form (z−zc) log(z−zc), and we are no longer
able to take the contour cross the critical layers. The main contribution of
this paper is to allow the contour to stay sufficiently close to the critical
layers (precisely, within a distance of order ν1/4). This is sufficient for us to
obtain sharp bounds on the semigroup eLαt.
In this paper, in coherence with the physical literature ([2]), we assume
that the unstable eigenvalues found in the spectral instability result, Theo-
rem 1.1, are maximal eigenvalues. Precisely, let us set λα,ν to be the maximal
unstable eigenvalue of Lα (or zero, if none exists), for each α > 0 and ν > 0,
and introduce
γ0 := lim
ν→0
sup
α∈R
ν−1/4ℜλα,ν . (2.13)
The existence of unstable eigenvalues in Theorem 1.1 implies that γ0 is
positive. Our spectral assumption is that γ0 is finite (that is, the eigenvalues
in Theorem 1.1 are maximal).
Our spectral assumption can be stated in term of the Evans function as
follows:
Assumption 2.4. Define γ0 as in (2.13) and the Evans function D(α, c)
as in (1.20). For any γ1 > γ0, there holds
D(α, c) 6= 0
for all α and for c = −λ/iα with ℜλ > γ0ν1/4.
Our semigroup bounds will be obtained with respect to the following
boundary layer norms for vorticity
‖ωα‖β,γ,p := sup
z≥0
[(
1 +
p∑
q=1
δ−qφP−1+q(δ−1z)
)−1
eβz|ωα(z)|
]
(2.14)
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with p ≥ 0, β > 0, and with the boundary layer thickness
δ = γν1/8
for some γ > 0. Here, the order ν1/8 is dictated by the structure of the
unstable eigenmodes; see Remark 1.2. We stress that the boundary layer
norm is introduced to capture the large behavior of vorticity near the bound-
ary. In the case when p = 0, ‖ωα‖β,γ,p reduces to the usual exponentially
weighted L∞ norm ‖ωα‖L∞β . We introduce the boundary layer space Bβ,γ,p
to consist of functions whose ‖ · ‖β,γ,p norm is finite, and write L∞β = Bβ,γ,0.
Clearly, L∞β ⊂ Bβ,γ,q ⊂ Bβ,γ,p for 0 ≤ q ≤ p.
Our final main result is as follows.
Theorem 2.5. Let ωα ∈ Bβ,γ,1 for some positive β, and γ0 be defined as in
(2.13). Then, for any γ1 > γ0, there are positive constants C0, θ0 so that
‖eLαtωα‖β,γ,1 ≤ Cνeγ1ν1/4te−
1
4
α2
√
νt‖ωα‖β,γ,1
‖∂zeLαtωα‖β,γ,1 ≤ Cν
(
ν−1/8 + (
√
νt)−1/2
)
eγ1ν
1/4te−
1
4
α2
√
νt‖ωα‖β,γ,1,
in which the constant Cν is defined by
Cν := C0
(
1 + α2ν−1/4χ{α≪1}
)
(2.15)
for some universal constant C0 and for χ{·} being the characteristic function.
The main result in Theorem 2.5 is a continuation of [9] to provide sharp
and uniform semigroup bounds in the inviscid limit. It also provides a stable
semigroup estimate with respect to the boundary layer norm for (stable)
boundary layers. As was pointed out in [1, 4, 5, 6, 7, 9, 10, 11], such a
stable sharp bound is crucial for the nonlinear instability of stable boundary
layers, which we shall address in a forthcoming paper. Its proof relies on a
very careful and detailed construction and analysis of the Green function of
linear Navier-Stokes equations, constructed in [9], and the Fourier-Laplace
approach ([20, 21, 3, 9, 10]).
Remark 2.6. Comparing to the case when λ is away from critical layers
([9, 10]), we note that there is a loss of ν−1/4 in the semigroup bound.
This loss is precisely due to the presence of singularity (or critical layers)
in the resolvent equation, when inverting the linearized Euler operator ∂t +
iαU − iαU ′′(∆α)−1, within the temporal frequency ℜλ ∼ ν1/4 and the spatial
frequency α≪ 1; see Remark 7.12.
16
Remark 2.7. In view of the spectral instability, Theorem 1.1, the unstable
solutions occur precisely when the spatial frequency α satisfies ν1/8 . α .
ν1/12. In particular, if we assume in addition that the maximal unstable
eigenvalue corresponds to α ∼ ν1/8, then the semigroup eLαt with respect to
the boundary layer norms is bounded by
C0
[
eγ1ν
1/4t + νβ−
1
4 eγβν
1/4t + ν−1/4eγ2ν
1/4t
]
e−
1
4
α2
√
νt
for 14 ≤ β ≤ 16 , for some γ2 ≪ γ1, and for γβ ≤ γ1. In the instability analy-
sis, we expect that at the instability time tν, the maximal growth dominates
the remaining terms in the semigroup bound.
In view of the vorticity decomposition (2.10), we write the semigroup
eLαt as
eLαt = Sα +Rα (2.16)
with
Sαωα(z) : = 1
2πi
∫ ∞
0
∫
Γα
eλtG(x, z)ωα(x) dλdx
iα
,
Rαωα(z) : = 1
2πi
∫ ∞
0
∫
Γα
eλtRG(x, z)ωα(x) dλdx
iα
.
(2.17)
Theorem 2.5 is a combination of semigroup estimates for Sα and Rα, which
we shall derive in the following sections.
3 Rayleigh solutions near critical layers
In this section, we are aimed to construct an exact inverse for the Rayleigh
operator Rayα(·) and thus solve the inhomogenous Rayleigh problem
Rayα(φ) = (U − c)∆αφ− U ′′φ = f, z ≥ 0, (3.1)
in the presence of critical layers. We consider the case when c is sufficiently
close to the range of U(z) so that
c = U(zc)
for some complex number zc.
The case when α ≪ 1 has been studied carefully in our recent study
([7, 8]), which we shall recall for sake of completeness. The construction
of Rayleigh solutions for α = 0 is done via an explicit Green function. We
then use this inverse to construct an approximate inverse to Rayα operator
through the construction of an approximate Green function. Finally, the
construction of the exact inverse of Rayα follows by an iterative procedure.
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3.1 Function spaces
The natural framework to solve (3.1) is to work in the complex universal
cover Γ˜ of Γσ,r \ {zc}, with Γσ,r being a complex neighborhood of R+. The
Rayleigh equation has the vanishing coefficient of the highest derivative term
at z = zc, since U(zc) = c. Using the classical results on ordinary differential
equations in the complex place we get that (3.1) has a ”multivalued” solution
φ˜ defined on the universal cover of Γσ,r.
In constructing solutions, we will use the function spaces Xp,η, for p ≥ 0,
to denote the spaces consisting of holomorphic functions f = f(z) on Γ˜ such
that the norm
‖f‖Xp,η := sup
|z−zc|≤1
p∑
k=0
|(z − zc)k∂kz f(z)|+ sup
|z−zc|≥1
p∑
k=0
|eηℜz∂kz f(z)|
is bounded. In the case p = 0, we simply write Xη, ‖ · ‖η in places of
X0,η , ‖ · ‖X0,η , respectively. We also introduce the function spaces Y p,η ⊂
Xp,η, p ≥ 0, such that for any f ∈ Y p,η, the function f additionally satisfies
|f(z)| ≤ C, |∂zf(z)| ≤ C(1 + | log(z − zc)|),
|∂kz f(z)| ≤ C(1 + |z − zc|1−k),
for all |z − zc| ≤ 1 and for 2 ≤ k ≤ p. The best constant C in the previous
bounds, plus ‖f‖Xp,η , defines the norm ‖f‖Y p,η .
3.2 Rayleigh equation: α = 0
In this section, we recall the study ([7, 8]) of the Rayleigh operator Ray0
when α = 0. More precisely, we solve
Ray0(φ) = (U − c)∂2zφ− U ′′φ = f. (3.2)
We have the following lemma whose proof is given in [8, Lemma 3.2].
Lemma 3.1 ([7, 8]). Assume that ℑc 6= 0. There are two independent
solutions φ1,0, φ2,0 of Ray0(φ) = 0 with the Wronskian determinant
W (φ1,0, φ2,0) := ∂zφ2,0φ1,0 − φ2,0∂zφ1,0 = 1.
Furthermore, there are holomorphic functions P1(z), P2(z), Q(z) on Γ˜ with
P1(zc) = P2(zc) = 1 and Q(zc) 6= 0 so that the asymptotic descriptions
φ1,0(z) = (z−zc)P1(z), φ2,0(z) = P2(z)+Q(z)(z−zc) log(z−zc) (3.3)
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hold for z near zc, and
φ1,0(z)− V+ ∈ Y p,η0 , ∂zφ2,0(z) − 1
V+
∈ Y p,η1 (3.4)
for some positive constants C, η0, and V+ = U+ − c, any η1 < η0, and any
p ≥ 0.
To go back to Γσ,r we have to make a choice of the logarithm. We choose
to define it on C− {zc + R−}. Then φ2,0 is holomorphic on
Γ′ = Γσ,r ∩
(
C− {zc + R−}
)
.
Note that because of the singularity at zc, φ2,0 cannot be made holomorphic
on Γσ,r.
In particular if ℑzc = 0, φ2,0 is holomorphic in z excepted on the half
line zc + R−. For z ∈ R, φ2,0 is holomorphic as a function of c excepted if
z − zc is real and negative, namely excepted if z < zc. For a fixed z, φ2,0 is
an holomorphic function of c provided zc does not cross R+, and provided
z − zc does not cross R−.
Let φ1,0, φ2,0 be constructed as in Lemma 3.1. Then for real arguments
x and z, the Green function GR,0(x, z) of the Ray0 operator can be defined
by
GR,0(x, z) =
{
(U(x)− c)−1φ1,0(z)φ2,0(x), if z > x,
(U(x)− c)−1φ1,0(x)φ2,0(z), if z < x.
We will denote by G±R,0 the expressions of GR,0 for x > z and x < z. Here
we note that c is complex with ℑc 6= 0 and so the Green function GR,0(x, z)
is a well-defined function in (x, z), continuous across x = z, and its first
derivative has a jump across x = z. Let us now introduce the inverse of
Ray0 as
RaySolver0(f)(z) :=
∫ +∞
0
GR,0(x, z)f(x)dx. (3.5)
The following lemma asserts that the operator RaySolver0(·) is in fact
well-defined fromX0,η to Y 2,0, which in particular shows that RaySolver0(·)
gains two derivatives, but losses the fast decay at infinity.
Lemma 3.2. Assume that ℑc 6= 0. For any f ∈ X0,η, the function
RaySolver0(f) is a solution to the Rayleigh problem (3.2), defined on Γ˜.
In addition, RaySolver0(f) ∈ Y 2,0, and there holds
‖RaySolver0(f)‖Y 2,0 ≤ C(1 + | logℑc|)‖f‖X0,η ,
for some universal constant C.
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Proof. As long as it is well-defined, the function RaySolver0(f)(z) solves
the equation (3.2) at once by a direct calculation, upon noting that
Ray0(GR,0(x, z)) = δx(z),
for each fixed x.
Next, by scaling, we assume that ‖f‖X0,η = 1. By using (3.4) in Lemma
3.1, it is clear that φ1,0(z) and φ2,0(z)/(1+z) are uniformly bounded. Thus,
considering the cases z > x and z < x, we obtain
|GR,0(x, z)| ≤ Cmax{(1 + x), |x− zc|−1}. (3.6)
That is, GR,0(x, z) grows linearly in x for large x and has a singularity of
order |x− zc|−1 when x is near zc, for arbitrary z ≥ 0. Since |f(z)| ≤ e−ηz ,
the integral (3.5) is well-defined and satisfies
|RaySolver0(f)(z)| ≤ C
∫ ∞
0
e−ηxmax{(1+x), |x−zc|−1} dx ≤ C(1+| logℑc|),
in which we used the fact that ℑzc ≈ ℑc.
Finally, as for derivatives, we need to check the order of singularities for
z near zc. We note that |∂zφ2,0| ≤ C(1 + | log(z − zc)|), and hence
|∂zGR,0(x, z)| ≤ Cmax{(1 + x), |x− zc|−1}(1 + | log(z − zc)|).
Thus, ∂zRaySolver0(f)(z) behaves as 1+ | log(z−zc)| near the critical layer.
In addition, from the Ray0 equation, we have
∂2z (RaySolver0(f)) =
U ′′
U − cRaySolver0(f) +
f
U − c . (3.7)
This proves that RaySolver0(f) ∈ Y 2,0, by definition of Y 2,0.
Lemma 3.3. Assume that ℑc 6= 0. Let p be in {0, 1, 2}. For any f ∈ Xp,η,
we have
‖RaySolver0(f)‖Y p+2,0 ≤ C‖f‖Xp,η(1 + | log(ℑc)|)
Proof. This is Lemma 3.2 when p = 0. When p = 1 or 2, the lemma follows
directly from the identity (3.7).
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3.3 Approximate Green function for Rayleigh: α≪ 1
Let φ1,0 and φ2,0 be the two solutions of Ray0(φ) = 0 that are constructed
above in Lemma 3.1. We note that solutions of Ray0(φ) = f tend to a
constant value as z → +∞ since φ1,0 → U+− c. We now construct solutions
to the Rayleigh equation (3.1) with α 6= 0. To proceed, let us introduce
φ1,α = φ1,0e
−αz, φ2,α = φ2,0e−αz . (3.8)
A direct calculation shows that the Wronskian determinant
W [φ1,α, φ2,α] = ∂zφ2,αφ1,α − φ2,α∂zφ1,α = e−2αz
is non zero. In addition, we can check that
Rayα(φj,α) = −2α(U − c)∂zφj,0e−αz (3.9)
We are then led to introduce an approximate Green function GR,α(x, z)
defined by
GR,α(x, z) =
{
(U(x)− c)−1e−α(z−x)φ1,0(z)φ2,0(x), if z > x
(U(x)− c)−1e−α(z−x)φ1,0(x)φ2,0(z), if z < x.
Again, like GR,0(x, z), the Green function GR,α(x, z) is “singular” near z =
zc with two sources of singularities: one arising from 1/(U(x)− c) for x near
zc and the other coming from the (z − zc) log(z − zc) singularity of φ2,0(z).
By a view of (3.9), it is clear that
Rayα(GR,α(x, z)) = δx − 2α(U − c)ER,α(x, z), (3.10)
for each fixed x. Here the error term ER,α(x, z) is defined by
ER,α(x, z) =
{
(U(x)− c)−1e−α(z−x)∂zφ1,0(z)φ2,0(x), if z > x
(U(x)− c)−1e−α(z−x) φ1,0(x)∂zφ2,0(z), if z < x.
We then introduce an approximate inverse of the operator Rayα defined by
RaySolverα(f)(z) :=
∫ +∞
0
GR,α(x, z)f(x)dx (3.11)
and the error remainder
ErrR,α(f)(z) := 2α(U(z) − c)
∫ +∞
0
ER,α(x, z)f(x)dx (3.12)
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Lemma 3.4. Assume that ℑc 6= 0, and let p be 0, 1, or 2. For any f ∈ Xp,η,
with α < η, the function RaySolverα(f) is well-defined in Y
p+2,α, satisfying
Rayα(RaySolverα(f)) = f + ErrR,α(f).
Furthermore, there hold
‖RaySolverα(f)‖Y p+2,α ≤ C(1 + | logℑc|)‖f‖Xp,η , (3.13)
and
‖ErrR,α(f)‖Y p,η ≤ Cα(1 + | log(ℑc)|)‖f‖Xp,η , (3.14)
for some universal constant C.
Proof. The proof follows similarly to that of Lemmas 3.2 and 3.3. Indeed,
since GR,α(x, z) = e
−α(z−x)GR,0(x, z), the behavior near the critical layer
z = zc is the same for both the Green function, and hence the proof of (3.13)
and (3.14) near the critical layer follows identically from that of Lemmas 3.2
and 3.3.
Let us check the right behavior at infinity. Consider the case p = 0 and
assume ‖f‖X0,η = 1. Similarly to the estimate (3.6), Lemma 3.1 and the
definition of GR,α yield
|GR,α(x, z)| ≤ Ce−α|x−z|max{(1 + x), |x− zc|−1}.
Hence, by definition,
|RaySolverα(f)(z)| ≤ Ce−αz
∫ ∞
0
eαxe−ηxmax{(1 + x), |x− zc|−1} dx
which is bounded by C(1 + | logℑc|)e−αz, upon recalling that α < η. This
proves the right exponential decay of RaySolverα(f)(z) at infinity, for all
f ∈ X0,η.
Next, by definition, we have
ErrR,α(f)(z) = −2α(U(z) − c)∂zφ2,0(z)
∫ ∞
z
e−α(z−x)φ1,0(x)
f(x)
U(x)− c dx
− 2α(U(z) − c)∂zφ1,0(z)
∫ z
0
e−α(z−x)φ2,0(x)
f(x)
U(x)− cdx.
Since f(z), ∂zφ1,0(z) decay exponentially at infinity, the exponential decay
of ErrR,α(f)(z) follows directly from the above integral representation. It
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remains to check the order of singularity near the critical layer. Clearly, for
bounded z, we have
|ER,α(x, z)| ≤ C(1 + | log(z − zc)|)eαxmax{1, |x − z|−1}.
The lemma then follows at once, using the extra factor of U − c in the front
of the integral (3.12) to bound the log(z − zc) factor. The estimates for
derivatives follow similarly.
3.4 The exact solver for Rayleigh: α≪ 1
We are ready to construct the exact solver for the Rayleigh problem. Pre-
cisely, we obtain the following.
Proposition 3.5. Let p be in {0, 1, 2} and η > 0. Assume that ℑc 6= 0 and
α| logℑc| is sufficiently small. Then, there exists an operator RaySolverα,∞(·)
from Xp,η to Y p+2,α (defined by (3.17)) so that
Rayα(RaySolverα,∞(f)) = f. (3.15)
In addition, there holds
‖RaySolverα,∞(f)‖Y p+2,α ≤ C‖f‖Xp,η(1 + | log(ℑc)|),
for all f ∈ Xp,η.
Proof. The proof follows by iteration. Let us denote
S0(z) := RaySolverα(f)(z), E0(z) := ErrR,α(f)(z).
It then follows that Rayα(S0)(z) = f(z) + E0(z). Inductively, we define
Sn(z) := −RaySolverα(En−1)(z), En(z) := −ErrR,α(En−1)(z),
for n ≥ 1. It is then clear that for all n ≥ 1,
Rayα
( n∑
k=0
Sk(z)
)
= f(z) +En(z). (3.16)
This leads us to introduce the exact solver for Rayleigh defined by
RaySolverα,∞(f) := RaySolverα(f)(z)−
∑
n≥0
(−1)nRaySolverα(En)(z).
(3.17)
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By a view of (3.14), we have
‖En‖η = ‖(ErrR,α)n(f)‖η ≤ Cnαn(1 + | log(ℑc)|)n‖f‖η,
which implies that En → 0 in Xη as n→∞ as long as α logℑc is sufficiently
small. In addition, by a view of (3.13),
‖RaySolverα(En)‖Y α
2
≤ CCnαn(1 + | log(ℑc)|)n‖f‖η.
This shows that the series∑
n≥0
(−1)nRaySolverα(En)(z)
converges in Y α2 , assuming that α logℑc is small.
Next, by taking the limit of n→∞ in (3.16), the equation (3.15) holds
by definition at least in the distributional sense. The estimates when z
is near zc follow directly from the similar estimates on RaySolverα(·); see
Lemma 3.4. The proof of Proposition 3.5 is thus complete.
3.5 Exact Rayleigh solutions: α≪ 1
We shall construct two independent exact Rayleigh solutions by iteration,
starting from the approximate Rayleigh solutions φj,α defined as in (3.8).
Lemma 3.6. For α small enough so that α| logℑc| ≪ 1, there exist two
independent functions φRay,± ∈ e±αzL∞ such that
Rayα(φRay,±) = 0, W [φRay,+, φRay,−](z) = α.
Furthermore, we have the following expansions in L∞:
φRay,−(z) = e−αz
(
U − c+O(α)
)
.
φRay,+(z) = e
αzO(1),
as z →∞. At z = 0, there hold
φRay,−(0) = U0 − c+ α(U+ − U0)2φ2,0(0) +O(α(α + |zc|))
φRay,+(0) = αφ2,0(0) +O(α2)
with φ2,0(0) =
1
U ′c
− 2U ′′c
U ′c
2 zc log zc +O(zc).
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Proof. Let us start with the decaying solution φRay,−, which is now con-
structed by induction. Let us introduce
ψ0 = e
−αz(U − c), e0 = −2α(U − c)U ′e−αz,
and inductively for k ≥ 1,
ψk = −RaySolverα(ek−1), ek = −ErrR,α(ek−1).
We also introduce
φN =
N∑
k=0
ψk.
By definition, it follows that
Rayα(φN ) = eN , ∀ N ≥ 1.
We observe that ‖e0‖η+α ≤ Cα and ‖ψ0‖α ≤ C. Inductively for k ≥ 1, by
the estimate (3.14), we have
‖ek‖η+α ≤ Cα(1 + | log(ℑc)|)‖ek−1‖η+α ≤ Cα(Cα(1 + | log(ℑc)|))k−1,
and by Lemma 3.4,
‖ψk‖α ≤ C(1 + | log(ℑc)|)‖ek−1‖η+α ≤ (Cα(1 + | log(ℑc)|))k.
Thus, for sufficiently small α, the series φN converges in Xα and the error
term eN → 0 in Xη+α. This proves the existence of the exact decaying
Rayleigh solution φRay,− in Xα, or in e−αzL∞.
As for the growing solution, we simply define
φRay,+ = αφRay,−(z)
∫ z
1/2
1
φ2Ray,−(y)
dy,
for which we have W [φRay,+, φRay,−](z) = α. By definition, φRay,+ solves
the Rayleigh equation identically. Next, since φRay,−(z) tends to e−αz(U+−
c+O(α)), φRay,+ is of order eαz as z →∞.
Finally, at z = 0, we have
ψ1(0) = −RaySolverα(e0)(0) = −φ2,α(0)
∫ +∞
0
e2αxφ1,α(x)
e0(x)
U(x) − cdx
= 2αφ2,0(0)
∫ +∞
0
U ′(U − c)dz = α(U+ − U0)(U+ + U0 − 2c)φ2,0(0)
= α(U+ − U0)2(U+ + U0 − 2c)φ2,0(0) + 2α(U+ − U0)(U0 − c)φ2,0(0).
From the definition, we have φRay,−(0) = U0 − c + ψ1(0) + O(α2). This
proves the lemma, upon using that U0 − c = O(zc).
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3.6 Rayleigh equation: α ≈ 1
In this subsection, we treat the case when α ≈ 1 and when the critical layer
is finite:
zc 6=∞.
Precisely, we shall prove the following lemma.
Lemma 3.7. Let r,R be arbitrary positive constants, and let zc be the critical
layer. Assume that zc 6=∞. For all α ∈ [r,R], there are two exact solutions
φ1,α, φ2,α to the Rayleigh equations so that W [φ1,α, φ2,α] = 1,
|φ1,α(z)| ≤ Ce−αz, |φ2,α(z)| ≤ Ceαz,
for z away from the critical layers, and φj,α are both in Y
2,α (in particular,
both behave as 1 + (z − zc) log(z − zc) for z near the critical layers z = zc).
The two exact solutions φ1,α, φ2,α to the Rayleigh equation defines the
Green function:
GR,α(x, z) =
1
U(x)− c
{
φ1,α(z)φ2,α(x), if z > x
φ1,α(x)φ2,α(z), if z < x.
and the inverse of the Rayleigh operator
Ray−1α (f) =
∫ ∞
0
GR,α(x, z)f(x) dx.
This yields the following proposition.
Proposition 3.8. Let r,R be arbitrary positive constants, and let zc be the
critical layer. Assume that zc 6= ∞ and ℑc 6= 0. Then, for all α ∈ [r,R]
and for positive η < α, the inverse Ray−1α (·) of the Rayleigh operator is
well-defined from Xp,η to Y p+2,η. In addition, there holds
‖Ray−1α (f)‖Y p+2,η ≤ C‖f‖Xp,η(1 + | log(ℑc)|),
for all f ∈ Xp,η, and for p = 0, 1, 2.
Proof. The proof is identical to that of Lemma 3.4.
Proof of Lemma 3.7. We start our construction with the following approxi-
mate Rayleigh solutions
φ1,α,0 = e
−αz(U − c), φ2,α,0 = φ1,α,0
∫ z
1+ℜzc
1
φ21,α,0
dy. (3.18)
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By construction, the Wronskian determinant W [φ1,α,0, φ2,α,0] = 1. In addi-
tion, we can check that
Rayα(φj,α,0) = −2αU ′(z)φj,α,0(z). (3.19)
We then introduce an approximate Green function GR,α(x, z) defined by
GR,α(x, z) =
1
U(x)− c
{
φ1,α,0(z)φ2,α,0(x), if z > x
φ1,α,0(x)φ2,α,0(z), if z < x.
for each fixed x, and the error term ER,α(x, z) caused by the approximation
ER,α(x, z) = −2αU ′(z)GR,α(x, z).
Large z: z ≥M .
We shall construct Rayleigh solutions in the region z ≥ M , for sufficiently
large M so that M ≥ 1 + ℜzc. The solutions are constructed iteratively in
the following form:
φ˜j,α = φj,α,0 + e
(−1)jαzψj,0
in which ψj,0 is defined via the contraction mapping principle
ψj = Tjψj : = 2αe
(−1)1+jαz
∫ ∞
M
GR,α(x, z)U
′(x)e(−1)
jαxψj,0(x) dx
+ 2α
∫ ∞
M
GR,α(x, z)U
′(x)φj,α,0(x) dx.
We shall prove that the mapping Tj is indeed contractive in L
∞(M,∞) for
sufficiently large M . It then follows by the construction that
Rayα(φ˜j,α) = −2αU ′(z)e(−1)jαzψj,0.
We shall show that e(−1)jαzψj,0 is exponentially small of order e−η0M for
sufficiently large M . We then correct the previous error by introducing
the next order solution ψj,1 = Tjψj,0, leaving a smaller error of the form
2αU ′(z)e(−1)jαzψj,1. This iterative construction yields exact Rayleigh solu-
tions defined on [M,∞).
It remains to show the contractive of Tj in L
∞(M,∞). For all x, z ≥M ,
there holds
|GR,α(x, z)| ≤ C0e−α|x−z|.
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Hence, for j = 1, we have
|T1ψ − T1ψ˜| ≤ Cα‖ψ − ψ˜‖L∞eαz
∫ ∞
M
e−α|x−z|e−η0xe−αx dx
≤ Cα‖ψ − ψ˜‖L∞e−η0z
≤ Cαe−η0M‖ψ − ψ˜‖L∞ .
Similarly, for j = 2, we compute
|T2ψ − T2ψ˜| ≤ Cα‖ψ − ψ˜‖L∞e−αz
∫ ∞
M
e−α|x−z|e−η0xeαx dx
≤ Cα‖ψ − ψ˜‖L∞ze−η0z
≤ CαMe−η0M‖ψ − ψ˜‖L∞ .
Since α is bounded, these computations prove that Tj are contractive on
L∞(M,∞) for sufficiently large M . The exact Rayleigh solutions φj ∼ φj,α
for large z follow.
Near critical layers: z ∈ [ℜzc − r,ℜzc + r].
For r sufficiently small, we shall construct Rayleigh solutions in Ic := [ℜzc−
r,ℜzc + r]. As in the previous case, it suffices to show that
Tψ := 2α
∫
Ic
GR,α(x, z)U
′(x)ψ(x) dx
is contractive in X that consists of functions f(z) so that
‖f‖X := sup
z∈Ic
|f(z)|
(
1 + |(z − zc) log(z − zc)|
)−1
is finite. We note that for x, z ∈ Ic, there holds
|GR,α(x, z)| .
{
|x− zc|−1|z − zc|
(
1 + |(x− zc) log(x− zc)|
)
, if z > x
1 + |(z − zc) log(z − zc)|, if z < x.
For all ψ, ψ˜ in X, we compute
|(Tψ − T ψ˜)(z)| ≤ ‖ψ − ψ˜‖X
∫
Ic
|GR,α(x, z)|
(
1 + |(x− zc) log(x− zc)|
)
dx.
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For x > z, the integral is bounded by(
1 + |(z − zc) log(z − zc)|
) ∫
Ic
(
1 + |(x− zc) log(x− zc)|
)
dx
≤ Cr
(
1 + |(z − zc) log(z − zc)|
)
.
Similarly, for x < z, the integral is estimated by∫
Ic
|x− zc|−1|z − zc|
(
1 + |(x− zc) log(x− zc)|
)
dx
≤ Cr|(z − zc) log(z − zc)|.
Combining the two estimates yields
|(Tψ − T ψ˜)(z)| ≤ Cr‖ψ − ψ˜‖X
which proves the contraction of T as a map from X to itself, for sufficiently
small r. This yields the exact Rayleigh solutions near the critical layer.
Away from critical layers: z ∈ [0,ℜzc − r] ∪ [ℜzc + r,M ].
Since the Rayleigh equations are regular away from the critical layers, the
previous solutions constructed on [M,∞) can be extended for all z ≥ ℜzc+r,
for arbitrarily small positive constant r. We then solve the Rayleigh problem
on Ic = [ℜzc − r,ℜzc + r], having the boundary conditions at ℜzc + r to be
the same as the Rayleigh solutions constructed on z ≥ ℜzc + r. Finally, on
[0,ℜzc − r], the Rayleigh equations are regular, and thus the solutions are
extended to all z ≥ 0 by the standard ODE theory.
This completes the proof of Lemma 3.7.
3.7 Rayleigh equation: α≫ 1
In this section, we study the Rayleigh equation when α ≫ 1, but ℑc can
be arbitrarily close to the imaginary axis as long as α−1 logℑc remains
sufficiently small. It turns out that we can avoid dealing with critical layers
as done in the previous section. Precisely, we obtain the following lemma.
Lemma 3.9. For sufficiently large α so that α−1 logℑc remains sufficiently
small, there are two exact solutions φα,± to the Rayleigh equations so that
W [φα,−, φα,+] = α, and
φα,±(z) = e±αz
(
1 +O(α−1 logℑc)
)
.
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In addition, the Green function GR,α(x, z) of the Rayleigh operator satisfies
|GR,α(x, z)| ≤ Cα−1|U(x)− c|−1e−α|x−z|
(
1 +O(α−1 logℑc)
)
.
Proof. Since α≫ 1, it is convenient to introduce the change of variables
z˜ = αz, φ(z) = α−2φ˜(αz).
Then, φ˜ solves the scaled Rayleigh equation
Raysc(φ˜) := (U − c)(∂2z˜ − 1)φ˜− α−2U ′′φ˜ = 0, (3.20)
in which U = U(α−1z˜) and U ′′ = U ′′(α−1z˜). This way, we can treat the
α−2U ′′ as a regular perturbation, and thus the inverse of Raysc(·) is con-
structed by induction, starting from the inverse of (U − c)(∂2z˜ − 1). The
iteration operator is defined by
T φ˜ := α−2
[
(U − c)(∂2z˜ − 1)
]−1
◦ U ′′φ˜.
It suffices to show that T is contractive with respect to the ez˜ or e−z˜ weighted
sup norm, denoted by ‖·‖L∞± , respectively for decaying or growing solutions.
Indeed, recalling that (∂2z˜ − 1)−1f = e−|z˜| ⋆ f , we check that
|T φ˜− T ψ˜|(z) ≤ α−2
∫ ∞
0
∣∣∣ U ′′
U − c
∣∣∣e−|x˜−z˜|e±|x˜|‖φ˜− ψ˜‖L∞± dx˜
≤ α−2e±|z˜|‖φ˜− ψ˜‖L∞±
∫ ∞
0
∣∣∣ U ′′(α−1x˜)
U(α−1x˜)− c
∣∣∣ dx˜
≤ α−1e±|z˜|‖φ˜− ψ˜‖L∞±
∫ ∞
0
∣∣∣ U ′′(x)
U(x)− c
∣∣∣ dx,
in which the triangle inequality was used to deduce e−|x˜−z˜|e±|x˜| ≤ e±|z˜|. As
for the integral term, when c is away from the range of U , it follows that∫ ∞
0
∣∣∣ U ′′(x)
U(x)− c
∣∣∣ dx ≤ C0 ∫ ∞
0
|U ′′| dx ≤ C.
In the case, when c is near the range of U , the integral of 1/(U − c) is
bounded by log(U − c) . logℑc. This proves that
|T φ˜− T ψ˜|(z) ≤ Cα−1| logℑc|e±|z˜|‖φ˜− ψ˜‖L∞± .
Hence, T is contractive as long as α−1 logℑc is sufficiently small. Simi-
larly, the same bound holds for derivatives, since the derivative of the Green
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kernel of ∂2z˜ − 1 satisfies the same bound. This yields two independent
Rayleigh solutions of the form
∂kz˜ φ˜
0
s,±(z˜) = (−1)ke±z˜
(
1 +O(α−1 logℑc)
)
, k = 0, 1. (3.21)
The lemma follows.
4 The 4th-order Airy operator
In this section, we study the Airy operator, defined as in (1.22). Let us
introduce the following so-called modified Airy operator
A := ε∆α − (U − c). (4.1)
Then, the Airy operator simply reads
Airy = A∆α. (4.2)
That is, the inverse of Airy(·) is simply a combination of the inverse of A
and the inverse of ∆α. We observe that near the critical layer z = zc, the
coefficient U − c is approximately z − zc, and so A can be approximated by
the classical Airy operator ∂2z − z.
4.1 The modified Airy operator
This section is devoted to study the modified Airy operator A, defined in
(4.1). Precisely, we shall construct the Green function of A. The construc-
tion involves the classical Airy functions and the Langer’s variables. To
proceed, let us introduce the following Langer’s transformation, which is a
joint transformation in the variable z → η and in the function Φ→ Ψ:
(z,Φ) 7→ (η,Ψ) (4.3)
with η = η(z) defined by
η(z) =
[3
2
∫ z
zc
(U − c+ εα2
U ′c
)1/2
dz
]2/3
(4.4)
and Ψ = Ψ(η) defined by the relation
Φ(z) = z˙1/2Ψ(η). (4.5)
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Here, z˙ = dz(η)dη and z = z(η) is the inverse of the map η = η(z). It is useful
to note that (U − c+ α2ǫ)z˙2 = U ′cη.
The Langer’s transformation links the classical Airy equation to the mod-
ified Airy equation. Precisely, we have the following lemma whose proof
follows from a direct calculation.
Lemma 4.1 ([7, 8]). Let (z,Φ) 7→ (η,Ψ) be the Langer’s transformation
defined as in (4.3). The function Ψ(η) solves the classical Airy equation:
ǫ∂2ηΨ− U ′cηΨ = f(η) (4.6)
if and only if the function Φ = z˙1/2Ψ(η(z)) solves
A(Φ) = z˙−3/2f(η(z)) + ε∂2z z˙1/2z˙−1/2Φ(z). (4.7)
In view of (4.6), let us denote
δ =
( ε
U ′c
)1/3
= e−iπ/6(αRU ′c)
−1/3 (4.8)
to be the thickness of the critical layer z = zc. We also introduce the critical
layer variables
X = δ−1η(x), Z = δ−1η(z). (4.9)
where η(z) is the Langer’s variable defined as in (4.4).
In this section, we prove the following proposition, providing pointwise
estimates on the Green function of the modified Airy operator.
Proposition 4.2. Let A be defined as in (4.1) and let G(x, z) be the cor-
responding Green function to the modified Airy operator A on the half-line
z ≥ 0. That is, for each fixed x, there holds
AG(x, z) = δx(z), (4.10)
together with the jump conditions across z = x:
[G(x, z)]|z=x = 0, [ǫ∂zG(x, z)]|z=x = 1. (4.11)
Then, the Green function G(x, z) exists and satisfies the following pointwise
estimates
|∂ℓz∂kxG(x, z)| ≤ Cδ−2−k−ℓ〈z〉(1−k−ℓ)/3〈Z〉(k+ℓ−1)/2T (x, z), (4.12)
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for all k, ℓ ≥ 0 and all x, z ≥ 0. Here, T (x, z) is defined by
T (x, z) :=

e
√
2
3
|X|3/2e−
√
2
3
|Z|3/2 if z > x > ℜzc,
e−
√
2
3
|X|3/2e−
√
2
3
|Z|3/2 if z > ℜzc > x,
e−
√
2
3
|X|3/2e
√
2
3
|Z|3/2 if ℜzc > z > x,
(4.13)
and T (x, z) = T (z, x). In particular, there holds
T (x, z) ≤ e−
√
2
3
√
|Z||X−Z|. (4.14)
In the above, δ denotes the critical layer thickness and X,Z the critical layer
variables defined as in (4.8) and (4.9), respectively.
In view of the Langer’s transformation and Lemma 4.1, we recall the
following lemma on the classical Airy solutions, which is needed in the proof
of Proposition 4.2.
Lemma 4.3 ([16, 19]). The classical Airy equation Ψ′′ − zΨ = 0 has two
independent solutions Ai(z) and Ci(z) so that the Wronskian determinant
of Ai and Ci equals to one. In addition, Ai(eiπ/6x) and Ci(eiπ/6x) con-
verge to 0 as x→ ±∞ (x being real), respectively. Furthermore, there hold
asymptotic bounds:∣∣∣Ai(k, eiπ/6x)∣∣∣ ≤ C|x|−k/2−1/4e−√2|x|x/3, k ∈ Z, x ∈ R,
and ∣∣∣Ci(k, eiπ/6x)∣∣∣ ≤ C|x|−k/2−1/4e√2|x|x/3, k ∈ Z, x ∈ R,
in which Ai(0, z) = Ai(z), Ai(k, z) = ∂−kz Ai(z) for k ≤ 0, and Ai(k, z) is
the kth primitives of Ai(z), for k ≥ 0. The functions Ci(k, z) are defined in
the same way.
We first construct a good approximate Green function of A.
Lemma 4.4. There is an approximate Green function Ga(x, z) (defined in
(4.16)) to the modified Airy operator A in the following sense: for each x,
the function Ga(x, z) solves
AGa(x, z) = δx(z) + Ea(x, z), (4.15)
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for some remainder term Ea(x, z) (defined in (4.17)), together with the jump
conditions (4.11). In addition, for k, ℓ ≥ 0 and x, z ≥ 0, there hold the
following uniform estimates
|∂ℓx∂kzGa(x, z)| ≤ Cδ−2−k−ℓ〈x〉(1−ℓ)/3〈z〉−k/3〈X〉(2ℓ−1)/4〈Z〉(2k−1)/4T (x, z),
|∂ℓx∂kzEa(x, z)| ≤ Cδ−k−ℓ〈x〉(1−ℓ)/3〈z〉(−4−k)/3〈X〉(2ℓ−1)/4〈Z〉(2k+1)/4T (x, z),
in which T (x, z) is defined as in (4.13). In particular,
T (x, z) ≤ e−
√
2
3
√
|Z||X−Z|.
Proof. Using Lemma 4.3, we can define an approximate Green function for
the Airy equation:
Ga(x, z) = δε
−1x˙
{
Ai(X)Ci(Z), if x > z,
Ai(Z)Ci(X), if x < z,
(4.16)
with x˙ = 1/η′(x). It is clear that [Ga(x, z)]|z=x = 0. Next, recalling that
the Wronskian determinant of Ai and Ci is equal to one, x˙ = 1/η′, and
d
dzZ = δ
−1η′(z), we have
[∂zGa(x, z)]|z=x = δε
−1x˙
d
dz
Z
[
Ai(Z)Ci′(Z)−Ai′(Z)Ci(Z)
]
= ǫ−1.
That is, the jump conditions in (4.11) hold for Ga(x, z). In addition, for
x > z, we compute
ε∂2zGa(x, z) = δ
−1x˙(η′(z))2Ai(X)Ci′′(Z) + x˙η′′(z)Ai(X)Ci′(Z)
= δ−1x˙(η′(z))2ZAi(X)Ci(Z) + x˙η′′(z)Ai(X)Ci′(Z)
= ǫδ−2(η′(z))2ZGa(x, z) + x˙η′′(z)Ai(X)Ci′(Z).
By definition, we have ǫ = δ3U ′c and (U − c + α2ǫ)z˙2 = U ′cη = δU ′cZ. This
proves
ε∆αGa(x, z) = (U − c)Ga(x, z) + x˙η′′(z)Ai(X)Ci′(Z),
for x > z. A similar calculation holds for x < z, yielding
ε∆αGa(x, z)− (U − c)Ga(x, z) = δx(z) + Ea(x, z), (4.17)
with
Ea(x, z) = η
′′(z)x˙
{
Ai(X)Ci′(Z), if x > z,
Ai′(Z)Ci(X), if x < z. (4.18)
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It remains to derive the pointwise estimates as stated in the proposition.
It suffices to consider the case: x < z. By the estimates on the Airy functions
obtained from Lemma 4.3, we get
|∂kzAi(eiπ/6z)∂ℓxCi(eiπ/6x)|
≤ C|z|k/2−1/4|x|ℓ/2−1/4 exp
(1
3
√
2|x|x− 1
3
√
2|z|z
)
,
(4.19)
for k ≥ 0, and for x, z bounded away from zero. In particular, as z > x,
exp
(1
3
√
2|x|x− 1
3
√
2|z|z
)
≤ exp
(√2
3
√
|z||x− z|
)
.
We remark that the polynomial growth in x in the above estimate can be
replaced by the growth in z, up to an exponentially decaying term. Similar
bounds can be obtained for the case x > z.
The lemma thus follows directly from (4.19), upon noting that the pre-
factor in terms of the lower case z is due to the Langer’s change of variables,
with
|η(z)| ∼ 〈z〉2/3, |η′(z)| ∼ 〈z〉−1/3
with 〈z〉 = √1 + z2, for some universal constant C.
Lemma 4.5. Let Ga(x, z) be the approximate Green function defined as in
(4.16), and Ea(x, z) as defined in (4.17). Also let f ∈ Xη, for some η > 0.
Then, for k ≥ 0, there is some constant C so that∥∥∥ ∫ ∞
0
∂kzGa(x, ·)f(x)dx
∥∥∥
η
≤ Cδ−1−k‖f‖η (4.20)
and ∥∥∥ ∫ ∞
0
∂kzEa(x, ·)f(x)dx
∥∥∥
η
≤ Cδ1−k‖f‖η. (4.21)
Proof. Without loss of generality, we assume ‖f‖η = 1. Using the bounds
from Lemma 4.4, and noting that Z = η(z)/δ ≈ (1 + |z|)2/3/δ as z becomes
large, for k = 0, 1, 2, we obtain∫ ∞
0
|∂kzGa(x, z)f(x)|dx
≤ Cδ−2−k
∫ ∞
0
(1 + z)(1−k)/3e−ηz〈Z〉(k−1)/2T (x, z) dx
≤ Cδ−2−k(1 + z)(1−k)/3e−ηz〈Z〉(k−1)/2
∫ ∞
0
(1 + x)−1/3e−
√
2
3
√
|Z||X−Z|δdX
≤ Cδ−1−k(1 + z)(1−k)/3〈Z〉(k−2)/2e−η|z|
≤ Cδ−1−ke−η|z|,
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upon noting that (1 + z)(1−k)/3〈Z〉(k−2)/2 . 1. In the above, we have used
the change of variable dx = δz˙−1dX with z˙ ≈ (1 + |x|)1/3. For higher
derivatives, we use the equation (4.17) for ǫ∂2zGa(x, z). Similar estimates
hold for Ea(x, z). This completes the proof of the lemma.
Lemma 4.6. Let Ga(x, z), Ea(x, z) be defined as in (4.16) and (4.17), and
let f = f(X) satisfy |f(X)| ≤ Cfe−θ0|X|3/2, for some positive constant θ0 <√
2
3 . Then there is some constant C so that∫ ∞
0
|∂kzGa(x, z)f(X)|dx ≤ CCfδ−1−k〈z〉(1−k)/3〈Z〉(k−2)/2e−θ0|Z|
3/2
,∫ ∞
0
|∂kzEa(x, z)f(X)|dx ≤ CCfδ1−k〈z〉(−3−k)/3〈Z〉(k−2)/2e−θ0|Z|
3/2
,
for k ≥ 0.
Proof. Lemma 4.4 yields∫ ∞
0
|∂kzGa(x, z)f(X)|dx
≤ C0Cfδ−2−k〈z〉(1−k)/3〈Z〉(k−1)/2
∫ ∞
0
T (x, z)e−θ0|X|3/2 dx
≤ C0Cfδ−1−k〈z〉(1−k)/3〈Z〉(k−1)/2
∫ ∞
0
T (x, z)e−θ0|X|3/2 dX,
in which T (x, z) is defined as in (4.13). We then estimate the above integral
by considering two cases |X| ≤ |Z| and |X| ≥ |Z|. Precisely, we have∫
{|X|≥|Z|}
T (x, z)e−θ0|X|3/2 dX ≤ e−θ0|Z|3/2
∫ ∞
0
e−
√
2
3
√
|Z||X−Z| dX
. 〈Z〉−1/2e−θ0|Z|3/2 .
As for the case when |X| ≤ |Z|, we have∫
{|X|≤|Z|}
T (x, z)e−θ0|X|3/2 dX ≤
∫ |Z|
0
e−
√
2
3
|Z|3/2e
√
2
3
|X|3/2e−θ0|X|
3/2
dX
≤
∫ |Z|
0
e−
√
2
3
|Z|3/2e(
√
2
3
−θ0)
√
|Z||X| dX
. 〈Z〉−1/2e−θ0|Z|3/2 .
The estimates for Ea(x, z) follow identically.
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Finally, we end the section by proving Proposition 4.2.
Proof of Proposition 4.2. The proof follows from the standard iteration from
the approximate Green function. Indeed, let x be fixed and let us introduce
G0(x, z) = Ga(x, z), E0(x, z) = Ea(x, z).
Lemma 4.4 yields
AG0(x, z) = δx(z) + E0(x, z).
By induction, for n ≥ 1, we introduce
Gn(x, z) = −Ga(x, ·) ⋆ En−1(x, ·)(z),
En(x, z) = −Ea(x, ·) ⋆ En−1(x, ·)(z),
in which ⋆ denotes the usual convolution (in z). By construction, Gn(x, z)
and their first derivatives are smooth, and the sum
Gn(x, z) =
n∑
k=0
Gn(x, z)
solves
AGn(x, z) = δx(z) + En(x, z).
By Lemma 4.4, there holds
|E0(x, z)| ≤ C0e−
√
2
3
√
|Z||X−Z|.
The convolution estimates from Lemma 4.9, and the inductive argument,
then yield
|En(x, z)| ≤ (C0δ)ne−θ0
√
|Z||X−Z|
for some positive constant θ0. Since δ ≪ 1, as n → ∞, En(x, z) con-
verges pointwise to zero, and hence the series Gn(x, z) converges pointwise
to G(x, z). The proposition follows.
4.2 An approximate Green kernel for Airy operator
In order to study the smoothing effect of the Airy operator, we need more
information on the Green function of the Airy operator. Recalling that
Ga(x, z) the Green function of the modified Airy operator A, defined as in
(4.17), we then introduce G(x, z) so that
∆αG(x, z) = Ga(x, z). (4.22)
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By construction, we have
Airy(G(x, z)) = δx(z) + Ea(x, z), (4.23)
with the same remainder Ea(x, z) as in (4.15) for the modified Airy equation.
Using (4.23) we see that G satisfies the following jump conditions at z = x:
[G(x, z)]|x=z = [∂zG(x, z)]|x=z = [∂
2
zG(x, z)]|x=z = 0 (4.24)
and
[ǫ∂3zG(x, z)]|x=z = 1. (4.25)
This yields an approximate Green function for the Airy operator. Certainly,
we might take G(x, z) = ∆−1α Ga(x, z), in which ∆−1α is defined through the
convolution with its Green function α−1e−α|x−z|. This however will not work
due to the fact that the oscillation of the Laplacian is of order α−1, which
is much greater than the localization of the singularity of order δ ≪ α−1
near the critical layer z = zc. Instead, we solve (4.22) by integrating with
respect to z, up to linear terms in z which we shall correct below. For sake
of presentation, we introduce
C˜i(1, z) = δ−1
∫ z
0
e−αyCi(δ−1η(y)) dy, C˜i(2, z) = δ−1
∫ z
0
C˜i(1, y) dy
and
A˜i(1, z) = δ−1
∫ z
∞
e−αyAi(δ−1η(y)) dy, A˜i(2, z) = δ−1
∫ z
∞
A˜i(1, y) dy.
Then, in view of (4.16), we set
G˜(x, z) = δ3ǫ−1x˙3/2eαz
{
Ai(δ−1η(x))C˜i(2, z), if x > z,
Ci(δ−1η(x))A˜i(2, z), if x < z
(4.26)
in which the factor x˙3/2 was added simply to normalize the jump of G(x, z).
It follows from direct computations that G˜(x, z) solves (4.22).
It remains to correct the jump conditions at z = x. The jump conditions
on ∂2zG(x, z) and ∂
3
zG(x, z) follow from those of Ga(x, z). To correct the first
two jump conditions in (4.24), we introduce
G(x, z) = G˜(x, z) + E(x, z) (4.27)
in which E(x, z) is of the form
E(x, z) = δ3ǫ−1x˙3/2eαz
{
δ−1a1(x)(z − x) + a2(x), if x > z,
0, if x < z.
(4.28)
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Here, the coefficients a1(x), a2(x) are defined by the jump conditions, which
lead to
a1(x) = Ci(δ
−1η(x))A˜i(1, x) −Ai(δ−1η(x))C˜i(1, x),
a2(x) = Ci(δ
−1η(x))A˜i(2, x) −Ai(δ−1η(x))C˜i(2, x).
(4.29)
Then, it is clear that G(x, z) solves (4.22) and satisfies the jump conditions
(4.24) and (4.25). Thus, G(x, z) is an approximate Green function of Airy.
Let us give some bounds on the approximate Green function, using the
known bounds on Ai(·) and Ci(·).
We have the following proposition.
Proposition 4.7. Let G(x, z) = G˜(x, z)+E(x, z) be the approximate Green
function defined as in (4.27), and let X = η(x)/δ and Z = η(z)/δ. There
hold pointwise estimates
|∂ℓz∂kxG˜(x, z)| ≤ Cδ−k−ℓ〈z〉(4−k−ℓ)/3〈Z〉(k+ℓ−3)/2T (x, z), (4.30)
with T (x, z) defined as in (4.13). In particular, T (x, z) ≤ e−
√
2
3
√
|Z||X−Z|.
Similarly, for the non-localized term, we have
|E(x, z)| ≤ Ce−α|x−z|
[
〈x〉4/3〈X〉−3/2 + δ−1〈x〉1/3〈X〉−1|x− z|
]
,
|∂zE(x, z)| ≤ Cδ−1〈x〉1/3e−α|x−z|〈X〉−1
(4.31)
for x > z. In addition, ∂2zE(x, z) = 0.
Proof. We recall that for z near zc, we can write z˙(η(z)) = 1 +O(|z − zc|),
which in particular yields that
1
2
≤ z˙(η(z)) ≤ 3
2
for z sufficiently near zc. In addition, by a view of the definition (4.4), η(z)
grows like (1 + |z|)2/3 as z →∞.
Let us assume that z ≫ 1. It suffices to give estimates on A˜i(k, z), C˜i(k, z).
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With notation Y = η(y)/|δ| and the fact that η′(y) ∼ 〈y〉−1/3, we have
|A˜i(1, z)| ≤ δ−1
∫ ∞
z
|e−αyAi(eiπ/6Y )| dy
≤ Cδ−1
∫ ∞
z
e−αy(1 + |Y |)−1/4e−
√
2|Y |Y/3 dy
≤ C
∫ ∞
Z
e−αy(1 + |Y |)−1/4e−
√
2|Y |Y/3 (1 + y)1/3dY
≤ C
∫ ∞
Z
(1 + y)1/3e−αy(1 + |Y |)−1/4e−
√
2|Z|Y/3 dY
≤ C(1 + z)1/3e−αz(1 + |Z|)−3/4e−
√
2|Z|Z/3,
and
|A˜i(2, z)| ≤ δ−1
∫ ∞
z
|A˜i(1, y)| dy
≤ Cδ−1
∫ ∞
z
(1 + y)1/3e−αy(1 + |Y |)−3/4e−
√
2|Y |Y/3 dy
≤ C
∫ ∞
Z
(1 + y)2/3e−αy(1 + |Y |)−3/4e−
√
2|Z|Y/3 dY
≤ C(1 + z)2/3e−αz(1 + |Z|)−5/4e−
√
2|Z|Z/3.
Similarly, we have
|C˜i(1, z)| ≤ δ−1
∫ z
0
e−αy|Ci(eiπ/6Y )| dy
≤ Cδ−1
∫ z
0
e−αy(1 + |Y |)−1/4e
√
2|Y |Y/3 dy
≤ C
∫ z
0
(1 + z)1/3e−αz(1 + |Y |)−1/4e
√
2|Y |Y/3 dY
≤ C(1 + z)1/3e−αz(1 + |Z|)−3/4e
√
2|Z|Z/3
and
|C˜i(2, z)| ≤ δ−1
∫ z
0
|C˜i(1, y)| dy
≤ C
∫ z
0
(1 + y)2/3e−αy(1 + |Y |)−3/4e
√
2|Y |Y/3 dY
≤ C(1 + z)2/3e−αz(1 + |Z|)−5/4e
√
2|Z|Z/3.
In the case that z . 1, the above estimates remain valid. Indeed, first
consider the case that z ≥ Re zc. In this case, we still have |Y | ≥ |Z|
whenever y ≥ z, and so the estimates on A˜i(k, z) follow in the same way as
done above. Whereas, in the case that z ≤ ℜzc, we write
A˜i(1, z) = −δ−1
[ ∫ ℜzc
z
+
∫ ∞
ℜzc
]
e−αyAi(eiπ/6Y ) dy
in which the last integral is equal to A˜i(1,ℜzc) and is in particular bounded.
As for the first integral, we compute
δ−1
∫ ℜzc
z
|e−αyAi(eiπ/6Y )| dy
≤ Cδ−1
∫ zc
z
e−αy(1 + |Y |)−1/4e−
√
2|Y |Y/3 dy.
Since z ≤ y ≤ ℜzc, we have |Y | ≤ |Z| and hence
δ−1
∫ ℜzc
z
|e−αyAi(eiπ/6Y )| dy ≤ Cδ−1
∫ zc
z
(1 + |Y |)−1/4e
√
2
3
|Y |3/2 dy
≤ C
∫ |Z|
0
(1 + |Y |)−1/4e
√
2
3
√
|Z||Y | dY
≤ C〈Z〉−3/4e
√
2|Z|3/2/3.
Similar computations can be done for |A˜i(2, z)|, yielding
|A˜i(1, z)| ≤ 〈Z〉−3/4e
√
2|Z|3/2/3, |A˜i(2, z)| ≤ C〈Z〉−5/4e
√
2|Z|3/2/3.
That is, like Ai(η(z)/δ), the functions A˜i(k, z) grow exponentially fast as z
is increasingly away from the critical layer and z ≤ ℜzc. Similarly, we also
have
|C˜i(1, z)| ≤ C〈Z〉−3/4e−
√
2|Z|3/2/3, |C˜i(2, z)| ≤ C〈Z〉−5/4e−
√
2|Z|3/2/3,
for z ≤ Re zc. The estimates become significant when the critical layer is
away from the boundary layer, that is when δ ≪ |zc|.
By combining together these bounds and those on Ai(·), Ci(·), the
claimed bounds on G˜(x, z) follow. Derivative bounds are also obtained in
the same way. Finally, using the above bounds on A˜i(k, z) and C˜i(k, z), we
get
|∂kxa1(x)| ≤ Cδ−k〈x〉1/2−k/3e−αx〈X〉k/2−1
|∂kxa2(x)| ≤ Cδ−k〈x〉5/6−k/3e−αx〈X〉k/2−3/2,
(4.32)
upon noting that the exponents in Ai(·) and Ci(·) are cancelled out identi-
cally.
This completes the proof of the lemma.
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4.3 Convolution estimates
Lemma 4.8. Let G(x, z) = G˜(x, z) + E(x, z) be the approximate Green
function of Airy, and let f ∈ Xη, η > 0. Then there is some constant C so
that ∥∥∥ ∫ ∞
0
∂kz G˜(x, ·)f(x)dx
∥∥∥
η′
≤ Cδ
1−k
η − η′ ‖f‖η, (4.33)
and ∥∥∥ ∫ ∞
0
∂kzE(x, ·)f(x)dx
∥∥∥
η′
≤ Cδ
−k
η − η′ ‖f‖η, (4.34)
for k = 0, 1, 2 and for η′ < η, with noting that ∂2zE(x, z) ≡ 0.
Proof. Without loss of generality, we assume ‖f‖η = 1. First, consider the
case |z| ≤ 1. Using the pointwise bounds obtained in Proposition 4.7, we
have ∫ ∞
0
|G˜(x, z)f(x)|dx ≤ C0
∫ ∞
0
e−
√
2
3
√
|Z||X−Z|e−ηx dx ≤ Cδ,
upon noting that dx = δz˙−1(η(x))dX with z˙(η(x)) ≈ (1 + |x|)1/3. Here
the growth of z˙(η(x)) in x is clearly controlled by e−ηx. Similarly, since
|E(x, z)| ≤ C(1 + x)4/3, we have∫ ∞
z
|E(x, z)f(x)|dx ≤ C
∫ ∞
z
(1 + x)4/3e−ηxdx ≤ C,
which proves the estimates for |z| ≤ 1. Next, consider the case z ≥ 1, and
k = 0, 1, 2. Again using the bounds from Proposition 4.7 and noting that
Z = η(z)/δ ≈ (1 + |z|)2/3/δ as z becomes large, we obtain∫ ∞
0
|∂kz G˜(x, z)f(x)|dx ≤ Cδ−k
∫ ∞
0
(1 + z)(4−k)/3e−ηxe−
√
2
3
√
|Z||X−Z| dx
≤ Cδ−k(1 + z)1−k/3e−ηz
∫ ∞
0
e−
√
2
3
√
|Z||X−Z|δdX
≤ Cδ1−k(1 + z)e−η|z|.
Here again we have used the change of variable dx = δz˙−1dX with z˙ ≈
(1 + |x|)1/3.
Let us now consider the nonlocal term E(x, z), which is nonzero for
x > z, and consider the case z ≥ 1. Note that |X| ≥ |Z| and so we have
from (4.31)
|E(x, z)| ≤ C(1 + x)4/3(1 + |X|)−3/2 + C(1 + x)1/3.
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In addition, we note that X = η(x)/δ ≈ (1+ |x|)2/3/δ, and so the first term
is bounded by the second term in E(x, z). We thus have∫ ∞
z
|E(x, z)f(x)|dx ≤ C
∫ ∞
z
(1 + x)1/3e−η|x|dx
≤ C(1 + z)1/3e−η|z|.
Also, we have∫ ∞
z
|∂zE(x, z)f(x)|dx ≤ Cδ−1
∫ ∞
z
(1 + x)1/3e−η|x|dx
≤ Cδ−1(1 + z)1/3e−η|z|.
This completes the proof of the lemma.
Finally, when f is very localized, we obtain a better convolution estimate
as follows.
Lemma 4.9. Let G(x, z) be the approximate Green function of the Airy
operator, and let f = f(X) satisfy |f(X)| ≤ Cfe−θ0|X|3/2 for some positive
θ0. Then there is some constant C so that∫ ∞
0
|∂kz G˜(x, z)f(X)|dx ≤ CCf |δ|1−k〈Z〉k−2e−θ0|Z|
3/2
,∫ ∞
0
|∂kzE(x, z)f(X)|dx ≤ CCf |δ|1−k ,
(4.35)
for ℓ ≥ 0.
Proof. The proof is straightforward, following those from Lemma 4.8. For
instance, we have∫ ∞
0
|∂kz G˜(x, z)f(X)|dx
≤ C0Cf |δ|−k
∫ ∞
0
[
〈Z〉k−3/2e−
√
2
3
√
|Z||X−Z| + e−
1
4
|Z|3/2e−
1
4
|X|3/2
]
e−θ0|X|
3/2
dx
≤ CCf |δ|1−k〈Z〉k−2e−θ0|Z|3/2.
Here, note that the first integration was taken over the region where |X| ≈
|Z|. The estimates for E(x, z) follow similarly.
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4.4 The inhomogenous Airy equation
Using the approximate Green function, we can now construct the exact
inverse of Airy and solve the inhomogenous equation:
Airy(φ) = f.
We obtain the following proposition.
Proposition 4.10. Let η′ < η be positive numbers and let α satisfy ν1/2 ≪
α ≪ ν−1/4. Then, the inverse of Airy operator exists and is well defined
from Xη to Xη′ so that
Airy(Airy−1(f)) = f, ∀ f ∈ Xη .
In addition, for k ≥ 0, there holds
‖∂kzAiry−1f‖η′ ≤ Cδ−k‖f‖η, ∀ f ∈ Xη .
Proof. The proposition follows from the standard iteration. Indeed, for
f ∈ Xη, we set
φ0(z) := G ⋆ f(z) =
∫ ∞
0
G(x, z)f(x) dx. (4.36)
By construction, it follows that
Airy(φ0) = f + E0, E0 := Ea ⋆ f
in which the remainder kernel Ea(x, z) is defined as in (4.23). Lemmas 4.8
and 4.5 respectively give
‖φ0‖η′ ≤ C0‖f‖η, ‖E0‖η ≤ C0δ‖f‖η . (4.37)
That is, the error term E0 is indeed of order O(δ) in Xη. Recalling that the
assumption on α in particular implies that δα≪ 1.
We may now define by iteration an exact solver for the Airy operator
A(·). Let us start with a fixed f ∈ Xη. Let us define
φn = −A−1a (En−1)
En = −Erra(En−1)
(4.38)
for all n ≥ 1, with E0 = f . Let us also denote
Sn =
n∑
k=1
φk.
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It follows by induction that
A(Sn) = f + En,
for all n ≥ 1. By Lemma 4.5, we have
‖En‖η ≤ Cδ‖En−1‖η ≤ Cnδn‖f‖η.
Recalling that δ → 0, the above proves that En → 0 in Xη as n → ∞.
Again, Lemma 4.5 yields
‖φn‖η ≤ Cδ−1‖En−1‖η ≤ Cδ−1δn−1‖f‖η .
This shows that φn converges to zero in Xη as n→∞, and furthermore the
series
Sn → S∞
in Xη as n→∞, for some S∞ ∈ Xη . We then denote A−1(f) = S∞, for each
f ∈ Xη. In addition, we have A(S∞) = f, that is, A−1(f) is the exact solver
for the modified Airy operator. A similar estimate follows for derivatives,
using 4.20. The proposition is proved.
4.5 Smoothing effect of Airy operator
In this section, we study the smoothing effect of the modified Airy function.
Precisely, let us consider the Airy equation with a singular source:
Airy(φ) = ǫ∂4xf(z) (4.39)
in which f ∈ Y 4,η, that is f(z) and its derivatives decay exponentially at
infinity and behaves as (z − zc) log(z − zc) near the critical layer z = zc.
Precisely, we assume that
|∂kz f(z)| ≤ Ce−ηz, k = 0, · · · , 4, (4.40)
for z away from zc, and
|f(z)| ≤ C, |∂zf(z)| ≤ C(1 + | log(z − zc)|),
|∂kz f(z)| ≤ C(1 + |z − zc|1−k),
(4.41)
for z near zc and for k = 2, 3, 4, for some constant C. The singular source
ǫ∂4xf arises as an error of the inviscid solution when solving the full viscous
problem. The key for the contraction of the iteration operator lies in the
following proposition:
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Proposition 4.11. Assume that ν1/2 ≪ α ≪ ν−1/4. Let Airy−1 be the
inverse of the Airy operator constructed as in Proposition 4.10 and let f ∈
Y 4,η, for any positive number η. Then, there holds the following uniform
estimate:∥∥∥Airy−1(ǫ∂4xf)∥∥∥
X2,η′
≤ C‖f‖Y 4,η
[
δ +min{|zc|, α−1}
]
| log δ|. (4.42)
In the case when the critical layers z = zc are away from the boundary,
the bound in the above proposition is not sufficiently small. Instead, we
obtain the following proposition:
Proposition 4.12. Assume that ν1/2 ≪ α ≪ ν−1/4 and |zc| & 1. For any
positive number r > 0, we set Ωr := {z ≥ ℜzc − r}. Then, there holds the
estimate:∥∥∥Airy−1(ǫ∂4xf)∥∥∥
X2,η′ (Ωr)
≤ C‖f‖Y 4,η
[
δ +min{r, α−1}
]
| log δ| (4.43)
for arbitrary η′ < η.
4.5.1 Pointwise bounds
Roughly speaking, the Airy inverse of ǫ∂4zf is computed through the convo-
lution with the (approximate) Green function G(x, z):
Airy−1(ǫ∂4zf) ≈ G ⋆ ǫ∂4zf ≈ −ǫ∂3zG ⋆ ∂zf,
in which ǫ∂3zG is bounded and is localized near the critical layer, whose
thickness is of order δ. This indicates the bound by a constant of order
δ log δ as stated in the estimate (4.43). Precisely, we obtain the following
lemma.
Lemma 4.13. Assume that ν1/2 ≪ α ≪ ν−1/4. Let G(x, z) be the approx-
imate Green function of Airy, constructed as in (4.27), with Ea(x, z) being
the error of the approximation, and let f ∈ Y 4,η, for any positive number η.
For k ≥ 0, there holds the following uniform convolution estimates:∣∣∣(U(z)− c)k∂kzG ⋆ ǫ∂4zf(z)∣∣∣
≤ C‖f‖Y 4,η (1 + | log δ|)(δ + χ[0,ℜzc]min{|z − zc|, α−1})e−η
′z
(4.44)
for any η′ < η, and in addition,∣∣∣(U(z)− c)k∂kzEa ⋆ ǫ∂4zf(z)∣∣∣ ≤ C‖f‖Y 4,ηe−ηzδ2(1 + | log δ|) (4.45)
for all z ≥ 0.
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Proof. Without loss of generality, we assume that ‖f‖Y 4,η = 1. To begin
our estimates, let us recall the decomposition of G(x, z) into the localized
and non-localized part as
G(x, z) = G˜(x, z) + E(x, z),
where G˜(x, z) and E(x, z) satisfy the pointwise bounds in Proposition 4.7.
Using the continuity of the Green function, we can integrate by parts to get
φ(z) = −ǫ
∫ ∞
0
∂3x(G˜+ E)(x, z)∂xf(x) dx+ B0(z)
= Iℓ(z) + Ie(z) + B0(z)
(4.46)
Here, Iℓ(z) and Ie(z) denote the corresponding integral that involves G˜(x, z)
and E(x, z) respectively, and B0(z) is introduced to collect the boundary
terms at x = 0 and is defined by
B0(z) := −ǫ
2∑
k=0
(−1)k∂kxG(x, z)∂3−kx (f(x))|x=0. (4.47)
By a view of the definition of E(x, z), we further denote
Ie,1(z) : = δ
2eαz
∫ ∞
z
∂3x(x˙
3/2a1(x)(z − x))∂xf(x) dx,
Ie,2(z) : = δ
3eαz
∫ ∞
z
∂3x(x˙
3/2a2(x))∂xf(x) dx
We have Ie(z) = Ie,1(z) + Ie,2(z).
Estimate for the integral Iℓ(z). Using the bound (4.30) on the local-
ized part of the Green function, we can give bounds on the integral term
Iℓ in (4.46). Consider the case |z − zc| ≤ δ. In this case, we note that
η′(z) ≈ z˙(η(z)) ≈ 1. By splitting the integral into two cases according to
the estimate (4.30), we get
|Iℓ(z)| =
∣∣∣ǫ ∫ ∞
0
∂3xG˜(x, z)∂xf(x) dx
∣∣∣
≤ ǫ
∫
{|x−zc|≤δ}
|∂3xG˜(x, z)∂xf(x)| dx+ ǫ
∫
{|x−zc|≥δ}
|∂3xG˜(x, z)∂xf(x)| dx,
in which since ǫ∂3xG˜(x, z) is uniformly bounded, the first integral on the
right is bounded by
C
∫
{|x−zc|≤δ}
|∂xf(x)| dx ≤ C
∫
{|x−zc|≤δ}
(1+| log(x−zc)|) dx ≤ Cδ(1+| log δ|).
47
For the second integral on the right, we note that in this case since X and Z
are away from each other, there holds e−
√
2
3
√
|Z||X−Z| ≤ Ce− 16 |X|3/2e− 16 |Z|3/2 .
We get
ǫ
∫
{|x−zc|≥δ}
|∂3xG˜(x, z)∂xf(x)| dx
≤ C
∫
{|x−zc|≥δ}
e−
1
6
|X|3/2e−ηx(1 + | log(x− zc)|) dx
≤ C(1 + | log δ|)
∫
R
e−
1
6
|X|3/2 dx
≤ Cδ(1 + | log δ|),
in which the second-to-last inequality was due to the crucial change of vari-
able X = δ−1η(x) and so dx = δz˙(η(x))dX with |z˙(η(x))| ≤ C(1 + |x|)1/3.
Let us now consider the case |z − zc| ≥ δ. Here we note that as z →∞,
Z = δ−1η(z) also tends to infinity since |η(z)| ≈ (1+|z|)2/3 as z is sufficiently
large. We again split the integral in x into two parts |x − zc| ≤ δ and
|x − zc| ≥ δ. For the integral over {|x − zc| ≤ δ}, as above, with X and Z
being away from each other, we get
ǫ
∫
{|x−zc|≤δ}
|∂3xG˜(x, z)∂xf(x)| dx ≤ Ce−
1
6
|Z|3/2
∫
{|x−zc|≤δ}
(1 + | log(x− zc)|) dx
≤ Ce−ηzδ(1 + | log δ|).
Here the exponential decay in z was due to the decay term e−
1
6
|Z|3/2 with
Z ≈ (1 + z)2/3. Next, for the integral over {|x− zc| ≥ δ}, we use the bound
(4.30) and the assumption |∂xf(x)| ≤ Ce−ηx(1 + | log δ|) to get
ǫ
∫
{|x−zc|≥δ}
|∂3xG˜(x, z)∂xf(x)| dx
≤ C(1 + | log δ|)(1 + z)1/3
∫
e−ηxe−
√
2|Z||X−Z|/3 dx
≤ C(1 + | log δ|)δ(1 + z)1/3e−ηz|Z|−1/2
If z ≤ 1, the above is clearly bounded by C(1 + | log δ|)δ. Consider the case
z ≥ 1. We note that |Z| & |z|2/3/δ. This implies that (1 + z)1/3|Z|−1/2 . 1
and so the above integral is again bounded by C(1 + | log δ|)δe−ηz .
Therefore in all cases, we have |Iℓ(z)| ≤ Ce−ηzδ(1 + | log δ|) or equiva-
lently, ∣∣∣ ∫ ∞
0
ǫ∂3xG˜(x, z)∂xf(x) dx
∣∣∣ ≤ Ce−ηzδ(1 + | log δ|) (4.48)
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for all z ≥ 0.
Estimate for Ie,2. Again, we consider several cases depending on the size of
z. For z away from the critical and boundary layer (and so is x): z ≥ |zc|+δ,
we apply integration by parts to get
Ie,2(z) = δ
3eαz
∫ ∞
z
∂3x(x˙
3/2a2(x))∂xf(x) dx
= −δ3eαz
∫ ∞
z
∂2x(x˙
3/2a2(x))∂
2
xf(x) dx− δ3eαx∂2x(x˙3/2a2(x))∂xf(x)|x=z.
Here for convenience, we recall the bound (4.32) on a2(x):
|∂kxa2(x)| ≤ Cδ−k(1 + x)5/6−k/3e−αx(1 + |X|)k/2−3/2. (4.49)
Now by using this bound and the fact that |Z| & |z|2/3/δ (recalling that z
is away from the critical layer), the boundary term in Ie,2 is bounded by
|δ3eαz∂2z (z˙3/2a2(z))∂zf(z)|
≤ Cδ(1 + |z|)2/3(1 + |Z|)−1/2(1 + | log(z − zc)|)e−ηz
≤ Ce−ηzδ(1 + | log δ|)(1 + δ1/2|z|1/3).
Whereas, the integral term in Ie,2 is estimated by∣∣∣δ3eαz ∫ ∞
z
∂2x(x˙
3/2a2(x))∂
2
xf(x) dx
∣∣∣
≤ Cδ
∫ ∞
z
(1 + x)2/3|X|−1/2|x− zc|−1e−ηxe−α|x−z| dx
≤ Cδ(1 + z)2/3|Z|−1/2e−ηz(1 + | log δ|)
≤ Cδ(1 + | log δ|)(1 + δ1/2|z|1/3)e−ηz .
Thus we have ∣∣∣Ie,2(z)∣∣∣ ≤ Cδ(1 + | log δ|)(1 + δ1/2|z|1/3)e−ηz , (4.50)
for all z ≥ |zc|+ δ.
Next, for z ≤ |zc|+ δ, we write the integral Ie,2(z) into
δ3eαz
[ ∫
{|x−zc|≥δ}
+
∫
{|x−zc|≤δ}
]
∂3x(x˙
3/2a2(x))∂xf(x) dx,
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where the first integral can be estimated similarly as done in (4.50). For the
last integral, using (4.49) for bounded X yields∣∣∣δ3eαz ∫
{|x−zc|≤δ}
∂3x(x˙
3/2a2(X))∂xf(x) dx
∣∣∣
≤ C
∫
{|x−zc|≤δ}
e−α|x−z|(1 + | log(x− zc)|) dx
≤ Cδ(1 + | log δ|).
Thus, we have shown that∣∣∣Ie,2(z)∣∣∣ ≤ Cδ(1 + | log δ|)(1 + δ1/2|z|1/3)e−ηz , (4.51)
for all z ≥ 0.
Estimate for Ie,1. Following the above estimates, we can now consider the
integral
Ie,1(z) = δ
2eαz
∫ ∞
z
∂3x(x˙
3/2a1(x)(z − x))∂xf(x) dx,
Let us recall the bound (4.32) on a1(x):
|∂kxa1(x)| ≤ Cδ−k(1 + x)1/2−k/3e−αx(1 + |X|)k/2−1. (4.52)
To estimate the integral Ie,1(z), we again divide the integral into several
cases. First, consider the case z ≥ |zc|+ δ. Since in this case x is away from
the critical layer, we can apply integration by parts three times to get
Ie,1(z) = −δ2eαz
∫ ∞
z
∂2x(x˙
3/2a1(x)(z − x))∂2xf(x) dx
− δ2eαx∂2x(x˙3/2a1(x)(z − x))∂xf(x)|x=z
= −δ2eαz
∫ ∞
z
x˙3/2a1(x)(z − x)∂4xf(x) dx
+ δ2eαx
(
∂x(x˙
3/2(z − x)a1)∂2xf(x)− ∂2x(x˙3/2(z − x)a1)∂xf
)
|x=z
in which the boundary terms are bounded by e−η|z|δ(1 + | log δ|) times
(1 + z)1/6
[
δ(1 + z)5/6|Z|−1|z − zc|−1 + δ(1 + z)−1/6|Z|−1 + (1 + z)1/2|Z|−1/2
]
≤ C(1 + δ1/2z1/3).
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Similarly, we consider the integral term in Ie,1. Let M =
1
η log(1 + z).
By (4.52), we have∣∣∣δ2eαz ∫ ∞
z
x˙3/2a1(x)(z − x)∂4xf(x) dx
∣∣∣
≤ C
∫ ∞
z
δ2(1 + x)(1 + |X|)−1|x− z||x− zc|−3e−ηxe−α|z−x| dx
≤ C(1 + z)1/3
[
M + (1 + z)e−ηM
]
e−ηz
∫
{|x−zc|≥δ}
δ3|x− zc|−3 dx
≤ C(1 + z)1/3 log(1 + z)e−ηzδ.
Hence, we obtain the desired uniform bound Ie,1(z) for z ≥ |zc|+ δ.
Next, consider the case |z − zc| ≤ δ in which Z is bounded. We write
Ie,1(z) = δ
2eαz
[ ∫
{|x−zc|≥δ}
+
∫
{|x−zc|≤δ}
]
∂3x(x˙
3/2a1(x)(z − x))∂xf(x) dx.
The first integral on the right can be estimated similarly as above, using
integration by parts and noting that |z−x| ≤ 2δ on the boundary |x−zc| = δ.
For the second integral, we use the bound (4.52) for bounded X to get∣∣∣δ2eαz ∫
{|x−zc|≤δ}
∂3x(x˙
3/2a1(x)(z − x))∂xf(x) dx
∣∣∣
≤ C
∫
{|x−zc|≤δ}
(1 + | log(x− zc)|)e−α|x−z| dx
≤ Cδ(1 + | log δ|).
Finally, we consider the case 0 ≤ z ≤ |zc| − δ. It suffices to consider
the case when δ ≪ |zc|, that is when the critical layer is away from the
boundary layer. In this case the linear growth in Z becomes significant:
|Z| . (1 + |z − zc|/δ). As above, we estimate the integral Ie,1 over the
regions |x − zc| ≤ δ and |x − zc| ≥ δ, separately. For the former case, we
compute∣∣∣δ2eαz ∫
{|x−zc|≤δ}
∂3x(x˙
3/2a1(x)(z − x))∂xf(x) dx
∣∣∣
≤ Cδ−1
∫
{|x−zc|≤δ}
(1 + | log(x− zc)|)|x − z|e−α|x−z| dx
≤ C(1 + | log δ|)min{|z − zc|, α−1}
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in which the inequality e−α|x−z||x−z| ≤ α−1 and the fact that |x−z| . |z−zc|
were used. For the integral over |x− zc| ≥ δ, we perform the integration by
parts as done in the previous case, yielding the same bound. This proves
Ie,1(z) ≤ C(δ +min{|z − zc|, α−1})(1 + | log δ|) (4.53)
for all z ≥ 0.
Remark 4.14. We remark that on Ωr = {z ≥ ℜzc−r} for arbitrary positive
r, the estimate (4.53) becomes
Ie,1(z) ≤ C(δ +min{r, α−1})(1 + | log δ|). (4.54)
Estimate for the boundary term B0(z). It remains to give estimates on
B0(z) = −ǫ
2∑
k=0
(−1)k∂kxG(x, z)∂3−kx (f(x))|x=0.
We note that there is no linear term E(x, z) at the boundary x = 0 since
z ≥ 0. Using the bound (4.30) for x = 0, we get
|ǫG˜(x, z)∂3x(f(x))|x=0 ≤ Cδ3(1 + |zc|−2)e−
2
3
|Z|3/2
|ǫ∂xG˜(x, z)∂2x(f(x))|x=0 ≤ Cδ2(1 + |zc|−1)e−
2
3
|Z|3/2
|ǫ∂2xG˜(x, z)∂xf(x)|x=0 ≤ Cδ(1 + | log zc|)e−
2
3
|Z|3/2 .
This together with the assumption that δ . zc then yields
|B0(z)| ≤ Cδ(1 + | log δ|)e−ηz . (4.55)
Combining all the estimates above yields the lemma for k = 0. This
completes the proof of estimate (4.44) for k = 0.
Proof of estimate (4.44) with k > 0. We now prove the lemma for the
case k = 2; the case k = 1 follows similarly. We consider the integral
ǫ
∫ ∞
0
(U(z) − c)2∂2z G˜(x, z)∂4xf(x)dx = I1(z) + I2(z),
with I1(z) and I2(z) denoting the integration over {|x− zc| ≤ δ} and {|x−
zc| ≥ δ}, respectively. Note that (U(z) − c)z˙2 = U ′(zc)η(z) and recall that
Z = η(z)/δ by definition. For the second integral I2(z), by using (4.40),
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(4.41), and the bounds on the Green function for x away from z and for x
near z, it follows that
|I2(z)| ≤ C
[
δe−ηz
∫
{|x−zc|≥δ}
(1 + |Z|)1/2e− 23
√
|Z||X−Z|(1 + |x− zc|−1) dx
+ ǫe−
1
6
|Z|3/2
∫
{|x−zc|≥δ}
e−
1
6
|X|3/2(1 + |x− zc|−3)e−ηx dx
]
.
By using |x − zc| ≥ δ in these integrals and making a change of variable
X = η(x)/δ to gain an extra factor of δ, the integral I2 is bounded by
Cδ
[
(1 + z)e−ηz
∫
R
(1 + |Z|)1/2e− 23
√
|Z||X−Z| dX + e−
1
8
|Z|3/2
∫
R
e−
1
6
|X|3/2 dX
]
which is clearly bounded by Cδ(1 + z)e−ηz . It remains to give the estimate
on I1(z) over the region: |x − zc| ≤ δ. In this case, we take integration by
parts three times. Leaving the boundary terms untreated for a moment, let
us consider the integral term
ǫ
∫
{|x−zc|≤δ}
(U(z) − c)2∂2z∂3xG˜(x, z)∂xf(x)dx.
We note that the twice z-derivative causes a large factor δ−2 which combines
with (U − c)2 to give a term of order |Z|2. Similarly, the small factor of ǫ
cancels out with δ−3 that comes from the third x-derivative. The integral
is therefore bounded by
C
[
e−ηz
∫
{|x−zc|≤δ}
e−
2
3
√
|Z||X−Z|(1 + | log(x− zc)|) dx
+ e−
1
6
|Z|3/2
∫
{|x−zc|≤δ}
e−
1
6
|X|3/2(1 + | log(x− zc)|) dx
]
≤ C
[
e−ηz + e−
1
8
|Z|3/2
] ∫
{|x−zc|≤δ}
(1 + | log(x− zc)|) dx
≤ Ce−ηzδ(1 + | log Im c|).
Finally, the boundary terms can be treated, following the above analysis and
that done in the case k = 0; see (4.55). This completes the proof of (4.44).
Proof of estimate (4.45). The proof follows similarly, but more straight-
forwardly, the above proof for the localized part of the Green function. We
skip the details.
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4.5.2 Proof of the Airy smoothing
We are ready to give the proof of the main results in this section: Proposi-
tions 4.11 and 4.12.
Proof of Proposition 4.11. The proposition now follows from the standard
iteration, using the pointwise bounds obtained in Lemma 4.13Indeed, let us
introduce
φ0 := G ⋆ ǫ∂
4
zf
Then, by construction,
Airy(φ0) = ǫ∂
4
zf + E0, E0 := Ea ⋆ ǫ∂
4
zf(z).
Here, by Lemma 4.13, the error term E0 satisfies the bound
‖E0‖η ≤ C‖f‖Y 4,ηδ2(1 + | log δ|).
If we now set ψ := −Airy−1(E0) with the exact inverse of Airy being ob-
tained from Proposition 4.10, we then have
Airy(φ0 + ψ) = ǫ∂
4
zf.
The proposition follows at once from Lemma 4.13 which gives the claimed
bounds on φ0 and Proposition 4.10 which provides bounds on ψ, the Airy
inverse of E0.
Proof of Proposition 4.12. The proof is identical to that of Proposition 4.11,
upon using Remark 4.14.
5 Orr-Sommerfeld solutions near critical layers
In this section, we construct four independent solutions to the Orr-Sommerfeld
equations:
OS(φ) = −ε∆2αφ+ (U − c)∆αφ− U ′′φ = 0. (5.1)
We study the solutions near critical layers; namely, we consider c so that
ℑc≪ 1 and there is a (unique) complex number zc so that
c = U(zc).
In addition, the spatial frequency α is assumed to be in the range
ν1/2 ≪ α≪ ν−1/4. (5.2)
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In particular, we note that ǫ =
√
ν
iα ≪ 1. In addition, the condition α ≪
ν−1/4 is equivalent to δα ≪ 1, in which δ ≈ ǫ1/3 denotes the thickness of
critical layers. The latter implies that the critical layers are thinner than
the oscillation in the Laplacian ∆α = ∂
2
z − α2.
5.1 Main result
Precisely, our main result in this section is as follows.
Theorem 5.1 (Independent Orr-Sommerfeld solutions). Let α be within the
range as described in (5.2), and c be sufficiently close to the Range of U so
that zc exists and is finite. Assume that the parameters c, zc, ǫ, and α satisfy
either
γǫ,c := (ǫ
1/3 +min{|zc|, α−1})(1 + | log δ logℑc|)≪ 1
or in the case when |zc| & 1,
γǫ,c := ǫ
1/4(1 + | log ǫ logℑc|)≪ 1.
Then, there are four independent solutions to the Orr-Sommerfeld equations
(5.1), two of which are slow modes φs,± close to the Rayleigh solution, and
the other two are fast modes φf,± close to the classical Airy functions. Pre-
cisely, there is some positive number η so that
φs,± = φRay,±
(
1 +O(γα,ce−ηz)
)
φf,± = φAiry,±
(
1 +O(δ(1 + δα2)e−ηz)
)
in which δ ∼ ǫ1/3 denotes the size of critical layers, O(·) are bounds in the
usual L∞ norm, φRay,± the Rayleigh solutions constructed in Section 3, and
φAiry,± denotes the second primitive Airy functions:
φAiry,− := γ3Ai(2, δ−1η(z)), φAiry,+(z) := γ4Ci(2, δ−1η(z))
for some normalizing constants γ3,4 so that φAiry,±(0) = 1.
Let us now detail Ai, Ci and η. In the above theorem, Ai(2, ·) and
Ci(2, ·) are the corresponding second primitives of the Airy solutions Ai(·)
and Ci(·), and η(z) denotes the Langer’s variable. We refer to Section 4.1
for more details. In particular, there hold
Ai(2, Z) ≤ C0〈Z〉−5/4e−
√
2|Z|Z/3
Ci(2, Z) ≤ C0〈Z〉−5/4e
√
2|Z|Z/3.
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Moreover, Z = δ−1η(z) is of order ǫ−1/3|z−zc| near the critical layers z = zc
and of order ǫ−1/3〈z〉2/3 for large z. By view of the Langer’s variable, we
have
Z =
(3
2
∫ z
zc
ε−1/2
√
U − c+ α2ε dy
)2/3
=
(3
2
∫ z
zc
µf (y) dy
)2/3
(5.3)
with µf (y) = ε
−1/2√U − c+ α2ε. This yields
e±
√
2|Z|Z/3 = e±
∫ z
zc
µf (y) dy.
Hence, asymptotically as z →∞, the four Orr-Sommerfeld solutions behave
as
φs,± ≈ e±αz, φf,± ≈ e±
∫ z
zc
µf (y) dy
which coincide with the bounds in the case when critical layers are absent.
5.2 Slow Orr-Sommerfeld modes
In this section, we iteratively construct two exact slow-decaying and -growing
solutions φ1,2 to the full Orr-Sommerfeld equations, starting from the Rayleigh
solutions. We recall that throughout this chapter, the parameter α is con-
sidered within the following range
ν1/2 ≪ α≪ ν−1/4.
Precisely, we obtain the following propositions whose proof will be given at
the end of the section.
Proposition 5.2 (Small ℜc or large α). Assume that c, zc, δ, and α satisfy
(δ +min{|zc|, α−1})(1 + | log δ logℑc|)≪ 1.
Then, for each Rayleigh solution φRay, there exists a corresponding Orr-
Sommerfeld solution φs so that
‖φs − φRay‖X2,η ≤ C(δ +min{|zc|, α−1})(1 + | log δ logℑc|),
for some positive constants C, η independent of α, ǫ, c.
Remark 5.3. If we start our construction with the exact Rayleigh solutions
φRay,±, which were constructed in Section 3, then Proposition 5.2 yields
existence of two exact solutions φs,± to the homogenous Orr-Sommerfeld
equation.
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Proposition 5.4 (Bounded ℜc and bounded α). Assume that |zc| & 1, and
ǫ1/4(1 + | log ǫ logℑc|)≪ 1.
Then, for each Rayleigh solution φRay, there exists an exact solution φs(z)
to the Orr-Sommerfeld equations so that φs is arbitrarily close to φRay in
X2,η
‖φs − φRay‖X2,η ≤ Cǫ1/4(1 + | log ǫ logℑc|)
for some positive constants C, η independent of α, ǫ, c.
Next, we obtain the following lemma.
Lemma 5.5. The slow modes φs constructed in Proposition 5.2 and in
Proposition 5.4 depend analytically in c, for Im c > 0.
Proof. The proof is straightforward since the only “singularities” are of the
forms: log(U − c), 1/(U − c), 1/(U − c)2, and 1/(U − c)3, which are analytic
in c when Im c > 0.
Remark 5.6. It can be shown that the constructed slow modes φs can be
extended Cγ-Ho¨lder continuously on the axis {Im c = 0}, for 0 ≤ γ < 1.
The proof of Proposition 5.2 follows at once from the proof of the fol-
lowing proposition, providing approximate solutions to the Orr-Sommerfeld
equations.
Proposition 5.7. Let N be arbitrarily large and assume the same assump-
tions as in Proposition 5.2. For each f ∈ Xη and each bounded Rayleigh
solution φRay so that Rayα(φRay) = f, there exists a bounded function φN
that approximately solves the Orr-Sommerfeld equation in the sense that
OS(φN )(z) = f +ON (z). (5.4)
In addition, there hold the following uniform bounds
‖φN − φRay‖X2,η ≤ C(δ +min{|zc|, α−1})(1 + | log δ logℑc|)
and
‖ON‖X2,η ≤
[
C(δ +min{|zc|, α−1})(1 + | log δ logℑc|)
]N
.
The construction starts from the Rayleigh solution φRay so that Rayα(φRay) =
f. By definition, we have
OS(φRay) = f − ǫ∆2α(φRay) (5.5)
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in which ∆2αφRay is singular near the critical layer z = zc. To smooth out
the singularity, we introduce
Bs := Airy
−1(As), As := ǫ∆2α(φRay).
Together with the identity Orr = Airy + U ′′, it follows at once that
OS(Bs) = ǫ∆
2
α(φRay) + U
′′Bs
This leads us to set
φ1 := φRay +Bs (5.6)
which solves the Orr-Sommerfeld equations with a new remainder:
OS(φ1) = f +O1, O1 := U
′′Bs.
We shall show that the remainder O1 is sufficiently small in some function
space. The standard iteration would yield the proposition. Indeed, induc-
tively, let us assume that we have constructed φN so that
OS(φN ) = f +ON ,
for some sufficiently small remainder. We then improve the error term by
constructing a new approximate solution φ1,N+1 so that it solves the Orr-
Sommerfeld equations with a smaller remainder. To this end, we first solve
the Rayleigh equation by introducing
ψN := −Ray−1α
(
ON
)
and introduce
Bs,N := Airy
−1As,N , As,N : = χǫ∆2αψN .
Then, the new approximate solution is defined by
φ1,N+1 := φN + ψN +Bs,N (5.7)
solving the Orr-Sommerfeld equations with a new remainder
OS(φ1,N+1) = f +ON+1, ON+1 := U
′′Bs,N .
To ensure the convergence, let us introduce the iterating operator
Iter(g) := U ′′Airy−1(As(g)), As(g) := ǫ∆2αRay
−1
α (g). (5.8)
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Then the relation between old and new remainders reads
ON+1 := Iter(ON ). (5.9)
We then inductively iterate this procedure to get an accurate approxima-
tion to φ1. We shall prove the following key lemma which gives sufficient
estimates on the Iter operator and would therefore complete the proof of
Proposition 5.7.
Lemma 5.8. For g ∈ X2,η, the Iter(·) operator defined as in (5.8) is a
well-defined map from X2,η to X2,η. Furthermore, there holds
‖Iter(g)‖X2,η ≤ C
[
δ +min{|zc|, α−1}
]
| log δ logℑc|‖g‖X2,η , (5.10)
for some universal constant C.
Proof. Let g ∈ X2,η. By a view of Proposition 3.5, we have
‖Ray−1α (g)‖Y 4,α ≤ C(1 + | log(ℑc)|)‖g‖X2,η .
Next, we consider As(g) = ǫ∆
2
α(Ray
−1
α (g)), which has a singularity of order
(z − zc)−3 due to the z log z singularity in Ray−1α (·). Applying Proposition
4.11, together with the exponential decay from U ′′ at infinity, we get∥∥∥U ′′Airy−1(ǫ∆2α(h))∥∥∥
X2,η
≤ C‖h‖Y 4,α
[
δ +min{|zc|, α−1}
]
| log δ logℑc|.
Putting these estimates together, we obtain
‖Iter(g)‖X2,η ≤ C
[
δ +min{|zc|, α−1}
]
| log δ logℑc|‖g‖X2,η
which gives the lemma.
Proof of Proposition 5.4. We now consider the case when both ℜc and α are
bounded. Let r be an arbitrary positive number so that δ ≪ r. We first
solve the Orr-Sommerfeld equations on Ωr := {z ≥ ℜzc − r}. Recall from
Proposition 4.12 that∥∥∥Airy−1(ǫ∂4xf)∥∥∥
X2,η′ (Ωr)
≤ C‖f‖Y 4,η
[
δ +min{r, α−1}
]
(1 + | log δ|)
≤ C‖f‖Y 4,ηr(1 + | log δ|).
Using this and following the proof of Proposition 5.2, we obtain an exact
Orr-Sommerfeld solution defined on Ωr so that
‖φs − φRay‖X2,η(Ωr) ≤ Cr(1 + | log δ logℑc|) (5.11)
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as long as r(1 + | log δ logℑc|)≪ 1.
It remains to show that φs can be continued down to z = 0 and remains
close to the Rayleigh solution φRay. Set Ω
c
r := [0,ℜzc−r] and φ = φs−φRay .
We are led to solve the following inhomogenous Orr-Sommerfeld equations
OS(φ) = ǫ∆2αφRay ,
on Ωcr, together with boundary conditions φ = φs−φRay and φ′ = φ′s−φ′Ray
at z = ℜzc − r and φ = φ′ = 0 at z = 0. The solution φ is defined by
φ(z) =
∫
Ωcr
Gα,c(x, z)ǫ∆
2
αφRay(x) dx+
∑
j=s,f
Aj,±φj,±(z) (5.12)
in which Gα,c(x, z) denotes the Green function of OS(·) on Ωcr, φj,± are
four independent solutions of the Orr-Sommerfeld equations on Ωcr, and the
constants Aj,± are added to correct the boundary conditions.
Since there are no critical layers in Ωcr, solutions to the Orr-Sommerfeld
equation can be constructed via the standard iteration from the two Rayleigh
solutions φs,± ∼ e±µsz and two Airy solutions φf,± ∼ e±µf (z−zc). We then
construct the Green function for the Orr-Sommerfeld equations, without tak-
ing care of the boundary conditions. In particular, the L1 norm of Gα,c(·, z)
is uniformly bounded. Thus,∣∣∣ ∫
Ωcr
Gα,c(x, z)ǫ∆
2
αφRay(x) dx
∣∣∣ . sup
z∈Ωzr
|ǫ∆2αφRay(z)| . ǫr−3,
upon recalling that the singularity of the Rayleigh solution φRay is of order
(z − zc) log(z− zc). Take r = ǫ1/4. The above integral is thus bounded by a
constant times ǫ1/4. In addition, by (5.11), the boundary value
|∂kzφ|z=ℜzc−r | . ǫ1/4−k/4(1 + | log δ logℑc|).
This proves that∑
j=s,f
Aj,±∂kzφj,±|z=0,ℜzc−r . ǫ
1/4−k/4(1 + | log δ logℑc|),
which yields As,±, Af,+ . ǫ1/4(1 + | log δ logℑc|) and Af,− is exponentially
small. In particular,∣∣∣ ∑
j=s,f
Aj,±∂kzφj,±(z)
∣∣∣ . ǫ1/4−k/4(1 + | log δ logℑc|).
By view of (5.12) and (5.11), the proposition is proved.
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5.3 Fast Orr-Sommerfeld modes
In this section, we shall construct exact solutions to the Orr-Sommerfeld
equations that are close to the two independent Airy solutions:
φ3,0(z) := γ3Ai(2, δ
−1η(z)), φ4,0(z) := γ4Ci(2, δ−1η(z)), (5.13)
in which γ3 = 1/Ai(2, δ
−1η(0)) and γ4 = 1/Ci(2, δ−1η(0)) are normalizing
constants. Here, Ai(2, ·) and Ci(2, ·) are the second primitive of the Airy
solutions Ai(·) and Ci(·), respectively, and η(z) denotes the Langer’s variable
δ =
( ε
iU ′c
)1/3
, η(z) =
[3
2
∫ z
zc
(U − c
U ′c
)1/2
dz
]2/3
. (5.14)
We recall that as Z = η(z)/δ which tends to the infinity along the line eiπ/6R,
the Airy solution Ai(2, eiπ/6Z) behaves as e∓
√
2
3
|Z|3/2 , whereas Ci(2, eiπ/6Z)
is of order e±
√
2
3
|Z|3/2 . In particular, since η(0) ∼ −zc, δ−1η(0) → ∞ with
an angle approximately 76π. Hence, the normalizing constant γ3,4 is approx-
imately of order 〈zc/δ〉5/4e±
√
2
3
|zc/δ|3/2 , respectively. Let us also recall that
the critical layer is centered at z = zc and has a typical size of |δ| ∼ ǫ1/3.
Inside the critical layer, the Airy functions play a crucial role.
Proposition 5.9. We assume that δ(1 + δα2) ≪ 1. Then, there are two
exact independent solutions φj(z), j = 3, 4, solving the Orr-Sommerfeld
equation
OS(φj) = 0, j = 3, 4,
so that φj(z) is approximately close to φj,0(z) in the sense that
φj = φj,0(1 + ψ) (5.15)
with
‖ψ‖η ≤ Cδ(1 + δα2)
for some constants C independent of α, ǫ, and c.
From the construction, we also obtain the following lemma.
Lemma 5.10. The fast Orr mode φ3,4(z) constructed in Proposition 5.9
depends analytically in c with Im c 6= 0.
Proof. This is simply due to the fact that both Airy function and the Langer
transformation (5.14) are analytic in their arguments.
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Proof of Proposition 5.9. We start with φ3,0(z) = γ3Ai(2, δ
−1η(z)). We
note that φ3,0 and ∂zφ3,0 are both bounded on z ≥ 0, and so are ε∂4zφ3,0
and (U − c)∂2zφ3,0. We shall show indeed that φ3,0 approximately solves the
Orr-Sommerfeld equation. First, by the estimates on the Airy functions in
Lemma 4.3, when the z-derivative hits the Airy functions, it gives an extra
δ−1〈Z〉1/2, and hence, φ3,0(z) satisfies
|∂kzφ3,0(z)| ≤ C0γ3δ−k〈Z〉−5/4+k/2e−
√
2|Z|Z/3, k ≥ 0.
We note that thanks to the normalizing constant γ3, the above estimate in
particular yields that
|∂kzφ3,0(0)| ≤ C0δ−k〈zc/δ〉k/2, k ≥ 0,
which could be large in the limit ǫ, zc → 0. When z is away from zero,
the exponent e−
√
2|Z|Z/3 is sufficiently small, of order e−1/|δ|3/2 in the limit
δ → 0. This controls any polynomial growth in 1/δ. Next, direct calculations
yield
Airy(φ3,0) := εδ
−1γ3η(4)Ai(1, Z) + 4εδ−2γ3η′η(3)Ai(Z) + 3εδ−2γ3(η′′)2Ai(Z)
+ εδ−4γ3(η′)4Ai′′(Z) + 6εδ−3γ3η′′(η′)2Ai′(Z)
− γ3(U − c)
[
η′′δ−1Ai(1, Z) + δ−2(η′)2Ai(Z)
]
+ α2(U − c+ ǫα2)φ3,0,
with Z = δ−1η(z). Let us first look at the leading terms with a factor of
εδ−4 and of (U − c)δ−2. Using the facts that η′ = 1/z˙, δ3 = ε/U ′c, and
(U − c)z˙2 = U ′cη(z), we have
εδ−4(η′)4Ai′′(Z)− δ−2(η′)2(U − c)Ai(Z)
= εδ−4(η′)4
[
Ai′′(Z)− δ2ε−2(U − c)z˙2Ai(Z)
]
= εδ−4(η′)4
[
Ai′′(Z)− ZAi(Z)
]
= 0.
The next terms in Airy(φ3,0) are
6εδ−3γ3η′′(η′)2Ai′(Z)− γ3(U − c)η′′δ−1Ai(1, Z)
= γ3
[
6η′′(η′)2U ′cAi
′(Z)− ZU ′cη′′(η′2)Ai(1, Z)
]
= γ3η
′′(η′)2U ′c
[
6Ai′(Z)− ZAi(1, Z)
]
,
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which is bounded for z ≥ 0. The rest is of order O(ε1/3) or smaller. That
is, we obtain
Airy(φ3,0) = I0(z) : = γ3η
′′(η′)2U ′c
[
6Ai′(Z)− ZAi(1, Z)
]
+ α2(U − c+ ǫα2)φ3,0 +O(ε1/3).
Here we note that the right-hand side I0(z) is very localized and depends
primarily on the fast variable Z as Ai(·) does. Precisely, we have
|∂kz I0(z)| ≤ Cγ3δ−k(1 + δα2)〈Z〉1/4+k/2e−
√
2|Z|Z/3 (5.16)
in which we have used ǫα2 . δ and (U−c+ǫα2)z˙2 = δU ′cZ. Again as z → 0,
we obtain the following bound, using the normalizing constant γ3,
|∂kz I0(0)| ≤ C0δ−k(1 + δα2)〈zc/δ〉3/2+k/2.
To obtain a better error estimate, we then introduce
φ3,1(z) := φ3,0(z) + Airy
−1(I0)(z).
This yields
OS(φ3,1) = I1(z) := U
′′Airy−1(I0)(z).
The existence of I1 is guaranteed by the Proposition 4.10. More precisely,
we have
|∂kz I1(z)| ≤ Cδ1−kγ3(1 + δα2)〈Z〉−7/4+k/2e−
√
2|Z|Z/3 + Ckδ1−k, (5.17)
for k ≥ 0, in which Ck vanishes for k ≥ 2. Indeed, in the above esti-
mate, the terms on the right are due to the convolution with the localized
and non-localized part of the Green function of the Airy operator, respec-
tively. Hence, when z-derivative hits the non-localized part E(x, z), we
have by definition, ∂kzE(x, z) = 0 for k ≥ 1 and x < z, and |∂zE(x, z)| ≤
Cδ−1〈x〉1/3〈X〉−1 and ∂kzE(x, z) = 0 for x > z and for k ≥ 2. In particular,
there is no linear growth in Z in the last term on the right of (5.17). In
addition, we also note that as z → 0, there holds the uniform estimate:
|∂kz I1(0)| ≤ Cδ1−k(1 + δα2)〈zc/δ〉−1/2+k/2 + Cδ1−k.
In particular, I1 = O(δ)(1 + δα2) and ∂zI1 = O(1 + δα2).
The construction of φ3 now follows from the standard iteration as done
in the proof of Proposition 5.2 and of Proposition 5.4. A similar construction
applies for φ4,0 = γ4Ci(2, δ
−1η(z)), since both Ai(2, ·) and Ci(2, ·) solve the
same primitive Airy equation.
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6 Green function for Orr-Sommerfeld
In this section, we prove Theorem 2.2, giving the pointwise bounds on the
Green function of the Orr-Sommerfeld problem. Given the four indepen-
dent solutions to the homogenous Orr-Sommerfeld equations, the Green
function is constructed exactly as done in [9], with a special attention near
critical layers. Precisely, let φs,±, φf,± be slow and fast modes of the Orr-
Sommerfeld equations, respectively, constructed in the previous sections,
and let φ∗s,±, φ∗f,± be the corresponding adjoint solutions, defined through
the following algebraic relations
Φ∗j,+BΦk,− = δjk, Φ∗j,+BΦk,+ = 0,
Φ∗j,−BΦk,− = 0, Φ∗j,−BΦk,+ = δjk,
(6.1)
for j, k = s, f , in which we have used the column vector notation
Φ = [φ, φ′, φ′′, φ′′′]t,
respectively for φ = φj,± with j = s, f . The same notation applies for the
adjoint solutions Φ∗, defined as a row vector. Here, the jump matrix
B := [Gα,c(x, z)]−1|z=x (6.2)
is computed by
B =
(
B(x) O(ǫ)
O(ǫ) 0
)
, B(x) =
(
b′(x) b(x; ǫ)
−b(x; ǫ) 0
)
with b(x; ε) = (U − c+ 2ǫα2).
Following [22, 9], we obtain the following representation for the Green
kernel Gα,c(x, z)
Gα,c(x, z) =

∑
j,k=s,f
djkφj,−(z)φ∗k,−(x) +
∑
k=s,f
φk,−(z)φ∗k,+(x), z > x∑
j,k=s,f
djkφj,−(z)φ∗k,−(x)−
∑
k=s,f
φk,+(z)φ
∗
k,−(x), z < x
(6.3)
on the half-line, in which the coefficient matrix (djk) is defined by
M = (djk) =
(
φs,− φf,−
φ′s,− φ′f,−
)−1(
φs,+ φf,+
φ′s,+ φ′f,+
)
|z=0
.
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It suffices to give bounds on the four independent Orr-Sommerfeld so-
lutions and their adjoints. Recalling Theorem 5.1 and the formula (5.3) of
the Langer’s variables, we have
φs,±(z) ≈ e±µsz, φf,± ≈
〈∫ z
zc
µf (y) dy
〉−5/6
e±
∫ z
zc
µf (y) dy
with µs = α and µf = ǫ
−1/2√U − c+ α2ε. In particular, ℜµf ≫ µs, since
ǫα2 ≪ 1. Note that near the critical layers z = zc, the fast modes are of the
form
φf,± ≈ 〈Z〉−5/4e±
√
2|Z|Z/3, Z ≈ δ−1|z − zc|.
It remains to study the adjoint solutions φ∗s,± and φ∗f,± which are defined
through the algebraic relations (6.1). Let us first consider z being away
from the critical layers. Since B(x) is of order one, it follows at once that
asymptotically at z =∞, the adjoint solutions decay and grow at the same
exponential rate as those of φj,±: that is, φ∗j(z) ∼ cj,±e±µj |z|, for some
constants cj,±, and for each j = s, f . To compute the coefficients, let Π1
be the projection on the first two components of a vector in C4. From the
relation Φ∗f+[G(x, z)]−1|z=xΦf,− = 1, we first compute
1 ≈ Π1Φ∗f,+B(x)Π1Φf,− = b′φf,−φ∗f,+ − b(φf,−∂zφ∗f,+ − φ∗f,+∂zφf,−). (6.4)
Similar relations hold for φ∗f,−. As the fast modes φf,±, φ
∗
f,± behave as the
classical Airy functions, the z-derivative of these modes yields the factor of
order δ−1〈Z〉1/2 ≫ 1. This shows that
φ∗f,±(z) ≈
〈∫ z
zc
µf (y) dy
〉1/2
e±
∫ z
zc
µf dy
as z → ∞. Similarly, φ∗s,±(z) ≈ µ−1s e±µs|z|. As for the behavior near the
critical layers z = zc, the approximation (6.4) yields
φ∗f,± ≈ δ〈Z〉3/4e±
√
2|Z|Z/3, Z ≈ δ−1|z − zc|
near the critical layers z = zc, upon recalling that b(x) = U − c+ 2ǫα2.
We are now ready to put the above estimates into the representation
formula (6.3) for the Green function. We consider the case when x < z and
α & 1. We have
|φs,−(z)φ∗s,+(x)| ≤ µ−1s e−α|x−z|
and
|φf,−(z)φ∗f,+(x)| ≤ δ〈Z〉−5/4〈X〉3/4e−
∫ z
x ℜµf (y) dy
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in which Z = δ−1η(z) and X = δ−1η(x). Similarly, we obtain
|φs,−(z)φ∗s,−(x)| ≤ µ−1s e−α(|x|+|z|)
|φs,−(z)φ∗f,−(x)| ≤ δ〈X〉3/4e−αze−
∫ x
zc
ℜµf (y) dy
|φf,−(z)φ∗s,−(x)| ≤ µ−1s e−αx〈Z〉−5/4e−
∫ z
zc
ℜµf (y) dy
|φf,−(z)φ∗f,−(x)| ≤ δ〈Z〉−5/4〈X〉3/4e−
∫ z
zc
ℜµf (y) dye−
∫ x
zc
ℜµf (y) dy
in which we note that ℜµf ≫ α. Putting these estimates into (6.3) and sim-
plifying terms, we obtain at once the claimed bounds on the Green function
and hence Theorem 2.2 for α & 1.
Finally, we observe that in the case when α ≪ 1 (and still, ǫ ≪ 1), the
slow modes are approximated by the Rayleigh solutions
φs ≈ e−αz
(
U − c+O(α)
)
, ψs = φs
∫ z
zc
1
φ2s
dy.
See Section 3.5. In particular, ψs ≈ eαz(1 + (z − zc) log(z − zc)). Hence, in
this case, we have
|φsφ∗s| ≤
C0
|U − c|
(
|U − c|+O(α)
)
e−α|x−z| (6.5)
for α≪ 1. Theorem 2.2 follows.
Proof of Theorem 2.3. Finally, we derive bounds on ∆αGα,c(x, z) for the
stable case. Decompose ∆αGα,c(x, z) as in (2.10), leaving the remainder
RG(x, z) :=
∫ ∞
0
G(y, z)U ′′(y)Gα,c(x, y) dy
as in (2.9). We recall fromProposition 4.2 that the approximate Green
function G(x, z) satisfies
|∂ℓz∂kxG(x, z)| ≤ Cx,zδ−2−k−ℓ〈Z〉(2k−1)/4〈X〉(2ℓ−1)/4e−
∫ z
x ℜµf (y) dy
simply written in term of the integral of µf (z). The estimates follow the
same lines as done in [9, Section 5], upon noting that the convolution of
G(x, z) yields a pre-factor δ〈Z〉−1/2; see the proof of Lemmas 4.5 and 4.9.
The theorem follows at once.
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7 Semigroup bounds for Navier-Stokes
We are now ready to derive semigroup bounds for the linearized Navier-
Stokes. We shall work with boundary layer norms, which we recall
‖ωα‖β,γ,p = sup
z≥0
[(
1 +
p∑
q=1
δ−qφP−1+q(δ−1z)
)−1
eβz|ωα(z)|
]
(7.1)
with p ≥ 0, and the boundary layer thickness
δ = γν1/8
for some fixed positive constant γ > 0.
7.1 Semigroup of modified vorticity
In this section, we provide bounds on Sα, the semigroup of the modified
vorticity equation, that is, the linearized vorticity equation (1.6) dropping
the lower order term vU ′′:
(∂t + iαU)ω =
√
ν∆αω. (7.2)
Precisely, we obtain the following proposition.
Proposition 7.1. Define the semigroup Sα as in (2.17). Then, for any
positive γ1, there is a constant C0 so that
‖Sαωα‖β,γ,p ≤ C0eγ1ν1/4te−
1
4
α2
√
νt‖ωα‖β,γ,p.
In addition, for k ≥ 0, there holds
‖∂kzSαωα‖β,γ,p+k ≤ Ckeγ1ν
1/4te−
1
4
α2
√
νt
∑
a+b≤k
ta‖αa∂bzωα‖β,γ,p+b.
Remark 7.2. We note that the exponential growth eγ1ν
1/4t in time can be
replaced by eη0
√
νt, if we modify the boundary layer thickness δ = γν1/4 by
δ(t) = γν1/4
√
1 + t in the boundary layer norm ‖ · ‖β,γ,p. In this case, there
holds the following uniform bound
‖Sαωα‖β,γ,p ≤ C0eη0
√
νte−
1
4
α2
√
νt‖ωα‖β,γ,p (7.3)
for some positive constants C0, η0; see Remark 7.5. The polynomial growth
in time for derivatives is sharp and can be seen from the usual transport
operator ∂t + iαU(z).
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7.1.1 Temporal Green function
In this section, we study the temporal Green function GS(z, t;x) of
(∂t + iαU)ω −
√
ν∆αω = 0,
defined by
GS(z, t;x) :=
1
2πi
∫
Γα
eλtG(x, z) dλ
iα
(7.4)
for an arbitrary contour Γα leaving on the left the resolvent set of (λ +
iαU)ω −√ν∆αω. Here, G(x, z) denotes the Green function of the modified
Airy operator ǫ∆αω−U+c, with ǫ =
√
ν/iα and c = −λ/iα; see Proposition
4.2. To prove Proposition 7.1, we first obtain the following proposition,
giving pointwise bounds on the temporal Green function.
Proposition 7.3. There exists a positive universal constant θ0 so that the
following holds
|GS(z, t;x)| ≤ C0e−
1
2
α2
√
νte
− |x−z|2
8
√
νt e−
1
8
α|x−z|Ix,z
in which Ix,z is uniformly bounded in L
1 norm with respect to x.
Proof. The proof relies on the appropriate choice of the contour Γα, depend-
ing on the location of x and z. Since the Green function is symmetric in
x and z, it suffices to consider the case when x < z. Using the Cauchy’s
theory, we decompose the contour of integration as follows:
Γα = Γα,1 ∪ Γα,2 ∪ Γα,3 (7.5)
in which
Γα,1 :=
{
λ = γ − α2√ν − iαk, min
y∈[x,z]
U(y) ≤ k ≤ max
y∈[x,z]
U(y)
}
Γα,2 :=
{
λ = γ − k2√ν − α2√ν − iαmin
[x,z]
U + 2
√
νiak, k ≥ 0
}
Γα,3 :=
{
λ = γ − k2√ν − α2√ν − iαmax
[x,z]
U + 2
√
νiak, k ≤ 0
}
for
γ := a2
√
ν +
1
2
α2
√
ν, a =
|x− z|
2
√
νt
. (7.6)
We shall estimate the integral (7.4) over the above contours. As Γα,2 and
Γα,3 are away from the critical layers, the integral (7.4) over these contours
is estimated in the same way as done in [9, Section 6.3], and hence we avoid
to repeat the details. It remains to focus on the integral over Γα,1.
68
Away from critical layers: γ & 1.
In the case when γ ≥ θ0, for an arbitrary small and fixed constant θ0 > 0,
λ is away from −α2√ν − iαRange(U), and thus again the contour is away
from the critical layers zc. The bounds on the Green function are already
obtained in [9, Section 6.3].
Near critical layers: γ ≪ 1.
When γ ≪ 1, it suffices to bound the integration on Γα,1, which is now
arbitrarily close to −α2√ν − iαRange(U), and thus we need to study the
Green function near the critical layers. We recall that G(x, z) is constructed
in Proposition 4.2. In particular, there holds the following bound for x ≤ z:
|G(x, z)| ≤ C|x˙|δcrǫ−1〈X〉−1/4〈Z〉−1/4|e
2
3
X3/2e−
2
3
Z3/2 |
in which X = δ−1cr η(x) and Z = δ−1cr η(z), with the Langer’s variable η(z)
and with the critical layer thickness:
δcr = (ε/U
′
c)
1/3.
Here, we recall that
Z = δ−1cr η(z) = ε
−1/3
(3
2
∫ z
zc
√
U − c dy
)2/3
=
(3
2
∫ z
zc
ν−1/4
√
λ+ α2
√
ν + iαU(y) dy
)2/3
This in particular yields
e
2
3
X3/2e−
2
3
Z3/2 = e−
∫ z
x ε
−1/2√U−c dy = e−
∫ z
x ν
−1/4√λ+α2√ν+iαU(y) dy. (7.7)
For a ≥ 0, we note that
ℜ
√
a+ ib ≥ √a, ℜ
√
a+ ib ≥
√
2
2
√
|b|.
Hence, for λ ∈ Γα,1 with λ = γ − α2
√
ν − iαℜc, we have
|e 23X3/2e− 23Z3/2 | = e−ℜ
∫ z
x ν
−1/4√λ+α2√ν+iαU(y) dy
≤ e− 34ν−1/4
√
γ|x−z|e−θ0ν
−1/4√α ∫ zx
√
|U−ℜc| dy
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for some positive θ0. In addition, since ℜc belongs to the range of U over
[x, z], the critical layer z = zc stays between x and z. By view of (7.7) and
the fact that
√
λ+ α2
√
ν + iαU(y) takes the positive real part, we have
|e 23X3/2e− 23Z3/2 | ≤ Ce−θ0|X|3/2e−θ0|Z|3/2
for all x, z (as long as the critical layer ℜzc stays in the interval [x, z]). This
proves
|G(x, z)| ≤ C|x˙|δcrǫ−1e−
3
4
ν−1/4√γ|x−z|e−θ0|X|
3/2
e−θ0|Z|
3/2
(7.8)
for all λ ∈ Γα,1 and for c = −λ/iα. We stress that the Langer’s variables
X,Z not only depend on x, z but also on c. Here, γ is defined as in (7.6).
Recall that δcr = (ε/U
′
c)
1/3 and λ = γ−α2√ν− iαℜc. We then compute∣∣∣ ∫
Γα,1
eλtG(x, z) dλ
iα
∣∣∣ ≤ Ceγte−α2√νte− 34ν−1/4√γ|x−z|
× ǫ−2/3
∫
U [x,z]
|U ′c|−1/3e−θ0|X|
3/2
e−θ0|Z|
3/2 |x˙|dℜc
≤ Ceγte−α2
√
νte−
3
4
ν−1/4√γ|x−z|Ix,z
in which we have introduced
Ix,z := ǫ
−2/3
∫
U [x,z]
|U ′c|−1/3e−θ0|X|
3/2
e−θ0|Z|
3/2 |x˙|dℜc. (7.9)
By definition of γ = |x−z|
2
4
√
νt2
+ 12α
2√ν, it follows that
eγte−α
2
√
νte−
1
2
ν−1/4√γ|x−z| ≤ e− 12α2
√
νt
and
e−
1
4
ν−1/4√γ|x−z| ≤ e−
|x−z|2
8
√
νt e−
1
8
α|x−z|.
This proves that∣∣∣ ∫
Γα,1
eλtG(x, z) dλ
iα
∣∣∣ ≤ Ce− 12α2√νte− |x−z|28√νt e− 18α|x−z|Ix,z
It remains to prove that Ix,z is uniformly bounded in L
1. Indeed, we compute∫ ∞
0
Ix,z dx = ǫ
−2/3
∫ ∞
0
∫
U [x,z]
|U ′c|−1/3e−θ0|X|
3/2
e−θ0|Z|
3/2 |x˙|dℜcdx.
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Let us make the Langer’s change of variables X = δ−1cr η(x) and hence dX =
δ−1cr η′(x)dx. Recalling that x˙η′(x) = 1 and |x˙| ≤ C〈x〉1/3 (which is bounded
by the exponential decay term), we thus obtain∫ ∞
0
Ix,z dx ≤ ǫ−2/3
∫
U [0,z]
∫ ∞
0
|U ′c|−1/3e−θ0|X|
3/2
e−θ0|Z|
3/2
δcr|x˙|2dXdℜc
≤ Cǫ−1/3
∫
U [0,z]
|U ′c|−2/3e−θ0|Z|
3/2
dℜc.
Furthermore, we introduce another change of variable: c = U(zc) and then
the Langer’s variable: Z = δ−1cr η(zc). The above then yields∫ ∞
0
Ix,z dx ≤ Cǫ−1/3
∫ z
0
|U ′c|1/3e−θ0|Z|
3/2
dℜzc
≤ Cǫ−1/3
∫ ∞
0
|U ′c|1/3e−θ0|Z|
3/2
δcr|z˙|dZ
≤ C
∫ ∞
0
e−θ0|Z|
3/2〈z〉1/3 dZ
≤ C.
(7.10)
To summarize, we have obtained∣∣∣ ∫
Γα
eλtG(x, z) dλ
iα
∣∣∣
≤ Ce− 12α2
√
νte
− |x−z|2
8
√
νt e−
1
4
α|x−z|
[
Ix,z + (
√
νt)−1/2e−θ0
|x−z|2√
νt
]
.
Clearly, (
√
νt)−1/2e−θ0
|x−z|2√
νt is uniformly bounded in L1 (in x or z). This
finishes the proof of Proposition 7.3.
7.1.2 Bounds on Sα
In this section, we prove the first part of Proposition 7.1, giving bounds on
Sα. Recall that
Sαωα(z) =
∫ ∞
0
GS(z, t;x)ωα(x) dx (7.11)
in which GS(z, t;x) satisfies the bounds obtained in Proposition 7.3. We
now study the convolution with the boundary layer data ωα(z), satisfying
(2.14). The bound on Sα stated in Proposition 7.1 follows at once from the
following lemma and bounds on GS(z, t;x) from Proposition 7.3.
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Lemma 7.4. Let H(z, t;x) := e
− |x−z|2
M
√
νt Ix,z, for some positive M and some
Ix,z, which is uniformly bounded in L
1
x. For any β, γ1 > 0 and p ≥ 0, there
is a positive constant C0 so that∥∥∥ ∫ ∞
0
H(·, t;x)ωα(x) dx
∥∥∥
β,γ,p
≤ C0eγ1ν1/4t‖ωα‖β,γ,p.
Proof. In the case when |x− z| ≥Mβ√νt, it is clear that
e
− |x−z|2
M
√
νt e−β|x| ≤ e−β|z|e−|x−z|
(
|x−z|
M
√
νt
−β
)
≤ e−β|z|.
Whereas, for |x− z| ≤Mβ√νt, we note that
e−Mβ
2
√
νte−β|x| ≤ e−β|x−z|e−β|x| ≤ e−β|z|.
That is, the exponential decay e−βz is recovered at an expense of a slowly
growing term in time: eMβ
2
√
νt. Precisely, this proves
e
− |x−z|2
M
√
νt e−βx ≤ eMβ2
√
νte−β|z|, ∀x, z ∈ R. (7.12)
It remains to study the integral∫ ∞
0
e
− |x−z|2
M
√
νt Ix,z
(
1 +
p∑
q=1
δ−qφP−1+q(δ−1x)
)
dx. (7.13)
First, without the boundary layer behavior, the integral is bounded thanks
to the integrability assumption on Ix,z:∫ ∞
0
Ix,z dx ≤ C0. (7.14)
Next, we treat the boundary layer term. Using (7.14) and the fact that
φP−1+q(δ−1x) is decreasing in x, we have∫ ∞
z/2
e
− |x−z|2
M
√
νt Ix,zδ
−qφP−1+q(δ−1x) dx
≤ C0δ−qφP−1+q(δ−1z)
∫ ∞
z/2
Ix,z dx
≤ C0δ−qφP−1+q(δ−1z).
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Whereas on x ∈ (0, z2 ), we have |x − z| ≥ z2 and φP−1+q ≤ 1. Hence, again
using (7.14), we have∫ z/2
0
e
− |x−z|2
M
√
νt Ix,zδ
−qφP−1+q(δ−1x) dx ≤ C0e−
|z|2
8M
√
νt δ−q. (7.15)
which is bounded by C0δ
−qφP−1+q(δ−1z), provided that |z| & ν3/8t. In case
when |z| ≪ ν3/8t, we use the allowable exponential growth in time eγ1ν1/4t,
yielding
e−γ1ν
1/4t ≤ e−γ1z/ν1/8
which is again bounded by the boundary layer weight function C0φP−1+q(δ−1z),
upon recalling that the boundary layer thickness is of order δ = γν1/8.
Remark 7.5. We observe that if the boundary layer thickness δ = γν1/4 is
replaced by δ(t) = γν1/4
√
1 + t, the right-hand side of (7.15) is bounded by
C0δ
−qφP−1+q(δ−1z), for all z ≥ 0. That is, we do not lose a growth in time
of order eγ1ν
1/4t in Lemma 7.4: precisely, there holds∥∥∥∫ ∞
0
H(·, t;x)ωα(x) dx
∥∥∥
β,γ,p
≤ C0eMβ2
√
νt‖ωα‖β,γ,p
with the boundary layer norm ‖ · ‖β,γ,p having the time-dependent boundary
layer thickness δ(t) = γν1/4
√
1 + t.
7.1.3 Derivative bounds on Sα
Having obtained the bounds on Sα, we now derive the derivative bounds.
First, note that the derivative ∂zSα(t)[ωα] solves
(∂t + iαU −
√
ν∆α)∂zSα(t)[ωα] = −iαU ′(z)Sα(t)[ωα]
with initial data ∂zωα. The Duhamel’s formula yields
∂zSα(t)[ωα] = Sα(t)[∂zωα]− iα
∫ t
0
Sα(t− s)[U ′Sα(s)[ωα]] ds.
Now, applying the bounds on Sα obtained from Proposition 7.1, for τ > 0,
we obtain at once
‖Sα(t)[∂zωα]‖β,γ,p+1 ≤ C0eγ1ν1/4te−
1
4
α2
√
νt‖∂zωα‖β,γ,p+1.
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We apply again Proposition 7.1, for some positive τ1 < τ , on Sα(t − s).
Thanks to the embedding estimate: ‖ω‖β,γ,p+1 ≤ ‖ω‖β,γ,p, we get
α
∥∥∥ ∫ t
0
Sα(t− s)[U ′Sα(s)[ωα]] ds
∥∥∥
β,γ,p+1
≤
∫ t
0
C0e
γ1ν1/4(t−s)e−
1
4
α2
√
ν(t−s)‖αU ′Sα(s)[ωα]‖β,γ,p+1 ds
≤
∫ t
0
C0e
γ1ν1/4(t−s)e−
1
4
α2
√
ν(t−s)Cτeγ1ν
1/4se−
1
4
α2
√
νs‖αωα‖β,γ,p ds
≤ C0teγ1ν1/4te−
1
4
α2
√
νt‖αωα‖β,γ,p.
This proves
‖∂zSα(t)[ωα]‖β,γ,p+1 ≤ C0eγ1ν1/4te−
1
4
α2
√
νt
[
‖∂zωα‖β,γ,p+1 + t‖αωα‖β,γ,p
]
.
By induction, the higher order derivative estimates and thus Proposition 7.1
follow.
7.2 Semigroup remainders for vorticity
In this section, we study the remainder of semigroup for vorticity defined as
in (2.17). For convenience, we write
Rαωα(z) =
∫ ∞
0
GR(z, t;x)ωα(x) dx (7.16)
in which the residual Green function GR(z, t;x) is defined by
GR(z, t;x) :=
1
2πi
∫
Γα
eλtRG(x, z) dλ
iα
(7.17)
with RG(x, z) := ∆αGα,c(x, z) − G(x, z). The contour of integration Γα is
chosen so that it remains on the right of the complex strip −(α2 + k2)√ν +
iαRange(U), k ≥ 0. The choice of Γα depends not only on α, but also on
the relative position of x, z, and t.
7.2.1 Mid and high spatial frequency: α & 1
Throughout this section, we assume that the spatial frequency α is bounded
away from zero. We obtain the following proposition.
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Proposition 7.6 (Mid and high frequency). Define the semigroup Rα as
in (7.16). Assume that α & 1. Then, for 0 < β ≤ α2 , there are positive
constants C0, θ0 so that
‖Rαωα‖β,γ,1 ≤ C0eγ1ν1/4te−
1
2
α2
√
νt‖ωα‖β,γ,1
and more generally for all p ≥ 0,
‖Rαωα‖β,γ,p ≤ C0eγ1ν1/4te−
1
2
α2
√
νt‖ωα‖β,γ,p
(
α−1 + χ{αδ≪1}δ1−p
)
.
We first prove the following simple lemma.
Lemma 7.7. Let η0 > 0, 0 < β ≤ η02 , and let P (z, t;x) := ηνe−ην |x−z| for
some ην ≥ η0. Then, there is a positive constant C0, independent of δ, ην ,
so that ∥∥∥ ∫ ∞
0
P (·, t;x)ωα(x) dx
∥∥∥
β,γ,1
≤ C0ην‖ωα‖β,γ,1,
and more generally for all p ≥ 0,∥∥∥ ∫ ∞
0
P (·, t;x)ωα(x) dx
∥∥∥
β,γ,p
≤ C0‖ωα‖β,γ,p
(
1 + χ{ηνδ≪1}δ
1−pην
)
.
Remark 7.8. We note that there is no time growth e
√
νt in the above semi-
group bound, since the spatially localized behavior e−βz is obtained through
the Green kernel of the Laplacian α−1e−α|x−z| (instead of the heat kernel
(
√
νt)−1/2e−
|x−z|2
4
√
νt as the case for Sα).
Proof of Lemma 7.7. Without loss of generality, we assume ‖ωα‖β,γ,p = 1.
By definition, we study the convolution∫ ∞
0
P (z, t;x)|ωα(x)| dx
≤
∫ ∞
0
ηνe
−ην |x−z|e−βx
(
1 +
p∑
q=1
δ−qφP−1+q(δ−1x)
)
dx.
(7.18)
Using η02 ≥ β and the triangle inequality |x| ≥ |z| − |x− z|, we obtain
e−
1
2
η0|x−z|e−βx ≤ e−β|z|
yielding the exponential decay in the boundary layer norm. We shall now
estimate each term in (7.18). Since ηνe
−ην |x−z| is bounded in L1x, the term
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without the boundary layer weight is bounded. As for the boundary layer
term, we obtain ∫ ∞
0
ηνe
− 1
2
ην |x−z|δ−qφP−1+q(δ−1x) dx
≤ C0ην
∫ ∞
0
δ−qφP−1+q(δ−1x) dx
≤ C0ηνδ1−q.
This proves the lemma when ηνδ ≪ 1.
In the case when ηνδ & 1, the boundary layer behavior coming from the
Green function has smaller thickness, which we shall now use. Hence, using
φP−1+q ≤ 1 and its decreasing property, we compute∫ ∞
0
ηνe
− 1
2
ην |x−z|δ−qφP−1+q(δ−1x) dx
≤ C0δ−q
[
e−
1
8
ην |z|
∫ z/2
0
ηνe
− 1
4
ην |x−z| dx
+ φP−1+q(δ−1z)
∫ ∞
z/2
ηνe
− 1
2
ην |x−z| dx
]
≤ C0δ−q
[
e−
1
8
ην |z| + φP−1+q(δ−1z)
]
≤ C0δ−qφP−1+q(δ−1z)
(7.19)
in which the last inequality used the fact that ηνδ & 1.
Next, we prove the following pointwise bounds:
Lemma 7.9. Define the temporal Green function GR(z, t;x) as in (7.17).
Assume that α & 1. There holds
|GR(z, t;x)| ≤ Ce−
1
2
α2
√
νte−θ0α|x−z|.
Proof. By construction of GR(z, t;x), we have
GR(z, t;x) =
1
2πi
∫ ∞
0
∫
Γα
eλtG(y, z)U ′′(y)Gα,c(x, y) dλdy
iα
(7.20)
in which c = −λ/iα. We note that when λ is away from−α2√ν−iαRange(U),
the pointwise estimates on GR(z, t;x) are done exactly as in the case away
from critical layers ([9, Section 6.4]). In order to obtain sharp bounds on
the semigroup, it is obliged to move the contour of integration as close to
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the imaginary axis as possible. As done earlier for Sα, it suffices to focus on
the integral over the following contour:
Γα,1 =
{
λ = γ − α2√ν − iαk : k ∈ Range(U)
}
(7.21)
in which γ is defined by
γ := γ1ν
1/4 + a2
√
ν +
1
2
α2
√
ν, a :=
|y − z|
2
√
νt
for positive γ1 > γ0. Again, the case when γ & 1 is treated exactly as in the
previous unstable case ([9, Section 6.4]). In what follows, we assume that
γ ≪ 1.
In view of the spectral assumption, Assumption 2.4, c = −λ/iα satisfies
|D(α, c)| & 1
for α & 1. In addition, ℑc ≪ 1 and ℑc ≥ 12α
√
ν & |ǫ|, since α & 1. This
proves that the condition
ǫ1/8| logℑc| ≪ 1
used in Theorem 2.2 holds.
By putting these together, on Γα,1, the bounds on the Green function
from Theorem 2.2 now read
Gα,c(x, y) = Gα,c,s(x, y) +Gα,c,f (x, y) (7.22)
in which
|Gα,c,s(x, y)| ≤ C0α−1e−θ0α|x−y|
|Gα,c,f (x, y)| ≤ C0δcre−
3
4
ν−1/4√γ|x−y|e−θ0
√
max{|X|,|Y |}|X−Y |
in which X,Y denote the usual Langer’s variable: X = δ−1cr η(x), recalling
the critical layer thickness δcr = (ǫ/U
′
c)
1/3.
We are now ready to estimate
Iα,s : =
1
2πi
∫ ∞
0
∫
Γα,1
eλtG(y, z)U ′′(y)Gα,c,s(x, y) dλdy
iα
Iα,f : =
1
2πi
∫ ∞
0
∫
Γα,1
eλtG(y, z)U ′′(y)Gα,c,f (x, y) dλdy
iα
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with Γα,1 defined as in (7.21). In the convolution against the slow behavior
Gα,c,s(x, y), to leading order, the λ-dependence is precisely due to the Green
function G(y, z) and hence we can further move the contour of integration
so that
Γ′α,1 :=
{
λ = γ − α2√ν − iαk, k ∈ U [y, z]
}
and Γ′α,2,Γ
′
α,3 being defined similarly as done in (7.5). Hence, for slow
behavior of the Green function, it suffices to estimate
I ′α,s :=
1
2πi
∫ ∞
0
∫
Γ′α,1
eλtG(y, z)U ′′(y)Gα,c,s(x, y) dλdy
iα
.
As in (7.8), on Γ′α,1, we have
|G(y, z)| ≤ C|y˙|ǫ−2/3|U ′c|−1/3e−
3
4
ν−1/4√γ|y−z|e−θ0|Y |
3/2
e−θ0|Z|
3/2
.
Whereas on Γα,1, there holds
|G(y, z)| ≤ C|y˙|ǫ−2/3|U ′c|−1/3e−
3
4
ν−1/4√γ|y−z|〈Z〉−1/2e−θ0
√
max{|Y |,|Z|}|Y−Z|
upon noting that on Γα,1, ℜc can now take values in the entire range of U
(other than that over [y, z] as in the case of Γ′α,1). Here, we note that
e−
1
4
ν−1/4√γ|y−z| ≤ e−
|y−z|2
8
√
νt e−
1
8
α|y−z|
and
eγte−
1
2
α2
√
νte−
1
2
ν−1/4√γ|y−z| ≤ eγ1ν1/4t.
We now estimate I ′α,s. Combining these with the above Green function
bounds and recalling that |U ′′(y)| ≤ C0e−η0y, we obtain at once
I ′α,s ≤ Cα−1e−
1
2
α2
√
νte−θ0α|x−z|eγ1ν
1/4t
×
∫ ∞
0
∫
U [y,z]
ǫ−2/3|U ′c|−1/3e−θ0|Y |
3/2
e−θ0|Z|
3/2
dkdy.
The integral above is already estimated in (7.9)-(7.10), yielding
I ′α,s ≤ Cα−1e−
1
2
α2
√
νte−θ0α|x−z|eγ1ν
1/4t.
Next, turning to the fast behavior of the Green function, we estimate
Iα,f ≤ e−
1
2
α2
√
νte−θ0α|x−z|eγ1ν
1/4t
∫ ∞
0
∫
Range(U)
ǫ−1/3|U ′c|−2/3〈Z〉−1/2
× e−θ0
√
max{|Y |,|Z|}|Y−Z|e−θ0
√
max{|X|,|Y |}|X−Y |e−η0y dkdy.
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Changing variable c = U(zc) and then the Langer’s variable Z = δ
−1
cr η(z),
we obtain∫ ∞
0
∫
Range(U)
ǫ−1/3|U ′c|−2/3〈Z〉−1/2e−θ0
√
max{|Y |,|Z|}|Y−Z| e−η0y dkdy
=
∫ ∞
0
∫ ∞
0
ǫ−1/3|U ′c|1/3〈Z〉−1/2e−θ0
√
max{|Y |,|Z|}|Y−Z| e−η0ydℜzcdy
≤ C
∫ ∞
0
∫ ∞
0
ǫ−1/3|U ′c|1/3〈Z〉−1/2e−θ0
√
max{|Y |,|Z|}|Y−Z| e−η0yδcr|z˙|dZdy
≤ C
∫ ∞
0
e−η0ydy ≤ C.
This proves
Iα,f ≤ Ce−
1
2
α2
√
νte−θ0α|x−z|eγ1ν
1/4t.
This yields the lemma.
Proof of Proposition 7.6. The proposition now follows directly from the bounds
on the Green function obtained from Lemma 7.9, and Lemma 7.7, applying
for the Green kernel e−θ0α|x−z|, with α & 1.
7.2.2 Small spatial frequency: α≪ 1
In this section, we study the case when α ≪ 1. In this case, there are
unstable eigenvalues λν as spelled out in Section 1.5, and as a consequence,
the contour of integration has to be chosen more carefully to avoid the
unstable eigenvalues.
Proposition 7.10 (Small frequency). Define the semigroup Rα as in (7.16).
Assume that α≪ 1. Then, for any positive β, there is a constant C0 so that
‖Rαωα‖L∞η0 ≤ C0α
2ν−1/4eγ1ν
1/4t‖ωα‖β,γ,1
for any fixed number γ1 > γ0, in which η0 is as in the bound |U ′(z)| ≤
C0e
−η0z. By definition, there holds the embedding: L∞η0 ⊂ Bη0,γ,p, for p ≥ 0.
We shall prove the following lemma.
Lemma 7.11. Define the temporal Green function GR(z, t;x) as in (7.17).
Assume that α≪ 1. There holds
|GR(z, t;x)| ≤ Cα2ν−1/4eγ1ν1/4te−η0z
[
1 + αe
−θ0 |x−z|
ν1/8
]
for any fixed number γ1 > γ0.
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Proof. The proof follows the similar lines to that of Lemma 7.9. Precisely,
for each x, y, z, to avoid the unstable eigenvalues, we now take the contours
of integration near the critical layers to be the following:
Γ′α,1 :=
{
λ = γ − iαk, k ∈ U [y, z]
}
Γα,1 :=
{
λ = γ − iαk : k ∈ Range(U)
} (7.23)
used for the slow and fast behavior of the Green function, respectively, in
which γ is defined by
γ := γ1ν
1/4 + a2
√
ν, a :=
|y − z|
2
√
νt
for arbitrary γ1 > γ0. We observe that ν
−1/4ℜλ = γ1 + a2ν1/4 > γ0. Hence,
the addition of γ1ν
1/4 allows the contour of integration to avoid the unstable
eigenvalues (see also Assumption 2.4), yielding
|D(α, c)| & 1
for c = −λ/iα and for λ ∈ Γα,1. We note that in this case there holds
ℑc ≥ γ1ν1/4/α ≫ |ǫ| and hence the condition ǫ1/8| logℑc| ≪ 1, used in
Theorem 2.2, remains valid. Thus, as in (7.22), by using Theorem 2.2 for
small α, the Green function satisfies
|Gα,c,s(x, y)| ≤ C0
(
1 + α|U(x) − c|−1
)
e−θ0α|x−y|
|Gα,c,f (x, y)| ≤ C0δcre−
3
4
ν−1/4√γ|x−y|e−θ0
√
max{|X|,|Y |}|X−Y |
for the slow and fast behavior of the Green function, respectively. In this
case, there hold
eγte−
1
2
ν−1/4√γ|y−z| ≤ eγ1ν1/4t
and
e−
1
4
ν−1/4√γ|y−z| ≤ e−
|y−z|2
8
√
νt e
−θ0 |y−z|
ν1/8 ,
upon noting the gain of the localized new term e
−θ0 |y−z|
ν1/8 , thanks to the
addition of γ1ν
1/4 into the definition of γ. Similarly, we also gain the term
e
−θ0 |x−y|
ν1/8 in the fast behavior of the Green function Gα,f (x, y).
We now estimate
I ′α,s : =
1
2πi
∫ ∞
0
∫
Γ′α,1
eλtG(y, z)U ′′(y)Gα,c,s(x, y) dλdy
iα
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Combining these with the above Green function bounds and recalling that
|U ′′(y)| ≤ C0e−η0y, we obtain at once
I ′α,s ≤ C0eγ1ν
1/4t
∫ ∞
0
∫
U [y,z]
ǫ−2/3|U ′c|−1/3e−
|y−z|2
8
√
νt e
−θ0 |y−z|
ν1/8
× e−θ0|Y |3/2e−θ0|Z|3/2(1 + α|U(x)− c|−1)e−θ0α|x−y|e−η0y dℜcdy.
Using c = U(zc), we obtain
I ′α,s ≤ C0eγ1ν
1/4t
∫ ∞
0
∫ z
y
ǫ−2/3|U ′c|2/3e−
|y−z|2
8
√
νt e
−θ0 |y−z|
ν1/8
× e−θ0|Y |3/2e−θ0|Z|3/2(1 + α|U(x) − c|−1)e−θ0α|x−y|e−η0y dℜzcdy.
Clearly, e
−θ0 |y−z|
ν1/8 e−η0y ≤ e−η0z. Now using the fact that αℑc & ν1/4, we
bound
α|U(x)− c|−1 . α2ν−1/4. (7.24)
In addition, the integral above is already estimated in (7.9)-(7.10), yielding
I ′α,s ≤ C0(1 + α2ν−1/4)eγ1ν
1/4te−η0z.
The estimate on Iα,f , the integral involving the the fast behavior of
the Green function, follows identically the previous case for α & 1. This
completes the proof of the lemma.
Remark 7.12. The loss of ν−1/4 is precisely due to the singularity of (U −
c)−1 in the (rough) bound (7.24), which appears precisely in the case when
α≪ 1.
Proof of Proposition 7.10. By definition and using the fact that GR(z, t;x)
is bounded by C0α
2ν−1/4eγ1ν1/4te−η0z, we study the convolution∣∣∣ ∫ ∞
0
GR(z, t;x)ωα(x) dx
∣∣∣ ≤ C0α2ν−1/4eγ1ν1/4te−η0z‖ωα‖L1
≤ C0α2ν−1/4eγ1ν1/4te−η0z‖ωα‖β,γ,1
which proves the proposition.
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7.3 Proof of the semigroup bounds
The main theorem, Theorem 2.5, now follows at once from the decomposition
eLαt = Sα +Rα
upon using estimates from Proposition 7.1 on Sα and from Propositions 7.6
and 7.10 on Rα.
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