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Abstract
The purpose of this thesis was to investigate the use of General Purpose computing on
Graphics Processing Units (GPGPU) to process electroencephalogram (EEG) signals in
real-time. The main body of this work required the implementation of Independent Com-
ponent Analysis (ICA) on a GPU to test whether GPGPU is an appropriate platform for the
ICA problem.
Two implementations of Independent Component Analysis were investigated: FastICA
and JADE. Both were implemented three times: first using M-file syntax to serve as a
benchmark, next, as native C code to measure performance of the algorithms when running
natively on a CPU, and finally, as GPGPU code using the NVIDIA CUDA C language
extension. In previous works, Independent Component Analysis represented the largest
roadblock to achieving the real-time goal of processing 10 seconds of EEG within a 10 sec-
ond window.
It was found that both FastICA and JADE see speedups, with a maximum measured
speedup of approximately 6x for FastICA, and approximately 2.5x for JADE, when oper-
ating on the largest datasets. In addition, speedups of between 1x and 2x were seen when
working on datasets of the expected size provided by 10 seconds of 32-channel EEG sam-
pled at 500 Hz. However, it was also found that GPGPU solutions are not necessary for
real-time performance on a modern desktop computer as the FastICA algorithm is capa-
ble of a worst-case performance of between approximately 1 and 2 seconds depending on
configuration parameters.
v
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Chapter 1
Introduction
The electroencephalogram (EEG) is a measurement of the electrical activity of the brain.
Proper analysis of EEG requires that ocular artifacts be taken into account before diagnosis.
This makes the analysis of EEG a difficult and subjective process that is reliant on the skill
and experience of the diagnostician. Automatic detection and removal of ocular artifacts
eases the burden of both humans analyzing a signal by sight (eliminating the possible need
for someone to be present during EEG capturing to annotate the EEG with the location of
eye-blinks) and subsequent algorithms analyzing the signal for neurological disorders. This
thesis contributes to the development of automatic, real-time artifact removal methods by
investigating the possibility of using a GPGPU solution to implement Independent Com-
ponent Analysis (ICA), a powerful but complex statistical method that has been shown to
possibly be capable of providing a means to automatic artifact removal.
The work for this thesis has been divided into the following chapters:
• Chapter 1: introduces the thesis.
• Chapter 2: provides background information needed to understand work performed
within this thesis. This chapter attempts to provide general knowledge about topics
such as EEG, Wavelet Transforms, ICA, and GPGPU so that the reader will have a
better understanding of the motivations and objectives of this thesis.
• Chapter 3: describes how various parts of the work were implemented, i.e., the blink
1
detection and removal algorithm is explained and the rationale of the GPGPU imple-
mentations is documented, including how the GPGPU implementations differ from
the native C code.
• Chapter 4: describes how developed code was tested to verify both its correct (ex-
pected) operation and its performance characteristics.
• Chapter 5: provides the results of the tests described within Chapter 4. Data is only
presented in this section—no analysis is performed.
• Chapter 6: supplies the analysis of the results presented in the previous chapter.
• Chapter 7: finishes the thesis with conclusions relative to the original thesis state-
ment.
This thesis also includes some appendices to aid in the understanding of the completed
work:
• Appendix A: derives a set of equations used within the JADE algorithm.
• Appendix B: provides documentation about the code files used within the work for
this thesis.
• Appendix C: provides documentation about important functions developed within
this thesis.
Within this thesis algorithms are presented in the following pseudo-code fashion:
Algorithm 1.1 Pseudo-code Algorithm Reference
Require: Preconditions of the algorithm. These are the conditions that are required to be
true for the algorithm to work.
Ensure: Postconditions of the algorithm. These are the conditions that are ensured to be
true once the algorithm has completed.
1: The steps of the algorithm
2: · · ·
2
Chapter 2
Background
The goal of this chapter is to give the reader general knowledge of the concepts used within
this thesis. This chapter discusses what the eye-blink artifact is, what information the
wavelet transform provides about a signal, and what Independent Component Analysis
provides and how it works. Finally, it is explained why GPGPU was selected as a platform
on which to perform eye-blink detection and removal and the NVIDIA CUDA framework
is introduced.
2.1 Electroencephalogram and Eye-blinks
The electroencephalogram (EEG) is a measurement of the electrical activity of the brain.
It is useful both for studying the nervous system and for the diagnosis of various neuro-
logical disorders and diseases [27]. The EEG measurement is obtained by the placement
of sensor electrodes around (and sometimes within) a person’s brain, commonly by affix-
ing the electrodes to a person’s scalp. The standard placement of electrodes is given by
the “International 10-20 System”, (Figure 2.1) which defines locations for electrodes using
the “distances between bony landmarks of the head to generate a system of lines which run
across the head and intersect at intervals of 10 or 20% of [the lines’] total length. Electrodes
are placed at the intersections,” [12].
The electrodes are given names which reflect their locations. These names are all a
combination of a few characters followed by a number. The letters are abbreviations of the
3
Figure 2.1: International 10-20 system for electrode placement [24]
medical term for an area of the head, and the numbers specify the distance of the electrode
from the center line of the head (the line running from the nose to the bump on the back
of the head, called the inion). Furthermore, even numbers specify an electrode on the right
side of the head, and odd numbers specify an electrode on the left side of the head. If the
electrode lies on the center line, the number is replaced with the letter ‘z’.
The electrical activity measured by the EEG is on the order of microvolts. As such,
the EEG is easily contaminated by electrophysiological sources not within the brain, such
as muscle movement, and is especially susceptible to interference from the eyes during
eye-blinks or eye movement [30], resulting in so-called “ocular artifacts” contaminating
the EEG whenever a subject blinks or moves his or her eyes (Figure 2.2).
The characteristics of the eye-blink artifact make it particularly troublesome [26]. The
eye-blink artifact often spans across many channels (electrodes) of the EEG, contaminating
all those channels in the EEG recording, the shape of the eye-blink artifact can resemble
other, diagnostically important signals (Figure 2.3), and the magnitude of the eye-blink
(hundreds of microvolts) is such that it cannot be easily ignored. Finally, the frequency
spectrum of the eye-blink artifact overlaps with the desired EEG content, precluding the
use of a simple frequency filter to eliminate the eye-blink. For these reasons, advanced
4
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Figure 2.2: One second of EEG with (blue) and without (red) eye-blink artifact
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Figure 2.3: Two seconds of EEG demonstrating “triphasic” activity
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techniques for the removal of eye-blink artifacts have been developed. Many of these tech-
niques, including this thesis, make use of one or both of wavelet analysis and Independent
Component Analysis, which are explained next.
2.2 Wavelet Transform
The wavelet transform is a technique, similar to the well-known Fourier transform, that
transforms a signal from its time-domain representation into a mixed “time/frequency”
domain. The goal of the wavelet transform is to answer the question, “What is the frequency
content of a signal at time t?” This question, as it turns out, is theoretically impossible to
answer and instead must be reformed into asking about the content of the frequencies in
the range (ω1, ω2) between times (t1, t2). The wavelet transform provides an answer to this
revised question, imposing an inverse relationship between the frequency and time ranges:
the smaller the time range, the larger the frequency range, and vice versa.
The specific operation of the wavelet transform is not important for this work, and is ex-
plained in detail elsewhere [23], however, there are a few concepts in need of mentioning.
First, the discrete wavelet transform (DWT) is, as its name implies, the wavelet transform
applied to discrete data. The output of the DWT is a set of “deconstruction levels”. These
levels are signals of the same length as the input signal and are of two types: “approxima-
tion” signals and “detail” signals.
Figures 2.4 and 2.5 show some examples of approximation and detail signals. What
is important to notice for this work is that the “details” contain the high frequency con-
tent of the signal (as shown by Figure 2.4) and contain information about the changes, or
transients, in the signal (as shown by Figure 2.5), while the “approximations” contain low
frequency, smooth content. Furthermore, the lower levels contain the temporally localized
content, while the upper levels contain the temporally general, or widespread content.
The approximation signals are so named because they appear to be approximations of
the original signal that gain a higher, more accurate resolution as the deconstruction level
6
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Figure 2.4: Demonstration of wavelet decomposition level frequency content. As the de-
composition level approaches 1, the details can be seen to contain higher frequency content,
and the approximations can be seen to obtain a higher resolution.
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Figure 2.5: Demonstration of wavelet decomposition level transients. The detail recon-
structions can be seen to highlight the locations of transients within the signal, indicating
the location where the signal transitions from flat-line, to sinusoid, and back to flat-line.
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approaches zero. The detail signals earn their name because they contain all the “details”
that the approximation signal of the same level needs to become the approximation signal
of the next level down. In fact, the approximation for level n is simply equal to the sum of
the approximation and detail signals for level n+ 1.
2.3 Independent Component Analysis
Independent Component Analysis (ICA) is a statistical technique that attempts to solve the
“Blind Source Separation” (BSS) problem [18, 29]. The basic problem of blind source sep-
aration is this: given nothing more than a set of signals that are a mixture of some original
source signals, determine the original source signals and the method by which those sig-
nals were mixed. The “blind” part of BSS refers to the fact that nothing is known about the
original sources or the way in which they were mixed, and the “source separation” refers
to the fact that it is desired to separate out the sources from a set of mixed observations.
Blind source separation is often explained via the “cocktail party problem” (Figure 2.6).
In this problem a set of n microphones is arranged in a room hosting a cocktail party for m
people, all of whom are talking simultaneously. The sound recorded by these microphones
will be a mixture of every person’s voice. The goal of blind source separation is to take
the recordings from all the microphones and separate out each person’s voice into its own
signal, free of contamination from any other person’s voice, and exactly matching each
person’s original voice.
Independent Component Analysis, in its simplest form, goes about solving this problem
by making some assumptions about the source signals and the way in which those signals
are mixed. First, it is assumed that:
1. The source signals may be modeled as stationary random variables.
2. The source signals are non-gaussian random variables.
3. The source signals are statistically independent of one another.
9
Figure 2.6: Illustration of cocktail party problem [17]. The cocktail party problem presents
a situation in which several sources are generating sound, several microphones are record-
ing mixtures of the sources, and it is desired to separate out the original source signals from
the mixed recordings.
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Next, it is assumed that the following equation accurately defines the situation:
x = As (2.1)
Here, x is a random vector representing the set of observations, s is a random vector
representing the original source signals, and A, the mixing matrix, represents the linear
transformation matrix that mixes the source signals in a way that generates the observation
signals. This model results in the following assumptions:
1. The observations are an instantaneous linear combination of the source signals.
2. There is no noise in the model.
It turns out that these assumptions are enough to uniquely solve Equation 2.1 up to a permu-
tation of matrixA and the sign and magnitude of the source signals. Within this work, two
implementations of ICA are used: FastICA [19] and JADE [5]. The next section discusses
each method’s algorithm.
2.4 FastICA and JADE
Within this section the FastICA and JADE methods are described. For the related mathe-
matical proofs, the authors’ works [5, 19] should be consulted.
Each method begins the same way. The goal of ICA is to solve the equation
x = As (2.2)
forA and s given only the observation vector x. Each method attempts this by solving for
the unmixing matrix,W , which solves
Wx = s (2.3)
thus, makingW = A−1.
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In equations 2.2 and 2.3, x and s are both random column vectors, however, in prac-
tice, these variables are both matrices, X and S, containing sample data with each row in
these matrices representing either an observation point or a source signal and each column
representing another sample set. With this notation, Equations 2.2 and 2.3 become
X = AS (2.4)
WX = S (2.5)
The context of the equation should make it obvious whether the practical observation and/or
source signal matrices or the theoretical vectors are the subject.
2.4.1 Whitening
The first step in findingW is “whitening” the observation data. In this context, for a set of
variables, z, to be white, every variable, zi, must meet the following conditions:
E {zi} = 0 (2.6a)
E {zizj} = 0, i 6= j (2.6b)
E {zizi} = 1 (2.6c)
where E {·} represents the expected value operator. In other words, the variables must be
zero-mean, uncorrelated, and have unit variance. This preprocessing makes the calcula-
tions carried out in the later steps easier to perform by simplifying the statistical equations
used (the zero-mean requirement eliminates terms) and by reducing the search for W into
a search for an orthogonal matrix—the search is reduced to finding a matrix which will
maintain the uncorrelatedness of the variables and maintain each variable’s unit variance.
To whiten the data, the sample mean of each variable is first subtracted from itself,
creating a set of zero-mean variables. Then a transformation matrix, called the “whitening”
matrix, that “decorrelates” the data is calculated. The steps for finding the whitening matrix
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are as follows:
1. If Xˆ is an n×m matrix made of m observations of n zero-mean random variables,
then Xˆ’s sample covariance matrix is given by:
cov
(
Xˆ
)
=
1
m− 1XˆXˆ
T
= V (2.7)
2. V , the covariance matrix, is symmetric and assumed invertible, implying that its
eigenvalues are distinct and its eigenvectors orthogonal. The eigenvalue decomposi-
tion of V , given by:
V = EDET ,EET = ETE = I (2.8)
where E is the matrix of V ’s eigenvectors and D is the diagonal matrix of V ’s
eigenvalues, and I is the n× n identity matrix can then be found.
3. Letting
Z =D−1/2ETXˆ (2.9)
the covariance matrix of Z will be:
cov (Z) =
1
m− 1ZZ
T
=
1
m− 1
(
D−1/2ETXˆXˆ
T
ED−1/2
)
XˆXˆ
T
= (m− 1)V
= (m− 1)EDET
cov (Z) =
m− 1
m− 1
(
D−1/2ETEDETED−1/2
)
=D−1/2DD−1/2
= I
(2.10)
showing that the whitening matrix is equal to:
(
D−1/2ET
)
.
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This whitening matrix, built from the eigenvalue decomposition of the zero-mean observa-
tion covariance matrix, creates a set of uncorrelated, unit energy variables. The removal of
the observation signal means is not a concern, as they can be restored during the final steps
of the ICA process.
The next step in both FastICA and JADE is to find an orthogonal transformation matrix,
B, that transforms the whitened observations into the original source signals. The use of
an orthogonal transformation preserves the unit variance of the whitened variables. It is at
this point that the two methods diverge in their methods.
2.4.2 FastICA
FastICA goes about finding the orthogonal transformation matrix, B, using a modified
gradient ascent algorithm and an approximation of the negentropy of each variable [18].
Negentropy is an information theory measure of the “distance” between a given random
variable’s probability density function (PDF) and the PDF of a normal (i.e., gaussian) ran-
dom variable. Gradient ascent is a technique used to find the maximum of a function by
following the function’s derivative towards the function’s highest point.
The general idea behind FastICA is to exploit the central limit theorem and its concept
that a combination of identically distributed independent random variables will result in a
random variable with a higher measure of “gaussianity” (i.e., a smaller negentropy), and
thus, to find the original independent variables, the measured negentropy of each observa-
tion variable must be maximized.
The FastICA algorithm is outlined within Algorithm 2.1. The algorithm itself is rel-
atively simple—it is the justification for the correctness of the algorithm in which things
become complicated, and, for that reason, the justifications are left to the algorithm’s au-
thors [16, 18, 19]. The basic premise behind the algorithm is that the negentropy of each
variable, a measure of the difference between the variable’s probability density function and
that of a gaussian variable with the same variance, can be measured through an approxima-
tion function, and that by taking the derivative of this approximation function, the direction
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in which the variable must change to result in an increase in its negentropy can be found,
and this direction can be used to modify the current guess at the orthogonal transformation
matrix,B.
Algorithm 2.1 The FastICA Algorithm
Require: z is the whitened observation vector of n random variables
Ensure: s is the vector of independent source signals
1: k ← 0
2: Bk ← initial guess (e.g., identity)
3: repeat
4: for every row, bk, inBk do
5: bk+1 ← E {zg (bkz)} − E {g′ (bkz)} bTk
6: OrthogonalizeBk+1
7: k ← k + 1
8: untilBk converged or max number of iterations performed
9: s← Bkz
Within the FastICA algorithm (Algorithm 2.1) the g (·) function is called the contrast
function and g′ (·) is its derivative. The contrast function is the function used to approxi-
mate a variable’s negentropy. The derivation of valid values for this function is beyond the
scope of this text, but there are three commonly used definitions:
g (x) = tanh (x) (2.11a)
g (x) = xe(−x
2/2) (2.11b)
g (x) = x3 (2.11c)
Though the focus of this work is on the timing performance obtained when using each
function, it should be noted that the choice of contrast function will yield different statistical
results. As will be seen later, both step 5 and step 6 of Algorithm 2.1 provide opportunities
for parallelization.
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2.4.3 JADE
The JADE method [3], standing for “Joint Approximate Diagonalization of Eigenmatri-
ces,” involves generating a set of matrices from the statistics of the observation data and
finding an orthogonal transformation matrix that simultaneously diagonalizes the entire set
of matrices. This transformation matrix, B, is then used as the matrix that transforms the
set of whitened observations, z, into the source signals, s.
The statistics used by JADE are the joint fourth-order cumulants of the whitened ob-
servation variables. The joint fourth-order cumulant for a set of four, zero-mean random
variables is defined as
cum (zi, zj, zk, zl) =E {zizjzkzl}−
E {zizj}E {zkzl}−
E {zizk}E {zjzl}−
E {zizl}E {zkzj}
(2.12)
If all the zi−l variables are mutually independent, then the expected value operations in
Equation 2.12 can be separated (e.g., E {zizj} = E {zi}E {zj}), and because the variables
are zero-mean, the cumulant becomes zero. Thus, the fourth-order cumulant defined in
Equation 2.12, given zero-mean independent variables, is equal to zero in all cases except
when i = j = k = l.
JADE works by creating a set of symmetric matrices whose diagonals are fourth-order
joint cumulants of the form cum (xi, xi, xi, xi) and whose off-diagonal elements are all
of the form cum (xi, xj, xk, xl), where at least one of i, j, k, l is distinct from the others.
This is where the “Joint Diagonalization” comes in. JADE uses Jacobi rotations (explained
in section 2.4.3.2) to build a single matrix that diagonalizes (makes off-diagonal elements
zero) all of the cumulant matrices simultaneously. The “Approximate” part of JADE refers
to the expectation that actual diagonalization will be impossible, and that the goal is to
achieve the closest approximation possible (“Eigenmatrices” is a holdover from JADE’s
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original implementation and is no longer relevant to its process [3]).
The basic JADE algorithm is given in Algorithm 2.2.
Algorithm 2.2 The JADE Algorithm
Require: z is the whitened observation vector of n random variables
Ensure: s is the vector of independent source signals
1: Generate a set of cumulant matrices from the z observations
2: repeat
3: for every pair of rows i and j, i 6= j do
4: Find the Jacobi rotation that will minimize the sum of the ij and ji elements
in all cumulant matrices
5: If the rotation angle is above some threshold, perform the rotation
6: until no rotations or max number of sweeps performed
7: The unmixing matrix,B, is the product of all the performed Jacobi rotations
8: s← Bz
2.4.3.1 Cumulant Matrices
In step 1 of Algorithm 2.2 the cumulant matrices must be generated. The JADE algorithm
defines a cumulant matrix generating function, Qz (M ), which will create a cumulant ma-
trix for the variables in random vector z, based on the entries in the matrix M , where M
is a square matrix with the same number of rows as there are variables in z. The function
is defined entry-wise as:
Qz (M)⇔ qij =
n∑
k,l=1
cum (zi, zj, zk, zl)mkl, 1 ≤ i, j ≤ n (2.13)
where n is the number of rows inM . JADE then uses a set of matrices,
{
M ij | i ≤ j ∨ 1 ≤ i, j ≤ n
}
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defined as:
M ij ⇔ mkl =

1 k = l = i = j
1/
√
2 k = i, l = j
1/
√
2 k = j, l = i
0 otherwise
(2.14)
For example, ifM ij are a set of 3× 3 matrices, the set will be:
1 0 0
0 0 0
0 0 0
 ,

0 0 0
0 1 0
0 0 0
 ,

0 0 0
0 0 0
0 0 1
 ,

0 1√
2
0
1√
2
0 0
0 0 0
 ,

0 0 1√
2
0 0 0
1√
2
0 0
 ,

0 0 0
0 0 1√
2
0 1√
2
0

2.4.3.2 Jacobi Rotations
Jacobi rotations are normally used to zero out a symmetric pair of off-diagonal entries
within a square matrix. The JADE algorithm uses them to, instead of zeroing a pair of
off-diagonal elements in a single matrix, minimize the sum of the magnitude of pairs of
off-diagonal elements within multiple matrices. Jacobi rotation matrices take the form:
V =

1 0 · · · 0
0
. . .
... c · · · −s
... . . .
...
s · · · c ...
. . . 0
0 · · · 0 1

That is, V is an identity matrix except for elements vii, vij , vji, and vjj , where vii = vjj =
cos (θ), vji = −vij = sin (θ), and θ is the angle of the rotation. Jacobi rotations are applied
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to a matrix,M , to zero out the elements mij and mji, using the formula:
M ′ = V TMV (2.15)
Within JADE, the angle, θ, used within the rotation matrix is determined using the follow-
ing equations [3]:
a =
∑
(mii −mjj)2
b =
∑
(mii −mjj) (2mij)
d =
∑
4m2ij
θ =
1
2
arctan
 2b
a− d+
√
(a− d)2 + 4b2

(2.16)
where the sums are taken over all the cumulant matrices. Derivations of the formulas to
obtain the Jacobi rotation angles (Equations 2.16) are included in Appendix A.
The effect of a single Jacobi rotation is to minimize a set of off-diagonal elements, but
in the process, other elements in the same rows and columns as the minimized elements
are changed, possibly undoing some work performed in a previous step. Because of this,
Jacobi diagonalization is an iterative process that must perform multiple “sweeps” of a
matrix before the matrix may be said to be diagonalized. Jacobi diagonalization and the
JADE algorithm must set a hard-limit to the number of sweeps performed as the matrix
may not be diagonalizable.
The Jacobi rotation matrices are accumulated as they are applied to the cumulant ma-
trices. Once either the maximum number of sweeps has been reached, or no rotations were
necessary to perform within a sweep, the accumulated rotations are used as the “unmixing
matrix” that is capable of separating out the original source signals within the whitened
observations.
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2.4.4 Final Steps
Once the orthogonal unmixing matrix, B, has been determined through either FastICA
or JADE, it is used to separate out the original source signals. The orthogonal unmixing
matrix may be combined with the whitening matrix to create the full unmixing matrix that
is capable of separating the source signals from the original observation variables:
W = B
(
D−1/2ET
)
(2.17)
where D and E are the eigenvalue and eigenvector matrices, respectively, of the eigen-
value decomposition of the zero-mean observation variables’ covariance matrix, as given
in Equation 2.8.
To find the original mixing matrix, the inverse of the full unmixing matrix can be used.
However, because finding the inverse of a matrix is not always a simple and quick task, the
D and E matrices may be reused to create a “dewhitening” matrix, and the orthogonality
of the B matrix may be exploited to compute the mixing matrix. The unmixing matrix,
defined in Equation 2.17, is simply inverted using the formula:
A =W−1 = ED1/2BT (2.18)
Using one of the FastICA or JADE blind source separation methods outlined, it is now
possible to start with a random observation vector, x, and find an unmixing matrix, W ,
and a mixing matrixA, such that:
x = As (2.19)
s =Wx (2.20)
where s is a set of independent, random variables.
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2.5 Visualizing ICA
The ICA process can be easily visualized for the case of two observation variables. When
using only two observation variables the ICA algorithm can be observed by plotting the ob-
servation data on a cartesian plane and watching as it is whitened and as the ICA algorithm
rotates the observation data while it homes in on the final unmixing matrix, until the point
that source signals can be extracted from the horizontal and vertical axes (Figure 2.7).
With this understanding of ICA laid out, the reasoning behind the use of a GPU for the
implementation of ICA can now be examined.
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Figure 2.7: Visualizing the steps in FastICA [15]. After whitening, the two observation
signals are mostly contained within the unit circle. As more iterations of FastICA are
applied, the density function of the second signal (in blue) can be seen to become more and
more non-gaussian until a sinusoid is extracted.
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2.6 Why GPGPU?
Based on the work performed in [7], it was known that the runtime of Independent Compo-
nent Analysis benefits from parallelization. Another work [1] had also shown benefits on
a similar technique, principal component analysis, (albeit on a much larger scale). It was
also known that ICA is a computation performed on a large amount of data, requiring large
data throughput. What was not known, was whether the amount of data provided by this
particular problem or the amount of work to solve this particular problem was enough to
benefit from implementation on a GPU.
The ideal GPGPU program is one containing a very large amount of data on which large
amounts of identical, data-independent operations must be performed. The amount of data
and the amount of work to perform on the data must be significant enough to overcome the
cost of communicating the data between the host CPU and the GPU device, and must be
parallel enough not to require too much control flow (i.e., conditional code execution). The
operations performed by ICA are data-independent on a small scale, resulting in a very fine
grain size for parallelization, however ICA contains several data-dependent steps that have
the potential to defeat any speedups obtained by implementing the independent steps on
the GPU. Thus, it was not known whether implementation of ICA on a GPU would result
in any significant speedups, but the potential speedup to be obtained by a GPU made an
investigation into its use appear to be worthwhile.
2.7 CUDA
NVIDIA’s CUDA framework was chosen as the tool to use to implement Independent Com-
ponent Analysis on the GPU because, from the tools available (e.g., OpenCL, graphics API
hacks), it has the largest support network in place already developing GPGPU programs, it
is specifically meant for programming scientific problems, and it has the largest amount of
documentation and example programs freely available.
A well-written, comprehensive guide to programming with CUDA is provided in NVIDIA’s
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programming guide [8], and should be read by anyone attempting CUDA programming.
Provided here is an overview of the programming platform created by CUDA and some of
the general ideas that must be followed to create effective CUDA code.
2.7.1 CUDA GPU Architecture
CUDA presents a computer architecture of many “Streaming Multiprocessors,” where each
multiprocessor is a sort of Single-Instruction, Multiple-Data processor that executes its
instructions on a set of internal “Scalar Processors,” (see Figure 2.8). At runtime, CUDA
will assign a block of “threads” to each multiprocessor. Each multiprocessor will assign
each thread to one of its scalar processor cores. Whenever a block of threads becomes
stalled due to a memory access, the block is taken off the multiprocessor and another block
is run until the memory access completes. In this way, the relatively long memory access
times will not stall the graphics processor, provided that there is enough work to perform
while blocks wait on memory.
Each multiprocessor provides a (very) small amount of local, shared, quick memory
for use by all threads within a block. This amount varies between graphics cards, but on
the NVIDIA GeForce GTX 295 (the card used within this thesis), the amount of shared
memory is equal to 16384 bytes, or enough space for 4096 single-precision floating point
values. While this may seem like plenty of memory, when it is considered that the same
card supports a maximum of 512 threads per block, this results in space for only 8 floats per
thread when the maximum block size is used, leading to an optimization problem between
the number of threads and the amount of memory available to each thread.
Besides shared memory, there is also “global” memory. The amount of global memory
is orders of magnitude above shared memory, but global memory accesses are also much,
much slower (on the order of 50 times slower). One critical optimization that CUDA pro-
grams must make is in their global memory access patterns [13].
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Figure 2.8: Multiprocessor within a CUDA GPU [8]. A multiprocessor is an SIMD pro-
cessor containing a set of SISD processors called “scalar processors,” each of which has its
own local memory and access to a small amount of shared memory contained within the
multiprocessor.
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2.7.2 Memory Coalescing
Global memory accesses in CUDA are slow. According to [8], a global memory access
will take between 400 and 600 clock cycles, compared to approximately 8 clock cycles for
a read from shared memory (the number may vary based on access pattern). To account
for the slow global memory accesses, besides simply reducing the number of memory
instructions, the CUDA programmer may “coalesce” memory instructions (see Figure 2.9).
If the threads within a block access memory sequentially (Figure 2.9(a)), that is, thread 0
accesses memory n, thread 1 accesses memory n+1, and so on, the memory access will be
coalesced—it will be turned into a single memory access for all threads in the block rather
than one memory access per thread in the block, potentially saving hundreds of cycles.
An effective CUDA program will also account for the long memory access times by
ensuring that enough work is provided such that while some thread blocks are stalled while
waiting on memory, other thread blocks may be executing. Finally, a good CUDA program,
to allow for large amounts of memory coalescing, and to limit the number of global memory
accesses, must also partition a problem effectively.
2.7.3 Kernels, Threads, Blocks, and Grids
The CUDA programmer partitions a problem by specifying how threads are to be grouped.
Threads represent a single flow of execution and are grouped by the programmer into
“blocks” ( Figure 2.10). As a result of the assignment of blocks to individual multipro-
cessors, all threads within a block may communicate with each other through shared mem-
ory and synchronization instructions, but threads may not communicate outside of their
block—threads within separate blocks must be capable of executing completely indepen-
dently of each other; they cannot talk through shared memory or any atomic instructions.
Thread blocks are themselves grouped into a grid. This grid is the highest level con-
struct and contains all threads that will be executing a specific set of instructions, called
the thread “kernel.” The kernel is the code written by the CUDA programmer to run in
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(a) Coalesced Memory Access (b) Non-coalesced Memory Access
Figure 2.9: Memory coalescing within a CUDA GPU [8]. Threads accessing memory
sequentially such that thread 0 accesses memory n, thread 1 accesses memory n + 1, and
so on, will have their memory accesses “coalesced” into a single memory access. Threads
reading/writing memory in a non-sequential manner will have their memory accesses split
into several accesses.
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Figure 2.10: Abstract partitioning of work within a CUDA program [8]. A CUDA pro-
gram partitions its work by grouping together single threads of execution into blocks, and
grouping blocks into a single grid. All threads within a grid will execute the same program.
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parallel on the GPU device, and is the code that eventually runs on each scalar processor
in the GPU—each thread runs exactly the same code. The only difference between threads
is their thread and block index numbers. These numbers may be used to calculate memory
offsets (allowing threads to access different values in memory) and to allow for conditional
code execution; however, conditional statements may lead to inefficient kernels. The scalar
processers within a single multiprocessor must all execute the same instruction simultane-
ously, so if one thread in the execution group is meant to perform a different instruction
from other threads, the CUDA compiler must produce code that results in the other threads
effectively stalling while waiting for the first thread to complete its work. When this hap-
pens, the threads are said to “diverge.”
The CUDA programmer is responsible for telling the CUDA runtime how to assign
threads to blocks, and blocks to a grid. This is one of the more difficult problems in CUDA
programming, as, to achieve optimimal performance, thread block size must take into ac-
count the amount of memory required per thread, the amount of communication required
between threads, the optimal way to group threads to allow for memory coalescing, and the
best way to group threads to prevent thread divergence. These goals often conflict and can
lead to a balancing act that often results in simple trial and error to find the best distribution.
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Chapter 3
Implementation
This chapter presents implementation details about the blink detection and removal algo-
rithm and the implementations of Independent Component Analysis using FastICA and
JADE in both plain C and in C with CUDA extensions.
3.1 Blink Detection and Removal
This work implemented an eye-blink detection and removal algorithm similar to those de-
scribed within [7, 25]. The algorithm can be broken down into three main stages: blink
detection within contaminated EEG, blink source extraction, and blink source detection
and removal.
3.1.1 Blink Detection within EEG
The blink detection within EEG is performed using Algorithms 3.1 and 3.2. These algo-
rithms work by defining a set of heuristics that loosely define characteristics of an eye-blink.
If all of the heuristics agree upon the location of an eye-blink within EEG, then that blink
is marked for removal.
Within Algorithm 3.1 two threshold values must be set. The first of these thresholds, τ1,
is used to reduce the amount of computation time that must be spent correlating the EEG
channel with a template signal by reducing the number of indices that are correlated against.
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Algorithm 3.1 Blink detection within single channel of EEG
Require: eeg is a single channel of EEG sampled at 500 Hz
Require: τ1 is the threshold value to use with the moving average
Require: τcor is the minimum correlation threshold
Ensure: indices is a list of indices specifying the locations of blinks
1: Sum the upper envelope of the absolute values of the 5th, 6th, and 7th order coiflet3
wavelet details of the eeg channel.
2: Calculate a moving average of the summed details using a window size of 512 samples.
3: Create a threshold equal to the moving average plus τ1.
4: Find points in the details that cross the threshold and group them in pairs so that the
first point is a rising edge and the second is a falling edge. Discard points that have no
corresponding rising/falling edge.
5: Between each point pair, find the point at which the 3rd order coiflet3 wavelet approx-
imation of the channel is minimum. These points are the potential blink locations.
6: for each potential eye-blink location do
7: Correlate the 3rd order coiflet3 wavelet approximation of the channel around the
point with a template that approximates the shape of an eye-blink. Eliminate any
point whose correlation coefficient is below τcor.
8: indices← the indices that still remain
Algorithm 3.2 Blink detection within multiple channels of EEG
Require: channels are multiple channels of EEG sampled at 500 HZ
Ensure: indices is a list of indices specifying the locations of blinks
1: Process each channel individually using Algorithm 3.1 to find possible blink locations
in each of the channels.
2: for every blink index found in the first channel do
3: if all channels have blink indices within 0.02 seconds of the index then
4: Record the blink index as an actual blink location.
5: else
6: Discard the blink index.
7: indices← the recorded blink indices that were present in all channels
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The τ1 threshold ensures that the sections that are correlated against contain a large enough
amount of transient activity such as that characterized by an eye-blink. If the τ1 threshold
is set too low, then the algorithm will correlate with small variations in amplitude within
the EEG—if τ1 is too large, then it will miss weaker eye-blinks, and eventually it will miss
even the strongest blinks.
The use of the τ1 threshold differs from the use of a similar threshold within [7, 25] in
that it also uses a moving average. This moving average allows the threshold to “adapt” to
the underlying EEG, making the threshold more robust for different subjects and any bursts
of activity or slow signal drifts that may exist within the channel.
The second threshold, τcor exists to ensure that the detected blinks have the expected
shape. This threshold helps eliminate any signals that have the same time-frequency content
as an eye-blink, but do not have its characteristic shape and sign. The lower this threshold,
the more forgiving the blink detection algorithm will be with regard to the eye-blink shape.
For this work, values to use for these thresholds were determined through experimen-
tation, resulting in τ1 = 15 and τcor = 0.75. It is expected that these thresholds may not
work for all EEG datasets, especially the correlation threshold, since the eye-blink can vary
a great deal in shape and duration. The eye-blink template used within this work is kept
extremely simple, and is shown in Figure 3.1.
3.1.2 Blink Source Extraction
Blink source extraction has two steps: first, the EEG source signals must be separated using
Independent Component Analysis (ICA), then, the source signal containing the eye-blinks
must be located. The implementation of ICA will be discussed later.
The blink source signal is located by correlating each source signal extracted by ICA
with a template built from the eye-blink locations found using Algorithm 3.2 (see Fig-
ure 3.2). The signal template is created by locating the eye-blink template used within
the correlation step of the blink detection algorithm (Figure 3.1 and Algorithm 3.1) at the
locations returned by that same algorithm. The source signal with the correlation furthest
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1 T = [linspace(1, 0, 0.08 * f_s), ...
2 linspace(0, 0.6, 0.08 * f_s), ...
3 linspace(0.6, 0.8, 0.06 * f_s)(2:end)];
0
1
0.22 seconds
Blink Template
Figure 3.1: Simple blink template expressed in M-file syntax where f s is the sample
frequency of the EEG and linspace(a, b, n) is a function generating n equally
spaced samples on the line ranging from a to b.
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from zero is determined to contain the eye-blink source. Because of the limitations of ICA,
the correlation value can be positive or negative, as there is no guarantee on the sign of the
extracted signal.
3.1.3 Blink Source Removal
The blink removal algorithm is outlined in Algorithm 3.3. This algorithm takes the re-
sults from the blink detection step (the locations of blinks within the EEG) and takes the
extracted blink source signal and applies a heuristic to the extracted signal to find the lo-
cations of blinks within it. Any blinks found within both the eye-blink source and the
unprocessed EEG are “flattened” in the extracted signal, and the full set of extracted sig-
nals, including the modified eye-blink source, is then recombined to rebuild the original
EEG minus the eye-blink artifact. The source signal is flattened by changing the values
of the source signal during eye-blink to the average of the two values directly before and
directly after an eye-blink.
Algorithm 3.3 Blink removal from EEG
Require: S is the source signal matrix returned by ICA
Require: A is the mixing matrix returned by ICA
Require: bs is the row index into S pointing to the source signal containing the eye-blink
Ensure: R is processed EEG with no eye-blink
1: Find blink locations within the eye-blink source signal S (bs, :)
2: for each blink index, bi, found within S (bs, :) do
3: if bi matches within 0.02 seconds a blink index found by Algorithm 3.2 then
4: Flatten S (bs, :) for 0.2 seconds before and 0.2 seconds after column bi
5: R← AS
The blink detection within Algorithm 3.3 is performed by thresholding the signal with
a value that is dependent on the number of expected blinks (given by Algorithm 3.2). The
threshold value cannot be fixed because the source signal will always have unit variance due
to the ICA computation, so the more blinks within the signal, the smaller each individual
blink. This limitation can be exploited, however, as it allows the compution of a threshold
based on the number of blinks expected to be within the source signal. This adaptive
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Figure 3.2: Finding the eye-blink source. The eye-blink source (red) is found within the
extracted source signals by correlating the source signals with a template (black) created
from the detected locations of eye-blinks.
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threshold should work consistently, no matter the subject or situation, because the eye-
blink source signal should contain only the eye-blink source and no extra noise. Within
this work, the threshold, τs, is computed as:
τs =
10
n
(3.1)
where n is the number of expected blinks within the source signal. This threshold (the
number 10) was created through experimentation and with the expectation that a source
signal contains 5000 samples. If the signal length is changed, due to the unit variance
requirement of source signals, the threshold may need to change as well.
Wherever the absolute value of the eye-blink source signal crosses the adaptive thresh-
old with both a rising and a falling edge pair, the maximum of the absolute value of the
source signal is declared as the eye-blink location (absolute values must be used because
of the ambiguity over the source signal’s sign), completing step 1 of Algorithm 3.3 (Fig-
ure 3.3).
Once blinks are detected in the eye-blink source, they go through one last verification
before removal. For a blink to be removed, it must have been detected in multiple channels
of the original EEG (using Algorithm 3.2), and it must be detected within the eye-blink
source. If the blink passes those tests, it is removed by replacing the source signal from
0.2 seconds before the blink to 0.2 seconds after the blink with the average of the value
before and after the blink. The EEG is then reconstructed using the ICA mixing matrix and
modified source signals.
3.2 Independent Component Analysis
In this work two forms of Independent Component Analysis (FastICA and JADE) were
implemented in three languages: Octave version 3.2.2 (an open-source alternative to The
Mathworks’ MATLAB R©) and plain C with and without CUDA extensions. This section
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Figure 3.3: Finding blinks in an eye-blink source. Blinks are found within an eye-blink
source by thresholding an adaptive threshold. The more blinks within the source, the lower
the threshold as the unit energy restriction on the source signal causes the strength of an
individual blink to decrease as more blinks are added to the signal.
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will discuss the implementation details of the two sets of C code. The M-file implementa-
tion was created to serve as a “correctness” benchmark, allowing the development of the
blink removal algorithm to move more quickly, and allowing verification of the results of
the two C implementations. It was written to perform well within the foibles of the Octave
scripting language, but its details are not important to this section of the document.
The general algorithms for both FastICA and JADE are explained in Section 2.4 and
should be consulted for a discussion on the purpose for each step in the algorithms.
3.2.1 Supporting Libraries
The C implementations make extensive use of the BLAS, LAPACK, and ATLAS math
libraries [21, 31, 32] to perform the matrix multiplications and eigenvalue decompositions
necessary to perform ICA. The C with CUDA code also makes use of the CUBLAS (CUDA
BLAS) library when performing matrix multiplication on the GPU. The Octave runtime
makes use of a generic version of the BLAS and LAPACK libraries—it does not use the
optimized versions provided by the ATLAS library.
The BLAS, standing for “Basic Linear Algebra Subprograms,” and LAPACK, standing
for “Linear Algebra PACKage,” declare many functions for use in linear algebra. The
ATLAS library, standing for “Automatically Tuned Linear Algebra Software,” provides
implementations of the BLAS and LAPACK functions that are optimized at compile time
to the computer on which the functions will be running. The ATLAS library functions
are multi-threaded, ensuring maximum utilization of the CPU. The ATLAS and CUBLAS
libraries were used to prevent duplication of effort and because they are heavily optimized
libraries—it is unlikely a better implementation would have been developed within the
timeframe for this thesis and with enough performance benefit to have justified the effort.
The following BLAS and LAPACK functions are used in this work:
• GEMM (GEneral Matrix Matrix multiplication) Computes: C = αAB + βC
• GEMV (GEneral Matrix Vector multiplication) Computes: y = αAx+ βy
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• SYEV (SYmetric EigenValue decomposition) Given a real, symmetric matrix, com-
putes all of its eigenvalues and eigenvectors.
3.2.2 Data Storage
With few exceptions, matrices are stored in column-major order to support the BLAS func-
tions. The column-major ordering is an important implementation detail as it affects the
order in which matrices must be traversed to ensure proper usage of the memory cache on
the CPU and to ensure memory coalescing on the GPU.
Column-major ordering refers to the way in which two-dimensional matrices are stored
in a one-dimensional memory space. The two general choices are row-major and column-
major ordering. In both formats, an r × c matrix is stored as a single array of rc values. In
row-major ordering the first c values in the array represent the first row of the matrix, the
second c values the second row, and so on. In column-major format the first r values in the
array represent the first column of the matrix, the second r values the second column, and
so on. The situation is diagrammed in Figure 3.4.
Within this thesis, the EEG observation data is represented and stored as an n × s
matrix, where n is the number of electrodes or observation variables, and s is the number
of samples taken from those electrodes. EEG with 25 observation points was used, and
10 seconds worth of EEG sampled at 500 Hz was processed at any given time. This resulted
in a 25× 5000 observation matrix.
3.2.3 Whitening
The whitening of the variables is a fairly simple process with the help of the LAPACK li-
brary, requiring only a few matrix multiplications and the eigenvalue decomposition func-
tion. The algorithm used by all implementations is outlined in Algorithm 3.4.
When implemented in C, care is taken to ensure that matrices are traversed in column-
major order so that the memory cache is able to exploit spacial locality when retrieving
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(a) Row Major Ordering
(b) Column Major Ordering
Figure 3.4: Diagrams of row and column major ordering [34]. Storage of two-dimensional
matrices within one-dimensional memory space is often done with either row or column
major ordering. In row major ordering, the (p, q) element within an r × c matrix is stored
at offest p× c+ q, while in column major ordering the element is stored at q × r + c.
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Algorithm 3.4 Whitening algorithm
Require: X is the n× k observation matrix of k samples of n random variables
Ensure: Z is the n× k matrix of whitened observation variables
Ensure: µX is a vector holding the means of each observation variable
Ensure: H is the whitening transformation matrix
Ensure: G is the dewhitening transformation matrix
1: for i = 1 to n do
2: µX (i)← E {X (i, :)}
3: Z (i, :)←X (i, :)− µX (i)
4: V ← 1
k−1ZZ
T
5: Compute the eigenvalue decomposition of V using the SYEV function, storing the
eigenvectors in the E matrix and the eigenvalues in theD diagonal matrix
6: H ←D−1/2E
7: G← ETD1/2
8: Z ←HZ
element values.
The C with CUDA implementation performs steps 1 through 7 of Algorithm 3.4 en-
tirely on the CPU before moving all data to the GPU to perform step 8 and the rest of the
ICA computation. The computation of the whitening matrices is performed on the CPU for
all implementations because no easy way of efficiently calculating the eigvenvalue decom-
position of a matrix on a GPU could be found.
3.2.4 FastICA
The goal of FastICA is to implement Algorithm 2.1. This algorithm has three key steps:
the calculation of a next guess at the unmixing matrix, Bk+1, the orthogonalization of this
new matrix, and the detection of convergence, visualized in the flow diagram in Figure 3.5.
3.2.4.1 Calculation of Next Guess
Algorithm 2.1 explains how to find each new row of the unmixing matrix using the equa-
tion:
bk+1 ← E {zg (bkz)} − E {g′ (bkz)} bTk (3.2)
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Figure 3.5: Flow diagram of the FastICA algorithm (CPU vs GPU)
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This equation is implemented with several matrix multiplications using the optimized
ATLAS library functions within the plain C code and using the CUBLAS library functions
within the C with CUDA code. If the whitened observation matrix, Z, is an n × k matrix
of n variables each with k observations, then these multiplications result in the application
of the contrast rule
(
g (·) and g′ (·)) on every element of two matrices also of size n × k.
This is a key area for parallelization.
The contrast rule can be applied to every element of both matrices simultaneously. In
the plain C code this is performed using multi-threading. In the C with CUDA code this is
performed using several custom-made kernel functions which read in all the elements of a
matrix and apply the contrast rule (e.g., tanh (·)) on each element.
3.2.4.2 Orthogonalization of Next Guess
The orthogonalization of the next guess matrix is key to the algorithm, and also presents
the largest roadblock within the CUDA implementation.
In plain C, orthogonalization is a relatively simple process, performed using:
B ← (BBT )−1/2B (3.3)
The calculation of the inverse square root of the BBT matrix can be performed using the
SYEV function (which is valid to use becauseBBT is guaranteed to be symmetric). Using
the eigenvector matrix, E, and the diagonal eigenvalue matrix, D, returned by the SYEV
function, the inverse square root can be found as follows:
BBT = EDET(
BBT
)−1/2
= ED−1/2ET
(3.4)
In CUDA there is no SYEV function that may be used. The lack of a CUDA enabled
SYEV function precludes the use of Equation 3.4. Instead, Algorithm 3.5, presented in [16],
is used.
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Algorithm 3.5 Orthogonalization
Require: B is the updated unmixing matrix
Ensure: B is orthogonalized
1: B ← B/
√
‖BBT‖
2: repeat
3: B ← 3
2
B − 1
2
BBTB
4: untilB converged
The test for convergence within Algorithm 3.5 presents a difficulty to CUDA. After ev-
ery iteration, theB matrix must be tested for convergence. This involves transporting data
from the GPU device back to the CPU host after every iteration, resulting in a bottleneck
in the program as the data transfer is slow to complete. The data transfer bottleneck, in this
case, cannot be avoided by simply running a fixed number of iterations, because the num-
ber of required iterations cannot be predicted, and can potentially be very large, especially
as the size of theB matrix increases.
3.2.4.3 Convergence
As mentioned in the previous section, test for convergence presents a problem for CUDA
code as it stalls the graphics card until data sent from the GPU device to the CPU host can
be evaluated and acted upon by the CPU. In plain C code, the convergence test is a simple
enough action, performed by Algorithm 3.6.
Algorithm 3.6 FastICA test for convergence
Require: Bk is the previous unmixing matrix
Require: Bk+1 is the new unmixing matrix
Require:  is a suitably small, positive convergence criteria
1: d← diagonal ofBk+1BTk
2: for every element, di, in d do
3: if 1.0− |di| >  then
4: not converged
5: else
6: converged
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Unlike when orthogonalizing the unmixing matrix, the CUDA implementation can ig-
nore this test for convergence and simply perform a maximum number of iterations. The
FastICA computation requires that a maximum number of iterations be specified to prevent
the computation from running indefinitely in the case when independent source signals can-
not be extracted. Because the case of failed extraction represents the worst case runtime for
the algorithm, and because a real-time implementation is only concerned with the worst-
case performance, the CUDA implementation is optimized for the worst-case by assuming
that convergence will not be achieved, and thus, never testing for it.
3.2.5 JADE
The goal of JADE is to implement Algorithm 2.2, expanded into a flow diagram in Fig-
ure 3.6. This algorithm has two distinct areas for parallelization: the generation of the
cumulant matrices, and the application of the Jacobi rotations.
3.2.5.1 Cumulant Matrix Generation
The generation of the cumulant matrices takes a significant amount of time, thanks to the
memory requirement and sheer number of calculations required. Given an observation ma-
trix of n variables with k observations (an n× k matrix), JADE will require (n (n+ 1)) /2
cumulant matrices, all of size n × n. This means that the memory requirements for JADE
are O (n4), and each element of each matrix will require a different expected value compu-
tation.
The computation for each cumulant matrix element takes the form:
cum (zi, zj, zk, zl) =E {zizjzkzl}−
E {zizj}E {zkzl}−
E {zizk}E {zjzl}−
E {zizl}E {zkzj}
(3.5)
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Figure 3.6: Flow diagram of the JADE algorithm (CPU vs GPU)
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where the z variables are whitened observation variables. Because of the whitening step,
E {zizj} =
1 i = j0 i 6= j (3.6)
and therefore cumulant matrix element computation can be broken down into:
cum (zi, zj, zk, zl) =

E {zizjzkzl} − 3.0 i = j = k = l
E {zizjzkzl} − 1.0 i = j, k = l
E {zizjzkzl} − 1.0 i = l, k = j
E {zizjzkzl} − 1.0 i = k, j = l
E {zizjzkzl} otherwise
(3.7)
Equation 3.7 demonstrates that only the expected value of the form E {zizjzkzl} needs to
be calculated. Based on the distinctness of i, j, k, and l, a DC offset can then be applied.
In the plain C code, the computation of expected values takes quite some time, how-
ever this is where the C with CUDA code is beneficial. Every element in every cumulant
matrix can be calculated independently of each other, and each element requires a non-
trivial amount of work to compute. By assigning one block of threads per element (i.e.,
n × n × n × (n+ 1) /2 blocks), and making each thread block its maximum size, the
required computation of expected values can be performed completely in parallel.
Because each thread block is responsible for reading in four rows of the observation
matrix (so that the expected value of the product of those four rows can be computed), this
is one of the few places in this work where a matrix is stored in row-major order. This row-
major ordering of the observation matrix allows for memory coalescing within the CUDA
code when the kernel is accessing the observation matrix.
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3.2.5.2 Jacobi Rotations
The standard method for diagonalizing a matrix using Jacobi rotations is to perform mul-
tiple “sweeps” of the matrix, where a sweep entails visiting every upper-triangular, off-
diagonal element in the matrix, one at a time, to perform the Jacobi rotation to annihilate
that element. This is the method used by the plain C code. Multiple sweeps of the cumulant
matrices are performed, one element at a time, until either the maximum number of sweeps
has been reached, or the matrices are sufficiently diagonal.
For the plain C code, the standard method is appropriate. Because a single Jacobi
rotation will only update two rows and two columns of a matrix, the plain C code does not
use the GEMM function to perform a set of full matrix multiplications. Instead, it reads and
writes only the small set of values that are in need of updating. The plain C code can do
this because there is no significant performance penalty in accessing the cumulant matrices
in this non-sequential, but still spatially local, way.
However, for the GPU to be reasonably utilized in the C with CUDA code, a single
step must perform more work than the annihilation of a single element provides. The
increase in work per rotation is achieved using an algorithm to annhilate as many off-
diagonal elements as possible in a single Jacobi rotation, effectively performing multiple
Jacobi rotations simultaneously [28]. This algorithm works by exploiting two properties of
Jacobi rotations:
1. The rotation angle used within a Jacobi rotation to minimize off-diagonal elements,
mpq and mqp, within a symmetric matrix, M , depends only on those elements and
their corresponding diagonal elements, mpp and mqq.
2. The result of a Jacobi rotation, M ← VMV T , to zero-out elements mpq and mqp
will result in changes to only the p and q rows and p and q columns of theM matrix.
The algorithm itself is presented in Algorithm 3.7.
Though it looks rather complicated, Algorithm 3.7 is relatively simple. The algorithm
defines a sequence of 2m− 1 rotation matrices, used to perform a full Jacobi sweep, where
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Algorithm 3.7 Parallel Jacobi sweep
Require: M is an n× n matrix on which to perform a single Jacobi sweep
Require: I is the n× n identity matrix
Ensure: All off-diagonal elements ofM have been targeted exactly once for annihilation
by a Jacobi rotation
1: m← b(n+ 1) /2c
2: for k = 1 upto m− 1 do
3: V ← I
4: for q = m− k + 1 upto n− k do
5: if m− k + 1 ≤ q ≤ 2m− 2k then
6: p← (2m− 2k + 1)− q
7: else if 2m− 2k < q ≤ 2m− k − 1 then
8: p← (4m− 2k)− q
9: else
10: p← n
11: vpp = vqq = cos (θ)
12: −vpq = vqp = sin (θ)
13: M ← VMV T
14: for k = m upto 2m− 1 do
15: V ← I
16: for q = 4m− n− k upto 3m− k − 1 do
17: if q < 2m− 2k + 1 then
18: p← n
19: else if 2m− k + 1 ≤ q ≤ 4m− 2k − 1 then
20: p← (4m− 2k)− q
21: else
22: p← (6m− 2k − 1)− q
23: vpp = vqq = cos (θ)
24: −vpq = vqp = sin (θ)
25: M ← VMV T
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m = b(n+ 1) /2c, resulting in a total of n rotation matrices when n is odd, and a total of
n − 1 matrices when n is even. Each rotation matrix, specified by its sequence number k,
zeros out the bn/2c elements specified by the set of (p, q) indices which are dependent on
the sequence number k. It is only the rules for generating the indices, (p, q), that create a
large amount of conditional checking.
Comparing Algorithm 3.7 to the case of eliminating only one element per matrix, where
n (n− 1) /2 matrices must be used, a great savings in the required number of matrix mul-
tiplications is seen.
To implement Algorithm 3.7 on the GPU, the rotation matrices generated by the algo-
rithm must be applied to every cumulant matrix. The application of a rotation matrix to a
single cumulant matrix requires one left and one right matrix multiplication, i.e.,
M k ← VM k
M k ←M kV T
The set of cumulant matrices, {M}, is stored in the GPU’s memory in such a way that the
first multiplication can be performed in a single step using the CUBLAS GEMM function,
i.e.,
{M} =
(
M 1 M 2 · · · Mn
)
{M} ← V {M} =
(
VM 1 VM 2 · · · VMn
)
The second multiplication is then performed using a custom kernel that takes advantage of
the sparseness of the rotation matrix.
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Chapter 4
Testing
Several steps were taken to verify the correctness of the code used within this thesis. First,
all algorithms were implemented in Octave version 3.2.2, providing a baseline against
which all C implementations could be checked to verify correct outputs were generated
by all individual pieces of the code. C programs were run under the Valgrind program
(http://valgrind.org) to verify that they did not leak memory, did not access invalid loca-
tions within memory, and did not use uninitialized memory. Together with the GNU De-
bugger program (gdb), Valgrind proved extremely useful in verifying that the C code was
executing as expected.
Verifying the correct operation of the CUDA code proved to be much more difficult.
There is no program that can run on the graphics card to allow for debugging of CUDA
kernels, so debugging was reduced to checking the CUDA runtime’s error status for the
equivalent of a SEGFAULT. If a kernel was performing incorrectly, e.g., was accessing
invalid memory, an error would be generated signalling that the kernel code running at the
time of the error needed to be checked.
Once the code was verified as executing correctly, several tests were performed to check
the performance of the code. All tests involving EEG, unless otherwise specified, were
performed using 5000 samples of 25 channels (i.e., an observation matrix of size 25×5000).
This accurately represents ICA being performed on 10 seconds of EEG sampled at 500 Hz
across 25 channels.
The EEG used for testing was retrieved from the work performed in [7], which obtained
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the EEG using a 32-channel headbox, collected using the Xltek Exchange program, and,
through that same program, the EEG was dumped to a text file containing the sample
voltages in decimal format.
4.1 Eye-blink Detection
The eye-blink detection code was verified by checking against both authentic, unmodified
EEG, and by attempting to simulate eye-blinks within EEG not containing blinks. All
tested EEG datasets were 10 seconds of 25 channel EEG sampled at 500 Hz, resulting in
observation matrices of size 25 × 5000. Four channels of EEG were given to the blink
detection algorithm: “FP1 - F3,” “FP1 - F7,” “FP2 - F4,” and “FP2 - F8.” These four
channels were chosen for their proximity to the eyeball so that when a blink occurs, it will
definitely show up in all four channels.
4.1.1 Using Authentic EEG
To verify that the code was properly detecting eye-blinks within EEG, several datasets
were used. These datasets are the same data used in [7], allowing for a comparison with
the results gathered in that work. These datasets included:
1. EEG gathered from a test subject with no known abnormal neurological conditions
who was blinking on command while sitting, breathing steadily, and purposefully
keeping muscle movements to a minimum.
2. Clinical EEG gathered from patients presenting either Frontal Intermittent Rhythmic
Delta Activity (FIRDA) waveforms or Triphasic waveforms.
The main reason for the choice of datasets within this thesis was to allow for compari-
son with previous work, however the work previously chose to evaulate blink detection
algorithms against triphasic and FIRDA waveforms because the similarity between the
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Figure 4.1: Abnormal waveforms with shape similar to eye-blink
eye-blink waveform shape and the shapes of triphasic and FIRDA waves can lead to false
detections (see Figure 4.1).
The test EEG was first examined manually to determine the fiducial location of blinks,
if any, within the EEG. The blink detection code was then run and declared that a blink
detected within 0.25 seconds of an expected blink was correctly detected, a blink not within
0.25 seconds of an expected blink was a false detection, and an expected blink with no
detected blink within 0.25 seconds was a missed detection. If a blink was detected multiple
times, only the first detection was counted as correct, and all subsequent detections were
counted as false because multiple detections of the same blink will result in the failure of
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the adaptive threshold used when identifying blinks within the eye-blink source signal, and
will result in the generation of an incorrect eye-blink source signal template.
4.1.2 Using Simulated Blinks
It was desired to see if the blink detection algorithm was capable of accurate detection in
the presence of epileptiform activity. Because all of the triphasic and FIRDA datasets did
not contain any blinks, and because it is difficult to obtain such specific waveforms (EEG
displaying both an eye-blink and a specific activity simultaneously), a simulation of the
data was attempted.
Simulated eye-blinks were created by performing Independent Component Analysis
(ICA) on EEG both with and without an eye-blink artifact, identifying the blink source
manually, and then recreating the uncontaminated EEG with the additional eye-blink source.
For example, if ICA of contaminated EEG resulted in the source signal matrix Sblink and
the mixing matrix Ablink, and ICA of uncontaminated EEG resulting in the source signal
and mixing matrices Sclean,Aclean, respectively, then the simulated blink EEG was created
by appending the eye-blink source row from Sblink onto Sclean and appending the eye-blink
source mixing column vector from Ablink onto Aclean, such that, when recombining the
now modified Sclean signals into the EEG,Xeeg = AcleanSclean, the blink source would be
mixed in with the uncontaminated EEG in the same proportions as it was originally found
within the contaminated EEG. M-file code for this process is given in Figure 4.2.
Once the simulated EEG was created, it was evaluated using the same method used for
the authentic EEG.
4.1.3 Data Files and Fiducial Locations of Eye-blinks
For testing, EEG was retrieved from files storing the EEG in the European Data Format
(EDF) [11]. The locations of eye-blinks were determined through manual inspection and
are recorded in Table 4.1 as a mapping from EEG data file to the list of eye-blink locations
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within that file. Locations are given as sample indices and filenames match the names of
the data files submitted with this thesis document. Only those files containing blinks are
listed.
normal0.edf 3135
normal1.edf 2340
normal2.edf 493, 3870
normal3.edf 2247
normal4.edf 182, 3319
normal5.edf 1802
Table 4.1: Fiducial locations of eye-blinks
4.2 ICA Runtime
One of the key components of this thesis is the investigation of the real-time performance
capabilities of Independent Component Analysis, and, because this work is using a GPGPU
solution, it is important to determine how well the GPGPU solution compares to the CPU
as the observation matrix size is scaled up. To this end, the worst case performance of both
the CPU and GPGPU solutions was measured. To achieve worst case performance, the ICA
implementations were given a mixed set of gaussian random variables to separate. Because
1 % A_blink <- mixing matrix for blink contaminated EEG
2 % S_blink <- source signal matrix for blink contaminated EEG
3
4 % A_clean <- mixing matrix for uncontaminated EEG
5 % S_clean <- source signal matrix for uncontaminated EEG
6
7 % source <- row index into S_blink that is the blink source
8
9 S_clean(end + 1, :) = S_blink(source, :);
10 A_clean(:, end + 1) = A_blink(:, source);
11
12 X_eeg = A_clean * S_clean;
Figure 4.2: Simulating eyeblink
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ICA fails to separate signals when they are gaussian, this ensured that each implementation
would run for the maximum number of iterations.
The execution time of each ICA implementation was defined as the time from the CPU
passing an observation matrix to the ICA code for processing, to the time that the CPU re-
ceived the results of ICA. The runtime measurement did not include the setup time required
to initialize any ICA implementation parameters (e.g., did not include time required to allo-
cate memory on the GPU device) because, if ICA were to be running as a realtime process,
the repeated allocation/freeing of memory on the GPU device would be an unnecessary and
time consuming process.
The obervation matrix size was defined to be n × (500n), where n varied from 2 to
64. For each observation matrix size, the execution time of each ICA implementation
was measured 20 times to account for possible variance. The FastICA implementation
measurement was repeated three times, once for each of its three contrast functions (i.e.,
Equations 2.11).
For these measurements, the FastICA algorithm was configured as within [7] to per-
form a maximum or 400 interations with a convergence criteria of  = 0.0001. The JADE
algorithm was configured somewhat arbitrarily to perform a maximum of 100 sweeps. This
number was decided upon because it was seen to be more than needed to address the orig-
inal EEG processing requirements.
4.3 Blink Removal in Realtime
Finally, to determine the performance benefit within the blink removal algorithm of running
ICA on the GPU, the runtimes of all implementations of ICA were measured when operat-
ing on a 25 × 5000 observation matrix, the size of an obsevation matrix given 10 seconds
of a 25 channel EEG sampled at 500 Hz.
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Chapter 5
Results
This chapter contains the results of the testing described in the previous chapter. All results
were gathered on a desktop computer with the following specifications:
Operating System Ubuntu 9.10, Karmic Koala
Memory 2.9 GB, PC3-12800 DDR3
Processor 3.07 GHz Intel R© CoreTM i7
Graphics Card NVIDIA R© GeForce R© GTX 295
GPU Driver Version 195.36.15
Table 5.1: Test system specifications
5.1 Blink Detection
Blink detection testing provided counts of correctly detected blinks, falsely detected blinks,
and missed blinks. In Table 5.2, “normal,” refers to healthy adult EEG containing no
artifacts or unwanted noise other than eye-blinks, “triphasic,” refers to EEG displaying
triphasic waveform activity, “FIRDA,” refers to EEG displaying FIRDA waveforms, and
“simulated (...),” refers to EEG of type “(...)” which originally did not contain any eye-blink
artifact, but was simulated to contain artifacts using the method described in Figure 4.2.
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EEG Type Blinks in
EEG
Correctly
Found
False
Detections
Missed
Detections
Normal 8 8 0 0
Triphasic 0 0 0 0
FIRDA 0 0 3 0
Simulated (normal) 48 48 0 0
Simulated (triphasic) 48 5 0 43
Simulated (FIRDA) 48 27 12 21
Table 5.2: Blink detection results
5.2 ICA Runtimes and GPU Profiles
Runtime measurements of each ICA algorithm resulted in the datasets graphed in Fig-
ures 5.1 and 5.2. Due to the difference in runtimes and the difference in maximum obser-
vation size, the FastICA and JADE implementations are plotted separately.
Timing profiles for the GPU implementations of FastICA and JADE were also gener-
ated using the NVIDIA CUDA profiler with n = 25 and n = 50 (yielding observation
matrices of size 25× 12500 and size 50× 25000) to observe the change in relative perfor-
mance of the CUDA kernels as the observation matrix size changed. The timing profiles
show the total percentage of time spent within each kernel function and the number of times
(in parentheses) that each kernel was called. The following kernels are represented in the
plots:
• sgemm: all kernels containing this string represent calls to the CUBLAS GEMM func-
tion.
• fica : all kernels beginning with this string are calls into custom kernels written
for FastICA.
• jade : all kernels beginning with this string are calls into custom kernels written
for JADE.
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• memcpy: all kernels beginning with this string are calls to transfer memory to or
from the GPU device.
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Figure 5.1: Runtime comparison of CPU and GPGPU implementations of FastICA. The ex-
ecution time of the GPU implementations of FastICA is seen to grow linearly with respect
to the observation matrix while the execution time of the CPU implementation grows ex-
ponentially. The maximum recorded speedup is approximately 6.36 (see Table 5.3), while
the speedup for a matrix with 25 rows (marked by the dotted line) is approximately 1.9.
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Figure 5.2: Runtime comparison of CPU and GPGPU implementations of JADE. The ex-
ecution time of the GPU implementation of JADE grows at a slower rate than the CPU
implementation. The maximum recorded speedup is approximately 2.55 (see Table 5.3).
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Matrix size CPU GPU
tanh cube gauss JADE tanh cube gauss JADE
· · ·
20× 10000 2.08032 s 1.12531 s 2.19110 s 0.44396 s 1.58117 s 1.56790 s 1.59743 s 0.63159 s
21× 10500 2.35186 s 1.33358 s 2.50649 s 0.52988 s 1.59502 s 1.68660 s 1.64026 s 0.76757 s
22× 11000 2.58555 s 1.53495 s 2.80224 s 0.46094 s 1.74485 s 1.75849 s 1.76245 s 0.85213 s
23× 11500 2.84140 s 1.84605 s 2.95490 s 0.95645 s 1.80748 s 1.84647 s 1.83592 s 1.02715 s
24× 12000 3.15691 s 2.06535 s 3.44787 s 1.24341 s 1.88499 s 1.89372 s 1.92257 s 1.15858 s
25× 12500 3.68758 s 2.30432 s 3.84946 s 1.41814 s 1.97004 s 1.97720 s 2.01561 s 1.42945 s
26× 13000 4.09647 s 2.53203 s 4.24726 s 1.65416 s 2.05717 s 2.07404 s 2.08713 s 1.61735 s
27× 13500 4.40378 s 2.92267 s 4.62422 s 2.03894 s 2.14191 s 2.18059 s 2.17257 s 1.90108 s
28× 14000 4.44692 s 2.86187 s 4.68714 s 2.62988 s 2.22733 s 2.25196 s 2.27098 s 2.13609 s
29× 14500 4.99157 s 3.27453 s 5.36217 s 2.06912 s 2.33014 s 2.37155 s 2.39482 s 2.50870 s
30× 15000 5.48626 s 3.59260 s 5.84769 s 3.31741 s 2.39740 s 2.45107 s 2.44327 s 2.81041 s
· · ·
48× 24000 18.99678 s 11.57286 s 19.09479 s 60.69448 s 4.07338 s 4.13789 s 4.19948 s 27.37896 s
49× 24500 20.37618 s 13.36567 s 20.06504 s 71.25044 s 4.30855 s 4.36093 s 4.41855 s 31.24981 s
50× 25000 21.23308 s 13.32113 s 20.60094 s 86.14676 s 4.39458 s 4.45865 s 4.52640 s 33.83104 s
51× 25500 22.02873 s 14.18828 s 21.32977 s 100.04077 s 4.49403 s 4.62217 s 4.64985 s —
· · ·
60× 30000 31.35564 s 22.56159 s 32.85054 s 294.28822 s 5.29385 s 5.42248 s 5.50844 s —
61× 30500 32.43368 s 23.11940 s 32.88252 s 325.41814 s 5.39875 s 5.59040 s 5.64879 s —
62× 31000 33.81539 s 24.91150 s 35.06978 s 355.87631 s 5.44314 s 5.66290 s 5.70751 s —
63× 31500 35.53257 s 25.52025 s 34.07376 s 390.41163 s 5.58562 s 5.81204 s 5.86120 s —
64× 32000 36.77767 s 27.38897 s 36.23359 s 421.30740 s 6.10745 s 6.35248 s 6.36678 s —
Table 5.3: ICA execution time as matrix size is scaled
A sample of the average execution times plotted in Figures 5.1 and 5.2. The maximum speedup for FastICA is obtained for the
63× 31500 observation matrix, where the speedup is seen using the tanh (·) rule and is equal to 35.53257s/5.58562s ≈ 6.36.
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Figure 5.3: Timing profile of FastICA on GPU given 25× 12500 observation matrix
Figure 5.4: Timing profile of FastICA on GPU given 50× 25000 observation matrix
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Figure 5.5: Timing profile of JADE on GPU given 25× 12500 observation matrix
Figure 5.6: Timing profile of JADE on GPU given 50× 25000 observation matrix
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5.3 ICA Runtime on EEG
The runtime of all ICA implementations, given a 25 × 5000 observation matrix was mea-
sured 20 times. Results for the worst case are listed as the “Gaussian” dataset and results
for a randomly chosen EEG dataset are listed under “EEG.”
CPU GPU Speedup
data type rule Average
runtime (s)
Standard
deviation (s)
Average
runtime (s)
Standard
deviation (s)
CPU/GPU
Gaussian JADE 1.32 0.00 1.22 0.00 1.08
tanh 1.91 0.00 1.13 0.00 1.69
cube 1.21 0.00 1.13 0.00 1.07
gauss 1.80 0.00 1.09 0.00 1.64
EEG JADE 0.91 0.00 1.22 0.00 0.74
tanh 1.93 0.00 1.08 0.00 1.79
cube 0.21 0.00 1.11 0.00 0.19
gauss 1.80 0.00 1.11 0.00 1.62
Table 5.4: ICA runtime on EEG size observation matrix
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Chapter 6
Discussion
This chapter addresses results from the blink detection tests and examines the timing perfor-
mance of the ICA implementations. The blink detection results are found to be ambiguous,
and the ICA results results are found to be definitive and positive, showing that a GPGPU
implementation of ICA is capable of meeting the real-time goal of processing 10 seconds
of EEG within 10 seconds; however, it is also seen that a modern desktop computer can
almost match the GPU in terms of runtime of the ICA computation.
6.1 Blink Detection
The results for the blink detection algorithm are unclear, suggesting several possibilities.
Blinks within normal, otherwise artifact-free EEG (see Figure 6.1(a) for an example)
were successfully detected (and successfully not detected if no blinks were present), how-
ever, all normal EEG came from within a controlled environment (the subject was blinking
on command) and all normal EEG came from the same subject. Because of this, the tests on
normal EEG do not show whether the detection algorithm is suitable as a general detection
algorithm, or whether it is simply suitable for a single individual.
For triphasic EEG (see Figure 6.1(b)), the blink detection algorithm appears to perform
well on actual data—no blinks are falsely detected—but, without triphasic data containing
blinks, this may simply indicate that blink detection does not work at all within triphasic
data. This possibility is backed up by the failure of the blink detection algorithm to locate
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(a) Blink detection in normal EEG
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(b) Blink detection in triphasic EEG with no blinks
Figure 6.1: Blink detection in normal EEG. Results of the blink detection algorithm given
normal EEG and EEG containing triphasic waveforms. Displayed channels are channels
given to blink detection algorithm. Two blinks are correctly located within the normal EEG
and no blinks are falsely detected in the triphasic EEG.
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Figure 6.2: False blink detections in FIRDA EEG containing no blinks. Two blinks are
falsely detected in the first stages of the blink detection algorithm. These blinks are later
correctly identified as false when blink detection is applied to the extracted blink source
signal.
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Figure 6.3: Simulated blinks in triphasic EEG. Two blinks are simulated within uncontam-
inated triphasic EEG. Very little change is visible between the original and simulated EEG
signals.
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the simulated blinks within the triphasic data, but the lack of detection could also indicate
that the simulation method is simply invalid. Looking at Figure 6.3, the difference between
the uncontaminated triphasic EEG and the simulated EEG is difficult to detect visually.
Another possibility is that the blink detection software is simply ineffective in the pres-
ence of repetitive, high-amplitude signals such as those contained in triphasic and FIRDA
EEG. During testing, data from within the Pesin thesis [25] was given to the blink detec-
tion software. This data came from a healthy adult, but contained movement artifacts and
appeared to include rapid blinking. Results from this data are not included in the previous
results table because no information was recorded in the Pesin thesis about actual locations
and numbers of eye-blinks, and so no benchmark could be created to measure against.
Finally, it must be noted that while blinks are falsely detected within the FIRDA raw
EEG (e.g., Figure 6.2), the falsely detected blinks are not detected within the extracted
source signals, and thus will not result in modifications of the EEG. In other words, the first
half of the blink detection algorithm proved to be faulty when given FIRDA EEG, but the
additional checks performed on the ICA extracted source signals prevent any information
from being removed from the EEG.
6.2 General ICA Performance
Compared to running on the CPU, the GPGPU implementation of Independent Component
Analysis showed an improvement in execution time and a much better relationship between
work and runtime. As seen in Figure 5.1, the GPGPU version of FastICA appears to have
a very slight linear increase in runtime with regard to an exponential growth in observation
data. This is in comparison to the exponential increase in runtime seen by the pure CPU
implementation of FastICA.
On the other hand, both the GPGPU and pure CPU versions of JADE exhibit exponen-
tial growth in runtime as observation variables increase, although the GPGPU implemen-
tation does consistently outperform the CPU version. This difference between FastICA
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and JADE is a result of the cumulant matrices needed by JADE. The amount of mem-
ory required by JADE is O (n4) with respect to the number of observation variables, and
the number of cumulant matrices is O (n2). In JADE, increasing the number of observation
variables results in 4th order exponential growth in the amount of work to be performed (2nd
order growth in the number of matrices to be multiplied within each step of each sweep),
while in FastICA, an increase in observation matrix size results in an exactly matched in-
crease in the size of matrices that are multiplied together.
Looking at the plots in Figures 5.3 and 5.4, it can be seen that a change in observation
matrix size from 25×12500 to 50×25000 results in very little change in the relative amount
of time spent within each kernel in the FastICA computation. This is in contrast to the
changes seen in the JADE computation (Figures 5.5 and 5.6), where an increase in the num-
ber of observation variables results in a change from the cumulant matrix generation kernel
being the most time intensive, to the repeated calls to sgemm main tex hw ta nb be-
ing the most time intensive task. The sgemm main tex hw ta nb function in this case
is the CUBLAS GEMM function used to apply the Jacobi rotation matrix to each cumulant
matrix. This change can be explained by an increase in observation matrix size that results
in only a one-time performance penalty within the cumulant matrix generation kernel, but
results in repeated penalties when performing sweeps of the cumulant matrices, because
the number of matrices grows as O (n2).
Finally, two things must be noted about the JADE implementation. First, no measure-
ments beyond 50 observation variables could be valid because of a hard limit due to the
implementation of the kernel used to generate the cumulant matrices and the maximum
allowable grid size in CUDA. Second, due to time constraints, the plain C implementation
of JADE was not fully optimized—it is not multi-threaded. This should be considered in
comparisons between the plain C code and the C with CUDA code.
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6.3 ICA Performance with EEG
While the previous results about the performance of ICA in general are useful, they do not
necessarily apply to the blink detection and removal problem. Within the algorithm used
for this thesis, the observation matrix was at a fixed size of 25× 5000, and it did not matter
whether the GPGPU implementation showed a speed up eventually—only the 25 × 5000
case mattered. According to Table 5.4, even in the worst case, the GPGPU implementation
still showed a speed up in all ICA configurations tested. Some speedups are relatively
insignificant, e.g., JADE only saw a speedup of 1.07; however, this test was taken on an
unloaded desktop computer. Running any other background task will steal available cycles
from the CPU implementations of ICA, while, on the other hand, the graphics card is
unlikely to suffer from variable load.
As a result of these tests, the goal of this thesis was obtained: a GPGPU implementation
of ICA has been shown to be a reasonable method for achieving real-time performance
within a blink removal algorithm. With these results and to further prove the point that
the developed ICA implementations meet the real-time goal, a program was developed to
continually stream EEG through the eye-blink removal algorithm. This program reads in
EEG stored in the Xltek “EEG Raw Data” format and allows the user to pause the reading
of the EEG so that various configuration parameters can be explored. This program showed
that both the plain C and GPGPU implementations are capable of real-time performance,
and provided the user with the ability to change configuration parameters at runtime. A
screenshot of the program, called EDE, is shown in Figure 6.4.
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Figure 6.4: Eye-blink Detector and Extractor program. Screenshot of the eye-blink detector and extractor program as it streams
EEG through the eye-blink removal algorithm. The program allows for the user to toggle configuration parameters of the eye-
blink detection and removal algorithm.
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Chapter 7
Conclusions
This thesis had the goal of investigating the viability of GPGPU as a platform on which to
perform eye-blink artifact removal from EEG. Specifically, it was investigated whether it
was possible to process 10 seconds of EEG within 10 seconds. It was found that GPGPU
does provide a decent system for meeting the real-time goal, and code was developed that
met the real-time goal using either only native C or a GPGPU solution.
The use of GPGPU as a workable, real-time solution to the blink artifact removal prob-
lem was demonstrated by using CUDA to implement the ICA portion of the problem on a
GPU. This resulted in notable speedups on large datasets, and marginal speedups on EEG
when compared to a single CPU based desktop computer. A GPGPU solution will show
less variance in run-time compared to a CPU, making its use in a real-time program more
favorable; however, this benefit must be tempered by the amount of time and effort required
to create an efficient GPGPU program. Creating GPGPU programs appears to require that
the implemented algorithm be already developed and finalized due to the amount of time
that must be spent determining an appropriate method of partitioning the problem for the
GPU.
The code provided with this thesis should allow for more rapid development of EEG
processing techniques as well-documented, efficient ICA implementations have been pro-
vided in all of MATLAB/Octave files, plain C files, and C with CUDA files. The provided
code should also be easily reusable, as it was written with generality in mind, and effort was
put into not “hardcoding” any values or assumptions about the data that is being processed.
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While this is good, the code has room for improvement as follows:
1. The JADE GPGPU implementation sets an unnecessary upper bounds on the number
of signals that can be separated.
2. The ICA implementations all require that the number of observation variables matches
the number of source signals. The ICA algorithm does not require this, but it makes
for much simpler processing.
3. The JADE GPGPU implementation makes use of the CUBLAS GEMM function to
perform the left-multiplication of its set of cumulant matrices, when a custom made
kernel would likely be much faster as it could take advantage of the extreme sparse-
ness of the rotation matrix.
4. The JADE native C implementation is not multithreaded, making it likely to be less
than optimally efficient.
5. The M-file blink removal code requires that input data be in the form of a specific
struct datatype. The struct used is overly complex and should be better targeted
towards the blink removal code rather than the file I/O code from which it originates.
7.1 Future Work
• There is currently a need for a more fundamental study of the efficacy of Independent
Component Analysis for artifact removal within this application.
• The blink detection/removal algorithm is still lacking in a quantitative measurement
of its effectiveness—some set of standardized method and data on which to verify
algorithms, analogous to the MIT arrhythmia database for ECG processing, would
be extremely useful, and would contribute greatly to the field by allowing researchers
to compare their algorithms with each other.
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• This work should provide a foundation for the rapid development and research of
EEG artifact removal algorithms that make use of Independent Component Analysis.
Investigations still need to be performed on ICA’s usefulness in removing artifacts
other than the eye-blink, such as the ECG, eye movements other than blinks, and
muscle artifacts.
• This work may prove useful for applications outside of artifact removal from EEG.
For example, the implementation of Independent Component Analysis on a GPU,
and the performance of the FastICA implementation given very large sets of data,
suggest that the developed code may be useful in other fields such as the processing
of medical images, like those created by an MRI.
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Appendix A
Derivation of JADE Angle Formulas
The formulas used within the JADE algorithm (Algorithm 2.2) to compute the Jacobi ro-
tation angles are derived within this appendix. This derivation is based on the explanation
given in Cardoso’s work [5].
In JADE, there is a set of cumulant matrices {M} to diagonalize. For a single Ja-
cobi rotation it is desired to find a matrix, V , such that M ′r = V
TM rV will maximize∑ |m′ii|2 + ∣∣m′jj∣∣2, i 6= j, over every matrix,M r ∈ {M}, where V is of the form:
V =

1 0 · · · 0
0
. . .
... c · · · −s
... . . .
...
s · · · c ...
. . . 0
0 · · · 0 1

That is, V is an identity matrix except for elements vii, vij , vji, and vjj , where vii = vjj =
cos (θ), vji = −vij = sin (θ), and θ is the angle of the rotation.
In the rest of this derivation, for simplicity of representation, only the iith, ijth, jith,
and jjth elements of the V and {M} matrices are considered, representing the V andM
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matrices, respectively, as:
V =
c −s
s c
 andM =
xm ym
ym zm

where the mii, mij , mji, mjj elements have been replaced with xm, ym, ym, and zm, re-
spectively, to highlight that, M being symmetric, the off-diagonal elements are identical,
while the on-diagonal elements may be different.
Given these conditions, the derivation is as follows:
1. First, notice that:
|xm − zm|2 + |xm + zm|2 =
∣∣x2m + 2xmzm + z2m∣∣+∣∣x2m − 2xmzm + z2m∣∣
= 2
∣∣x2m + z2m∣∣
= 2
(
|xm|2 + |zm|2
)
(A.1)
So, maximizing
∑ |xm|2+|zm|2 is equivalent to maximizing∑ |xm − zm|2+|xm + zm|2.
2. Next, given that the trace of a matrix is invariant under a unitary transformation,
and since V represents such a transformation, the value |xm + zm|2 is constant, so
maximizing
∑ |xm − zm|2+ |xm + zm|2 is equivalent to maximizing∑ |xm − zm|2.
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3. Expanding V TMV :
V TMV =
 c s
−s c
xm ym
ym xm
c −s
s c

=
 c s
−s c
xmc+ yms −xms+ ymc
ymc+ zms −yms+ zmc

=
 c2xm + csym + csym + s2zm c2ym − csxm + cszm − s2ym
−s2ym − csxm + cszm + c2ym s2xm − csym − csym + c2zm

(A.2)
This gives, forM ′ = V TMV :
x′m = c
2xm + 2csym + s
2zm
z′m = s
2xm − 2csym + c2zm
(A.3)
And, finally:
x′m − z′m =
(
c2 − s2) (xm − zm) + 4csym (A.4)
4. Using the trig identities:
cos (2θ) = cos2 (θ)− sin2 (θ)
sin (2θ) = 2sin (θ) cos (θ)
Equation A.4 becomes:
x′m − z′m =
(
c2 − s2) (xm − zm) + 4csym
= cos (2θ) (xm − zm) + 2sin (2θ) ym
(A.5)
5. A suitable choice of θ is necessary to maximize
∑ |xm − zm|2. To find the best
choice, express
∑ |xm − zm|2 as a matrix problem by defining the vector, q, such
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that
q =
(
x′m1 − z′m1 x′m2 − z′m2 · · · x′mn − z′mn
)
so that ∑
|xm − zm|2 = qqT (A.6)
6. Next, define the matrix,G, and the vector, v, such that
G =
xm1 − zm1 xm2 − zm2 · · · xmn − zmn
2ym1 2ym2 · · · 2ymn
T
v =
cos (2θ)
sin (2θ)
 (A.7)
Then, using the value for x′m − z′m given in Equation A.5, we can see that
qT = Gv (A.8)
and, thus:
∑
|xm − zm|2 = qqT
= vTGTGv
(A.9)
7. By choosing v to be the eigenvector of GTG with the largest eigenvalue vTGTGv
is guaranteed to be as large as possible. BecauseGTG is a 2×2 matrix, it is possible
to find its eigenvalues and eigenvectors. This will allow determination of v, and from
v, θ.
8. ExpandingGTG:
GTG =
 ∑ (xm − zm)2 ∑ (xm − zm) (2ym)∑
(xm − zm) (2ym)
∑
4y2m
 (A.10)
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Let
a =
∑
(xm − zm)2
b =
∑
(xm − zm) (2ym)
d =
∑
4y2m
(A.11)
then, λ1, the largest eigenvalue ofGTG can be found with the equation:
λ1 =
a+ d+
√
(a− d)2 + 4b2
2
(A.12)
and the corresponding eigenvector can then be found using the equations:
v =
v1
v2
 (A.13)
v1 = cos (2θ) =
λ1 − d√
b2 − (λ1 − d)2
(A.14)
v2 = sin (2θ) =
b√
b2 − (λ1 − d)2
(A.15)
9. To solve for θ use the trig identity tan (·) = sin(·)
cos(·) and Equations A.12, A.14 and A.15
to get:
tan (2θ) =
sin (2θ)
cos (2θ)
=
b√
b2−(λ1−d)2
λ1−d√
b2−(λ1−d)2
=
b
λ1 − d
=
2b
a− d+
√
(a− d)2 + 4b2
(A.16)
84
which gives:
θ =
1
2
arctan
 2b
a− d+
√
(a− d)2 + 4b2
 (A.17)
10. Finally, determine θ using Equation A.17 and the values for a, b, and d given by
Equations A.11, and use this θ directly to build the rotation matrix, V , which will
allow the minimization of a pair of off-diagonal elements within all cumulant matri-
ces.
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Appendix B
Code Repository
All code developed for this thesis is provided on a CD with the thesis document.
The code repository is divided into three main directories: c files, m files, and
eeg data. All EEG EDF files are stored within the eeg data directory, all C im-
plementation files (including the CUDA files) are under the c files directory, and all
MATLAB/Octave M files are under the m files directory.
B.1 EEG Data
The eeg data directory contains a large number of single record, 5000 sample long, EDF
files. The file names and directory structure make clear which files contain eye-blinks,
which files are of a normal, healthy adult, and which files are displaying epileptiform ac-
tivity.
B.2 MATLAB/Octave Code
The M-files for this work are meant to be executed from within the m files directory, that
is, when using this work’s M-files, it is expected that the current working directory is
m files. Before running any of the provided code, the runfirst.m script should be
executed to ensure that the environment is properly initialized (i.e., the search path is setup
and a global variable used by the wavelet processing code is initialized).
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The M-files for this thesis were developed and tested within the Octave programming
environment. While Octave and MATLAB are extremely similar in syntax, there are oc-
casional differences, especially in supporting libraries. Because of this, the M-file code
as written is not guaranteed to run within MATLAB. A known problem is the wavelet
libraries. Octave does not provide any wavelet functions, so these functions had to be
developed. During development, effort was put into ensuring that the developed wavelet
functions behave identically to the wavelet functions provided within MATLAB, including
calling syntax.
All wavelet functions and supporting code are contained within the m files/wavelet
directory. The existence of the custom wavelet functions can cause a problem in MATLAB,
so it is advisable to remove from the runfirst.m script the addition of the wavelet di-
rectory to the search path when running with MATLAB is desired.
All provided scripts and functions are well commented and include comment headers
that will display useful information when the help function is used.
B.3 C Source Files
To build the plain C and C with CUDA files, running the make command from within the
c files directory on a computer with the ATLAS and CUDA libraries installed should be
sufficient. If compilation fails during the link stage, the likely problem is that the ATLAS
and/or CUDA libraries could not be found, and the Makefile will need to be modified to
point to the libraries’ correct location.
B.3.1 Compilation Options
There are two macros used by the C source files that affect the compiled code: USE SINGLE,
and ENABLE GPU. The ENABLE GPU macro toggles the compilation of GPGPU support
code. If the ENABLE GPU macro is not defined, then the compiled code will not require
the NVIDIA nvcc compiler and will be able to run on a computer without a CUDA-enabled
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GPU.
The USE SINGLE macro toggles the use of single or double precision floating point
values. If USE SINGLE is not defined, double precision floats are used, and the ENABLE GPU
flag must not be defined, because CUDA does not support double precision. The USE SINGLE
flag exists to allow for the compilation of ICA libraries capable of handling double preci-
sion data.
Unfortunately, the Makefile is not in a state to allow for easy switching of the compila-
tion flags. The Makefile is given in a state that defines both USE SINGLE and ENABLE GPU.
To remove either flag, the Makefile will need to be modified to ensure that it does not at-
tempt to compile the CUDA source files (files with a “.cu” extension).
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Appendix C
Function Documentation
This appendix documents several of the more important functions created during the com-
pletion of this thesis, including most of the custum CUDA kernels. The functions docu-
mented here are C functions–the documentation for equivalent MATLAB/Octave functions
can be found using the help command within Octave. All documentation provided here
is available within the C header files, and a Doxygen configuration file is provided with the
C code to allow for the generation of HTML documentation.
C.1 ica init()
/**
* Name: ica_init
*
* Description:
* Initializes the ICA library, allocating memory and setting up global
* variables needed to run the ICA computation. This function should be called
* before any other ICA function, and whenever the values in the ICAParams
* struct change.
*
* This function takes in a pointer to an ICAParams struct containing some
* configuration parameters for the function. If this function is not called,
* the listed default values are used when the ica() function is first called.
* The parameters, their purpose, and their default value are listed in the
* following table:
*
* property | default | description
89
* --------------+-------------+-----------------------------------------------
* implem | ICA_FASTICA | Which ICA implementation to use. If one of the
* | | JADE implementations is specified, the
* | | ‘epsilon’, ‘contrast’, and ‘max_iter’
* | | parameters are unused.
* --------------+-------------+-----------------------------------------------
* epsilon | 0.0001 | Convergence criteria. An iterative process is
* | | used to find the unmixing matrix, and this
* | | number defines how small a change must be in
* | | the calculated matrix before it is called
* | | ’converged’.
* | |
* | | Convergence means that the cosine of the angle
* | | between the previous unmixing vectors and the
* | | current vectors is within ’epsilon’ of +/- 1.
* --------------+-------------+-----------------------------------------------
* contrast | NONLIN_TANH | The contrast/learning rule that is used to
* | | find the mixing matrix. Valid values that use
* | | negentropy estimation through a nonlinear
* | | function are:
* | | NONLIN_TANH using g(y) = tanh( y )
* | | NONLIN_CUBE using g(y) = yˆ3
* | | NONLIN_GAUSS using g(y) = y * exp(-yˆ2 / 2)
* --------------+-------------+-----------------------------------------------
* max_iter | 1000 | The maximum number of iterations to perform
* | | before giving up on achieving convergence.
* --------------+-------------+-----------------------------------------------
* num_var | rows | The number of variables to extract. This
* | | defaults to the number of rows in the
* | | observation matrix, which is currently the
* | | only valid value for this parameter.
* --------------+-------------+-----------------------------------------------
* num_obs | columns | The number of observations in the observation
* | | matrix. This defaults to the number of columns
* | | in the matrix, which is currently the only
* | | valid value for this parameter.
* --------------+-------------+-----------------------------------------------
* gpu_device | 0 | Which GPU device to use. This only matters if
* | | one of the GPU implementations was specified.
* | | This value is passed to the cudaSetDevice()
* | | function to set the device on which
* | | calculations are performed. The chosen device
* | | should be different from the device supporting
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* | | a display.
* --------------+-------------+-----------------------------------------------
*
*
* Parameters:
* @param params configuration parameters for the ICA algorithm
*
* Returns:
* @return int zero if there was a problem, nonzero otherwise
*/
int ica_init( ICAParams const *params );
C.2 ica()
/**
* Name: ica
*
* Description:
* Performs independent component analysis on the given observations X. Each
* row of X is assumed to be an observation vector. In other words, each row
* is a random variable and each column is an observation of that variable.
*
* Four values are returned by this function:
* W - the inverse mixing matrix (i.e., unmixing matrix)
* A - the mixing matrix
* S - the calculated source signals (zero-mean)
* mu_S - the calculated source signal means
*
* This function works by assuming that the observations, X, are a linear
* combination of some unknown source signals, S, represented by the equation:
*
* X = A * S
*
* The goal of this function is to find the transform, W, that will yield:
*
* W * X = S
*
* Thus, W = Aˆ-1
*
* To make finding W easier, X is first transformed into a zero-mean set of
* observations, resulting in a new matrix, represented by:
* _ _
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* X + mu_X = A * (S + mu_S)
* _ _
* Where X and S are both zero mean. We can then ignore both mu_X and mu_S
* until we have calculated W, at which point it is simple to add them back in.
* _
* The S matrix returned by this function is actually the S matrix reference
* above. The original observations, X, may be reconstructed by calculating:
* _
* X = A * (S + mu_S)
*
* Parameters:
* @param W OUTPUT where the resulting W matrix will be stored
* @param A OUTPUT where the resulting A matrix will be stored
* @param S OUTPUT where the resulting S matrix will be stored
* @param mu_S OUTPUT where the resulting mu_S vector will be stored
* @param X INPUT the observation matrix
*
* Returns:
* @return unsigned int how many iterations/sweeps the algorithm took
*/
unsigned int ica( Matrix *W, Matrix *A, Matrix *S, NUMTYPE *mu_S,
Matrix const *X );
C.3 blinkRemove()
/**
* Name: blinkRemove
*
* Description:
* Removes eyeblink artifacts from an EEG recording given as an observation
* matrix. Each row of the observation matrix should represent a different
* EEG sensor (e.g., the ’FP1’ sensor, the ’F4’ sensor), each column should
* represent an observation of the sensors.
*
* The ‘channels’ parameter must be an array containing the channels to use for
* blink detection. The recommended channels to use are ’FP1 - F3’, ’FP1 - F7’,
* ’FP2 - F4’, and ’FP2 - F8’, but the only requirement is that at least one
* channel must be given.
*
* The ‘channels’ parameter is passed to the blinkDetect() function, so its
* storage must match that expected by blinkDetect() (i.e., ‘channels’ must be
* stored in row-major order).
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** The ‘keep’ list specifies which channels in the observation EEG to leave
* unmodified. This can be used, for example, to prevent the obliteration of
* blinks from the EOG.
*
* Parameters:
* @param mat_R where to store the results
* @param mat_X the observation matrix
* @param channels the channels to use for blink detection
* @param num_channels the number of channels
* @param keep which channels to keep
* @param num_keep the length of the ‘keep’ array
* @param ica_params parameters to use for ICA
* @param b_params blink detection parameters
*
* Returns:
* @return int the number of blinks removed
*/
int blinkRemove( Matrix *mat_R, const Matrix *mat_X,
const NUMTYPE *channels, int num_channels,
const int *keep, int num_keep,
ICAParams *ica_params, const BlinkParams *b_params );
C.4 wavedec()
/**
* Name: wavedec
*
* Description:
* This function is meant to perform similar to MATLAB’s wavedec() function.
*
* This function performs a one-dimensional deconstruction of the given signal
* vector using the specified wavelet. The coefficient vectors for each level
* of the deconstruction are stored in the given coefs output vector, while
* the length of each coefficient vector is returned in the length output
* vector.
*
* For example, if C is the output coefficient vector and L is the output length
* vector, then, for a three level deconstruction, the resulting C and L vectors
* would look like:
*
* +-----+-----+---------+-----------------+
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* C -> | cA3 | cD3 | cD2 | cD1 |
* +-----+-----+---------+-----------------+
*
* L -> [ length(cA3), length(cD3), length(cD2), length(cD1) ]
*
* Where cDx represent detail coefficients at level x, and cAy represents
* approximation coefficients at level y.
*
* PRE:
* The output vectors are assumed to have the required amount of space available
* for writing to. To ensure this, it is recommended to call the
* wavedecMaxLevel() and wavedecResultLength() functions to find the required
* lengths of the vectors before using this function.
*
* The ’lengths’ vector must be at least ’level + 1’ elements long.
*
* Parameters:
* @param coefs OUTPUT where to store the resulting coefficients
* @param lengths OUTPUT where to store the lengths of the coef. vectors
* @param signal INPUT the input signal vector
* @param len_signal INPUT the length of the signal vector
* @param wavelet INPUT which wavelet to use to deconstruct the signal
* @param level INPUT the deconstruction level to shoot for
*/
void wavedec( NUMTYPE *coefs, unsigned int *lengths,
NUMTYPE const *signal, unsigned int len_signal,
Wavelet wavelet, unsigned int level );
C.5 wrcoef()
/**
* Name: wrcoef
*
* Description:
* This function is meant to perform similar to MATLAB’s wrcoef() function.
*
* This function reconstructs the coefficients from a single branch of a one-
* dimensional wavelet deconstruction given by the input ’coefs’ and ’lengths’
* vectors. The input ’coefs’ and ’lengths’ should be the same format as those
* created by the wavedec() function.
*
* The type parameter defines whether to reconstruct detail or approximation
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* coefficients, and the level parameter specifies which level to reconstruct.
*
* If an approximation reconstruction is used, then the level parameter may
* equal zero, in which case the original signal is reconstructed. The level
* parameter must always satisfy:
* level <= len_lengths - 1
*
* PRE:
* The level parameter must be less than the length of the ’lengths’ parameter
* and must be greater than zero, unless an approximation reconstruction is
* desired, in which case, the level parameter must be greater than or equal to
* zero.
*
* The ’result’ output is assumed to have the required amount of space available
* for writing to. The length of the result vector must be at least the size of
* the original signal vector.
*
* Parameters:
* @param result OUTPUT where to store the resulting signal
* @param coefs INPUT where to find the coefficient vectors
* @param lengths INPUT where to find the coefficient vector lengths
* @param len_lengths INPUT the length of the ’lengths’ vector
* @param type INPUT which type of coefficients to reconstruct
* @param wavelet INPUT which wavelet to use
* @param level INPUT which level of coefficients to reconstruct
*/
void wrcoef( NUMTYPE *result,
NUMTYPE const *coefs, unsigned int const *lengths,
unsigned int len_lengths, ReconType type, Wavelet wavelet,
unsigned int level );
C.6 CUDA kernel: fica sumAbs()
/**
* Name: fica_sumAbs
*
* Description:
* Sums the absolute value of each element of the given matrix. This function
* is very much not optimized, but it is assumed that this will not be a
* bottleneck since this function should only be used on relatively small sets
* of data.
*
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* PRE:
* This kernel assumes the given matrix is square and that one block has been
* given for the entire matrix, with one thread per row. It is also assumed that
* there are at least 8 rows in the matrix.
*
* Parameters:
* @param d_sum where to store the sum
* @param d_X the matrix to process
*/
void __global__ fica_sumAbs( float *d_sum, float *d_X );
C.7 CUDA kernel: fica tanh()
/**
* Name: fica_tanh
*
* Description:
* Kernel for finding the tanh(.) of each element of a matrix. Assumes that
* each block operates on an entire column of the matrix at a time.
*
* POST:
* The values in the given matrix are overwritten with their tanh(.) values.
*
* Parameters:
* @param d_ws location of the matrix on which to operate
* @param ld the ’leading dimension’ of the matrix
*/
void __global__ fica_tanh( float *d_ws, int ld );
C.8 CUDA kernel: fica tanhDer()
/**
* Name: fica_tanhDer
*
* Description:
* Kernel for the gpu_negent_tanh function. Performs the following on the given
* matrix, WS (in MATLAB syntax):
*
* WS = 1 - WS.ˆ2;
* WS(:,1) = sum(WS’)’;
*
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* There is assumed to be one block per row of the given matrix. The function
* name is based on the idea that WS holds the tanh(.) of values, which means
* that (1 - WS.ˆ2) will be the tanh’(.) (derivative of tanh()) of those values.
*
* PRE:
* It is assumed that the given matrix is stored in column-major order, that
* the number of columns in the matrix is a multiple of 256, and that there is
* only one block of threads per row of the matrix.
*
* POST:
* The first column of the given matrix is overwritten with the result of the
* above calculation.
*
* Parameters:
* @param d_ws location of the matrix on which to operate
* @param ld the ’leading dimension’ of the given matrix
* @param n_cols the number of columns of the given matrix
*/
void __global__ fica_tanhDer(float *d_ws, unsigned int ld, unsigned int n_cols);
C.9 CUDA kernel: fica cubeRule()
/**
* Name: fica_cubeRule
*
* Description:
* Kernel for the gpu_negent_cube function. Performs the following on the given
* matrix, WS (in MATLAB syntax):
*
* d_wsum = sum( (3.0 * WS .ˆ 2)’ );
* WS = WS .ˆ 3;
*
* There is assumed to be one block per row of the given matrix, and 256 threads
* per block.
*
* PRE:
* It is assumed that the given matrix is stored in column-major format, that
* the number of columns is a multiple of 256, and that there is only one block
* of threads per row of the matrix.
*
* Parameters:
* @param d_wsum where to store the sum value mentioned above
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* @param d_ws the location of the ’WS’ matrix mentioned above
* @param ld the ’leading dimension’ of the given matrix
* @param n_cols the number of columns in the given matrix
*/
void __global__ fica_cubeRule( float *d_wsum, float *d_ws,
unsigned int ld, unsigned int n_cols );
C.10 CUDA kernel: fica gaussRule()
/**
* Name: fica_gaussRule
*
* Description:
* Kernel for the gpu_negent_gauss function. Performs the following on the given
* matrix, WS (in MATLAB syntax):
*
* d_wsum = sum( ((1.0 - WS.ˆ2) .* exp( -(WS.ˆ2) / 2 ))’ );
* WS = WS .* exp( -(WS.ˆ2) / 2);
*
* There is assumed to be one block per row of the given matrix, and 256 threads
* per block.
*
* PRE:
* It is assumed that the given matrix is stored in column-major format, that
* the number of columns is a multiple of 256, and that there is only one block
* of threads per row of the matrix.
*
* Parameters:
* @param d_wsum where to store the sum value mentioned above
* @param d_ws the location of the ’WS’ matrix mentioned above
* @param ld the ’leading dimension’ of the given matrix
* @param n_cols the number of columns in the given matrix
*/
void __global__ fica_gaussRule( float *d_wsum, float *d_ws,
unsigned int ld, unsigned int n_cols );
C.11 CUDA kernel: fica wnext()
/**
* Name: fica_wnext
*
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* Description:
* Kernel for the negent functions. Performs the following on the given W, WX,
* and SUMS matrices (in MATLAB syntax):
*
* for i = 1:size(W,1)
* W(i,:) = (WX(i,:) - sums(i) * W(i,:)) / n_cols;
* end
*
* There is assumed to be one thread per element of the W matrix. No assumption
* is made about the number of threads per block or the grid size.
*
* PRE:
* The WX and W matrices are assumed to be identical in size and to have the
* same leading dimension.
*
* POST:
* The W matrix is overwritten according to the above equation.
*
* Parameters:
* @param d_w location of the W matrix
* @param d_wx location of the WX matrix
* @param d_sums location of the SUMS array/matrix
* @param ld the ’leading dimension’ of the W matrix
* @param n_cols the number of columns in the observation matrix
*/
void __global__ fica_wnext( float *d_w, float *d_wx, float *d_sums,
unsigned int ld, unsigned int n_cols );
C.12 CUDA kernel: jade genCumulants()
/**
* Name: jade_genCumulants
*
* Description:
* Generates the cumulant matrices for a given set of observation vectors,
* stored in the matrix ’X’. Each column of X should be a random variable, each
* row of X should be an observation of those random variables.
*
* The resulting cumulant matrices are stored in the matrix ’Q’. If X is a
* T x n matrix, the Q matrix must have space for n*n*n*(n+1)/2 floating point
* elements. Each consecutive grouping of n*n elements in the Q matrix
* represents a single cumulant matrix.
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** CUDA dimensions:
* if d_X is an T x n matrix:
* grid_size = dim3( n, n*n*(n+1)/2, 1 )
* block_size = dim3( 256 )
*
* PRE:
* The given ’X’ matrix is assumed to be a set of whitened variables, i.e., each
* variable is expected to be zero-mean and have a variance of one.
*
* The number of rows occupied by X must be a multiple of 256. If fewer
* observations than that exist, these rows may be made zero without affecting
* calculations, and the n_obs parameter should reflect the number of valid
* observations (i.e. should not include the zero-padding rows).
*
* Parameters:
* @param d_Q where to store the cumulant matrices
* @param d_X where to find the observation variables
* @param q_ld the leading dimension of the cumulant matrices
* @param x_ld the leading dimension of the observation matrix
* @param n_obs the number of observations in the X matrix
* @param num_cm the number of cumulant matrices to generate
*/
void __global__ jade_genCumulants( NUMTYPE *d_Q, NUMTYPE const *d_X,
unsigned int q_ld, unsigned int x_ld,
unsigned int n_obs, unsigned int num_cm );
C.13 CUDA kernel: jade anglesStepOne()
/**
* Name: jade_anglesStepOne
*
* Description:
* Step one in the generation of a rotation matrix. To find the angle value
* to minimize elements (p,q) and (q,p), we must first find:
* (1) ((p,p) - (q,q)) * ((p,p) - (q,q))
* (2) ((p,p) - (q,q)) * ((p,q) + (q,p))
* (3) ((p,q) + (q,p)) * ((p,q) + (q,p))
* for every cumulant matrix. This kernel finds those three values for every
* cumulant matrix, and every pair (p,q), where valid pairs are determined
* based on the sequence number, ‘seq’.
*
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* The cumulant matrices pointer should point to a set of cumulant matrices as
* generated by the jade_genCumulants() kernel.
*
* The calculated values will be stored in the ‘d_vals’ memory, where the first
* ((num_var/2) * num_cm)
* values, where
* num_cm = (num_var * (num_var + 1)) / 2
* will be the set of (1) values referenced above, the next set of values will
* be the (2) values, and the final set will be the (3) values.
*
* Values are grouped such that the first (num_var/2) values are for the first
* cumulant matrix, the next set of (num_var/2) values are for the second
* cumulant matrix, and so on.
*
* CUDA dimensions:
* Given a set of cumulant matrices based on observations of ‘n’ variables:
* grid_size = dim3( (n*(n+1)) / 2 )
* block_size = dim3( n / 2 )
*
* Parameters:
* @param d_vals where to store the generated values
* @param d_Q where to find the cumulant matrices
* @param q_ld the leading dimension of the cumulant matrices
* @param seq the sequence number
* @param num_var how many variables are in the cumulant matrices
*/
void __global__ jade_anglesStepOne( NUMTYPE *d_vals, NUMTYPE const *d_Q,
unsigned int q_ld,
unsigned int seq, unsigned int num_var );
C.14 CUDA kernel: jade anglesStepTwo()
/**
* Name: jade_anglesStepTwo
*
* Description:
* Step two in the generation of a rotation matrix. To find the angle value
* to minimize elements (p,q) and (q,p), we must now find the sum of the
* values calculated in step one, and then perform a little more manipulation
* to get the numbers we’re looking for. That’s what this kernel does.
*
* When complete, this kernel will have finished the generation of a rotation
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* matrix. The generated rotation matrix, ‘V’, should be used as in the
* following equation to minimize a set of off diagonal elements in the set
* of cumulant matrices:
*
* Q_next = V’ * Q * V;
*
* Note the transpose operator. This kernel creates the rotation matrix so that
* it is ready to be right-multipled with the cumulant matrices.
*
* The ‘d_vals’ parameter should be as returned by the jade_anglesStepOne()
* kernel.
*
* CUDA dimensions:
* Given a set of values based on observations of ‘n’ variables:
* grid_size = dim3( 1 )
* block_size = dim3( 3 * (n / 2) )
* @sh_mem = sizeof(NUMTYPE) * 3 * (n/2)
*
* Parameters:
* @param d_rot where to store the generated rotation matrix
* @param d_vals where to find the values used to generate the matrix
* @param rot_ld the leading dimension of the rotation matrix
* @param seq the sequence number
* @param num_var how many variables are in the original observations
*/
void __global__ jade_anglesStepTwo( NUMTYPE *d_rot, NUMTYPE *d_vals,
unsigned int rot_ld,
unsigned int seq, unsigned int num_var );
C.15 CUDA kernel: jade rightRot()
/**
* Name: jade_rightRot
*
* Description:
* Right multiples the set of cumulant matrices by the given rotation matrix.
*
* The rotation will be performed inplace--the given set of cumulant matrices
* will be modified.
*
* The sequence parameter should be the same value given to the jade_angles*
* functions that generated the rotation matrix.
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** CUDA dimensions:
* grid_size = dim3( (num_var - (num_var + 1) / 2 - 1) *
* (num_var * (num_var + 1)) / 2, 0, 0 )
* block_size = dim3( num_var * 2, 0, 0 )
* sh_mem = sizeof(NUMTYPE) * num_var * 2
*
* Parameters:
* @param d_Q where to find the cumulant matrices
* @param d_rot where to find the rotation matrix
* @param rot_ld the leading dimension of the rotation matrix
* @param q_ld the leading dimension of the cumulant matrix
* @param sequence the sequence number defining which elements to minimize
* @param num_var how many variables are in the cumulant matrices
*/
void __global__ jade_rightRot( NUMTYPE *d_Q, NUMTYPE *d_rot,
unsigned int rot_ld, unsigned int q_ld,
unsigned int sequence, unsigned int num_var );
C.16 CUDA kernel: jade getPQ()
/**
* Name: jade_getPQ
*
* Description:
* Given a sequence number, this function returns the (p,q) element indexs that
* should be minimized by a given block.
*
* This computation is based the following paper:
* Title = {On Jacobi and Jacobi-Like Algorithms for a Parallel Computer},
* Author = {Sameh, Ahmed H.},
* Copyright = {Copyright {\copyright} 1971 American Mathematical Society},
* Journal = {Mathematics of Computation}
*
* ‘p’ is guaranteed to be less than ‘q’.
*
* Parameters:
* @param p where to store the p (row) index
* @param q where to store the q (column) index
* @param sequence the sequence number used to determine p and q
* @param pair which (p,q) pair in the sequence to get
* @param num_var the number of rows in the matrix we’re working on
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*/
void __device__ jade_getPQ( unsigned int *p, unsigned int *q,
unsigned int sequence, unsigned int pair,
unsigned int num_var );
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