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EXAMPLES AND COUNTEREXAMPLES OF TYPE I
ISOMETRIC SHIFTS
JESU´S ARAUJO
Abstract. We provide examples of nonseparable spaces X for
which C(X) admits an isometric shift, which solves in the negative
a problem proposed by Gutek et al. (J. Funct. Anal. 101 (1991),
97-119). We also give two independent methods for obtaining sep-
arable examples. The first one allows us in particular to construct
examples with infinitely many nonhomeomorphic components in a
subset of the Hilbert space ℓ2. The second one applies for instance
to sequences adjoined to any n-dimensional compact manifold (for
n ≥ 2) or to the Sierpin´ski curve. The combination of both tech-
niques leads to different examples involving a convergent sequence
adjoined to the Cantor set: one method for the case when the se-
quence converges to a point in the Cantor set, and the other one
for the case when it converges outside.
1. Introduction
The usual concept of shift operator in the Hilbert space ℓ2 has been
introduced in the more general context of Banach spaces in the follow-
ing way (see [11, 23]): Given a Banach space E over K (the field of
real or complex numbers), a linear operator T : E → E is said to be
an isometric shift if
(1) T is an isometry,
(2) The codimension of T (E) in E is 1,
(3)
⋂∞
n=1 T
n(E) = {0}.
One of the main settings where isometric shifts have been studied
is E = C(X), that is, the Banach space of all K-valued continuous
functions defined on a compact and Hausdorff space X , equipped with
its usual supremum norm. In this setting, major breakthroughs were
made in [17] and [19]. On the one hand, in [17], Gutek, Hart, Jamison,
and Rajagopalan studied in depth these operators. In particular, using
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the well-known Holsztyn´ski’s Theorem ([22]), they classified them into
two types, called type I and type II. On the other hand, in [19], Haydon
showed a general method for providing isometric shifts of type II, as
well as concrete examples.
However, the picture is far from being complete, mainly for two
reasons. First, a very basic question has remained open since the pub-
lication in 1991 of the seminal paper [17]: If C(X) admits an isometric
shift, must X be separable? This question is only meaningful for type
I isometric shifts since it was already proved in [17, Corollary 2.2] that
type II isometric shifts yield the separability of X . Second, it is re-
markable the scarcity of examples of isometric shifts of type I.
Let us recall the definitions. If T : C(X) → C(X) is an isometric
shift, then there exist a closed subset Y ⊂ X , a continuous and sur-
jective map φ : Y → X , and a function a ∈ C(Y ), |a| ≡ 1, such that
(Tf)(x) = a(x) · f(φ(x)) for all x ∈ Y and all f ∈ C(X). T is said to
be of type I if Y can be taken to be equal to X \ {p}, where p ∈ X is
an isolated point, and is said to be of type II if Y can be taken equal
to X . Moreover, if T is of type I, then the map φ : X \ {p} → X is
indeed a homeomorphism.
All the examples of type I isometric shifts provided in [17] are primi-
tive, that is, they satisfy the following property: the setN := {1, 2, 3, ...}
is dense in X (where by n we denote the isolated point φn−1(p), for ev-
ery n ∈ N). Farid and Varadarajan ([13]) provided the first example of
a non-primitive isometric shift, namely X \clX(N ) is a finite nonempty
subset (where clX(N ) stands for the closure of N in X). In [18], the
authors gave an example for which X \ clX(N ) is the compactification
of a countably infinite set of isolated points and wondered, related to
the non-separability question mentioned above, how big canX\clX(N )
be.
Nevertheless, all these examples of compact spaces which admit type
I isometric shifts have a dense set of isolated points; that is, they are
compactifications of integers. Two very different examples where the
set of isolated points is not dense were given in [33] and [7]: The exam-
ple in [33] involves the Cantor set and is totally disconnected, whereas
that in [7] is not. Consequently, the latter example also gives a nega-
tive answer to the question addressed in [23], where it was conjectured
that the spaceX cannot have an infinite connected component (see also
[17, Corollary 2.1] for an example involving a primitive isometric shift).
Related to this, one of the main results in [17] states that C(X) does
not admit any isometric shifts, whenever X has a countably infinite
number of components, all of whom are infinite.
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In this paper, we will see that the setting of type I isometric shifts
is indeed much more complicated and rich than one could think in
principle, and certainly very different from that of type II shifts.
In particular, we will give an answer in the negative to the separabil-
ity question: There are indeed examples of isometric shifts on C(X),
with X not separable, and even having 2c infinite components (see Sec-
tions 3 and 6). On the other hand, we will give two different methods
for constructing isometric shifts of type I on separable spaces which
are not compactifications of integers. The first one allows us, in some
cases, to provide examples in which X \clX(N ) has a countably infinite
number of components, all of whom are infinite, even in Cn or in ℓ2 (see
Theorems 8.4, 4.5, 4.6, Remark 4.5, and Corollary 8.5). The second
one deals with the possibility of taking the weight function a constantly
equal to 1, that is, the possibility of finding an isometric shift which is
also an algebra isomorphism when considering the restrictions of the
images to C(X \ {1}). The approach must be necessarily different,
and no result related to the first method can be given (see Proposi-
tion 9.1 and Theorem 9.2). As particular spaces where this technique
can be applied, we have that ifX is a convergent sequence adjoined to a
compact n-manifold, n ≥ 2, then C(X) always admits many isometric
shifts of this kind (see Example 4.7). Compare this with the fact that
if M is a compact manifold, then C(M) does not admit any isometric
shift, as proved in [13, Theorem 6.1]. Finally, a combination of both
methods allows us to provide different examples involving a sequence
adjoined to the Cantor set (see Theorem 4.8).
Let us say that the above classification given in [17] is not mutually
exclusive, that is, there are isometric shifts which are both of type I and
type II. From now on, we will make a distinction between those which
are purely of any of these two types. We will say that an isometric shift
is of type I0 if it is not of type II, and that it is of type II0 if it is not
of type I.
Some other papers have recently studied questions related to isomet-
ric shifts (also defined on other spaces of functions). Among them, we
will mention for instance [6, 10, 14, 24, 25, 30, 31, 32], and [34] (see
also references therein).
2. Preliminaries and notation
Throughout topological spaces are assumed to be Tychonoff (which
implies in particular they are Hausdorff), but not necessarily compact
unless stated otherwise. The reason for this is that at some points we
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may ask for weaker conditions so as to be able to produce different
compactifications to which results apply.
Two special spaces we will use are the Cantor set and the unit circle
in C, which will be denoted by K and T, respectively. Some powers of
T will appear; in particular, T0 will be the set {0}.
L∞(T) will be the space of all Lebesgue-measurable essentially bounded
complex-valued functions on T, and M will be its maximal ideal space.
m will denote the Lebesgue measure on T.
In general, given a continuous map f defined on a space X , we also
denote by f its restrictions to subspaces ofX and its extensions to other
spaces containing X . Given a (surjective) homeomorphism φ : X → X ,
we denote φn := φ ◦ · · · ◦ φ︸ ︷︷ ︸
n
, for n ∈ N.
For a set A, cardA denotes its cardinal if A is finite, and cardA :=∞
otherwise. If there is not possibility of confusion, given a set of indexes
A and spacesXs all of them equal toX , we denote the product
∏
s∈AXs
as XA and Xκ, indistinctly, where κ is the cardinal of A. As usual,
ℵ0 and c denote the cardinals of N and R, respectively. A result which
will be widely used is the following: Given a separable space W with
at least two points and a cardinal κ, the power W κ is separable if and
only if κ ≤ c (see [37, Theorem 16.4]). We do not need to make any
special assumptions about cardinals between ℵ0 and c, and results will
be valid if we assume whether or not the Continuum Hypothesis holds.
We will often refer to the topological sum (or disjoint union) of a
family (Xα)α∈Λ of pairwise disjoint topological spaces. Recall that it is
the union
⋃
α∈ΛXα endowed with the topology consisting of unions of
open subsets of these spaces, and that in particular each Xα becomes
closed and open (see [37, p. 65]). If Λ := {α1, . . . , αn, . . .} is at most
countable, then the topological sum will be denoted by
∑
nXαn or
Xα1 + · · ·+Xαn + · · · .
For a topological space X , we will denote by βX its Stone-Cˇech
compactification. Also, N∪{∞} will be the one-point compactification
of N .
On the other hand, some examples will be given contained in the
usual Hilbert space ℓ2. We will not use the Hilbert space structure, but
its topology. Consequently, we may view it both as a real or complex
vector space, since both are homeomorphic.
Throughout ”homeomorphism” will be synonymous with ”surjective
homeomorphism”.
We will usually write T = T [a, φ,∆] to describe a codimension 1
linear isometry T : C(X) → C(X), where X is compact and contains
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N . It means that φ : X \ {1} → X is a homeomorphism, satisfying
in particular φ(n+ 1) = n for all n ∈ N. It also means that a ∈
C(X \ {1}), |a| ≡ 1, and that ∆ is a continuous linear functional
on C(X) with ‖∆‖ ≤ 1. Finally, the description of T we have is
(Tf)(x) = a(x)f(φ(x)), when x 6= 1, and (Tf)(1) = ∆(f), for every
f ∈ C(X).
A special element in C(X)′ is the evaluation map at a point x ∈ X ,
which will be denoted by Γx.
All our results will be valid in the real and complex settings, unless
otherwise stated. The only exceptions are the following: Results exclu-
sively given for K = C appear just in Section 7. The only result valid
just for the case K = R is given in Example 8.1. CC(X) and CR(X)
will denote the Banach spaces of functions on X taking complex and
real values, respectively.
We now give some basic definitions that will be used in particular in
Sections 4 and 8.
Definition 2.1. A subset P ⊂ N is an initial subset if 1 ∈ P, and
n− 1 ∈ P whenever n ≥ 2 and n ∈ P.
Definition 2.2. Given an initial subset P, a sequence (pn)n∈P of natural
numbers is said to be P-compatible if
• if P = {1}, then p1 > 1, and
• if P 6= {1}, then pn+1 is an even multiple of pn for every n.
Our first method will allow us to define isometric shifts with special
features. We can create spaces subject to certain restrictions concern-
ing denseness, which cannot be found in examples of isometric shifts of
type II0. For this reason we introduce the following definition.
Definition 2.3. Let X be compact, and suppose that T = T [a, φ,∆] :
C(X)→ C(X) is a non-primitive isometric shift of type I. For n ∈ N,
we say that T is n-generated if n is the least number with the following
property: There exist n points x1, . . . , xn ∈ X \ clX(N ) such that the
set
{φk(xi) : k ∈ Z, i ∈ {1, . . . , n}}
is dense in X \ clX(N ).
We say that T is∞-generated if it is not n-generated for any n ∈ N.
Notice that the above definition does not make sense when T is an
isometric shift of type II0. In fact, it is proved in [17, Theorem 2.5]
that for such isometric shifts, there exists a point x ∈ X such that
{φk(x) : n ∈ Z} is dense in X . In particular, if T is a non-primitive
isometric shift of both types I and II, then it is 1-generated; an example
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was mentioned above, as appearing in [33], and another example can
be found in the proof of Theorem 7.1 (it is denoted T1 and defined in
the complex setting, but is valid in the real case as well).
3. Nonseparable examples
We start this section with an answer to the problem of the separa-
bility question.
Theorem 3.1. C (M+N ∪ {∞}) admits an isometric shift.
Once we have a first example, we can get more. For instance, the
next result is essentially different in that it provides examples with 2c
infinite connected components.
Theorem 3.2. Let κ be any cardinal such that 1 ≤ κ ≤ c. Then
C (M× Tκ +N ∪ {∞}) admits an isometric shift.
Finally, we can also give examples with just one infinite component.
Theorem 3.3. Let κ be any cardinal such that 1 ≤ κ ≤ c. Then
C (M+ Tκ +N ∪ {∞}) admits an isometric shift.
Remark 3.1. Even if our space M is based on an algebra of complex-
valued functions, Theorems 3.1, 3.2, and 3.3 are valid both if K = R
or C. Nevertheless, there are examples that can be constructed just in
the complex setting (see Theorem 7.2 and Example 8.1).
4. Separable examples
In this section, we provide some results which easily lead to different
examples. We do it in particular contexts where our methods can
be applied. These contexts involve separately: 1) copies of (finite or
infinite) separable powers of T; 2) copies of separable infinite powers
of any compact spaces; 3) any compact manifold and some sets as the
Sierpin´ski curve; 4) two different situations (the only possible involving
a convergent sequence) for the Cantor set.
Theorems 4.5 and 4.6 are consequences of results given in Section 8
(see also Remarks 4.2 to 4.6). In both cases it is possible not only to
ensure the existence of one isometric shift, but also to give infinitely
many of them attending to the notion of n-generated shift.
Example 4.1. Let P := {1, . . . , k}, and let (pn)n∈P be a P-compatible
sequence. Let {m1, . . . , mk} ⊂ N∪{0}. Then there exists a k-generated
isometric shift of type I0 on C(X), where
X = Tm1 + · · ·+ Tm1︸ ︷︷ ︸
p1
+ · · ·+ Tmk + · · ·+ Tmk︸ ︷︷ ︸
pk
+N ∪ {∞}.
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The above example can be generalized in several ways, attending to
the powers of T involved or to the number of copies of each of them.
Example 4.2. Let P and (pn)n∈P be as in Example 4.1. Consider also
{m1, . . . , ml} ⊂ N∪{0}, where l ≤ k. Make a partition of {pn : n ∈ P}
into l subsets A1, . . . ,Al, and let qi the sum of the numbers contained
in each Ai. Then there exists a k-generated isometric shift of type I0
on C(X), where
X = Tm1 + · · ·+ Tm1︸ ︷︷ ︸
q1
+ · · ·+ Tml + · · ·+ Tml︸ ︷︷ ︸
ql
+N ∪ {∞}.
Example 4.3. It is also possible to give examples where the number of
components is infinite. In this case, we get examples of isometric shifts
which are not finitely generated. These examples are obtained in ℓ2,
endowed with the norm topology, and obviously in the construction a
process of compactification must be made. More concretely, let (pn)n∈N
be an N-compatible sequence, and let (qn)n∈N be as in Example 4.2,
that is, we make a partition (Ai)i∈N of {pn : n ∈ N} into finite subsets,
and define qn :=
∑
k∈An
k for each n. Suppose also that (mn)n∈N is a
sequence of (pairwise different) elements in N∪ {0}. Then there exists
an ∞-generated isometric shift on C(X) (obviously of type I0), where
X ⊂ ℓ2 consists of a compactification of
 ∞∑
n=1
Tmn + · · ·+ Tmn︸ ︷︷ ︸
qn

 +N ∪ {∞}.
On the other hand, exactly the same conclusion can also be reached if
one of the mn is taken to be equal to ℵ0.
Example 4.4. In the above examples, we are considering sums (or com-
pactifications of sums) of finite copies of different powers of T (being
these powers finite or countable). It is also possible to give similar ex-
amples where infinite copies are envolved, even without requiring the
mn to be finite, in the following way: Let (κn) be a finite or infinite
sequence of (pairwise different) cardinals, each satisfying 0 ≤ κn ≤ c.
Then there exists an ∞-generated isometric shift on C(X), where X
consists of a compactification of
∑
n
Tκn + · · ·+ Tκn + · · ·︸ ︷︷ ︸
ℵ0

+N ∪ {∞}.
The combination of the ideas of obtaining finite copies of some powers
and infinite copies of some other, as well as the previous examples, can
be summarized in the following result.
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Theorem 4.5. Let M and P be initial subsets of N with M ⊂ P. Let
(κn)n∈M be a sequence of pairwise different cardinals with 0 ≤ κn ≤ c,
and let (pn)n∈P be a P-compatible sequence. Suppose that (Ai)i∈M is a
partition of {pn : n ∈ P}, and that qn :=
∑
k∈An
k for every n ∈M.
Then, for N = cardP, there exist a complex dual Banach space B′
(endowed with the weak∗-topology) and a compactification X ⊂ B′ of
∑
n∈M
Tκn + · · ·+ Tκn︸ ︷︷ ︸
qn

 +N ∪ {∞}
such that C(X) admits an N-generated isometric shift of type I0. More-
over, if s := sup{κn : n ∈ M} < ℵ0, then B′ may be taken to be Cs.
Similarly, if s = ℵ0, then B′ may be taken to be ℓ2 with the norm
topology.
A similar result can be given involving infinite powers of separa-
ble spaces, as for example the Cantor set (homeomorphic to {0, 1}Z),
{0, 1}R, [0, 1]Z or [0, 1]R, among others.
Theorem 4.6. Let M, P, (pn)n∈P, and (qn)n∈M be as in Theorem 4.5.
For each n ∈ M, let Kn and κn be a separable (nonempty) compact
space and a cardinal with ℵ0 ≤ κn ≤ c, respectively. Assume also that
Kκnn 6= Kκkk whenever n 6= k, n, k ∈M.
Then, for N = cardP, there exists a compactification X of
∑
n∈M
Kκnn + · · ·+Kκnn︸ ︷︷ ︸
qn

+N ∪ {∞}
such that C(X) admits an N-generated isometric shift of type I0. More-
over, if Kn is metrizable and κn = ℵ0 for every n ∈ M, then X may be
taken to be contained in ℓ2, endowed with the norm topology.
Remark 4.1. Recall that in Example 4.3, we are assuming that all sets
Ai are finite. In principle, in Theorems 4.5 and 4.6, each set Ai can be
either finite or infinite. Of course, if some Ai is infinite, then qi =∞.
Remark 4.2. In Theorem 4.6, we are not assuming that spaces Kn are
necessarily pairwise different. In the same way, in Theorems 4.5 and
4.6, cardinals κn are assumed to be infinite but not necessarily different.
Of course there are at least two possible cardinals like this, namely ℵ0
and c. On the one hand, if we assume that the Continuum Hypothesis
holds, then these are the only cardinals satisfying our requirements. In
that case, M is not necessarily finite in Theorem 4.6, since we could be
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dealing with powers of very different spaces Kn, so it could be the case
that M = N and κn is the same cardinal for every n.
On the other hand, if we assume that Continuum Hypothesis does
not hold, then we may have a variety of different cardinals satisfying
our assumptions, and each one can provide a different power of T in
Theorem 4.5. In particular, if we assume that all κn are pairwise differ-
ent, then all spaces Kn may be taken to be the same in Theorem 4.6,
as long as cardKn > 1.
Remark 4.3. In Theorems 4.5 and 4.6, metrizability of the examples is
achieved under some conditions. Indeed metrizability is sometimes a
consequence of the following fact: If C(X) admits an isometric shift,
then X must satisfy the countable chain condition (see [18, Theorem
1.4], [33, Theorem 7] or [32, Lemma 5.6]). For this reason, if an ex-
ample X is a weakly compact subset of a Banach space, then it is
also metrizable (see [35, Proof of Corollary 4.6], and see also [8] and
[27] for closely related results). This implies that we cannot in general
replace in Theorem 4.5 the statement referring to the weak∗-topology
with another one referring to the weak-topology.
Remark 4.4. In Theorem 4.6, it is possible to include T as one (or
several) of the spaces Kn, but the construction of the associated home-
omorphism will be different from the one we use in Theorem 4.5.
Remark 4.5. Notice that each copy of a power of T given in Theorem 4.5
is a connected component of X \ clX(N ), and they are indeed all the
infinite connected components of X (if we assume κn 6= 0 for every n).
The same comment applies to copies of powers of Kn in Theorem 4.6
when all Kn are connected. This implies that we can construct exam-
ples where we may decide at will on the number of (different) infinite
connected components of X \ clX(N ).
Remark 4.6. In Theorems 4.5 and 4.6, we deal with powers of T and
spaces Kn, which are compact, and we refer to ”a compactification”.
Similar results can be given to powers of noncompact spaces, and then
work with a compactification (as will be stated in Section 8). It will
be always possible to do it with the Stone-Cˇech compactification, but
many times it will even be possible to work with an unrelated one, as
we will see.
All the previous results are based on our first method. As for the
second method, given in Section 9, it provides some other examples.
Example 4.7. In some cases, given a compact space W , it is possible
to find a compact space X such that C(X) admits an isometric shift
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of type I0 for which a ≡ 1, and such that W = X \ N . This happens
for instance in any of the three following cases:
• if W is a separable infinite power of a compact space with at
least two points,
• if W is a compact n-manifold (with or without boundary), for
n ≥ 2,
• if W is the Sierpin´ski curve.
Also in the case when the weight a is equal to 1, it is possible to find
examples where the number of infinite connected components is n, for
every n ∈ N (see Corollary 9.3).
We finally give a general theorem involving the Cantor set. The set
{xn : n ∈ N} will play the roˆle of N . To get it we combine the results
of Sections 8 and 9.
Theorem 4.8. Suppose that (xn) is a nonconstant sequence in R \K
which converges to a point L ∈ R. Let X := K ∪ {xn : n ∈ N} ∪ {L}.
We have
• If L /∈ K, then for each n ∈ N∪{∞}, there exists an isometric
shift of type I0 on C(X) which is n-generated.
• If L ∈ K, then there exists an isometric shift of type I0 on C(X)
which also satisfies the additional condition that a ≡ 1.
Remark 4.7. Recall that, as mentioned by the authors, by [18, Theo-
rem 1.9] we can conclude that if X consists of a convergent sequence
adjoined to a non-separable Cantor cube, then C(X) does not admit
an isometric shift. This is not true in the separable case, as shown in
[33, Example 20] for an isometric shift of both types I and II. Exam-
ple 4.7 and Theorem 4.8 say also the contrary in the separable case for
isometric shifts which are not of type II. Theorem 4.8 provides indeed
completely different families of isometric shifts of type I0. Recall finally
that in [19, Theorem 1], it is proved that in the case where K = R,
C(K) admits an isometric shift (necessarily of type II0 because K has
no isolated points).
5. Some results on product spaces and L-transitivity
Recall that given a topological space W and a homeomorphism φ
from W onto itself, the semiflow (W,φ) is defined as the sequence
(φn)n∈N of iterates of φ. Sometimes we will say that φ is itself a semi-
flow, if it is clear to which topological space we are referring to. On
the other hand, for a point x ∈ W , we denote Orb+(φ, x) := {φn(x) :
n ∈ N}. Our definitions will refer to this semiorbit.
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Definition 5.1. We say that a semiflow (W,φ) is
• (topologically) transitive if there exists a point w ∈ W such
that Orb+(φ, w) is dense in W .
• (topologically) totally transitive if there exists a point w ∈ W
such that Orb+(φk, w) is dense in W for every k ∈ N.
We will omit the adverb topologically when referring to these con-
cepts. In particular, in the above contexts, we will also say that
(W,φ, w) is transitive and totally transitive, respectively. If there is
no possibility of confusion we may also say that W or that φ is (to-
tally) transitive.
Remark 5.1. In this paper, we will use the above definitions of transitiv-
ity and total transitivity. Nevertheless we must remark that there are
some others that we will not use: In particular, φ is sometimes called
transitive if there exists a point x ∈ W such that {φn(x) : n ∈ Z}
is dense in W , and totally transitive if φn is transitive (in the latter
sense) for every n ∈ N. Both definitions of transitivity agree when W
is a complete separable metric space without isolated points: Indeed,
in such case the set of points satisfying that Orb+(φ, w) is dense in W
is a dense Gδ-set (see [29, Chapter 18]). This implies also that the set
of points w satisfying that Orb+(φn, w) is dense for every n is also a
dense Gδ-set, and both definitions of total transitivity are equivalent.
All our results on isometric shifts will depend on some of the above
notions: Plain transitivity will be necessary to get results in Section 9.
Most separable and nonseparable examples will rely on a flow for which
a given power is transitive. This will allow in particular to obtain n-
generated isometric shifts, for n 6= ∞. On the other hand, we will
use total transitivity to construct ∞-generated isometric shifts in the
separable case. To do so, we still need another definition, that of L-
transitivity, which will be introduced later.
Before giving an example which will be used to provide examples of
isometric shifts, let us recall that given a family of semiflows ((Zi, hi))i∈I ,
it is possible to define a new semiflow (hi)i∈I :
∏
i∈I Zi →
∏
i∈I Zi coor-
dinatewise, that is, (hi)i∈I ((zi)i∈I) := (hi(zi))i∈I for each point (zi)i∈I .
The new semiflow
(∏
i∈I Zi, (hi)i∈I
)
will be called product of (Zi, hi),
i ∈ I.
Example 5.1. If we take the unit circle T, and ρ is an irrational number,
then the rotation semiflow [ρ] : T → T sending each z ∈ T to ze2piρi
satisfies that (T, [ρ], z) is transitive for every z ∈ T (see [36, Proposition
III.1.4]). Indeed, since the same applies to kρ for every k ∈ N, we have
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that (T, [ρ], z) is totally transitive for every z ∈ T. It is easy to see that
this fact can be generalized to separable powers of T (similarly as it is
mentioned for finite powers in [36, III.1.14]): Let Λ := {ρα : α ∈ R}
be a set of irrational numbers linearly independent over Q. If P is
any nonempty subset of R and
(
TP, [ρα]α∈P
)
is the product of rotation
semiflows (Tα, [ρα]), then
(
TP, [ρα]α∈P , (zα)α∈P
)
is totally transitive for
any choice of points zα ∈ Tα, α ∈ P.
The following lemma is well known and easy to prove.
Lemma 5.2. Suppose that W,Z are topological spaces, and that φ :
W → W and ψ : Z → W are homeomorphisms. If (W,φ, w) is tran-
sitive (respectively, totally transitive), then (Z, ψ−1 ◦ φ ◦ ψ, ψ−1(w)) is
transitive (respectively, totally transitive).
The above lemma implies in particular that we can work with spaces
homeomorphic to those we want to get results on. This will be useful
in some instances.
Theorem 5.3. Let W be a separable topological space homeomorphic
to WN. Then there exists a homeomorphism φ : W →W which fixes a
point of W and has a dense set of periodic points, and such that (W,φ)
is totally transitive.
Proof. We will prove that (W Z,Σ) is totally transitive, where Σ is the
usual bilateral shift map on W Z (defined as (Σx)m = xm+1 for every
x = (xn)n∈Z ∈ W Z and m ∈ Z).
Suppose that {x1, x2, . . . , xn, . . .} is a dense subset ofW . We assume
that this set is infinite, but a similar proof would work in the finite case.
For each n ∈ N, consider Dn := {x1, . . . , xn} and the Cartesian product
Dnn, which consists of n-tuples P
n
i (i = 1, . . . , n
n) of the form
P ni = (P
n
i (1), P
n
i (2), . . . , P
n
i (n)),
with each P ni (j) ∈ Dn.
We are going to define inductively a special element w = (wn) ∈ W Z.
Let A := {(i, j) ∈ N2 : i ≤ jj}, and let ψ : N → Z × N × A
be a bijective map. For each n ∈ N, denote by ψ1(n) and ψ2(n)
the first and second coordinates of ψ(n), respectively. As for the
third coordinate of ψ(n), which is an element of A, we denote it by
(ψ3(n), ψ4(n)). We start the induction process by considering ψ1(1) ∈ Z
and ψ2(1) ∈ N. Pick n1 ∈ N of the form n1 = ψ1(1)+l1ψ2(1), for l1 ∈ N,
and define wn1+1 := P
ψ4(1)
ψ3(1)
(1), wn1+2 := P
ψ4(1)
ψ3(1)
(2), . . . , wn1+ψ4(1) :=
P
ψ4(1)
ψ3(1)
(ψ4(1)). Next suppose that we have defined n1, . . . , nk (of the
form ψ1(1) + l1ψ2(1), . . . , ψ1(k) + lkψ2(k), respectively) in such a way
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that ni + ψ4(i) ≤ ni+1 for i = 1, . . . , k − 1. Then we take nk+1 :=
ψ1(k + 1) + lk+1ψ2(k + 1) for lk+1 ∈ N, such that nk + ψ4(k) ≤
nk+1, and define wnk+1+1 := P
ψ4(k+1)
ψ3(k+1)
(1), wnk+1+2 := P
ψ4(k+1)
ψ3(k+1)
(2), . . . ,
wnk+1+ψ4(k+1) := P
ψ4(k+1)
ψ3(k+1)
(ψ4(k + 1)).
Indeed the rest of coordinates of w, that is, those which cannot be
obtained following this process, can be taken without any requirements.
For this reason we fix a point x ∈ W , and define wn := x for every
n /∈ ⋃∞k=1{nk + 1, . . . , nk + ψ4(k)}.
It is now easy to check that (W Z,Σ, w) is totally transitive. Also we
have that Σ(0) = 0 (being 0 the point with all coordinates equal to 0).
Finally, we get the desired conclusion from Lemma 5.2. 
Taking into account the properties of the homeomorphism given in
Theorem 5.3, we immediately obtain the following corollary.
Corollary 5.4. Let W be a separable topological space, and let κ be an
infinite cardinal, κ ≤ c. Then there exists a homeomorphism φ from
W κ onto itself, having a fixed point and a dense set of periodic points,
such that (W κ, φ) is totally transitive.
Remark 5.2. Example 5.1 and Corollary 5.4 give us two different ways
for constructing totally transitive semiflows on infinite powers TN, TR,
and more in general Tκ, if κ is the cardinal of any infinite subset of
R. Both ways will be used to obtain different kinds of examples of
isometric shifts of type I0.
Finally, by Lemma 5.2, the fact that the Cantor set is homeomorphic
to {0, 1}N gives us the following corollary.
Corollary 5.5. There exists a homeomorphism φ from K onto itself,
having a fixed point and a dense set of periodic points, such that (K, φ)
is totally transitive.
Corollary 5.5 will be used to construct examples of isometric shifts
according to the method given in Section 8, where the following defi-
nition will be fundamental.
Definition 5.2. Let P and L be nonempty subsets of N. For each n ∈
P, let (Zn, hn) be a semiflow, and let 1n ∈ Zn be such that (Zn, hn, 1n) is
transitive. We say that the (finite or infinite) sequence ((Zn, hn, 1n))n∈P
is L-transitive if for every k ∈ L and i ∈ N, the point (hin(1n))n∈P ∈∏
n∈P Zn belongs to the closure of Orb
+((hkn)n∈P, (1n)n∈P).
We will write (Zn, hn, 1n)n∈P for short, or (Zn, hn, 1n) if there is no
confusion about the set P.
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Example 5.6. Let (Z, h, 1) be transitive. Obviously, if P is a nonempty
subset of N and we take (Zn, hn, 1n) = (Z, h, 1) for every n ∈ P, then
A := (Zn, hn, 1n)n∈P is L-transitive, for L := {1}. In the same way, it
is also immediate that if L is any nonempty subset of N and (Z, h, 1) is
L-transitive, then A is L-transitive. With this example we also see that
our notion of L-transitivity does not imply that
(∏
n∈P Zn, (hn), (1n)
)
is transitive.
Example 5.7. Let Λ and (Tα, [ρα]) be as in Example 5.1. If P ⊂ N and
{Pn : n ∈ P} is a pairwise disjoint family of (nonempty) subsets of R,
then the sequence
(
TPn , [ρα]α∈Pn , (zα)α∈Pn
)
n∈P
is N-transitive for any
choice of points zα.
Consequently we see that, if (ni) and (lj) are any (finite or infinite)
sequences in N ∪ {ℵ0}, then it is possible to construct an N-transitive
sequence based on ni copies of T
i and on lj copies of T
κj (where each
κj is an infinite cardinal with κj ≤ c) for all i, j taken simultaneously.
Remark 5.3. Let P ⊂ N, and for each n ∈ P, let Zn be a separable
space. Let Z :=
∏
n∈P Zn. We know by the proof of Theorem 5.3 that
(ZZ,Σ, (wn)) is totally transitive for a certain point (wn) ∈ ZZ (where
Σ is the bilateral shift map). Clearly, if u = (un) ∈ ZZ, then for every
n ∈ Z, un can be written as un = (un(m))m∈P, where un(m) ∈ Zm. It
is easy to check that (Σu)n(m) = un+1(m) for every n ∈ Z and m ∈ P.
Consequently, if for m ∈ P, Σm is the bilateral shift map on ZZm, then
it turns out that (ZZm,Σm, (wn(m))n∈Z) is totally transitive. It is not
difficult to see that (ZZm,Σm, (wn(m))n∈Z)m∈P is N-transitive due to its
relation with (ZZ,Σ, (wn)).
Example 5.8. Remark 5.3 gives us a way to find an N-transitive se-
quence based on an arbitrary (countable) number of copies of spaces
such as the Cantor set K, TZ, TR, NZ, NR, ℓ2 (which is homeomorphic
to RZ), and any other constructed in a similar way, that is, Zκ (be-
ing homeomorphic to (Zκ)Z) where Z is separable and κ is an infinite
cardinal less than or equal to c.
Remark 5.4. Let (Z, h, 1) be L-transitive for L ⊂ N. Suppose that Z is
(homeomorphic to a) dense subset of Zn, and that h can be extended
continuously to a homeomorphism hn from Zn onto itself, for every
n ∈ P ⊂ N. Then the sequence (Zn, hn, 1n)n∈P is L-transitive.
We can state this fact more in general. For this, we say that given
two semiflows (Z, h), (Y, k), and two points 1 ∈ Z, 1′ ∈ Y , (Z, h, 1) is
a dense restriction of (Y, k, 1′) if Z is a dense subset of Y , 1 = 1′, and
h is the restriction of k to Z.
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Consider P1,P2 ⊂ N. For each n ∈ P1 and m ∈ P2, let (Zn, hn)
and (Ym, km) be semiflows, and let 1n ∈ Zn for every n ∈ P1. Suppose
that for every n ∈ P1, there exists m ∈ P2 such that (Zn, hn, 1n) is
a dense restriction of (Ym, km, 1mn). On the other hand, suppose that
the converse also holds, that is, for each m ∈ P2, there exists n ∈ P1
such that (Zn, hn, 1n) is a dense restriction of (Ym, km, 1mn). Then,
for L ⊂ N, we have that (Zn, hn, 1n)n∈P1 is L-transitive if and only if
(Ym, km, 1mn)m∈P2 is.
Example 5.9. Taking into account Remark 5.4, we see that if in Exam-
ples 5.7 and 5.8, we define Z1n = Orb
+(hn, 1n) (or any subset containing
this semiorbit), then both (Z1n, hn, 1n)n∈N and (βZ
1
n, hn, 1n)n∈N are N-
transitive.
6. X needs not to be separable
Not much is known about the possibility of finding a nonseparable
space X such that C(X) admits an isometric shift since the problem
was proposed. Interesting results in this direction say that such an X
must have the countable chain condition (see Remark 4.3), or even that
C0(X \ clX(N )) (the space of K-valued continuous functions vanishing
at infinity) must have cardinality at most equal to c (see [18, Theorem
1.9]).
In this section, we prove that such an X exists. As stated in Theo-
rem 3.1, the space X will be the topological sum of the maximal ideal
space M of L∞(T) and N ∪{∞}. It is well known that M is extremally
disconnected, that is, the closure of each open subset is also open. In
fact, each measurable subset A of T determines via the Gelfand trans-
form an open and closed subset G(A) of M, and the sets obtained
in this way form a basis for its topology (see [21, p. 170]). Now it
is straightforward to see that M is not separable: Let (xn) be a se-
quence in M, and consider a partition (a.e) of T by k arcs of equal
length, k ≥ 3. This determines a partition of M into k closed and open
subsets of T, and we select the arc A1 such that G(A1) contains x1.
Next do the same process with k2 arcs of equal length, and pick A2
with x2 ∈ G(A2). Repeat the process infinitely many times, in such a
way that each time we take An of length 1/k
n such that xn ∈ G(An).
It is clear that if A :=
⋃∞
n=1An, then m (A) < 2π, so G(T \ A) is a
nonempty closed and open subset of M containing no point xn.
Notice that, since M is not separable, any isometric shift on C(M)
must be of type I0. But there are none because M has no isolated
points. Even more, in [17, Corollary 2.5], it is proved that no space
L∞(Z,Σ, µ) admits an isometric shift if µ is non-atomic.
16 JESU´S ARAUJO
As usual, we consider T oriented counterclockwise, and denote by
A(α, β) the (open) arc of T beginning at eiα and ending at eiβ .
Proof of Theorem 3.1. We start by defining a linear and surjective isom-
etry on L∞(T). We first consider the rotation ψ(z) := zei for ev-
ery z ∈ T, and then define the isometry S : L∞(T) → L∞(T) as
Sf := −f ◦ ψ for every f ∈ L∞(T). On the other hand, using the
Gelfand transform we have that the Banach algebra L∞(T) is isomet-
rically isomorphic to C(M), so S determines a linear and surjective
isometry TS : C(M) → C(M). Also, by the Banach-Stone theorem,
there exists a homeomorphism φ : M→M such that TSf = −f ◦φ for
every f ∈ C(M). Notice that this is valid both in the real and complex
cases (see for instance [15, p. 187]).
Let X := M + N ∪ {∞}. The definition of TS can be extended
to a new isometry T : C(X) → C(X) in three steps. First, for each
f ∈ C(X), we put (Tf)(x) := (TSf)(x) if x ∈ M. In the same way
(Tf)(n) := (f ◦ φ)(n) if n ∈ N ∪ {∞} \ {1} (where φ : N \ {1} → N
is the canonical map sending each n into n− 1, which obviously can
be extended as φ(∞) :=∞). Finally, we put
(Tf)(1) :=
1
2π
∫
A(0,2piΦ)
fdm,
where Φ :=
(√
5− 1) /2 is the golden ratio conjugate. It is easy to
verify that T is a codimension one linear isometry, so we just need to
prove that
⋂∞
i=1 T
i(C(X)) = {0}.
Suppose then that f ∈ ⋂∞i=1 T i(C(X)). It is easy to check that
f(n) = (T−n+1f)(1)
= (T (T−nf))(1)
=
(−1)n
2π
∫
A(0,2piΦ)
f ◦ ψ−ndm
=
(−1)n
2π
∫
A(n,n+2piΦ)
fdm.
On the other hand, if we fix any α ∈ T, then there exist two in-
creasing sequences (nk) and (mk) in 2N and 2N+ 1, respectively, con-
verging to α mod 2π. An easy application of the Dominated Con-
vergence Theorem proves that
∫
A(α,α+2piΦ)
fdm = 2π lim f(nk), and∫
A(α,α+2piΦ)
fdm = −2π lim f(mk). By continuity, we deduce that∫
A(α,α+2piΦ)
fdm = 2πf(∞) = −
∫
A(α,α+2piΦ)
fdm.
TYPE I ISOMETRIC SHIFTS 17
Obviously, this implies that
∫
A(α,α+2piΦ)
fdm = 0 for every α ∈ T, and
f(∞) = 0. In particular this proves that f(n) = 0 for every n ∈ N .
As a consequence we can identify f ∈ ⋂∞n=1 T n(C(X)) with an element
f ∈ L∞(T) satisfying ∫
A(α,α+2piΦ)
fdm = 0 for every α ∈ T. On the
other hand, it is clear that we may assume that f takes values just in
R.
Claim.
∫
A(α,α+2piΦn)
fdm = (−1)nF (n− 1) ∫
T
fdm for every α ∈ T
and n ∈ N, where F (n) denotes the n-th Fibonacci number.
Let us prove the claim inductively on n. We know that it holds for
n = 1. Also notice that Φ + Φ2 = 1, so Φn + Φn+1 = Φn−1 for every
n ∈ N.
The case n = 2 is immediate because, since
T = A
(
α, α+ 2πΦ2
) ∪ A (α + 2πΦ2, α+ 2π (Φ + Φ2))
a. e., then we have
∫
T
fdm =
∫
A(α,α+2piΦ2)
fdm for every α ∈ T.
Now assume that, given k ≥ 2, the claim is true for every n ≤ k.
Then we see that, for any α ∈ T,
A
(
α, α+ 2πΦk−1
)
= A
(
α, α + 2πΦk+1
)∪A (α + 2πΦk+1, α+ 2π (Φk + Φk+1))
a. e., so
(−1)k−1F (k−2)
∫
T
fdm =
∫
A(α,α+2piΦk+1)
fdm+(−1)kF (k−1)
∫
T
fdm,
and the conclusion proves the claim.
The claim, combined with the fact that f is essentially bounded,
implies that
∫
T
fdm = 0, and consequently
∫
A(α,α+2piΦn)
fdm = 0 for
every α ∈ T and every n ∈ N.
Now, it is easy to see that if U is an open subset of T, then U
is the union of countably many pairwise disjoint arcs whose lengths
belong to the set {2πΦn : n ∈ N}. Now, applying again the Dominated
Convergence Theorem, we see that
∫
U
fdm = 0. Obviously, this implies
that
∫
K
fdm = 0 whenever K ⊂ T is compact.
Finally take C+ := {z ∈ T : f(z) > 0}. We know that there exists
a sequence of compact subsets Kn of C
+, with Kn ⊂ Kn+1 for every
n ∈ N, and such that limn→∞m(C+ \Kn) = 0. Clearly, the above fact
and the Monotone Convergence Theorem imply that
∫
C+
fdm = 0, and
then m(C+) = 0. Now we can easily conclude that f ≡ 0 a. e., and
consequently T is a shift. 
Next we prove Theorem 3.2. It provides nonseparable examples with
2c infinite connected components, each homeomorphic to a (finite or
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infinite dimensional) torus: To show it, we just need to see that the
cardinal ofM is 2c. This follows from the fact that M is homeomorphic
to an infinite closed subset of βN\N, and consequently its cardinal must
be 2c (see [28] and [16, Corollary 9.2]).
Proof of Theorem 3.2. Write the isometric shift T : C(M+N∪{∞})→
C(M+N ∪{∞}) given in the proof of Theorem 3.1 as T = T [a, φ,∆].
Obviously, ∆ ≡ 0 on C(N ∪ {∞}), and it can be considered as an
element of C(M)′.
Consider a subset P of R with cardinal equal to κ, and suppose that
{1/2π}∪ {ρα : α ∈ P} is a family of real numbers linearly independent
over Q. Then put ρκ := [ρα]α∈P (see Example 5.1).
Define φκ : M× Tκ →M× Tκ as
φκ(x, z) := (φ(x), ρκ(z))
for every x ∈M, and z ∈ Tκ.
Select now a point vκ in T
P = Tκ, and consider the evaluation map
Γvκ ∈ C(Tκ)′. Both ∆ and Γvκ are positive linear functionals, and so is
the product ∆×Γvκ ∈ C(M×Tκ)′, which also satisfies ‖∆× Γvκ‖ ≤ 1
(see [20, §13] for details).
Given f ∈ C(M × Tκ) and z ∈ Tκ, we write fz : M → K meaning
fz(x) := f(x, z) for every x ∈ M. Obviusly fz belongs to C(M), and
(∆× Γvκ)(f) = Γvκ (∆(fz)) = ∆(fvκ).
Now, for Xκ := M × Tκ + N ∪ {∞}, define aκ ∈ C(Xκ \ {1}) as
aκ ≡ −1 on M × Tκ, and aκ ≡ 1 everywhere else, and put Tκ :=
T [aκ, φκ,∆× Γvκ ].
Let ψ : T → T and Φ be as in the proof of Theorem 3.1. Given
f ∈ ⋂∞i=1 T iκ(Xκ), we have that for every k ∈ N,
f(k) = (T−k+1κ f)(1)
= (∆× Γvκ)
(
T−kκ f
)
= (−1)k (∆× Γvκ)
(
f ◦ φ−kκ
)
= (−1)k∆ (f ◦ φ−kκ )vκ
= (−1)k∆
(
fρ−kκ (vκ) ◦ φ−k
)
=
(−1)k
2π
∫
A(0,2piΦ)
fρ−kκ (vκ) ◦ ψ−kdm
=
(−1)k
2π
∫
A(k,k+2piΦ)
fρ−kκ (vκ)dm.
To continue with the proof, we need an elementary result:
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Claim. Suppose that (zλ)λ∈D is a net in T
κ converging to z0. Then
limλ ‖fzλ − fz0‖ = 0.
Let us prove the claim. If it is not true, then there is an ǫ > 0
such that, for every λ ∈ D, there exists ν ∈ D, ν ≥ λ, such that
‖fzν − fz0‖ ≥ ǫ. It is easy to see that the set E of all ν ∈ D sat-
isfying the above inequality is a directed set, and that (zν)ν∈E is a
subnet of (zλ)λ∈D. Moreover there is a net (xν)ν∈E in M such that
|f(xν , zν)− f(xν , z0)| ≥ ǫ for every ν ∈ E. Since M × Tκ is com-
pact, there exist a point (x0, z
′
0) ∈ M × Tκ and a subnet (xη, zη)η∈F
of (xν , zν)ν∈E converging to (x0, z
′
0). Obviously (zη)η∈F is a subnet of
(zν)ν∈E, so z0 = z
′
0. Consequently both (xη, zη)η∈F and (xη, z0)η∈F con-
verge to (x0, z0). Taking limits, this implies |f(x0, z0)− f(x0, z0)| ≥ ǫ,
which is absurd.
Now, fix (α,w) ∈ T × Tκ and ǫ > 0. We know that (α,w) belongs
to the closure of both
Nj :=
{(
ein, ρ−nκ (vκ)
)
: n ∈ 2N− j} \ {(α,w)} ,
j = 0, 1 (see Example 5.1). We first consider the case j = 0, and take
a net (yλ)λ∈D = (e
inλ , ρ−nλκ (vκ))λ∈D in N0 converging to (α,w). Since
(einλ)λ∈D converges to α, there exists λ1 ∈ D such that∣∣∣∣
∫
A(α,α+2piΦ)
fwdm−
∫
A(nλ,nλ+2piΦ)
fw
∣∣∣∣ < ǫ2
for every λ ≥ λ1.
On the other hand, by the claim, there exists λ2 ∈ D such that, if
λ ≥ λ2, then
∥∥∥fw − fρ−nλκ (vκ)∥∥∥ < ǫ/4π, so∣∣∣∣
∫
A(nν ,nν+2piΦ)
fwdm−
∫
A(nν ,nν+2piΦ)
f
ρ
−nλ
κ (vκ)
dm
∣∣∣∣ < ǫ2
for every ν ∈ D. We easily deduce that
lim
λ
∫
A(nλ,nλ+2piΦ)
f
ρ
−nλ
κ (vκ)
dm =
∫
A(α,α+2piΦ)
fwdm,
and consequently 2πf(∞) = ∫
A(α,α+2piΦ)
fwdm. In a similar way, work-
ing withN1, we see that 2πf(∞) = −
∫
A(α,α+2piΦ)
fwdm. With the same
arguments as in the proof of Theorem 3.1, we conclude that fw ≡ 0,
and finally f ≡ 0, as we wanted to prove. 
Proof of Theorem 3.3. Notice first that L∞(T) is isometrically isomor-
phic to L∞(T1∪T2), where Ti, i = 1, 2, are disjoint copies of T endowed
with the Lebesgue measure. It is not hard to see that this implies that
C(M) and C(M+M) are isometrically isomorphic, so M and M+M
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are homeomorphic. Assume that T = T [a, φ,∆] is the isometric shift
given in the proof of Theorem 3.1. We first define a homeomorphism
χ : M×{0, 1} →M×{0, 1} as χ(x, i) = (φ(x), i+1 mod 2) for every
(x, i). For i = 0, 1, and f ∈ C(M × {0, 1}), denote by f × {i} its
restriction to M× {i}, and put ∆i(f) := ∆(f × {i}).
Let ρκ : T
κ → Tκ, vκ, and Γvκ be as in the proof of Theorem 3.2.
Finally consider Xκ := M × {0, 1} + Tκ + N ∪ {∞}, and define
Tκ : C(Xκ)→ C(Xκ) to be Tκ := T [aκ, φκ,∆κ], where
• aκ ≡ −1 on M× {0} ∪ Tκ, and aκ ≡ 1 everywhere else.
• φκ = χ on M× {0, 1}, and φκ = ρκ on Tκ.
• ∆κ := (∆0 +∆1 + Γvκ) /3.
As above, if f ∈ ⋂∞n=1 T nκ (C(Xκ)), k ∈ N, and
τ(k) :=
k(k − 1) mod 4
2
,
then
3f(k) = 3
(
T−k+1κ f
)
(1)
= ∆0
(
T−kκ f
)
+∆1
(
T−kκ f
)
+ Γvκ
(
T−kκ f
)
= ∆
((
T−kκ f
)× {0})+∆ ((T−kκ f)× {1})+ (T−kκ f) (vκ)
= (−1)τ(k)∆ ((f × {k mod 2}) ◦ φ−k)
+(−1)τ(k+1)∆ ((f × {k + 1 mod 2}) ◦ φ−k)
+(−1)k (f ◦ ρ−kκ ) (vκ)
=
(−1)τ(k)
2π
∫
A(0,2piΦ)
(f × {k mod 2}) ◦ ψ−kdm
+
(−1)τ(k+1)
2π
∫
A(0,2piΦ)
(f × {k + 1 mod 2}) ◦ ψ−kdm
+(−1)kf (ρ−kκ (vκ))
=
(−1)τ(k)
2π
∫
A(k,k+2piΦ)
f × {k mod 2}dm
+
(−1)τ(k+1)
2π
∫
A(k,k+2piΦ)
f × {k + 1 mod 2}dm
+(−1)kf (ρ−kκ (vκ)) .
Next fix α ∈ T, w ∈ Tκ, and for j = 0, 1, 2, 3, take increasing
sequences (njk) in 4N + j such that limk→∞ n
j
k = α mod 2π, and
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limk→∞ f
(
ρ
−nj
k
κ (vκ)
)
= f (w). Now put
Xαi :=
1
2π
∫
A(α,α+2piΦ)
f × {i}dm
for i = 0, 1. Taking into account that τ(njk) is constant for each j, and
that τ(2) = 1 = τ(3), and τ(1) = 0 = τ(4), we have that the following
equalities hold:
3f(∞) = Xα1 −Xα0 − f (w) (case j = 1)
= −Xα0 −Xα1 + f (w) (case j = 2)
= −Xα1 +Xα0 − f (w) (case j = 3)
= Xα0 +X
α
1 + f (w) (case j = 0).
We deduce that Xαi = 0 for every α ∈ T and i = 0, 1, and that
f ≡ 0 on Tκ. As in the proof of Theorem 3.1, we easily conclude that
f ≡ 0. 
7. Complex n-generated shifts and nonseparable spaces
with a finite number of infinite connected components
This is the only section of the paper where K is always taken equal
to C. Theorem 7.1 tells us that in some cases we can obtain an (n+1)-
generated shift (obviously of type I0) from an n-generated one just by
adding a connected component (n ∈ N). A similar proof shows that
it is possible to obtain nonseparable examples with arbitrary (finitely)
many infinite connected components. For the different behavior in the
real setting, see Example 8.1.
Theorem 7.1. Let K = C. Suppose that n ≥ 2, and that (κi)ni=1 is
a finite sequence of cardinals satisfying 0 ≤ κi ≤ c for every i. Then
there exists an n-generated isometric shift Tn : CC(Xn) → CC(Xn),
where Xn = T
κ1 + . . .+ Tκn +N ∪ {∞}.
Proof. We will prove it inductively on n. We start at n = 1 (which
is a special case). Let P1, . . . ,Pn, . . . be pairwise disjoint subsets of
R of cardinalities κ1, . . . , κn, . . ., respectively. Consider then a family
Λ := {ρα : α ∈ R} of real numbers linearly independent over Q, and
put σi := [ρα]α∈Pi for each i ≤ n. Also let vi be a point in TPi (see
Example 5.1).
Next suppose that Xn := T
Pn + . . . + TP1 + N ∪ {∞}, and define
φn : Xn → Xn as σi on each TPi . For n ∈ N, let zn ∈ C \ {0}, with
|zn| ≤ 1/2n, and ζn := eipi/2n−1 . Define a codimension 1 linear isometry
Tn on CC(Xn) as Tn := T [an, φn,∆n], where an ≡ ζi on TPi for each
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i ≤ n, and an ≡ 1 on N ∪ {∞}, and where ∆n(f) :=
∑n
i=1 zif(vi) for
every f .
It is easy to see that T1 : CC(X1) → CC(X1) is an isometric shift
(both of type I and type II). Now let us show that if Ti are i-generated
isometric shifts for i ≤ n, then Tn+1 is an (n + 1)-generated isometric
shift.
Suppose that f ∈ ⋂∞m=1 Tmn+1(CC(Xn+1)). It is easy to check that
f(k) = (T−k+1n+1 f)(1)
=
n+1∑
i=1
zi
(
T−kn+1f
)
(vi)
= zn+1ζ
−k
n+1
(
f ◦ σ−kn+1
)
(vn+1) +
n∑
i=1
ziζ
−k
i
(
f ◦ σ−ki
)
(vi).
whenever k ∈ N.
Fix x1 ∈ TP1 , . . . , xn+1 ∈ TPn+1 . For j = 0, 1, we can take increasing
sequences (njk) in 2
n+1N and 2n+1N + 2n, respectively, such that the
sequences ((
f ◦ σ−n
j
k
1
)
(v1) , . . . ,
(
f ◦ σ−n
j
k
n+1
)
(vn+1)
)
k∈N
converge to (f(x1), . . . , f(xn+1)) ∈ Cn+1 , for j = 0, 1.
This means, on the one hand, that
f(∞) = lim
k→∞
f(n0k)
= lim
k→∞
zn+1ζ
−n0
k
n+1
(
f ◦ σ−n0kn+1
)
(vn+1) +
n∑
i=1
ziζ
−n0
k
i
(
f ◦ σ−n0ki
)
(vi)
= zn+1f(xn+1) +
n∑
i=1
zif(xi).
And, on the other hand,
f(∞) = lim
k→∞
f(n1k)
= −zn+1f(xn+1) +
n∑
i=1
zif(xi).
We deduce that f(xn+1) = 0, that is, f ≡ 0 on TPn+1, and conse-
quently f ∈ ⋂∞m=1 Tmn (CC(Xn)). Since Tn is a shift, we conclude that
f ≡ 0 on Xn+1. It is also easy to see that Tn+1 is (n+1)-generated. 
Theorem 7.2. Let K = C. Suppose that n ≥ 1, and that (κi)ni=1
is a finite sequence of cardinals satisfying 0 ≤ κi ≤ c for every i.
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Then there exists an isometric shift TMn : CC(X
M
n ) → CC(XMn ), where
XMn = M+ T
κ1 + . . .+ Tκn +N ∪ {∞}.
Proof. The proof is similar to that of Theorem 7.1. We consider the
homeomorphism φ on M coming from the rotation ψ : T→ T given in
the proof of Theorem 3.1.
Fix n ∈ N, and assume that zn+1, ζn+1, Xn, and Tn = T [an, φn,∆n]
are as in the proof of Theorem 7.1. We are going to define an isometric
shift on XMn . First put
∆Mn :=
zn+1
2π
∫
A(0,2piΦ)
fdm+∆n(f).
Obviously we are assuming that 1/2π does not belong to the linear
span (over Q) of {ρα : α ∈ P1 ∪ · · · ∪ Pn}. Let aMn ∈ CC(XMn ) be equal
to ζn+1 on M, and equal to an on Xn, and let φ
M
n : X
M
n → XMn be
defined as φn on Xn, and as φ on M.
We consider TMn := T [a
M
n , φ
M
n ,∆
M
n ]. Following the same process as in
the proof of Theorem 7.1, we easily obtain that 0 = zn+1
∫
A(α,2piΦ+α)
fdm
for every α ∈ T. As in the proof of Theorem 3.1, we see that f ≡ 0
on T, which is to say that f ≡ 0 on M. We deduce that f ∈⋂∞
m=1 T
m
n (CC(Xn)), and consequently f ≡ 0. 
Remark 7.1. Notice that in both Theorems 7.1 and 7.2, we allow the
possibility that κi = κj for some (or all) i 6= j.
8. A method for obtaining examples of n-generated shifts
In Section 7, we saw in particular how to obtain inductively n-
generated shifts in the complex setting, for n ∈ N, n ≥ 2. In this
section, we will give a method for constructing examples of isometric
shifts of type I0 which are n-generated, allowing the case n =∞. These
operators will be based on separable spaces consisting of the topological
sum of a disconnected space and N ∪ {∞}. In the case when n = ∞,
we construct these spaces as compactifications of topological sums with
infinitely many summands. Here we study simultaneously the real and
complex settings (Example 8.1 is the only result given just in the real
context).
Example 8.1 shows in fact that the procedure followed in Section 7
is no longer valid when dealing with K = R.
Example 8.1. Let K = R. Suppose that X = Y + X1 + X2 + X3
is compact, where each Xi is connected and nonempty, and N ⊂ Y .
Let T = T [a, φ,∆] be a codimension 1 linear isometry on CR(X), and
assume that φ(Xi) = Xi, i = 1, 2, 3. Let us see that T is not a shift.
24 JESU´S ARAUJO
First, there are i, j, i 6= j, with a(Xi) = a (Xj) ∈ {−1, 1}. There
are also αi, αj ∈ R such that |αi| + |αj | > 0 and ∆
(
αiξXi + αjξXj
)
=
0, where ξA denotes the characteristic function on A. It is easy to
check that αiξXi + αjξXj belongs to T
n(CR(X)) for every n ∈ N, and
consequently T is not a shift.
In particular, we see that neither CR (T+ T
2 + T3 +N ∪ {∞}) nor
CR (M+ T+ T
2 + T3 +N ∪ {∞}) admit an isometric shift.
8.1. Notation and assumptions.
8.1.1. The numbers pn, and the sets P0 and N0. We take P0 and (pn)n∈P0
to be an initial subset of N and a P0-compatible sequence, respec-
tively. N0 will be taken as the set N if P0 = N, and it will be taken as
{1, . . . , p1 + · · ·+ pP0} if P0 = {1, . . . , P0}.
8.1.2. The sets An and the maps sn and π. Make sets on N0 in the
following way. First A1 := {1, . . . , p1}, and in general, if n + 1 ∈ P0,
n ≥ 1, then take An+1 := {p1 + · · ·+ pn + 1, . . . , p1 + · · ·+ pn + pn+1}.
Next, for each n ∈ P0, we put
An = {an1 , . . . , anpn}.
Now define sn : An → An as sn(an1 ) := anpn, and sn(anj ) := anj−1, for
j = 2, 3, . . . , pn. Finally define the map π : N0 → P0 sending each
k ∈ N0 into the only number n ∈ P0 with k ∈ An.
8.1.3. The basic family. We assume that (Zn, hn, 1n)n∈P0 is L0-transitive,
where L0 := {2pn : n ∈ P0}. By the way we have taken the numbers
pn, it is obvious that when P0 := {1, . . . , P0}, this fact is equivalent to
saying that it is {2pP0}-transitive.
8.1.4. The spaces Xn and X0, and the maps χn. Define Xn as the topo-
logical sum of pn spaces Zn, that is, Xn coincides (homeomorphically)
with the product An × Zn.
Let us define next χn : An × Zn → An × Zn as
χn(a
n
j , z) := (sn(a
n
j ), h
−1
n (z)),
for every j ∈ {1, . . . , pn} and z ∈ Zn.
Our next step consists of defining the space X0 as the topological
sum of all Xn, which is clearly completely regular. A point x ∈ X0 will
be represented as x = (k, z) where k ∈ N0 and z ∈ Zpi(k).
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8.1.5. The maps φ and a defined on X0. The complete definition of φ
and a will require more than one step. The first one will be given here,
and the others will be made later by extending them continuously.
We start defining φ : X0 → X0 as φ(k, z) := χpi(k)(k, z) for every
(k, z) ∈ X0. It is easy to see that φ is a homeomorphism. We also
define the continuous function a : X0 → K as:
• a(an1 , z) = −1 for n ∈ P0 and z ∈ Zn,
• a ≡ 1 on the rest of X0.
8.1.6. The spaces X and ωX0, and the complete definition of φ and a.
We consider ωX0 as any compactification of X0 such that the following
two properties hold:
• the map φ admits a continuous extension to ωX0, φ : ωX0 →
ωX0, which is a homeomorphism.
• the map a admits a continuous extension to ωX0, a : ωX0 → K.
It is clear that a space like this always exists, as we can take ωX0
equal to the Stone-Cˇech compactification of X0. Nevertheless, for in-
stance in Theorems 4.5, 4.6, and 4.8, as well as in Corollaries 8.5 and
8.6, ωX0 will be a much simpler compactification. Notice that we are
not assuming in principle that each Zn is compact, so a process of
compactification is in general done even when P0 is finite.
Finally define our space X as the topological sum of ωX0 and N ∪
{∞}. Then extend a to a continuous map a : X \{1} → K by defining
a ≡ 1 on N ∪ {∞}. This will be the complete definition of a.
8.1.7. The numbers γn. For n ∈ N0, we consider any numbers γn ∈ K
satisfying the following properties:
• There are at least two n ∈ N0 with γn 6= 0,
• ∑n∈N0 |γn| ≤ 1, and• the determinant of the pn × pn matrix
Mγn :=


γan
1
γan
2
. . . γanpn−1 γanpn−γanpn γan1 . . . γanpn−2 γanpn−1−γanpn−1 −γanpn . . . γanpn−3 γanpn−2
...
...
. . .
...
...
−γan
2
−γan
3
. . . −γanpn γan1


is different from 0 for every n ∈ P0.
8.1.8. The vectors vni , f
n
N , and the numbers v
n
i · fnN . Let n ∈ P0. For
i = 0, . . . , pn−1, define the vector vni as the (i+1)-th row of the matrix
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Mγn , that is,
vn0 :=
(
γan
1
, γan
2
, . . . , γanpn−1, γanpn
)
,
and
vni :=
(
−γanpn−i+1 ,−γanpn−i+2 , . . . ,−γanpn , γan1 , . . . , γanpn−i
)
if i = 1, . . . , pn − 1. Also, for i = pn, . . . , 2pn − 1, define vni := −vni−pn .
Given f ∈ C(X) and N ∈ N, we set
fnN :=
(
f
(
an1 , h
N
n (1n)
)
, . . . , f
(
anpn, h
N
n (1n)
))
.
Finally, vni · fnN will denote the usual scalar product of vni and fnN in
Kpn.
8.1.9. The map ∆ and the isometry T . We now define ∆ in the dual
space C(X)′ as
∆(f) :=
∑
n∈P0
(∑
m∈An
γmf(m, 1n)
)
for every f ∈ C(X). Obviously ‖∆‖ ≤ 1.
Finally we introduce a codimension 1 linear isometry T := T [a, φ,∆].
In particular we see that, for k ∈ N and z ∈ Zpi(k), (Tf)(k, z) :=
−f(φ(k, z)) if k coincides with api(k)1 , and (Tf)(k, z) = f(φ(k, z)) oth-
erwise. It is easy to check that T is not an isometric shift of type II
since we deal with at least one pn 6= 1 and two γn 6= 0.
8.2. The results.
Lemma 8.2. Assume that we follow the notation given in Subsec-
tion 8.1. If f ∈ ⋂∞i=1 T i(C(X)), then f is constant on N ∪ {∞}.
Moreover
f(N ∪ {∞}) ≡
∞∑
n=1
vn[k mod 2pn] · fnN ,
where this value is the same for every N ∈ N and k ∈ N ∪ {0}.
Proof. We will give the proof in the case when P0 = N, since the other
cases are similar.
It is easy to see that, if k = tpn for some t ∈ Z and n ∈ N, then
φk(m, z) = (m, h−kn (z)) whenever m ∈ An and z ∈ Zn. From this we
easily deduce the following claim.
Claim 1. Let m ∈ An and k = tpn for some t ∈ Z, n ∈ N. We have
that, given any z ∈ Zn,
• if t is odd, then (T kf)(m, hkn(z)) = −f(m, z), and
• if t is even, then (T kf)(m, hkn(z)) = f(m, z).
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Now, the proof of the next claim is easy, taking into account that
f(k) = (T−k+1f)(1).
Claim 2. For every k ∈ N ,
f(k) = ∆(T−kf)
=
∑
n∈P0
(∑
m∈An
γm(T
−kf)(m, 1n)
)
.
Claim 3. Let n,N ∈ N, and k ∈ N ∪ {0}. Then∑
m∈An
γm(T
−kf)(m, hN−kn (1n)) = v
n
[k mod 2pn] · fnN .
Let us prove the claim. For simplicity, we denote y := hNn (1n) and
wi := f(a
n
i , y), for i = 1, . . . , pn, that is, f
n
N = (w1, . . . , wpn). Notice
first that, for every (m, z) ∈ Xn, f(m, z) = a(m, z)(T−1f)(χn(m, z)),
so taking into account that the maps a and 1/a coincide, we see that
(T−1f)(m, z) = a(χ−1n (m, z))f(χ
−1
n (m, z)). Consequently, if m ∈ An,
then
(T−1f)(m, h−1n (y)) = a(χ
−1
n (m, h
−1
n (y)))f(χ
−1
n (m, h
−1
n (y))),
which means that (T−1f)(anpn, h
−1
n (y)) = −f(an1 , y), and (T−1f)(ani , h−1n (y)) =
f(ani+1, y) for i ∈ {1, 2, . . . , pn − 1}. It is clear that in this case
pn∑
i=1
γani (T
−1f)(ani , h
−1
n (y)) = −γanpnw1 + γan1w2 + . . .+ γanpn−1wpn
= vn1 · fnN .
Of course a similar process shows that, if k ∈ {2, . . . , pn − 1}, then
(T−kf)(m, h−kn (y)) = a(χ
−1
n (m, h
−k
n (y)))(T
1−kf)(χ−1n (m, h
−k
n (y)))
=
(
2∏
i=1
a(χ−in (m, h
−k
n (y)))
)
(T 2−kf)(χ−2n (m, h
−k
n (y)))
...
=
(
k∏
i=1
a(χ−in (m, h
−k
n (y)))
)
f(χ−kn (m, h
−k
n (y))),
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that is,
(T−kf)(anpn, h
−k
n (y)) = −wk,
(T−kf)(anpn−1, h
−k
n (y)) = −wk−1,
...
(T−kf)(anpn−k+1, h
−k
n (y)) = −w1, and
(T−kf)(anj , h
−k
n (y)) = wk+j
for j ∈ {1, . . . , pn − k}. As above this implies that
(8.1)
∑
m∈An
γm(T
−kf)(m, h−kn (y)) = v
n
k · fnN .
Next, suppose for instance that k = apn + b, where a is odd and
b ∈ {0, . . . , pn − 1}. According to Claim 1, we have that
(T−apn−bf)(m, h−apn−bn (y)) = (T
−apn(T−bf))(m, h−apn−bn (y))
= −(T−bf)(m, h−bn (y)),
and it is immediate from Equality 8.1 that∑
m∈An
γm(T
−apn−bf)(m, h−apn−bn (y)) = −vnb · fnN = vnpn+b · fnN .
The case when a is even is similar. This finishes the proof of the
claim.
Next fix any ǫ > 0, and take n0 ∈ N such that
‖f‖
∞∑
n=n0+1
(∑
m∈An
|γm|
)
< ǫ.
Define, for each k ∈ N,
B(k) :=
n0∑
n=1
(∑
m∈An
γm(T
−kf)(m, 1n)
)
.
By Claim 2, it is clear that for every k,
(8.2) |f(k)− B(k)| < ǫ.
Now make a partition of the set of natural numbers as follows. For
i = 0, . . . , 2pn0 − 1, let
Pi := {n ∈ N : n = i mod 2pn0}.
Fix any N ∈ N. Since (Zn, hn, 1n)n∈P0 is L0-transitive and 2pn0 ∈ L0,
then (hN1 (11), . . . , h
N
n0
(1n0)) is a limit point of {(hl1(11), . . . , hl1(1n0)) :
l ∈ Pi} in
∏n0
n=1Zn, for each i = 0, . . . , 2pn0 − 1. Then, taking
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into account that the map Pf :
∏n0
n=1 Zn → Kp1+···+pn0 sending each
(z1, . . . , zn0) into
Pf(z1, . . . , zn0) := (f(a
1
1, z1), . . . , f(a
1
p1, z1), . . . , f(a
n0
1 , zn0), . . . , f(a
n0
pn0
, zn0))
is continuous, we deduce that there exists an increasing subsequence
(uij) in Pi such that, for each n ∈ {1, 2, . . . , n0} and each m ∈ An,
lim
j→∞
f(m, h
uij
n (1n)) = f(m, h
N
n (1n)).
Consider each of the sequences (uij) given above. By Claim 3, it is
clear that due to our assumptions on the numbers pn,
B(uij) =
n0∑
n=1
vn[uij mod 2pn]
· fnuij
=
n0∑
n=1
vn[i mod 2pn] · fnuij .
Now, using Equality 8.2 and taking limits we obtain that, for each
i = 0, . . . , 2pn0 − 1,∣∣∣∣∣f(∞)−
n0∑
n=1
vn[i mod 2pn] · fnN
∣∣∣∣∣ ≤ ǫ.
We conclude that, for every k ∈ N ∪ {0} and N ∈ N,
f(∞) =
∞∑
n=1
vn[k mod 2pn] · fnN .
In particular, the sum
∑∞
n=1 v
n
[k mod 2pn]
· fnN does not depend neither
on k nor on N . On the other hand, it is clear by Claims 2 and 3 that,
taking N = k,
f(k) =
∞∑
n=1
vn[k mod 2pn] · fnN
for every k ∈ N , so we deduce that f is constant on N ∪ {∞}. 
Lemma 8.3. Assume that we follow the notation given in Subsec-
tion 8.1. Then the set
{
χkn(a
n
1 , 1n) : k ∈ Z
}
is dense in Xn for each
n ∈ P0.
Proof. First, for n ∈ P0 fixed, (Zn, hn, 1n) is transitive by hypothesis,
so
{
χ−kn (a
n
1 , h
i
n(1n)) : k ∈ pnN, i = 0, . . . , pn − 1
}
is dense in {an1}×Zn.
Also, since (Zm, hm, 1m)m∈P0 is {2pn}-transitive, it is easy to check
that, for i = 1, . . . , pn − 1, each point hin(1n) belongs to the closure
of {h2jpnn (1n) : j ∈ N}. Taking both facts into account, we see that
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χ−kn (a
n
1 , 1n) : k ∈ pnN
}
is dense in {an1} × Zn, and this implies that{
χ−kn (a
n
1 , 1n) : k ∈ N
}
is dense in Xn. 
Theorem 8.4. Assume that we follow the notation given in Subsec-
tion 8.1. Then T is a shift of type I0. Also, T is∞-generated if P0 = N,
and it is P0-generated if P0 = {1, 2, . . . , P0}.
Proof. We split the proof into two parts.
Case 1. Suppose that P0 = {1}. Recall that we are assuming in
this case that p1 6= 1. Let us prove that, if f ∈
⋂∞
l=1 T
l(C(X)), then
f = 0. Fix any i = 0, . . . , p1 − 1. First we have, by Lemma 8.2 that,
given any N ∈ N, v1[i mod 2p1] · f1N = v1[i+p1 mod 2p1] · f1N . Taking into
account the definition of v1i , this means that −v1i · f1N = v1i · f1N , and
consequently the product of the matrix Mγ1 and the vector f
1
N is 0.
Since Mγ1 is invertible, we conclude that f
1
N = 0. Since this happens
for every N ∈ N, we conclude by denseness that f ≡ 0 on ωX0. Finally
the value given in Lemma 8.2 for f on N ∪ {∞} must also be 0, and
we are done.
The fact that T is 1-generated follows from Lemma 8.3.
Case 2. Suppose that P0 6= {1}. We just give the proof in the case
P0 = N, since the other cases are similar. Let f ∈
⋂∞
l=1 T
l(C(X)) with
‖f‖ ≤ 1 .
Let us prove first that f ≡ 0 on N ∪ {∞}. By hypothesis we have
that if n < i, then pi = 2lpn for some l ∈ N, so taking into account
that vn[k mod 2pn] = −vn[pn+k mod 2pn] for every k ∈ N ∪ {0}, we deduce
that
pi∑
k=1
vn[k mod 2pn] =
2pn∑
k=1
vn[k mod 2pn] + · · ·+
2lpn∑
k=2(l−1)pn+1
vn[k mod 2pn]
= 0.
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This implies that, for every N ∈ N and i ∈ N \ {1},
pi∑
k=1
f(k) =
pi∑
k=1
(
∞∑
n=1
vn[k mod 2pn] · fnN
)
=
pi∑
k=1
(
i−1∑
n=1
vn[k mod 2pn] · fnN +
∞∑
n=i
vn[k mod 2pn] · fnN
)
=
i−1∑
n=1
pi∑
k=1
vn[k mod 2pn] · fnN +
pi∑
k=1
∞∑
n=i
vn[k mod 2pn] · fnN
=
pi∑
k=1
∞∑
n=i
vn[k mod 2pn] · fnN .
Now, by Claim 3 in Lemma 8.2, and taking into account that f is
constant on N ∪ {∞}, we have that
pi |f(1)| ≤
pi∑
k=1
∞∑
n=i
∣∣vn[k mod 2pn] · fnN ∣∣ ≤ pi ∞∑
n=p1+···+pi−1+1
|γn| ,
for every i ∈ N \ {1}. Consequently, as i goes to infinity, the term∑∞
n=p1+···+pi−1+1
|γn| goes to 0, and we easily conclude that f(1) = 0,
and f ≡ 0 on N ∪ {∞}.
We deduce then that
∑∞
n=1 v
n
[k mod 2pn]
· fnN = 0 for every k ∈ N∪{0}
and N ∈ N.
We must now show that this implies that fnN = 0 ∈ Kpn . First notice
that for n0 ∈ N \ {1} and k ∈ N ∪ {0},∣∣∣2vn0[k mod 2pn0 ] · fn0N
∣∣∣ = ∣∣∣vn0[k mod 2pn0 ] · fn0N − vn0[k+pn0 mod 2pn0 ] · fn0N
∣∣∣
=
∣∣∣∣∣
n0∑
n=1
vn[k mod 2pn] · fnN −
n0∑
n=1
vn[k+pn0 mod 2pn]
· fnN
∣∣∣∣∣ ,(8.3)
and∣∣∣∣∣2
n0−1∑
n=1
vn[k mod 2pn] · fnN
∣∣∣∣∣ =
∣∣∣∣∣
n0−1∑
n=1
vn[k mod 2pn] · fnN +
n0−1∑
n=1
vn[k+pn0 mod 2pn]
· fnN
∣∣∣∣∣
=
∣∣∣∣∣
n0∑
n=1
vn[k mod 2pn] · fnN +
n0∑
n=1
vn[k+pn0 mod 2pn]
· fnN
∣∣∣∣∣ .(8.4)
Next take any ǫ > 0 and n1 ∈ N such that
∑∞
n=n1+1
(∑
m∈An
|γm|
)
<
ǫ. This obviously gives that
∣∣∣∑n1n=1 vn[k mod 2pn] · fnN ∣∣∣ < ǫ for every k ∈
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N ∪ {0} and N ∈ N. Let us prove that
∣∣∣vn[k mod 2pn] · fnN ∣∣∣ < ǫ for every
n ≤ n1. Of course the result is true for the case when n1 = 1. Next, if
we assume that it holds for n1 ≤ l, we can easily prove it for n1 = l+1
using Equalities 8.3 and 8.4.
We deduce that vn[k mod 2pn] · fnN = 0 for every n,N ∈ N and k ∈
N ∪ {0}. Due to the properties of each matrix Mγn , we conclude that
fnN = 0 and, by denseness, f must be equal to 0, and T is a shift.
Finally, notice that, given a point x ∈ Xn, the set {φk(x) : k ∈ Z}
is contained in Xn, which implies that T is ∞-generated. Notice also
that if P0 6= N, to prove that T is P0-generated we use both the above
fact and Lemma 8.3. 
Remark 8.1. In the proof of the previous theorem, we borrow some
of the ideas of [18, Theorem 3.5], where the sequence (2n) plays a
fundamental roˆle when proving the existence of an isometric shift of
type I on C(X), for X = βN+N ∪{∞}. On the other hand, we must
add that the proof of Lemma 8.2 is valid even if we just assume that the
sequence (pn)n∈P0 we take satisfies that each pn+1 is an integer multiple
of pn (and pn+1 > pn), instead of being an P0-compatible sequence.
Nevertheless, in Theorem 8.4 our requirements on the sequence (pn)
are necessary. Let us see it: Suppose that there exist two different pn
(for instance, p1 and p2) which are odd, and that γ1 = γp1+1 6= 0, and
γi = 0 for every other i ≤ p1 + p2. Consider the function f ∈ C(X)
satisfying
• f({a1i }×Z1) ≡ 1 if i ∈ {1, . . . , pn1} is odd, and f({a1i }×Z1) ≡
−1 if i is even, and
• f({a2i }×Z2) ≡ −1 if i ∈ {1, . . . , pn2} is odd, and f({a2i }×Z2) ≡
1 if i is even,
and is equal to 0 in the rest ofX . It is easy to check that
∑∞
n=1 v
n
[k mod 2pn]
·
fnN ≡ 0 for every k ∈ N ∪ {0} and every N ∈ N. Nevertheless we can
see that Tf = −f , and consequently T is not a shift.
Remark 8.2. Let us see that the condition on (Zn, hn, 1n)n∈P0 of being
L0-transitive (following the notation given in Subsection 8.1.3) is not
redundant in Theorem 8.4. Consider for instance the case of Z1 consist-
ing of the union of two copies of a totally transitive setW (with respect
to a homeomorphism r and a point w), that is, Z1 := (Z/2Z) ×W .
It is clear that the point 11 := (0, w) ∈ (Z/2Z) ×W is transitive for
the map h1 : Z1 → Z1, defined as h1(a, x) := ( a + 1, r(x)) for every
(a, x) ∈ (Z/2Z)×W . Let A1 := {1, 2} and X1 := {1, 2}×Z1. We may
also consider some other sets Xn defined as in Subsection 8.1, although
they will play no roˆle in what follows. Define finally χ1 : X1 → X1,
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X , φ and T using the notation given in Subsections 8.1.6 and 8.1.9. In
particular, for 1 ∈ N ,
(Tf)(1) = γ1f(1, 11) + γ2f(2, 11)
for every f ∈ C(X). We have that T is a codimension 1 linear isometry,
but it is not a shift because the function f defined as f ≡ γ1 on
{2} × {0} ×W , f ≡ −γ2 on {1} × {0} ×W , and f ≡ 0 on the rest of
X , satisfies T 2f = −f .
8.3. Some consequences and proofs. In Subsection 8.1.6, we said
that the compactification ωX0 could always be taken as the Stone-Cˇech
compactification of X0. In the proofs of Theorems 4.5 and 4.6 we will
take advantage of the fact that we deal with copies of compact spaces,
and use appropriate one-point compactifications of some sequences of
them.
Proof of Theorem 4.5. Consider the complex linear space B := ℓ1(R)
of all C-valued maps f on R such that f(x) 6= 0 for at most countably
many x ∈ R, and such that ‖f‖1 :=
∑
x∈R |f(x)| < +∞. ‖·‖1 deter-
mines a Banach space structure on B, whose dual B′ can be identified
with the (complex) Banach space ℓ∞(R) of all C-valued bounded maps
on R endowed with the supremum norm (see [26, p. 137]).
We have that for every x ∈ R and b = 0, 1, the set Abx := {f ∈ B′ :
|f(x)| = b} is closed in the weak∗-topology. Consequently, if Rn ⊂ R is
a set of cardinality κn for each n ∈ M, then Cn := {f ∈ B′ : |f(x)| =
1 ∀x ∈ Rn, f(x) = 0 ∀x /∈ Rn} is a closed subset of B′ in the weak∗-
topology; also, it is norm-bounded in B′, so by Alaoglu’s Theorem it is
compact. On the other hand, since each Cn is homeomorphic to T
κn,
then we can embed homeomorphically each Tκn in any open ball of B′
(with the weak∗-topology).
Fix a line L0 passing through the origin 0 ∈ ℓ∞(R), and a sequence
(yk)k∈N of pairwise distinct points in L0 convergent to 0, in such a way
that all of them lie on the same semiline determined by the origin, and
that ‖yk‖ = 1/k for all k ∈ N. Consider also the sequence (−yk)k∈N.
Next, for each ±yk, take a line L±k passing through it, and being
perpendicular to L0 (for instance, assuming that all L±k and L0 are
located in the same plane). Obviously, each point ±yk divides the line
L±k into two semilines. We select one of them, and call it S±k.
For each ±k, we will consider a different sequence, starting at an
index Ik defined as follows: If k = ±1, . . . ,±p2/2, then Ik := 2, and in
general, if n ≥ 2 and k = ±(pn/2 + 1), . . . ,±pn+1/2, then Ik := n + 1.
Now for each ±k, consider a sequence of pairwise disjoint open balls,
which will be indexed
(
B±kn
)
n≥Ik
, with radii decreasing to 0, and with
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centers in S±k converging to y±k. We can do it so that all balls in the set{
B±kn : k ∈ N, n ≥ Ik
}
are pairwise disjoint, and each ball Bkn intersects
just the line Lk and no other (not even L0), for every k ∈ N ∪−N and
n ≥ Ik. Notice that according to the way we have indexed the balls,
we have that, for n ≥ 2, the only balls having n as a subindex are Bkn
for k = ±1, . . . ,±pn/2. Define finally some p1 new open balls having
1 as a subindex, namely Bk1 for k = 1, . . . , p1, which we suppose are
disjoint from all the other balls taken above. Now, for each n ∈ P,
consider i ∈ M such that pn belongs to Ai, and call Zn := Tκi . Next,
by Example 5.7, for each n ∈ P, we can find a homeomorphism hn :
Zn → Zn, and a point 1n ∈ Zn such that (Zn, hn, 1n) is N-transitive.
Obviously the case κi = 0, that is, when the space we deal with is the
single point T0, does not pose any problems.
Next put a copy of Zn inside each ball B
k
n (for k = 1, . . . , p1 if n = 1,
and k = ±1, . . . ,±pn/2 otherwise), and denote this corresponding copy
by Y kn . We see that we could be dealing just with a finite number of
balls, if M is finite.
We are going to use the notation given in Subsection 8.1, and then
apply Theorem 8.4. We consider {a11}×Z1, . . . , {a1p1}×Z1, and identify
them with Y 11 , . . . , Y
p1
1 , respectively. On the other hand, for each n ≥ 2,
n ∈ P, we consider {an1} × Zn, . . . , {anpn} × Zn, and identify them with
Y
−pn/2
n , . . . , Y
pn/2
n , respectively. We see that the set Y0 formed by the
union of all Y kn , and the set X0 formed by the topological sum of all
{anj }×Zn (following the notation of Subsection 8.1) are homeomorphic.
Consequently, if P is finite, Theorem 8.4 provides us a way to con-
struct an isometric shift as we want.
Let us finally study the case when P is not finite. Let us see that
YC := Y0 ∪ {0} ∪ {y±k : k ∈ N} is a compactification of Y0. Obviously,
we just need to prove that YC is the closure of Y0 in B
′ with the weak∗-
topology. Notice that, for every ǫ > 0, we can cover the set M :=
{0} ∪ {y±k : k ∈ N} with a finite number of closed balls B1, . . . , Bm
of radius ǫ centered at points of M . Obviously all sets Y kn but a finite
number of them are contained in B1∪ . . . Bm, which again by Alaoglu’s
Theorem is a compact set, and consequently closed. This implies that
the closure of Y0 in the weak
∗-topology is contained in Y0∪B1∪ . . . Bm.
Since this works for every ǫ > 0, we easily conclude that YC is the
closure of Y0. This can be translated into a closure ofX0 by a countable
family of points. It is clear that the conditions given in Subsection 8.1
are satisfied, and Theorem 8.4 can be applied.
As for the case when κn ≤ ℵ0 for all n ∈M, we have two possibilities.
First it is clear that if s ∈ N, then we can do the above process in Cs.
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On the other hand, if we suppose that s = ℵ0, we can use the famous
result that states that ℓ2 is homeomorphic to RN (see [5]), which is
to say to CN. As a consequence, a copy of Tκn can be embedded in
each open ball of ℓ2 (endowed with the norm topology), and we do
again the same process as above, taking into account that YC is now a
compactification of Y0 with respect to the norm topology. 
We easily deduce the following corollary, using the case when s = 1.
Corollary 8.5. In R2, we can find a compact set X having a countably
infinite number of components (each of them being infinite), and such
that C(X) admits an isometric shift which is ∞-generated.
Corollary 8.6. Let E be a normed space, and let A ⊂ E be compact
and totally transitive (with respect to a homeomorphism). For each
n ∈ N ∪ {∞}, there exist a space XA ⊂ E consisting of a topological
sum of copies of A, and a compactification XC of XA in E such that,
if (xk) is an infinite sequence in E \XC converging to a point x0 /∈ XC ,
then for X := XC∪{xk : k ∈ N}∪{x0}, C(X) admits an isometric shift
of type I0 which is n-generated. Moreover XC does not have isolated
points if A has at least two points.
Proof. The proof of the first part is similar to that of Theorem 4.5,
where we identify a sequence and its limit with N ∪ {∞}. Also, if
n ∈ N, then XA consists of a finite number of copies of A, and coincides
with XC . Notice that if we are in the particular case that E = K = R,
then the process is slightly different, since when we deal with infinitely
many copies of A converging to ±yk, we must include them in the
segment between ±yk+1 and ±yk. On the other hand, we just mention
that when A has at least two points, then the fact that it is totally
transitive implies that it has no isolated points. Now it is easy to see
that in that case XC has no isolated points either. 
Remark 8.3. In Corollary 8.6, there are no restrictions on the dimension
of E (as far as it is nontrivial). Also the topology that we assume in
XC is the inherited from the metric in E.
The idea of the proof of Theorem 4.5 and Corollary 8.6 can be also
used to prove Theorem 4.6.
Proof of Theorem 4.6. Let us prove the first part. Notice that we can-
not follow exactly the same pattern as in the proof of Theorem 4.5,
since it is not possible in general to embed each Kκnn in the Banach
space B′. Anyway we may consider some spaces Y k (defined below),
and work as in the previous proof. We do the process just for P = N
since other cases are similar.
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For each k ∈ Z \ {0}, we take Ik as in the proof of Theorem 4.5,
and put Y kn := K
κi
i for each n ≥ Ik, n ∈ Ai (where Ai is given as in
Theorem 4.5). Next define Y k as the topological sum of all Y kn , which
is locally compact. Then consider its compactification by one point,
denoted ∞k.
Let Y0 :=
⋃∞
|k|=1 Y
k. It is clear that if we identify ∞k with the
number 1/k ∈ R for each k ∈ Z \ {0}, and in {0} ∪ {±1/k : k ∈
N} we consider the usual topology induced from R, then YC := Y0 ∪
{0} ∪ {±1/k : k ∈ N} becomes a compactification of Y0. It is also
clear that a similar process as in the proof of Theorem 4.5 relates this
compactification to the notation of Subsection 8.1. Then we finish by
applying Theorem 8.4 (in a similar way as in Theorem 4.5) through
Remark 5.3.
Finally when κn = ℵ0 and Kn is metrizable for all n, then so is
KNn , which can consequently be embedded in [0, 1]
N (see [37, Theorem
23.1]). As in the previous proof, each KNn can then be embedded in the
unit ball of ℓ2, and the conclusion can be reached in a similar way as
there. 
Remark 8.4. In the first part of the proof of Theorem 4.6, we can
take any compactification ωY0 of Y0, as long as it satisfies the two
requirements given in Subsection 8.1.6, and the proof remains valid.
9. A method for obtaining examples of composition
operators
In this section, we will analyze in particular the case when the weight
a ∈ C(X \ {1}) is constantly equal to 1. A first approach shows
that constructions similar to that given above (that is, based on the
topological sum of a compact space and N ∪ {∞}) do not yield an
isometric shift.
Proposition 9.1. Let X be compact, and suppose that X = X1 +X2,
with N being a dense subset of X2. Suppose also that φ : X \ {1} → X
is a homeomorphism (with φ(n+ 1) = n for n ∈ N ). Let T : C(X)→
C(X) be a codimension 1 linear isometry such that (Tf)(x) = f(φ(x))
for every f ∈ C(X) and x ∈ X \{1}. Then T is not an isometric shift.
Proof. Since we are assuming that T is a linear isometry, then there
exists ∆ in the dual space C(X)′, ‖∆‖ ≤ 1, such that (Tf)(1) = ∆(f)
for every f ∈ C(X). Take α0 := ∆(ξX1) and α1 := ∆(ξX2), where
ξXi denotes the characteristic function on Xi. If α0 = 0, then define
f0 := ξX1 . Otherwise, there exists γ ∈ K such that γα0 + α1 = 1, and
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define f0 := γξX1 + ξX2. Then it is easy to check that in either case
Tf0 = f0, so T is not a shift. 
As a consequence, we see that the above proposition gives us a clue
on how to proceed in order to find isometric shifts of type I with a = 1.
This will be done next.
9.1. A remark about notation. In this section, we deal with a com-
pact space Y , for which we assume that there exists a homeomorphism
χ : Y → Y such that the following two properties hold: 1) It is transi-
tive with respect to a point 1Y ∈ Y , that is, the set {χn(1Y ) : n ∈ N}
is dense in Y ; 2) there exists a point 0Y ∈ Y \ {1Y } which is periodic
for χ, of prime period N ∈ N.
Spaces satisfying both requirements can be found for instance in
Example 4.7. On the one hand, we have all separable infinite powers
of any compact space with more than one point (see Corollary 5.4).
On the other hand, related to this, chaotic homeomorphisms (in the
Devaney sense, meaning in particular that they are transitive and have
a dense set of periodic points; see [9]) provide a rich source of examples.
It is well known that, for n ≥ 2, every n-dimensional compact manifold
admits a homeomorphism of this kind (as proved in [1]), and indeed the
set of all chaotic measure-preserving homeomorphisms on it is dense in
the space of all measure-preserving homeomorphisms (see also [12, 4],
and [3]). Finally, as announced in [2, Remark 1], these results give us
a very different example satisfying the above requirements, as is the
Sierpin´ski curve.
We denote 00Y := 0Y , . . . , 0
N−1
Y := χ
N−1(0Y ). Next we take a com-
pactification ofN byN points∞0, . . . ,∞N−1. Namely, for k = 0, . . . , N−
1, define Nk := {n ∈ N : n = k mod N}, and consider the one-point
compactification Nk ∪ {∞k} of Nk.
Let X be the union of Y and N ∪{∞0, . . . ,∞N−1}, where each point
∞k is identified with the point 0kY of Y . From now on we will just use
the notation ∞k to denote this point both as a member of Y and of
N ∪ {∞0, . . . ,∞N−1}.
Define the map φ : Y → Y as φ := χ−1. Next take any two numbers
δ1, δ2 ∈ K \ {0} satisfying |δ1|+ |δ2| ≤ 1 and (δ1+ δ2)N 6= 1, and define
∆ : C(X)→ K as
∆(f) := δ1f(1Y ) + δ2f(χ
N(1Y ))
for every f . It is immediate to see that ∆ is linear and continuous, and
that ‖∆‖ ≤ 1.
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Finally we define T : C(X) → C(X) as T := T [1, φ,∆]. It is clear
that T is not an isometric shift of type II since we are assuming that
both δi are different from 0.
9.2. The results.
Theorem 9.2. Assume that we follow the notation given in Subsec-
tion 9.1. Then T is an isometric shift of type I0.
Proof. Suppose that f ∈ ⋂∞n=1 T n(C(X)) satisfies ‖f‖ ≤ 1. It is clear
that for every n ∈ N ,
f(n) = (T−n+1f)(1)
= δ1(T
−nf)(1Y ) + δ2(T
−nf)(χN(1Y ))
= δ1f(χ
n(1Y )) + δ2f(χ
n+N(1Y )).(9.1)
Let us now see that f(∞k) = 0 for k = 0, . . . , N − 1. For each
k, define Nk := {n ∈ N : n = k mod N}, and Mk := {χn(1Y ) :
n ∈ Nk}. We know that there exists λ(0) ∈ {0, . . . , N − 1} such
that ∞0 belongs to the closure of Mλ(0). Taking into account that
χ is transitive and that χN (∞0) = ∞0, we deduce that there exists
an increasing sequence (ni) in Nλ(0) such that both (f(χ
ni(1Y ))) and((
f ◦ χN) (χni(1Y ))) converge to f(∞0). As a consequence, we have
by Equality 9.1 that
f(∞λ(0)) = lim
i→∞
f(ni)
= lim
i→∞
δ1f(χ
ni(1Y )) + δ2f(χ
ni+N(1Y ))
= (δ1 + δ2)f(∞0).
In the same way, we see that, if N > 1, then for any k ∈ {1, . . . , N−1},
there exists λ(k) with f(∞λ(k)) = (δ1 + δ2)f(∞k), and that λ(k) can
be taken equal to λ(0) + k mod N . Then f(∞k) = (δ1 + δ2)Nf(∞k)
for every k, which implies that f(∞k) = 0.
Our next step consists of proving that δ1f(x) + δ2f(χ
N(x)) = 0
for every x ∈ Y . Notice first that limn→∞ f(n) = 0, so by Equal-
ity 9.1, limn→∞ δ1f(χ
n(1Y )) + δ2f(χ
n+N(1Y )) = 0. Now, as above, if
x ∈ Y , then there exists an increasing sequence (mi) in N such that
(f(χmi(1Y ))) and
(
f(χmi+N(1Y ))
)
converge to f(x) and f(χN(x)), re-
spectively. Consequently,
δ1f(x) + δ2f(χ
N(x)) = lim
i→∞
δ1f(χ
mi(1Y )) + δ2f(χ
mi+N(1Y ))
= 0,
as we wanted to see.
TYPE I ISOMETRIC SHIFTS 39
In particular, the above implies by Equality 9.1 that f(n) = 0 for
every n ∈ N . It also implies that, for every x ∈ Y ,
f(x) = −δ2
δ1
f(χN(x)),
so
f(x) = (−1)n
(
δ2
δ1
)n
f(χnN(x))
for every n ∈ N. Obviously, to keep f bounded, we need either that
f ≡ 0 on Y or that |δ1| = |δ2|. But remark that in the latter case
|f(x)| = ∣∣f(χnN(x))∣∣ for every x ∈ Y and every n ∈ N. Now fix
k ∈ {0, . . . , N−1}, and notice that∞k belongs to the closure of Mλ(k).
We deduce that |f(∞k)| =
∣∣f(χλ(k)(1Y ))∣∣, and that f(χλ(k)+nN (1Y )) =
0 for every n ∈ N ∪ {0}. A similar process allows us to show that
f(χi+nN(1Y )) = 0 for every i ∈ {0, . . . , N − 1} and n ∈ N ∪ {0}. By
denseness, f ≡ 0 on Y , as we wanted to prove. 
The proof of the following corollary is now easy.
Corollary 9.3. Let n ∈ N. Let Y0 be a connected and compact space
with more than one point, and suppose that φ : Y0 → Y0 is a homeo-
morphism having a periodic point, and such that φn is transitive. Then
there exist a compact space X and an isometric shift of type I0 on C(X)
with a ≡ 1, such that X \N consists exactly of n connected components
with more than one point, each homeomorphic to Y0.
10. The case of the Cantor set
In this section, we use results given in Sections 8 and 9 to prove
Theorem 4.8.
Proof of Theorem 4.8. Without loss of generality we assume that (xn)
is strictly monotone. Suppose first that L /∈ K. Then the result is an
immediate consequence of Corollary 8.6, whose notation we follow. If
we take E = R and A = K, then XC will be a compact, metrizable
and zerodimensional set (that is, having a basis consisting of closed
and open sets), without isolated points. This implies that XC is itself
homeomorphic to the Cantor set, and we are done.
Suppose next that L ∈ K. The realization of the Cantor set we will
work with will be the ring Zp of p-adic integers, for any p ≥ 2, which
is compact and zerodimensional when endowed with the metric given
by its usual absolute value. We take a homeomorphism i : Zp → K.
By Corollary 5.4, there are a homeomorphism φ : K → K and points
w,M inK such that (K, φ, w) is totally transitive and φ(M) = M . Let
L0 := i
−1(L),M0 := i
−1(M) ∈ Zp, and define s : Zp → Zp as s(t) :=
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t − L0 +M0 for every t ∈ Zp, which is obviously a homeomorphism.
Moreover j := i◦s◦i−1 is a homeomorphism fromK onto itself such that
j(L) =M . As in Lemma 5.2, it is easy to see that (K, j−1◦φ◦j, j−1(w))
is totally transitive, and that j−1 ◦ φ ◦ j(L) = L.
Our final step consists of applying Theorem 9.2 (where we identify
K with Y and L with 0Y =∞), and the proof is finished. 
Remark 10.1. In Theorem 4.8, when L /∈ K, there is no isometric shift
with a ≡ 1. This is an immediate consequence of Proposition 9.1.
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