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Abstract
A study is presented detailing experimental investigations of magnetization dynamics in
nanostructured systems which are coupled magnetically. This work seeks to characterize the
anisotropy of such systems through experimental techniques which probe microwave resonant
absorption in the materials.
A custom-built experimental setup, designed and assembled in our labs, is explained in
detail. This setup allows for angular-dependent ferromagnetic resonance (FMR) measurements in
the sample plane through vector network analyzer spectroscopy and is adaptable to two different
types of coplanar waveguides. This technique has proven effective for characterization of
multiple types of magnetic systems, including multilayered structures as detailed here, with
different types of anisotropies while allowing us to draw analogies with more common
characterization techniques. The angular FMR setup has been used to study coupled systems,
such as those coupled through the Ruderman–Kittel–Kasuya–Yosida interaction as well as
exchange-biased structures. These types of coupled systems have technological impacts and are
highly applied in the components of magnetoresistive random access memory. Using this new
characterization technique, properties of synthetic antiferromagnets have been revealed which
had not been observed before.
In addition to these experiments, magnetic susceptibility and FMR in exchange biased
systems have been investigated at temperatures as low as 2 K. This investigation used a new
FMR spectrometer and was one of the first studies to use this instrument.
For the first time a new method of identifying several types of coupling which can be
present in layered nanostructures is presented and supported through comparison with known
techniques, thus connecting a new characterization technique for layered structures with decadesold procedures. Many results within this work are also supported theoretically with computer
simulations.
Keywords: magnetization dynamics, critical curve, ferromagnetic resonance, coupled magnetic
structures, synthetic antiferromagnet, exchange bias.
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Introduction
The term magnetization dynamics refers to the motion of individual magnetic moments
subject to a magnetic field, a gyroscopic precession about the effective magnetic field as defined
by the Landau-Lifshitz-Gilbert (LLG) equation. The timescale of magnetization dynamics,
defined by this precession, is on the order of nanoseconds. In this regime, dipolar interactions,
external fields, and spin-lattice interactions govern the magnetic moment dynamics.
Magnetization reversal occurs through the precessional motion which is gradually opposed by
damping [1, 2]. Due to the timescale of precessional motion, a characterization technique with a
perturbation field on the order of gigahertz such as ferromagnetic resonance (FMR) is referred to
here as a dynamic technique. On the other hand, a static technique uses a no perturbing field or a
field of excitation frequency ω low enough such that  << L , where ωL is the precessional
frequency of the magnetic moment, the Larmor frequency.
With the accidental discovery of FMR over 100 years ago came a powerful
characterization technique. The discovery was made in 1911, when V.K Arkad’yev observed the
absorption of ultra-high frequency radiation by a ferromagnetic material, although it would still
be more than a decade before the qualitative explanation by Dorfman would come. From there,
little progress was made until 1935, when the theoretical work of Landau and Lifshitz was
published. Finally, experimental works were published in 1946, preceding vigorous studies in the
field, both experimental and theoretical [3].
Naturally, in modern times, FMR has been highly applied to nanostructured materials.
The extension to nanoscale domain is logical due to the reliance of technological advancements
on magnetic nanostructures, especially in the field of data storage. This class of materials is
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defined as having at least one dimension with length on the order of nanometers, as in nanowires
and thin films. A particularly interesting subclass of these materials is coupled magnetic
nanostructures. Reduced dimensions and interfaces between the materials alter the properties of
magnetic structures, such as domain formation and anisotropy.
Characterization of these materials is crucial to their application. Probing the
susceptibility gives important information such as coercivity and anisotropy, but it is also
important to characterize these devices in a high-frequency environment which can probe
dynamic properties such as damping of the magnetic moments’ precession. FMR is a technique
which can achieve this as well as provide useful information about the anisotropy. Thus, the
static and dynamic types of techniques are certainly independently useful and can independently
evaluate many different types of anisotropy. However, until now little has been done to connect
the dynamic phenomenon of FMR to the static magnetization reversal in ferromagnetic materials
in a way which explicitly shows the evolution from the static domain to the dynamic.
One concept which is fundamental to mapping the magnetization properties is the critical
curve. This was introduced by Slonczewski [4] and further developed by Thaiville [5], based on
the work of Stoner and Wohlfarth for uniaxial anisotropic particles [6]. The critical curve is the
key to understanding the static behaviors of magnetic materials [7]. Radu constructed the
susceptibility curves for coupled nanostructures using a quasi-static perturbation method,
providing a wealth of information about the magnetization reversal and coupling effects in
synthetic antiferromagnets [8, 9]. This work seeks to further the results mentioned here, by
characterizing coupled magnetic systems in a high frequency dynamic environment. We use the
concept of the critical curve to make the connection between the static and dynamic experiments.
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A concept for studying the FMR properties of these systems is developed in an analogy
to the static critical curve, which we call the dynamic critical curve (dCC). As will be shown, the
dCC is sensitive to the different types of anisotropies and coupling effects captured by the
critical curve while also containing information about the damping. A main focus of this work is
to use this concept to investigate the magnetization dynamics in coupled thin film structures.
Specifically, two essential components of magnetic random access memory are studied, the
synthetic antiferromagnet and the exchange biased structure. In this dissertation, the dCC for
these two systems will be constructed based on critical curve formalism.
Beyond this, exchange bias is studied through low temperature FMR characterization and
magnetization reversal measurements, and parallels are made between this and other types of
samples.
An outline of the format of the dissertation follows:
Chapter 1, Introduction to Magnetism, opens the dissertation with an introduction to the
relevant types of magnetism, namely ferromagnetism and antiferromagnetism, as well as the
energy concepts used throughout. It also introduces the Stoner-Wohlfarth model and LLG
equation. The concept of FMR is explained in detail.
Chapter 2, Experimental Techniques for Studying Magnetic Nanostructures, details the
process of magnetization measurements including magnetic susceptibility and FMR
spectroscopy.
Chapter 3, Dynamic Critical Curves in Synthetic Antiferromagnets, begins by introducing
the synthetic antiferromagnet (SAF) structure and anisotropy present. Applications of SAF are
discussed as is the concept of the dCC. A new experimental setup is detailed. Finally, the dCC is
presented and a connection is made to the critical curve.
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Chapter 4, Dynamic Critical Curves in Exchange Bias Structures, elaborates on the
phenomenon of exchange bias introduced in Chapter 1 and gives details on the samples
measured. The dCCs for exchange bias samples are also presented here.
Chapter 5, Low Temperature Measurements of Exchange Bias in Multilayer Thin Films,
introduces the slow relaxer model originally developed for rare-earth-doped garnets and was
recently applied to exchange bias. This chapter presents experimental investigations of static and
dynamic magnetization behavior at low temperatures of more complex exchange bias samples.
Multilayered samples have interesting properties due to the higher number of interfaces. As
exchange bias is a topic which is still lacking a complete theoretical explanation, experiments
which reveal characteristics not observable at room temperature or which are perturbation-fielddependent may help further the study of these materials.
Chapter 6, Conclusions, presents conclusions drawn from work done in these projects.
The dissertation ends with a list of the author’s publications and a brief Vita.
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Chapter 1: Introduction to Magnetism
This chapter will introduce two types of magnetism which are central to the discussion
which will follow, namely ferromagnetism and antiferromagnetism. The quantum mechanical
roots of magnetism will be explained, as well as interaction processes between neighboring
electron spins. Although this chapter will serve as an introduction, some preliminary knowledge
of different types of magnetism is assumed, such as paramagnetism and ferromagnetism.
The first half of the chapter introduces basic concepts of magnetism while the second half
focuses on the concept of magnetization switching, a key topic of this thesis. Under
magnetization switching, there are two approaches: static and dynamic. The static approach is
represented by Stoner-Wohlfarth model that studies the magnetization switching for an idealized
system at temperature T=0 K, under which the time does not enter as a variable. The second
approach to treat switching is through the Landau-Lifshitz-Gilbert equation, which is a timedependent equation of motion of the magnetization. Finally, chapter one introduces the concept
of ferromagnetic resonance (FMR), which is the main experimental tool to study magnetization
dynamics here.

1.1 Ferromagnetism and Antiferromagnetism
Magnetism originates from the spin of an electron. In a ferromagnetic material, the
electron spins of neighboring atoms align parallel to each other in the direction of an applied
magnetic field. In the case of antiferromagnetism, energy is minimized when the neighboring
electron spins are aligned antiparallel (see Figure 1.1). These materials then have a zero net
magnetic moment.
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A ferromagnet will have a spontaneous magnetization even without an applied field
present. Materials exhibiting this property include iron, nickel, and cobalt. The magnetic
moments result from the electron spins, and the material magnetization results from parallel
alignment of spins. Perfect alignment should only occur at absolute zero, and as temperature
increases the moments are gradually misaligned, due to the thermal energy. As temperature
continues to increase, the magnetic ordering is reduced until temperature surpasses the Curie
temperature TC, destroying ferromagnetic ordering, and the material becomes paramagnetic [10].
The magnetic susceptibility χ relates the material’s magnetization to the applied field to
which it is subjected. χ for a ferromagnetic material can be several orders of magnitude larger
than that of a paramagnetic material. Magnetic susceptibility takes the form



M
C
C


H (T  C ) (T  TC )

(1.1)

where M is the magnetization, H is the applied field, C is the Curie constant, T is temperature,
and λ is the proportionality constant relating magnetization to the exchange field [11]. The
exchange field is defined as the interaction between magnetic moments. The resulting exchange
force is the cause of the magnetic moments’ tendency to align parallel to one another, and it is
dependent on the relative orientation of the spins of the two electrons. The exchange force is
quantum mechanical and has no classical counterpart [12].
The energy of the exchange interaction between a pair of electrons, i and j, is given by
Eex  2 JSiS j  2 JSiS j cos 

(1.2)

where Si and Sj are the spins of the electrons, and J is the exchange integral and is related to the
overlap of the charge distributions of atoms i and j. Eq. (1.2) is referred to as the Heisenberg
model [11].
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Parallel or antiparallel spin orientation determines the charge distribution of the two
spins. The Pauli Exclusion Principle prevents two identical particles with the same spin from
occupying the same place at the same time; however, particles with opposite spins are not subject
to this condition. Therefore, the energy will depend on the orientation of spins.
Note that for a parallel spin orientation,   0 and cos   1, so J must be positive for
energy to be minimized. This gives rise to ferromagnetic ordering. Conversely, if    ,

cos   1 , and J must be negative to minimize energy, giving the antiferromagnetic order. This
concept can be put into perspective by reviewing the Bethe-Slater curve in Figure 1.1 [13]. A
concept of critical importance is illustrated in this curve; for ferromagnetic materials, J is
positive, and for antiferromagnetic materials, J is negative.
The coefficient J is difficult to evaluate, but was found by Bethe in 1933 to be a function
of interatomic spacing. It takes the form
J   a* (r1 ) b* (r2 )VC b (r1 ) a (r2 )d1d 2

(1.3)

where VC is the Coulomb potential and ψi terms are the wave functions. This, together with the
earlier work of Slater for various materials allowed for the evaluation of the Bethe-Slater curve.

Figure 1.1 The Bethe-Slater curve (Zhong 2012).
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1.2 Magnetic Free Energy
The exchange energy which keeps spins aligned in a certain orientation has been
discussed above but will be reviewed again to introduce the indirect exchange. In addition to
this, there are several other energies that must be reviewed before moving on to the StonerWohlfarth model and ferromagnetic resonance. These relevant energy terms include magnetic
anisotropy energies and the energy from interacting with an external magnetic field.
1.2.1 Zeeman Energy
There is a potential energy associated with a polarized magnetic moment in a magnetic
field. This interaction energy between the magnetization M and the external magnetic field H is
called the Zeeman energy. It can be written as
𝐸𝑍 = −𝐌 ∙ 𝐇

(1.4)

1.2.2 Exchange Energy
The following subsections cover the two different types of exchange interactions: the
direct exchange, which was discussed above, and the indirect exchange, a phenomenon critical
to the experimental work of Chapter 3.
1.2.2.1 Direct Exchange
The

direct

exchange

is

the

interaction

responsible

for

ferromagnetic

and

antiferromagnetic behavior. This was described in Section 1.1.
1.2.2.2 Indirect Exchange
The indirect exchange interaction deals with the coupling of magnetic moments over
relatively large distances. The theory of this interaction was introduced in 1954 when Ruderman
and Kittel calculated the indirect exchange coupling of nuclear magnetic spins over long ranges
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[14, 15]. Their work was expanded in the following years by Kasuya and Yosida [16, 17]. It was
shown that the spin density had an oscillatory behavior as a function of separation distance and
that the alignment of the coupled moments can be either parallel or antiparallel. This
phenomenon was named for the four researchers and is now widely known as the RKKY
interaction.
Coupling of this type between two ferromagnetic thin films separated by a conductive
spacer will be seen in Chapter 3 of this dissertation. The mediator in this interaction is polarized
conduction electrons. The ferromagnets on either side of the non-magnetic spacer cause
oscillations in the spin density of the spacer. This then leads to an interlayer exchange coupling
constant j that oscillates with the distance between the ferromagnets. Therefore, two
ferromagnetic materials coupled through RKKY interaction may have parallel alignments of
their magnetization or antiparallel.
The exchange constant has the form
𝑗2
𝑅𝐾𝐾𝑌
𝑗𝑖𝑗
= 9𝜋 ( ) 𝐹(2𝑘𝐹 𝑟𝑖𝑗 )
𝜀𝐹

(1.5)

where ɛF is the Fermi energy, kF is the radius of the Fermi surface, rij is the distance between the
point magnetic moments, and F(x) is a function given by
𝐹(𝑥) =

sin 𝑥 − 𝑥 cos 𝑥
𝑥4

(1.6)

which shows the oscillatory behavior of the coupling constant [7, 18]. jRKKY is shown graphically
in Figure 1.2 [14].
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Figure 1.2 Variation of the indirect exchange coupling coefficient j (Ruderman 1954)

1.2.3 Anisotropy Energy
Anisotropy refers to the directional dependence of properties of a material. Anisotropies
may be intrinsic to the material or particular specimen, or they may be due to some other factor,
such as sample growth and preparation conditions or coupling to another material.
Many times, the anisotropy is evident from magnetization measurements such as the
major hysteresis loop (MHL) [19], which describes magnetization as a function of applied
magnetic field. In practice, the MHL is usually recorded from a high (“saturating”) magnetic
field Hmax and swept to –Hmax. In the particular case of the MHL, a sample which is not isotropic
will have two axes with distinctive hysteresis loops. A loop along one particular axis will have
an approximately square loop. This direction is often referred to as the easy direction or easy
axis. The sample’s magnetization reversal field is typically very apparent from the MHL along
this direction. Along another direction, known as the hard axis, the loop will have a slanted shape
and show reversible behavior (in practice, this behavior may not be perfectly reversible). In
general, these axes are separated by an angle of


.
2

An example of the MHL is shown in Figure 1.3 [6] along different directions, with the
easy axis defined as 0°. These are theoretical curves according to the Stoner-Wohlfarth (SW)
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model which illustrate the point that the easy axis has the squarest loop while the hard has the
reversible loop.

Figure 1.3 Theoretical SW MHL along different directions with respect to the easy axis (0°) (Bertotti 1998)

The following subsection describes some of the most common types of anisotropy as well
as those most relevant to this dissertation.
1.2.3.1 Magnetocrystalline Anisotropy
One particularly type of anisotropy which is intrinsic to some materials is the
magnetocrystalline anisotropy. When a magnetic field is applied, the electron orbital resists
reorientation due to its coupling to the crystal lattice. This coupling gives a preferred
magnetization direction, resulting in an axis along which anisotropy energy is minimized.
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Figure 1.4 Single crystal of cobalt with indicated magnetization axes (left) and magnetization curves for a single
crystal of cobalt (right) (Cullity 2008)

A common example of a material in which magnetocrystalline anisotropy is prominent is
cobalt, which has uniaxial anisotropy. Referring to Figure 1.4 (left) [12], energy is dependent on
the angle θ between the c-axis and magnetization vector. Energy is minimized when θ = 0º and
maximized at θ = 90º, but it is again minimized at θ = 180º. The energy is written as
𝐸𝐾 = 𝐾0 + 𝐾1 sin2 𝜃 + 𝐾2 sin4 𝜃 + ⋯

(1.7)

where Kn are the anisotropy constants (and K0 is often disregarded). In the case of iron and
nickel, this energy is sometimes considered negligible, whereas for cobalt it is usually taken into
account, often disregarding higher-order terms. For crystalline anisotropy, the constants are of
the order 104 – 105 [20]. One should note that notation used in Eq. 1.7 is generally used to
describe any uniaxial anisotropy.
1.2.3.2 Shape Anisotropy
Anisotropy can also be due to extrinsic factors, such as sample shape. When a field is
applied across a magnetic material, magnetic “free poles” occur at the edges of the sample. This
produces a field, called the demagnetizing field Hd, which oppose the magnetization M.
𝐇𝑑 = −𝑁𝐌
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(1.8)

The demagnetizing factor N is dependent only on the magnetization and the shape of the
specimen, as pole separation is dependent on sample geometry. The MHL of a sample with
shape anisotropy is shown below in Figure 1.5.

Figure 1.5 MHL for an array of nickel nanowires, with the easy axis defined as 0° and hard axis as 90°

1.2.3.3 Induced Anisotropy
The technique of annealing a sample in the presence of a magnetic field is often used to
induce a uniaxial magnetic anisotropy in the material [21]. This process involves heating a
sample above its Curie temperature and allowing it to cool with a field applied [22]. The
anisotropy constants in these cases are typically orders of magnitude smaller than the first-order
magnetocrystalline anisotropy constants. However, the effective magnetocrystalline anisotropy is
dramatically reduced when the materials are grown amorphously [20]. Therefore, this technique
may give the preferred direction in amorphously-grown samples. Note that growing a sample in
the presence of a field can also induce anisotropy.
1.2.3.4 Exchange Anisotropy
The exchange anisotropy, also known as exchange bias, has been known since it was
famously reported in 1956 by Meiklejohn and Bean in their renowned paper A New Magnetic
Anisotropy. This anisotropy is observed when an antiferromagnetic material and ferromagnetic
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material are in intimate contact, and the sample is field-cooled such that TNéel >> TMeasurement . This
anisotropy manifests itself in the form of a displaced MHL [23]. The displacement maybe right
or left, depending on the orientation of the sample’s cooling field with respect to the
measurement field. Turning the sample by 180° will therefore cause the MHL to shift to the
opposite direction, in general. For this reason, the exchange bias is called unidirectional
anisotropy. It can also be observed in measured torque curves. Angular dependent torque
measurements for a sample with uniaxial anisotropy show a period of π whereas a sample with
unidirectional anisotropy has a period of 2π. These properties are shown in Figure 1.6 .

Figure 1.6 left: schematic of ferromagnetic moments (top), MHL for Co particles (middle), and torque vs. θ for Co
particles (bottom); right: schematic of ferromagnetic moments coupled to antiferromagnetic moments (top), MHL
(middle) and torque vs. θ for oxide coated Co particles (bottom) below the Néel temperature of the antiferromagnet

Figure 1.6 is mostly taken from Ref [23], in which a collection of cobalt nanoparticles
was measured at liquid nitrogen temperatures after being cooled to these temperatures in a strong
magnetic field (2 Tesla). As expected, the MHL for this sample was symmetric (Figure 1.6 left,
middle), and the torque curve was a sin 2 function (Figure 1.6 left, bottom). A layer of oxide
14

was allowed to grow on another set of cobalt particles. The composition of the oxide was
confirmed to be CoO (antiferromagnetic below 289 K) by electron diffraction. When this sample
was field-cooled and measured, the MHL was shifted, and torque curve is of the form sin  .
Some observations were made by the authors about this phenomenon. In order for loop
displacement to occur, the cobalt particles must have a layer of oxide. Additionally, there was
certainly some dependence on the thickness of CoO. This property was difficult to quantify due
to size distributions of the particles, but even in recent decades this property was still being
actively studied. Another condition is that the material be cooled through the Néel temperature
TN, the temperature of magnetic ordering in an antiferromagnetic material, with a magnetic field
applied.
Exchange bias is now often studied in thin films. It is also known that the exchange
anisotropy will set if the antiferromagnetic material is grown under the influence of an in situ
magnetic field, and it is has been commonly accepted that the uniaxial anisotropy and
unidirectional anisotropy will be collinear with the cooling field, although it has been shown that
this is not always true [24]. This is a subject explored further in a later chapter of this
dissertation.
The physical mechanism of the exchange anisotropy is exchange coupling at the interface
between the ferromagnetic and antiferromagnetic materials. Uncompensated spins in the
antiferromagnet at the interface align with the magnetized ferromagnetic spins [24]. Besides the
fundamental interest in these structures, exchange bias has found applications in magnetic
random access memory, magnetic field sensors, and giant magnetoresistance spin valves [25-27].
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1.3 Domains and Magnetization Dynamics
It is known that a ferromagnetic material in its demagnetized state has small atomic
magnetic moments which are aligned randomly, such that there exists a zero vector sum over the
material. Through the application of a magnetic field, these moments become aligned and the
material is in a magnetized state. Atomic moments as circulating electric currents were suggested
by Ampére [28] 70 years before the discovery of the electron [29].
The gradual aligning of moments randomly oriented on the interatomic scale explains the
properties of paramagnets, which have random orientation of moments in the absence of field
due to Boltzmann energy. However, ferromagnetic properties can be explained with regions of
ordered magnetic moments but random orientation of these regions. These regions are referred to
as domains.
1.3.1 Magnetic Domains
Domains are volumes of uniform magnetization within a material which exhibits
magnetic ordering. Direct experimental evidence for magnetic domains was shown in 1949 [30],
and since then domain theory has been central to discussions of magnetization processes [19].
The area separating two regions of uniform magnetization is the domain wall, across which a
gradual change in the magnetization occurs. An example of a domain wall, also called a Bloch
wall [31], is shown in Figure 1.7 [11].
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Figure 1.7 Illustration of domain wall (Kittel 2005)

The reason the wall has some thickness associated with it, rather than being a rapid
directional change, is that in a ferromagnetic material, for example, the exchange energy is
minimized only by adjacent spins being parallel. Therefore, a sudden change of 180° from one
magnetic moment to the next would give the wall a large exchange energy. By allowing for a
gradual change over N atoms, with an average angle of


N

between adjacent spins, the exchange

energy can be minimized.
On the other hand, the anisotropy energy is trying to minimize the wall width in order to
reduce the number of spins pointing away from the easy axis. This competition leads to a domain
wall having a nonzero width and a definite structure [19]. Each domain wall has an energy per
unit area, since spins within the wall are not aligned with each other nor with the adjacent
domains. Thus the formation of walls adds energy to the system and therefore indefinite
divisions cannot occur.
As a ferromagnetic material is subject to an applied field, the number of domains aligned
with the field increases in order to minimize the field energy (see Eq. 1.4), followed by the
mechanism of domain rotation. In this process, magnetic moments in domains which are
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unfavorably aligned overcome the anisotropy energy and suddenly rotate to the direction of the
easy axis nearest the field direction. Finally, at high magnetic fields, coherent rotation occurs, in
which moments along the preferred easy direction gradually rotate into the field direction.
Domain walls have been observed to move in a sudden, jerky fashion in response to an
applied field, no matter how smoothly that field is increased. This effect is known as the
Barkhausen effect, and when the sample is placed in a search coil hooked to an oscilloscope,
spikes will be observed on the voltage-time curve, which are known as Barkhausen noise. The
Barkhausen noise is most prominent during the steepest part of a hysteresis loop.
A special case occurs when the sample is thin enough such that its thickness is
comparable with the thickness of a domain wall. The wall structure is then different and the
magnetization rotates in the plane of the sample rather than the plane of the wall. This is referred
to as a Néel wall.
1.3.2 The Stoner-Wohlfarth Model
The magnetization process of a magnetic system can in principle be described by
determining the total free energy of the system and imposing the conditions of equilibrium (Eq.
1.9) and stability (Eq. 1.10).
E
0


(1.9)

2 E
0
 2

(1.10)

The Stoner-Wohlfarth (SW) Model considers a single-domain particle with uniaxial
anisotropy, and uses a single magnetization vector to describe the state of the whole system [6].
The consequence of this is that the magnitude of the magnetization of the SW particle will
remain constant and only its direction will change. By finding the energy minima, the switching
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behavior of such a system can be predicted. It is important to remember that while this is an
idealized model which cannot always perfectly describe a real-life system, it is nonetheless
useful to consider when studying an actual system.
When subject to a magnetic field H, the only energies one must consider are the
anisotropy and the energy from interaction of the magnetization per volume MS with H. From the
previous section, we can write the total energy of the system as [32]
E ( ,  )  KvV sin 2   M SVH (sin  sin cos   cos cos )

(1.11)

where KV is the anisotropy constant per volume, V is the volume of the particle, θ is the angle
between MS and the anisotropy axis, and ψ is the angle between H and the anisotropy. We have
assumed that the uniaxial anisotropy lies along the z axis. This is illustrated below in Figure 1.8.

Figure 1.8 Stoner-Wohlfarth particle in magnetic field
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The magnetization lies in the plane of the field and uniaxial anisotropy, which in Figure
1.8 is defined as the YZ plane. We may use the expression for the anisotropy field H K 

2K
in
MS

Eq. 1.11, giving it the form
E ( ,  ) 

M SV
( H K sin 2   2 H (sin  sin cos   cos  cos ))
2

(1.12)

Applying the equilibrium condition of Eq. 1.9 to this expression for energy for the angle ϕ, we
find that ϕ=0°.

E ( ,  )
 M SVH sin  sin sin   0


(1.13)

Applying the equilibrium and stability conditions for θ,
E ( ,  ) M SV

( H K sin 2  2 H z sin   2 H y cos  )  0

2

(1.14)

 2 E ( ,  ) M SV

( H K cos 2  2 H z cos   2 H y sin  )  0
 2
2

(1.15)

where Hz = cosψ and Hy = sinψ are the components of the field H which are parallel and
perpendicular to the anisotropy field, respectively. These two equations are shown simplified
below.

H y  H z tan   H K sin 

(1.16)

Hz
cos 2
 HK
tan 
sin 

(1.17)

Hy  

Replacing the “>” in Eq. 1.17 with “=” and solving this system of equations, the parametric
equations for Hy and Hz are found to be

H y  H K sin 3 
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(1.18)

H z   H K cos3 

(1.19)

It is these parametric equations which describe the SW astroid, aptly named the “critical
curve”, first discussed by Slonczewski [4] and further developed by Thiaville [5]. The astroid is
formed by letting θ vary from 0 to 2π. The line given by Eq. 1.16 is tangent to the astroid.
Additionally, an equality form of Eq. 1.17 is perpendicular to this tangent. These lines are seen in
Figure 1.9 in blue and red, respectively, and their point of intersection is located on the critical
curve. The red line dives the plane into two. In one, there is stable equilibrium (upper region)
while in the other, the equilibrium is unstable [33].

Figure 1.9 The astroid curve in plane of coordinates Hy and Hz. (black), equilibrium condition Eq. 1.16 (blue), and
stability condition Eq. 1.17

The orientation of the normalized magnetization m 

h

M
for a given magnetic field
MS

H
can be determined by the tangents to the astroid which passes through H in the plane
HK

defined by Hy and Hz. Each tangent may identify either a stable or an unstable state.
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Note that when the field point is located outside the astroid, there is only one stable
solution. For points inside the astroid, there are two (Figure 1.10 ). The stable states for some a
field can be determined by first drawing a tangent to the critical curve starting from the
coordinates (hx,hy). The orientation of the tangent will be stable if, when measuring from the +hx
axis, θ falls within the range labeled on the corresponding part of the astroid [4, 7].

Figure 1.10 Possible m orientations for an applied field. The lines marked as “stable” (“unstable”) are sets of local
energy minima (maxima). left: inside the astroid and right: outside the astroid (Bertotti 1998).

One then observes that when the field point is within the curve, one of two possible states
occur, depending on the tangent’s starting point which is determined by the magnetization
history. Outside of the astroid, there is only one possible stable state. When the critical curve is
crossed as the field changes, a discontinuous change in magnetization, simply called switching,
may or may not occur, depending on the magnetization history.
1.3.3 Néel-Brown Model
The model of Stoner and Wohlfarth assumed no thermal excitations. As a particle
becomes thermally excited, the moments tend to decay toward equilibrium. Néel first considered
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a single-domain ferromagnetic particle with uniaxial anisotropy and uniform magnetization, but
with magnetic moments affected by thermal fluctuation [34]. The concept was further developed
by Brown [35], and both results gave a single relaxation time under the ideal particle assumption.
The Néel-Brown model gives the relaxation time for a particle magnetization to overcome an
energy barrier and spontaneously switch. The relaxation time τ is found as
𝐾𝑉

𝜏 = 𝜏 0 𝑒 𝑘𝐵 𝑇

(1.20)

where kB is Boltmann’s constant and T is temperature, and therefore the denominator gives the
thermal energy. K is the anisotropy per unit volume and V is the volume, a quantity which gives
the anisotropy energy barrier seen in Figure 1.11. τ0 is the time related to the magnetization
reversal.

Figure 1.11 Illustration of the energy barrier

1.3.4 The Landau-Lifshitz-Gilbert Equation
In order to describe the motion of a magnetic moment m in a solid when a magnetic field
is applied, one must consider the torque N experienced by m as it begins to align with the B
field.
𝐍=

𝑑𝐉
=𝐦 ×𝐁
𝑑𝑡
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(1.21)

where J is the angular momentum, which is proportional to m (𝐦 =

𝑞0
2𝑚0

𝐉, and the constant of

proportionality is half of the charge-to-mass ratio). Substitute this and the relationship B  0 H
and consider the magnetization of a single-domain particle in its effective magnetic field as
𝑑𝐌
= −𝛾(𝐌 × 𝐇𝑒𝑓𝑓 )
𝑑𝑡

(1.22)

where the constants have been combined and written as –γ, the gyromagnetic ratio. This is the
Landau-Lifshitz (LL) equation. Based on the reasoning that damping should exist, giving the
system the magnetization state with minimum energy while the magnetization remained
constant, a phenomenological damping term was added to this equation [33]:
𝑑𝐌
𝜆
= −𝛾(𝐌 × 𝐇𝑒𝑓𝑓 ) − 𝛾
(𝐌 × [𝐌 × 𝐇𝑒𝑓𝑓 ])
𝑑𝑡
𝐌𝑆

(1.23)

where MS is the saturation magnetization and λ is the phenomenological damping parameter.
Eq. 1.23 works for cases of small damping. Gilbert later introduced the equation [36]
𝑑𝐌
𝛼
𝑑𝐌
= −𝛾(𝐌 × 𝐇𝑒𝑓𝑓 ) +
(𝐌 ×
)
𝑑𝑡
𝑀𝑆
𝑑𝑡

(1.24)

where α is often referred to as the Gilbert damping parameter. Eq. 1.24 is known as the LandauLifshitz-Gilbert (LLG) equation. This is capable of describing strong damping. It is
phenomenologically different and more correct than the LL equation [37, 38]. The precession of
the magnetization is shown in Figure 1.12.
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Figure 1.12 Precession of magnetization subject to effective magnetic field

1.3.5 Spin Resonance
Electron paramagnetic resonance is a resonance between an alternating field and the net
magnetic moment of an electron, subjected to the applied field [19]. This phenomenon is
experimentally observed when a sample is placed in a field H of a few thousand Oersted (Oe).
As noted in previous sections, the spins precess around the field direction at the Larmor
frequency νL which is dependent on H. Additionally the sample must experience an alternating
field at a right angle to the field H. When the frequency ν of this alternating field equals νL, the
system is in resonance.
Recall Eq. 1.4 for potential energy of a magnetic moment m in a magnetic field:
E  mH H

(1.25)

where we have used mH to represent the component of the magnetic moment along the direction
of H. This value is determined by

mH  gm j B

(1.26)

where g is the gyroscopic splitting factor with a value of 1 for orbital motion and 2 for spin, μB is
the Bohr magneton, and mj is a quantum number representing the projection of the angular
momentum j along the specified axis.
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The state of the material subjected to H can be thought of as a distribution of atomic
moments among a set of 2j+1 energy levels. Each level is distinguished by a value of mH. The
separation between energy levels is then [19]
E  mH H  g B H

(1.27)

since the values of mj differ by unity, only allowing transitions between adjacent levels. It
logically follows then that the condition for resonance is
h  g B H

(1.28)

where h is Planck’s constant and ν is the microwave frequency, and the product is related to
energy by the well-known formula E  h .
1.3.5.1 Ferromagnetic Resonance
Resonances also occur in ferromagnetic materials, where the main difference between
ferromagnetic resonance (FMR) and electron paramagnetic resonance is the presence of strong
exchange forces [22] and anisotropy fields HK. When H is applied, there is coherent precession
about the magnetic moments’ equilibrium orientation. The energy absorption is again given by
Eq. 1.28, with g  2 (although g may differ due to spin-orbit interaction).
The simplest case of FMR occurs when the field is strong enough to remove the domain
structure, i.e. the sample is magnetically saturated. FMR can however occur in unsaturated states.
Resonance modes may be non-uniform, indicating areas of different magnetizations.
FMR is, in principle, similar to other forms of resonance (with H in the Eq. 1.28 replaced
by H + HK). The total electron magnetic moment precesses around the direction of the applied
magnetic field. When the precessional frequency equals the frequency of the transverse field,
energy is absorbed from the electromagnetic source. The resonance condition was famously
derived by Kittel in his renowned text Introduction to Solid State Physics. The derivation is
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shown here, with Nx, Ny, and Nz being the demagnetizing factors; Bi are the components of the
internal magnetic induction, and B0 is the induction related to the applied field [11].

Bi , x  B0, x  N x M x ; Bi , y  B0, y  N y M y ; Bi , z  B0, z  N z M z
Recalling the spin equation of motion and relating it to magnetic induction,

(1.29)
dM
  (M  B i ) ,
dt

and applying the rules of cross products, we have
dM y
dM x
  ( M x Bz  M z Bx )
  ( M y Bz  M z By ) ;
dt
dt

To first order, we set M z  M and

dM z
 0 . Applying the Eqs. 1.29,
dt

dM x
  [ M y ( B0  N z M z )  M ( N y M y )]   [ B0  ( N y  N z ) M ]
dt

dM y
dt

(1.30)

(1.31)

  [ M x ( B0  N z M z )  M ( N x M x )]   [ B0  ( N x  N z ) M ]M x

With time dependence eit , solutions exist if
i

 [B0  ( N y  N z )M ]

 [ B0  ( N x  N z ) M ]

i

0

(1.32)

Finally, the FMR condition relating frequency ω0 to induction B0 is found to be [11]

02   2 [ B0  ( N y  N z )M ][ B0  ( N x  N z )M ]

(1.33)

1.4 Summary
In this chapter, we have provided an overview of different types of magnetism and
discussed the energy terms relevant to the following chapters as well as how these energies affect
magnetization processes. In particular, we determined the astroid using the Stoner-Wohlfarth
model. It is seen that switching behavior can be deduced using the free energy of the system.
This is the basic concept of the critical curve, a polar map of points of magnetization reversal as
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determined by a method able to probe the irreversible changes in orientation of magnetization. It
is essentially the locus of points for which magnetization reversal occurs [5], and will be
discussed further in Chapter 2.
Additionally, the concept of ferromagnetic resonance has been presented. This is a topic
highly relevant to later parts of this dissertation. An experimental method for determining FMR
as the high-frequency analog to susceptibility measurements will be explained in the next chapter
and is the central idea of the work to be presented. It is a method sensitive to different
anisotropies in ways similar to those found in the critical curve.
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Chapter 2: Experimental Techniques for Studying Magnetic
Nanostructures
This section will introduce the experimental methods relevant to the following chapters.
We will define the concepts of static and dynamic magnetization measurements and discuss
experiments in these two regimes. In the static regime, susceptibility measurements give
important information regarding switching fields and anisotropy. Susceptibility χ was defined in
Eq. (1.1) as the ratio of the magnetization induced in the material and the applied magnetic field
H. The differential susceptibility, defined as

ij 

M i
H j

(2.1)

describes ferromagnetic materials. The susceptibility tensor describes the response of the
material, i.e. magnetization M, in the ith direction due to a change of H in the jth direction.
In the dynamic regime, we will focus on the phenomenon of spin resonance. As this
dissertation is concerned with magnetization dynamics in ferromagnetic materials, we will
restrict our discussion to ferromagnetic resonance (FMR). These experiments are mainly
performed in the saturated states of the material and can give information about relaxation
phenomena. Additionally, FMR can be used to identify anisotropies in different layers of
multilayer materials. There are several techniques for performing FMR spectroscopy which will
be discussed.
The common feature of all frequency-domain magnetic experiments is that the property
measured is susceptibility, which has a real and imaginary component, denoted as χ’ and χ”,
respectively.
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2.1 Static and Dynamic Regimes
The distinction between the static and dynamic regimes in experimental magnetism is
concerned with the presence of an excitation field hac, and how the frequency of this field ω
compares with the precessional frequency of the magnetic moment ωL. Experiments with no
excitation field, or an excitation field of low enough frequency such that  << L , are referred to
as static experiments. Examples of this include susceptibility measurements such as the major
hysteresis loop (MHL) which uses no excitation frequency and another experiment detailed in
this chapter which involves an LC tank resonator with frequency on the order of megahertz,
approximately 3 orders of magnitude smaller than ωL. Conversely, in ferromagnetic resonance
(FMR) spectroscopy, hac is a microwave frequency field. As this is comparable to precessional
frequency, FMR is a dynamic experiment.

2.2 Static Magnetization Measurements
In this section, major experimental techniques in the static regime used extensively
throughout this dissertation will be discussed. We will review the process by which the
experiments are carried out as well as the underlying physics which makes them possible.
2.2.1 The Major Hysteresis Loop
The major hysteresis loop (MHL), mentioned briefly in Section 1.2.3, is a magnetization
curve as a function of field, a characterization technique from which much information can be
identified by observation. Figure 2.1 shows the characteristics quickly obtainable from the
MHL, including the remanent magnetization or remanence, which is the magnetization retained
at zero field after the material has been magnetized, the saturation magnetization, which is where
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the magnetization of the material levels off, and the coercive field Hc, which is the field required
to drive the material magnetization to zero after it has been magnetically saturated.

Figure 2.1 MHL of a nickel nanostructure experimentally recorded by VSM. Light blue arrows indicate the path
direction of the loop.

The MHL is often the first method used in magnetic material characterization, especially
because it can quickly identify the class of magnetic material studied. Figure 2.2 shows some of
the different results one may obtain when recording the magnetization curve for different classes
of materials.

Figure 2.2 Magnetization curves of a diamagnetic, paramagnetic, and ferromagnetic material

In the following chapters, MHLs are primarily recorded using a vibrating sample
magnetometer (VSM), which is a highly sensitive instrument for measuring magnetic forces. The
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sample under study is fixed to the bottom of a rod and suspended between the poles of an
electromagnet. The coils of the electromagnet are charged to the desired field H which is
measured by a built-in Hall effect gaussmeter. The sample is vibrated in the vertical direction
and as it becomes magnetized, the field of the sample in rapid motion causes a proportional
current to be induced in a small set of pickup coils fixed to the poles of the electromagnet. This
current is translated to a signal and output by the software. In our lab, we use a Micromag 3900
VSM System from Princeton Measurements Corporation, now a part of Lake Shore Cryotronics.
Alternatively, an alternating gradient magnetometer (AGM) may be used. This technique
is more sensitive to materials with a small magnetization, able to measure magnetic moments in
the range of 10-9 emu whereas the VSM is limited to 10-6 emu. Again the sample is placed
between the poles of an electromagnet, where H is monitored by a gaussmeter. Rather than
vibrations, an alternating gradient field is applied across the sample space. As the material
becomes magnetized, the gradient field produces a force on the sample, causing a very small but
measureable deflection of the sample rod left or right proportional to the sample’s magnetic
moment. A piezoelectric element to which the sample rod is attached is able to measure the
deflection which is recorded and output as a magnetic signal.
Another method for obtaining the MHL is using the magneto-optical Kerr effect
(MOKE), which is the change in polarization of light reflected from the surface of a magnetized
material. In a MOKE system, the sample space is between the poles of an electromagnet, as
usual, and a laser is set up such that the light reflects from the sample surface and is collected at
a photodiode after passing through a polarizing filter.
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2.2.2 Tunnel Diode Oscillator Technique
A number of research efforts have been dedicated to developing characterization methods
which can measure various properties of nanostructured materials [7]. A sensitive and flexible
technique for probing the anisotropy of ferromagnetic materials is the transverse susceptibility
method. In this experiment, two fields are applied simultaneously: an ac and dc field applied
perpendicular to each other. The original model of Aharoni developed under the StonerWohlfarth model tells us that the transverse susceptibility signal has peaks located at the values
of the dc field which are equal to the anisotropy field and switching field values [39].
Resonator methods have been used extensively to probe switching behavior in materials
[8, 9, 40-49], and these studies have shown that the tunnel diode oscillator (TDO) method is a
consistently reliable technique for characterizing magnetization switching. This technique is
based on an LC-tank circuit where the inductor L couples to the material being studied. A change
in the material properties will induce a change in the inductance, resulting in a shift in the
resonance frequency [50]. This shift may reflect, for example, a change in the magnetic
susceptibility χ.
A brief description of the TDO circuit follows. An LC-tank is externally powered to
compensate for dissipation. This power provided by a tunnel diode that is precisely forwardbiased with a voltage in the region of the negative slope of the I-V curve [50]. A tunnel diode is a
semiconductor diode with a heavily doped p-n junction about 10 nm wide, resulting in a broken
bandgap. The conduction band electrons on the n-side are approximately aligned then with the
valence band holes on the p-side. With normal forward-biasing, as voltage increases, electrons
initially tunnel through the p-n junction barrier as electrons in the n-side conduction band
become aligned with p-side valence band holes. As voltage continues to increase, the states
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become misaligned and current is reduced. This is negative resistance, because the decrease
corresponds to increasing voltage. Increasing the voltage further, the diode operates as a normal
diode. Electrons travel by conduction across the p-n junction rather than tunneling. Therefore,
the most important operating region is the negative resistance region [7].
In the tunnel diode, dopant concentrations in the p and n layers are increased to a point to
which the reverse breakdown voltage becomes zero and the diode conducts in the reverse
direction. In conventional diodes, conduction takes place under forward bias but is blocked when
the junction is reversed biased. This is only overcome at the point of reverse breakdown voltage,
which defeats the natural tendency to not conduct in the reverse direction. When a tunnel diode
is forward-biased, tunneling occurs, and a region exists where an increase in forward voltage is
accompanied by an increase in forward current. This negative resistance region is exploited in
the tunnel diode oscillator [7].
The resonant frequency for an LC circuit is expressed

0 

1
1
, or f 0 
LC
2 LC

(2.2)

If the inductance L changes by some amount ΔL, the frequency may then be written as

f 0  f 

1
2 ( L  L)C

(2.3)

Using a binomial expansion for small ΔL seen below, an expression can be found for the change
in frequency.
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If a magnetic sample is acting as the core of the solenoid, then the flux density B is
B

0  r N 2i

(2.5)

l

Here, N is the number of turns in the coil, i is the current, and l is the length of the coil. As usual,
μ0 and μr are the permeability of free space and relative permeability, respectively. The total
magnetic flux through the coil of cross-sectional area A is


The coil has a self-inductance defined as L 

L

0 r N 2iA

(2.6)

l
d
, which gives
di

0  r N 2 A

(2.7)

l

Now, permeability can be defined as   r 0 , or, in terms of susceptibility,

     1 0
Substituting this definition into Eq. 2.7 gives
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(2.8)
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and Eq. 2.4 becomes
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Therefore, a change in resonant frequency is associated with a change in the magnetic
susceptibility of the sample inside of the coil [7].
f


f


(2.11)

In practice, the sample is placed within the inductor coil of the circuit, which is then
placed in between the coils of an electromagnet (see Figure 2.3 which is taken from Ref [44]).
The circuit is powered, and the dc field produced by the electromagnet is ramped from negative
saturation to positive and then from positive saturation to negative. The TDO is self-resonant,
with a typical resonant frequency around 5 to 8 MHz. The coil’s frequency is recorded as a
function of field to monitor the change in frequency, indicating a change in χ.

Figure 2.3 Schematic of the rf susceptibility TDO experiment
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2.2.2.1 The Critical Curve from Susceptibility Measurements
As mentioned previously, transverse susceptibility (TS or χt) measurements in our lab
require two magnetic fields: a dc field Hdc, and a small, perturbing ac field hac. χt has both a real
(χt’) and imaginary component (χt”). When the perturbing frequency is low, χt” is zero, and TS is
given by [51]

 xx 

M2
F F  F2

sin 2 M sin 2M
 2

2
F  cos 2  M cos 2 M F 
 sin  M sin M F 
2



(2.12)

where θM is the equilibrium polar angle of the magnetization vector M, φM is the equilibrium
azimuthal angle, and Fij are the second derivatives of the free energy density at the equilibrium
position where F is minimum. Now, the denominator F F  F2 is the curvature of the free
energy surface at equilibrium. The points for which the denominator equals zero are the critical
points which occur as the system energy passes from one energy minimum to another [47].
Therefore, the points at which the denominator is zero are the switching points, described by the
free energy and satisfying the condition F F  F2  0 . In experiment, it is easy to see that this
situation will manifest as a singularity.
The samples discussed in this work are thin films which exhibit some type of anisotropy.
Therefore, it is very important for measurements to be angular-dependent. For a TS experiment,
this would require applying the dc field at different orientations while simultaneously rotating
the ac field in order to keep these two fields perpendicular in the plane of the thin film. Doing
this would allow us to track angular variation of the switching fields. In practice, this would
mean the sample would have to be physically rotated within the coil in very precise increments.
As the coil diameter is approximately 7 mm, rotating the sample to any precisely measured angle
would be difficult or even impossible. It is certainly much easier to leave the sample and coil
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stationary with respect to one another and rotate the dc magnetic field with respect to the
coil/sample system. In this case, however, we would no longer be measuring transverse
susceptibility. Fortunately, it has been proved that, although the experimental setup is different
from traditional TS measurements, the singularities detected still preserve the switching
information of TS experiments [47]. In this case, the susceptibility χxx from Eq 2.12 no longer
represents TS, but rather a combination of transverse and longitudinal susceptibility.
Now that we have established the feasibility of measuring the angular dependence of
susceptibility, we emphasize the point that this allows us to track the switching fields as a
function of field orientation θH. The critical curve can then be obtained by plotting the switching
field values in polar coordinates. This is most conveniently accomplished in our setup by
recording the susceptibility signal for both increasing and decreasing fields along one position of
the dc field magnet. This point is easier explained in a picture. Figure 2.4 [47] shows an example
of susceptibility curves calculated for an ideal Stoner-Wohlfarth particle for fields increasing
from negative saturation to positive (top left) and decreasing from positive saturation to negative
(bottom left), and the critical curve as can be constructed from the singularities in the
susceptibility signal.
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Figure 2.4 left: Simulated susceptibility curve for an ideal Stoner-Wohlfarth particle for θH = 25° (top: fields
increasing; bottom: fields decreasing). right: Theoretical critical curve as determined from susceptibility signals at
different angles (Spinu 2005).

2.3 Dynamic Magnetization Measurements
This section exclusively focuses on spin resonance in ferromagnetic materials
(ferromagnetic resonance – FMR). We will cover the several different techniques for studying
FMR in our systems.
It may be useful to first review the basic theory and practice of spin spectroscopy, first
introduced in Section 1.3.5 Spectroscopy is the measure of energy differences, ΔE. Recall that
electromagnetic energy will be absorbed if
E  h

(2.13)

This absorption causes a transition from the lower energy state to the higher, with these energy
differences being due to the Zeeman effect. The Zeeman effect results from the interaction of
unpaired electrons with the external field produced in the lab, B0. The electron will be in the
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1

lowest energy state when aligned parallel  M S    to B0 and highest when it is antiparallel
2

1

 M S    to B0 (Figure 2.5 from Ref [52]).
2


Figure 2.5 Energy orientations of the electron magnetic moment

The most basic equations relevant to spin resonance are

1
E  g  B B0 M S   g B B0
2

(2.14)

and
E  h  g B B0

(2.15)

From Eqs 2.14 and 2.15, it is clear that the energy states diverge linearly as the field increases
(see Figure 2.6 from Ref [52]), but with no field, the two states have the same energy. Therefore,
a field must be present to measure the energy difference. In the case of ferromagnetic resonance,
absorption can be detected with no field applied due to the presence of an anisotropy field.
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Figure 2.6 Spin state energy difference as a function of magnetic field

The following sections detail different method through which the energy states are
probed. In this thesis, spin resonance are exclusively studied in ferromagnetic materials.
2.3.1 Cavity Resonator Method
Note that in spin spectroscopy, either the external field magnitude or the electromagnetic
field frequency may be varied. For spin resonance, the electromagnetic wave is often in the
microwave bands, because this is where resonances normally occur for fields easily achieved in
the laboratory.
In cavity FMR, the magnetic field is varied while the microwave frequency is held
constant. There are four major components to the spectrometer. The first is the source which
provides the microwave radiation. The second is the sample, which is subject to the external field
and the microwave. The third is detector. The fourth, the sample cavity, will be discussed later.
When the detector receives a reduced quantity of radiation relative to the quantity provided by
the source, resonance has occurred. If the output is the absorption signal, then a peak will
correspond to absorption. By convention, the derivative of the absorption, which takes the form
of a Lorentzian derivative, is displayed. An example of this is shown in Figure 2.7, where the
ordinary Lorentzian is shown in red and the derivative is shown in black. The solid gray vertical
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line corresponds to the resonance. The dashed blue and purple lines correspond to the full width
at half maximum linewidth and the peak-to-peak linewidth, respectively.

Figure 2.7 Simulated Lorentzian (red) and its derivative (black)

The microwave bridge houses the source and detector. A circulator is used to ensure the
detector only sees the microwave radiation coming back from the sample cavity. Referring to
Figure 2.8 from Ref [53], the radiation returned from the cavity at port 2 can only travel to port
3.
Energy losses which occur at resonance by which the oscillatory motion of the electron
spins is converted to heat within the sample determine the width of the resonance peak (In Figure
2.7, the dashed purple lines associated with the peak-to-peak linewidth of the black curve).
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Figure 2.8 Block diagram of the microwave bridge

A final and important component to discuss is the cavity. The cavity is simply a metal
box with a shape that resonates with microwaves of a specified frequency, meaning that the
cavity stores microwave energy. A consequence is that there are standing waves inside the
cavity, which have their electric and magnetic fields exactly out of phase. The magnetic field
component drives resonance, so if the sample is placed in an electric field minimum and
magnetic field maximum, the highest sensitivity is obtained. Our spectrometer is the Bruker
EMX and our microwave bridge contains an X-band source which operates at approximately 9.8
GHz. It is equipped with a goniometer so that the sample may be rotated with respect to the
magnetic field.
2.3.2 Coplanar Waveguide Methods
While cavity methods have the advantage of high sensitivity, it is limited in that each
cavity is only resonant for a particular frequency. If we require broadband FMR, another method
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is needed. The technique discussed in this subsection employs a coplanar waveguide, rather than
a hollow waveguide to deliver the microwave radiation as in the previously discussed method.
2.3.2.1 Vector Network Analyzer Method
A vector network analyzer (VNA) is a two- or four-port device designed to send and
receive electromagnetic signals. The VNA can calculate the scattering parameters, or Sparameters. Our VNA is an Agilent Technologies model 8722ES, a two-port S-parameter
network analyzer which operates in the range of 50 MHz to 40 GHz. A schematic of the two-port
design is shown below in Figure 2.9.

Figure 2.9 General design of the two-port network

The voltages are related by the scattering matrix. This matrix is commonly used in
microwave network analysis as it is convenient and easy to deal with [54]. The matrix is seen
below in Eq. 2.16.
V1   S11
  
V2    S21
  
  
VN   S N 1

S12

S1N  V1 
 
 V2 
 
 
S NN  VN 


(2.16)

The S21 parameter is the one of importance in VNA-FMR. It is a ratio of the input signal
to the output. This is relevant since the microwave signal passes through the sample and will be
absorbed when resonance occurs. This manifests as a reduced ratio of input to output,
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S21 

V2
V1

(2.17)

and therefore a dip in the S21 spectrum corresponds to resonance.
One feature of VNA-FMR is the transmission line. Coaxial cables from the machine’s
input and output are coupled to the coplanar waveguide (CPW), upon which the sample is
placed. A magnetic field is applied in the plane of the sample. A schematic is shown in Figure
2.10 for characterization along the easy axis. It has been shown that VNA-FMR using a CPW is
in good agreement with theoretical results as well as cavity-based techniques, and in general
gives a high signal-to-noise ratio [55-58].

Figure 2.10 Diagram of CPW with sample

An advantage of this method is that a wide range of frequencies can be used. This means
that resonance can be measured by holding the frequency constant and sweeping the external
field H, similar to cavity FMR, or by fixing H and sweeping the frequency. A unique and useful
representation of the data over a desired range of frequencies and H values can be constructed by
fixing the frequency at the lowest desired value, sweeping the field, and recording the S21
parameter. The frequency is then changed to the next increment, and the process repeated. By
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plotting H values on the x-axis, frequency values on the y-axis, and S21 on the z-axis, as shown
below.

Figure 2.11 Experimentally determined FMR in Ni80Fe20 thin film. (a) S21 parameter as a function of H at the
selected frequency (blue line – 9.257 GHz), (b) S21 as a function of frequency at selected H (red line – 1317 Oe) (c)
3D graph which is a combination of the 2D graphs at every H and frequency.

2.3.2.2 Phase FMR and CryoFMR
Recently, there has been some interest in developing broadband FMR spectrometers to
measure spectra at low temperatures. PhaseFMR by NanOsc Instruments is a product line of
several spectrometers which can be applied at cryogenic temperatures. These instruments use a
CPW as in VNA-FMR, although in most cases the frequency range is more limited. The

46

advantage, however, is that the instruments are easy to use and fully controlled by ready-made
software.
The spectrometer may be used with an electromagnet which is powered by a supply
controlled by the PhaseFMR software. FMR spectra are taken by field sweep holding frequency
constant. Transmission is monitored to detect resonance. A lock-in amplifier is used to filter out
noise through use of Helmholtz coils connected to an ac source, creating a small modulation field
parallel to the applied field. In the case of CryoFMR, the spectrometer is coupled to a waveguide
positioned at the bottom of an insert for the Quantum Design Physical Properties Measurement
System (PPMS). In this case, the PPMS temperature and magnet are controlled by the CryoFMR
software.
Regardless of the method, difficulties still exist in FMR spectroscopy. One complication
is the effect of eddy-currents. At microwave frequencies on the order of gigahertz, the
penetration depth of the alternating field on the order of tens of nanometers. For this reason,
samples are normally composed of thin films or particles [12].

2.4 Susceptibility and Ferromagnetic Resonance
In the preceding sections, we have detailed many ways in which one can study the
magnetic susceptibility and resonant absorption of ferromagnetic samples. These techniques
have the potential of revealing dynamic properties of the materials under study such as
anisotropy and coupling. In both techniques, two fields are applied, Hdc and hac, generally
perpendicular to one another. It has been shown by Spinu et al. [51], that the distinction between
the two techniques is actually artificial, and it is from this work that this section came to be.
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As has been established, the measurement of transverse susceptibility as a function of
field presents characteristic peaks at the field values H dc   H K  

2 K1
and H dc  H S , where
M

HK is the anisotropy field, K1 is the anisotropy constant, M is the magnetization, and HS is the
switching field [22, 39, 48, 59]. The peaks H dc   H K are always present, determined by
particles with easy axis perpendicular to Hdc. FMR frequency is given by r2   2  H K2  H dc2  for

H dc  H K and r2   2 H dc  H dc  H K  for H dc  H K . Therefore, H dc   H K corresponds to a
resonance frequency of zero, and the peaks in transverse susceptibility are then associated with
FMR at zero frequency. In Figure 2.12 below taken from Ref [51], we can see in the main panel
the real part of the transverse susceptibility for reduced frequencies ω/ωK as a function of Hdc. To
the upper right is an exploded view of the spectra near the anisotropy field and at the bottom is
FMR spectra for reduced resonance frequency ωr/ωK as a function of Hdc. Note that the peaks
near the anisotropy fields for both types of measurements exactly match.
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Figure 2.12 Main: Real part of transverse susceptibility as a function of applied field perpendicular to easy axis. Top
right: Exploded view near Hdc = HK. Bottom: Reduced resonance frequency as a function of applied field
perpendicular to the easy axis (Spinu 2006).

2.5 Conclusion
In this chapter, we have studied in detail the measurement techniques which are relevant
to the remaining chapters of this dissertation. We have discussed distinctions and similarities of
measurement techniques within the static and dynamic regimes. In the chapters which follow, we
will see all of the techniques discussed above applied to the study of the magnetization dynamics
in coupled magnetic nanostructures.
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Chapter 3: Dynamic Critical Curves in Synthetic
Antiferromagnets
This chapter details a new FMR probe station built in our labs. We also introduce here
the first type of coupled thin film structure studied with this setup – those which are coupled
through the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction. As we will see, these
structures may show one of two types of coupling, commonly referred to as ferromagnetic or
antiferromagnetic coupling. Although these names are familiar, the RKKY interaction is a form
of indirect exchange (see Chapter 1, Section 1.2.2) and the ferromagnetic or antiferromagnetic
coupling is artificial. For this reason, layers coupled antiferromagnetically are referred to as
synthetic antiferromagnets (SAF).
The work detailed in this chapter is a continuation of a study presented in Refs. [60, 61]
in which it was shown that angular FMR can be used to help identify whether an RKKY coupled
sample is coupled ferromagnetically or antiferromagnetically and drew analogies to the critical
curve. Here we further our study and redefine our focus to include only a sample coupled
antiferromagnetically. These new data are supported with micromagnetic simulations.

3.1 Introduction to Synthetic Antiferromagnet Structures
Layered structures coupled through RKKY interactions have been particularly interesting
and important for their technological applications. Their application is directly related to a
controllable coupling strength. One type of RKKY system is SAF.
SAF are trilayer stacks consisting of two ferromagnetic layers coupled across a nonmagnetic, conductive spacer. The sign of the exchange constant in Chapter 1 (Eq. 1.5)
determines whether the coupling will be ferromagnetic (meaning the magnetizations in the two
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layers are parallel) or antiferromagnetic (the magnetizations will be antiparallel). This value is a
function of the separation between the ferromagnetic layers, which is determined by the
thickness of the non-magnetic spacer. It is clear from Figure 3.1 that SAF has a negative j value,
indicating a condition of antiparallel alignment of magnetization. The coupling arises from
Friedel-like spatial oscillations in the spin density of the conductive spacer, leading to a coupling
between the ferromagnetic layers which oscillates with separation r [62].

Figure 3.1 J as a function of spacing r with arrows indicating ferromagnetic coupling (j ˃ 0) and antiferromagnetic
coupling (j ˂ 0)

A clearer idea of how susceptibility is affected by the sign of j can be seen in Figure 3.2
[63], which shows the simulated major hysteresis loops (MHL) for a ferromagnetically-coupled
sample (right) and SAF (left). The MHL is one of the quickest ways to identify antiferromagnetic
coupling. As we shall see, however, this is not the only way to identify the coupling.

51

Figure 3.2 Simulation with path direction for structures displaying antiferromagnetic coupling (left) and
ferromagnetic coupling (right). The red and blue arrows represent the magnetization of each layer at different points
on the MHL (Forrester 2013).

An illustration of an RKKY-coupled structure can be seen in Figure 3.3. Due to
controllable coupling strength and thermal stability [64-67], SAF has applications in magnetic
sensors, perpendicular recording media, exchange-coupled composite media, and magnetic
random access memory (MRAM) components [26, 67-77]. Recently, it has even been shown that
SAF nanoparticles show potential for use as contrast agents in magnetic resonance imaging [78].
It has also been suggested that SAF structures may help to understand spin-orbit torque
switching [79]. The use of SAF in applications is dependent on its interlayer exchange coupling
which determines the individual magnetization reversal of the ferromagnetic layers [9].

Figure 3.3 Schematic representation of the SAF showing the coupling of the two ferromagnetic layers.

3.1.1 SAF Applications
The coupling observed in SAF has been investigated for its applications since 1986 [80].
This section will briefly cover some SAF applications and reasons why they are so applicable.
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Due to enhanced thermal stability [81, 82], SAF have been applied in recording media as
the soft under-layer. The bottom layer and recording layer are coupled antiferromagnetically
across a thin metallic spacer. The exchange coupling enhances thermal stability, and one study
has reported that the coupling strength may be manipulated through changing the thickness of the
bottom layer [83].
In a magnetic tunnel junction (MTJ), a pinned layer is separated from a free layer by a
non-magnetic spacer. These devices are used in high density read heads and MRAM
applications. The MTJ is found in sub-micron cells, in which a larger switching field is required
as size decreases due to the increase in the demagnetizing field from the cell edges. The use of
SAF structures in these devices reduces the required switching field.
An important application of SAF is to MRAM and toggle-MRAM [7]. The MRAM
writing operation is shown in Figure 3.4 [84]. The selected MTJ highlighted in red is located
between the selected word line and bit line (green). Current flows in the direction of the blue
arrows which induces a magnetic field in a circular direction. The vector sum of the magnetic
fields must be large enough to switch the MTJ state, while the single field of the word line and
single field of the bit line must be small enough to maintain the state of the half-selected MTJ
which are found along the selected word line or bit line. The astroid to the right is the ideal
switching curve of the MTJ free layer. The astroid shows how the free layer may be magnetized
to state 1 or state 0. For example, in this figure, the bit line lies along the x-axis and the word line
along the y-axis. If the magnetic field begins from zero (origin of the coordinate system) and
increases to the right of the y-axis and astroid, and then returns to the origin, the MTJ will be
magnetized to the right, or state 1. If it instead increases to the left of the astroid and returns to
zero, the MTJ will be left in the magnetization state 0. If the field never goes beyond the astroid,
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the MTJ state remains unchanged. It is clear then that the fields to switch the selected MTJ must
lie outside the astroid while for the half-selected MTJs the fields must not exceed the boundary
of the astroid.

Figure 3.4 MRAM write operation and ideal critical curve describing the switching in the MTJ free layer (Maffitt
2006).

With operations close to the curve boundary, there is a risk of thermally-activated
switching [85]. To deal with this problem, the “toggle-mode” MTJ was developed [72]. An
illustration of this is seen in Figure 3.5 [7]. This structure still contains a pinned layer and a free
layer, except now the free layer itself is a SAF. In order to achieve a successful toggle, the
applied field must trace a path in the applied field plane that encloses the “spin-flop” point. This
device in not as susceptible to half-select disturbs which do not trace a path that encloses the
spin-flop point. Also, since the free layer has zero net magnetization, it is unaffected by the state
of nearby devices.
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Figure 3.5 Toggle MTJ structure (Radu 2008).

3.1.2 Free Energy and Magnetization Dynamics in SAF
The free energy in a SAF structure, in general, includes a Zeeman term and the exchange
term. Anisotropies, such as shape, uniaxial, and out-of-plane, may be present as well. For our
sample, magnetization and uniaxial anisotropy was in the plane of the sample.

Figure 3.6 Schematic of the ferromagnetic layers in SAF. The magnetization vectors are in the plane of the sample
and defined by the angles θ, φA and φB. The Hdc (not shown here) and hrf are in the plane of the sample in our
experiments.

Refer to Figure 3.6 for the following discussion. The Zeeman and uniaxial anisotropy
contributions [12] can be written as
𝐸(𝜑) = −𝑀𝐻 cos(𝜑H − 𝜑𝑖 ) + 𝐾0 + 𝐾1 sin 𝜑𝑖 2 + 𝐾2 sin 𝜑𝑖 4 + ⋯

(3.1)

where the first term on the right hand side in the Zeeman energy and the others are anisotropy
terms. φH is the direction of Hdc, and the subscript i refers to the top and bottom layers, A and B
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respectively. M is the magnetization and Kn’s are the anisotropy constants. Therefore the energy
is minimized when φi = 0°, i.e. along the easy axis.
The contribution due to the coupling must take into account the coupling constants J1 and
J2, the so-called bilinear and biquadratic coupling constants between the two layers [86]. It has
the form
𝐸int = 𝐽1

𝐌𝐀 ∙ 𝐌𝐁
𝐌𝐀 ∙ 𝐌𝐁 2
+ 𝐽2 {
}
|𝐌𝐀 ||𝐌𝐁 |
|𝐌𝐀 ||𝐌𝐁 |

(3.2)

or, equivalently,
𝐸int = 𝐽1 cos(𝜑A − 𝜑B ) + 𝐽2 cos 2 (𝜑A − 𝜑B )

(3.3)

3.2 Critical Curves in SAF
3.2.1 Sample Description
The sample studied is a trilayer stack of FeCoB ferromagnetic layers coupled
antiferromagnetically across a 1.6 nm spacer of Ru. The sample was deposited on glass at room
temperature by dc magnetron sputtering by Dr. Ganping Ju at Seagate Technology. During
deposition, a small magnetic field was applied in the plane of the thin films in order to induce a
uniaxial anisotropy. An overcoat of C was deposited on top for sample protection. The
dimensions of the sample were 5 mm  5 mm , with a total sample thickness of approximately 30
nm. A schematic of this sample is shown in Figure 3.7 and a TEM image of the sample crosssection can be seen in Figure 3.8.
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Figure 3.7 Schematic of SAF cross-section

Figure 3.8 TEM cross-section image of SAF sample.

The MHL for this sample was recorded using Lake Shore’s PMC MicroMag 3900
Vibrating Sample Magnetometer (VSM). Clear antiferromagnetic coupling was observed for this
sample. Figure 3.9 shows the MHL along the easy and hard axes. A broadband FMR curve using
Vector Network Analyzer (VNA)-FMR was recorded along the anisotropy axis and is shown in
Figure 3.10(b) along with a continuous wave spectrum (a) and S21 as a function of frequency
graph (c).
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Figure 3.9 MHL along the easy axis (black) and hard axis (red)

Figure 3.10 FMR curves for SAF sample: (a) S-parameter vs. H, (b) broadband FMR curve, and (c) S-parameter vs.
frequency

A separation in the lower frequency region of the descending and ascending branches of
the FMR curve corresponds to the splitting in the MHL. Since in SAF there are two
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magnetization reversals, the broadband curve is split and symmetry is observed across the first
and second switching events. Figure 3.11 shows a detailed view of this.

Figure 3.11 Broadband (top) and MHL (bottom) for SAF sample for descending fields showing corresponding
splitting regions in the two graphs

3.2.2 Critical Switching Curve
The static critical curve (CC) was obtained using the tunnel diode oscillator (TDO)
method detailed in Refs. [7-9]. The sample was placed in a sensing coil with the ac field
perpendicular to the sample’s easy axis. Both the ac and dc magnetic fields were in the plane of
the sample. The dc magnetic field (Hdc) was created by a double Helmholtz coil which is capable
of achieving a uniform magnetic field in any direction within the plane of the sample. Hdc was
ramped from positive saturation to negative at different angles with respect to the easy axis in the
range 0° to 180° in increments of 2°. Throughout the experiment, the sensing coil remained fixed
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in place. The susceptibility was recorded at every step of Hdc. From the angular dependent
susceptibility measurements, the CC can be constructed. Figure 3.12 shows the CC and how it is
constructed from the susceptibility curve as well as how it relates to the MHL.

Figure 3.12 CC (left) determined through susceptibility curves (bottom right) and corresponding MHL (top right)

As known from the MHL, there is clear antiferromagnetic coupling in this sample. Due to
the non-synchronous layer switching, the CC contains both inner and outer curves we can expect,
unlike what we would see in a single-layer system. In that case, a CC with a single branch is
expected and observed experimentally, similar to the Stoner-Wohlfarth (SW) astroid for a singledomain particle.
3.2.3 New Experimental Setup and Dynamic Critical Curve
When a microwave field is present, the static CC is no longer valid and must be replaced
by a representation which takes into account the dynamic effects. In order to accomplish this, we
construct a dynamic critical curve (dCC).
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To produce a dCC, a new probe station for CPW-FMR had to be constructed. The
custom-built setup was originally described in Ref. [60, 61], but has been modified somewhat to
fine-tune the original study, as described in this chapter.
The probe station has two levels, with the lower level housing the field-projection
magnet. The magnet sits on a rotation stage capable of 360° rotation and is controlled by
computer. The second level is the where the sample is actually probed. This probe station is
adaptable to two different types of CPWs. Micron-sized CPWs or commercial CPWs (as in this
experiment) may be used.
For micron-sized CPWs, a plastic stage is fixed in place above the magnet, and the
appropriate microwave probe tips are mounted on two arms on either side of the stage, which are
connected to the output and input of the VNA. The arms are brought in, such that the probe tips
can make contact with the Ground-Signal-Ground (GSG) lines of the waveguide. A microscope
mounted on a ball-bearing boom stand is available for assistance with making contacts. This type
of CPW has the advantage of being able to be placed much closer to the magnet, and
experiments utilizing this waveguide have less limitations of magnetic field. However, the
sample in these cases must be extremely small, which is not always practical or desirable. For
larger surface area samples, the much larger commercial CPW is a better option. For
commercial-grade CPWs, the plastic stage and probe arms are removed and replaced by a plastic
holder which suspends the CPW’s sample area over the point of constant magnetic field. The
VNA output and input are connected directly to the CPW.
A bipolar power supply powering the projected field electromagnet is responsible for the
magnetic field. The magnitude of the field is determined in the sample location by the LabVIEW
program from the current input to the magnet based on a current-to-field calibration. For this
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reason, it is extremely important to ensure accurate calibration in the sample space. The
calibration must be redone any time the sample space changes, i.e. in the case of switching
waveguides, and should be periodically checked with a Gaussmeter in between experiments.
For this study, the probe station was rebuilt on an anti-vibration table, which allowed us
to probe frequencies much lower than originally thought possible. In a previous experiment [61],
the FMR signal was thought to have disappeared below 2.5 GHz but was actually masked by
noise. Incorporating the anti-vibration table increased the signal-to-noise ration and allowed us to
probe frequencies as low as 1.75 GHz for the sample studied here.

Figure 3.13 Picture of top level of probe station with CPW and sample in place.

The sample was placed on the signal line of a commercial grade CPW (see Figure 3.13
above) connected to the VNA such that the magnetic field component of the microwave (hac)
was along the hard axis of the sample and perpendicular to the easy axis. The field-projector
magnet supplied the uniform magnetic field (Hdc) in the plane of the sample. The geometry of
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the fields with respect to one another, as well as to the anisotropy axis is seen in Figure 3.14,
referred to as “Configuration 1”.

Figure 3.14 Schematic of field geometry with respect to the sample’s anisotropy.

Hdc was ramped down from positive saturation to negative in steps of 1.5 Oe. The FMR
absorption was measured by using the VNA to probe the transmission coefficient S 21 at the
desired frequency at each increment of Hdc. Once the final field value was reached and the
recording of S21 was complete, the magnet was turned by 5° and the experiment began again.
This process was repeated at 5° increments from 0° to 175°. This is all that is necessary, since
Hdc is ramped from positive to negative saturation, and therefore a positive and negative FMR
absorption is recorded at every angle. For example, the “positive fields” side of a scan will be 0°
and the “negative fields” side of the same scan will be 180° since the magnetic field has changed
directions (see Figure 3.15(a)). Thus, this will give one absorption curve for every angle studied.
In the end, a complete polar chart containing FMR information can be constructed in analogy to
the CC. An example is shown in Figure 3.15(b) for 3.5 GHz. The continuous-wave FMR graph
(Figure 3.15(a)) can be thought of as a slice out of the broadband curve (see Figure 3.10). The
lowest points in the S21 vs. H graph correspond to maximum resonant absorption. These points in
the dCC are shown by the darkest blue color while maximum transmission (minimum
absorption) is the lighter area of the graph.
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Figure 3.15 (a) Continuous-wave FMR for SAF at 3.5 GHz along 0° (positive x-axis) and 180° (negative x-axis) and
(b) SAF dCC at 3.5 GHz.

The dCC is a mechanism for dynamically probing the anisotropy effects in a magnetic
system. As seen below in Figure 3.16, the coupling effects of this particular system are also
preserved. These features are particularly evident between 3 and 3.5 GHz where double
resonances occur. This phenomenon is expected based on the broadband curve of Figure 3.10.
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Figure 3.16 dCC for selected frequencies. Field geometry and easy axis are indicated

The double resonances can be expected by comparison of the MHL and broadband curve
in Figure 3.11 and are associated with the successive switching of the SAF’s ferromagnetic
layers. It is appropriate here, however, to look closer at this phenomenon to better show the
symmetries across the magnetization reversal. Figure 3.17 compares a single frequency (3.2
GHz) FMR curve to the MHL for a closer look at the double resonances due to SAF coupling.
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Figure 3.17 Continuous-wave FMR at 3.2 GHz (top) highlighting the double resonances and how they relate to the
MHL (bottom). Blue guidelines are placed at the resonances while red guidelines are placed at the switching fields.

Notice that as the frequency is lowered, the dCC takes on a shape much more similar to
the static CC. The two types of critical curves are compared directly in Figure 3.18. An
interesting feature occurs around 2.3 GHz and lower frequencies. The dCC is observed to move
inside of the CC. This corresponds to the area of the MHL unique to SAF – the state in which the
magnetization in one ferromagnetic layer has reversed its direction but the second layer has yet
to switch, creating the split in the MHL. For a typical ferromagnetic film, one would expect to
see symmetric resonances across the branch of the CC (or approximately across 0 Oe above
saturation). In the case of SAF however, this feature implies that for low frequencies, resonance
only occurs in the state of antiparallel magnetizations.
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Figure 3.18 Static CC compared to dCC for selected frequencies

Another interesting feature is that the low frequency dCCs are closed at 90°. Normally
one would not expect to see clear FMR in this orientation since hac and Hdc are parallel. The
reason this occurs in low frequencies here is that when Hdc is applied at 90° (which also
corresponds to the hard axis – see Figure 3.14) the magnetic moment m is aligned with it only
for fields outside of the CC. Inside of the CC there is a non-zero angle between Hdc and m as
well as between hac and m. For this reason, the ac field is able to determine an oscillation of m.
For higher frequencies, the dCC is limited in that FMR absorption is unable to be
determined outside of the CC at 90°, i.e. when m is aligned with hac. This is observed as a gap in
the graph as fields approach 90° (and 270°). Therefore, with this sample orientation on the CPW,
we lose information about the hard axis, and a complete dynamic characterization is lacking. To
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remedy this issue we turn the sample on the CPW to Configuration 2 (Figure 3.19) and repeat the
experiment.

Figure 3.19 Schematic of field geometry with respect to sample’s anisotropy for Configuration 2.

The polar chart produced by these measurements will contain the hard axis
characterization and will lack easy axis characterization, since in this new orientation the easy
axis is parallel to hac. If we overlay this new polar graph with the original, we will have a
complete dCC. Examples of this are shown in Figure 3.20 with the original graph in blue and the
new graph in green.

Figure 3.20 Superposition of dCC obtained for selected frequencies in Configuration 1 (blue) and Configuration 2
(green).
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3.3 Micromagnetic Simulations and Macrospin Model
Support with modeling and simulations came through collaboration with Dr. Dorin
Cimpoesu of Iasi University, Romania. The following discussion is based on the work of
Cimpoesu in Ref [87]. A simple but sufficient model for this system is to assume that the
magnetization in each layer can be described as a pseudo-single particle, with effective fields of
each layer containing the anisotropy, antiferromagnetic coupling, the applied field, and the
phenomenological demagnetizing field. The classical SW model predicts the same saturation
field both along the easy axis and perpendicular to it for a single-domain particle [6]. To
overcome this limitation, a generalized SW model is used which can describe the angular
dependence of the switching field in non-single domain particles while maintaining the
macrospin hypothesis [88]. This model uses a phenomenological expression for the anisotropy to
describe observed dependencies of the switching field on the field orientation [4, 5].
The static critical curve for the system was obtained by solving the following equations:
F
F

0
 A  B

(3.4)

2

  2 F   2 F    2 F 
 2  2   
 0
  A   B    A B 
where F is the free energy of the system. The angles φi have the same meaning as before.

69

(3.5)

Figure 3.21 Simulated critical curve determined through simulated susceptibility curves (bottom right).

Figure 3.21 shows the simulated critical curve for the simulated particles with
antiferromagnetic coupling (compare to Figure 3.12). For the dCC, the coupled LLG equation is
integrated to find the time evolution of the magnetization. The energy absorbed from hac by the
system is proportional to the product facχ”, where fac is the frequency and χ” is the imaginary
part of the complex susceptibility [89-92]. The polar contour representations seen in Figure 3.22
are built by simulating the χ” field variation with Hdc along different directions. The ac
frequencies in the figure, fac, are in units of the Kittel frequency.
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Figure 3.22 Simulated imaginary susceptibility computed on the descending branch of the MHL.

3.4 Summary
The static and dynamic properties of a FeCoB trilayer were used to characterize the
anisotropy in the antiferromagnetically coupled system based on critical curve formalism. While
the critical curve provides information about the anisotropy through the irreversible
magnetization reversal in each layer, the presence of a microwave excitation field requires a new
model. We have therefore presented a simulation-supported experimental characterization of the
magnetization dynamics in SAF in both static and dynamic regimes [87].
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Chapter 4: Dynamic Critical Curves in Exchange Bias Structures
In the follow sections, we discuss a type of anisotropy introduced briefly in Chapter 1.
This anisotropy, known as exchange bias or exchange anisotropy, was first reported by
Meiklejohn and Bean [23]. As described in Section 1.2.3.4 this experiment was performed on a
set of Co-CoO nanoparticles. It was shown that the most notable attribute of the exchange biased
structure is a displaced MHL.
The focus of this chapter is to measure exchange bias in a series of samples and to
determine the static and dynamic critical curves of exchange-biased systems. In the samples
under study, the antiferromagnetic layer of the structure is systematically increased across the set
of samples. It is not uncommon to read about the still-uncertain properties of the exchange bias
phenomenon [93], although it has been known and study since the famous 1956 paper.

4.1 Introduction to Exchange Bias Structures
A typical ferromagnetic material displays a symmetric major hysteresis loop (MHL)
centered at zero field as demanded by time-reversal symmetry. However, the work of
Meiklejohn and Bean showed that the MHL of slightly oxidized Co particles are distinctively
displaced [94].
In the Co-CoO system, one attributes the unique properties observed to the exchange
coupling between the spins of the ferromagnetic and antiferromagnetic materials at the interface
between them. Above the Néel temperature, TN, (about 20°C for CoO), the oxide is little affected
by the application of a strong magnetic field while the Co is magnetically saturated. The spins of
the Co in the oxide layer at the interface are forced into parallel orientation with the adjoining
spins in the ferromagnetic layer due to the positive exchange force. When the system is field72

cooled far below TN, antiferromagnetic ordering is set in the CoO layer. The spin arrangement is
seen in Figure 4.1. The magnetic moments in the CoO have chosen an axis of magnetization that
minimizes their energy of interaction with the Co moments across the interface [95].

Figure 4.1 Arrow representation of the ferromagnetic/antiferromagnetic system

Removing the magnetic field does not affect the spin arrangement. Applying a strong
field in the direction opposing the magnetization (downward, in this case) causes the spins of the
Co to reverse, causing the coupling across the interface to try to reverse the spin system in the
CoO (Figure 4.2 .

Figure 4.2 Arrow representation of the magnetization reversal in the ferromagnetic/antiferromagnetic system

As is pointed out by Cullity and Graham in Ref [12] and briefly discussed in Chapter 1,
there are evidently three requirements for exchange bias to occur. The first is field-cooling
73

through TN in order to give an easy direction to the specimen. The second is intimate contact
between the two materials, allowing the exchange interaction to occur. The last is strong
crystalline anisotropy in the antiferromagnet.
An important distinction to revisit is the fact that the exchange anisotropy is a
unidirectional anisotropy, contrary to the uniaxial anisotropy often observed in materials where
anisotropy is induced during fabrication or in materials which exhibit magnetocrystalline
anisotropy. The difference is seen in the MHL. In uniaxial anisotropic systems, the same result is
obtained when measuring the material along its easy axis in either the 0° or 180° orientation due
to the symmetry of the magnetization reversal. However, when measuring a system along a
unidirectional anisotropy, the MHL will be displaced in one direction. Measuring at 180° to the
unidirectional anisotropy will give a loop displaced in the opposite direction. Measuring
perpendicular to the unidirectional anisotropy gives a loop which is not displaced but often
elongated and nearly reversible as this axis in general is taken to coincide with the ferromagnetic
hard axis. Unidirectional anisotropy is proportional to the first power of cosine, whereas uniaxial
anisotropies are written as proportional to the cosine squared.

E  K cos

(4.1)

For convenience, exchange bias is now often studied in a layered geometry (see Figure
4.3 from Ref [93]) and has been for over 40 years [96-99]. The deposition of exchange-biased is
an important process, and the order of deposition of magnetic layers is important. When the
ferromagnetic layer is deposited first and antiferromagnetic second in a magnetic field, the
antiferromagnetic domains tend to be coupled in alignment with the direction of the
ferromagnetic layer, producing exchange bias fields as well as an enhanced coercivity [96]. The
values of the exchange bias field Heb and coercive field Hc depend on the thicknesses of the
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ferromagnet and antiferromagnet layers [97, 98, 100, 101]. Heb has been found to be inversely
proportional to the thickness of the ferromagnetic layer [94]. With increasing antiferromagnetic
thickness, Heb been shown to increase to some maximum value before levelling off [102-104].

Figure 4.3 Schematic of exchange-biased layer structure (Stoecklein 1988).

4.1.1 Applications of Exchange Bias
Exchange bias has been studied extensively both theoretically and experimentally since
the discovery of the phenomenon, particularly between the late 1980’s to early 2000’s, and has
found technological applications in magnetoresistive heads biasing and spin valve structures [25,
53, 97, 98, 100, 101, 105-110]. It is of special interest here to discuss the spin-valve device
further, as the synthetic antiferromagnet, introduced in the previous chapter, is a critical
component.
It is known that current in ferromagnetic metals is carried by spin-polarized electrons,
arising from the spin-dependent scattering of the majority and minority spin-polarized electrons,
“up” and “down”, respectively [111]. These currents are manipulated by constructing
inhomogeneous magnetic systems, such as the synthetic antiferromagnet. Systems such as these
exhibit large changes in resistance as the magnetization of neighboring layers is changed, a
phenomenon known as giant magnetoresistance (GMR) [112-117]. This effect has found
application in the form of a highly sensitive magnetic recording read head for magnetic hard disk
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drives [118]. An important concept in the engineering of devices which take advantage of GMR
is the fixing of the direction of the magnetic moment of the individual magnetic layers of a
device by exchange bias [119]. This is the design of the device known as the spin-valve.
In a spin-valve device, one magnetic layer is expected to rotate freely while the other is
pinned by an antiferromagnetic layer [120], effectively creating an exchange-biased synthetic
antiferromagnet. The flow of current through the device then is modified by the application of a
magnetic field. A schematic of the structure from Ref [119] can be seen below in Figure 4.4,
where the red layer represents the magnetic free layer, the yellow layer is the non-magnetic
spacer for antiferromagnetic coupling, the blue layer is the ferromagnetic pinned layer exchangebiased by the green antiferromagnetic layer.

Figure 4.4 Basic GMR stack consisting of a pinned ferromagnetic layer locked by exchange bias (blue) and a
ferromagnetic free layer (red).

4.1.2 Free Energy in the Exchange Biased System
This section will describe the free energy and magnetization dynamics in a real exchange
biased system, especially as applied to the study of ferromagnetic resonance. We will refer to
Figure 4.5 (adapted from Ref [24]) throughout the discussion, which is generalized from Ref
[24].
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Figure 4.5 Spherical coordinate system used to describe orientations of M, Hdc, KF, KAF, with respect to the positive
x-direction, which will be defined as the measurement direction.

In order to define the free energy, one must take into account the Zeeman energy,
uniaxial anisotropy, and exchange anisotropy [48]. Keeping notation consistent with Figure 4.5
and assuming there is no significant contribution from shape anisotropy, the energy per unit
volume is

E   M S tF H dc sin  cos    H    2 M S2t F  K S  cos 2 

(4.2)

 KU tF sin 2  cos2        H eb M S tF sin  cos    
where MS is the magnetization, tF is the ferromagnetic layer thickness, Hdc is the applied field,
Heb is the exchange bias field, θ and φ are the polar and azimuthal angles of the magnetization,
θH and φH are the polar and azimuthal angles of the field, and KS and KU are the surface and
uniaxial anisotropy coefficients. The angle α is the measurement angle, accounting for
discrepancies in sample orientation during measurements. This can be adjusted for measurement
offset after the fact. From here, α is set to zero.
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It is often taken for granted that the uniaxial and unidirectional anisotropies lie along the
same axis. It has been shown, however, that there is often a misalignment between these two
anisotropies [24, 121-123]; they may be noncollinear. The angle β represents the misalignment
angle.
Term by term, Eq 4.2 is the contributions from the Zeeman energy, shape and
perpendicular anisotropies, in-plane uniaxial anisotropy, and interfacial exchange anisotropy
[24]. From saturation, MS will lie along the direction of Hdc, and therefore θ and θH are equal.
Since the measurements are performed in the plane of the sample,    H 


2

. This implies also

that   H and that these angles represent the full magnetization and field vectors, respectively,
rather than representing projections of the vectors. Applying these conditions, the free energy is
found to be

E  M S tF H dc  KU tF cos2 H     H eb M S tF cos H

(4.3)

4.2 Critical Curves in Exchange Biased Samples
It is known that Heb as determined by through static and dynamic methods, such as the
MHL and FMR respectively, in general, will give different values [124]. This is due to the fact
that ferromagnetic resonance is a perturbative method which moves the magnetization only a
small amount during the measurement, rather than irreversibly reversing the magnetization as in
the MHL. Therefore, different magnetization processes are involved [125]. An interesting
situation occurs by employing the Tunnel Diode Oscillator (TDO) method. This is a quasi-static
method which does perturb the magnetization, but is also a magnetization reversal measurement.
In the following sections, we report on the evaluation of Heb as a function of tAF through the
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critical curve constructed by the TDO method. We also compare static and dynamic evaluations
of Heb to the quasi-static evaluation.
4.2.1 Sample Description and Initial Measurements
Our samples were prepared at Universidade Federal de Santa Maria in Brazil by Dr.
Paula Kern in the labs of Dr. Marcos Carara. This is a series of bilayer samples of Ni 81Fe19(50
nm)/Fe50Mn50(t) prepared on Si (100) substrate through magnetron sputtering in a magnetic field
of approximately 1 kOe. FeMn is commonly applied for domain stabilization and has been
studied for a long time [96, 102]. NiFe has minimum anisotropy and magnetostriction, and
therefore is a convenient magnetic material [93].
The thickness of the antiferromagnetic layer is varied across the five samples studied
such that 3 nm ≤ tAF ≤ 15 nm. The samples are named according to the thickness of the
antiferromagnetic layer. The naming convention is P“tAF(nm)”. For example, the sample tAF = 3
nm is named P03, and sample tAF = 15 nm is named P15. As is a common first step in exchange
bias evaluation, the MHL was measured as a function of angle.
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Figure 4.6 MHL as measured perpendicular (in-plane) to the exchange bias (blue) and parallel to the exchange bias
(red) for all samples.

It is obvious that sample tAF = 3nm shows no displacement of the MHL, even though an
antiferromagnetic material is coupled to a ferromagnetic under the conditions outlined
previously. This, however, is not surprising, as the onset of exchange bias in FeMn bilayer
systems occurs around tAF = 5 nm [24, 95, 105]. The variation in the exchange bias field, Heb,
with angle is seen below in Figure 4.7 and is shown along with the variation in coercivity. The
coercivity is obtained by taking the absolute value half-difference of the coercive fields of the
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MHL

HC ,L  HC ,R
2

, while the exchange bias field, Heb, is evaluated through

H C ,L  HC ,R
2

.

Following this formula, no exchange bias was observed in sample P03, as expected.

Figure 4.7 Variation of coercivity (black) and exchange bias (red) as a function of angle

The disturbances in the otherwise sinusoidal variation of Heb vs φ become less extreme as
the antiferromagnetic layer is increased. The imperfect sinusoidal behavior as well as the angular
variation of coercivity is consistent with the findings of Ambrose et al.in Ref [94] and Xi et al. in
Ref [102]. Figure 3 from Ref [94] and Figure 6 from Ref [102] are shown below in Figure 4.8 for
comparison. In our samples, as antiferromagnetic layer thickness is increased, the graphs take on
similar shape to Figure 4.8 left (a) and (b). In the figure above, 90° is defined by the orientation
which shows zero exchange bias.
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Figure 4.8 left: (Ambrose, 1997) Angular dependence of (a) exchange bias and (b) coercivity for NiFe(30
nm)/CoO(10 nm) system, and (c) coercivity for a single layer of NiFe. right: (Xi, 2000) Coercivity and Heb for
NiFe(25 nm)/CrMnPt9(t), with t decreasing from (a) to (c).

Further, cavity FMR with angular variation was measured at 9.8 GHz for all samples.
Figure 4.9 shows selected FMR curves for sample P09. The resonance field is defined as the xvalue of the inflection point of the Lorentzian derivative. The y-axis is the derivative of
absorption reported here in arbitrary units. The hard axis is defined as   90o .
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Figure 4.9 X-band FMR for sample P09.

After plotting the absorption derivatives, the resonance field Hr or HRes can be determined
by picking the inflection point. Plotting these as a function of angle in all samples, we find the
angular variation of X-band FMR as shown in Figure 4.10. We now revisit Ref [24] for detailed
analysis of these graphs. The resonance condition is [126]
2

 
2
    H r  4 M eff  H K cos  H     H eb cos  H 
 
  H r  H K cos 2  H     H eb cos  H 

(4.4)

Hr and HK are the resonance field and uniaxial anisotropy of the ferromagnet, ω is the angular
FMR frequency, and γ is the gyromagnetic ratio. The quantity 4 M eff is the effective
demagnetization field and is equivalent to 4 M S  2K S / M S tF . As the surface anisotropy KS can
be large for thin films (small tF) [127], we may assume that H r

H eb , H K << H r , and the equation can be solved for Hr to find
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4 M eff . Additionally,

2

 
1
 H eb cos  H  H K cos 2  H   
Hr ≈  
   4 M eff

(4.5)

Note that the first term in this equation is independent of angle and therefore does not contribute
to the anisotropy [128, 129], and the equation above is used to fit data in Figure 4.10. From the
fitting, we may extract the values of Heb and β.

Figure 4.10 Angular variation of x-band FMR for all samples. The red line is the fit indicated in Eq 4.5 above.

Heb can also be very simply extracted from this type of data, by taking half of the
difference in resonance fields at 0° and 180°. As mentioned previously, there is often a
discrepancy between exchange bias evaluated through different techniques. As we have
calculated the value of Heb through both methods, we can compare and find a difference as high
as 22.8%. The comparison is shown below in Table 4.1, along with the angle of misalignment β,
as determined only from the above fitting.
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Sample
P03
P06
P09
P12
P15

Heb, X-band FMR
0
4.26
15.4
16.9
16.9

Heb, MHL
0
4.65
18.9
21.9
19.4

β
-5.26±0.37
0.65±0.4
1.25±0.99
0.30±0.36

Table 4.1 Comparison of Heb as evaluated through the MHL and X-band FMR spectra, with β included

This analysis indicates that sample P06 has the largest β while the smallest is found in
sample P15. Note that P06 is the first sample in which exchange bias has appeared. The angle of
misalignment may be explained more easily by referencing Figure 4.11, adapted from Ref [122].
The antiferromagnetic material (AFM) and ferromagnetic (FM) are shown, and emphasis is put
on the imperfection of the interface, causing spin frustration when cooled below the Néel
temperature TN. Simulations by the authors successfully modelled the noncollinearity of the
anisotropies in the exchange-biased system by applying random surface imperfections [122]. The
assumption of existence of imperfections is reasonable, due to factors such as lattice mismatch,
grain boundaries, surface roughness, etc. [24].

Figure 4.11 Model of the ferromagnetic (FM)/antiferromagnetic (AFM) interface (a) above the Néel temperature TN
of the antiferromagnet, and (b) below TN (Jiménez, 2009)

We also relate the FMR measurements to the hysteretic measurements of exchange bias
presented in Figure 4.7. The most symmetric case is seen in sample P15, the sample which is
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indicated in Table 4.1 to have the smallest β, while the most obvious symmetry breaking occurs
in P06, indicated by FMR to have the largest β. The occurrence of high misalignment at the onset
of exchange bias which decreases with increasing tAF indicates that smaller antiferromagnetic
anisotropies affect the alignment with the ferromagnetic anisotropy axis.
4.2.2 Critical Switching Curves
These samples were also studied through susceptibility (χ) measurements using the
Tunnel Diode Oscillator (TDO), similar to the synthetic antiferromagnet sample of the last
chapter. The critical curve (CC) for a perfect Stoner-Wohlfarth (SW) particle influenced by
exchange bias should be displaced from the origin by an amount equal to Heb and in the direction
of Heb along the exchange anisotropy axis.
The TDO circuit was exactly the same as used in the previous chapter. In this experiment,
rather than using a double Helmholtz coil, an electromagnet on a rotation stage with goniometer
was used to supply the magnetic field. The field step and angle step were 3 Oe and 3°,
respectively. The field sweep was approximately ±80 Oe, as this is above the saturation point for
all samples (see Figure 4.6). An example of the measurement of χ for sample P12 is shown in
Figure 4.12 compared to the MHL for the dc field along 0°. As before, 0° is defined as the
measurement perpendicular to the symmetric loop (90°).
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Figure 4.12 Normalized MHL (top) and susceptibility (bottom) along 0° for sample P12 for fields increasing (white
circles) and fields decreasing (dark circles).

The descending branch of the MHL and corresponding susceptibility curve are shown
with black circles while the ascending curves are white circles. A single peak is observed in the
susceptibility signal, and it is this curve which is used to plot the CC point. The asymmetry
across zero is a clear indicator of exchange bias, and the susceptibility hysteresis closely matches
that of the MHL. Therefore, the CC is a useful characterization tool for determining Heb.
An example of CC construction is shown below in Figure 4.13 for sample P03. As
expected, the CC for this sample is symmetric, due to the fact that no exchange bias is present to
shift the curve. Selected scans are shown as well to indicate the origin of points on the curve.
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Figure 4.13 Critical curve of P03 (center) with selected susceptibility measurements shown

Contrasting with the CC of the SAF from the previous chapter, this sample shows a
single curve, rather than an inner and outer envelope. This is exactly expected, as this sample is a
single ferromagnetic layer rather than two coupled layers. The curve in Figure 4.13 is more
representative of a typical ferromagnetic CC in a sample with uniaxial anisotropy [47]. Figure
4.14 gives a further look at the hard axis behavior of sample P03.
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Figure 4.14 Hard axis characterization of P03 through descending MHL (top) and susceptibility (bottom)

The descending branch of the MHL for φ = 90° is seen in Figure 4.14 (top) with
corresponding susceptibility curve below. Note the characteristic double peak, typical along the
hard axis, in the susceptibility signal. As indicated in the figure, these symmetric peaks
correspond to anisotropy field.
The other samples in this series are affected by exchange bias, and are therefore shifted
by the exchange bias vector. Depending on the orientation of the dc field to the Heb vector, the
displacement may be either left or right.
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Figure 4.15 Critical curves for sample P09 showing displaced loop measured both parallel and antiparallel to the
exchange bias vector

The left and right displacement for sample P09 can be seen in Figure 4.15. Note that,
contrary to sample P03, the curve spirals back toward the origin, although the astroid shape is
nearly retained approximately between the angles -30° and 30° (and 150° and 210°). In general,
this is the region of interest [48], and from here the curves will only be displayed showing this
region.
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Figure 4.16 Theoretical astroid for the SW particle (left) shown with MHL (right – top) and susceptibility curve
(right – bottom) at the selected angle.

As long as the susceptibility signal measured for increasing fields is different than that of
decreasing fields, the peaks provide the correct critical curve, which, for the theoretical SW
particle influenced by an exchange bias field collinear with the easy axis, is the displaced astroid
of Figure 4.16. For the nearly reversible behaviors in the susceptibility signal, i.e. when
increasing fields and decreasing fields show approximately the same peak, these false “tails” will
appear for the displaced curve. Additionally, as the exchange bias is symmetric along its axis, it
is only necessary to show one displaced curve.
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Figure 4.17 Critical curves for samples P06, P09, P12, and P15. Black vectors indicate the displacement

Figure 4.17 shows the four exchange-biased samples in this series. Black arrows indicate
the displacement vector Heb. As indicated in Figure 4.12, the susceptibility measurements for the
CC are consistent with the MHL measurements, and therefore Heb as evaluated through the
quasi-static method is consistent with the static method. As observed in the above figure, the
astroid shape is best retained in the samples which have thicker antiferromagnetic layers. In
sample P06, which is at the onset of exchange bias, the CC is deformed from the theoretical SW
model. This correlates with the fact that exchange bias as a function of angle for sample P06 (see
Figure 4.7) showed the least symmetry of all samples. Additionally, the comparison in the
angular variation of Hc and the CC are shown in Figure 4.18 for samples P06 and P09.
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Figure 4.18 Comparison of Hc (blue) and CC (black) for samples P06 (left) and P09 (right)

Figure 4.19 below shows a summary of the data obtained in the last few subsections. For
the first time, we have shown the evolution of the CC as tAF is increased. The exchange bias in
the quasi-static method of the TDO coincides with the static measurement of the MHL. Thus, the
mechanism of magnetization reversal consistently gives a value for Heb across the two different
types of measurements.

Figure 4.19 Comparison of Heb obtained through the three different proposed methods of MHL (open circles), TDO
(open triangles), and X-band FMR (blue circles), as well as the angle of misalignment β from the FMR fit.
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4.2.3 Dynamic Critical Curves
The series was further studied through the use of the dynamic critical curve (dCC), which
was introduced in Sec 3.2.3. The same protocol was applied here to our exchange-biased systems
using the custom-built probe station. Measurements were made in Configurations 1 and 2 (see
Figure 3.14 and Figure 3.19) [87] for all samples for FMR frequencies of 2, 3, 4, and 5 GHz.

Figure 4.20 dCC for P09 at 2GHz showing negative displacement, applied dc field, and microwave magnetic field.
insets: Configuration 1 (top) and Configuration 2 (bottom) with corresponding colors for microwave absorption. The
exchange bias axis is represented by a blue dashed line in each Configuration.

An example of the dCC for P09 at 2 GHz is shown in Figure 4.20. The direction of hac is
held constant in a direction approximately perpendicular to the exchange bias while an example
of Hdc is indicated with related angle θ as measured from the positive displacement axis. As
before, the darkest colors correspond to highest absorption (or lowest transmission), with red
representing FMR in Configuration 1 and purple representing Configuration 2.
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As expected from the previous sections, the sample P03 did not have a displaced curve.
The reason behind this was explained in Sec 4.2.1. Examples of the dCC for P03 can be seen in
Figure 4.21.

Figure 4.21 CC and dCCs for FMR frequencies 2, 3, and 4 GHz for P03

All other samples show a curve displaced by the exchange bias vector, as one would
expect from the static and X-band measurements of previous sections. The value Heb can be
determined by measuring the displacement from the origin. To be precise, this value is calculated
by selecting the point of maximum absorption along the exchange bias axis and applying the
equation
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H eb 

H r1  H r 2
2

(4.6)

where Hr1 and Hr2 represent the two resonances observed in a spectrum, one corresponding to the
positive magnetization state and the other to the negative magnetization state, which, in the case
of exchange bias, are not symmetric. An example of these resonances is seen in Figure 4.22 for
sample P15 measured along the exchange bias axis at 3 GHz.

Figure 4.22 FMR spectrum for sample P15 for f = 3 GHz measured with Hdc ramped from positive to negative
saturation along the exchange bias axis

From the figure, the two resonances are apparent, and the values can be plugged into Eq
4.6. Note that this evaluation is exactly equivalent to that seen in Figure 4.10, but in that case a
difference is used rather than a sum because FMR is not evaluated in those measurements for a
full spectra, but rather for positive fields only. For that reason, 0° and 180° must be treated using
different signs. The exchange bias value was determined at all measured frequencies for all
samples in this way.
We point out again that displacement may occur in either direction, depending on the
orientation of the applied magnetic field with the exchange bias. Examples of displacement in
each direction for P15 are shown below on the right side of Figure 4.23.
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Figure 4.23 left: CC for sample P15. inset: MHL. right: dCC at all measured frequencies with both displacements
shown. The value of measured exchange bias is indicated for each figure.

Figure 4.23 shows the comparison of the static CC and dCC, as well as the exchange bias
evaluated through the static and dynamic measurements. As previously explained, the values
should differ between the two different types of measurements. Another factor is the difficulty in
aligning fields perfectly with the exchange bias axis. For the dCC, the angular increment was 5°,
so it is reasonable to assume that, even though care was taken to set the measurement angle α
equal to ϕ, perfect precision was nearly impossible.
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To highlight the differences from one sample to another, Figure 4.24 compares the
measurement of all samples at f = 3 GHz. As expected from the static measurements, little
difference is observed between samples P09, P12, and P15.

Figure 4.24 dCC at 3 GHz for all exchange-biased samples

To conclude this section, the value of Heb as determined through all dCCs is compared
below in Figure 4.25. The distinctions between the static and dynamic case is apparent, with
TDO measurements again following the MHL.

Figure 4.25 Heb as determined for all exchange biased samples and FMR frequencies of the dCC, compared to the
value determined by TDO and MHL

98

4.3 Summary
In this chapter, we have demonstrated the ability to apply our new characterization
technique, the dCC, to the exchange bias system. While the dCC proved to be an effective
mechanism in determining Heb, we feel that the more interesting result is the evolution of the CC
as antiferromagnetic layer thickness is changed.
We have also drawn a direct comparison between the evaluations of Heb through three
different methods. While comparisons between the MHL and FMR are known to give differing
values, the quasi-static method of the TDO characterization had yet to be compared. From our
analysis, it is clear that the TDO method gives values more closely resembling the static regime
evaluation, with Heb,TDO differing from Heb,MHL by less than 3% in most cases and differing on
average by 3.6% across the five samples. Heb,TDO differs from Heb,dCC by up to 11.4% and on
average by 8.4%. Compared to X-band FMR, Heb,TDO differs by 11.6% on average.
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Chapter 5: Low Temperature Measurements of Exchange Bias in
Multilayer Thin Films
This chapter introduces a phenomenon discovered more than half a century ago in rare
earth (RE)-doped iron garnets. The same model, which has been adapted and applied to
exchange bias, is applied here to multilayered ferromagnetic/antiferromagnetic spin-coupled
samples.

5.1 Introduction to the Slow Relaxer Model
In 1962, Teale and Tweedale of Mullard Research labs reported on the microwave
absorption of Yb-doped iron garnets, which had been shown to have a peak in resonance
linewidth (ΔH) as a function of temperature [130]. Their work suggested that this peak could be
explained by the relaxation of the Yb ion. Another observation was that, in measuring over a
wide temperature range, the magnetocrystalline anisotropy as measured through the dynamic
measurement of microwave absorption differed from that measured through an essentially static
measurement over the same temperature range. The same phenomenon was observed for Erdoped FeO, Yb-doped YIG, EuIG, and YFeInO through the period of 1959 to 1965 [131-135].
An example of ΔH as a function of temperature is seen in Figure 5.1 [132].
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Figure 5.1 Example of ΔH variation with temperature for FeO doped with Yb and Er (Clarke 1963)

Teale and Tweedale explained this phenomenon on the basis of the population of the
energy doublet of the rare-earth material. After a disturbance, the population of the energy
doublet levels reaches thermal equilibrium at some time τ. At low temperatures, τ is long enough
that during the precession of the magnetization in a magnetic field, the population is nearly
constant. However, in a static experiment at the same low temperature, the magnetization rotates
so slow that the thermal equilibrium is not disturbed but rather remains constant throughout the
rotation. Therefore, the effective magnetocrystalline anisotropy is different depending on if it is
measured through static or perturbative measurements.
A theory was derived by Teale and Tweedale [130] and Van Vleck and Orback [136]
based on the earlier work of Clogston [137] and Galt [138] describing the slow relaxation
process by rare-earth impurities. These works showed that ΔH takes the form
H 

C 
T 1   2
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(5.1)

where ω is the frequency, τ is the relaxation time, T is the temperature, and C is some constant. A
shift, SD, in the resonance field at some frequency ω due to the breaking of thermal equilibrium,
is defined by
SD 

C ( ) 2
2T 1   2

(5.2)

The quantity SD was referred to by Clarke et al. [131] as the dynamic shift and was shown
to be a function of the difference between the resonance field and the anisotropy field in the
absence of relaxation effects. Therefore, the material must be measured in both static and
dynamic environments in order to calculate SD. Additionally, a form of relaxation time can be
derived by dividing equation (5.2) by (5.1).

2 SD
H

 

(5.3)

As shown in Ref [131], a fit to the experimental data of Eq 5.3 can be made using a
relaxation behavior of the form

   0 tanh



(5.4)

kT

which is taken from Orbach’s spin-lattice relaxation time [139, 140]. The value δ is related to the
doublet splitting.
Interestingly, similar phenomena have been observed in exchange biased systems. In the
next section, a brief survey of these types of studies can be found.
5.1.1 History of Exchange Bias Measurements under the Slow Relaxer Model
In 1998, Lubitz et al. observed a peak in FMR ΔH for NiO/NiFe bilayers as temperature
decreased [141]. In 2000, McMichael et al. observed similar behavior in CoO-biased bilayers as
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seen in Figure 5.2 [142]. These works were supported again by Lubitz et al. for NiFe bilayers
with several different biasing layers [143].

Figure 5.2 FMR ΔH as a function of temperature in CoO-biased films (McMichael 2000).

These groups identified antiferromagnetic grains as the slow relaxation mechanism in
these FM/AFM systems. Two other group, Dubowik et al. [144] and Gloanec et al. [145, 146]
have done similar experiments with bilayers, but these groups both came to the conclusion that
paramagnetic ions present due to imperfections at the FM/AF boundaries are the slow relaxing
mechanism rather than antiferromagnetic grains. This theory is more consistent with the original
theory of relaxation in doped garnets. A fitting shown by Gloanec et al. [145], who also observed
an FMR field shift, is consistent with the work of Clarke et al. [131]. These works were limited
in that all experiments used bilayer samples and many focused only on a single FMR frequency.
The study by Dubowik was also limited to temperatures above 78 K. A logical extension of these
works would be a broadband investigation on a family of samples which includes static and
dynamic measurements at liquid helium temperatures. This type of study was performed on
multilayered samples and is presented in the following sections.
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5.2 Sample Description
The multilayer samples were deposited on Si substrates with 50 nm of SiO2 at room
temperature using dc-triode sputtering with a base pressure of 3 109 Torr. Each sample has
composition [NiFe (t nm)/IrMn (20 nm)]  n(t ) , where t is the thickness of the ferromagnetic
layer which is varied across layers and n is the number of repetitions. It should be noted that n is
a function of ferromagnetic layer thickness and is adjusted to keep the full thickness constant
across samples. Each sample has 10 nm Ti both as seed and capping layer. A field of 250 Oe was
applied during deposition process to induce an anisotropy axis and to set the bias. The three
samples are named S1, S2, and S3, and specific information can be seen in Table 5.1 [147]. A
schematic of the samples is shown in Figure 5.3.
Sample

NiFe

IrMn

t (nm)

t (nm)

Repetition number n

Full thickness (nm)

S1

20

20

10

400

S2

60

20

5

400

S3

80

20

4

400

Table 5.1 Structural information for samples S1, S2, and S3.

5.3 Low Temperature Measurements
For all samples, the MHL was measured along the exchange bias axis using a Quantum
Design Magnetic Properties Measurement System (MPMS) XL SQUID. SQUID magnetometry
is an extremely sensitive device which monitors very small changes in magnetic flux and
therefore can detect the magnetic properties of the sample. Using this system, the samples were
measured in the temperature range 300 K to 2 K.
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Figure 5.3 Example of NiFe/IrMn multilayer thin film structure with n = 5

In the high frequency regime, resonant absorption was measured using NanOsc
CryoFMR integrated with the Quantum Design PPMS, discussed in Chapter 2. FMR was
measured in the frequency range 3 to 16 GHz at temperatures 300 K to 2 K in 25 K increments.
The sample was placed on the CPW with microwave magnetic field (hac) perpendicular to the
exchange bias axis while the dc field of the PPMS (Hdc) was directed along the exchange bias
(see Figure 5.4 ). Hdc was ramped from 3000 Oe to -3000 Oe while probing the transmission
coefficient.

Figure 5.4 Sample on CPW with magnetic fields and anisotropy axis shown
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5.4 Evaluation of Exchange Bias at Different Temperatures and Frequencies
It is worth noting that evaluating the exchange bias (Heb) through the two different
methods may yield values consistent with each other at temperatures close to 300 K, but as the
temperature drops, the two values diverge largely. This will be clearer in the following sections.
5.4.1 Temperature Dependence of Exchange Bias in the Static Regime
Heb is evaluated through the MHL recorded in through SQUID magnetometry. By the
typical method, Heb is determined by the shift in the MHL away from the origin. The exact value
is determined by taking half of the sum of the coercive fields. Examples of the shifted hysteresis
loop are seen in Figure 5.5.

Figure 5.5 MHLs at selected temperatures for (a) S1, (b), S2, and (c) S3.

Heb in the static regime is found to increase as the temperature in decreased. This is
expected behavior. It has been shown that the shift in the MHL decreases with increasing
temperature, and that the shift is dependent on the AF grain size. Additionally, the AF grain size
is shown to be constant for a given film thickness [148]. As seen in Table 5.1, the AF film
thickness is consistent across all our samples, and therefore, Heb has the same type of
temperature dependence in all samples. This temperature dependence is seen in Figure 5.6.
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Figure 5.6 Temperature dependence of Heb from the MHL

5.4.2 Temperature Dependence of Exchange Bias in the Dynamic Regime
From the dynamic measurements, Heb can be evaluated at every measured FMR
frequency by taking half of the sum of the resonance fields, Hr, for fields parallel to the exchange
bias axis and antiparallel to the exchange bias axis. An example is shown in Figure 5.7 .

Figure 5.7 FMR spectra for sample S1 at 16 GHz and 300 K (black open circles) and fit using an asymmetric
Lorentzian derivative (red solid line)
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Two notable phenomena are seen in the analysis of the FMR data. The first is that the
linewidth increases as temperature decreases and comes to a noticeable peak below 100 K before
decreasing. This is a similar occurrence to that of the original slow relaxer experiments of the
1950’s and 60’s and has been observed by others in exchange bias [141-143]. The linewidth
(Figure 5.8) appears to have the same form as Eq 5.1. This feature is a notable signature of the
slow relaxer mechanism and is explained as an anisotropic exchange field between the
ferromagnet and the impurities [136].

Figure 5.8 ΔH as a function of temperature for (a) S1 at 0°, (b) S1 at 180°, (c) S2 at 0°, and (d) S3 at 180°

The second is that Heb decreases below 250 K as temperature is decreased. This leads to
an obvious disagreement in the value of Heb determined through the two different methods. This
feature has also been observed in bilayers [145, 146] and is explained in much more detail in the
following section.
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5.4.3 Comparison and Discussion
The disagreement between the values of Heb,static and Heb,dynamic can be attributed to an
anisotropic field shift in the FMR data, which accounts for the decreasing trend in the value of
Heb,dynamic. As seen in Figure 5.9 , the difference in Hr for positive field values (  H R ) for two
different temperatures is not equal to the difference for negative field values (  H R ). As these
two fields are critical for determination of Heb, this accounts for an unexpected Heb when
comparing to the static determination. This shift can be explained by some AF grains forgetting
the initial conditions after undergoing irreversible transitions [145]. This was applied to
exchange bias [124, 149] after being predicted by Néel [34].

Figure 5.9 Anisotropic resonance field shift for S1 at 200 K compared to 75 K

We now define our dynamic shift SD [recall Eq 5.2(5.2)] as

SD (,T ) E  H eb  0,T   H eb ,T 
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(5.5)

where Heb(ω,T) is the exchange bias from FMR and Heb(0,T) is from the MHL where the
excitation frequency in zero. Figure 5.10 shows the comparison of Heb through static and
dynamic measurements for all samples. The dynamic shift as defined in Eq 5.5 is shown as well.

Figure 5.10 Exchange bias through the MHL (blue triangles) and FMR (black/red symbols) for (a) S1, (b) S2, and
(c) S3 as a function of temperature. The difference between the two curves is the dynamic shift.

Now that SD and ΔH are defined, we can follow Eqs 5.5 and 5.3 to find a relation between
the ratio of SD and ΔH and the relation time τ. This relationship is shown graphically in Figure
5.11.
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Figure 5.11 Temperature dependence of ωτ defined in Eq. (5.3) for (a) S1 at 14 GHz, (b) S1 at 12 GHz, (c) S2 at 6
GHz and (d) S3 at 6 GHz for positive (red squares) and negative (blue circles) FMR fields. Solid, dotted, and dashed
lines refer to different fits.

The dashed black line in Figure 5.11 is a fit using Eq 5.4 and is taken from Orbach’s
derivation of spin-lattice relaxation time [139, 140] and is consistent with previous studies for
bilayers [145, 146]. This fit corresponds to the theory that paramagnetic ions at the interface are
the slow-relaxing mechanism. Figure 5.11(b) has examples of other fits which corresponds to
relaxation behaviors predicted by others [141-144]. The dotted red line is a fitting of the form
predicted by the Néel relaxation theory [34]. This would correspond to slow relaxation by
antiferromagnetic grains, which was proposed by McMichael et al. and Lubitz et al. The solid
red line is the relaxation behavior proposed by Dubowik et al., although this experiment was not
performed for the full temperature range.
It is clear that the signatures of the slow relaxer model (Figure 5.8 and Figure 5.10) are
most obviously present in sample S1. The subtle differences in the shape of the curves across the
three samples in Figure 5.11 can be expected since ωτ is dependent on ΔH, which becomes
flatter as the number of layers is decreased. The fact that the fit is still imperfect may be
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attributed to difficulties in obtaining an accurate value for ΔH since the FMR spectra for these
samples was somewhat asymmetric (see Figure 5.9 for example).

5.5 Summary
The work presented here gives support to one of the current theories of the slow relaxer
mechanism, and is the first of its kind performed on multilayer samples. Additionally, it is the
first study of this type using a family of samples for easy comparison of different properties.
Another advantage of these experiments is the wide range of FMR frequencies probed, whereas
others have been limited to a smaller number of frequencies, with many using only an X-band
frequency between 9 and 10 GHz. This, combined with measurements done in the full range of
temperatures from room temperature to below that of liquid helium, gives a more thorough
study. The characteristics of the slow relaxer mechanism, namely, ΔH broadening and peak
below 100 K, as well as an anisotropic shift in FMR spectra, are most apparent in the sample
with most layer repetitions and therefore the highest number of surface boundaries [150].

112

Chapter 6: Conclusions
The exploration of magnetization dynamics is critical to device design and application.
Due to restraints of different devices, the materials of interest are usually thin films, including
multilayered thin films, in which magnetization changes occur in the film plane. For this reason,
controlling two-dimensional switching and characterization of the magnetic properties in the film
plane is crucial to future application as well as fundamental understanding.
In the first chapter, we presented the background necessary to proceed, leading up to the
development of the Stoner-Wohlfarth model. In the following chapter, the technique of
constructing the critical curve, the experimental compliment to the theoretical Stoner-Wohlfarth
astroid, from susceptibility measurements in the sample plane was detailed. In general, the inplane switching can fully be described by the critical curve, as the curve is a polar map of the
fields at which irreversible magnetization reversal occurs. It can then be thought of as a
switching map or fingerprint of the switching properties of the sample under study.
Using this concept, we characterized our first magnetically coupled system, the synthetic
antiferromagnet (SAF), pointing out the unique shape of the critical curve. We then extended this
to the regime of ferromagnetic resonance (FMR), introduced in Chapter 2. To construct a polar
map of FMR fields under critical curve formalism required a new experimental setup to probe
FMR fields in an angular-dependent fashion using a Vector Network Analyzer capable of
measuring resonant absorption of electromagnetic energy by tracking transmission of the
electromagnetic wave. Using this concept of the dynamic critical curve (dCC), it was discovered
that at low enough frequency, the dCC moved completely inside of the critical curve, with no
symmetric components on the outsides of the critical curve branches, which should normally
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occur in ferromagnetic systems. This implied that there is an energy for which resonant
absorption only occurs in the state in which the magnetizations of the SAF layers are antiparallel.
Naturally, we wished to extend this study to a different type of system. We applied these
concepts to a series of exchange-biased samples with differing thicknesses of the
antiferromagnetic layer (tAF). In the end, the dCC did not show any unexpected behaviors, while
the critical curve clearly evolved as a function of tAF.
The experimental works concluded with a low-temperature study of exchange-biased
multilayers. The properties of these samples were explored in the static and dynamic regimes as
before, but with different measurement protocols. These samples were not subject to angulardependent studies, but rather temperature was used as the variable parameter. The vast
divergences in the evaluations of exchange bias as a function of temperature were explained
under the slow-relaxer model.
A major focus of this experimental work was on the development and improvement of
the new probe station for measuring the dCC. This experimental setup was improved over the
years first by using vibration isolators and secondly by relocating the entire setup to a new lab
with a large optical table in order to improve the signal to noise ratio.
With the understanding that magnetization switching is critical to device performance, all
efforts of characterizing the switching properties of magnetic nanostructures can be justified.
This work has sought to explore, understand, and report the features of the critical curve and
dCC for magnetically coupled thin film systems.
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