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We take a graph theoretic approach to the problem of ﬁnding
generators for those prime ideals of Oq(Mm,n(K)) which are
invariant under the torus action (K∗)m+n . Launois (2004) [15]
has shown that the generators consist of certain quantum minors
of the matrix of canonical generators of Oq(Mm,n(K)) and in
Launois (2004) [14] gives an algorithm to ﬁnd them. In this paper
we modify a classic result of Lindström (1973) [17] and Gessel
and Viennot (1985) [6] to show that a quantum minor is in the
generating set for a particular ideal if and only if we can ﬁnd
a particular set of vertex-disjoint directed paths in an associated
directed graph.
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1. Introduction
Let K be a ﬁeld of characteristic zero. Let A = Oq(Mm,n(K)) be the quantized coordinate ring of
m× n matrices over K (informally referred to as the algebra of m× n quantum matrices).
Recent attention has focused on understanding the prime spectrum of A. Goodearl and Letzter
[11] have developed a powerful stratiﬁcation theory that allows one to restrict attention to those
prime ideals that are held stable under the action of an algebraic torus H = (K∗)m+n . Call the set of
such ideals H-spec(A).
Cauchon [3] applied his deleting derivations algorithm to A and obtained a bijection between
H-spec(A) and a set of combinatorial objects which have come to be called Cauchon diagrams. The
notion of a Cauchon diagram has recently been extended by Mériaux [18] to other classes of quantum
algebras, however, in the context of m×n quantum matrices, a Cauchon diagram consists of an m×n
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grid of squares, each square coloured black or white so that for any black square, either every square
above it or every square to its left is also black. An example appears in Fig. 1.
Launois [15] further developed these ideas and was able to prove a conjecture of Goodearl and
Lenagan [10] that the ideals of H-spec(A) are generated by quantum minors of the canonical matrix
XA of generators of A (see Deﬁnition 2.2). Furthermore, Launois [14] gave an algorithm that explicitly
determines the quantum minors in question. The ﬁrst step of this algorithm is to calculate a certain
matrix T with entries in a McConnell–Pettit algebra. The next step is to determine the vanishing
minors of this matrix.
The main contribution of this paper is Theorem 5.6 which essentially states that Launois’ algorithm
is equivalent to ﬁnding certain sets of disjoint paths in a Cauchon diagram. Roughly speaking, we
show that a k × k submatrix of T has non-vanishing quantum determinant if and only if we can ﬁnd
a corresponding set of k disjoint paths in the Cauchon diagram. For example, Fig. 1 gives an example
of a 4× 5 Cauchon diagram with two paths drawn over top; the existence of these paths implies that
the quantum minor of T indexed by {1,2} × {1,2} is non-zero, so that the corresponding quantum
minor of XA does not belong to the H-prime ideal associated to this Cauchon diagram. This method
was inspired by an old result of Lindström [17] (often attributed to Gessel and Viennot [6]). We will
call this result Lindström’s Lemma (see [1] for an excellent exposition). A major component of our
work (Theorem 4.4) is the proof of a q-analogue of a special case of Lindström’s Lemma.
Cauchon diagrams essentially appeared independently in the work of Postnikov [19] on totally
nonnegative Grassmannians where they are there called L-diagrams (also sometimes written as Le-
diagrams). His work implies a correspondence between Cauchon diagrams and the collection of totally
nonnegative matrices over R (that is, matrices all of whose minors are nonnegative). The connection
between Postnikov’s work and the ideal structure of A has recently been developed by Goodearl,
Launois and Lenagan [7,8]. In view of this and the results of this paper, it is perhaps not surprising
that Talaska [20] has independently been able to give an explicit description of the correspondence
between Postnikov’s L-diagram and totally-nonnegative-matrices using the classic version of Lind-
ström’s Lemma.
Finally, we note that by a result of Launois [16] (see also [7,8]), the poset structure of H-spec(A)
is order-isomorphic to a subset of (n+m)-permutations ordered with the Bruhat order. Yakimov [22]
has recently developed an alternate approach to determine generators for H-primes based on such
permutations. These sets also consist of quantum minors but, in contrast to our method, do not
necessarily include every quantum minor in the given H-prime.
2. Background
2.1. Basic deﬁnitions
In this section we give the deﬁnitions which are of relevance to us and outline some of the basic
past results in this area of study.
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• If n is a positive integer, then [n] := {1,2, . . . ,n}.
• As we will be working in a noncommutative algebra, we clarify that the standard product notation
of a set of elements, say
∏n
i=1 zi is the ordered product, from left to right of the zi , i.e.,
n∏
i=1
zi = z1z2 · · · zn.
• If σ is a permutation acting on a ﬁnite set of integers X , then the length (σ ) denotes the total
number of pairs i, j ∈ X such that i < j and σ(i) > σ( j). Such a pair is called an inversion.
• If M is an m × n matrix with I ⊆ [m] and J ⊆ [n], denote by M[I, J ] the submatrix of M whose
rows are indexed by I and columns indexed by J .
• The quantum determinant, or q-determinant of a k × k matrix M with respect to q ∈ K is the
quantity
detq(M) :=
∑
σ∈Sk
(−q)l(σ )
k∏
i=1
M
[
i,σ (i)
]
.
• We will use the standard partial ordering on pairs of integers by setting (i, j) (s, t) if and only
if i  s and j  t .
• We also totally order the set ([m] × [n]) ∪ (m,n + 1) by setting (i, j)  (s, t) if and only if either
i < s or i = s and j  t . This is called the lexicographic ordering.
• Let (i, j) ∈ ([m] × [n]) ∪ (m,n + 1). If (i, j) = (1,1), we denote by (i, j)− the greatest element
less than (i, j) in the lexicographic ordering. If (i, j) = (m,n + 1), we denote by (i, j)+ the least
element which is greater than (i, j) in this ordering.
We assume the reader is familiar with the elementary deﬁnitions of graphs and directed graphs
but we refer the uninitiated reader to Wilson [21] for these details.
The algebraic structure of interest to us is deﬁned as follows.
Deﬁnition 2.2. Fix q ∈ K∗ and two positive integers m and n. The K-algebra A = Oq(Mm,n(K)) is
the quantized coordinate ring of m × n matrices over K (informally referred to as “m × n quantum
matrices”). In other words, A is the K-algebra generated by the mn indeterminants xi, j (the canonical
generators) which satisfy the following relations. Consider the m×n matrix XA where XA[i, j] = xi, j .
If m 2 and n 2, then for any 2× 2 submatrix [ a b
c d
]
of XA , the following hold:
1. ab = qba and cd = qdc,
2. ac = q ca and bd = qdb,
3. bc = cb,
4. ad − da = (q − q−1)bc.
If m = 1, then for j > k, we set x1, j x1,k = qx1,kx1, j . If n = 1, then for i > , we set xi,1x,1 = qx,1xi,1.
Remark 2.3. In this work we always ﬁx q ∈ K∗ to be transcendental over Q.
It is known that A can be presented as an iterated Ore extension and hence is a Noetherian
domain. Furthermore, A is a domain of ﬁnite GK dimension. We may therefore conclude by Proposi-
tion 4.13 in [13] the existence of the quotient division algebra Frac(A). Finally, since we have assumed
that q is, in particular, not a root of unity, every prime ideal is completely prime (see [9]). Denote by
spec(A) the set of prime ideals in A. We equip spec(A) with the Zariski topology.
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following algebra B.
Deﬁnition 2.4. For positive integers m and n, the K-algebra A′ is the m×n quantum aﬃne space. It is
the algebra generated by 〈ti, j | (i, j) ∈ [m] × [n]〉 where commutation amongst the canonical generators
ti, j is deﬁned as follows. Consider the m×n matrix TA′ with TA′ [i, j] = ti, j . If m 2 and n 2, then
for any 2× 2 submatrix [ a b
c d
]
of TA′ , the following hold:
1. ab = qba and cd = qdc,
2. ac = q ca and bd = qdb,
3. bc = cb,
4. ad = da.
If m = 1, then for j > k, we set t1, jt1,k = qt1,kt1, j . If n = 1, then for i > , we set ti,1t,1 = qt,1ti,1.
We denote by B the McConnell–Pettit algebra associated to the quantum aﬃne space A′ . It is the
localization of A′ at the regular normal elements ti, j for (i, j) ∈ [m] × [n]. Finally, we set TB = TA′ .
Note that by work of Cauchon (Théorème 2.2.1 of [4]) A has a localization isomorphic to B.
Consider the following action of H = (K∗)m+n by K-automorphisms on A. The element h =
(ρ1, . . . , ρm, γ1, . . . , γn) ∈ (C∗)m+n acts on a canonical generator xi, j by,
h · xi. j := ρiγ jxi, j .
An ideal I is H-invariant if h · I = I for all h ∈H. The set of all H-invariant prime ideals is denoted
by H-spec(A). The results of Goodearl and Letzter [11] imply the following.
Theorem 2.5 (H-stratiﬁcation of spec(A)). Let A be the algebra of m × n quantum matrices. The following
hold:
1. H-spec(A) is a ﬁnite set.
2. The set spec(A) can be partitioned (or stratiﬁed) into a disjoint union as follows.
spec(A) =
⋃
J∈H-spec(A)
Y J ,
where Y j := {P ∈ spec(A) |⋂h∈H h · P = J }.
3. Each stratum Y J is homeomorphic to the prime spectrum of a commutative Laurent polynomial ring
over K.
2.2. Cauchon diagrams
We begin this section by brieﬂy describing Cauchon’s deleting derivations algorithm [4] applied
to A. The algorithm constructs, for each (s, t) ∈ ([m] × [n])∪ (m,n+ 1), a matrix X (s,t) with entries in
the quotient division ring Frac(A) as follows.
First set X (m,n+1) := XA . Now assume that X (s,t)+ has been constructed. If (i, j)  (s − 1, t − 1),
then X (s,t)[i, j] = X (s,t)+[i, j]. For each (i, j) (s − 1, t − 1), we consider the 2× 2 submatrix
X (s,t)
+[{i, s}, { j, t}]=
[
X (s,t)
+[i, j] X (s,t)+[i, t]
X (s,t)
+[s, j] X (s,t)+[s, t]
]
:=
[
x y
z w
]
.
From this we set
X (s,t)[i, j] := x− yw−1z ∈ Frac(A).
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has shown that there exists an embedding spec(A(s,t)+ ) ↪→ spec(A(s,t)). Furthermore, the ﬁnal algebra
A(1,1) is isomorphic to the quantum aﬃne space A′ . The composition of all such embeddings gives an
embedding ψ : spec(A) ↪→ spec(A′). Finally, Cauchon has shown that the image of H-spec(A) under
ψ is parametrized by a useful set of combinatorial objects, which we call Cauchon diagrams.
Deﬁnition 2.6. Let C be an m×n grid of squares where we have coloured each square either white or
black. Call C a Cauchon diagram if, for every black square, either every square above it or every square
to its left is also black. We let WC be the set of white squares and BC to be the set of black squares.
We index the squares of an m× n Cauchon diagram as one would a matrix. That is, the square in the
ith row from the top and jth column from the left is called the (i, j) square.
We have already seen an example of a Cauchon diagram in Fig. 1. Cauchon [4] proved that for
every Cauchon diagram C there is a unique H-prime JC of A such that ψ( JC) = 〈ti, j | (i, j) ∈ BC〉
and that
H-spec(A) = { JC | C anm × n Cauchon diagram}.
3. Cauchon graphs
We essentially follow Postnikov [19] by deﬁning a weighted directed graph given a Cauchon di-
agram C . If (i, j) is a white square in C , then let (i, j−) be the ﬁrst white square to its left (if one
exists) and (i, j+) the ﬁrst white square to its right (if one exists). Similarly, let (i+, j) be the ﬁrst
white square below (i, j) (if one exists).
Deﬁnition 3.1. Let C be an m × n Cauchon diagram. The Cauchon graph GC = (V , E,w) is an edge-
weighted directed graph deﬁned as follows. The vertices consist of the set V = WC ∪ {r1, . . . , rm} ∪
{c1, . . . , cn} := WC ∪ R ∪ C . The set E of directed edges and a weight function w : E(GC) → B are
constructed as follows.
1. For every i ∈ [m], put a directed edge from ri to the rightmost white square in row i (if it exists),
say (i,k). Give these edges weight ti,k .
2. For every column j ∈ [n], put a directed edge from the bottom-most white square in column j (if
it exists) to the vertex c j . Give these edges weight 1.
3. For every (i, j) ∈ WC , put a directed edge from (i, j) to (i, j−) (if it exists). Give these edges a
weight t−1i, j ti, j− .
4. For every (i, j) ∈ WC , put a directed edge from (i, j) to (i+, j) (if it exists). Give each of these
edges a weight of 1.
For convenience, we always assume a Cauchon graph is embedded in the plane in the following
way. First, place a vertex in each white square of C and label this vertex by the coordinates of the
white square. Next, place a vertex to the right of each row and below each column. The vertex to the
right of row i is labeled ri , and the vertex below column j is c j . See Fig. 2. Under this embedding
we may unambiguously use directional terms such as horizontal, vertical, above, below, left and right
when discussing a Cauchon graph.
Notation 3.2. Consider the Cauchon graph for some ﬁxed m× n Cauchon diagram.
• For I ⊆ [m] and J ⊆ [n], we set R I = {ri ∈ R | i ∈ I} and C J = {c j ∈ C | j ∈ J }.
• Let e = ((i,k), (i, j)) be a horizontal edge with both endpoints in WC (so k > j). We set
row(e) = i, col1(e) = k and col2(e) = j. The pair {k, j} will be denoted by col(e). In other words,
col1(e) is the column containing the right end (or tail) of e and col2(e) is the column containing
the left end (or head) of e.
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• All paths in this paper are assumed to be directed paths. When we wish to emphasize the ﬁrst
vertex v0 and ﬁnal vertex vn of a directed path P we will write P : v0 ⇒ vn .
• The weight of a path P = (v0, e1, v1, e2, . . . , en, vn) is the product of the weights of its edges,
multiplied from left to right in the order they appear in P . In other words,
w(P ) = w(e1)w(e2) · · ·w(en) =
n∏
i=1
w(ei).
• If K : v0 ⇒ v and L : v ⇒ vn are two paths in a Cauchon graph, then K L = K L : v0 ⇒ vn is the
path obtained by appending L to K in the obvious way. That is, K L is the path which travels
along K from v0 to v , and then continues on L from v to vn . Note that K L is still a directed path
since, by the next proposition, Cauchon graphs are acyclic.
Proposition 3.3. For a Cauchon diagram C , the Cauchon graph GC has the following properties:
1. The graph GC is acyclic, i.e., it has no directed cycles.
2. The embedding described above is a planar embedding, i.e., no edges touch except at a vertex.
3. If the path P : (i, j2) ⇒ (i, j1) consists only of horizontal edges, then
w(P ) = t−1i, j2ti, j1 .
Proof. As all edges are directed either right to left or top to bottom, the ﬁrst property is obvious. To
see planarity, if two edges cross, then these edges must consist of one vertical and one horizontal
edge, and their intersection point corresponds to a black square. This implies that we have a black
square in C with both a white square above and a white square to its left, contradicting the deﬁnition
of a Cauchon diagram.
Finally, if (i,k) is an internal vertex of P : (i, j1) ⇒ (i, j2) (i.e., k = j1, j2), then (i,k−) and (i,k+)
exist. Now the edge e1 := ((i,k+), (i,k)) ∈ P has weight t−1i,k+ti,k and the edge e2 = ((i,k), (i,k−)) ∈ P
has weight t−1i,k ti,k− . Therefore, w(e1)w(e2) = t−1i,k+ti,k− . It follows that w(P ) is a telescoping product
and so clearly w(P ) = t−1i, j2ti, j1 . 
Since the edge weights are in a noncommutative ring, the remainder of this section is devoted to
a sequence of lemmas which give commutation relations between edges and between certain paths
in a Cauchon graph. These lemmas will be needed only in the proof of Theorem 4.4.
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Lemma 3.4. Let C be a Cauchon diagram. Let e and f be horizontal edges in GC with both endpoints in WC
and such that row( f ) row(e).
1. If col(e) ∩ col( f ) = ∅, then w( f )w(e) = w(e)w( f ).
2. If |col(e) ∩ col( f )| = 1, then:
(i) w( f )w(e) = qw(e)w( f ), if coli(e) = coli( f ) for i = 1 or i = 2, and
(ii) w( f )w(e) = q−1w(e)w( f ) otherwise.
3. If |col(e) ∩ col( f )| = 2, then w( f )w(e) = q2w(e)w( f ).
Proof. We verify the case col(e)∩ col( f ) = ∅. The other cases can be disposed of in a similar manner
by checking the possibilities (see Fig. 3). So suppose that col(e) ∩ col( f ) = ∅.
First note that if j is such that col2(e) < j < col1(e), then it follows that entry (row(e), j) is black
in C , and since (row(e), col2(e)) is a white square to its left, we must have that (i, j) is black for
every i  row(e). In other words, no horizontal edge in GC has an endpoint whose column coordinate
lies strictly between the column coordinates of e.
Now if row(e) = row( f ), then w(e) and w( f ) clearly commute by the deﬁnition of the algebra B.
Suppose that row(e) = row( f ). Say w(e) = t−1i, j1ti, j2 and w( f ) = t−1i, j3ti, j4 where j1 > j2 > j3 > j4.
We have
w(e)w( f ) = (t−1i, j1ti, j2)(t−1i, j3ti, j4)
= (q−1q)t−1i, j3(t−1i, j1ti, j2)ti, j4
= (q−1q)(qq−1)(t−1i, j3ti, j4)(t−1i, j1ti, j2)
= w( f )w(e). 
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Note that Lemma 3.4, parts (1) and (2) remain true if e or f is an edge which has an endpoint
in R .
Lemma 3.5. Let K : v0 ⇒ v and L : v ⇒ vt be directed paths in a Cauchon graph. (See Fig. 4.)
1. If either K or L contain only vertical edges, then w(K )w(L) = w(L)w(K ).
2. If both K and L contain a horizontal edge, then w(K )w(L) = q−1w(L)w(K ).
Proof. We need only consider the horizontal edges of K and L since all vertical edges have weight 1
and so commute with everything. Now if either K or L contain only vertical edges, then w(K ) = 1 or
w(L) = 1 and so w(K ) and w(L) commute.
Suppose that both K and L contain horizontal edges. Let k be the last horizontal edge in K and let
l be the ﬁrst horizontal edge in L. By the embedding of a Cauchon graph, the horizontal edges of L
are always to the left of horizontal edges of K or “south-west” of K . When computing w(K )w(L), the
only edge weights which do not commute are w(k) and w() by Lemma 3.4(1). By Lemma 3.4(2(ii))
we obtain
w(K )w(L) = w(K \ {k})w(k)w(l)w(L \ {l})
= q−1w(K \ {k})w(l)w(k)w(L \ {l})
= q−1w(l)w(L \ {l})w(K \ {k})w(k)
= q−1w(L)w(K ). 
Lemma 3.6. Let GC be a Cauchon graph and let K : v ⇒ ci and L : v ⇒ c j be two directed paths with only
their initial vertex in common. Let K be the path that starts with a horizontal edge and L be the path that starts
with a vertical edge. The weights of the two paths commute as follows.
1. If L consists only of vertical edges (or no edges at all), then w(K )w(L) = w(L)w(K ).
2. If L has a horizontal edge then w(K )w(L) = qw(L)w(K ).
Proof. Case 1 is obvious since here we have w(L) = 1, so we may suppose that L has at least one
horizontal edge. By Lemma 3.4, any horizontal edge e in L commutes with any edge in K except
those whose column coordinates intersect the set col(e). Recall from the proof of Lemma 3.4 that no
edge in K has an endpoint in between (with respect to column coordinates) the endpoints of edges
in L.
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If f1 is the ﬁrst horizontal edge in K and e1 is the ﬁrst horizontal edge in L, then we have
col1(e1) = col1( f1). There are two cases to consider (see Fig. 5).
Case (i): col2( f1) < col2(e1). Here we have that, by Lemma 3.4(2(i)),
w( f1)w(e1) = qw(e1)w( f1).
Case (ii): col2( f1) = col2(e1). In this case, the second horizontal edge f2 of K satisﬁes col1( f2) =
col2(e1) and col2( f2) < col2(e1). Applying Lemma 3.4 twice we ﬁnd
w( f1)w( f2)w(e1) = w( f1)q−1w(e1)w( f2), by Lemma 3.4(2(i)),
= (q−1q2)w(e1)w( f1)w( f2), by Lemma 3.4(3),
= qw(e1)w( f1)w( f2).
It follows that w(K )w(e1) = qw(e1)w(K ).
Now suppose that e is not the ﬁrst horizontal edge in L. We show that w(e)w(K ) = w(K )w(e).
There are exactly three possibilities for the edge e.
Case (a): Every edge f in K satisﬁes col( f )∩ col(e) = ∅. For an example of an edge which falls in this
case, see edge e′′ in Fig. 5. By Lemma 3.4(1), it follows that w(e)w(K ) = w(K )w(e).
Case (b): There exist two distinct edges f ′ and f ′′ in K such that |col( f ′)∩ col(e)| = 1 and |col( f ′′)∩
col(e)| = 1, and col(g) ∩ col(e) = ∅ for all other edges g in K . For an example of an edge
which falls in this case, see edge e′ in Fig. 5. Now together with e, both f ′ and f ′′ fall under
case (2) of Lemma 3.4. Furthermore, exactly one is in subcase (2(i)) of that lemma, while
the other is in subcase (2(ii)). Without loss of generality, we suppose that f ′ is in case (2(ii))
of Lemma 3.4. We have
w
(
f ′′
)
w
(
f ′
)
w(e) = w( f ′′)q−1w(e)w( f ′)
= qw(e)w( f ′′)q−1w( f ′)
= w(e)w( f ′′)w( f ′).
Since by Lemma 3.4(1) we have that w(e) commutes with w(g) for every edge g in K with
col(g) ∩ col(e) = ∅, it follows that we again have w(e)w(K ) = w(K )w(e), as desired.
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ma 3.4(3), while e, together with either f or f ′′ fall into Lemma 3.4(2(ii)). Furthermore,
col(g) ∩ col(e) = ∅ for all other edges g in K . For an example of this case, see edge e in
Fig. 5. We have
w
(
f ′′
)
w
(
f ′
)
w( f )w(e) = w( f ′′)w( f ′)q−1w(e)w( f )
= w( f ′′)q2w(e)w( f ′)q−1w( f )
= q−1w(e)w( f ′′)q2w( f ′)q−1w( f )
= w(e)w( f ′′)w( f ′)w( f ).
Since by Lemma 3.4(1) we know w(e) commutes with w(g) for every edge g in K with
col(g) ∩ col(e) = ∅, it follows that we again have w(e)w(K ) = w(K )w(e), as desired. This completes
the analysis of all possibilities for e not being the ﬁrst horizontal edge in L, and so we conclude that
w(e)w(K ) = w(K )w(e) for all such edges e. Hence
w(K )w(L) = w(K )w(e1)w(L \ e1)
= qw(e1)w(K )w(L \ e1)
= qw(e1)w(L \ e1)w(K )
= qw(L)w(K ). 
4. Vertex-disjoint path systems and q-determinants
In this section we give one of the main tools used in the proof of Theorem 5.6. We begin with
some deﬁnitions.
Deﬁnition 4.1. Let C be an m×n Cauchon diagram. Let I = {i1, . . . , ik} ⊆ [m] and J = { j1, . . . , jk} ⊆ [n]
be two subsets of equal size with i1 < i2 < · · · < ik and j1 < j2 < · · · < jk .
An (RI ,C J )-path system P is a set of k directed paths in GC , each starting at different a vertex in
RI and each ending at a different vertex in C J . Note the following:
• There exists a permutation σP ∈ Sk such that
P = {P : ri ⇒ c jσP () ∣∣  ∈ [k]}.
• The q-sign of P is the quantity
sgnq(P) = (−q)(σP ),
where we recall that (σP ) is the length of the permutation σP as deﬁned in Notation 2.1.
• A path system is vertex-disjoint if no two paths share a vertex.
• The weight of P is the product ∏k=1 w(P) = w(P1)w(P2) · · ·w(Pk).
We will need the following easy lemma.
Lemma 4.2. Let C be a Cauchon diagram and let I ⊆ [m] and J ⊆ [n] be two sets of cardinality k. If P =
{P1, . . . , Pk} is a non-vertex-disjoint (R I ,C J )-path system in GC , then there exists an i such that Pi and Pi+1
share a vertex.
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Proof. Let
d = min{|i − j| ∣∣ i = j and Pi and P j share a vertex}.
Observe that d is well deﬁned and at least 1 since, by assumption, there exists at least one pair
of intersecting paths in P . Let Pi and P j be two paths which achieve this minimum. Hence there is
a ﬁrst vertex x ∈ WC at which they intersect. If ri and r j are the ﬁrst vertices on the paths Pi and
P j respectively, then the two subpaths P ′i : ri ⇒ x and P ′j : r j ⇒ x together with a new vertical edge
(ri, r j) form a closed simple loop L in the plane. See Fig. 6.
If d > 1, then there exists an  ∈ I such that r lies between ri and r j in GC . But in order for P
to reach its endpoint in C , we must have that an internal vertex of P intersects L. This intersection
point occurs at a vertex by planarity. Hence P shares a vertex with either Pi or P j , which contradicts
the minimality of d. 
Deﬁnition 4.3. Let C be an m × n Cauchon diagram. The path matrix of GC is the m × n matrix MC
with
MC[i, j] =
∑
P :ri⇒c j
w(P ),
where the sum is over all possible directed paths in GC starting at ri and ending at c j . If no such
path exists, then MC[i, j] = 0.
Now we are ready to prove the main theorem of this section, whose statement and proof are very
much in the spirit of Lindström’s Lemma.
Theorem 4.4. Let C be an m× n Cauchon diagram. If I ⊆ [m] and J ⊆ [n] are two sets of size k, then
detq
(
MC[I, J ]
)=∑
P
w(P),
where the sum is over all vertex-disjoint (R I ,C J )-path systems in GC .
Proof. In order to simplify the presentation of this proof we will take I = J = {1, . . . ,k}. The proof of
the general case is essentially the same but notationally more cumbersome.
K. Casteels / Journal of Algebra 330 (2011) 188–205 199Fig. 7. Example of how π acts on two intersecting paths. On the left-hand side, Pi is the solid path and Pi+1 is the dotted path.
On the right-hand side, π(Pi) is the solid path, π(Pi+1) is the dotted path.
To begin, note that
detq
(
MC[I, J ]
)= ∑
σ∈Sk
sgnq(σ )
(
k∏
i=1
MC
[
i,σ (i)
])
=
∑
σ
sgnq(σ )
(
k∏
i=1
( ∑
P :ri⇒cσ (i)
w(P )
))
=
∑
(R I ,C J )-path systems P
sgnq(P)w(P).
Let N be the set of non-vertex-disjoint (R I ,C J )-path systems. We claim that
∑
P∈N
sgnq(P)w(P) = 0.
To show this, we ﬁnd a ﬁxed-point free involution π : N → N with the property that for every
P ∈N ,
sgnq(P)w(P) = −sgnq
(
π(P))w(π(P)), (1)
where π(P) := {π(P1), . . . ,π(Pk)}.
Suppose that P = {P1, . . . , Pk} ∈ N . Deﬁne π as follows (see Fig. 7). Let i be the minimum index
of I such that Pi and Pi+1 intersect (which exists by Lemma 4.2). Let x be the last vertex which they
have in common. Let K1 : ri ⇒ x and L1 : x ⇒ cσP (i) be the two subpaths of Pi such that Pi = K1L1.
Deﬁne K2 and L2 from Pi+1 similarly. Now we set
π(P) =
⎧⎨
⎩
K1L2 if  = i,
K2L1 if  = i + 1,
P otherwise.
It is clear from the deﬁnition that π is an involution without ﬁxed points so it remains to prove
Eq. (1). Since π is an involution, we may assume, without loss of generality, that σP (i) < σP (i + 1).
Thus σπ(P) = σP (i i + 1) and so σπ(P) has exactly one more inversion, i.e.,
(σπ(P)) = (σP ) + 1. (2)
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tal edge. In this case, we ﬁnd that
w(Pi)w(Pi+1) = w(K1)w(L1)w(K2)w(L2)
= w(K1)qw(K2)w(L1)w(L2) (Lemma 3.5)
= w(K1)qqw(K2)w(L2)w(L1) (Lemma 3.6)
= w(K1)qqq−1w(L2)w(K2)w(L1) (Lemma 3.5)
= qw(π(Pi))w(π(Pi+1)). (3)
If L2 has only vertical edges, then a similar calculation shows again that w(Pi)w(Pi+1) =
qw(π(Pi))w(π(Pi+1)). Therefore,
w(P) =
(
i−1∏
j=1
w(P j)
)
w(Pi)w(Pi+1)
(
k∏
j=i+2
w(P j)
)
=
(
i−1∏
j=1
w
(
π(P j)
))
qw
(
π(Pi)
)
w
(
π(Pi+1)
)( k∏
j=i+2
w
(
π(P j)
))= qw(π(P)).
Finally, by Eqs. (2) and (3), we obtain
sgnq(P)w(P) + sgnq
(
π(P))w(π(P))
= (−q)(σP )qw(π(P))+ (−q)(σP )+1w(π(P))= 0.
This proves Eq. (1) and shows that
detq
(
MC[I, J ]
)=∑
P
sgnq(P)w(P),
where the sum is over all vertex-disjoint (R I ,C J ) path systems.
By Proposition 3.3, GC is planar and so P cannot have any edge crossings. This implies that
P = {P :  ⇒  |  = 1, . . . ,k}. Thus σP is the identity permutation and so sgnq(P) = 1. Therefore,
we obtain the desired equation in the statement of the theorem, namely,
detq
(
MC[I, J ]
)=∑
P
w(P),
where the sum is over all vertex-disjoint (R I ,C J ) path systems. 
Theorem 4.5. If C is a Cauchon diagram and I ⊆ [m] and J ⊆ [n] are two subsets of the same size, then
detq(MC[I, J ]) = 0 if and only if there does not exist a vertex-disjoint (R I ,C J )-path system.
Proof. If there does not exist a vertex-disjoint (R I ,C J )-path system, then by Theorem 4.4
detq(MC[I, J ]) is the empty sum and so detq(MC[I, J ]) = 0.
Conversely, suppose that there exists at least one vertex-disjoint (R I ,C J )-path system. If P is one,
then w(P) consists of a non-empty sum of elements of the algebra B where each summand is a
product of B-generators and their inverses. By arranging each such product so the generators appear
from left to right in lexicographic order, it follows that we can uniquely write
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(
MC[I, J ]
)=∑
P
w(P)
=
∑
Q ⊆[m]×[n]
P Q (q)
∏
α∈Q
tr(α,Q )α , (4)
where P Q (q) is some polynomial in Z0[q,q−1], and r(α, Q ) is an integer.
Since at least one vertex-disjoint (R I ,C J )-path system exists, the sum in Eq. (4) is non-empty
and so there exists at least one Q ⊆ [m] × [n] such that P Q ≡ 0. Since q is transcendental over Q,
we know that P Q (q) = 0 for any P Q ≡ 0. Thus detq(MC[I, J ]) = 0. 
In the above proof we use the assumption that q is transcendental over Q. We believe that the
result should remain true under the weakened hypothesis that q ∈ K∗ is a non-root of unity. We note,
however, that the main results of Launois [14] depend on a result of Hodges and Levasseur [12] that
requires q to be transcendental over Q. Thus we have made no attempt to prove Theorem 4.5 in the
case q is a non-root of unity.
5. Finding vanishing quantumminors
Launois [15] originally proved the following result for K = C, but by results of Goodearl, Launois
and Lenagan [8] it suﬃces to set K to be any ﬁeld of characteristic zero.
Theorem 5.1. Let q ∈ K∗ be transcendental over Q. The H-invariant prime ideals of A are generated by
quantum minors of the matrix of canonical generators XA .
Launois [14] has given an algorithm which takes as input the Cauchon diagram corresponding to
an H-invariant prime ideal I , and outputs a matrix whose vanishing quantum minors correspond to
quantum minors of XA which generate I . This algorithm is essentially Cauchon’s Deleting-Derivations
Algorithm run in reverse.
Algorithm 5.2. (Note that the entries of every matrix below are from the algebra B from Deﬁni-
tion 2.4.)
Input A Cauchon diagram C .
Output A matrix T (m,n) with entries from the algebra B.
Initialization Let T (1,1) be an m× n matrix deﬁned by
T (1,1)[i, j] =
{
ti, j if (i, j) ∈ WC,
0 if (i, j) ∈ BC .
Set (s, t) = (1,2) and let T (s,t)−[i, j] := t(s,t)−i, j .
While (s, t) = (m,n + 1), do the following:
1. Construct the matrix T (s,t) , where T (s,t)[i, j] := t(s,t)i, j , by
t(s,t)i, j =
⎧⎨
⎩
t(s,t)
−
i, j + t(s,t)
−
i,s (t
(s,t)−
s,t )
−1t(s,t)
−
r, j if (i, j) (s − 1, t − 1) and ts,t = 0,
t(s,t)
−
i, j otherwise.
2. Set (s, t) = (s, t)+ .
End while.
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Notice that we have t(s,t)s,k = t(1,1)s,k for all k ∈ [n]. Launois [15] proved the following.
Theorem 5.3. Let I be an H-invariant prime ideal of A = Oq(Mm,n(K)). Let C be the Cauchon diagram
associated to I . Apply Algorithm 5.2 to C to obtain the matrix T (m,n) . If a square submatrix in T (m,n) has
a vanishing quantum minor, then the corresponding quantum minor in the matrix XA is a generator for I .
Furthermore, I is generated by all such quantum minors.
On the other hand, we prove the following.
Lemma 5.4. For a Cauchon diagram C , the path matrix MC is the same as the matrix obtained at the end of
Algorithm 5.2.
Before proving this lemma in its full generality, we apply Algorithm 5.2 to a small Cauchon dia-
gram, and compare the result with the corresponding path matrix.
Example 5.5. Consider the 3 × 3 Cauchon diagram C in Fig. 8. The initialization step of Launois’
algorithm gives
T (1,1) =
⎡
⎢⎣
t1,1 t1,2 0
t2,1 t2,2 t2,3
0 t3,2 t3,3
⎤
⎥⎦ .
Notice that each non-zero entry ti, j is precisely the weight of the path ri → (i, j) → c j in GC .
Now at step (s, t) of the algorithm, the only entries of T (s,t) that are modiﬁed from the previous
step are those which are “north-west” of (s, t). In particular, steps (s, t) with either s = 1 or t = 1 do
not change the previous matrix. In our example then, we have T (1,1) = T (1,2) = T (1,3) = T (2,1) .
At step (2,2), the only entry north-west of this entry is (1,1). We therefore obtain
T (2,2) =
⎡
⎢⎣
t1,1 + t1,2t−12,2t2,1 t1,2 0
t2,1 t2,2 t2,3
0 t3,2 t3,3
⎤
⎥⎦ .
Notice that the new value of entry (1,1) is precisely the weight of the path r1 → (1,1) → c1 plus the
weight of the path r1 → (1,2) → (2,2) → (2,1) → c1.
The next step is (2,3) and entry (2,3) of T (2,2) is non-zero. However, the entries north-west
of (2,3) are (1,1) and (1,2), and since T (2,2)[1,3] = t(2,2)1,3 = 0, the net effect of the algorithm at this
step is to change nothing. Thus T (2,3) = T (2,2) .
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We also have T (3,1) = T (2,3) , so consider step (3,2). By similar reasoning as in step (2,3), we ﬁnd
T (3,1) = T (3,2) . The last step is (3,3). Applying the algorithm we get
T (3,3) =
⎡
⎢⎣
t1,2t
−1
2,2t2,1 t1,2 0
t2,1 t2,2 + t2,3t−13,3t3,2 t2,3
0 t3,2 t3,3
⎤
⎥⎦ .
As one can easily verify, T (3,3) is precisely the path matrix MC .
Proof of Lemma 5.4. Fix n. We prove the lemma by induction on the number of rows m. As in Algo-
rithm 5.2, we will denote T (s,t)[i, j] by t(s,t)i, j ∈ B
First note that since we only modify entries which are north-west of the entry corresponding to
the current step, the algorithm will always leave the mth row unmodiﬁed. That is, T (s,t)[m, [n]] =
T (1,1)[m, [n]] for all (s, t). By the algorithm we get that, for k ∈ [n],
t(m,n)m,k = t(1,1)m,k =
{
tm,k if (m,k) ∈ WC,
0 if (m,k) ∈ BC .
Now in the mth row of GC , there is clearly at most one possible path from rm to ck . This path
exists if and only if (m,k) is a white square, and by Proposition 3.3, this path has weight exactly tm,k .
From these two observations we see that the mth row in T (m,n) is exactly the same as the mth
row in MC . Similarly, the nth column of T (m,n) is equal to the nth column of MC . In particular the
lemma is true when m = 1.
Suppose that the lemma is true for all Cauchon diagrams with less than m rows. If we obtain the
Cauchon diagram C′ from C by deleting the mth row, then by induction we have T (m−1,n)[[m − 1],
[n]] = MC′ . An equivalent way of stating this is that if i <m, then t(m−1,n)i, j is the total of the weights
of all paths in GC from ri to c j which do not use a horizontal edge in row m.
As we already noted, T (m,n)[m, [n]] = MC[m, [n]] and T (m,n)[[m],n] = MC[[m],n] so to complete
the proof, we establish the following claim by induction on k ∈ [n] where k will denote the kth
column of C . It will follow from this that T (m,n) = MC . (At this point, the reader may wish to review
the while loop in Algorithm 5.2.)
Claim. If (i, j) (m− 1,k − 1), then t(m,k)i, j is obtained from t(m,k)
−
i, j by adding the weights of all paths P that
satisfy the following properties:
1. P is a path from ri to c j .
2. P contains the subpath K j : (m,k) ⇒ c j . (Note that K j consists of horizontal edges from (m,k) to (m, j)
and then the vertical edge ((m, j), c j).) See Fig. 9.
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For k = 1, we know that T (m,1) = T (m−1,n) . On the other hand, since there are no j < k the claim
is trivially true. So let k > 1 and assume that the claim is true for step (m,k − 1).
If (m,k) is black in C , then according to Algorithm 5.2, we set t(m,k)i, j = t(m,k−1)i, j . On the other hand,
if (m,k) is black, then K j cannot exist for any j and so there are no paths which satisfy the properties
in the claim. This then proves the claim in the case that (m,k) is black.
Suppose that (m,k) is white. If (m, j) is black for some j < k, then t(m,k−1)m, j = t(1,1)m, j = 0 and so by
the algorithm we again have t(m,k)i, j = t(m,k−1)i, j . On the other hand, if (m, j) is black, then K j cannot
exist. This proves the statement in the claim for those j < k such that (m, j) is black.
Finally, if (m,k) and (m, j) are white squares, then K j exists in GC . Note that w(K j) = t−1m,ktm, j by
Proposition 3.3. On the other hand, if P is a path satisfying the properties in the claim, then there
is a path P ′ : ri ⇒ (m,k) such that P = P ′K j . By property (3), the last edge in P ′ is vertical. So if
we concatenate P ′ with the vertical path Lk : (m,k) ⇒ ck , then we get a path (with the same weight
as P ′) from ri to ck which does not use any horizontal edge in the last row.
By induction, the set of all such P ′ has total weight t(m−1,k)i,k . But this entry has not been modiﬁed
at step (m, ) of the algorithm for any  < k, so in fact, the set of all such P ′ has total weight t(m,k−1)i,k .
Hence the total weight of all P that satisfy the properties in the claim is exactly
t(m,k−1)i,k w(K j) = t(m,k−1)i,k t−1m,ktm, j.
On the other hand, by Algorithm 5.2,
t(m,k)i, j = t(m,k−1)i, j + t(m,k−1)i,k t−1m,ktm, j.
This ﬁnishes the proof of the claim and the lemma. 
Now we state the main result of this paper, which follows immediately from Theorems 4.5, 5.3
and Lemma 5.4.
Theorem 5.6. Let C be anm×n Cauchon diagram corresponding to theH-invariant prime ideal I . A quantum
minor detq(XA[I, J ]) of XA is in I if and only if there does not exist a vertex-disjoint (R I ,C J )-path system
in the Cauchon graph GC .
We should emphasize that, in general, the preceding theorem does not give a minimal generating
set; further work must be done to ﬁnd one. It is unclear if Yakimov’s method [22] produces a minimal
generating set.
6. Concluding remarks
We note that Algorithm 5.2 can, in general, result in a matrix which has entries with exponentially
many terms. This algorithm is therefore not always ideal if one simply wishes to check whether
a speciﬁc quantum minor appears in the generating set given by Theorem 5.1. On the other hand,
ﬁnding a vertex-disjoint path system in a Cauchon graph is computationally eﬃcient as it is a special
case of Menger’s Theorem in graph theory, which is well known to be solvable in polynomial time [5].
Recently, Bell, Launois and the author [2] have provided a procedure that determines the Krull
dimension of an H-stratum by using the corresponding Cauchon diagram. In particular, one may use
this work to recognize the H-prime ideals that are primitive. Although that technique is not based
on the vertex-disjoint paths method of this article, it would be of interest to know if primitive H-
primes can be recognized via some property of the set of all vertex-disjoint path systems in the
corresponding Cauchon diagram.
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