Abstrucr-This paper proposes a new direct adaptive control algorithm which is robust with respect to additive and multiplicative plant unmodeled dynamics. The algorithm is designed based on the reducedorder plant, which is assumed to be minimum phase and of known order and relative degree, but is analyzed with respect to the overall plant which, due to the unmodeled dynamics, may be nonminimum phase and of unknown order and relative degree. It is shown that if the unmodeled dynamics are sufficiently small in the low-frequency range, then the algorithm guarantees boundedness of all signals in the adaptive loop and "small" residual tracking errors for any bounded initial conditions. In the absence of unmodeled dynamics, the residual tracking error is shown to be zero. The modification of adaptive algorithms for counteracting instabilities and improving robustness with respect to bounded disturbances and unmodeled dynamics is very important for applications. It received the attention of several researchers who came up with several approaches for robustness.
it is shown that unmodeled dynamics or even small bounded disturbances can cause most of the adaptive control algorithms to go unstable. These instability phenomena are being investigated by linearization [4] . [6] , [7] . Lyapunov-like techniques [3] . [5] . [8] , [9] . conic nonlinearity [lo] . [ll] . averaging methods [6] , [13]-[20] . and similar analytical tools [12] . [21] . 1271.
The modification of adaptive algorithms for counteracting instabilities and improving robustness with respect to bounded disturbances and unmodeled dynamics is very important for applications. It received the attention of several researchers who came up with several approaches for robustness.
In the case of bounded disturbances. the basic idea of most of the modifications is to prevent the instability by eliminating the pure integral action of the adaptive laws and to guarantee boundedness of all signals in the adaptive loop. In [I] .
[2]? 131, [22]- [24] , a dead zone is introduced which consists of switching off adaptation when the tracking error is within a selected threshold. As stated by the authors. the main drawback of this approach is that several terms which depend on the unknown plant parameters and the bounds for the disturbances are needed in calculating and implementing the dead zone.
A conservative bound for the dead zone leads to large tracking errors. even when the disturbances are small or zero. The knowledge of an upper bound Mo for the norm of the desired controller parameter vector is used in 1251, 1261 to retard adaptation whenever the norm of the estimated parameters exceeds M o . In contrast to the dead zone. this modification guarantees boundedness and zero residual tracking errors when the disturbances are removed. A umodification. i.e., an adaptive law with the extra term -u0. u > 0 is used in 151. [S] for the case of plants with relative degree one. The importance of this modification is that no a priori knowledge is required to design u. However, as in the case of the dead zone, zero residual tracking errors cannot be guaranteed when the recommended by Associate Editor, R. R. Bitmead. This work was supported Manuscript received July 8. 1985; revised Februan, 25, 1986 . Paper by the National Science Foundation under Grant ECS-8312233. The authors are with the Department of Electrical Engineering-Systems, Universit) of Southern California, Los Angeles. CA 90089-0781.
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disturbances are removed. Another approach [27] , [28] for handling disturbances requires the reference input signal to have enough frequencies for the measurement vector to be persistently exciting in order to guarantee exponential stability and therefore boundedness in the presence of disturbances. As shown in [28] the disturbance should be small relative to the exciting signal, otherwise the disturbance can counteract excitation and may lead to instability.
When unmodeled dynamics are present, global stability cannot be guaranteed by simply eliminating the pure integral action of the adaptive laws. The unmodeled dynamics act as an external disturbance in the adaptive scheme which can no longer be assumed to be bounded. Despite this difficulty, however, several local results have been obtained in the literature for adaptive schemes applied to plants whose modeled parts are minimum phase and of relative degree one and whose unmodeled parts are due to fast and stable parasitics. In [8] , [9] it is shown that the umodification guarantees the existence of a "large" region of attraction from which all signals are bounded and the tracking error converges to a "small" residual set provided the amplitude and frequency content of the reference input signal is away from the parasitic range. In the absence of parasitics. however, the residual tracking error may be nonzero.
To avoid nonzero tracking errors in the ideal case, the design parameter u is modified [29] so that it is zero whenever the norm of the controller parameters is below Mo. Local robustness results as a consequence of persistence of excitation through the reference input signal are shown in [ 101: [ 141, [ 171. Global stability results are obtained in [ X ] , [30] for a wide class of unmodeled dynamics by establishing that the linear time-invariant part of the adaptive loop is strictly positive real and by using persistently exciting signals [30] [25] , [30] , however, are applicable to continuous-time plants whose dominant parts are minimum phase and of relative degree (n*) one and whose unmodeled parts are stable. The extension of these results to the general case of H* > 1 without any further modifications of the structure of the controller and adaptive laws is not clear at this stage.
Interesting robustness results are obtained by Praly in [31] $ [32] for discrete-time plants whose modeled parts may have arbitrary but known relative degree and whose unmodeled parts are stable. by introducing the idea of a normalizing signal to bound the modeling error. and a projection which keeps the parameter estimates bounded and within a chosen sphere. If the desired controller parameter vector is within the sphere. then global stability is guaranteed in the sense that for any bounded initial conditions all the signals in the adaptive loop are bounded. In another approach 1331. the idea of normalization together with a relative dead zone and a projection are used in the adaptive law to achieve robustness for a discrete-time algorithm. The approach of [33] requires bounds for the unknown plant and controller parameters as well as for the plant zeros. A similar approach as in [33] is used to show robustness in the case of an indirect continuous-time adaptive controller 1371. It is shown that if the unknown parameters of the plant lie in a known convex set throughout which no unstable pole-zero cancellation occurs, then the use of normalization together with a suitably designed relative dead zone guarantees stability in the presence of small plant uncertainties. In [31]-1331, [37] NOVEMBER 1986 considered are due to additive plant perturbations which are stable and sufficiently small at all frequencies and/or are sufficiently small relative to the normalizing signal.
In this paper we propose a direct adaptive control algorithm which is applicable to continuous-time plants with arbitrary relative degree. The algorithm is designed for the reduced-order plant which is a w m e d t o be minimum phase and of known relative degree and order.
but applied to the full-order plant which. due to the unmodeled dynamics. may be nonminimum phase and of unknown order. The class of unmodeled dynamics considered is a general one and consists of both additive and multiplicative plant perturbations. The additive plant perturbations are assumed 10 be small at all frequencies but the multiplicative ones are reqtlired to be small only at the lowfrequency range. \4'e show that for this class of unmodeled dynamics the proposed algorithm guarantees boundedness for all signals in the closed loop and residual tracking errors which are small in the mean. In the absence of modeling error, the algorithm guarantees zero residual tracking error. [26] , 1291. [31] . 1321 and a bound on the stability margin of the poles of the unmodeled dynamics. Our contributions relative to the work of 13 I ] . 1311. [33] . [28] , [30] , 13-1.1. i,i) The class of unmodeled dynamics considered includes both additive and multiplicative type of perturbations and is similar to that considered in robust control with known parameters.
iii) We use the a-modification in the adaptive law which led to different but less restrictive assumptions than those made in [33],
iv) The proposed algorithm requires no persistently exciting signals and no positivity condition needs to be checked.
The paper is organized as follows. In Section I1 we give the model of the plant and state the control objective. by using a first-order low-pass filter to filter any strongly observable parasitics in the plant output. In (2.4)-(2.6) -yo E Rno is the slow state, qo E R"'0 is the parasitic state, Re h(AJ < 0 and 1 % E > 0 is the singular perturbation parameter. From (2.4)-(2.6) it is clear that
The stability of &(s) follows from the stability of A 2 and the assumption that Go($ is minimum phase. Similarly, the unmodeled fast dynamics in (2.4)-(2.6) can be expressed as an additive perturbation of the form pAl(s), where A,@) is a strictly proper stable transfer function whose poles are of O(l/p), by using an additional low-pass filter to filter the input u as shown in [34] .
The adaptive control problem can be stated as follows. Given the reference model we make the following assumptions: SI: Z&) is a rnonic Hurwitz polynomial of degree m( I n -S2: R,(s) is a monic polynomial of degree n,
where D,,,(s) is a monic Hunvitz polynomial of degree n* = n -177 and r(f) is a unifomily bounded reference input signal, design an adaptive controller so that for some p* > 0 and any p E [0, p*) the resulting closed-loop plant is stable and the plant output y tracks the output y , of (2.8) as closely as possible for all possible plant perturbations AI@), A2(s) satisfying S4, S5, S6. In the following sections we present the design and stability of such a controller.
III. STRUCTURE OF THE ADAPTIVE CONTROL SYSTEM
The input u and output y are used io generate a (2n -1)-dimensional auxiliary vector as dl=Fwl+qu, &=FW2+qy
where F is a stable matrix, ( F , q) is a controllable pair, and w' = [UT, UT, y ] . The input to the plant is taken as
control parameter vector and co(t) is a feedforward parameter scalar. The complexity of the adaptive law for adjusting the controller parameters e(t), co(t) is determined by the prior knowledge of the gain k, of the reduced-order plant. We first deal with the simpler case, when kp is known, and later consider the case when kp is unknown. For clarity of presentation, the proof of stability is also given separately for the two cases in Section IV.
Case i (kp known):
With no loss of generality we can assume that k, = k, = 1. This implies that and signals m, v, rare as given in (3.4). (3.5). In this case two additional scalar parameters co, $o need to be adjusted: otherwise. the form of the adaptive laws is the same as in Case i. where E, is a term which depends on initial conditions and decays exponentially to zero with a rate at least as fast as exp (-&of).
The proof of Lemma 3.1 is given in Appendix B. In the following section we will use Lemma 3.1 in establishing the stability properties and robustness of the proposed algorithm (3.1)-(3.8) with respect to unmodeled dynamics.
IV. ROBUSTNESS ANALYSIS
Let us now apply the algorithm (3.1)-(3.8) to the full-order plant (2.1). The question we need to answer is the following. Is there a class of unmodeled dynamics, i.e., a p* > 0 such that for each p E [0, p * ) the plant (2.1) with the controller (3.1)-(3.8) is stable for any possible perturbation AI(s), A&) satisfying S4, S5, S6. By stability we mean that for any bounded initial conditions and any uniformly bounded reference input r(t), all the signals in the closed loop remain bounded. We answer the above question by the following theorem. we have that = 4T{ + pq and therefore the adaptive law (3.3)
can be expressed as implies that all the signals in the adaptive loop are bounded. In order to obtain a bound for the residual tracking error. we write the following minimal state representation for (4.4):
eO=A., eo+b,,,4rw, el=hieo+pq (4.26) where eo E R '*, A,,, is a stable matrix, and hL(s1 -A , ) -Ib,, = [41, p. 451, it follows that
W,,,(s). Using the variation of constant formula

Iel(t)lsP~IIeo(to)ll exp [-qI(t-to)l
+ P 6 [' )$'(7)w(7)1 exp [-ql(t-7)1 d7+& (4.27) -I o where q l , pS, 0 6 are positive constants and 0, > 0 is the bound for Since l/m is bounded, it follows from (4.11) that where q2, q3, q4, eo are positive constants which depend on the bound for I/m and on the constants y3, -y4, y6, eo of (4.11) and Cis small for small eo. Using (4.29) 
' + u B r~-) O a s t -t m w h i c h i m p l i e s t h a t~T o / m -t O a s t~
m (see Theorem C2 in Appendix C). Since from Theorem 4.1, m is bounded for any p E [01 p*), we have that --t 0 as t -+ 03.
Hence, in view of (4.30) it follows that e, goes to zero asymptotically.
Remark 4. I: For clarity and ease of presentation the exponentially decaying terms E , , appearing in the bounds in Lemma 3.1 and Lemma C 1 of Appendix C, are assumed to be small enough to be incorporated in the corresponding constants of the bounds in most parts of the proof of Theorem 4.1 and Corollary 4.1, Since from (4.7). (4.9) 4, 0 will still be bounded even if E , is included in the constant yz none of the signals in the closed loop can grow faster than an exponential. Therefore, since for f I to and some finite to I 0 the E , terms are small and none of the signals can become unbounded for any t E [0, to] 
V. DISCUSSION AND EXAMPLE
In this section we demonstrate the effectiveness of the proposed algorithm by applying it to the following nonminimum phase plant:
where 1 > p > 0. Because of the unstable zero, none of the model reference adaptive control algorithms are applicable to (5.1). In our approach, however, the unstable fast zero can be considered as a perturbation pAz(s) = p of the multiplicative form and the adaptive algorithm can be designed based on the dominant part of the plant y = l/s(s -I)u, which is minimum phase, rather then (5.1). The reference model is chosen to have the same relative degree as the dominant part of the plant, i.e., In all cases the normalizing signal plays an important role during the transient by guaranteeing slow adjustment of the controller parameters where appropriate. The smooth adjustment of the controller parameters reduces the excitation of the unmodeled dynamics by the control input. and therefore improves the accuracy of adaptation. The price paid. however, for robustness and global stability is that the signals in the adaptive loop may have a bad transient and long time of convergence when the initial conditions. especially the initial parameter vector, are far away from the desired ones and the plant is initially unstable. However. such a tradeoff is realistic and should be expected in every robust adaptive control algorithm.
VI. CONCLUSIONS
In this paper a direct adaptive controller for continuous-time plants is presented and shown to be robust with respect to stable unmodeled dynamics of the additive and multiplicative form. The controller is designed for the reduced-order plant which is assumed to be minimum phase and of known order and relative degree, but is applied to the overall plant which, due to the presence of unmodeled dynamics, may be nonminimum phase and as these perturbations are sufficiently small relative to the normalizing signal.
The effect of certain design parameters in the adaptive loop, which for stability can be arbitrary: on the convergence rates and error bounds as well as the comparison of the proposed robust adaptive controller with robust fixed controllers are topics for future research. established in [36] . [39] , in (A3) we have of unknown order and relative degree. It is shown that if the unmodeled dynamics are sufficiently small in the low-frequency range, then the closed-loop plant is stable in the sense that for any bounded initial conditions all the signals in the closed-loop are bounded. Furthermore, it is shown that the residual tracking error is small in the mean and reduces to zero when the unmodeled dynamics disappear. The controller has the same structure as the one that would be used in the case of known plant parameters. The controller parameters are adjusted using an adaptive law with a normalizing signal and a a-modification. An important property of this adaptive law is that it guarantees bounded controller parameters and bounded speed of adaptation irrespective of the behavior of the other signals in the closed loop. The only additional a priori information required for the design of the algorithm is an upper bound Mo for the norm of the desired controller parameter vector )1O*11 and a bound on the stability margin of the poles of the unmodeled dynamics.
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Output Equation
Our analysis allows Mo to be large but away from the range of O(l/p 
be a minimal state representation of (3.9). Then
From (3.10) it follows that there exists a constant a > 0 such that
In view of (B3) and the assumption that In the proof of Theorem C1 we will use several lemmas which are stated and proven below. and therefore iv) follows directly by using the result of iii), (3.8). at] together with (C20) imply (C13) and therefore the proof is (C30). (C31) by taking y3 = 2ksg,g,k,, y4 = 2k,g, The proof becomes straightforward by using (D10) and following the same procedure as in (4.12)-(4.29).
Proof of Corollary 4.1: The proof is similar to the proof for kp = 1 and is omitted.
