1. Introduction 1.1. Let S be a finite set of places of a finite field extension L of a number field K, containing all infinite places. Let E be a vector space over K of dimension N + 1. For v ∈ S, let l v0 , · · · , l vN be linearly independent vectors in E ⊗ K L. Choose a projective subvariety X defined over K, embedded into the projective space P(E ∨ ) of lines of the dual vector space E ∨ . Consider the system of inequalities , and where h(x) denotes the absolute logarithmic height. In the case X = P(E ∨ ), Schmidt's Subspace Theorem states that the set of solutions of (1.1) lies in the union of finitely many proper linear subspaces of
c vi > N + 1. [4] proved a generalization of the Subspace Theorem, dealing with systems of inequalities (1.1) where X is an arbitrary projective subvariety of P(E ∨ ) rather than just the projective space itself. They developed a method of proof totally different from Schmidt's, based on Faltings' Product Theorem (cf. [3] , Theorem 3.1, 3.3). Moreover, they introduced a probability measure on R whose expected value is the crucial tool in the proof of their main result, Theorem 9.3. In [6] we established a relationship between a modified version of this expected value and the degree of contact (see (2.4) and 2.5), a birational invariant often considered in Geometric Invariant Theory (see [15] ). Unfortunately, the main result of [6] just covers a part of the possible applications of Theorem 9.3 of [4] (we refer to Remark 3.6 for a precise explanation). However, it is strong enough to produce new examples of degenerated sets of solutions of (1.1) on unstable varieties. The aim of this work is to complete the research initiated in loc. cit. and to find non-trivial examples, even in the semistable case. We state now our main result. In §3 we define the Chow polytope Ch(X) of X which is the convex hull of a finite set of points in R N +1 . For v ∈ S, assume that the real numbers c vi have the following ordering, 0 c v0 · · · c vN , and let r v = (c vN − c v0 , · · · , c vN − c vN1 , 0). Denote by e rv (X) the degree of contact, which may be seen as the minimum assumed by the linear function c v0 x 0 + · · · + c vN x N on Ch(X) (see (3.1) ). Then there are explicitly computable constants c 1 , c 2 , c 3 , depending on N, δ, K, S and some geometric invariants of X, such that the set of solutions of (1.1) with h(x) c 1 (1 + h(X)) lies in the union of at most c 2 proper subvarieties of X, each of degree c 3 .
Faltings and Wüstholz
With the help of a standard decomposition argument (see [2] , Lemma 9) we can further deduce the following multiplicative version of Theorem 1.3. Corollary 1.4. For each v ∈ S let Ch v (X) be the Chow polytope of X with respect to the embedding of X into P(E ∨ ) given by the basis l v0 , · · · , l vN . For each v ∈ S we fix an element a v ∈ Ch v (X). Then for each real number δ > 0 the set of points x ∈ X(K) with is not Zariski dense.
The strong relationship between the degree of contact and the toric deformations of the given variety X, enables us to obtain a sort of Bézout's theorem of the following shape: Theorem 1.5. Let X, Y be two irreducible subvarieties of P(E ∨ ) defined over K. Assume that X and Y meet properly, then
where X · Y is the intersection cycle of X and Y .
1.6. In §2 we give the precise definition of the degree of contact and prove some of its main properties. In §3 we recall some facts about toric deformations and show their relation with the quantitiy e r (X). In §4 we prove Bézout's theorem Theorem 1.5, while in §5 we prove Theorem 1.3 and Corollary 1.4. Finally, in §6 we apply the theory developed in the previous sections and discuss some non-trivial examples.
2. Degree of contact 2.1. Let E be a vector space of rank N + 1 over a number field K and E ∨ = Hom(E, K). A function w : E → R satisfying:
(1)
for all t ∈ K * and all x ∈ E, w(t · x) = w(x), (3) for all x, y ∈ E, w(x + y) max{w(x), w(y)}. is called weight function. Note that −w is a valuation on E. For all r ∈ R the set F j = {x ∈ E :
j} is a subspace of E, and F i ⊆ F j whenever i j. Varying the index j, this leads to a filtration F of subspaces of E,
where i = 0, · · · , k. Further put r h = r(h + 1) for h = 0, · · · , N, and r = (r 0 , · · · , r N ). This defines a map between the set of weight functions on E and the set of couples (F, r) where F is a filtration of subspaces of E, and r = (r 0 , · · · , r N ) ∈ R N +1 with r 0 · · · r N . Conversely, to each pair (F, r) as above, we associate a weight function w : E → R as follows: Put w(0) = ∞ and for x ∈ E \ {0} let i ∈ {0, · · · , k} be such that x ∈ F ji \ F ji+1 , then we define w(x) = r i .
2.2.
Equivalently, with respect to any basis adapted to the filtration F write x = (x 0 , · · · , x N ), then w(x) is the smallest r i for which x i = 0. This means that w(x) does not depend on the chosen basis but just on the filtration supporting it. In particular, the weight w(x) does not change much if we perturb or dilate r a little bit. One can always find a sufficiently small ε > 0 and a positive integer m such that for all x ∈ E m(1 + ε)w(x) =w(x), wherew is a weight function supported on the same filtration F of w but with integer weights. Thus, it is always possible to reduce the computations to a weight function with integer weights. If the weight of x with respect to a weight function w is non-positive, then x is said to be semi-stable with respect to w ([15], 1.1). Let P be the parabolic subgroup of GL(E) fixing the filtration F. Then if the weights r are integers, the pair (F, r) defines a conjugate class under the action of P of a one-parameter subgroup λ :
2.3.
Weight functions satisfy several functorial relations. Fix a weight function w on E and consider a subspace F ⊆ E. The restriction w| F of w on F defines a weight function on F. Further, w induces a weight function on the quotient w : E/F → R, mapping l to the minimum of the weights of the elements x ∈ E with π(x) = l, where π : E → E/F is the canonical projection. Given two vector spaces E 1 , and E 2 over K, endowed with weight functions w 1 , w 2 respectively, define a weight function on w :
Moreover, on the tensor product define w : E 1 ⊗ E 2 → R, by w(e 1 ⊗ e 2 ) = w 1 (e 1 ) + w 2 (e 2 ). These constructions induce natural weight functions on the symmetric product E 1 · E 2 , and on the exterior power E 1 ∧ E 2 .
2.4.
Fix a weight function w on E with integer weights r ∈ Z N +1 , and let F be the associated filtration. Consider a closed dimension d variety X defined over K and embedded in P(E ∨ ), the projective spectrum of the algebra Sym(E ∨ ). If m is large enough, say m m 0 , the cup product map
is surjective. The kernel of ϕ m is determined by the map
, which is called the Hilbert point of (X, ϕ m ), since it corresponds to the image of (X, ϕ m ) in the Hilbert scheme of P(E ∨ ). As in 2.3 w induces weight functions on
Denote by w r (m) the weight of the Hilbert point of (X, ϕ m ). There exists a non-negative integer e r (X) such that when m goes to infinity
The number e r (X) is called degree of contact of X with respect to the weighted flag associated to the weight function w. We extend this definition by linearity to cycles. As in Remark 2.2 it is clear how to define the degree of contact with respect to real weights r ∈ R N +1 .
2.5.
The degree of contact is a sort of multiplicity, and can be computed in terms of Segre classes. Fix a weight function w on E with integer values, and let F be the associated filtration. Define
, and denote by t the coordinate of A 1 . Choose a basis l 0 , · · · , l N adapted to the filtration
Choose a compactification Y of X × A 1 on which O X×A 1 (1) extends to a line bundle L, and let π : B → Y be the blow-up along the subscheme Z of Y defined by the ideal sheaf J. Then
where S is the exceptional divisor, ( [13] , Proposition 2.4; [13] , Proposition 3.2). According to [7] §4, one may write the degree of contact in terms of Segre classes: 
This definition is clearly independent of the choices involved. If all line bundles
Example 2.7. Suppose L = O(1) and each of the sheaves J i L is generated by a space of sections
, then as H i specializes to an element of V i , remaining otherwise generic, the number of points of 
Proof. This is [15] , Proposition 4.10.
Let X be an irreducible variety of dimension d. Fix a a very ample Cartier divisor D on X.
Assume that there exists an integer a and a prime Cartier divisor E on X such that D −aE is effective. Since a section of O(D) can vanish to order at most a on E
where
That is , w(x) equals a minus the order to which x vanishes along E.
Proof. The proof is similar to [13] Proposition 6.2. Recall that the weight of an element of the space
) is a minus the order to which it vanishes along E. Since E is irreducible, a monomial in the m-th symmetric power of H 0 (X, O(D)) vanishes to order exactly ma − k along E, if and only if its weight equals k. Moreover, a sum of monomials each vanishing to order at least ma − k along E also vanishes to order at least ma − k along E. Hence, if
. Arguing as in [13] Proposition 3.2, we obtain that
The hypothesis (2.7) simply has the effect of allowing us to use Riemann-Roch to compute these dimensions:
which on taking the normalized leading coefficient of w r (m) gives the theorem.
Corollary 2.11. Suppose that the assumptions of Theorem 2.10 are satisfied. If X is a surface then
2.12. Assume d = 2 and fix a pseudo ample divisor C on the surface X, i.e. such that the linear series |C| has no fixed components and the associated map φ C :
be a complete filtration. Suppose that there exists a blow up π : B → X on which C has a proper transformC, and such that for each i = 0, · · · , N the pullbacks of the sections in
These numbers are independent of the choice of B. Proposition 2.13. Identify X with the image of the birational map φ C . Let r 0 · · · r N 0 be positive integers. Then for all sequences of integers 0 = j 0 < j 1 < · · · < j N = N, the following inequality holds
Proof. Let J k be the ideal sheaf of O X generated by V k . Similar arguments to those of 2.5 prove that the mixed multiplicity e L (J i j , J 2−i k ) equals e jk defined above. Proposition 2.8 concludes then the proof. Assume now that X is a K3 surface over K and C a pseudo ample divisor on X. Then h 0 (X, mC) = C Proposition 2.14. Assume that no curve is contained in the base locus of V i , for all i = 0, · · · , N . Let r 0 · · · r N = 0 be integers, then
Proof. The hypotheses of the Theorem say that the number e i of Proposition 2.13 counts the number of base points (with multiplicity) of the linear series |V i |. By construction O B (C i ) is generated by sections and so has no base points. Since X is not rational, we can apply Clifford's theorem argument of [9] Lemma 3.2 to conclude that
this implies the inequality
(see [14] , Lemma 5). Moreover, if i < j then V j ⊂ V i , so the base locus of |V i | will be contained in that of |V j |. In other words, e ij = e i (see [14] , Proof of Theorem 1). All together this means that if i < j then
Then (2.10) just says that S J 3P J − N J . It is easy to see, that P J is twice the area in the first quadrant bounded by the segments joining the points (r j k , j k ) and (r j k+1 , j k+1 ), for k = 0, · · · , m ( [14] , Proposition 12). Thus min J P J can be estimated above by the full subsequence J f ull = (0, · · · , N ),
On the other hand, for any decreasing set of weights, J f ull minimizes the sum N J , and N j f ull = r 0 . Therefore
Proposition 2.13 concludes then the proof.
Remark 2.15. The last corollary holds in particular when X is a K3 surface whose Picard group has rank 1 and C is a primitive divisor class on X (that is, one that generates Pic(X)). However, since the generic member of the moduli space of K3 surfaces has Picard group of rank 1, this result covers almost all K3 surfaces.
Toric deformations
contains the incidence subscheme I, that is the subscheme whose points in any field L over K are points (x, u) where
and g : I → P(E) N −d+1 are smooth and proper. The (Cayley-Bertini-van der Waerden-)Chow divisor of X is then g * f * (X). It has codimension one on P(E) N −d+1 , so it may be defined through a well defined point
Sym deg(X) (E)), the so called, for short, Chow form. Note that the Chow form depends on the (d − 1)-dimensional linear space H defined by the generic linear forms (u 0 , · · · , u N ) and not on the specified linear forms. Hence F X (u ij ) can be expressed as a homogeneous polynomial in brackets
. These are the Plücker coordinates of the space H. Write F X (H) for the bracket expansion of the Chow form. As in 2.3 w induces a weight function on ⊗ d i=0 Sym deg(X) (E), again denoted with w. Proposition 2.11 of [15] , claims that the degree of contact corresponds to the weight of the Chow point, i.e. e r (X) = w(F X
. As in 2.1 this data defines a conjugate class of one-parameter subgroups of GL(E, K). Let λ : G m,K → GL(E, K) be one of them. The image λ(t)(X) is a projective variety isomorphic to X. In terms of ideals this action looks as follows: let us choose a basis of E compatible with the filtration F such that λ(t) := diag(t r0 , · · · , t r N ), then
If we pass to the limit as t goes to infinity we get the toric deformation lim t→∞ λ(t) −1 (X), which means that in (3.2) we pass to the initial ideal in λ (I(X)). Algebraically, this amounts to a Gröbner basis computation for I(X) (see [18] ), with respect to a term order which refines the partial ordering
Let G be a Gröbner basis for I(X) with respect to the one-parameter group λ(t) above and in λ (I(X)) be the initial monomial ideal. A monomial m is called standard if m ∈ in λ (I(X)). By a standard pair we mean a pair (m, σ) consisting of a monomial m and a N − dim(X)-set σ = {0 σ 0 < · · · < σ N −dim(X) N } such that supp(m) ∩ σ = ∅ and such that for all monomialsm with supp(m) ⊆ σ the monomial m ·m is standard. Let C σ,λ (I(X)) denote the number of standard pairs of the form (·, σ).
Remark that if L σ is a dim(X)-dimensional coordinate plane, then C σ,λ (I(X)) is the multiplicity of its prime ideal in in λ (I(X)) (Proof of [17] , Proposition 3.4). We can then read the degree of contact from the Gröbner basis G.
Lemma 3.3. With the above assumptions we have:
, such that λ corresponds to the restriction of ω onto the diagonal. Then the Chow form of X satisfies the asymptotic formula Remark 3.4. Consider the parabolic subgroup P of GL(E) that stabilizes the filtration F. Note that Lemma 3.3 continues to hold even if one substitutes λ with one of its conjugates under P . In other words, Lemma 3.3 holds with respect to all bases adapted to the filtration F.
3.5.
For any basis l 0 , · · · , l N of E, define the support of the bracket [i 0 · · · i k ] as the incidence vector l i0 + · · · + l i k , and the support of a bracket monomial as the sum of the weights of its brackets factors. For a subvariety X of P(E ∨ ), we denote by A(X) the set of supports occurring in the monomials (of brackets) of the Chow form F X . The Chow polytope Ch(X) of X is the convex hull of the set A(X). There is a bijection between the faces of the Chow polytope and all possible toric deformations of the Chow form F X ( [11] , Theorem 2.6). According to its definition in 2.4, the degree of contact e r (X) is the minimum of v · r on Ch(X). Since the polytope Ch(X) is convex and the scalar product v · r is linear, the minimum is attained at the set Vert(Ch(X)) of vertices of Ch(X), which clearly belong to A(X). Hence, e r (X) = min 
whereX is the image of X under the isomorphism given by the permutation of coordinates x i → x N −i . This implies that Theorem 2.3 of [6] follows from Theorem 1.3. (En passant: There is a slight mistake in [6] : in the formulation of Theorem 2.3, one has to substitute X with the permuted varietyX). 
Let
, and I A its defining ideal. Equivalently, X A is the closure of the set {(x a0 : · · · : 
N +1 with r 0 · · · r N , and for i = 0, · · · , N let F i be the vector space over K generated by
Proof. This follows from Remark 3.9, Lemma 3.3 and [17] , Proposition 3.11.
4. Bézout's Theorem for Degrees of Contact 4.1. Choose a projective variety X ⊆ P(E ∨ ) of dimension d over K, and a Chow form
. Let H ∈ P(E ∨ ) be a hyperplane given by a linear form h ∈ P(E). If X and H meet properly, the specialization of one of the u i 's to h provides a Chow form of the intersection cycle X · H. After an appropriate field extension,
This enables us to compare the degree of contact of the intersected cycle with the one of X.
Proposition 4.2. Let w be a weight function on E, with filtration F and weight r. Then for any hyperplane H ∈ P(E ∨ ) meeting X properly, e r (X · H) e r (X).
Proof. Fix a basis l 0 , · · · , l N of E adapted to the filtration F. Consider a vertex t = t 0 l 0 + · · · + t N l N of the Chow polytope of X minimizing the scalar product with r, and let
be the corresponding monomial in the Chow form F X . From the Laplace development of the brackets along a linear form h 0 l 0 + · · · + h N l N defining H, the monomial M transforms into
Clearly, the incidence vector of any monomial occurring in the polynomial (4.1) has the form c 0 t 0 l 0 + · · · + c N t N l N for some non-negative rationals c 0 , · · · , c N 1. This implies
which concludes the proof.
4.3.
Let E, F be two finite dimensional vector spaces over K, and choose two projective varieties
. Their ruled join X#Y is the projectivization of the product of their affine cones. By this we mean that the ideal I(X#Y ) is the ideal generated by the ideals of X and Y in the ring Sym(E ⊕ F ). According to [1] , Theorem 3.1.5, its Chow polytope is a scaled product of the Chow polytopes of X and Y,
One could ask if it is possible to generalize this equality to the set of weights and not just its convex hull. Unfortunately, computing some simple examples, such as the join of two quadrics, one easily finds counterexamples. Proposition 4.4. Choose a weight function on E of weight r and a weight function on F of weight s. They define canonically a weight function on E ⊕ F with weight r ⊕ s. Let X ⊆ P(E ∨ ), Y ⊆ P(F ∨ ) be two projective varieties and X#Y ⊆ P((E ⊕ F ) ∨ ) be their join. Then
Proof. Let a ∈ Ch(X#Y ) be a point of the Chow polytope minimizing the scalar product with r ⊕ s, i.e. such that a · (r ⊕ s) = e r⊕s) (X#Y ). From (4.2) there exist b ∈ Ch(X) and c ∈ Ch(Y ) such that
For the other inequality take b ∈ Ch(X) and c ∈ Ch(Y ) two points that minimize the scalar product with r, resp. with s. According to (4.2) the point (deg(Y )b)⊕(deg(X)c) belongs to the Chow polytope of the join. This yields
Together with (4.3) this concludes the proof.
4.5.
We will use the join to reduce the intersection of varieties in projective space to the intersection of a variety with a linear subspace. This idea originally goes back to F. Gaeta [8] , and has been used since by several authors in relation to Bézout's theorem ( [7] , Examples 8.4.4-8.4.6). Proof of Theorem 1.5. Let D ⊆ P((E ⊗ E) ∨ ) be the image of the diagonal embedding j :
. Since X and Y meet properly, the join X#Y and D meet properly on P((E ⊗ E) ∨ ). Furthermore 5. Proofs 5.1. Let K be an algebraic number field. Denote its ring of integers by O K and its set of places (equivalence classes of absolute values) by M K . For v ∈ M K , x ∈ K, we define the absolute value |x| v by:
Here N P = #(O K /P) is the norm of P and ord P (x) is the exponent of P in the prime ideal decomposition of the principal ideal generated by x, the order of 0 is ∞. We denote by K v the algebraic closure of the v-adic completion of K. In the first two cases we call v infinite and write v | ∞, in case 3 we call v finite and write v ∞. These absolute values satisfy the product formula v |x| v∈M K = 1
we set:
Define the height of x as H(x)
, and its logarithm h(x) = log H(x). By the product formula these define functions on the projective space P N (K). Further they depend only on the point x and not on the choice of the number field K containing the coordinates of x.
5.2.
Proof of Theorem 1.3. For each v ∈ S the basis l v0 , · · · , l vN and the weight r v define a weight function, given by the pair (F v , r v ), where
) and w v0 · · · w vM its weights. Define a probability measure on R by the density function:
where δ a (x) is the Dirac distribution supported at a ∈ R. Its expected value E(ρ vm ) can be read from the equality
(see proof of [13] , Proposition 3.2). According to (2.4) and the usual properties of Hilbert polynomials, it is easy to show that these expected values converge to
.
(see [6] , (1.8) such that for all x ∈ X(K) with (1.3) there is a c ∈ Γ with
For each v ∈ S let σ v ∈ S N +1 be a permutation of 0, · · · , N such that
, and denote by X v the image of X under the isomorphism of P(E ∨ ) induced by σ v . Its Chow polytope is the set of vectors (a σv(0) , · · · , a σv(N ) ), where (a 0 , · · · , a N ) belong to the Chow polytope of X. This yields
According to (5.1) this implies
Finally, from our choice of θ we deduce that
therefore we can apply Theorem 1.3 and conclude the proof.
Examples
During this section we will denote by L a finite field extension of the vector field K and will fix a finite set of places S of L containing all infinite places.
Example 6.1. Let us consider the Fermat cubic f
It is a rational surface whose Chow form in Plücker coordinates is
It is parameterized by
For all v ∈ S let us choose a ω v ∈ L and an arbitrary index i v ∈ {0, 1, 2, 3}. Then Corollary 1.4 implies that for all δ > 0 the set of points x ∈ P 2 (L) with
is not Zariski dense.
Remark 6.2. Schmidt's subspace theorem in P 3 imposes at the exponent of the height in (6.1) to be smaller than −12 − δ (= −3(3 + 1) − δ). Example 6.3. Let f : X → Y be the a nonsingular blow-up of dimension d of a normal projective variety Y along a subscheme Z over K. E denotes the exceptional divisor and C is an ample divisor on Y . Fix an integer n with the properties that nf * C − E is ample on X and nC is very ample on Y . Define D = nf * C. Further, assume that there exists an integer a such that D − aE is effective. For each v ∈ S consider the filtration
For each v ∈ S consider a basis l v0 , · · · , l vN of E ⊗ K L adapted to the filtration (6.2), and define the weight r = (a, a − 1, · · · , 1, 0), as in 2.9. The Leray spectral sequence assures that Theorem 2.10 holds for D (same proof as in [12] , Proposition 4). Therefore if for each v ∈ S we choose a non-negative real number c v with
Example 6.4. Choose a K3 surface X over K and fix a pseudo ample divisor C on X. For each
denotes a complete filtration. Assume that no curve is contained in base locus of any V vi (according to Remark 2.15 this holds for almost all K3 surfaces). For each v ∈ S let l v0 , · · · , l vN be a basis adapted to the filtration (6.3). Further, choose real numbers 0 c v0 · · · c vN with
From Proposition 2.14 we get
This yields
We can read from (6.4) that the right hand side of (6.5) is strictly larger than 1. Thus, Theorem 1.3 implies that the set of x ∈ X(K) with
is not Zariski dense. is not Zariski dense.
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