Egy DEA modell beszállítóértékelési feladatok megoldására by Dobos, Imre & Vörösmarty, Gyöngyi
Szigma, LI. (2020) 2. 131
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Egyetem
A dolgozat k¶et terÄuletet kapcsol Äossze: a Data Envelopment Analysis (DEA)
m¶odszertan¶at ¶es a besz¶all¶³t¶omenedzsmentet. A besz¶all¶³t¶omenedzsmentben a
besz¶all¶³t¶o ¶ert¶ekel¶ese sor¶an gyakran merÄulnek fel az adatok min}os¶eg¶evel prob-
l¶em¶ak, mint p¶eld¶aul az adatok bizonytalans¶aga. A besz¶all¶³t¶ok min}os¶³t¶es¶ere
¶es kiv¶alaszt¶as¶ara a DEA egy megfelel}o eszkÄoznek t}unik. Az adatbizonyta-
lans¶ag a DEA-ban sztochasztikus, fuzzy ¶es parametriz¶alt adatokkal kezelhet}o.
A dolgozat a parametriz¶al¶ast javasolja, mivel annak megold¶asa a kereske-
delmi forgalomban el¶erhet}o szoftverrel elv¶egezhet}o. K¶et szeml¶eletet, vagyis
a k¶eszletez¶esi kÄolts¶egek be¶ep¶³t¶es¶et a krit¶eriumrendszerbe, ¶es az alapadatok
¶atsk¶al¶az¶as¶at egyÄuttesen kezeli a dolgozat, ¶es azt vizsg¶alja, hogy ezzel az ¶uj
m¶odszerrel hogyan alakul a besz¶all¶³t¶o kiv¶alaszt¶asi folyamat.
Kulcsszavak: DEA, parametriz¶al¶as, besz¶all¶³t¶o ¶ert¶ekel¶es
1 Bevezet}o
A Data Envelopment Analysis (DEA) egy j¶ol ismert ¶es sokszor alkalmazott
dÄont¶eselm¶eleti m¶odszertan, melyet a nemzetkÄozi szakirodalom sz¶amos terÄule-
ten alkalmaz. A hazai publik¶aci¶ok is mutatnak be lehets¶eges alkalmaz¶asokat,
pl. FÄulÄop J¶anos ¶es Temesi J¶ozsef (2001), akik az ipari parkok hat¶ekonys¶ag¶at
vizsg¶alt¶ak ezzel a modellel. A DEA-t Charnes et al. (1978) fogalmazt¶ak meg,
ami l¶enyeg¶eben egy matematikai programoz¶asi m¶odszer a homog¶en dÄont¶esi
egys¶egek (DMU) relat¶³v hat¶ekonys¶ag¶anak m¶er¶es¶ere. A kutat¶asok ebben az
ir¶anyban a hat¶ekonys¶ag megragad¶as¶at c¶elozz¶ak. A DEA ugyanakkor mint
rangsorol¶asi elj¶ar¶as is alkalmazhat¶o. Az Analytic Hierarchy Process (AHP)
lehet egy m¶asik ilyen alkalmaz¶as, amint azt Boz¶oki S¶andor, Csat¶o L¶aszl¶o ¶es
Temesi J¶ozsef (2016) dolgozatukban meg¶allap¶³tj¶ak. Ez a dolgozat a DEA
egy m¶asik alkalmaz¶as¶at mutatja be, nevezetesen a besz¶all¶³t¶omenedzsment
terÄulet¶en.
A DEA egy nem-parametrikus dÄont¶est¶amogat¶o modell. A dÄont¶eselm¶elet-
b}ol ismert dÄont¶esi m¶atrix a m¶odszer kiindul¶o pontja, azaz az objektumok,
vagy m¶ask¶ent dÄont¶esi egys¶egek (Decision Making Unit, DMU-k) adottak,
valamint egy krit¶eriumrendszer is ismert, ami ment¶en a DMU-kat ¶ert¶ekelik.
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A DEA fontos tulajdons¶aga, hogy a krit¶eriumokat k¶et csoportba osztjuk a-
szerint, hogy melyek a fÄuggetlen, vagyis input krit¶eriumok, ¶es melyek a fÄugg}o,
vagyis output krit¶eriumok. A m¶odszer olyan s¶ulyokat hat¶aroz meg mind az
input, mind az output krit¶eriumokra, amelyekkel egy olyan h¶anyados t¶³pus¶u
hat¶ekonys¶agi mutat¶ot hat¶arozunk meg, amely az egyes ¶ert¶ekre norm¶alt. A
h¶anyados mutat¶o sz¶aml¶al¶oj¶aban az output krit¶eriumok s¶ulyozott ¶ert¶eke szere-
pel, m¶³g a nevez}oben a s¶ulyozott inputok szerepelnek. Ezek alapj¶an minden
egyes DMU-ra keressÄuk azt a s¶ulyvektort, amely a maxim¶alis hat¶ekonys¶agi
mutat¶ot eredm¶enyezi, amely term¶eszetesen nem nagyobb egyn¶el. A feladat,
amely l¶enyeg¶eben egy hiperbolikus programoz¶asi feladat, egyszer}uen ¶atala-
k¶³that¶o egy line¶aris programoz¶asi feladatt¶a. Az ilyen hiperbolikus felada-
tok megold¶as¶aban jelent}os szerepe volt Martos B¶el¶anak, a Szigma foly¶oirat
els}o f}oszerkeszt}oj¶enek (Martos, 1964). A feladatok megold¶asa ut¶an azokat a
DMU-kat tekintjÄuk hat¶ekonynak, amelyeknek a hat¶ekonys¶aga el¶eri az 1-et.
A nemzetkÄozi szakirodalomban a DEA m¶odszer¶et sokan aj¶anlj¶ak a besz¶al-
l¶³t¶o¶ert¶ekel¶esi dÄont¶esek t¶amogat¶as¶ara is. A beszerz}ok feladatai ugyanis egyre
sokr¶et}ubbek, a feladatok a sz¶all¶³t¶o el}ozetes min}os¶³t¶es¶et}ol a teljes¶³t¶es ut¶ani
ut¶omin}os¶³t¶esig terjednek. (Roodhooft, Konings, 1997, Wu ¶es Barnes 2011,
Igarashi et al. 2013, Luzzini et al. 2014) A besz¶all¶³t¶omin}os¶³t¶es l¶enyeg¶eben ha-
t¶ekonys¶agi szempont¶u csoportos¶³t¶ast jelent, amelyet a DEA alaplogik¶aja j¶ol
tud t¶amogatni. A besz¶all¶³t¶o¶ert¶ekel¶es egyik fontos probl¶em¶aja ugyanakkor a
legjobb besz¶all¶³t¶o kiv¶alaszt¶asa, mely a dÄont¶eselm¶eletben a rangsorol¶as t¶em¶a-
j¶ahoz tartozik. Ez azt jelenti, hogy a dÄont¶esi egys¶egeket bizonyos el}ozetesen
megfogalmazott szempontok alapj¶an sorrendbe kell rendezni. Ez az elren-
dez¶es kÄulÄonf¶ele m¶odszerekkel ¶erhet}o el, bele¶ertve a TOPSIS, AHP vagy DEA
m¶odszereket. CikkÄunk erre mutat egy alkalmaz¶ast, kiemelve azt, hogy a
gyakorlati probl¶em¶ak eset¶en a m¶odszernek az adatok probl¶em¶ait is kezelnie
kell.
Minden m¶odszer eset¶eben megfogalmazhat¶ok olyan kÄovetelm¶enyek, ame-
lyeket a felhaszn¶alt adatoknak teljes¶³tenie kell. A DEA m¶odszertanilag kÄulÄon-
bÄozik a leggyakrabban haszn¶alt m¶odszerekt}ol abban, hogy nem-parametrikus.
A krit¶eriumokat k¶et csoportba kell sorolni: az input ¶es az output krit¶eriumok
csoportj¶aba. Ez a feloszt¶as lehet tetsz}oleges, de gyakran valamilyen logika
ment¶en kerÄul kialak¶³t¶asra. A cikkben bemutatott modellben azt a logikai
l¶ancot kÄovetjÄuk, hogy az input krit¶eriumok a menedzsment szempontokb¶ol
¶allnak. Ezeket k¶et csoportra lehet osztani: p¶enzÄugyi, p¶eld¶aul ¶ar, pro¯t, kÄolt-
s¶eg stb., ¶es m}ukÄod¶esi szempontok, p¶eld¶aul ¶atfut¶asi id}o, min}os¶eg, pontoss¶ag
stb. A cikkben az output krit¶eriumoknak a fenntarthat¶os¶agi vagy zÄold szem-
pontokat tekintjÄuk, mint p¶eld¶aul a v¶as¶arolt term¶ek ¶ujrafelhaszn¶alhat¶os¶aga,
a term¶ek sz¶all¶³t¶oja ¶altal kibocs¶atott sz¶endioxid (CO2), stb. A krit¶eriumok
ilyen m¶odon tÄort¶en}o megoszt¶asa r¶ev¶en a zÄold szempontok be¶ep¶³thet}ok a DEA
modellbe.
A besz¶all¶³t¶o ¶ert¶ekel¶eshez rendelkez¶esre ¶all¶o adatok nem mindig pontosak.
Lehetnek determinisztikus, sztochasztikus, fuzzy stb. adatok. A sztochaszti-
kus ¶es nempontos (imprecise) adatok DEA modelljei az irodalomban rendel-
kez¶esre ¶allnak (Alikhani et al., 2019, Park et al., 2018, Rashidi et al., 2019,
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Wen et al., 2018). Egy lehets¶eges neh¶ezs¶ege ezeknek a m¶odszereknek, hogy
speci¶alis m¶odszertani tud¶ast ig¶enyelnek, ¶es olyan szoftver alkalmaz¶as¶at, amely
kev¶esb¶e val¶osz¶³n}u, hogy a gyakorlati beszerz¶esi szakemberek sz¶am¶ara el¶erhet}o.
Gyakorlati szempontb¶ol fontos lenne egy olyan m¶odszertan, amely megold-
hat¶o egy olyan szoftverrel, amely el¶erhet}o ak¶ar a nem t¶ul nagy v¶allalatok
sz¶am¶ara is, pl. a Microsoft Excel Solver program. Az ¶altalunk bemutatott
m¶odszer c¶elja a kor¶abban javasolt megold¶asok m¶odszertani ¶es informatikai
neh¶ezs¶egeinek kikÄuszÄobÄol¶ese. A sztochasztikus ¶es nempontos adatokat ki-
v¶althatja a DEA modell param¶eterez¶ese az Excel Solver seg¶³ts¶eg¶evel. Ezzel
kÄonnyen megoldhat¶o probl¶em¶akra vezetjÄuk vissza a feladat megold¶as¶at. Ez
egy el¶erhet}o megold¶ast k¶³n¶al a beszerz¶esi menedzserek sz¶am¶ara is.
A javasolt m¶odszer m¶asik el}onye a k¶eszletez¶esi kÄolts¶egek integr¶al¶asa a
DEA modellbe. Ez a javasolt modell a k¶eszletkÄolts¶egeket a klasszikus EOQ
alapj¶an ¶ertelmezi, azaz k¶et kÄolts¶egelemb}ol ¶all: k¶eszlettart¶asi- ¶es rendel¶esi
kÄolts¶egek. A sz¶all¶³t¶o gyakran nem k¶epes az optim¶alis t¶etelm¶eret biztos¶³t¶as¶ara,
ez¶ert a beszerz}onek ismernie kell a besz¶all¶³t¶o sz¶all¶³t¶asi kapacit¶as¶at. Mivel a
DEA hat¶ekonys¶agot hat¶aroz meg, ez¶ert a param¶eterez¶es az adatok bizony-
talans¶ag¶at kisz}urheti, ezzel az ¶erz¶ekenys¶egi elemz¶es eredm¶enyeire is v¶alaszt
adhat.
A DEA mint m¶odszer ¶erz¶ekeny arra is, hogy az input vagy az output
adatok eset¶en a legkisebb vagy a legmagasabb ¶ert¶eket tekintik a legjobb-
nak. P¶eld¶aul, az input krit¶eriumoknak jobbnak kell lenniÄuk, ha egy mutat¶o
¶ert¶eke kisebb. Az output krit¶eriumok eset¶en az ellenkez}oje igaz. Egy m¶asik
probl¶ema az, hogy a gyakorlatban az egyes krit¶eriumok elt¶er}o sk¶al¶an adot-
tak. A probl¶ema az, hogy a krit¶eriumok sk¶alaterjedelme befoly¶assal lehet
a kiv¶alaszt¶asi folyamat eredm¶eny¶ere. Ez a cikk a k¶et alapvet}o gyakorlati
probl¶ema megold¶as¶at adja a kiindul¶asi adatok ¶ujrasz¶am¶³t¶as¶aval, amelyet az
irodalom is javasol (Lovell ¶es Pastor, 1995, Seiford ¶es Zhu, 2002).
A dolgozat a szerz}ok k¶et kor¶abban megjelent cikk¶ere ¶ep¶³t. (Dobos ¶es VÄo-
rÄosmarty, 2019a, 2019b). Dobos ¶es VÄorÄosmarty (2019a) dolgozata a szok¶aso-
san rendelkez¶esre ¶all¶o krit¶eriumokat b}ov¶³ti ki egy ¶uj krit¶eriummal, nevezete-
sen a k¶eszletez¶esi kÄolts¶egekkel a t¶etelnagys¶ag fÄuggv¶eny¶eben. Dobos ¶es VÄorÄos-
marty (2019b) munk¶aja a klasszikus besz¶all¶³t¶o¶ert¶ekel¶esi krit¶eriumok ¶ert¶ekeit
transzform¶alja egy 1-t}ol 20-ig terjed}o sk¶al¶ara, hol a legink¶abb prefer¶alt ¶ert¶ek
kapja a maxim¶alis 20 ¶ert¶eket, m¶³g az 1-es ¶ert¶eket a legkev¶esb¶e prefer¶alt ¶ert¶ek-
hez rendeljÄuk. A dolgozat ezt a k¶et szeml¶eletet, vagyis a k¶eszletez¶esi kÄolts¶egek
be¶ep¶³t¶es¶et a krit¶eriumrendszerbe ¶es az alapadatok ¶atsk¶al¶az¶as¶at egyÄuttesen
kezeli, ¶es azt vizsg¶alja, hogy ezzel a m¶odszerrel hogyan alakul a kiv¶alaszt¶asi
folyamat.
A cikk fel¶ep¶³t¶ese a kÄovetkez}o: el}oszÄor rÄovid szakirodalmi ¶attekint¶est ny¶ujt
be, amely bemutatja a besz¶all¶³t¶o menedzsment ¶altal ig¶enyelt adatokat. A
kÄovetkez}o szakaszban egy output orient¶alt DEA-CCR modellt dolgozunk ki
egy kor¶abbi m¶odszer alapj¶an, amely egy sk¶al¶az¶asi elj¶ar¶as hat¶as¶at vizsg¶alja a
besz¶all¶³t¶o¶ert¶ekel¶esben. A sk¶al¶az¶ast azonos hossz¶us¶ag¶u intervallumokon hajt-
juk v¶egre. A szakasz numerikus p¶eld¶aval z¶arul. A z¶ar¶o ¶eszrev¶eteleket az utols¶o
r¶esz t¶argyalja.
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2 Irodalmi ¶attekint¶es
Szakirodalmi ¶attekint¶esÄunk a besz¶all¶³t¶o¶ert¶ekel¶es ¶es annak szempontrendsze-
r¶enek megv¶altoz¶as¶aval kapcsolatos irodalmakat tekint ¶at, majd kiemeli, hogy
ezek milyen olyan adatprobl¶em¶akat vetnek fel, amelyeket a besz¶all¶³t¶o¶ert¶ekel¶es
m¶odszer¶enek szÄuks¶eg eset¶en kezelnie kell tudni.
2.1 A besz¶all¶³t¶o ¶ert¶ekel¶es fejl}od¶ese
A szakirodalomban sz¶amos publik¶aci¶o jelent meg, amelynek c¶elja a besz¶all¶³t¶o
kiv¶alaszt¶as m¶odszertani t¶amogat¶asa (Agarwal et al., 2011, Ho et al., 2010).
Ezek a m¶odszerek igyekeznek kÄovetni azt a fejl}od¶est, amely a beszerz¶esben
v¶egbemegy (Nair et al., 2015). Ennek l¶enyege, hogy a beszerz¶esi funkci¶o je-
lent}osen ¶atalakult, a hagyom¶anyos tranzakci¶o-orient¶alt szeml¶eletm¶od helyett
egyre ink¶abb a strat¶egiai megkÄozel¶³t¶es v¶alik jellemz}ov¶e. Ezzel p¶arhuzamosan
a beszerz¶esi feladat egyre Äosszetettebb¶e v¶alik, s kib}ovÄul az ell¶at¶asmenedzsment
szeml¶eletben a besz¶all¶³t¶ok ¶ert¶ekel¶es¶ere alkalmazott krit¶eriumrendszerrel.
Dickson (1966) gyakran id¶ezett tanulm¶anya 23 besz¶all¶³t¶oi ¶ert¶ekel¶esi krit¶e-
riumot mutatott be. A krit¶eriumokat vizsg¶al¶o k¶es}obbi tanulm¶anyok meg¶alla-
p¶³tott¶ak, hogy a krit¶eriumok tÄobbs¶ege m¶eg hossz¶u id}o ut¶an is relev¶ans volt:
Weber et al. (1991) eredm¶enyei szerint az ¶ar/kÄolts¶eg, a sz¶all¶³t¶as ¶es a min}os¶eg
volt a legfontosabb, ¶es ez a k¶es}obbi tanulm¶anyok szerint is v¶altozatlanul ¶erv¶e-
nyes (p¶eld¶aul Ho et al. 2010). A magas min}os¶eg, a sz¶all¶³t¶as ¶es az ¶ar/kÄolts¶eg
el¶er¶es¶enek ¶es m¶er¶es¶enek m¶odja azonban nagyon sokat v¶altozott, ¶es ezeket
gyakran kieg¶esz¶³tik a kock¶azat szempontj¶aval (Giunipero, Eltentawy, 2004).
A hagyom¶anyos megkÄozel¶³t¶esben a kiv¶alaszt¶as az aj¶anlatok Äosszehasonl¶³-
t¶asa alapj¶an tÄort¶ent. Fontos k¶erd¶es a szempontok kÄozÄotti ¶atv¶alt¶as kezel¶ese ¶es
a krit¶eriumok egym¶assal val¶o Äosszem¶erhet}os¶ege. Weber et al. (1991) meg¶al-
lap¶³tott¶ak, hogy a kÄozz¶etett m¶odszerek t¶ulnyom¶o tÄobbs¶ege line¶aris s¶ulyoz¶asi
modell, matematikai modell vagy val¶osz¶³n}us¶egi modell. Ezek a 90-es ¶evekben
m¶eg megfelel}o eszkÄozÄoknek voltak tekinthet}oek arra, hogy az azonos¶³tott
krit¶eriumokat egy egyszer}u dÄont¶eshozatali folyamat sor¶an kezelni tudjuk an-
nak ¶erdek¶eben, hogy az aj¶anlattev}ok kÄozÄul kiv¶alaszthassuk a legjobb sz¶all¶³t¶ot.
Az¶ota az ¶ert¶ekel¶esi folyamat ¶atalakult: sz¶amos c¶eg tÄobbl¶epcs}os folyamatot
alak¶³tott ki (Glock et al., 2017). M¶eg mindig relev¶ans krit¶eriumok az alacsony
kÄolts¶eg, a sz¶all¶³t¶as ¶es a min}os¶eg el¶er¶ese, de ebben a tÄobbl¶epcs}os folyamatban
az ¶ert¶ekel¶es szisztematikusabb¶a ¶es alaposabb¶a v¶alt. Nem csak a rÄovid t¶av¶u
aj¶anlatokat veszik ¯gyelembe (pl. a term¶ek ¶ara, ¶³g¶ert sz¶all¶³t¶asi hat¶arid}o), ha-
nem az olyan k¶epess¶egeket is ¶ert¶ekelik, amelyek hossz¶u t¶av¶u j¶o teljes¶³tm¶enyt
tesznek lehet}ov¶e (pl. rendelkez¶esre ¶all¶o kapacit¶as, technol¶ogiai szint, p¶enz-
Äugyi stabilit¶as) (Braglia, Petroni, 2000, Sarkar, Mohapatra, 2006, Kuo et al.,
2010). Ugyanakkor fontos szempont a kÄolts¶egoptimaliz¶al¶as, a folyamatkÄolt-
s¶egek kiegyens¶ulyoz¶asa, optimaliz¶al¶asa, ¶³gy egyre nagyobb ¯gyelem h¶arul a
rendel¶esi, k¶eszletez¶esi folyamatok optimaliz¶al¶as¶ara is.
A besz¶all¶³t¶oknak ez a komplex ¶ert¶ekel¶ese m¶odszertani fejleszt¶est k¶³v¶ant. A
sz¶all¶³t¶oi ¶ert¶ekel¶esre vonatkoz¶o szakirodalmi ¶attekint¶esek kifejezetten kiemelik
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a tÄobbc¶el¶u dÄont¶eshozatali (MADM) technik¶akat (pl. AHP, ANP, TOPSIS,
MAUT), a matematikai programoz¶asi modellek (LP, MOLP, MILP, DEA
stb.) fejl}od¶es¶et, a kapcsolatos szakirodalmi publik¶aci¶ok sz¶am¶anak nÄoveked¶e-
s¶et. Ezek mellett a mesters¶eges intelligencia (arti¯cial intelligence), neur¶a-
lis h¶al¶ozatok, dÄont¶esi f¶ak, asszoci¶aci¶os szab¶alyok, klaszteranal¶³zis jelent}os¶ege
(Setak et al., 2012) ¶es kvalitat¶³v m¶odszerek (Zimmer et al., 2016) szerepe is
egyre nÄovekszik. Ahogy l¶attuk, a szakirodalom sz¶amos m¶odszertani lehet}o-
s¶eget ny¶ujt a besz¶all¶³t¶o¶ert¶ekel¶esi probl¶ema kezel¶es¶ere. Ezek kÄozÄul az egyik
legtÄobbet eml¶³tett m¶odszer a DEA (Ho et al., 2010).
2.2 A DEA alkalmaz¶asa adat oldalr¶ol
A legjobb vagy a megfelel}o besz¶all¶³t¶o kiv¶alaszt¶asa sor¶an a krit¶eriumok Äossze-
vet¶ese ¶es a rendelkez¶esre ¶all¶o adatok jellege sz¶amos m¶odszertani probl¶em¶at
felvet, melyekkel a szakirodalom nagy terjedelemben foglalkozik.
A DEA szakirodalma kiemelten kezeli a nem k¶³v¶anatos output k¶erd¶es¶et. A
DEA megval¶os¶³t¶as¶ahoz meg kell hat¶arozni az input ¶es az output krit¶eriumokat.
Az input krit¶eriumok eset¶eben a kisebb ¶ert¶ekkel rendelkez}oket tekintjÄuk jobb-
nak, m¶³g az output krit¶eriumokn¶al a nagyobb ¶ert¶ekkel rendelkez}ok lesznek
hat¶ekonyabbak (Amindoust et al. 2013). Nem k¶³v¶anatos outputok jelenl¶et¶eben
azonban azokat a DMU-kat, amelyek tÄobb j¶o (k¶³v¶anatos) outputtal ¶es kev¶esb¶e
rossz (nem k¶³v¶anatos) outputtal (pl. hullad¶ek, elutas¶³tott term¶ekek) rendel-
keznek az inputokhoz k¶epest, hat¶ekonynak kell tekinteni. Mivel a fenntartha-
t¶os¶agi szempontok egyre ink¶abb megjelennek a sz¶all¶³t¶oi ¶ert¶ekel¶esi krit¶eriumok
kÄozÄott, ¶³gy a nem k¶³v¶anatos outputokat is egyre ink¶abb ¯gyelembe kell venni
a DEA keret¶eben (Azadi et al., 2017).
Tov¶abbi ilyen probl¶ema, hogy az adat kardin¶alis vagy ordin¶alis jelleg}u.
Az ut¶obbi esetben az Äosszehasonl¶³t¶ast g¶atolja, hogy a kÄulÄonbs¶egeket neh¶ez
¶ertelmezni (Saen, 2007, Toloo, Nalchigar, 2011). A negat¶³v adatok (p¶eld¶aul
nÄoveked¶esi Äutem vagy pro¯t-vesztes¶eg eset¶en) csak ritk¶an jelennek meg, de a
sz¶all¶³t¶o¶ert¶ekel¶esi m¶odszertannak kezelnie kell ezeket (Izadikhah, Saen, 2016,
Mohamad, Said, 2012). Az ¶ert¶ekel¶es egy tov¶abbi kih¶³v¶asa a pontatlan (im-
precise) adat, mely pl. abb¶ol fakad, hogy az ¶ert¶ekel¶est v¶egz}onek becsl¶est
kell adnia (Chen et al., 2006, Karsak, Dursun, 2014, Dobos, VÄorÄosmarty,
2019b). A kock¶azatok kezel¶es¶enek kih¶³v¶asa kifejezetten el}ot¶erbe helyezi a be-
sz¶all¶³t¶o k¶epess¶egeinek min}os¶³t¶es¶et az ¶ert¶ekel¶es sor¶an. Ilyenkor sokszor olyan
,,puha" adatokkal kell dolgoznunk, amelyeket bizonytalan adatk¶ent tudunk
kezelni (pl. besz¶all¶³t¶o alkalmazottainak min}os¶ege). Az ilyen adatokat sok-
szor szak¶ert}oi v¶elem¶enyek alapj¶an hozz¶ak l¶etre, ahol fontos a szubjektivit¶as
kikÄuszÄobÄol¶ese ¶es a kÄovetkezetess¶eg biztos¶³t¶asa (Shi et al., 2015, He, Zhang,
2018).
Adatok sk¶al¶az¶asa is ¶erdekes adatprobl¶ema. A sz¶all¶³t¶o kiv¶alaszt¶asi krit¶eriu-
mainak term¶eszetes m¶ert¶ekegys¶ege kÄulÄonbÄozik, p¶eld¶aul a sz¶all¶³t¶asi ¶atfut¶asi id}o
¶or¶akban vagy napokban m¶erhet}o. Ez a sk¶al¶az¶asi kÄulÄonbs¶eg megv¶altoztathatja
az ¶ert¶ekel¶esi folyamat eredm¶eny¶et. (L¶asd az adatm¶odos¶³t¶asi probl¶em¶at, Cook,
Seiford, 2009.) Hasonl¶o probl¶ema jelentkezik a sk¶ala terjedelm¶eben: egyes
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krit¶eriumok term¶eszetes m¶ert¶ekegys¶ege kicsi, m¶³g m¶asok¶e nagy. Ez Äonmag¶a-
ban befoly¶asolhatja az ¶ert¶ekel¶est.
Ez az ¶attekint¶es mutatja, hogy a DEA m¶odszertan fejleszt¶ese az adatok
sz¶amos probl¶em¶aj¶aval foglalkozik. LegtÄobbjÄuk kezel¶es¶evel foglalkozik a szak-
irodalom, ugyanakkor a kÄulÄonf¶ele m¶er¶esi sk¶al¶aknak az ¶ert¶ekel¶es eredm¶eny¶ere
gyakorolt torz¶³t¶o hat¶asa kev¶esb¶e kerÄult eddig a publik¶aci¶ok f¶okusz¶aba. (An-
nak ellen¶ere igaz ez, hogy a m¶ert¶ekegys¶egek probl¶em¶aja a m¶odszertani szak-
irodalomban j¶ol ismert.) A fent eml¶³tett adatprobl¶em¶ak megold¶asai r¶eszben
kezelik ezt a probl¶em¶at: pl. a TCO (total cost of ownership) logika a kri-
t¶eriumokat kÄolts¶egre konvert¶alja, vagy a szak¶ert}oi v¶elem¶enyek Äosszehasonl¶³-
t¶as¶an¶al ugyanaz a sk¶ala haszn¶alhat¶o az egyes krit¶eriumok ¶ert¶ekel¶es¶ehez. A
sk¶ala probl¶em¶at gyakran Äosszekapcsolj¶ak a pontatlan adatok probl¶em¶aj¶aval
is. ¶Ir¶asunkban az¶ert tartjuk fontosnak a vizsg¶alat¶at, mivel hat¶assal lehet az
¶ert¶ekel¶es eredm¶eny¶ere.
A kÄovetkez}o fejezetben az eml¶³tett probl¶em¶at k¶etl¶epcs}os megold¶ask¶ent ke-
zeljÄuk. Az els}o l¶ep¶esben a sk¶al¶az¶asi probl¶em¶ara fogalmazunk meg egy meg-
old¶ast. A m¶asodik l¶ep¶esben a nem ismert adatokat a krit¶eriumok param¶ete-
rez¶es¶evel vizsg¶aljuk a k¶eszletez¶esi probl¶ema kapcs¶an.
3 Egy DEA modell a zÄold besz¶all¶³t¶o¶ert¶ekel¶esre
t¶etelnagys¶ag kÄolts¶egek mellett
A pontatlan adatok elemz¶es¶et parametrikus line¶aris programoz¶as seg¶³ts¶eg¶evel
elemezzÄuk. A param¶eterez¶est a k¶eszlet kÄolts¶egein keresztÄul mutatjuk be. A
param¶eteres line¶aris programoz¶assal teszteltÄuk az adatok pontoss¶ag¶at, ¶es az
eredm¶enyek ¶erz¶ekenys¶egi elemz¶esk¶ent ¶ertelmezhet}ok egy DEA modellben. Az
adatok megv¶altoztat¶as¶anak kÄovetkezm¶enyei a kor¶abbi ¶ert¶ekel¶es eredm¶enyei-
nek ¶es a felaj¶anlott ¶uj m¶odszernek a hasznoss¶agi ¶ert¶ekekkel tÄort¶en}o Äosszeha-
sonl¶³t¶as¶aval fedhet}ok le.
3.1 A zÄold DEA modell ¶altal¶anos¶³t¶asa k¶eszletez¶esi kÄolt-
s¶egekkel
Egy kor¶abbi cikkben Dobos ¶es VÄorÄosmarty (2019a) egy olyan DEA modellt
mutatott be, amely tartalmazott az optim¶alis t¶etelnagys¶agra (Economic Or-
der Quantity, EOQ) alapul¶o k¶eszletez¶esi kÄolts¶egeket. A k¶eszletez¶esi kÄolts¶egek
az EOQ-modell egy parametriz¶alt form¶aj¶aban kerÄultek DEA-t¶³pus¶u besz¶al-
l¶³t¶o¶ert¶ekel¶esi modellbe. Ekkor az kerÄul a vizsg¶alat kÄozpontj¶aba, hogy a
besz¶all¶³t¶ok milyen t¶etelnagys¶agot v¶alasztanak a kÄolts¶egeik minimaliz¶al¶asra.
Azzal a felt¶etelez¶essel ¶elÄunk, hogy a v¶allalat ismeri a besz¶all¶³t¶ok rendel¶esi ¶es
k¶eszlettart¶asi kÄolts¶eg¶et, vagyis (Sj; hj), j = 0; 1; 2; . . . ; p ismert. Egy adott
t¶etelnagys¶agra ekkor a k¶eszletez¶esi kÄolts¶egek az al¶abbi m¶odon hat¶arozhat¶ok
meg
xj(q) = SjD=q + hjq=2 ; (1)
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ahol a D param¶eter az ¶eves kereslet nagys¶aga, ¶es q az adott t¶etelnagys¶ag.
Az (1) k¶epletben k¶etf¶ele kÄolts¶eggel sz¶amolunk. A rendel¶esi kÄolts¶eg min-
den rendel¶esre ¶alland¶o Sj, viszont az ¶eves rendel¶esek sz¶ama D=q, mivel q
t¶etelnagys¶agokban szerezzÄuk be az ¶eves D keresletet. A m¶asik kÄolts¶egelemet,
azaz a k¶eszlettart¶asi kÄolts¶eget az ismert f}ur¶eszfog modellb}ol sz¶am¶³tjuk. A ma-
xim¶alis k¶eszletszint ugyanis q, ami egyenletesen csÄokken, ez¶ert az ¶atlagk¶eszlet
q=2 lesz. Ezt tesszÄuk kÄolts¶egg¶e az ¶eves term¶ekegys¶egre es}o k¶eszlettart¶asi
kÄolts¶eggel: hjq=2.
A menedzsment (input) mutat¶okat az (xi;xj(q)) vektorban foglalhatjuk
Äossze. Amint l¶atjuk, a menedzsmentmutat¶ok fÄuggnek a q t¶etelnagys¶agt¶ol.
A most bevezetett k¶eszletez¶esi kÄolts¶egek s¶ulya legyen vn+1. Az ¶uj s¶uly-
vektor (v; vn+1) is kiterjeszt¶ese a kor¶abbiaknak minden besz¶all¶³t¶o eset¶en. A
kiterjesztett modell a kÄovetkez}o form¶aban ¶³rhat¶o fel
u ¢ y0 ! max (2)
¶ugy, hogy
v ¢ x0 + vn+1 ¢ x0(q) = 1; (3)
u ¢ yj ¡ (v ¢ xj + vn+1 ¢ xj(q)) · 0; j = 0; 1; 2; . . . ; p; (4)
u ¸ 0; (v; vn+1) ¸ 0: (5)
Az (2)-(5) modell egy parametrikus line¶aris programoz¶asi feladat. A mo-
dell egy numerikus megold¶as¶at a Dobos ¶es VÄorÄosmarty (2019a) dolgozat tar-
talmazza.
Az DEA alapmodellje olyan krit¶eriumokat is tartalmazhat, amelyben azok
terjedelme nagy mennyis¶egi kÄulÄonbs¶egeket mutathat. A krit¶eriumokat ez¶ert
gyakran azonos sk¶alaterjedelm}u, normaliz¶alt intervallumra ¶erdemes lek¶epezni.
EsetÄunkben az inputn¶al a (¡20;¡1) sk¶al¶at v¶alasztjuk, ami azt jelenti, hogy
a prefer¶alt ¶ert¶ek (xmaxj ) kapja a (¡1)-es ¶ert¶eket, m¶³g a legkev¶esb¶e prefer¶alt
¶ert¶ekhez (xminj ) a (¡20)-at rendeljÄuk. Ugyanez az output krit¶eriumokn¶al ¶ugy
alakul, hogy a krit¶eriumokat az (1,20) kÄozÄotti sk¶al¶ara transzform¶aljuk, ahol
a 1-es ¶ert¶eket a legkev¶esb¶e prefer¶alt ¶ert¶ek (yminj ) kapja, m¶³g a legprefer¶altabb
¶ert¶ek (ymaxj ) a 20-as ¶ert¶eket kapja. Az input krit¶eriumokn¶al ez azt jelenti,
hogy a menedzsment mutat¶okat az al¶abbi m¶odon transzform¶aljuk ¶at
Xij =
19
xmaxj ¡ xminj
¢ xij ¡ 19 ¢
xmaxj
xmaxj ¡ xminj
¡ 1; (6)
ahol az xmaxj ¶ert¶ek a prefer¶alt j krit¶erium¶ert¶ek, ¶es x
min
j ¶ert¶ek a legrosszabb
krit¶erium¶ert¶ek. A zÄold, azaz output adatokon a kÄovetkez}o ¶atalak¶³t¶ast hajtjuk
v¶egre
Yij =
19
ymaxj ¡ yminj
¢ yij ¡ 19 ¢
ymaxj
ymaxj ¡ yminj
+ 20; (7)
ahol az ymaxj ¶ert¶ek a prefer¶alt j krit¶erium¶ert¶ek, ¶es y
min
j ¶ert¶ek a legkev¶esb¶e
prefer¶alt ¶ert¶ek. A javasolt transzform¶aci¶o a±n, azaz line¶aris, amint azt FÄare
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¶es Grosskopf (2013) dolgozatukban meg¶allap¶³tj¶ak. NevezzÄuk ezeket a hasz-
noss¶agi transzform¶altakat hasznoss¶agoknak.
Az ezzel az elj¶ar¶assal ¶atalak¶³tott modell az (2')-(5') form¶at veszi fel
u ¢ Y0 ! max (20)
¶ugy, hogy
v ¢ X0 + vn+1 ¢ X0(q) = 1; (30)
u ¢ Yj ¡ (v ¢ Xj + vn+1 ¢ Xj(q)) · 0; j = 0; 1; 2; . . . ; p; (40)
u ¸ 0; (v; vn+1) ¸ 0: (50)
A (2')-(5') modellt fogjuk numerikusan a parametrikus line¶aris programoz¶as
m¶odszer¶evel elemezni. Az eredm¶enyeket a q t¶etelnagys¶agokkal vetjÄuk Äossze.
3.2 A t¶etelnagys¶aggal kib}ov¶³tett zÄold besz¶all¶³t¶o¶ert¶ekel¶esi
feladat numerikus megold¶asa
Egy sz¶amp¶eld¶aval illusztr¶aljuk a modell m}ukÄod¶es¶et. T¶etelezzÄuk fel, hogy a
besz¶all¶³t¶o¶ert¶ekel}o v¶allalat teljesen inform¶alt a besz¶all¶³t¶ov¶allalatok menedzs-
mentkrit¶eriumair¶ol, mint ¶atfut¶asi id}o, a besz¶all¶³tott term¶ekek min}os¶ege, az
¶araj¶anlat ¶es az EOQ-t¶³pus¶u k¶eszletez¶esi kÄolts¶egek a t¶etelnagys¶ag fÄuggv¶eny¶eben.
A relev¶ans kÄornyezeti, zÄold krit¶eriumok pedig legyenek a term¶ek ¶ujrahaszno-
s¶³that¶os¶agi ar¶anya ¶es a termel¶esi technol¶ogia alkalmaz¶asa sor¶an egy term¶ekre
es}o CO2 kibocs¶at¶as szintje.
Menedzsment krit¶eriumok KÄornyezeti krit¶eriumok
Besz¶al-
l¶³t¶o
¶Atfut¶asi
id}o (nap)
Min}os¶eg
(%)
¶Ar
($)
EOQ
($)
¶Ujrahasznos¶³that¶os¶ag
(%)
CO2 kibocs¶at¶as
(g)
1 2 80 2 45 70 30
2 1 70 3 87,5 50 10
3 3 90 5 132,5 60 15
4 1,5 85 1 42,5 40 20
5 2,5 75 2,5 146,25 65 35
6 2 95 4 130 90 25
7 3 80 1,5 103,75 75 15
8 1,5 85 3,5 188,75 85 20
9 1 70 3,5 68,75 55 10
10 2,5 75 4 90 45 10
11 3,5 90 2,5 126,25 80 25
12 2 65 1,5 103,75 50 20
13 3 85 3 167,5 75 15
14 1,5 70 4,5 151,25 85 20
15 1 65 2 125 75 15
16 2 70 5 152,5 80 10
17 1 90 1 82,5 85 15
18 3 85 2,5 126,25 75 20
1. t¶abl¶azat. A numerikus p¶elda adatai (q = 50) (Saj¶at szerkeszt¶es)
A p¶eld¶ahoz haszn¶alt alapadatokat az 1. t¶abl¶azat tartalmazza, amennyiben
a t¶etelnagys¶ag q = 50, a kamatl¶ab k = 0;1, ¶es az ¶eves kereslet D = 100. A
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p¶elda teljes¶³ti az objektumokra (besz¶all¶³t¶okra) elv¶art als¶o hat¶art, ugyanis 18
besz¶all¶³t¶o van. Az¶ert v¶alasztottuk a 18-as ¶ert¶eket a besz¶all¶³t¶ok sz¶am¶ara, mert
ez ¶eppen teljes¶³ti az als¶o hat¶arra javasolt becsl¶est: p = maxfmn; 3(m+n)g =
maxf4 ¢2; 3 ¢ (4+2)g = 18, ahol m ¶es n az output ¶es input krit¶eriumok sz¶ama
(Cooper et al., 2001).
Az 1. t¶abl¶azat a parametriz¶al¶as egy eset¶et tartalmazza. Ez azt is jelenti,
hogy annyi ilyen t¶abl¶azatunk van, ah¶any t¶etelnagys¶agot vizsg¶alni akarunk.
Az EOQ-t¶³pus¶u kÄolts¶egparam¶etereket a 2. t¶abl¶azatban mutatjuk.
Besz¶al-
l¶³t¶o
Rendel¶es
($)
K¶eszlettart¶as
($)
EOQ
($)
1 20 0,2 45
2 40 0,3 87,5
3 60 0,5 132,5
4 20 0,1 42,5
5 70 0,25 146,25
6 60 0,4 130
7 50 0,15 103,75
8 90 0,35 188,75
9 30 0,35 68,75
10 40 0,4 90
11 60 0,25 126,25
12 50 0,15 103,75
13 80 0,3 167,5
14 70 0,45 151,25
15 60 0,2 125
16 70 0,5 152,5
17 40 0,1 82,5
18 60 0,25 126,25
2. t¶abl¶azat. Az EOQ kÄolts¶egparam¶eterei (Saj¶at szerkeszt¶es)
Az 1; 2; 3; . . . besz¶all¶³t¶ok t¶etelnagys¶agkÄolts¶egeit az al¶abbi m¶odon sz¶amol-
hatjuk:
x1(50) = 20 ¢ 100=50 + 2 ¢ 50=2 = 90;
x2(50) = 40 ¢ 100=50 + 3 ¢ 50=2 = 155;
x3(50) = 60 ¢ 100=50 + 5 ¢ 50=2 = 245;
stb.
Az optim¶alis t¶etelnagys¶agok ezekkel a param¶eterekkel az egyes besz¶all¶³-
t¶okra 89,44, 154,92 ¶es 244,95.
Transzform¶aljuk az 1. t¶abl¶azat adatait a megadott line¶aris transzfor-
m¶aci¶oval a prefer¶alt ¶ert¶ekeknek megfelel}oen. Ha egy krit¶eriumn¶al a nagyobb
¶ert¶ek prefer¶alt, akkor a krit¶eriumn¶al az ¶ert¶ekeket nem v¶altoztatjuk ir¶any¶aban,
csak sk¶alaterjedelm¶eben. (Ez tÄort¶ent az ¶ujrahasznos¶³that¶os¶ag, ¶atfut¶asi id}o ¶es
az ¶ar eset¶en.) Ha egy prefer¶alt ¶ert¶ek a legkisebb ¶ert¶ekn¶el ¶all fenn, akkor elvileg
k¶et lehet}os¶eg van: vagy m¶³nusz eggyel szorozzuk az oszlop ¶ert¶ekeit, vagy az
¶ert¶ekeket a reciprokaikkal helyettes¶³tjÄuk, miel}ott a DEA m¶odszer¶et alkalmaz-
zuk. Elemz¶esÄunkben az els}o megold¶ast v¶alasztottuk. Az ¶uj, transzform¶alt
adatokat a 3. t¶abl¶azat tartalmazza.
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Menedzsment krit¶eriumok KÄornyezeti krit¶eriumok
Besz¶al-
l¶³t¶o
¶Atfut¶asi
id}o (nap)
Min}os¶eg
(%)
¶Ar
($)
EOQ
($)
¶Ujrahasznos¶³that¶os¶ag
(%)
CO2 kibocs¶at¶as
(g)
1 2 -80 2 45 70 -30
2 1 -70 3 87,5 50 -10
3 3 -90 5 132,5 60 -15
4 1,5 -85 1 42,5 40 -20
5 2,5 -75 2,5 146,25 65 -35
6 2 -95 4 130 90 -25
7 3 -80 1,5 103,75 75 -15
8 1,5 -85 3,5 188,75 85 -20
9 1 -70 3,5 68,75 55 -10
10 2,5 -75 4 90 45 -10
11 3,5 -90 2,5 126,25 80 -25
12 2 -65 1,5 103,75 50 -20
13 3 -85 3 167,5 75 -15
14 1,5 -70 4,5 151,25 85 -20
15 1 -65 2 125 75 -15
16 2 -70 5 152,5 80 -10
17 1 -90 1 82,5 85 -15
18 3 -85 2,5 126,25 75 -20
3. t¶abl¶azat. A p¶elda transzform¶alt adatai (q = 50) (Saj¶at szerkeszt¶es)
A normaliz¶alt hasznoss¶agi ¶ert¶ekeket a 4. t¶abl¶azatban mutatjuk meg.
Menedzsment krit¶eriumok KÄornyezeti krit¶eriumok
Besz¶al-
l¶³t¶o
¶Atfut¶asi
id}o (nap)
Min}os¶eg
(%)
¶Ar
($)
EOQ
($)
¶Ujrahasznos¶³that¶os¶ag
(%)
CO2 kibocs¶at¶as
(g)
1 -8,6 -10,5 -5,75 -1,32 12,4 4,8
2 -1 -16,83 -10,5 -6,85 4,8 20
3 -16,2 -4,17 -20 -12,69 8,6 16,2
4 -4,8 -7,33 -1 -1 1 12,4
5 -12,4 -13,67 -8,12 -14,48 10,5 1
6 -8,6 -1 -15,25 -12,37 20 8,6
7 -16,2 -10,5 -3,37 -8,96 14,3 16,2
8 -4,8 -7,33 -12,87 -20 18,1 12,4
9 -1 -16,83 -12,87 -4,41 6,7 20
10 -12,4 -13,67 -15,25 -7,17 2,9 20
11 -20 -4,17 -8,12 -11,88 16,2 8,6
12 -8,6 -20 -3,37 -8,96 4,8 12,4
13 -16,2 -7,33 -10,5 -17,24 14,3 16,2
14 -4,8 -16,83 -17,62 -15,13 18,1 12,4
15 -1 -20 -5,75 -11,72 14,3 16,2
16 -8,6 -16,83 -20 -15,29 16,2 20
17 -1 -4,17 -1 -6,20 18,1 16,2
18 -16,2 -7,33 -8,12 -11,88 14,3 12,4
4. t¶abl¶azat. A hasznoss¶agi ¶ert¶ekek (q = 50) (Saj¶at szerkeszt¶es)
Az optim¶alis hat¶ekonys¶agi m¶ert¶ekeket a t¶etelnagys¶agok fÄuggv¶eny¶eben az
5. t¶abl¶azat tartalmazza. A t¶etelnagys¶agokhoz rendelhet}o k¶eszletez¶esi kÄolts¶e-
geket az (1) k¶eplet seg¶³ts¶eg¶evel sz¶amoljuk, majd azokat a 4. t¶abl¶azathoz ha-
sonl¶o t¶abl¶azatba helyettes¶³tjÄuk. Az adatok line¶aris transzform¶aci¶oj¶at ezut¶an
v¶egezzÄuk el. Ezt kÄovet}oen a transzform¶alt adatokkal megoldjuk a (2')-(5')
line¶aris programoz¶asi feladatot minden DMU-ra, azaz besz¶all¶³t¶ora. A t¶etel-
nagys¶agokat 25 egys¶eggel nÄoveltÄuk a param¶eterez¶es sor¶an.
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A numerikus p¶eld¶ankban a krit¶eriumokat k¶et csoportba osztottuk: a
menedzsment (tradicion¶alis beszerz¶esi krit¶eriumok az EOQ-val kib}ov¶³tve) ¶es
zÄold krit¶eriumok. Az eredm¶enyek azt mutatj¶ak, hogy a 17. ¶es 1 besz¶all¶³t¶ok a
t¶etelnagys¶ag sz¶eles spektrum¶an hat¶ekonyak, ha a t¶etelnagys¶ag 150-n¶el nem
nagyobb. Ha a rendelend}o mennyis¶eg 150 fÄol¶e emelkedik, akkor m¶ar csak a
17. besz¶all¶³t¶o hat¶ekony. Ha a nyers adatainkat vizsg¶aljuk, akkor nyilv¶anval¶o,
hogy a 17. besz¶all¶³t¶o rendelkezik a legjobb ¶atfut¶asi id}ovel, min}os¶eggel ¶es ¶arral.
Ez egyben azt is mutatja, hogy a 17. besz¶all¶³t¶o Pareto-optim¶alis dÄont¶eselm¶e-
leti szemszÄogb}ol, azaz domin¶alja a tÄobbi besz¶all¶³t¶ot.
Be- T¶etelnagys¶ag (q)
sz¶all. 25 50 75 100 125 150 175 200 225 250 275 300
1 1,000 1,000 1,000 1,000 1,000 1,000 0,837 0,685 0,576 0,495 0,433 0,385
2 0,157 0,156 0,153 0,149 0,144 0,137 0,121 0,106 0,094 0,084 0,076 0,073
3 0,280 0,259 0,230 0,197 0,164 0,134 0,115 0,101 0,089 0,080 0,072 0,066
4 0,109 0,113 0,122 0,138 0,168 0,238 0,244 0,217 0,194 0,175 0,160 0,147
5 0,232 0,229 0,225 0,219 0,212 0,202 0,190 0,179 0,169 0,160 0,151 0,144
6 0,726 0,675 0,602 0,519 0,436 0,358 0,311 0,278 0,249 0,226 0,206 0,190
7 0,474 0,474 0,476 0,477 0,480 0,483 0,469 0,453 0,436 0,421 0,406 0,393
8 0,352 0,342 0,324 0,302 0,275 0,246 0,227 0,212 0,198 0,186 0,175 0,165
9 0,272 0,266 0,257 0,244 0,228 0,210 0,177 0,149 0,127 0,111 0,098 0,088
10 0,105 0,101 0,094 0,087 0,078 0,068 0,058 0,050 0,043 0,038 0,034 0,031
11 0,535 0,517 0,490 0,454 0,412 0,367 0,336 0,313 0,291 0,272 0,255 0,240
12 0,122 0,124 0,128 0,134 0,143 0,158 0,158 0,152 0,146 0,141 0,136 0,132
13 0,316 0,307 0,293 0,275 0,253 0,229 0,219 0,198 0,186 0,175 0,165 0,156
14 0,372 0,361 0,344 0,322 0,295 0,266 0,236 0,212 0,191 0,173 0,159 0,146
15 0,316 0,318 0,321 0,327 0,334 0,345 0,334 0,317 0,301 0,287 0,273 0,261
16 0,332 0,321 0,303 0,280 0,254 0,225 0,198 0,176 0,157 0,142 0,129 0,119
17 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000
18 0,429 0,419 0,403 0,380 0,353 0,322 0,297 0,276 0,257 0,240 0,225 0,212
5. t¶abl¶azat. A hasznoss¶agi ¶ert¶ekes DEA modell hat¶ekonys¶agai az els}o besz¶all¶³t¶o eset¶en a
parametriz¶alt modellekben (DEA hat¶ekonys¶agi m¶ert¶ekek) (Saj¶at szerkeszt¶es)
A numerikus p¶eld¶ank s¶ulyvektorai azt mutatj¶ak, hogy az ¶atfut¶asi id}o, az
¶ar ¶es a CO2 kibocs¶at¶as elhanyagolhat¶oak a besz¶all¶³t¶ok ¶ert¶ekel¶es sor¶an. A
k¶eszletez¶esi kÄolts¶egek kapt¶ak a legmagasabb s¶ulyokat. Ebben a p¶eld¶aban a
logisztikai alrendszer, vagyis a logisztikai kÄolts¶egek kapt¶ak a legmagasabb
s¶ulyokat, amivel nagyban befoly¶asolt¶ak a kiv¶alaszt¶asi dÄont¶est.
3.3 Az alap- ¶es transzform¶alt adatokkal nyert eredm¶e-
nyek Äosszehasonl¶³t¶asa
Dobos ¶es VÄorÄosmarty (2019b) dolgozatukban transzform¶alt adatokat hasz-
n¶altak. Ezek ut¶an az a k¶erd¶es vet}odik fel, hogy a nyers adatokkal, illetve a
hasznoss¶agi ¶ert¶ekekkel m¶ert hat¶ekonys¶agok hasonl¶oak-e. A 6. t¶abl¶azat tartal-
mazza az alapadatokkal m¶ert hat¶ekonys¶agokat a t¶etelnagys¶agok fÄuggv¶eny¶eben.
Amint l¶athat¶o, a 17. besz¶all¶³t¶o hat¶ekony, fÄuggetlenÄul az adatok transz-
form¶aci¶oj¶at¶ol. Ebb}ol arra kÄovetkeztethetÄunk, hogy ezt a besz¶all¶³t¶ot kell v¶a-
lasztanunk, fÄuggetlenÄul az adatok ¶es t¶etelnagys¶agok transzform¶aci¶oj¶at¶ol. A
hasznoss¶agok n¶elkÄuli adatok eset¶en a 6. besz¶all¶³t¶o hat¶ekony a t¶etelnagys¶ag
100 ¶es 300 kÄozÄotti ¶ert¶ekeire, azonban a hasznoss¶agi ¶ert¶ekekre ez m¶ar nem
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teljesÄul. A hasznoss¶agi ¶ert¶ekek n¶elkÄul m¶eg az 1. besz¶all¶³t¶o is hat¶ekony a t¶e-
telnagys¶ag 25-Äos ¶ert¶ek¶ere. Az ¶ujabb DEA modellben az 1. besz¶all¶³t¶o a 25 ¶es
150 kÄozÄotti t¶etelnagys¶ag ¶ert¶ekeire is hat¶ekony.
Be- T¶etelnagys¶ag (q)
sz¶all. 25 50 75 100 125 150 175 200 225 250 275 300
1 1,000 0,961 0,736 0,724 0,720 0,718 0,716 0,715 0,714 0,714 0,714 0,713
2 0,524 0,398 0,322 0,441 0,440 0,439 0,438 0,438 0,437 0,437 0,437 0,437
3 0,363 0,303 0,240 0,619 0,618 0,617 0,617 0,617 0,617 0,616 0,616 0,616
4 0,687 0,760 0,666 0,451 0,449 0,448 0,447 0,447 0,447 0,446 0,446 0,446
5 0,400 0,397 0,371 0,609 0,610 0,611 0,612 0,612 0,612 0,612 0,612 0,613
6 0,612 0,505 0,418 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000
7 0,575 0,674 0,652 0,774 0,774 0,774 0,775 0,775 0,775 0,775 0,775 0,775
8 0,452 0,393 0,362 0,857 0,861 0,864 0,866 0,867 0,868 0,869 0,869 0,869
9 0,676 0,461 0,343 0,482 0,479 0,477 0,476 0,476 0,475 0,475 0,475 0,475
10 0,374 0,309 0,236 0,412 0,410 0,409 0,409 0,408 0,408 0,408 0,407 0,407
11 0,503 0,541 0,492 0,887 0,889 0,890 0,891 0,891 0,891 0,891 0,892 0,892
12 0,426 0,449 0,435 0,425 0,424 0,424 0,424 0,424 0,424 0,424 0,424 0,424
13 0,398 0,394 0,366 0,771 0,774 0,776 0,777 0,778 0,779 0,779 0,780 0,780
14 0,532 0,416 0,347 0,714 0,714 0,713 0,713 0,713 0,713 0,713 0,713 0,713
15 0,607 0,545 0,517 0,627 0,627 0,627 0,627 0,627 0,627 0,627 0,627 0,627
16 0,473 0,373 0,304 0,665 0,664 0,663 0,663 0,663 0,663 0,663 0,663 0,662
17 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000
18 0,492 0,508 0,461 0,791 0,792 0,792 0,793 0,793 0,793 0,793 0,793 0,793
6. t¶abl¶azat. A hasznoss¶agi ¶ert¶ek n¶elkÄuli DEA modell hat¶ekonys¶agai az els}o besz¶all¶³t¶o eset¶en a
parametriz¶alt modellekben (DEA hat¶ekonys¶agi m¶ert¶ekek) (Saj¶at szerkeszt¶es)
A modell menedzsereknek sz¶ant Äuzenete h¶arom pontban foglalhat¶o Äossze.
Ebb}ol az els}o az input ¶es output adatok interpret¶aci¶oj¶at ¶erinti. A rendelke-
z¶esre ¶all¶o adatok az optimum ir¶any¶at¶ol fÄuggnek. Az a v¶arakoz¶asunk, hogy az
output adatoknak a lehet}o legnagyobbnak kell lennie. Ugyanakkor vannak
olyan output adatok, amelyek akkor a legjobbak, ha a legkisebb ¶ert¶eket veszik
fel az alapadat t¶abl¶azatban. A p¶eld¶ankban a CO2 kibocs¶at¶as ilyen, vagyis
annak a legkisebb ¶ert¶eke a legjobb. Ez azt jelenti, hogy az alapadatokat ¶at
kell transzform¶alni. Az inputok eset¶en a legkisebb ¶ert¶ek az optim¶alis. Model-
lÄunkben azonban a min}os¶eg akkor j¶o, ha a legnagyobb ¶ert¶eket veszi fel, ¶³gy a
hasznoss¶agi ¶ert¶ekeket ¶ugy kell megv¶alasztani, hogy a legnagyobb ¶ert¶ekhez a
legkisebb hasznoss¶agot rendelje hozz¶a.
A m¶asik probl¶ema az input ¶es output adatok sk¶alaterjedelm¶evel kapcso-
latos. Ezeket az adatokat a gyakorlati feladatok nagy r¶esz¶eben kÄulÄonbÄoz}o
sk¶al¶an ¶ertelmezik. A sz¶amp¶eld¶ankban az ut¶anp¶otl¶asi id}o 1 ¶es 3,5 nap kÄozÄott
v¶altozik. Ugyanakkor a min}os¶eg 65 ¶es 90 sz¶azal¶ek kÄozÄott ingadozik. Ez
r¶amutat arra, hogy mi¶ert nagy a s¶ulyok kÄozÄotti kÄulÄonbs¶eg, ami korrig¶alhat¶o
az input ¶es output adatok azonos sk¶al¶ara tÄort¶en}o transzform¶aci¶oj¶aval, ese-
tÄunkben 1 ¶es 20 kÄoz¶e. Ezzel az adatok azonos sk¶alaterjedelm}uek lesznek.
V¶egÄul a javasolt m¶odszer harmadik el}onye a sztochasztikus ¶es fuzzy DEA
m¶odszer menedzserek sz¶am¶ara tÄort¶en}o interpret¶aci¶oj¶at ¶erinti. Mivel ezek a
m¶odszerek m¶ely matematikai, IT ¶es programoz¶asi ismereteket t¶eteleznek fel,
ez¶ert egy ilyen m¶odszer alkalmaz¶asa egy ,,kutat¶asi" feladat megold¶as¶at jelen-
ten¶e a v¶allalati vezet}oknek, akiknek az ideje kÄulÄonben is sz}ukÄos. Ez¶ert java-
soltuk a parametrikus DEA-t, mivel a parci¶alis DEA-modellek megoldhat¶ok
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olyan kereskedelmi szoftverekkel, mint pl. az MS Excel Solvere. Ehhez az
Excel t¶abl¶azatban csak egy oszlopban kell az ¶ert¶ekeket m¶odos¶³tani. Ez az
¶erz¶ekenys¶egelemz¶esi teszt v¶alaszt adhat arra a k¶erd¶esre, hogy a t¶etelnagys¶ag
mely ¶ert¶ek¶en¶el lesz egy meghat¶arozott besz¶all¶³t¶o hat¶ekony, vagyis sz¶all¶³t¶asra
kiv¶alaszthat¶o.
4 ÄOsszegz¶es ¶es tov¶abbi kutat¶asok
Ebben a cikkben egy ¶uj m¶odszert javasoltunk a besz¶all¶³t¶o kiv¶alaszt¶asi ¶es
adatkezel¶esi probl¶em¶ainak megold¶as¶ara. Az irodalmi ¶attekint¶es r¶amutatott
arra, hogy a szakirodalom kev¶esb¶e foglalkozik az adatok sk¶al¶az¶as¶aval vagy
m¶odos¶³t¶as¶aval, valamint a nem pontos adatok kezel¶es¶et is ritk¶an vizsg¶alj¶ak.
A megold¶asok ritk¶an kapcsolj¶ak Äossze a k¶et probl¶em¶at. A DEA modellek al-
kalmazhat¶ok a k¶et probl¶ema kezel¶es¶ere a besz¶all¶³t¶o kiv¶alaszt¶asi ¶es ¶ert¶ekel¶esi
elj¶ar¶asokban. Matematikai szempontb¶ol a sztochasztikus ¶es fuzzy feladatokat
analitikus m¶odszerekkel neh¶ezs¶eget okoz megoldani. E neh¶ezs¶eg elkerÄul¶ese
¶erdek¶eben numerikus p¶eld¶akat k¶esz¶³tettÄunk, amelyek bemutatj¶ak az ilyen
t¶³pus¶u rendszerek m}ukÄod¶es¶et.
Az adatsk¶al¶az¶asi probl¶em¶akkal az irodalomban nem foglalkoznak megfe-
lel}o terjedelemben. Ugyanakkor ez fontos lenne, hiszen amint a jelen cikk
numerikus p¶eld¶ai is mutatj¶ak, befoly¶asolja az ¶ert¶ekel¶es eredm¶enyeit. Tov¶abbi
szimul¶aci¶os elemz¶esekre van szÄuks¶eg az ismeretek elm¶ely¶³t¶es¶ehez ebben az
ÄosszefÄugg¶esben.
A sk¶al¶az¶asi probl¶em¶ak megold¶asai szorosan kapcsol¶odnak a nem pontos
adatokhoz. Az irodalom sz¶amos m¶odszert k¶³n¶al az adatbizonytalans¶ag prob-
l¶em¶ainak megold¶as¶ara, p¶eld¶aul a fuzzy ¶es az intervallum m¶odszertan¶at, de az
adatok parametriz¶al¶asa is megfelel}o elj¶ar¶as lehet.
Tov¶abbi kutat¶asi lehet}os¶eg, hogy hogyan lehet a cikkben bemutatott
megold¶ast kombin¶alni a DEA kereszthat¶ekonys¶ag¶aval. Ez lehet}ov¶e teszi a
DEA kereszthat¶ekonys¶ag haszn¶alat¶at a kiv¶alaszt¶as sor¶an.
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A DEA MODEL FOR SUPPLIER SELECTION PROBLEMS
The literature has dealt in depth with the issue of supplier selection and many
papers focus on how to compare bids, or experts' opinion about potential perfor-
mance of the suppliers. However, relatively few publications have described how
to support multi-stage evaluation. The development of such methodology faces
new challenges, one of which is how to handle incomplete, missing or inaccurate
information.
This paper joins the discussion by addressing the methodological background
in relation to the issue of handling missing, incomplete or unreliable data in the
process of supplier quali¯cation. Missing values indicate that a situation involves
uncertainty. There are a number of methods from statistics and data envelopment
analysis for handling missing and/or imprecise data, such as: listwise deletion, pair-
wise deletion, mean substitution, regression imputation, and hot-deck imputation.
(Roth and Switzer 1995). Two types of DEA models are recommended for use with
imprecise data: fuzzy DEA (Kao and Liu 2000), and interval DEA (Smirlis et al.
2006). Due to the lack of su±cient historical data, probability estimates are not
meaningful enough. The fuzzy DEA model applies fuzzy set theory to develop a
methodology for solving the problems with missing data that are encountered in
measuring relative e±ciencies within the DEA framework (Kao and Liu 2000). In
fuzzy set theory, uncertainty is assessed by means of possibility, involving the use
of possibility distributions to describe the level of possibility. Unlike probability,
possibility involves subjective cognition.
This paper proposes a third model for handling missing or imprecise data: the
parametrization of missing or imprecise data. The paper discusses the decision
problem presented in the previous sections from the perspective of DEA. This in-
volves mathematically transforming the problem into a parametric linear program-
ming problem that can be solved using a parameterized DEA method. Since the
changed parameters appear in the technological coe±cient matrix of the parametric
linear programming model, the problem cannot be solved analytically.
Our solution is to use a simulation method. The models can be extended
with process or EOQ-type inventory costs. The newly introduced inventory related
costs are regarded as an input criterion, as mentioned above. To the best of our
knowledge, inventory related costs were not involved in DEA-type supplier selection
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problems. In this case, the suppliers' ability to supply an ordered quantity is
examined in an inventory cost saving way. Let us assume that the ¯rm knows the
setup and inventory holding costs of its suppliers, i.e. (Sj; hj), j = 0; 1; 2; . . . ; p are
known. The inventory costs for a known lot size can be calculated in (1), where
parameter D is the yearly demand of the ¯rm, and q is a given lot size. The
management indicators are now (xi;xj(q)). As it can be seen, the management
indicators are parametrised with lot size q. Let us introduce a new weight for the
inventory costs vn+1. The new weight vector is extended with the weight of the
inventory costs (v; vn+1) for all suppliers.
The new model has the form (2)-(5). The problem (2)-(5) is a parametric linear
programming problem. In parametric linear programming, there are three types
of parametrization: parametrization of the right-hand-side (RHS), parametrization
of the cost function, and parametrization of the technological coe±cients. Let us
transform the data in that form that a better result of a criterion is higher than
that of a worse evaluation. The transformation of the basic data is based on a
utility function. The utility function of criteria has a range between 1 and 20. For
the input, i.e. for managerial data we have chosen the function (6), where value
xmaxj is the most preferable value of criterion j, and value x
min
j is the worst value
of this criterion. For the green, i.e. output data we have developed (7), where value
ymaxj is the most preferable value of criterion j, and value y
min
j is the worst value
of this criterion. The used transformation is a linear one, as analysed by FÄare and
Grosskopf (2013).
Key words: DEA, parametrization, supplier evaluation.
