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Abst rac t - -We propose a unified operator theoretic formulation of resonances and resonance states 
in rigged Hllbert space. Our approach shows how resonances are the basis for the extension of dynam- 
ics for unstable systems, and in a synthesis and a generalization of the work of the Brussels/Austin 
groups directed by Prigogine with the work of Bohm and Gadella on Gamow vectors and with the 
extension theory developed by the St. Petersburg group directed by Pavlov. We illustrate the ap- 
proach for prototypes of resonances, namely resonances of the power spectrum, scattering resonances 
and resonances associated with the unstable Bloch states. 
Keywords - -Resonance  states, Rigged Hilbert space, Extended resolvent, Generalized spectral 
decomposition. 
1. INTRODUCTION 
The concept of resonance appears in the 15 th century in the context of acoustic phenomena. 
For physicists resonances are "narrow bamps" in some experimentally observed quantity like the 
vibration amplitude, or the scattering cross-section, or the power spectrum of a signal. Since 
the development of quantum theory, several theoretical discussions of resonances and resonance 
states have been proposed, like poles of a partial resolvent, points of spectral concentration, poles 
of the scattering matrix or poles of the extended power spectrum and several techniques have 
been proposed for the localization of resonances. For an overview of the literature, see the volume 
edited by Br~indas and Elander [I] and references therein. 
A direct operator theoretic treatment of resonances and resonance states is known only in some 
few specific cases, e.g., in the Lax-Phillips approach, where resonances turn out to be eigenvalues 
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of the dissipative generator of a compressed semigroup [2,3]. However, the Lax and Phillips 
scheme is applicable to a restricted class of dynamical systems. The recent extension of the 
Lax-Phillips approach even for a Hamiltonian with two-band spectrum [4,5] faces mathematical 
difficulties related to harmonic analysis on Riemann surfaces of higher genua. 
Resonances appear also in the context of Poincard nonintegrable systems and provide condi- 
tions for irreversible volutions [6-12]. The key idea of the Brussels/Austin groups directed by 
Prigogine is to decompose the evolution into decaying contributions or components in order to 
include irreversible processes (diffusion, heat conduction, chemical reactions, decay of unstable 
states). Such decomposition have been shown to exist also for scattering resonances [13,14] and 
for resonances of the power spectrum [15-19]. 
The Hilbert space framework is not appropriate to describe and give meaning to the above 
mentioned decompositions of the evolution. As has been recently shown [10,14,17-19], an appro- 
priate framework which gives meaning to these decompositions is the rigged Hilbert space [20-22]. 
Bohm and Gadella [22], on the other hand, have defined scattering resonances and Gamow de- 
caying states in terms of rigged Hilbert spaces of Hardy class, and have prepared the background 
knowledge and understanding forthe extension of dynamics to rigged Hilbert space. 
The extension of unstable reversible dynamics to rigged Hilbert space is irreversible because 
the extended unitary group splits into two distinct semigroups [9,10,14,18,22] resolving in this 
way the problem of irreversibility in a natural way. The extension of stable evolution to rigged 
Hilbert space gives nothing new while the extension of unstable volutions to an appropriate 
rigged Hilbert space incorporates the characteristic times, decay rates, and diffusion parameters 
in the spectrum. These generalized eigenvalues are to be understood as resonances and the 
corresponding eigenprojections as resonance states. 
In this work, we propose a unified operator theoretic formulation of resonances and resonance 
states in rigged Hilbert space which includes the previous approaches to resonances. Our for- 
mulation is a synthesis and a generalization f the work of the Brussels/Austin groups [6-19], of 
Bohm and Gadella [22] on Gamow vectors and of the extension theory developed by St. Peters- 
burg group [23-26]. In the case of simple scattering resonances, our formulation coincides with 
the Bohm-Gadella approach and Brussels/Austin approach. In the case of extension to Hilbert or 
Banach spaces, our approach coincides with the St. Petersburg approach; our approach includes, 
moreover, the results of Brussels/Austin groups on chaotic maps as a specific type of extension. 
In addition, our approach allows for the discussion of resonances associated with persistent in- 
teractions like periodic potential for which no scattering theory applies. Here we highlight he 
approach for the specific models listed below. Once the physical questions are specified the choice 
of the observables and, therefore, the test function space arise naturally. 
The paper is organized as follows. In Section 2, we describe the general scheme of the proposed 
approach. In Sections 3-5, we apply our approach to the examples of dynamical systems of 
different nature: the P~nyi map (Section 3), the Friedrichs model (Section 4), the quantum 
crystal system (Section 5). 
2. RESONANCES AND RESONANCE STATES IN R IGGED 
HILBERT SPACE 
The evolution of dynamical systems or stationary stochastic processes i  usually expressed in 
terms of a semigroup Vt on some Hilbert space 7-l. If the evolution is invertible lit is a group. The 
index t is the time which is discrete or continuous. In the case of quantum systems lit, t E R is a 
unitary group generated by the self-adjoint Hamiltonian H, Vt = e ~Ht. In the case of differential 
equations Vt, t E R is the Koopman operator which describes the evolution of observable phase 
functions 
v~/(z) =/(stz), (2.1) 
where St is the solution of the differential equation and x is a phase point [27]. For classical 
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Hamiltonian systems lit = e ~Lt, where L is the so-called Liouville operator which acts on phase 
functions through the Poisson bracket {., .}: 
L f  = i{H,  f} .  
In the case of maps or difference quations, the time t takes integer values and Vt = V n where V 
is the Koopman operator defined as in (2.1) 
v y(x)  = l (sz) ,  
and S is the endomorphism or automorphism onthe phase space [27]. The adjoint o the Koop- 
man operator is known as the Frobenius-Perron perator U = V ? [27]. 
In this way, the study of dynamics reduces to the study of linear operators on function spaces. 
In the case of flows (continuous time), we study the generator H or L while in the case of cascades 
(discrete time), we study the Koopman operator V. For any operator A the spectral properties 
are expressed in terms of the analytic structure of the resolvent 
RA(Z)  = (A - z I )  -1.  
The resolvent is an analytic function on the whole complex plane except on the spectrum of A. 
Resonances and resonance states will be defined in terms of the resolvent extended in a suitable 
rigged Hilbert space. The key idea is a generalization f a well-known fact: the residue of the 
resolvent of any normal operator A in the discrete spectral point A is the projection on the 
corresponding eigenspace ~/x, 
1/o resRA(Z)l,=x = -- 2 ri RA(~)  d~ = PA, 
where the contour CA encircles the point A in the positive orientation. In the case of a simple 
eigenvalue A, we have the one-dimensional projection 
resRA (Z) lzfA = leA) (CA[, 
AICA) = AICA) [CA) e U. 
The extension .4 of the dynamical operator A to some suitable rigged Hilbert space • c 7~ C ~x 
is defined as follows [20,21]. 
DEFINITION 2.1. The space ~ is a test space for the extension of the operator A to the dual ~x 
if: 
(1) ¢ is a locally convex topological vector space with topology stronger than the Hilbert 
space topology; 
(2) ¢ is continuously and densely embedded in 7~; 
(3) the adjoint operator At does not lead out of ¢, i.e., Ate C ~. 
DEFINITION 2.2. The operator .4 is called an extension of the operator A to the dual space ~x 
if .4 acts on linear functionals (fl E ~x as 
(as lo)  = (2.2) 
for all test functions ¢ E (I). 
We define the extended resolvent to a rigged Hilbert space as follows. 
DEFINITION 2.3. We call the operator-valued function/~(z) in a suitable rigged Hilbert space 
C 7~ C ~x an extended resolvent of the operator A if: 
(1) /~(z) satisfies the resolvent equality in the weak sense outside the singularities 
- z)lv) = (ulv), 
for all u, v ~ ~; 
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(2) /)(z) satisfies a completeness condition in a weak sense, i.e., 
-2~ri <ulh(z)lv) dz = (ulv> , (2.4) 
for all u, v E q~, where the contour F encircles all the singularities of the integrand with 
positive orientation. 
The extended operator A is the operator of the extended resolvent/~(z), 
DEFINITION 2.4. We define resonances and resonance states as follows. 
(1) Resonances are included in the singularities of the extended resolvent /~(z) to a rigged 
Hilbert space ¢ C 7~ C q~t. Resonances associated with n-order poles will be called 
pole resonances of n th order. Resonances associated with cuts will be called continuous 
resonances. 
(2) Resonance states corresponding to the resonance projections are defined as follows. 
In the case of simple resonances, the resonance projections are the residues of the ex- 
tended resolvent at the pole 
~l(z) z=z~ 1 /e  l-Iv = res -- 2~i /~(¢) d~, 
v 
(2.5) 
where the contour Cv encircles the pole zv with positive orientation. 
In the case of resonance of order n, the resonance projection is the n th order residue of 
the extended resolvent at the pole. 
In the case, the extended resolvent/~(z) as a function of the complex variable z has a 
cut 7 on the complex plane, the corresponding (continuous) resonance states are defined 
through the jump of/~(z) on the cut 
YIv = lim [/~(v + cnv) - /~(y  - cnv)] (2.6) 
elO 
where nv is the unit normal vector to the cut 7 on the complex plane in the point v E 7. 
(3) For resonance projections l-Iv, the quadratic form I f l I I~fl ,  f E TI, is not a bounded 
function on the Hilbert space 7-/. This condition distinguishes resonances from the spectral 
points v in the Hilbert spectrum of A for which the quadratic form is bounded in 7~. 
In the case of pole resonances zv, the projection 1-Iv lead out of the Hilbert space 7~, whereas 
the eigenprojeetions a sociated with the eigenvalues do not lead out of 7~. 
The association of pole resonances with residues of the extended resolvent goes back to the 
work of Faddeev [28] on the Laplace-Beltrami operator. 
For the case of simple poles considered in the present paper, IIv is one-dimensional 
nv = ICy> 
where ICy) is an antilinear functional in the antidual space xq~, and (¢v[ is a linear functional 
in the dual space q~x of the test space q~. The functionals ICy) and (¢] are the generalized 
eigenveetors of the corresponding extended operator ,g, [20,21], i.e., 
A ICy> = zv ICy>, 
and define the resonance states. 
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The choice of the test space ¢ depends upon the operator A and the physical observations 
on the system. Therefore, the concept of resonances depends on the test space, i.e., on physical 
processes involved. This is in conformity with the fact that the resonances appear in experimental 
observations. 
As the spectral theory in locally convex topological vector spaces has not yet been developed 
compared to the spectral theory in Hilbert spaces, we are not yet able to define systematic 
methods for the construction of the extension of the resolvent. However, we provide constructions 
for specific systems of physical interest. 
For chaotic maps like the R~nyi map considered in Section 3, the resonances of the isometric 
Koopman operator V are identical with the poles of the meromorphic continuation of the resolvent 
of the Frobenius-Perron operator U = V t. The resolvent Rv(z)  of the extended Koopman 
operator I 7 is the dual of this meromorphic continuation. Operators which admit such extension 
are the so-called Fredholm-Riesz operators and are discussed in [19]. 
For a self-adjoint operator A = At with absolutely continuous pectrum of multiplicity one 
over the real axis, the resolvent is 
/R dE ' /R 
= Y-:--- z = 
where P~ = }¢~)(¢~1 = ~ are one-dimensional generalized projection operators. The linear 
(¢~1 and antilinear 10~) functionals are generated by the continuous spectrum eigenfunctions ¢~ 
with appropriate normalization, and E~ are the spectral projections of A : A = fa  )~ dEx. 
Due to the Sokhotsky formula, the boundary values of the resolvent RA(Z) on the real axis 
read as 
R±(#) = V.P./R ]0~)(¢~1~_# dX =t: i~r1¢,)(¢,1. (2.7) 
We can construct the two extended resolvents as 
k (z) = R(z) + sgn(Tm z)), (2.s) 
where l=Iz :e stands for the analytical continuation (if the latter exists) of the operator-valued 
function dE~±io/d)~ -- ]¢~±~0)/¢~+~0] to the lower (upper) halfplane through the real axis. We 
denote as e(t) the step function equal to 1 if t > 0, and equal to zero if t < 0. 
The operators/~±(z) are not any more resolvents of a self-adjoint operator in 7-l. Indeed,/~±(z) 
has no jump on R and at the regular points z = # E R contains imaginary part :t:iTr (~)  I~=~,, 
which is impossible for a self-adjoint operator esolvent in Hilbert space. The appropriate rigged 
Hilbert space where the operator/~±(z) acts is to be specified by the physical problem. 
The example of the extension of such type is given in Section 4 (Friedrichs model). The 
resonances coincide with the "usual" resonances traditionally discussed for such system [1,22]. 
For the quantum crystal Hamiltonian considered in Section 5, the resonances have no analogue 
in the frame of traditional treatment. They turn out to coincide with the additional spectral 
data relevant for the inverse problem and contribute into the generalized spectral decomposition. 
3. RESONANCES OF THE RENYI MAP 
The ~-adic R~nyi maps [17,19,27,29-31] nowadays are considered to be the simplest prototypes 
for "chaos", being highly unstable dynamical systems with positive Kolmogorov-Sinai entropy. 
The invariant density corresponds to the eigenvalue z = 1 of the corresponding Frobenius-Perron 
operator. 
In order to construct he extended resolvent Rv(z)  of the Koopman operator V, we first 
restrict he resolvent R(z) = (U - z I)  -1 of the Frobenius-Perron perator U = V t to a suitable 
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test function space (I). Then we construct a meromorphic continuation RmC(z) of R(z)I,~ in the 
complex plane. The extended resolvent Rv(z) is defined by duality 
(k.$1¢ / = ($ i 
for all test functions ¢ E (I). 
The extended resolvent fry(z) is the resotvent of the extended Koopman operator V to the 
rigged Hilbert space (I) C L2[0, 1] C (I)x . The resonance states are the residues of fry(z) at the 
resonance poles. 
3.1. Construction of the Resolvent and the Equilibrium State 
The/~-adic R~nyi map S on the interval [0, 1) is the multiplication, modulo 1, by the integer 
/~>2: 
S : [O, 1) --* [0, 1) : x --* Sx = j3x(mod 1). 
The R~nyi map arise in the fl-adic representation f any number x E [0, 1). 
The probability densities p(x) evolve according to the Frobenius-Perron perator U [27]: 
(Up) (=)  = p 
The Frobenius-Perron operator is a partial isometry on the Hilbert space L2[0, 1) of square 
integrable functions over the unit interval [27]. In the L2-space, the operator U has a dense point 
spectrum filling the unit disk. 
We restrict he Frobenius-Perron perator U on the algebra of analytic functions p(x) E A[0, 1] 
on the interval [0, 1]. 
We shall show that the resolvent R(z) = (U-z)  -1 of the Frobenius-Perron perator U restricted 
to the algebra A[0, 1] is a bounded operator in the domain Izl > 1//~ and has a simple pole in the 
point z = 1. We shall show also that the residue 75 = res R(z)lz=l of the resolvent R(z) at this 
pole is the projection on the equilibrium state, i.e., 
~0 
1 
75p(x) = p (x') dx"  l(x), 
where l(x) is the identity unit function on [0, 1]. 
The set of analytic functions A[0, 1] is continuously and densely embedded into the space 
L2[0, 1). So, one can use the Fourier representation F : A[0, 1] --* A[0, 1] C 12, Fp(x) = ~ = 
oo e 
fo' Z e2i'~'~x p(x)e -2i~n~ dx. p(x)  = p,,  , p, ,  = 
The latter series converges in L~-norm. The action of the operator ~] = FUF-1  is given by 
(Up)(x) = Z p"Ue2i~n~ = -~ n_~oo pn exp  - -  
n~- -O0 r=0 
In accordance with finite geometric progression sum formula, we have 
~-1 ( ~ )  1 - exp(2iTrn) 
Z exp = 1 :Ee~pp ~/3)  
r=0 
i l~, n=13m, 
---- n 
o, 
mEZ,  
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Hence, 
That means 
Oo 
(up)(=) = ~ p~,, e =''"x 
n--~.--O0 
Hence, for the operator U - z we have 
(3.1) 
Let us consider the resolvent equation 
~(z)] = ~, 
where R(z) = (U - z) -1, ] = (0  - z)~. Due to equation (1), we have 
p~n - zpn = fn. (3.2) 
Hence, for n = 0 
and for n ~ 0 
1 po=~fo ,  (3.3) 
1- -z  
1 1 1 
Pn Z P~n Z Z 
. . . . . .  pn~N -- ~k , 
z k=0 / 
for any N _> I. 
(3.4) 
Let us consider the limit N ~ oo in equation (3.4). The following estimation is valid: 
Ip~l < Cp m-* ,  0 < Cp < oo. (3.5) 
Indeed, as p(x) E A[0,1], through integration by parts one has 
~o I i [  ~olp,(x)e_2i,m=dx] p,,, = p(z)e -2""= dz = ~ p(1) - p(O) - 
where p'(x) stands for the derivative of p(x). Hence, the estimation (3.5) is valid with 
[ /0 ] Co = (2~r) -1 Ip(1) - p(O)l + Ip'(x)l d= < oo. (3.6) 
Therefore, at N --* co, 
I= -N  P,,~ " I <- C ;  n -~ (#lzl) -N"  
The latter value vanishes at N -+ oo if 
1 
Izl > ~. (3.7) 
The same condition (3.7) provides the convergence of the series ~-~°ffi0 z-~fn~k. Indeed, as ] E 
A[0, 1], we again have at k --+ oo 
l f ,  -~ .~ < Cm-l(~lzl) -k, 
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so if (3.7) is valid the series ~-~=o z-kfno ~ absolutely converges. That means that in the domain 
Izl > 1/~ one can consider the limit N --* c~ in equation (4) and get, for n ~ 0 
1 oo 
p. = - ;  n # o. (3 .8 )  
k=O 
Equations (3.3),(3.8) allows us to represent the resolvent operator/}(z) in the domain Izl > 1/3 
as 
N 
1 /51(s) l i __mooZz_kp(k) ,  i.e., (3.9) R(z) = 1 - z z 
k=O 
1 1 oo 
R(z)]  = 1 - z /5 ]  - z k~ z-kp(k)/ ,  for any .f E FA[O, 1), (3.10) 
where the operators/5, p(k) in 12 have the matrix elements 
Pnrn = 5n,Odfrn,O, 
= - 
(3.11) 
(3.12) 
The strong limit in the right-hand side of equation (3.9) does exist due to the convergence of
the series (3.8) for any ] e A[0,"~]. Thus, /}(z) is a meromorphic function in the domain (3.7) 
with the single simple pole z = 1 in this region. Obviously, the same is true for the resolvent 
R(z) = (U - z)  -1  = F-I[~(z)F in the original space A[0, 1]. 
Note, that in the domain Izl > 1 the series ~;]°~= o z -kP  (k) converges in the operator norm 
sense, so for Izl > 1 one can write/~(z) = (1 - z)-1/5 - z -1 ~'~°~= O z -kP  (k). 
The residue of the resolvent/}(z) in the point z = 1 is given by the contour integral over the 
contour F1, F1 -- {z : z = 1 + re ~¢, ¢ • [0, 27r)), 0 < r < (3 - 1)//3." 
1 J~r R(z)dz. res/~(z){z=l = -2~i  , (3.13) 
Due to the analytic properties of/~(z) with respect to z, the second term (series) in equation (3.10) 
does not contribute into the contour integral (3.13), and so we have 
res/~(Z)lz=l =/5. (3.14) 
The operator/5 given by equation (3.11) is the projection operator on the vector ~, qn = Sn,0- In 
the original space A[0, 1] the correspondent operator 75 = F -1pF ,  
F - I  [~F = res R(z)]z=l, (3.15) 
has the kernel 
75 (x, x') = Z Z Prim e 2'~nx e-2Orrnx' = 1 ---- l (x ) l  (x'), (3.16) 
1% m 
so the operator75actsas 
~01 ~ : p(x) ~ (75p) (x) = (l(x) [ p(x)> l(x) = p(x) dx. l(x). (3.17) 
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3.2. Extension of the Resolvent, Resonance States and General ized Spectral  Decom- 
position 
It is known that the/~-adic l~nyi map on the class of analytic functions has resonances and the 
corresponding generalized spectral decomposition does exist [17]. In the frame of our approach, 
we should extend the resolvent beyond its natural boundary of analyticity. In the case of the 
/~-adic P&nyi map on A[0,1] that boundary is the circle C1/~ of radius 1/~. As it was shown 
above, the series (3.9) converges in the Hilbert space norm for Jz I > 1, and the strong limit R(z) 
does exist for Izl > 1//~. Thus, it is natural to extend the resolvent into the interior domain of 
C1/~ using the weaker topologies. 
Let us consider the resolvent/~(z) given by equation (3.9) and recalculate it in the original 
space A[0, 1]. Its kernel is given by 
R (x, x'; z) = ~ [;I.nm(Z) e2i~n= e-2'lrrn='. (3.18) 
n~W1, 
Using equations (3.10)-(3.12), (3.18), let us calculate the action of the corresponding operator 
on an analytic function p(x) E A[0, 1]. We have 
fO 1 fO 1 - - p (x ' )  dx ' l (x )  (R(z)p)(x) = R (x,x'; z) p (x') dx' 1 z 
_ r 
k_>o n#O 
(3.19) 
For the analytic function p(x), we can calculate the latter integral by parts and represent i for 
any integer N _> 1 as 
N 
/=1 (3.20) 
+ (2ilrn)-NB -kN e-2i"~OkX'p (N) (x') dx', 
where p(O(x) stands for the I th derivative of the analytic function p(x). Substituting equa- 
tion (3.20) into equation (3.19), we have 
(R (z )p )  ( z )  = 1 - z p (x ' )  e~' 
N 1 
k_>O n~0 /=1 
1 (2ilr)_N E (z/~N)-k E e2,~rnXn_ N [1  e-2"n~k='P (N) (x') dx'. 
z k>_O n~O Jo 
Now let us restrict the set of the functions p(x), supposing that the function p(x) is chosen in 
the manner that the second term in the right-hand side of equation (3.21) converges as N --. c~. 
In the domain [zl > 1//3 that is provided by the condition 
p('-'(o)] < oo. 
I_>1 
(3.22) 
The condition /o11 (2~) -N p(N)(x)l d= -~ 0, as N -~ oo, (3.23) 
408 I. ANTONIOU et aL 
guarantees that the last term in the right-hand side of equation (3.21) vanishes as N --, cx). Under 
the conditions (3.22) and (3.23), we can take the limit N --* oo in the relation (3.21) which gives 
(n(z )p) (~)  = 1 - z o(~'1 d~' l (~)  
k_>o n#o ~_>1 
In the domain Izl > 1//3, we have 
Z z_k~_k l  = Z z - /3  - l '  (3.24) 
k_>0 
for any l _> 1 and so we can write down the latter expression as 
i 
(n (z )o )  (x) -- 1 - z o (x') ax'l(x) 
(3.25) 
1_>1 n~0 
This formula defines, moreover, the meromorphic continuation Rme(z) of the resolvent R(z) of 
the Frobenius-Perron operator U on C. This continuation demands to restrict previously the 
operator U to a suitable test function space @ E A[0, 1]. The test function space ¢ should be 
chosen so that the previous calculations are meaningful, i.e., conditions (3.22) and (3.23) are 
satisfied for all p E @. The test functions of exponential type (which includes the polynomials) 
constructed in [17] satisfy conditions (3.22) and (3.23). 
The expression (3.25) means that one can represent the meromorphic continuation Rme(z) of 
the restricted resolvent R(z)l~ as 
1 
1¢'> (~t (3.26) 1 I1>(11 + ~ ~_, _------; RmC(z) = 1------~ ,_>, 
where 1 is the unit function, l(x) = 1 for all x E [0, 1]. The functions Ct(x) given by the 
convergent series 
Ib,(x) = (-I) '+I l! ~ e 2i~rnx 
(2i7r)' n' ' (3.2?) 
are the Bernoulli polynomials Bl(x) [32], and <~t[ are the functionals acting on test functions 
pE • C A[0,1] as 
<~'IP> = (-1) 'p('-1)(1) - P('-I)(o) (3.28) 
We can, therefore, represent (¢tl in terms of delta function derivatives, 
(_l),6('-l)(x - I) - ~(l-1)(x) ,~,(x) l[ (3.29) 
The extended resolvent Rv(z) is defined through duality, and due to equation (3.26) reads as 
1 Rv(z) = ~ 11)<11 + ~ @,) <¢,1. (3.30) 
1>1 
From the representation (3.30) it follows that the resonance projections are: 
Eli = res Rv(z)lzffi~-, = ¢,> (¢,[. (3.31) 
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The representation (3.31) gives the generalized spectral decomposition of the extended Koopman 
operator V to the rigged Hilbert space • C L2[0, 1] C (I)×: 
= I1><11 + ~/~-~ ¢,> (¢,1 = ~ f~-~l-lt, (3.32) 
l>l l_>0 
where Ho = I1)(11. The representation (3.31) coincides with that obtained in [17] using the 
subdynamics decomposition. 
REMARK 3.1. It can be shown [17] that the Bernoulli polynomials Bl(x) are the eigenfunctions 
of the Frobenius-Perron operator U corresponding to the eigenvalues z = f~-l 
(UB,)(x) =/3-'B,(x), 
and (~l] are the left eigenvectors of the restricted Frobenius-Perron operator UI¢, i.e., for any 
pER 
The biorthonormal pairs {[¢1), (¢11} satisfy completeness [17]. 
REMARK 3.2. One can see, that in the generalized spectral decomposition (3.32) every next 
term strengthens the conditions on the test function space (I). Indeed, it is obvious that the 
operator I~I0 =/5  is well defined in the space L2[0, 1]. Due to equation (3.29) and the embedding 
theorems (which gives W21[0, 1] C C[0, 1]) the operators l:Ii, l > 1, are well defined in the duals 
of the correspondent Sobolev spaces W~[0, 1]. It means, that if we are interested only in the 
first m terms of the generalized spectral decomposition (3.32) (related to the first m resonances 
z~ = ~-t),  we can use W~[0, 1] as the test function space due to the following embedding chain: 
(I) C A[0,1] C ... C W~n[0,1] c W~n-I[0,1] C ... C W~[0,1] C C[0,1] C L2[0,1]. This is 
closely related to the nonpolynomial eigenfunctions which do exist if we extend the domain of 
the original Frobenius-Perron operator U to the Sobolev space W~[0, 1]. Indeed, one can also 
construct nonpolynomial eigenfunctions of the operator U in the space L2[0, 1] as it was shown 
in [17]. Using the action of the operator U in the Fourier representation given by equation (3.1), 
one can see that for any z : [z[ < 1 and any s E Z \ {0} the/2-vector ~: p~k 8 = z k, k > 0, all the 
rest Pn = 0 is the eigenvector of the operator U. Consequently, the convergent series 
Psz(x) = Z zk e2i~Zksx (3.33) 
k>O 
is formally the L2-eigenfunction of the operator U. However, as it is given by the lacunar Fourier 
series (3.33), it is not an analytic function. Thus, it is not in the domain • C A[0, 1] of the 
restricted Frobenius-Perron operator and is no~ its eigenfunction. Moreover, for 1/~ _< [z[ < 1 
the graphs of these functions are fractal sets; their properties are discussed in detail in [17]. The 
series (3.33) obviously can be m times continuously differentiated if m = [-  In Izl/In ;3], where [y] 
stands for the integer part of y E R. It means, that pSz(X ) E W~n[0, 1] if Izl _< ~-,n. Thus, the 
Frobenius-Perron operator U[w~,[0,1] restricted to the domain W~n[0, 1] has dense point spectrum 
filling the circle C~-~ of radius ~-m; the correspondent eigenfunctions are pSz(X ). Outside the 
circle C~-~ there are m eigenvalues zz = ~t, l = 0, 1, . . . ,  m - 1 corresponding to the first m terms 
in the generalized spectral decomposition (3.31). As it was shown above, the corresponding test 
function space coincides with the domain W~[0, 1] for any m < c~. However, it is not so in the 
limit case m --* c~ (i.e., for the complete decomposition (3.32)), as the test space • C A[0, 1] is 
more narrow then A[0, 1]. 
4.  RESONANCES OF  THE FR IEDRICHS MODEL 
The Friedrichs model considered here has been discussed in various papers [13,14,33-40]. This 
model gives a simple illustration of our approach. 
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4.1. Extension of the Resolvent 
We formulate the Friedrichs model as follows. Let Hc = Hc t be a self-adjoint operator in a 
Hilbert space X with a spectral measure d~,  which is absolutely continuous with respect to the 
Lebesgue measure 
/7 /7 Hc = w d~ -- w Ida) (d~ I dw. (4.1) 
We consider also a one-dimensional space C and a real point, 6 supp £~. In the Hilbert space 
7-/= X ~ C, the Friedrichs operator is the self-adjoint operator 
/7 /7 H= wl@@l~ +.11)(11 + A K,( I~)( l l  + I1)@1) ~.  (4.2) 
Here 
A _> 0 is a coupling constant and Vw 6 L2(R+) is a coupling function IIV~IIL2 = 1. We denote as 
Ho = ~1~) @1 ~ + .11) (11, 
a nonperturbed self-adjoint operator Ho = Ho t in 7-/. In the spectral representation f the self- 
adjoint operator H0, the operators H0 and H can be written in the matrix form in accordance 
with the decomposition of the corresponding space 7~ = L2(R+) ~ C into the orthogonal sum. 
Namely, in the spectral representation 
 o=(o 0), 
( 0 H=Ho+W, W= :~(v~ I " 
In the original Hilbert space ~/= X ~ C, the operator H can also be written in the matrix form 
H= fV~@l  d~ . " 
In the spectral representation f the unperturbed Hamiltonian Ho, the resolvent R(z) = (H-z)-1 
of the operator H has the matrix form 
= ( Ptww (z) Rwl (z))  (4.4) R(z) 
\ nx~(z) n~(z)  " 
The resolvent R(z) can be constructed using Krein's formula [23,24] which gives the exact solution 
in a simple form because of the finite rank of the perturbation operator W. Below we demonstrate 
the scheme of the continuation of the resolvent R(z) following the ideas of [23-26]. 
Consider the spectral problem 
H('f°~) ) fx = z ('ff~ ' ) ' (4.5) 
and eliminate the variable f, 6 C: 
1 
A = - - -A<V~ I f~). (4.6) 
. - z  
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Hence, we have an effective quation for [fw), 
( " ) ~o IV~)(V~l If~) = zlf, o), 
gt--Z 
(4.r) 
with the interaction A 2 
w(z)- --]V~)(v~l, (4.8) 
I~-- z 
depending on the spectral parameter z. The Lippmann-Schwinger equation for the resolvent of 
the "operator" in the right-hand side of equation (4.7) reads as 
P~(z )  = r0(z) - ro(z)w(z)P~(z), (4.9) 
where r0(z) = 1/(w - z) is the correspondent block of the unperturbed resolvent. As w(z) is a 
one-dimensional projection operator, the equation (4.9) can be immediately solved exactly and 
the solution is 
A2 
P~(z )  = to(z) + ~ [r0(z)V~) (r0 (z*) Vd, (4.10) 
where the function Q(z) is given by 
/7 Q(z) = # - z - A 2 (V~lro(z)lVw) = p - z - A 2 [v~l---~2 dw. (4.11) W--Z 
In the same manner, one can see that another diagonal block of the resolvent R(z) is 
1 
Rn(z)  = ~tJ'~'z'" (4.12) 
Next, using the Lippmann-Schwinger equation for the total resolvent 
R(z)=Ro(z) -Ro(z)W(z)R(z), (4.13) 
one can see that 
Rwa ( z) = -Aro( z) V~Rn (z), 
A Rl~(z) = - - -  (Y~lP~(z ) ,  
g- -z  
where ro(z) = (He - z) -1. Collecting all together we have 
R(z) = ( r°~ z) 00) + -~1 \( A2r°(z)'V~)(V~'r°(z)-A(V~o'ro(z) 
It is convenient to introduce a function of two variables, w and z 
v~ 
- -  wER,  zEC.  Cz(w) = r0Cz)lV~) = o: - z' 
Consider z as a parameter and introduce the correspondent bra and ket vectors 
(4.14) 
-A[ro~z)V~) ) . (4.15) 
(4.16) 
(¢z.(~) l  = (y~lr0(z) = (to (z*) y~l,  
I¢~) = Iro(z)y~). 
Then we can rewrite the expression (4.15) for the resolvent in the unperturbed spectral repre- 
sentation in the form 
R(z) = ro z) + ~ \ -~(¢z . I  1 
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As the operator H has no singular spectrum by construction, its resolvent R(s) is given, in 
general case, by the sum of the projection operators corresponding to the discrete spectrum of 
the operator H and the Cauchy integral with respect o the spectral measure dE", of H which is 
absolutely continuous with respect o the Lebesgue measure dE,, = P", dw. In the case when the 
spectrum of the operator H has multiplicity 1, the operator P", is a spectral projection; otherwise 
it is a combination of projection operators. In our case the discrete spectrum is empty, so we 
have 
H = uP", dw, 
p", (4.18) 
R(z)  = d~. 
We shall now construct he two functions /~± (z) being meromorphic extensions of the resol- 
vent R(z) given by equation (4.17) from above to below and from below to above, correspond- 
ingly. 
As equation (4.17) gives the resolvent R(z) not in the spectral representation f the operator H, 
in order to construct /~±(z) we are going to construct he correspondent continuations of the 
functions to(z) = 1/ (w-  z), Cz(w), and Q(z). In accordance with the Sokhotsky formula, we 
have 
1 Im z > O, 
e0+(z) = ~-  ~ (4.19) 
1 +2ilr6(w z), Imz<O,  
1 2ilr6(w-z), Imz<O,  
ro (z) = w - z (4.20) 
1 , Im z > 0, 
W--Z  
where 6(w - z) is a complex delta-function determined as a functional kernel. The complex delta- 
function for Im z > 0 ( Im z < 0) is defined on the test space of L2-functions on R which can 
be analytically continued to the upper (lower) halfplane, i.e., on the Hardy class H~(H2_). The 
action is given by 
<~(~-  z/l~> = ~(z), 
where ¢ is analytic continuation of the function ¢(w) e H~_ (¢(w) E H2_) to the upper (lower) 
half plane. 
We suppose that the coupling function (potential) V", can be analytically continued to the 
complex plane 
V,,, ---* Vz. (4.21) 
In this case using equations (4.11),(4.16), and Sokhotsky formula one can construct analytic 
continuations (extensions) of the function Q(z), and right and left vectors tCz(w)) and (¢z(W)[ 
from above to below and from below to above: 
~+(z)  = { Q(z), Im z > 0, 
Q(z) - 2irA21Vzl 2, Im z < 0; 
Q-(z) = { Q(z) + 2irA2[Vz[ 2, Im z > 0, 
Q(z), Im z < 0; 
> { ICz), Imz>0,  
'~+ = I~°+(~)lv",) = I¢~) + 2 i~v , l~(~-  z)), Xm z < o; 
~b;> {[¢, ) -2 i rV~[6(w-z)) ,  Im z >0,  
= [e°(z)lV",) = [¢z), Im z < 0; 
(4.22) 
(4.23) 
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< {<+-, 
'>" = <v<~l'~°+(z)l = (¢..I + 2i~-v:. <~(,~- z*)l, 
{<¢, .  I - 2i~v:. <,~(<,., - z*)l, 
(v~;.[  = <v<.,l~c(.)l = <,b:.l, 
Im z > 0, 
Imz< 0; 
Im z>0,  
Imz<0.  
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(4.24) 
Now, using equations (4.17), (4.20), (4.22)-(4.24), we can write down the expressions for the 
extension of the resolvent R(z) from above to below 
k+(z) = R(z), Im z > 0, (1 +.... ,  :) 
~+(z) = ~o- z 0 (4.25) 
, Im z < 0, 
+ ~  A(¢+. 1 
and from below to above: 
(1 ..._z, 00 ) k- (z )  = ~.----:-7- ~ - 
0 
1 (A2 ¢[/('~,.-A :,)) (4.26) 
+ ~_----~ )t (¢~-* I , Imz>0,  
fl-(z) = R(z), Im z < 0. 
Equations (4.15), (4.25), and (4.26) are the formal expressions for the resolvent R(z) and its 
extensions/~± (z) in the spectral representation f the unperturbed operator H0. The action of the 
resolvent R(z) is as follows. The operator He is given in spectral representation byequation (4.1), 
were the bra and ket vectors <Oa I and td;) depend on the representation space X. As He is a self- 
adjoint operator, any element if} • A' can be decomposed as 
I/) = i Iw)(wIf) d,~. 
Note, that the spectrum of the operator Hc is absolutely continuous, o Iw) are not in X, whereas 
the latter integral is in X. The resolvent R(z) in 2( $ C thus can be represented as 
R(z )  = ~o - z 
0 
1 (~,' S ~ f d<J¢.(<~)~,. (~')Im><<~l-:, f ¢.<,¢:(<~)1~>) (4.2r) 
+ ~ -A f dw¢:(w)(¢;I i " 
The resolvent extensions/~+(z) are not the operators in the original Hilbert space 7-/, but in the 
appropriate rigged Hilbert spaces [14], which are discussed in the next section. Formally, using 
equations (4.25),(4.26) we can express/~+(z) asfollows: 
.fl ± (z) = R(z), Im z > 0, for "+", 
Imz<0,  for" - " ;  
:) ... (,,o<., Oo> 
1 (,X2fd~fdw'¢:(w)¢:(w')lm)(:o'l 
+ ~ -~ f d~'¢:(<,,)(O.,I 
2i.~ (~r (z )  -V:lz)) 
+ ~ -v=.<z*l o ' 
-:X f d~lC~(w)i~) ) 
Imz<0,  for"+", 
Imz>0,  fo r" - " ,  
(4.28) 
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where 
P 
= J d~¢z(o:) (V~lz)@l + V~.l&)(z*D + 2iTrv~v~.lz)(z*l. T(z )  
Here Vz stands for the analytic ontinuation ofthe function V~ in C, and (z'l, Iz) are continuations 
of the bva and ket vectors @l, Iw), determined by the continuation (extension) of the operators 
P~Pz .  
4.2. Resonance Poles and Resonance States 
As the operator H is self-adjoint, its resolvent R(z)  has no poles in C \ R. Indeed, the poles 
of the resolvent R(z)  coincide with the roots of the function Q(z) given by equation (4.11). 
However, the functions z and (V, Aro(z)lV~) both have positive (negative) imaginary part in the 
upper (lower) halfplane, so the function Q(z) has no roots in C \ R. 
Similarly, the poles of the extensions/~+(z) coincide with the roots of the equation 
Q+(z) = 0, (4.29) 
respectively. The latter can be rewritten in accordance with equation (4.22) as 
f0 ° IV l z = # - A 2 - - - -  do: ~ 2i~rA2lVz[ 2, (4.30) 
0 J - -Z  
and have simple roots z+ in the lower and upper halfplane, respectively. These are the resonance 
poles z± which are complex conjugated numbers z_ = z~_. 
The location of the resonance poles z+ is invariant with respect o the representation f H, 
because the scalar product 
<v l o(z)lV > Iv l= 
in equation (4.30) does not depend on the representation. 
Now, let us calculate the residue of the operator-valued function /~±(z) in the points z +, 
respectively. We introduce the functions 
dQ,+(z) A2.~ o° [Vw[ 2 2d[Yz[ 2 
Q~(z)  = d""-'-~- = -1  - -v (w - z) - - - - - - -7  dw ~ 2ira -~z ' (4.31) 
and represent the function Q+(z) in the vicinity of the simple root z+ as 
Q+(z) = (z - z±)Q~(z±)  -4-o(Iz - z+l). (4.32) 
The residues of the extended resolvent at the points z+ are 
1 /c [ l+(z)dz '  (4.33) res/~+(z)lz=z ± - 2re ± 
where the contours C+ encircles the points z+ in the lower (upper) halfplane in the positive 
orientation. Using equations (4.25), (4.26), (4.33) one can see that in the unperturbed spectral 
representation 
res/~+(Z)lz=z ± = 1 ( A2 ¢~±) <¢~ -A ¢~±>) . (4.34) 
The operators formally given by equation (4.34) can be written as 
-H+ = res/~+(z)lz=z± 1 = 0~(z+) Iqy+) (qY~[' (4.35) 
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where ). 
The generalized vectors I++) and (+PI are the right and left resonance vectors corresponding to
the resonance poles zm. They are identical with the eigenvectors obtained in [13,14] using the 
subdynamics decomposition and are also identical with the Gamow vectors defined in [22]. 
The formal expression (4.35) acquires meaning as functionals on a suitable test function 
space ~. A simple test function space can be constructed in terms of Hardy class functions 
and [14,22] Schwartz class S: 
<~+ = H~n8~C.  
This suggests that the operators 
]o00 i > ++ i+.=,=><++i #+= +L (l+ld  O+(z+) 
where IL)<f l are the extended projections corresponding to the continuum [13,14] in the ex- 
tended Hamiltonians generating evolutions emigroups Uf  for positive (negative) times t. 
5. RESONANCES OF PERIODIC POTENTIALS 
Following the general scheme described in Section 2, we consider a representative quantum 
Hamiltonian with persistent interaction, namely the Schr6dinger operator with periodic potential. 
We consider two types of related problems for periodic interaction. The first one deals with the 
crystal splitted into two semicrystals connected by Dirichlet boundary condition. For this model, 
the additional spectral data of the inverse spectral problem turn out to be the eigenvalues of 
the corresponding Hamilton operator. The corresponding eigenstates are the so-called surface 
states [41] created by the surface connecting the semicrystals. We prove the completeness theorem 
in a suitable P~-IS and show that the generalized spectral decomposition for two semicrystals 
converges not only in a weak topology of the RHS, but also in the strong topology of the Hilbert 
space. 
In the second problem considered in this section, we study the extended resolvent for the 
periodic filling the whole axis without any boundary condition at the origin. According to the 
general scheme, we define poles of the extended resolvent as resonances and prove that they 
coincide with the additional spectral data. But in contrast with the case of semicrystals the 
poles are not anymore igenvalues in the Hilbert space. We also show that the residues of the 
extended resolvent cannot be defined as resonance projections in the RHS due to the Poincard 
nonintegrability of the problem with periodic persistent interaction on the whole axis. In order 
to give the rigorous mathematical meaning to these resonance projections, one needs to "lift" the 
problem to a suitable rigged Liouville space. However, this is out the scope of the present paper. 
5.1. Per iod ic  Potent ia l s  and  Bloch States 
We shall need some facts [42-45] on the solutions of the Schr6dinger equation with ditferentiable 
periodic potential V on a line: 
d 2 
He = dx2¢ + V(x)~ = A¢, V(x + a) = V(x). (5.1) 
The Bloch solutions have the form 
¢i,2(z, k) = em+k+x,,2(z, k). 
34-516.II 
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Here k = k(A) is the quasimomentum and A = A(k) is the dispersion function. 
X1,2(x, k) are periodic with respect o x. 
The Bloch solution can be normalized as follows: 
The functions 
•1,2(X, k(Qk)) = 0(x,  ,~) --[- Tnl,2(~)~o(x , ~), 
where 0 and ~ are the fundamental solutions of the equation (5.1) normalized in the standard 
way by the Cauchy data: 0(0, A) = 1, 0'(0, A) = 0, ~o(0, A) = 0, ~o'(0, A) -- 1. The Weyl functions 
ml,2(A) are defined as 
ml,2()k) = (~t(,~) -- O(~) v/F2(~) -- 1 
2~o(A) q: ~(A) ' 
where ~o(A) = ~o(a,A), ~d(A) = ~o'(a,A) and 0(A) = O(a,A), 0'(A) = 0'(a,A). The so-called 
Lyapunov function F(A) has the form (~d(A) + 0(A))/2. The branch of the root is fixed by 
the condition ~ -  1 > 0 as A < #0 on the complex plane with the cuts along the intervals 
[/~2n,/22n+1] tO [~2n, #2n+1], n = 0, 1, 2, . . .  The real points #l and 12t are defined by the spectra of 
the periodic and antiperiodic boundary problems 
Let us note that 
Hfl  = #Ill, ft(O) = fl(a), f[(O) = .f[(a), 
Hgl = ~lgl, gl(O) = --gl(a), g[(O) = --g[(a). 
and 
The spectral decomposition of the operator H in the Hilbert space L2(R) is well known [41]. 
The spectral theorem for H reads as 
H = JR A dEA. 
The spectral projection EA acts as the integral operator with the kernel E(x, y, A). The derivative 
of the kernel is given by 
dE(x, y, A) 
dA 
with A E at(H) and 
1 
2~i [R(x, y, A + i0) - R(x, y, A - i0)], 
dE(x, y, ~) 
~-- O, 
dA 
with A E R/ac(H).  The absolutely continuous spectrum ac(H) of H is two-fold and consists of 
spectral bands [#2n, J22n+1] U [/52n, #2n-1], separated by the gaps (/iUn+l, 122n) tO (~u2n+l,/~2n+u), 
n = 0,1,2, . . . .  
We denote by R(x, y, z) the kernel of the resolvent R(z) = (H-z I )  -1 for z e p(H) = C/ac(H). 
It has the form 
1 
R(x, y, z) - [¢1(x, z)¢2(y, z)O(x - y) + ¢2(x, ~)¢1(u, z)O(y - x)],  
W[¢1, ¢2] 
where e(x) = 1 as x > 0 and e(x) = 0 as x < 0, is the Heaviside step function and 
W[¢1, ¢2] = ¢1¢I  - ¢ I¢2 = 2 JF2(z )  - 1 ~(z)  (5.2) 
The functions ¢1,2(x, z) are meromorphic extensions to the complex plane with cuts along bands 
of the Bloch functions ~bl,2(x, A) such that 
¢~a(x,  A + iO) = Cx,2(z, A), ¢1,2(x, A - io) = ¢,,~(x, ~), 
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where A belongs to the spectrum of H and 
¢i.2(x, A + i0) = ¢1.2(x, A), ¢i.2(x, A - i0) = ¢i.2(x, A), 
where A is inside the gaps. 
The spectral decomposition can be written in terms of the quasimomentum k as follows: 
H =/R  ACk)IC±(k))(¢~(k)l de. 
The spectral decomposition in terms of the quasimomentum is more convenient since k(ac(H)) = 
R [43]. Here the projection operators 
Pk = I¢±(k)>(¢±(k)l, iPkPq = Pk6(k - q)), 
act on functions f 6 L2(R) as follows: 
Pki(x) = ¢±(x, k) JR ¢:4Y, dy. 
Here ¢+(x, k) are the normalized Bloch functions, i.e., 
21r fo a T I¢±(x,k)[ 2 dx = 1. 
These Bloch functions are linked with ¢t,2 as follows: 
¢1'2(X' A) ~2 ~ N(A) = ~ 2F'(A) 
¢+(x ,k )= N(A) ' ~- -~"  
The relation between energy A and quasimomentum k is defined by the equation 
cos[k(A)a] = F(A). 
Let us note that at the real k (i.e., A e ac(H)), sign F'(A) = - sign ~0(A) (hence, N(A) is well 
defined), and ¢~ (x, k) = ¢~= (x, k). 
We shall call the Bloch solutions corresponding to the real k (i.e., the continuous pectrum 
eigenfunctions) as the stable Bloch states, while the Bloch solutions of equation (5.1) at A • 
Ft/ac(H) will be called the unstable Bloch states. These terms correspond to the "zones of 
stability" and the "zones of instability" which denote the spectral bands and gaps, respectively. 
The stable Bloch states are bounded and can be interpreted as the modulated plane waves. Since 
at A • R/a(H)  the corresponding quasimomentum is complex, the unstable Bloch states grow 
exponentially in one direction, namely 
¢4- (X, k) ~-': 0 (e~:( Im k)m) , Ixl ~ oo. 
The stable Bloch functions form the complete set in L2(R), i.e., 
it C+ (x, k)¢~ (y, k) dk = 5(x - y). 
It means that for any f • L2(R), the following eigenfunction expansion is valid: 
f (x )  = f I¢+(k))(q~±(k)lf(x)) dk.
.lit 
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The above mentioned facts show that the spectral decomposition of the SchrSdinger operator 
with periodic interaction includes only the stable Bloch states. On the other hand, the inverse 
spectral problem for H [44] cannot be defined correctly without fixing an additional discrete set 
of points in the gaps (to which there corresponds the complex quasimomentum) and the set of 
"signs". These points and "signs" compose the so-called additional spectral data [44]. So, in 
order to establish one-to-one correspondence b tween the direct and inverse spectral problems 
for the periodic potentials, we have to include the spectral information corresponding to the 
unstable Bloch states into the spectral decomposition. 
To this end we need the detailed information concerning the link between the additional spectral 
data, the roots of the function ~(A), and the poles of the Bloch solutions ¢1,2(x, A). Namely, the 
following lemmas are valid. 
LEMMA 5.1. The roots Am of the function ~(A) are the eigenvalues of the Dirichlet problem on 
the period of the function V(x): 
- f " (x )+V(x) f (x )=Af (x) ,  f(O) =/ (a )=O.  (5.3) 
The normalized eigenfunctions ~m(X), i.e., 
fo " dz = 
are 
 m(x) = 
 o(z, Am) 
[]~o(Am) l exp(~:Tma)] 1/2" 
Here ~b(A,n) = (~)~(A)[A=A~ and 7m > 0 is the imaginary part of quasimomentum corre- 
sponding to the point Am (k(Am) = ~rn/a + i%n). The sign (-) in the exponent corresponds to 
the case when 
8m ---- (--1) m+l. (5.4) 
The sign (+) occurs when 
sm= (-1) m, (5.5) 
where Sm = sign S(Am) and the function S(A) is given by 
s (A)  = - 
2 
COROLLARY. The roots Am, m = 1, 2,... of the function ~o(A) coincide with the additional 
spectral data of the inverse spectral problem. They satisfy the conditions 
~0 < /~1 --< A1 < ~2 <( ~1 --< A2 <( ~t2 <( /~3 --< A3 -- /~4 <( "'" , 
i.e., lie inside gaps or at the edges of gaps. 
Remind that for the correct setting of the inverse spectral problem in addition to the choice of 
points Am one has to ascribe to each point a sign, namely sin. 
As it follows from Lemma 5.1, the normalization of the eigenfunctions of the Dirichlet prob- 
lem (5.3) on the period depends on these signs. The following lemma show that these signs also 
define the fact that either the Bloch function el(X, A) or the Bloch function ¢2(z, A) has the pole 
at Am. 
LEMMA 5.2. L fsm = ( - - I )  re+I, then 
, A ,~ Am, 
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and ¢2(x, A) is regular in the vidmty of Am. If sin = (-1) 'n, then 
1 ) , A~Am, 
¢2(x,A) = o A 
and ¢1 (~g, A) iS regular in the vicinity of Am. 
If sm = O, then Am coincides with one of the edges of the rn th gap and 
¢i,2(X, A) = 0 (~- - - _  Am) , A~Am.  
In what follows, we shall consider only the cases when sm# 0. It is because that in the case 
sm= 0, the singularities of ¢1,2(x, A) do not generate ither an eigenvalue for the semicrystals 
or a resonance for the whole crystal in the RHS. 
To prove the completeness theorem for semicrystal we also need the properties of the functions 
In the case (5.4), the corresponding points Am we shall denote as A +. In the case (5.5), we 
shall use the notation AVn. 
LEMMA 5.3. The functions ~(x, A~) are quasiperiodic with the period a: 
~o (x + ha, A+m) = (-1)ran exp(q=vmna)~o (x, A±m) • 
COROLLARY. The functions qo(x, A~) have the following asymptotics as [xJ --* oc: 
= (5.6) 
5.2. Two Semicrysta ls  wi th  Dir ichlet Boundary  Condi t ions  
In this section, we consider the crustal splitted into two semicrystals by the Dirichlet boundary 
condition which appears as the consequence of a special choice of the test function space in frame 
of the RHS approach. Under this choice we prove the completeness theorem in a weak topology 
and construct an appropriate generalized spectral decomposition. We also show that due to 
the transient character of the interaction in this case, the generalized spectral decomposition 
converges in the strong topology of the Hilbert space as well. 
Let us restrict he operator H given by (5.1) with V E C°°(R) to the test function space 
¢ = C~°(R+) @ C~(R_). 
d 2 Since 3"~ is a local operator H@ C @. We construct the extended resolvent/~(z) as 
( 17/ 0) 
R22(z)  ' 
(5.7) 
where 
R, , ( z l=R(z l+~w- l (z )  l~,><¢~[, i=1,2.  
Here R(z) = (H-  zI) -1 is the resolvent of H in L2(R) and the Wronskian W(z) of the Bloch so- 
lutions is given by (5.2). The operators I~p,> (~1 are integral operators given for suitable function v
and a~ e R as /? 
OO 
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Let/2 be the unit operator in C 2 and ((.le)) stands for the scalar product in L2(R+)~L2(R_) ,  
i.e., 
<('l')) = <'1")+ + <'1")-, 
where ('l')± are the scalar products in L2(R+), respectively. 
LEMMA 5.4. The extended resolvent .~(z) satisfies the weak resolvent identity, i.e., 
satisfy the relation 
iff a~ = - 1. 
Let F be a contour encircling the singularities of/~(z), i.e., cuts and poles. 
theorem is valid. 
THEOREM 5.1. /~(Z) satisfies the completeness condition (2.4) in a weak sense. 
In the matrix notations, the completeness condition reads as 
o): o) 
0 Q_ 0 ' 
F Q~ = Ig~> <g~l d~ + ~ I~> <~I 
H~ = - res/~(Z)[AffiAI 
~ n+n;  o, # l, and (5.m) IImII = 0, = m 
(n~)~ = n*~, (5.11) 
The following 
(5.12) 
where 
H_ ' H+ = HlCr(R~ ). 
The following ]emma summarizes the analytic properties of ((ul[~(z)v)). The proof is based on 
Lemmas 5.1 and 5.2. 
LEMMA 5.5. The extended resolvent [~(z) has jumps on the bands of H and simple poles at the 
additional spectral data Am. The residues of [~(z) are 
res R(z)l~:~ = P± [~> <~m[, 
where 4- correspond to the cases (5.4) and (5.5), respectively. Here 
Oo) ° o) 
' C~ 2 ' 
the operators I~m)(~m[ are the operators (5.8) restricted on R± and 
~(x)  = 2sinhvma (x,A~) (5.9) 
J~(~)l ~ 
It turns out that only for special choice of a~ the residues of/~(z) are projections. Namely, the 
following lemma is valid. 
LEMMA 5.6. The operators 
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Relation (5.12) should be understood in a weak sense. Here Ig~)(g~l are integral operators 
la~><9~l/> =g(~,k) /~ :(y,k)/(u)du, 
± 
with the kernel generated by the function 
g(z ,  k) : ~)i(x '  )k) - ~)2(x,/~) 
' 
with 
dk 
M(A) = 2~ri-~ W(A) > O, kER.  
Let us notice that from Lemma 5.6 it follows the orthogonality of qo~(x). However, the or- 
thogonality for g~ should be proven separately. The result is as follows. 
LEMMA 5.7. 
+ + (5.13) (gklgq)=~(k-q), k,q>_O, 
+ + (5.14) (0k I~m) = o. 
Denote as [ l  the extension of H to the RHS q) C L2(R+)@L~(R_) C (I)t such that R(z) = ( [ l -  
zI2) -1. One can prove that completeness condition (5.12) and the orthogonality conditions (5.10- 
5.14) provide the generalized spectral decomposition for [l,  i.e., 
As it was mentioned above, it turns out that this spectral decomposition i the RHS is the 
L2-spectral decomposition for the orthogonal sum of the operators 
d 2 
[l+ = -dx--- ~ + V(x), 
acting in L2(R+) with the domain 
D ( [ l+)  = ( :+:  :+ = 
This statement is based on the following three lemmas. 
LEMMA 5.8. The weak completeness condition (5.12) is valid in the strong topology of L2 (R+)@ 
L2(R-) .  
LEMMA 5.9. The generalized eigenfunctions ~m E D( [l+ ) and they are L2-eigenfunctions of[l+. 
Indeed, ~V~m(X) are defined by (5.9) with ~v(x, A~) having the asymptotics (5.6). Moreover, 
because ~(x,A) is the fundamental solution of (5.1) fixed by the Cauchy data ~(0, A) = 0, 
~'(0, A) = 1 it satisfies the boundary condition from the domains D([l+). 
LEMMA 5.10. The functions g( x, k) satisfy the equations 
[l+g(x, k) = ~(k)g(x, k), 
g(o, k) = o, 
Ig(x,k)l <_ const, Ixl--* co. 
COROLLARY. Due to the Sch'nol Theorem [46] the functions g( x, k) are the continuous pectrum 
eigenfunctions of the operators [l+. 
Thus, we have shown that the choice of the test function space (I) as in (5.7) leads to two 
semicrystals splitted by the Dirichlet boundary condition. Since each semicrystal can be treated 
as a crystal with zero interaction on the complementary semiaxis it means that in this case 
instead of the persistent periodic interaction on the whole axis we have two transient ones. As a 
consequence, the construction is reducible to the Hilbert space. 
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5.3. The Extended Resolvent for the Crystal  and Resonances 
In this section, we construct the RHS suitable for the periodic interaction filling the whole 
axis and an appropriate extension of the periodic Schr&iinger operator resolvent. We show that 
in contrast to the semicrystals case the singularities of this extension are no more Hilbert space 
eigenvalues but they are resonances in the RHS. 
We shall start with the general construction of the extended resolvent and introduce the fol- 
lowing notations. 
Let/~(z) be the integral operator with the kernel 
/~(x, ~, z) = w -1 [¢1(x, z)¢2(y, z )e (y  - z) + ¢2(z,  z)¢ l (y ,  z)eCx - y)], 
and integral operators I¢~)(¢i1, i , j  = 1, 2, act as follows: 
for any v providing the convergence of the integral. 
THEOREM 5.2. All operator-valued functions Ra( Z) satisfying the weak resolvent identity (2.3) 
are given by 
where a~ = ai(z) are arbitrary functions. 
In order for the extended resolvents/~a(z) to satisfy also the weak completeness condition (2.4), 
one has to choose the functions a~(z) in a special way. Namely, let us set al = a2 = ~3 = 0 and 
a4 =- a(z). Then the following statement is valid. 
LEMMA 5.11. The validity of (2.4) is guaranteed if'. 
(1) the test functions v, u are infinitely ditTerentiable with compact support, i.e., • = C~°(R); 
(2) for arbitrary test functions u, v there exist positive constants Cu,v and qu,~ such that 
- Iv~l ' 
for every JzJ >> 1. Here the branch of the root ~ is fixed by Im vG > 0. 
The form of the admissible function a(z) is fixed by the following. 
LEMMA 5.12. The functions ~(z) which satisfy (5.15) have the form 
r"" i 3 a(z) = dx' ~" . . .  ~(") ¢l(x("),z) , n = 0,1,2,. . . .  , .w ,~ JTu ,~ 
These functions have double poles at the points A~m. The constants T and Tu,~ are arbitrary 
constants atisfying the conditions T > T~,~ > -(A~ + A~), where A~ = minx~,uppu{X} and 
~4v = minx6suppv{~}. 
The proof of this lemma is based on the fact that any function on the complex plane with cuts 
along spectral bands which has the asymptotics 
e ~ v~ T~ , ~ 
,,(z) = ~- -~( I  + 0(1)), as z -~ oo 
is the integral of any power of the correspondent Baker-Akhiezer function ¢~(x, z) [45]. 
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The condition (3) of Definition 2.1, i.e., 
Htc~ C C~ 
is obvious because the adjoint operator has the same differential expression. 
Using Lemmas 5.2, 5.12 and the expression (5.2) for the Wronskian W(z) one has the following 
lemma. 
LEMMA 5.13. The extended resolvent [{a(z) with a(z) described by Lemma 5.12 has simple 
poles, i.e., resonances at the additional spectral data A + U A~,,. 
Let us calculate the residues o f /~  (z). One can show that they have the form 
Here 
res R~(Z)Iz=~ = p~ ]¢~m) < ¢~m • 
i + e (Am) ~(~,A+), 
¢+~(.) = e (x, ~+~) + ( -1 )m2~nX- -  a 
¢~n(x) = ~Om(X), and 
P~n = 1. 
We remark that the residue of the extended resolvent depends on the signs ascribed to the 
points Am. This means that the extended resolvent completely incorporates the information 
about the additional spectral data of the inverse problem, i.e., the set of points A + U A~n and the 
"signs" sm -- sign(~o'(Am) - 8(Am)) [44]. Indeed, the signs sm govern the type of the pole at the 
point Am, i.e., sm determine the fact whether ¢1 or tb2 has the pole at the point Am. 
Let us emphasize that in the case of the whole crystal the residues of the extended resol- 
vent/~a(z) do not define the resonance projections in the sense of Definition 2.4. Namely, the 
objects 
ll~m = - res/~(Z)[z=,X ~,
do not satisfy the conditions (II~) 2 # 1-I~. 
Indeed for the sake of simplicity considering the operators II~, only one obtains 
(n~) 2 = l~m> <~ml~m> <~ml, 
where 
F ]0 ° 
£ I ° £ = e ' ,~= ex e~'~'ex  [~:.(~112 e~, ~m > 0. c~ oo  
The first integral in the latter formula being understood literally obviously diverges. Moreover, 
one can show that any consistent regularization of this integral in the sense of Hardy [47] also 
diverges. The same is valid for H +. 
It means that in the case of the Poincar6 nonintegrability which takes place for the periodic 
interaction on the whole axis the residues of the extended resolvent cannot be treated as resonance 
projections while the corresponding singularities are resonances in flame of the RHS. 
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6. CONCLUDING REMARKS 
Dynamical systems are determined by an evolution law and an algebra of observables (test 
functions/operators). This corresponds to the definition of operator in terms the action of the 
operator and its domain. Within the Hilbert space formulation the domain is fixed and does not 
depend on the dynamics. As a result, resonances and life times in both classical and quantum 
systems cannot be described within Hilbert space formulation without significant compression or 
modification of dynamics. This is not unexpected because the original motivation for the Hilbert 
space formulation was based on our experience on integrable systems. On the contrary, within the 
rigged Hilbert space formulation the domain or the test observables are prescribed or chosen on 
the basis of the physical processes involved. As a result, extending the Hilbert space formulation 
to the rigged Hilbert space we can formulate and describe analytically all these processes in a 
natural way. 
The three examples illustrating our operator theoretic approach to resonances show very dif- 
ferent types of extension of resolvents and therefore of dynamics. In the case of resonances of 
the power spectrum of dynamical systems like the l~nyi map, we construct extension through 
meromorphic continuation of the restricted adjoint resolvent. In the case of simple scattering 
resonances like the Friedrichs model, we construct the extension by combining the meromorphic 
extensions from above to below and vice versa. In the case of persistent interactions like the 
periodic potential, we construct extensions through modifying the boundary conditions o that 
the unstable Bloch states appear. 
However, we are still far from a complete classification of all possible extensions to rigged 
Hilbert spaces because the spectral theory in rigged Hilbert spaces has not yet been developed 
as the spectral theory in Hilbert or Banach spaces. 
These examples erve as prototypes and starting points for the discussion of more complex 
dynamical systems. We also point out that our approach can be applied to the classical and 
quantum Liouville spaces of densities. Our approach in Hamiltonian system [48] shows the 
presence of both resonance poles and resonance cuts. In the case of quantum systems, we have 
obtained poles in rigged Liouville space. Suitable test observables with diagonal singularities for 
the quantum rigged Liouville space have been defined in [49]. 
We also intent to use our formulation in order to clarify the operator theoretic meaning of 
Poincar~ resonances which are important for intrinsic irreversibility [6-12]. 
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