The linguistic q-rung orthopair fuzzy sets (Lq-ROFSs) can fully represent linguistic evaluation information by adjusting the parameter q to describe the range of uncertain information. In this paper, we first propose a cosine similarity measure between Lq-ROFSs based on the concept of the cosine similarity measure between intuitionistic fuzzy sets. Considering the cosine similarity measure defined by this method does not satisfy the axiom of similarity measure, we propose the improved similarity measures of Lq-ROFSs according to the corresponding cosine similarity measure and Minkowski distance measure. The improved similarity measures of Lq-ROFSs can deal with the decision information not only from the point of view of algebra but also from the point of view of geometry, which are also proved satisfy the axiom of similarity measure. Furthermore, the similarity measures of Lq-ROFSs based on different linguistic scale functions are defined for considering the semantics of linguistic terms. In addition, we apply the proposed similarity measures of Lq-ROFSs to multi-criteria group decision making problems where the decision makers' weights are determined by the projection of individual decision on the ideal decision results. Finally, a numerical example is applied to illustrate the feasibility of the proposed method and its effectiveness is verified by comparison with some existing methods. The sensitivity analysis and stability analysis of the proposed method are also given.
I. INTRODUCTION
In multi-criteria group decision making (MCGDM) problems, the decision makers evaluate the alternatives based on multi-criteria constrains. How to represent the uncertain information in the actual decision making problem is an important step in decision making process.
In 1965, Zadeh [1] proposed the fuzzy set(FS) to deal with the uncertain information. Since the FS was proposed, many scholars have studied it and its generalization, we can refer to [2] - [11] . For instance, Atanassov [2] introduced the concept of intuitionistic fuzzy set(IFS), which took the non-membership degree into account. For example, when the experts evaluate the feasibility of an investment plan, they think the possibility that it will be profitable is 0.8, The associate editor coordinating the review of this manuscript and approving it for publication was Nuno Garcia . and the possibility that it will not be profitable is 0.1, the above evaluation information can be represented as an IFS I = 0.8, 0.1 , where 0.8 and 0.1 represent the membership degree and non-membership degree of the element, respectively. However, the IFS cannot represent the decision information in some practical problems. For example, if the experts believe that the membership degree and non-membership degree of the investment plan are 0.8 and 0.3, respectively, the evaluation information cannot be represented by the IFS at the same time, because the sum of membership degree and non-membership degree is greater than 1. Therefore, Yager [6] generalized the IFS to the Pythagorean fuzzy set(PFS) P = { x j , λ p (x j ), γ p (x j ) |x j ∈ X }, where 0 ≤ λ 2 p (x j ) + γ 2 p (x j ) ≤ 1. It is easy to know that the space membership of PFS is greater than that of IFS, which means the PFS can deal with the decision making problems that the IFS cannot do. So the above evaluation information of investment plan can be expressed by a PFS P = 0.8, 0.3 . Recently, Yager [10] proposed another new concept of q-rung orthopair fuzzy set(q-ROFS), which can describe a wider range of fuzzy decision information.
On the other hand, due to the decision makers' experience and knowledge about the decision making problems, their cognition cannot be represented by the numerical values in some situation, but can only be expressed by linguistic terms, such as ''very good'' quality, ''slowly'' spread and ''very heavy'' burden. Thus Zadeh [12] introduced the fuzzy linguistic approach and presented a model of computing with words to deal with linguistic terms. Furthermore, Chen et al. [13] proposed the concept of linguistic intuitionistic fuzzy set(LIFS) where the membership degree and non-membership degree are represented by linguistic terms. Similar to the generalization of IFS, Grag [14] presented a new linguistic Pythagorean fuzzy set(LPFS) by combining the linguistic set and PFS, which can deal with the imprecise information more widely than LIFS. Based on LIFS and LPFS, Liu and Liu [15] extended the q-ROFS to linguistic evaluation problem, which can be referred as linguistic q-rung orthopair fuzzy set(Lq-ROFS). Compared with LIFS and LPFS, the Lq-ROFS can express the information by adjusting the value of parameter q under different decision environment, which is more superior in expressing uncertain information than LIFS and LPFS.
The similarity measure is also an important topic in multi-criteria group decision making problems. Up to present, many researchers have considered the similarity measures of IFS, PFS, q-ROFS, LIFS, and their applications have also been widely studied, we can refer to [16] - [25] . As far as we concerned, there has no research on the similarity measure of Lq-ROFSs at present. Motivated by this, in this paper, we propose some similarity measures between Lq-ROFS and apply the proposed similarity measures to multi-criteria group decision making problem using projection method.
The main motivations and contributions of the paper are summarized as follows:
(1) Considering the existing similarity measure between Lq-ROFSs does not satisfy the axiom of similarity measure, we propose a new method to construct some new similarity measures of Lq-ROFSs based on the cosine similarity measure and Minkowski distance measure, which not only satisfy the axiom of similarity measure but also deal with the decision information from the point of view of algebra and geometry. (2) We present the similarity measures of Lq-ROFSs based on the linguistic scale function for semantics of linguistic terms, which have good rationality in comparing with the existing similarity measures and avoid the distortion of decision information during the decision process. (3) We apply the projection method to obtain the decision makers' weights, and the multi-criteria group decision making method based on the weighted similarity measures of Lq-ROFSs is introduced, which takes the decision makers' preferences into account during the decision process. (4) We make the comparative analyses with other multi-criteria decision making methods to illustrate the effectiveness of the proposed similarity measures by a numerical example concerning the postgraduate entrance qualification assessment. The rest of the paper is organized as follows: the basic concept of IFS, linguistic term set(LTS), q-ROFS, Lq-ROFS, linguistic scale function and the cosine similarity measure between IFSs are briefly reviewed in Section II. In Section III, we propose some new similarity measures of Lq-ROFSs based on the subscripts of linguistic terms and linguistic scale function, respectively, and the related properties of defined similarity measures are discussed. In Section IV, we apply the proposed similarity measures of Lq-ROFSs to multi-criteria group decision making using the projection method. In Section V, a numerical example is given to illustrate the effectiveness of the proposed method, the sensitivity and stability analysis of the proposed method are also given. Finally, the conclusion and future research are pointed out in Section VI.
II. PRELIMINARIES
Let X = {x 1 , x 2 , · · · , x n } be a discrete and finite universal set throughout the paper. In this section, we briefly review the concepts of IFS, LTS, q-ROFS, Lq-ROFS, linguistic scale function and the existing cosine similarity measure between IFSs.
A. INTUITIONISTIC FUZZY SET
IFS is an extension of FS, which includes not only the membership degree but also the non-membership degree, and its definition can be given as follows.
Definition 1 (Atanassov [2] ): Let X be a finite discrete set, an IFS I on X is defined as:
where 0 ≤ µ I (x j ) ≤ 1 and 0 ≤ ν I (x j ) ≤ 1 represent the membership degree and non-membership degree of x j to the set I , respectively. For any x j ∈ X , they satisfy the following condition:
If the set X has only one element, the IFS I can be denoted as I µ, ν , we call it an intuitionistic fuzzy number(IFN).
B. LINGUISTIC TERM SET
The qualitative information in multi-criteria group decision making problems is suitable to be represented by linguistic variables, thus Zadeh [12] presented the concept of LTS as follows.
Definition 2 (Zadeh [12] ): Let S = {s j |j = 0, 1, 2, · · · , 2t} be a finite discrete LTS, where s j is the possible linguistic variable and t is a positive integer.
The LTS S satisfies the following properties:
(1) The set S is ordered:
Furthermore, Xu [26] extended the discrete LTS to a continuous LTSS [0,τ ] = {s j |j ∈ [0, τ ]}, where τ (τ > 2t) is a positive integer. The operations onS are given as follows:
C. Q-RUNG ORTHOPAIR FUZZY SET
Orthopair fuzzy set is a fuzzy set in which the membership degree of the element is a pair of values in the unit interval, a general class of orthopair fuzzy set is called q-ROFS, and the space of acceptable orthopair increases as q increases.
Definition 3 (Yager [10] ): Let X be a fixed set, the q-ROFS Q on X is defined as:
the membership degree and non-membership degree of x j ∈ X respectively, and they satisfy with condition that 0
q . If the set X has only one element, the q-ROFS can be denoted as Q µ Q , ν Q , we call it a q-rung orthopair fuzzy number(q-ROFN).
Remark 4: If q = 1 or 2, the q-ROFS is reduced to an IFS or a PFS.
D. LINGUISTIC Q-RUNG ORTHOPAIR FUZZY SET
In order to express the qualitative evaluation information more accurate, Liu and Liu [15] proposed the concept of Lq-ROFS based on the IFS and q-ROFS, it can be defined as follows.
Definition 5 (Liu et al. [15] ): Let X be a fixed set, the Lq-ROFS γ on X is defined as: 2t] , s α (x j ) and s β (x j ) represent the linguistic membership degree and linguistic non-membership degree of x j ∈ X to the set γ , respectively. For any x j ∈ X , they satisfy the following condition: 0 ≤ α q + β q ≤ (2t) q (q ≥ 1). The linguistic indeterminacy degree of x j to γ is defined as: π γ (x j ) = s
If the set X has only one element, the Lq-ROFS can be denoted as γ s α , s β , we call it a linguistic q-rung orthopair fuzzy number(Lq-ROFN).
Definition 6 (Liu et al. [15] ): Let γ = s α , s β be a Lq-ROFN, the score function SF(γ ) is defined as:
(2.1) and the accuracy function of γ is defined as:
In order to compare any two Lq-ROFNs, the comparison rules based on the score function and accuracy function are given as follows.
Definition 7 (Liu et al. [15] ): Let γ 1 = (s α 1 , s β 1 ) and γ 2 = (s α 2 , s β 2 ) be any two Lq-ROFNs, where s α j , s β j (j = 1, 2) ∈ S [0,2t] , then (1) If SF(γ 1 ) > SF(γ 2 ), then γ 1 γ 2 ;
(2) If SF(γ 1 ) = SF(γ 2 ), then If AF(γ 1 ) > AF(γ 2 ), then γ 1 γ 2 ;
If AF(γ 1 ) = AF(γ 2 ), then γ 1 γ 2 .
E. LINGUISTIC SCALE FUNCTION
The linguistic scale function can be applied to represent the semantics of linguistic terms, which assign the semantic values to linguistic terms under different decision environments. Definition 8 (Xu [27] ): Let S = {s j |j = 0, 1, · · · , 2t} be a LTS and θ j ∈ [0, 1], the linguistic scale function f is a monotonically increasing function, which can be defined as follows:
In the following, we introduce three commonly used linguistic scale functions, which are given as follows:
The evaluation scale of the linguistic information represented by f 1 is divided on average.
For the linguistic scale function f 2 , the absolute deviation between adjacent linguistic terms increases with the extension from the middle of a given linguistic term to both ends. Many experimental studies demonstrated that a = 1.4 [28] .
where α 1 , β 1 ∈ (0, 1], here we assume that α 1 = β 1 = 0.8 [29] . For the linguistic scale function f 3 , the absolute deviation between adjacent linguistic terms decreases with the extension from the middle of a given linguistic term to both ends.
F. COSINE SIMILARITY MEASURE BETWEEN INTUITIONISTIC FUZZY SETS
Cosine similarity measure is defined as the inner product of two vectors divided by the product of their lengths, which is an effective tool for describing the similarity degree between two alternatives in multi-criteria group decision making problems. The definition about cosine similarity measure between IFSs is defined as follows.
Definition 9 (Ye [19] ):
x n }, the cosine similarity measure between IFSs A and B is defined as:
.
III. SOME NEW SIMILARITY MEASURES FOR LINGUISTIC Q-RUNG ORTHOPAIR FUZZY SETS
In this section, we first define the similarity measures between Lq-ROFSs based on the subscripts of the linguistic terms. Furthermore, considering the semantics of linguistic terms, we apply the linguistic scale function to calculate the similarity measures between Lq-ROFSs. It is easy to know the regular similarity measure between fuzzy sets satisfy the following Lemma 10.
Lemma 10: Let γ 1 and γ 2 be any two fuzzy sets, if the similarity measure S(γ 1 , γ 2 ) satisfies the following properties:
(1) 0 ≤ S(γ 1 , γ 2 ) ≤ 1;
(2) S(γ 1 , γ 2 ) = S(γ 2 , γ 1 );
(3) S(γ 1 , γ 2 ) = 1 if and only if γ 1 = γ 2 , then the similarity measure S(γ 1 , γ 2 ) is a regular similarity measure.
A. SIMILARITY MEASURES BETWEEN LINGUISTIC Q-RUNG ORTHOPAIR FUZZY SETS BASED ON SUBSCRIPTS OF LINGUISTIC TERMS
Similar to the existing cosine similarity measure of IFSs, we first propose a cosine similarity measure between Lq-ROFSs.
Definition 11:
s 2t }, the cosine similarity measure C Lq (γ 1 , γ 2 ) can be defined as:
(3.1)
the cosine similarity measure C Lq (γ 1 , γ 2 ) satisfies the following properties:
(
≤ 1 is obtained according to the range of cosine function value.
(2) Property (2) is obvious according to Definition 11.
In the following, we define the weighted cosine similarity measure between Lq-ROFSs as follows.
Definition 13: For the given set
n), then the weighted cosine similarity measure WC Lq (γ 1 , γ 2 ) is defined as follows:
Remark 14:
If the weight ω j = 1 n for all j, then the weighted cosine similarity measure WC Lq (γ 1 , γ 2 ) is reduced to the cosine similarity measure C Lq (γ 1 , γ 2 ).
Theorem 15:
x n }, the weighted cosine similarity measure WC Lq (γ 1 , γ 2 ) satisfies the following properties:
The proof is similar to Theorem 12, we omit the proof here.
According to Lemma 10, we know that the cosine similarity measures defined in Definition 11 and Definition 13 are not the regular similarity measure, because they do not satisfy the condition (3) in Lemma 10, which can be seen from the following Example 16.
Example 16:
It is obvious that VOLUME 7, 2019 which means that the cosine similarity measure C Lq (γ 1 , γ 2 ) is not a regular similarity measure. If the cosine similarity measure WC Lq is applied to multi-criteria decision making problems, which will lead to unreasonable decision results. In order to overcome its shortcoming, we should improve the cosine similarity measures defined in Definition 11 and Definition 13. In the following, we propose a new similarity measure of Lq-ROFSs based on the proposed cosine similarity measure C Lq (γ 1 , γ 2 ) and the following Minkowski distance measure MD Lq (γ 1 , γ 2 ).
Definition 17: Let X = {x 1 , x 2 , · · · , x n } be a fixed set and S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set. Assume
where p ≥ 1 and q ≥ 1. Remark 18: If p = 1, the distance measure MD WLq (γ 1 , γ 2 ) is reduced to the Hamming distance measure HD WLq (γ 1 , γ 2 ) as follows:
Remark 19: If p = 2, the distance measure MD WLq (γ 1 , γ 2 ) is reduced to the Euclidean distance measure ED WLq (γ 1 , γ 2 ) as follows:
Theorem 20:
x n }, then the weighted Minkowski distance measure MD WLq (γ 1 , γ 2 ) satisfies the following properties:
Proof: The properties (1), (2) and (3) are obvious, we omit the proof here.
Next, we give the proof of property (4) .
In the following, we propose an improved similarity measure of Lq-ROFSs based on the weighted cosine similarity measure WC Lq (γ 1 , γ 2 ) and Minkowski distance measure MD WLq (γ 1 , γ 2 ), which can be proved to be a regular similarity measure.
Definition 21:
, s β 2 (x j ) |x j ∈ X } be any two Lq-ROFS on X = {x 1 , x 2 , · · · , x n }, assume ω j is the corresponding weight of x j ∈ X and n j=1 ω j = 1, the improved weighted similarity measure WS Lq (γ 1 , γ 2 ) can be defined as follows:
where WC Lq (γ 1 , γ 2 ) and MD WLq (γ 1 , γ 2 ) are defined in Definition 13 and Definition 17, respectively.
If ω 1 = ω 2 = · · · = ω n = 1 n , the improved weighted similarity measure WS Lq (γ 1 , γ 2 ) is reduced to the similarity measure S Lq (γ 1 , γ 2 ).
|x j ∈ X } be any two Lq-ROFS on X = {x 1 , x 2 , · · · , x n }, the similarity measure S Lq (γ 1 , γ 2 ) can be defined as follows:
where C Lq (γ 1 , γ 2 ) and MD Lq (γ 1 , γ 2 ) are defined in Definition 11 and Definition 17, respectively.
Example 23 (Continued to Example 16):
Here we reconsider Example 16, assume γ 1 = { x 1 , s 4 , s 2 , x 2 , s 4 , s 2 } and γ 2 = { x 1 , s 2 , s 1 , x 2 , s 2 , s 1 } are two Lq-ROFSs on X = {x 1 , x 2 }, if p = 2, ω = (ω 1 , ω 2 ) T = (0.5, 0.5) T , we have C Lq (γ 1 , γ 2 ) = 1 and MD Lq (γ 1 , γ 2 ) = 0.093, then S Lq (γ 1 , γ 2 ) = 0.954. The similarity measure S Lq (γ 1 , γ 2 ) avoids the shortcoming of the cosine similarity measures defined in Definition 11 and Definition 13, which can be proved to satisfy the following Theorem 24.
Theorem 24:
x n }, the improved similarity measure WS Lq (γ 1 , γ 2 ) satisfies the following properties:
Proof: (1) According to Theorem 15 and Theorem 20,
(2) Property (2) is obvious, we omit the proof here.
Because 0 ≤ WC Lq (γ 1 , γ 2 ) ≤ 1 and 0 ≤ MD WLq (γ 1 , γ 2 ) ≤ 1 are always true, then WC Lq (γ 1 , γ 2 ) = 1 and MD WLq (γ 1 , γ 2 ) = 0 are established at the same time.
Therefore, according to Theorem 20, α 1 (x j ) = α 2 (x j ) and β 1 (x j ) = β 2 (x j ) are obtained. That is to say, s α 1 (x j ) = s α 2 (x j ) and s β 1 (x j ) = s β 2 (x j ).
On the other hand, if s α 1 (x j ) = s α 2 (x j ) and s β 1 (x j ) = s β 2 (x j ), then WC Lq (γ 1 , γ 2 ) = 1 and MD WLq (γ 1 , γ 2 ) = 0, so WS Lq (γ 1 , γ 2 ) = 1 is obtained.
B. SIMILARITY MEASURES BETWEEN Q-RUNG ORTHOPAIR FUZZY SETS BASED ON LINGUISTIC SCALE FUNCTION
In subsection III-A, we define the similarity measures of Lq-ROFSs based on the subscripts of linguistic terms, which may lead to the decision information distortion in decision making process. Motivated by this, we define the similarity measures of Lq-ROFSs based on the linguistic scale function, which not only improve the flexibility of linguistic information representation but also reflect the semantics of linguistic terms.
Definition 25: Let X = {x 0 , x 1 , · · · , x n } be a fixed set and S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set, if f is a linguistic scale function, for any two Lq-ROFSs γ 1 = { x j , s α 1 (x j ), s β 1 (x j ) |x j ∈ X } and γ 2 = { x j , s α 2 (x j ), s β 2 (x j ) |x j ∈ X }(j = 1, 2, · · · , n), the cosine similarity measure C Lq (γ 1 , γ 2 ) based on the linguistic scale function is defined as:
If we consider the weight of x j ∈ X , the weighted cosine similarity measure WC Lq of Lq-ROFSs can be defined as follows.
Definition 26: Let X = {x 1 , x 2 , · · · , x n } be a fixed set and S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set, if f is a linguistic scale function and the weight of x j is ω j ( n j=1 ω j = 1 and 0 ≤ ω j ≤ 1), for any two Lq-ROFSs γ 1 = { x j , s α 1 (x j ), s β 1 (x j ) |x j ∈ X } and γ 2 = { x j , s α 2 (x j ), s β 2 (x j ) |x j ∈ X }, the weighted cosine similarity measure WC Lq (γ 1 , γ 2 ) based on linguistic scale function is defined as:
Remark 27: If ω 1 = ω 2 = · · · = ω n = 1 n , then the weighted cosine similarity measure WC Lq is reduced to the cosine similarity measure C Lq .
Theorem 28: Let X = {x 0 , x 1 , · · · , x n } be a fixed set and S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set, if f is a linguistic scale function, for any two Lq-ROFSs
the weighted cosine similarity measure WC Lq (γ 1 , γ 2 ) satisfies the following properties:
The proof is similar to Theorem 24, we omit the proof here. According to the results of Example 29, we know that C Lq (γ 1 , γ 2 ) = 1 but γ 1 = γ 2 . That is to say, the cosine similarity measure C Lq (γ 1 , γ 2 ) based on linguistic scale function does not satisfy Lemma 10, which is not a regular similarity measure. In the following, we continue to improve the cosine similarity measure C Lq .
Similarly to subsection III-A, we first propose the Minkowski distance measure MD Lq of Lq-ROFSs based on linguistic scale function as follows.
Definition 30: Let X = {x 1 , x 2 , · · · , x n } be a fixed set and S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set, if f is a linguistic scale function, for any two Lq-ROFSs γ 1 = { x j , s α 1 (x j ), s β 1 (x j ) |x j ∈ X } and γ 2 = { x j , s α 2 (x j ), s β 2 (x j ) |x j ∈ X }, the normalized Minkowski distance measure MD Lq (γ 1 , γ 2 ) based on linguistic scale function can be defined as:
If the weight vector of (x 1 , x 2 , · · · , x n ) is ω = (ω 1 , ω 2 , · · · , ω n ) T and n j=1 ω j = 1(0 ≤ ω j ≤ 1), VOLUME 7, 2019 the corresponding weighted Minkowski distance measure MD WLq based on linguistic scale function can be defined as:
Remark 31: If p = 1, the distance measure MD WLq is reduced to the following Hamming distance measure HD WLq (γ 1 , γ 2 ):
. Remark 32: If p = 2, the distance measure MD WLq is reduced to the following Euclidean distance measure ED WLq (γ 1 , γ 2 ):
Theorem 33: Let X = {x 1 , x 2 , · · · , x n } be a fixed set and S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set, if f is a linguistic scale function, for the given two Lq-
the weighted Minkowski distance measure MD WLq (γ 1 , γ 2 ) satisfies the following properties:
(1) 0 ≤ MD WLq (γ 1 , γ 2 ) ≤ 1;
(2) MD WLq (γ 1 , γ 2 ) = MD WLq (γ 2 , γ 1 );
(3) MD WLq (γ 1 , γ 2 ) = 0 if and only if γ 1 = γ 2 , that is, s α 1 (x j ) = s α 2 (x j ) and s β 1 (x j ) = s β 2 (x j ). Proof: (1) and (2) are obvious, we omit the proof here.
(3) If s α 1 (x j ) = s α 2 (x j ) and s β 1 (x j ) = s β 2 (x j ), then f (s α 1 (x j )) = f (s α 2 (x j )) and f (s β 1 (x j )) = f (s β 2 (x j )). So MD WLq (γ 1 , γ 2 ) = 0 is obtained.
On the other hand, if MD WLq (γ 1 , γ 2 ) = 0, we have (f (s α 1 (x j ))) q = (f (s α 2 (x j ))) q and (f (s β 1 (x j ))) q = (f (s β 2 (x j ))) q . Because the linguistic scale function f is a monotonically function, then s α 1 (x j ) = s α 2 (x j ) and s β 1 (x j ) = s β 2 (x j ) are obtained.
Example 34: For the given Lq-ROFSs γ 1 = (s 0 , s 3 ), γ 2 = (s 3 , s 0 ) and γ 3 = (s 6 , s 0 ), where s j ∈ S [0, 6] , if p = 3, q = 3 and linguistic scale function 3 − ((f 2 (s 0 )) 3 | 3 )) 1 3 = 0.695. According to the calculation results of Example 34, we know MD Lq (γ 1 , γ 2 ) < MD Lq (γ 2 , γ 3 ), that is to say, the similarity between γ 1 and γ 2 is greater than the similarity between γ 2 and γ 3 . But from the intuitive point of view, the similarity between γ 2 and γ 3 have a higher similarity degree than the similarity between γ 1 and γ 2 . So if (3.4) is applied to multi-criteria group decision making problems, which may lead to the unreasonable decision results.
In the following, we propose a new similarity measure between Lq-ROFSs based on the linguistic scale function, which combines the cosine similarity measure C Lq and the distance measure MD Lq together.
Definition 35: Given a fixed set X = {x 1 , x 2 , · · · , x n }, let S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set and f be a linguistic function, for the given two Lq-ROFSs
the associated weight vector ω = (ω 1 , ω 2 , · · · , ω n ) T satisfy with n j=1 ω j = 1(0 ≤ ω j ≤ 1), the new similarity measure WS Lq (γ 1 , γ 2 ) based on linguistic scale function can be defined as:
where In particular, if ω = ( 1 n , 1 n , · · · , 1 n ) T , the proposed similarity measure WS Lq (γ 1 , γ 2 ) is reduced to the following similarity measure S Lq (γ 1 , γ 2 ).
Definition 36: Given a fixed set X = {x 1 , x 2 , · · · , x n }, let S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set and f be a linguistic function, for the given two Lq-ROFSs γ 1 = { x j , s α 1 (x j ), s β 1 (x j ) |x j ∈ X } and γ 2 = { x j , s α 2 (x j ), s β 2 (x j ) |x j ∈ X }, the similarity measure S Lq (γ 1 , γ 2 ) based on linguitsic scale function is defined as:
where Theorem 37: Given a fixed set X = {x 1 , x 2 , · · · , x n }, let S = {s 0 , s 1 , · · · , s 2t } be a linguistic term set and f be a linguistic function, for the given two Lq-ROFSs
the weighted similarity measure WS Lq (γ 1 , γ 2 ) based on linguistic scale function satisfies the following properties:
(2) WS Lq (γ 1 , γ 2 ) = WS Lq (γ 2 , γ 1 );
(3) WS Lq (γ 1 , γ 2 ) = 1 if and only if γ 1 = γ 2 , that is, s α 1 (x j ) = s α 2 (x j ) and s β 1 (x j ) = s β 2 (x j ). Proof: The proof is similar to Theorem 24, we omit it here.
Example 38 (Continued to Example 34): For the given three Lq-ROFSs γ 1 = (s 0 , s 3 ), γ 2 = (s 3 , s 0 ) and γ 3 = (s 6 , s 0 ), where s j ∈ S [0, 6] , if p = 3, q = 3 and the linguistic scale function f = f 2 (s j )(a = 1.4), we can obtain:
As can be seen from Example 38, the improved new similarity measure S Lq illustrates the similarity degree of γ 1 , γ 2 and γ 3 better than the proposed distance measure MD Lq .
IV. THE MULTI-CRITERIA GROUP DECISION MAKING BASED ON PROJECTION METHOD
Based on the proposed similarity measure of Lq-ROFSs, this section puts forward the projection method for linguistic q-rung orthopair fuzzy multi-criteria group decision making. We first give a brief description of the multi-criteria group decision making problem with linguistic q-rung orthopair fuzzy information, then we apply the proposed similarity measures to multi-criteria group decision making problem, and the projection method is given to determine the weights of experts.
A. THE LINGUISTIC Q-RUNG MULTI-CRITERIA GROUP DECISION MAKING PROBLEM
A general multi-criteria group decision making problem contains a finite set of alternatives A = {A 1 , A 2 , · · · , A m }, a set of criteria C = {C 1 , C 2 , · · · , C n } with the corresponding weight vector ω = (ω 1 , ω 2 , · · · , ω n ) T satisfying with n j=1 ω j = 1(0 ≤ ω j ≤ 1),a set of decision makers
The decision information of alternative A i with respect to criteria C j by the decision maker E k can be represented as a Lq-ROFN γ k ij = s k α ij , s k β ij , the corresponding linguistic q-rung orthopair fuzzy decision matrix k = (γ k ij ) m×n of the decision maker E k is given as follows:
To aggregate the linguistic q-rung orthopair fuzzy decision matrices, we apply the proposed similarity measures to deal with the multi-criteria group decision making problem using the projection method. The algorithm steps are given as follows.
Step 1: Obtain the linguistic q-rung orthopair fuzzy decision matrix k of the decision maker E k .
Step 2: Define the ideal decision matrix * , which are obtained as follows.
t t k=1 β k ij ), (i = 1, 2, · · · , m; j = 1, 2, · · · , n).
Step 3: Because the decision makers have different knowledge background, they are not familiar with the evaluation of the alternative under different criteria. Therefore, the assumption that the weight of each decision maker is equal is not reasonable. In order to deal with this problem, we propose the projection method to obtain the weights of decision makers, where the weights of decision makers under different criteria are obtained by the projection of individual Lq-ROFS evaluation information on the ideal decision information * .
(1) Corresponding to section III-A, if we calculate the weights based on the subscripts of the linguistic terms, the calculation process of the weight is given as
,
follows:
, (4.1) and the decision maker's weight on different criteria can be defined as:
where ω k ij is the weight of decision maker E k on the evaluation of alternative A i with respect to the criterion C j (k = 1, 2, · · · , t; i = 1, 2, · · · , m; j = 1, 2, · · · , n).
(2) Corresponding to section III-B, we calculate the decision maker's weight based on the linguistic scale function f . The projection of each decision maker on the ideal decision information is given by 2) and the decision maker's weight under different criteria is given by:
where ω k ij is the weight of decision maker E k on the evaluation of A i with respect to the criteria C j (k = 1, 2, · · · , t; i = 1, 2, · · · , m; j = 1, 2, · · · , n.).
Step 4: Aggregate all the linguistic q-rung orthopair fuzzy decision matrix k according to the decision maker's weight, which is expressed by
is the aggregated evaluation of alternative A i with respect to different criteria C j .
Step 5: Apply the score function and accuracy function of Lq-ROFS to obtain the optimal γ j = (s α j , s β j ) under different criteria.
Step 6: According to the principle of maximum degree of proposed similarity measure, the optimal alternative is obtained by ρ i = max 1≤i≤m (WS Lq (γ ij , γ j )) or ρ i = max 1≤i≤m ( WS Lq−ROFS (γ ij , γ j )). The greater value of ρ i , the better alternative A i be.
V. NUMERICAL EXAMPLE
In this section, we apply the proposed method to calculate a numerical example about postgraduate entrance qualification assessment (adapted from Liu et al. [15] ).
A. BACKGROUND
A panel of three experts E k (k = 1, 2, 3) make a comprehensive evaluation of four possible postgraduate students A i (i = 1, 2, 3, 4) with respect to the following criteria, C 1 : the score of the written test; C 2 : the professional relevance; 
B. SOLVING THE NUMERICAL EXAMPLE BASED ON THE PROPOSED SIMILARITY MEASURE
In this subsection, we give an illustration to the proposed similarity measures in Section III-A, the steps are given as follows.
Step 1: The decision makers' decision matrices are given in Tables 1-3 .
Step 2: According to the method in Section IV-A, we calculate the ideal decision matrix * , which is obtained in Table 4 .
Step 3: By the formula (4.1), we calculate the decision makers' weights under different criteria, which are obtained in Tables 5-7, respectively.
Step 4: Aggregate the linguistic q-rung orthopair decision matrix k based on the obtained decision makers' weights, which are given in Table 8 . Step 5: Apply the score function and accuracy function of Lq-ROFNs in (2.1) and (2.2) to calculate the optimal evaluations of experts under different criteria, which are obtained in Table 9 .
Step 6: Based on the proposed similarity measure WS Lq in (3.2), we obtain WS Lq (A 1 , γ ) = 0.9271, WS Lq (A 2 , γ ) = 0.9381, WS Lq (A 3 , γ ) = 0.9045, WS Lq (A 4 , γ ) = 0.9193, which are given in Table 10 . It is easy to know the rank of the alternative is
C. SOLVING THE NUMERICAL EXAMPLE BASED ON THE LINGUISTIC SCALE FUNCTION
In this subsection, we apply the proposed similarity measure in Section III-B to consider the same numerical example, where the semantics of linguistic terms are considered by the linguistic scale function. The steps of ranking alternatives are given as follows:
Step 1 and Step 2 are same as subsection V-B.
Step 3: Based on formula (4.2), we obtain the decision makers' weights on different criteria, respectively, which are given in Tables 11-13 . (Here we assume that linguistic scale function f = f 2 , a = 1.4, t = 4, q = 3).
Step 4: The aggregated linguistic q-rung fuzzy decision matrix based on projection method is obtained in Table 14 .
Step 5: Apply the score function in (2.1) and accuracy function in (2.2) to calculate the optimal evaluations of experts under different criteria, which are obtained in Table 15 .
Step 6: Apply the proposed similarity measure WC Lq in (3.3), the ranking results are obtained in Table 16 .
According to Table 16 , we know WS Lq (A 1 , γ ) = 0.9496, WS Lq (A 2 , γ ) = 0.9525, WS Lq (A 3 , γ ) = 0.9342, WS Lq (A 4 , γ ) = 0.9444, so the best alternative is A 2 .
In order to illustrate the different linguistic scale functions f on the proposed method, we apply the linguistic scale functions f = f 1 (s j ) and f = f 3 (s j )(α = β = 0.8) to calculate the similarity measure WS Lq , respectively, the ranking results are obtained in Table 17 .
D. COMPARISON ANALYSIS WITH EXISTING METHOD
In order to illustrate the effectiveness of the proposed method in multi-criteria group decision making problems, we apply different methods to calculate the same numerical example, the results are obtained in Table 18 .
Based on Table 18 , we can see that the best alternative obtained by the proposed method is same as Liu et al. [15] , which indicates the effectiveness of the proposed method. However, in Liu et al. [15] , they introduced the operational rules of Lq-ROFNs and aggregated the Lq-ROFN assessment information based on the subscripts of linguistic terms, they didn't consider the semantics of linguistic terms. Therefore, we deal with the linguistic decision information based on linguistic scale functions, which can represent different types of semantics of linguistic terms and avoid the unreasonable decision results.
In Bao et al. [29] , the best alternative is different from Liu and Liu [15] and the proposed method in this paper. We know the linguistic intuitionistic fuzzy number considered by Bao et al. [29] is a special case of Lq-ROFN, but the Lq-ROFN can express the assessment information more flexible by adjusting the parameter q in different decision environment. In some practical decision problems, the decision information expressed by Lq-ROFNs can reduce the influences of unreasonable data caused by the linguistic intuitionistic fuzzy numbers.
On the other hand, we find the best alternative is same as different types of linguistic scale functions to the proposed method. The similarity measure based on linguistic scale function can represent information better under different circumstances. The expert can choose the appropriate linguistic scale function according to their preferences, which improves the flexibility of decision making methods.
According to the comparison analysis, the proposed method has the following advantages:
(1) The proposed similarity measure deal with the decision information not only from the point of view of geometry but also from the point of view of algebra, which deal with the decision information better than the existing similarity measures. (2) The proposed method based on the Lq-ROFS can express a wider range of decision information, and the decision maker can adjust the parameter q to determine the decision environment. Furthermore, the proposed method based on linguistic scale function can assign different semantics of linguistic term sets and avoid the information distortion during the decision process. (3) The projection method takes the importance of expets into account on decision making problems, which make the decision result more reasonable.
E. SENSITIVITY ANALYSIS AND STABILITY ANALYSIS
In this subsection, we make the sensitivity analysis of p, q and linguistic scale function on the proposed method. At first, we consider the effect of parameters q and p on the similarity measure S Lq . As can be seen from Figure 1 and Figure 2 , no matter how q and p change, the ranking result is always shows the stability of the proposed method for the similarity measure S Lq . In the following, we consider the effect of changes in p on the values of similarity measure S Lq . As we can see from Figure 6 , Figure 7 and Figure 8 , the ranking result is stable as p changes. Next, we consider the effect of parameter q on the similarity measure S Lq based on different linguistic scale function. If p = 3, we can see that the value of similarity measure increases as q, and it tends to be stable when q increases to a certain value. As we can see from Figure 3 , Figure 4 and Figure 5 , no matter how q changes, the ranking result is always A 2 A 1 A 4 A 3 for the linguistic scale functions f 1 and f 3 . However, for the linguistic scale function f 2 , when 6 ≤ q ≤ 8, the ranking result changes from A 2 A 1 A 4 A 3 to A 3 A 4 A 1 A 2 . That is to say, the change of q affects the ranking result for linguistic scale function f 2 . Thus, the decision makers can make a reasonable decision according to the semantic environment to select the appropriate linguistic scale function.
VI. CONCLUSION
In this paper, some similarity measures for linguistic q-rung orthopair fuzzy set are considered, which not only overcomes the shortcomings of the existing similarity measures but also deals with the decision information from the point view of geometry and algebra. Considering the importance of semantics in linguistic decision environment, we also propose the similarity measures based on linguistic scale function, which express the linguistic information more accurate. Furthermore, considering the importance of decision makers to the decision making problem, we apply the proposed similarity measures to multi-criteria group decision making problem using the projection method. Finally, a numerical example is given to illustrate the feasibility and effectiveness of the proposed method. The sensitivity analyses of the parameters and linguistic scale function to the proposed method are also discussed.
In future study, we will extend the Lq-ROFSs to the uncertain linguistic q-rung orthopair fuzzy set and consider the methods with fuzzy observer design(Chen et al. [31] ) in Lq-ROFS decision environment. It is also very interesting to apply the proposed method to practical decision making problems, such as medical diagnosis, pattern recognition and so on.
