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BOCHNER COORDINATES ON FLAG MANIFOLDS
ANDREA LOI, ROBERTO MOSSA, AND FABIO ZUDDAS
Abstract. We find necessary and sufficient conditions under which
the complex coordinates on a flag manifold of a classical group de-
scribed in [2] are Bochner coordinates.
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1. Introduction and statement of the main result
Let us recall that, given a complex manifold M endowed with a real
analytic 1 Ka¨hler metric g, Calabi introduced, in a neighborhood of a
point p ∈ M , a very special Ka¨hler potential Dp for the metric g, which
he christened diastasis. More precisely, recall that a Ka¨hler potential
is an analytic function Φ defined in a neighborhoood of a point p such
that ω = i
2
∂∂¯Φ, where ω is the Ka¨hler form associated to g. In a
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1Throughout the paper all Ka¨hler manifolds will be assumed to be real analytic.
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complex coordinate system (z) around p
gαβ = 2g(
∂
∂zα
,
∂
∂z¯β
) =
∂2Φ
∂zα∂z¯β
.
A Ka¨hler potential is not unique: it is defined up to the sum with the
real part of a holomorphic function. By duplicating the variables z and
z¯ a potential Φ can be complex analytically continued to a function Φ˜
defined in a neighborhood U of the diagonal containing (p, p¯) ∈M×M¯
(here M¯ denotes the manifold conjugated ofM). The diastasis function
is the Ka¨hler potential Dp around p defined by
Dp(q) = Φ˜(q, q¯) + Φ˜(p, p¯)− Φ˜(p, q¯)− Φ˜(q, p¯).
Among all the potentials the diastasis is characterized by the fact that
in every coordinates system (z) centered in p
Dp(z, z¯) =
∑
|j|,|k|≥0
ajkz
j z¯k,
with aj0 = a0j = 0 for all multi-indices j.
One can always find local (complex) coordinates in a neighborhood
of p such that
Dp(z, z¯) = |z|
2 +
∑
|j|,|k|≥2
bjkz
j z¯k,
where Dp is the diastasis relative to p. These coordinates, uniquely de-
fined up to a unitary transformation, are called the Bochner or normal
coordinates with respect to the point p (cfr. [3, 7, 8, 18, 20]). Cal-
abi’s diastasis function has shown to be the right tool in the study of
the Riemannian geometry of a Ka¨hler manifold, since it keeps track
of its underlying complex and symplectic structure, in contrast with
the geodesic distance which has the disadvantage to be preserved by
maps between Riemannian manifolds only in the totally geodesic case,
while the diastasis is preserved by any Ka¨hler map (see [8] for a proof).
For example, in [12] the first two authors of the present paper have
defined the diastatic exponential, by twisting the classical riemannian
one with Calabi’s diastasis and obtaining applications to the symplec-
tic geometry of symmetric spaces, while in [16, 17] the second author
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has introduced and analyzed the concept of diastatic entropy for hyper-
bolic manifolds by extending that of volume entropy using the diastasis
function instead of the geodesic distance.
Given a point p of a Ka¨hler manifoldM , it is then natural to analyze
the relationship between the maximal domain of definition of Bochner
coordinates Bocp, the maximal domain of definition of the diastasis
Dp, say Vp, and the cut locus Cutp of p (obviously Bocp ⊂ Vp by the
very definition of Bochner coordinates). When the Ka¨hler manifold
involved is a Hermitian symmetric space of compact type, H. Tasaki
[19] has shown that Bocp = Vp = M \ Cutp (see also [11] for other
properties of diastasis function of symmetric spaces and [13, 14] for the
case of bounded homogeneous domains).
Therefore if one considers the more general class of flag manifolds
the following question arises.
Question 1: Given p a point on a flag manifold is it true that Bocp =
Vp?
Regarding the second equality, we believe the validity of the follow-
ing:
Conjecture: Assume that Vp = Ω \ Cutp, for some point p of a flag
manifold Ω. Then Ω is a Hermitian symmetric space of compact type.
In Theorem 1 below, which represents the main result of the paper,
we provide a partial answer to Question 1 (cfr. Remark 3). Before
stating Theorem 1 let us recall some basic facts about flag manifolds.
A flag manifold Ω = G/K of a semisimple compact Lie group G is
an orbit of the adjoint action of G on its Lie algebra g. The interest
for these manifolds can be understood by recalling (see, for example,
[5]) that each compact homogeneous Ka¨hler manifold M is the Ka¨hler
product of a flat complex torus and a simply-connected compact ho-
mogeneous Ka¨hler manifold, and admits a Ka¨hler-Einstein structure if
and only if is a torus or is simply-connected. In the simply-connected
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case, M is isomorphic, as a homogeneous complex manifold, to an or-
bit of the adjoint action of its connected group of isometries G (which,
being compact and with no center, is semisimple).
A flag manifold endowed with an invariant complex structure can
be combinatorially described by a so-called painted Dynkin diagram,
that is the Dynkin diagram of G where some nodes have been painted
in black. The Dynkin diagrams of the classical simple groups SU(d),
Sp(d), SO(n) are the following
◦ − ◦ − · · · − ◦ − ◦ (G = SU(d))
◦ − ◦ − · · · − ◦ ⇐ ◦ (G = Sp(d))
◦ − ◦ − · · · −
◦
|
◦ − ◦ (G = SO(2d))
◦ − ◦ − · · · − ◦ ⇒ ◦ (G = SO(2d+ 1))
The number of black nodes in a painted diagram equals the second
Betti number b2(Ω) of the corresponding manifold Ω.
Moreover, if α1, . . . , αp are the black nodes, then an invariant Ka¨hler
metric on G/K is determined by a choice of positive real numbers
c1, . . . , cp associated to α1, . . . , αp (see Section 2 below for more details).
When G is one of the classical semisimple groups, then D. V. Alek-
seevsky and A. M. Perelomov [2] describe explicit complex coordi-
nates on a dense open subset U ⊂ Ω = G/K around a point 0 ∈ Ω
such that U is biholomorphic to CN , where N is the complex dimen-
sion of Ω. Throughout the paper we are going to call these coordi-
nates Alekseevsky-Perelomov coordinates. They also describe an ex-
plicit Ka¨hler potential D0 : U → R (see (6) below) for any Ka¨hler form
ω on Ω (Theorem 6 below). In [15], the authors of the present paper
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have proven that the potential D0 is indeed Calabi’s diastasis function
centered in 0 and moreover U is the maximal domain of definition of
D0. Hence it makes sense to analyze when Alekseevsky-Perelomov co-
ordinates are Bochner coordinates. Our main result in this direction is
the following:
Theorem 1. Let Ω = G/K be an irreducible flag manifold of clas-
sical type with b2(Ω) = p, endowed with the invariant Ka¨hler form ω
determined by coefficients c1, . . . , cp > 0 associated to the black nodes
α1, . . . , αp of its painted diagram. Then, the Alekseevsky-Perelomov
coordinates are Bochner, up to rescaling 2, only in the following cases:
(i) p = 1, for every G and every ω;
(ii) p = 2, G = SU(d) and c1 = c2;
(iii) p = 2, G = SO(2d), the painted diagram of Ω is
•
α1
− ◦ − · · · −
•α2
|
◦ − ◦
and c1 = 2c2.
(We recall that if b2(Ω) = 1 then the invariant Ka¨hler forms on Ω
are all homothetic).
Remark 2. If Ω is not irreducible, then its painted Dynkin diagram is
given by the disjoint union of (connected) painted Dynkin diagrams of
simple groups, and the coordinates are Bochner if and only if are the
coordinates on each factor.
Remark 3. Theorem 1 represents only a partial answer to Question 1
for two reasons. First, we are assuming that the flag manifolds are of
classical type. Secondly, we are showing that Boc0 = V0 only for those
flag manifolds (of classical type) satisfying conditions (i), (ii) and (iii).
We believe that the equality Boc0 = V0 still holds also for the all flag
2Notice that if Dp(z, z¯) =
∑
α cα|zα|
2 +
∑
|j|,|k|≥2 bjkz
j z¯k, then clearly it is enough
to apply a change of coordinates of the kind zα 7→ λαzα (λα 6= 0) in order to have
Bochner coordinates: in this case, we say that the zα’s are Bochner up to rescaling.
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manifolds of classical type, but we were not able to attack this problem
due to the difficulty of the computations involved.
The paper is organized as follows. In Section 2, we recall the basic
facts on flag manifolds and we provide the details of the construction
given in [2]. Section 3 is dedicated to the proof of Theorem 1.
2. Complex coordinates on the flag manifold Ω = G/K
Let us begin by recalling some basic facts about the theory of flag
manifolds and painted Dynkin diagrams.
Given a compact semisimple group G and Z ∈ g, the orbit F =
AdGZ of Z for the adjoint action of G on g is diffeomorphic to the
quotient manifold G/K, being K the stabilizer of Z with respect to
the adjoint action, and is called a flag manifold.
Fixed a Cartan subalgebra hC of the complexification gC of g, a root
α ∈ R is a functional hC → C such that [H,Eα] = α(H)Eα for each
H ∈ hC and for some Eα ∈ g
C (called the root vector of α)
Up to replacing Z with another point of the orbit AdGZ, one can
assume that Z belongs to hC and denote RK = {α ∈ R | α(Z) = 0}.
Then, one has the decomposition
kC = hC +
∑
α∈RK
CEα. (1)
The set RK can be in fact also described as the root system of
the semisimple part of kC and its elements (resp. the elements of the
complementary subset RM ) are usually called white roots (resp. black
roots). The reason is that one can represent the flag manifold G/K on
the Dynkin diagram of G, equipped with a given basis3 Π, by painting
black the vertices corresponding to roots belonging to RM . One gets a
decomposition Π = ΠK ∪ΠM of the basis Π and the resulting diagram
is called painted Dynkin diagram. Looking at a painted diagram, one
3A basis Π of the root system is a subset Π ⊆ R such that every root α ∈ R can
be written as a linear combination of the elements of Π with the coefficients either
all non-negative or all non-positive. In the first (resp. second) case, α is said to be
positive (resp. negative). The set of positive roots with respect to a fixed basis will
be denoted by R+.
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can easily recover the root decomposition and the flag manifold: in-
deed, a root α belongs to RM if and only if α =
∑
β∈Π cββ with cβ 6= 0
for some β ∈ ΠM ; moreover, deleting the black nodes from the diagram
one gets the Dynkin diagram of the semisimple part of K.
The number of black nodes in the painted diagram equals the second
Betti number b2(G/K). This can be seen, for example, by deriving both
hand-sides of the following formula, proved in [1] (see Corollary 3.2),
which gives an explicit expression for the Poincare´ polynomial of G/K:
P (G/K, t1/2) =
∏
α∈R+
m
1− th(α)+1
1− th(α)
. (2)
where, for every root α, the height h(α) is defined as the sum h(α) =∑m
i=1 ki, being α =
∑m
i=1 kiαi ∈ R
+ the decomposition of α in terms of
the basis Π = {α1, . . . , αm}.
Example 4. ([9], Section III.8)
G = SU(n) : gC = sl(n,C) is the set of matrices with null trace, and a Cartan
subalgebra hC is given by the diagonal matrices in sl(n,C); for
any H = diag (h1, . . . , hn) let ei(H) = hi: then the root system
is R = {ei − ej | i 6= j} and Eα, α = ei − ej, is the matrix
Eij having 1 in the ij place and 0 anywhere else. Given the
basis Πcan = {α1 = e1 − e2, . . . , αn−1 = en−1 − en}, the Dynkin
diagram is
◦
α1
− ◦
α2
− · · · − ◦
αn−2
− ◦
αn−1
G = Sp(n) : gC = sp(n,C) is the set of 2n × 2n block matrices of the kind(
Z1 Z2
Z3 −
TZ1
)
, where Z2, Z3 are symmetric. A Cartan subal-
gebra hC is given by diagonal matrices
H = diag (h1, . . . , hn,−h1, . . . ,−hn)
in sp(n,C), and if for any such H we define ei(H) = hi, i =
1, . . . , n, then the root system is R = {±ei± ej} (the case i = j
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is allowed when the signs are equal). The root vector Eα is
given by
(
Eij 0
0 −Eji
)
if α = ei − ej ,
(
0 Eij + Eji
0 0
)
if
α = ei + ej and
(
0 0
Eij + Eji 0
)
if α = −ei − ej . Given the
basis Πcan = {α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = 2en},
the Dynkin diagram is
◦
α1
− ◦
α2
− · · · − ◦
αn−1
⇐ ◦
αn
G = SO(2k) : here and throughout the paper we identify the complexification
SO(2k,C) with the subgroup of GL(2k,C) leaving invariant
the quadratic form z1zk+1+ · · ·+ zkz2k. Then g
C = so(2k,C) is
the set of 2k × 2k block matrices of the kind
(
Z1 Z2
Z3 −
TZ1
)
,
where Z2, Z3 are skew-symmetric. A Cartan subalgebra h
C is
given by diagonal matrices H = diag (h1, . . . , hk,−h1, . . . ,−hk)
in so(2k,C), and if for any such H we define ei(H) = hi,
i = 1, . . . , k, then the root system is R = {±ei ± ej (i 6= j)}.
The root vector Eα is given by
(
Eij 0
0 −Eji
)
if α = ei − ej,(
0 Eij − Eji
0 0
)
if α = ei + ej (i < j) and
(
0 0
Eij −Eji 0
)
if α = −ei − ej (i < j). Given the basis Πcan = {α1 =
e1 − e2, . . . , αk−1 = ek−1 − ek, αk = ek−1 + ek}, the Dynkin
diagram is
◦
α1
− ◦
α2
− · · · −
◦αk
|
◦
αk−2
− ◦
αk−1
G = SO(2k + 1) : here and throughout the paper we identify the complexification
SO(2k + 1,C) with the subgroup of GL(2k + 1,C) leaving in-
variant the quadratic form 2(z1zk+1+ · · ·+zkz2k)+z2k+1. Then
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gC = so(2k + 1,C) is the set of (2k + 1) × (2k + 1) block ma-
trices of the kind
 Z1 Z2 uZ3 −TZ1 v
−Tv −Tu 0
, where Z2, Z3 are skew-
symmetric and u, v ∈ Ck. A Cartan subalgebra hC is given
by diagonal matrices H = diag (h1, . . . , hk,−h1, . . . ,−hk, 0) in
so(2k + 1,C), and if for any such H we define ei(H) = hi,
i = 1, . . . , k, then the root system is R = {±ei ± ej (i 6=
j),±ei}. The root vector Eα is given by
 Eij 0 00 −Eji 0
0 0 0

if α = ei − ej ,
 0 Eij − Eji 00 0 0
0 0 0
 if α = ei + ej (i < j),
 0 0 0Eij −Eji 0 0
0 0 0
 if α = −ei−ej (i < j),
 0 0 Ei0 0 0
0 −TEi 0

if α = ei and
 0 0 00 0 Ei
−TEi 0 0
 if α = −ei (being Ei the i-th
vector of the canonical basis of Ck).
Given the basis Πcan = {α1 = e1 − e2, . . . , αk−1 = ek−1 −
ek, αk = ek}, the Dynkin diagram is
◦
α1
− ◦
α2
− · · · − ◦
αk−1
⇒ ◦
αk
Now, it is known that invariant complex structures on a flag manifold
G/K are in one-to-one correspondence with maximal closed nonsym-
metric subsets Q of the set RM of the black roots of G/K:
Definition 5. A subset Q ⊆ RM is said to be maximal closed nonsym-
metric if it satisfies the following conditions:
(i) Q ∪ (−Q) = RM ;
(ii) Q ∩ (−Q) = ∅;
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(iii) for any α, β ∈ Q such that α + β ∈ R one has α + β ∈ Q.
More precisely, the manifold G/K endowed with the complex struc-
ture JQ corresponding to Q is biholomorphic to the complex homoge-
neous manifold GC/KCGQ, where GQ = exp(gQ) and gQ =
∑
α∈QCEα.
Since the product GCreg = G
−QKCGQ (where G−Q = exp(g−Q) and
g−Q =
∑
α∈−QCEα) defines an open dense subset in G
C, its image in
GC/KCGQ via the natural projection GC → GC/KCGQ defines an open
dense subset in G/K, denoted Freg = G
C
reg/K
CGQ. Clearly, Freg ≃
G−Q. Then, by
z = (zα)α∈−Q ∈ C
N 7→ exp(Z(z)) ∈ G−Q ≃ Freg ⊆ F (3)
where
Z(z) =
∑
α∈−Q
zαEα (4)
(where N is the cardinality of Q) one defines a system of complex
coordinates on Freg.
Remark 6. Given a flag manifold F = G/K endowed with an invari-
ant complex structure, then, up to G-diffeomorphism, one can always
assume that F is represented by a painted Dynkin diagram endowed
with the canonical equipment Πcan (Examples 4) and that the complex
structure is associated to Q = R+M := RM ∩R
+ (the positive roots with
respect to Πcan). For more details, see [15].
Now we show how to find an explicit Ka¨hler potential of any invariant
Ka¨hler form ω in the coordinates (3) in the case when G is one of the
classical groups SU(n), Sp(n), SO(n) (where SO(n) is realized as a
group of matrices as in Examples 4).
Let us first recall that, given the decomposition Π = ΠK ∪ ΠM of
the basis Π into white and black roots, where ΠK = {β1, . . . , βk} and
ΠM = {α1, . . . , αm}, then the fundamental weight α¯i associated with
αi, i = 1, . . . , m is the element of h
∗ defined by
2〈α¯i, αj〉
‖αj‖2
= δij , 〈α¯i, βj〉 = 0 (5)
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where 〈, 〉 denotes the scalar product induced on the real space h∗
spanned by the roots by the Killing form of G. If we denote by
t = Z(k) ∩ h the intersection between the center Z(k) of k and h ,
then the fundamental weights form a basis of the real space t∗.
Proposition 7. ([2], Proposition 2.2) There exists a natural isomor-
phism ξ 7→ ωξ between t
∗ and the space of invariant 2-forms on F ;
moreover, if JQ is the complex structure associated to Q = R
+
M with the
given equipment, then ωξ is Ka¨hler with respect to JQ if and only if all
the coordinates of ξ with respect to the fundamental weights α¯1, . . . , α¯m
are positive.
In order to define a potential for the Ka¨hler metric ωξ, we need to
give the following
Definition 8. ([2], Definition 8.1) Let F = G/K, G ⊆ GL(n,C), be a
flag manifold. A principal minor ∆k, k = 1, . . . , n−1, (i.e. the function
GL(n,C) → C associating to A ∈ GL(n,C) the determinant of the
submatrix Ak of A given by the first k rows and columns of A) is said
to be F -admissible if for every A ∈ KC and every v = (v1, . . . , vn) ∈ C
n,
vk+1 = · · · = vn = 0 implies (vA)k+1 = · · · = (vA)n = 0.
Example 9. For the flag manifolds of the classical groups (see, for
example, [4])
G/K = SU(n)/S(U(n1) × · · · × U(ns)) (n = n1 + · · · + ns,
s ≥ 1):
G/K = Sp(n)/U(n1)× · · · × U(ns)× Sp(l)
G/K = SO(2n+ 1)/U(n1)× · · · × U(ns)× SO(2l + 1)
G/K = SO(2n)/U(n1)× · · · × U(ns)× SO(2l)
(n = n1 + · · ·+ ns + l, s, l ≥ 0, l 6= 1)
it is easy to see that a minor ∆l is admissible if and only if l = n1 +
· · · + nj, for some j = 1, . . . , s − 1 (resp. j = 1, . . . , s) in the case
G = SU(n) (resp. in all the other cases).
We have the following
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Theorem 10. ([2], Proposition 8.2) Let F = G/K be a flag manifold
of classical type represented by a painted Dynkin diagram endowed with
the canonical equipment {α1, . . . , αn} and let {αj1 , . . . , αjs}, j1 < · · · <
js, be the set of black nodes. Let F be endowed with the G-invariant
complex structure determined by Q = R+M . Then, in the holomorphic
coordinates z = (zα)α∈−Q defined in (3), a Ka¨hler potential for the
Ka¨hler form ωξ, ξ =
∑s
k=1 ckα¯jk , with c1, . . . , cs > 0 is
D0(z) =
s∑
k=1
ck ln∆lk(
T exp(Z(z)) exp(Z(z))) (6)
where ∆l1 , . . . ,∆ls are admissible minors.
Notice that, by Remark 6, the assumptions that {α1, . . . , αn} is the
canonical equipment and that Q = R+M are not restrictive.
3. Proof of Theorem 1
We have already pointed out in the introduction the Ka¨hler potential
(6) coincides with Calabi’s diastasis function centered at the origin.
Therefore, by definition, in order to see when (3) are Bochner we must
check if in the expansion of the diastasis (6) there are terms of the
kind zα1 z¯α2 · · · z¯αk (or their conjugates): from now on, we will call
these terms forbidden monomials. As we will see below, it will be
sufficient to check the existence of forbidden monomials of degree 3, i.e.
forbidden trinomials. Since (6) is the diastasis centered in the origin,
the monomials of its expansion have holomorphic and anti-holomorphic
part both non trivial: this fact together with ln(1 + x) = x + O(x2),
implies that the trinomials of the expansion of (6) are exactly the ones
of
s∑
k=1
ck∆lk
(
T exp (Z (z)) exp (Z (z))
)
. (7)
In order to determine these trinomials, we prove the following, tech-
nical
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Lemma 11. Assume that Z is a m×m matrix, and r ≤ m; then the
trinomials of type Z i1j1 Z i2j2 Zi3j3 of
∆r
(
T exp (Z) exp (Z)
)
are of the following types:
(I) +1
2
ZsiZstZti, i ≤ r and s, t = 1, . . . , m
(II) −1
2
ZijZ isZsj, i, j ≤ r, i 6= j and s = 1, . . . , m
(III) −ZsiZsjZji, i, j ≤ r, i 6= j and s = 1, . . . , m
(IV) +ZabZacZcb, {a, b, c} = {i, j, k}, for i, j, k ≤ r, i < j < k
Proof. Since Zk is a matrix whose entries are homogeneous polynomial
of degree k, it is enough to study the terms of ∆rA, where
A := T
(
I + Z +
1
2
Z2
) (
I + Z +
1
2
Z2
)
=
= I + Z + TZ + TZZ +
1
2
TZ
2
+
1
2
TZ
2
Z + · · ·
By the very definition of the determinant and by the assumption
on Z we see that the terms of third degree of ∆r(Z,Z) come from
addendums of the form
A11 · · · Âii · · · Âjj · · · Âkk · · ·Arr ·Aiσ(i) · Ajσ(j) · Akσ(k).
that is we have to consider the three cases
(a) +Aii for every i ≤ r;
(b) -AijAji for every i, j ≤ r, i < j;
(c) +AijAjkAki and AikAjiAkj for every i, j, k ≤ r, i < j < k.
In case (a), by the definition of A we have that the trinomials of the
statement are given by
+
1
2
(TZ
2
Z)ii = +
1
2
ZstZtiZsi, s, t = 1, . . . , d (8)
which corresponds to case (I) of the statement. In case (b), the trino-
mials of the statement are given by
−Zij ·
1
2
(TZ
2
)ji = −
1
2
ZijZ isZsj, −
1
2
(TZ
2
)ij ·Zji = −
1
2
ZjiZjsZsi (9)
− TZ ij · (
TZZ)ji = −ZjiZsjZsi, −(
TZZ)ji ·
TZ ij = −Z ijZsiZsj (10)
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for s = 1, . . . , d, and correspond to cases (II) and (III) of the statement.
In case (c), for AijAjkAki we get the trinomials
ZijZkjZ ik, ZjiZjkZ ik, ZjiZkjZki (11)
while for AikAjiAkj we get the trinomials
ZikZ ijZjk, ZkiZjiZjk, ZkiZ ijZkj (12)
which give the case (IV) of the statement. The proof is done. 
Now we are ready to prove Theorem 1.
Recall that, as seen in the previous section, the second Betti number
b2(Ω) of Ω = G/K equals the number of black nodes in the painted
diagram of G/K. So, we are going to distinguish the cases where the
painted diagram of Ω has ony one black node and the case where there
are at least two black nodes.
For the sake of simplicity, from now on, by trinomial of type (I)-(IV)
we will refer to the types determined in the statement of Lemma 11;
moreover, the matriz Z(z) defined in (4) will be denoted by Z. Clearly,
Zij is not identically zero if and only if Zij = ±zα for some α ∈ −Q.
3.1. The case of second Betti number b2(Ω) = 1. In this case,
the painted Dynkin diagram of Ω has only one black root, which can
be either er− er+1 (for any group) or ed−1+ ed, 2ed, ed (respectively for
G = SO(2d), Sp(d), SO(2d+1)). In all the cases, we are going to prove
that the coordinates are Bochner, that is (i) of Theorem 1.
3.1.1. G = SU(d), ΠM = {er − er+1}.
In this case, we have
Z =
(
0 0
∗ 0
)
,
and it is immediately seen that Z2 = 0, so that exp (Z) = I + Z and,
since for i, j ≤ r we have Zij = 0, the entry (
T exp (Z) exp (Z))ij is
given by
d∑
k=1
(δki + Zki) (δkj + Zkj) = δij +
d∑
k=1
ZkiZkj.
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Therefore the (only) admissible minor ∆r is given by
∆r = 1 + ‖z‖
2 + ψ2,2,
where z = (zα)α∈−Q and ψ2,2 is a power series whose terms have degree
≥ 2 in both the variables zα and z¯α, which implies that (3) are Bochner.
The proof is complete.
3.1.2. G = Sp(d), SO(2d), ΠM = {er − er+1}. The only admissible
minor is ∆r. On the one hand, since Zkl = 0 if k, l ≤ r, we see that
there are no trinomials of type (II),(III),(IV); on the other hand, there
are no trinomials +1
2
ZsiZstZti of type (I) with all the indices less or
equal to d, since this would imply that ei − et, et − es ∈ R
+
M , that is,
being er−er+1 the only black node, t ≥ r+1 and t ≤ r, a contradiction.
Moreover, Zst = 0 if s ≤ d, t ≥ d+1, so we are left with the following
forbidden trinomials
1
2
r∑
i=1
2d∑
s,t=d+1
ZsiZstZti +
1
2
r∑
i=1
2d∑
s=d+1
d∑
t=1
ZsiZstZti
Now we show that this expression is in fact zero by showing that the
two sums simpify. Indeed, in both cases G = SO(2d) and G = Sp(d),
by the symmetries of the Lie algebra, by denoting s = s˜+d and t = t˜+d,
the first sum writes
1
2
r∑
i=1
2d∑
s,t=d+1
ZsiZstZti = −
1
2
r∑
i=1
d∑
t˜=1
r∑
s˜=1
Zi+d,s˜Z t˜s˜Zi+d,t˜ =
−
1
2
d+r∑
i˜=d+1
d∑
t˜=1
r∑
s˜=1
Zi˜s˜Z t˜s˜Z i˜t˜ (13)
(where s˜ ≤ r since Zt˜s˜ = 0 for t˜ ≤ d and s˜ > r). As for the second sum,
we notice that if s > r + d then it must be t ≤ r (otherwise Zst = 0),
but then we would have Zti = 0. So it rewrites
1
2
r∑
i=1
d+r∑
s=d+1
d∑
t=1
ZsiZstZti
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and it simplifies with (13), as claimed. Since it is easily seen that Z3 = 0
(use the fact that Z2 6= 0 only if d < l ≤ d + r and 1 ≤ t ≤ r), there
cannot be other forbidden monomials, so the coordinates are Bochner.
3.1.3. G = SO(2d+ 1), ΠM = {er − er+1}. We can
use the same arguments as in the above case G = SO(2d) to see that
there are no forbidden trinomials with indices less or equal to 2d: so,
we are left with
1
2
r∑
i=1
2d∑
t=1
Z2d+1,iZ2d+1,tZti +
1
2
r∑
i=1
2d∑
s=1
ZsiZs,2d+1Z2d+1,i.
But the first sum vanishes since, in order to have Z2d+1,t 6= 0 it must be
t ≤ r, which gives Zti = 0; the second sum vanishes because in order
to have Zs,2d+1 6= 0 it must be s = d + 1, . . . , d + r, and then by the
symmetries of SO(2d+ 1) it rewrites
r∑
i=1
r∑
s˜=1
Zs˜+d,iZ s˜+d,2d+1Z2d+1,i = −
r∑
i=1
r∑
s˜=1
Zi+d,s˜Z2d+1,s˜Z i+d,2d+1
and the second equality means that it is zero, as claimed. As above,
one easily proves that Z3 = 0, which show that also in this case the
coordinates are Bochner.
3.1.4. Sp(d), ΠM = {2ed} and SO(2d), ΠM = {ed−1 + ed}. Since in
both cases we have
Z =
(
0 0
∗ 0
)
,
we can use the same arguments as in the above case G = SU(d),
ΠM = {er − er+1} which prove that the coordinates are Bochner.
3.1.5. SO(2d+ 1), ΠM = {ed}. In this case
Z =
 0 0 0∗ 0 u
−Tu 0 0
 ,
from which one easily sees by a straight computation that Z2 6= 0
(and Z3 = 0). In order to see that there are no forbidden trinomials,
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notice that since Zkl = 0 if k, l ≤ d, there are no trinomials of type
(II),(III),(IV), and for the same reason in the trinomials +1
2
ZsiZstZti
of type (I) it must be t, s = d+ 1, . . . , 2d+ 1: this in turn implies that
in fact t = 2d+ 1 in order to have Zst 6= 0. So we are left with
+
1
2
d∑
i=1
2d∑
s=d+1
ZsiZs,2d+1Z2d+1,i =
1
2
d∑
i=1
d∑
s˜=1
Zs˜+d,iZ s˜+d,2d+1Z2d+1,i
which, by the symmetries of SO(2d+ 1) equals
−
1
2
d∑
i=1
d∑
s˜=1
Zi+d,s˜Z2d+1,s˜Z i+d,2d+1,
and hence it is forced to be zero. So the coordinates are Bochner.
3.2. The case of second Betti number b2(Ω) ≥ 2. The assumption
means that the painted Dynkin diagram of Ω has at least two black
nodes. We first consider the two Bochner cases stated in (ii) and (iii)
of Theorem 1:
3.2.1. G = SU(d), ΠM contains exactly two nodes (necessarily of type
ej−ej+1). Let us assume that ek−ek+1, er−er+1 are the black nodes, so
that ∆k and ∆r are the admissible minors. Let ck, cr be the coefficients
in front of these trinomials in the expansion of the potential. First, we
notice that Z3 = 0, since for any i, j we have
Z3ij =
n∑
k,l=1
ZikZklZlj,
so that in order to have a non zero term in this sum we should take
indices j < l < k < i such that ek − ei, el − ek, ej − el ∈ R
+
M , and it is
easy to see that this is not possible with only two black nodes. Then,
we have to check just forbidden trinomials. Now, in ∆k we have only
trinomials +1
2
ZsiZstZti, i ≤ k and s, t = 1, . . . , d of type (I) since if
i, j ≤ k then Zij = 0 because there are no black nodes before ek−ek+1;
moreover, by the structure of the Lie algebra and the fact that we have
only those black nodes, we must have that t and s must be both greater
than k, and more precisely s > r and k < t ≤ r. On the other hand, in
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∆r we have trinomials of all the four types of the statement of Lemma
11: more precisely, monomials of type (II) simplify with monomials
of type (I) with s ≤ r, so that from these two types we are left with
monomials of the type
+
1
2
ZsiZstZti, i ≤ r, s > r, t ≤ r (14)
(the last condition follows from s > r in order to have non zero Zst).
Similarly, in ∆r monomials of type (IV) simplify with monomials of
type (III) with s ≤ r, so from these types of monomials we are left
with
− ZsiZsjZji, i, j ≤ r, s > r (15)
Summing (14) and (15) (rename t as j in (14) ) we finally see that in
∆r we have just
−
1
2
ZsiZsjZji, i, j ≤ r, s > r (16)
In fact, since there are only two black roots we must have i ≤ k and
k < j ≤ r. Then, comparing with the trinomials in ∆k we see that
they appear with opposite sign, so that in the expansion they simplify
if and only if ck = cr.
3.2.2. SO(2d), ΠM = {e1 − e2, ed−1 + ed}. First of all, we notice that
Z3 = 0. Indeed, it is easy to see from the very structure of the root set
in this case that Z3ij = 0 for (i, j) 6= (d+ 1, 1); as for Z
3
d+1,1, we have
Z3d+1,1 =
2d∑
k=1
Zd+1,kZ
2
k1 =
(since Z2k1 =
∑
ZklZl1 = Zk1Z11 = 0 for k ≤ d)
=
2d∑
k=d+1
Zd+1,kZ
2
k1 =
d∑
j=1
Zd+1,d+jZ
2
d+j,1 =
d∑
j=1
2d∑
i=1
Zd+1,d+jZd+j,iZi1 =
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(by the simmetries of Z and the fact that Z11 = 0 and Zd+j,i = 0 for
i > d and j > 1)
−
d∑
j=1
2d∑
i=1
Zj1Zd+j,iZi1 = −
d∑
j=2
d∑
i=2
Zj1Zd+j,iZi1.
This last expression is zero because, by the symmetries of Z (i.e.
Zd+j,i = −Zd+i,j ) and a change of indices we get
d∑
j=2
d∑
i=2
Zj1Zd+j,iZi1 = −
d∑
j=2
d∑
i=2
Zj1Zd+i,jZi1 = −
d∑
i=2
d∑
j=2
Zi1Zd+j,iZj1.
This implies that in order for the coordinates to be Bochner, we
must just check that there are no fobidden trinomials. In this case,
the admissible minors are ∆1 and ∆d. On the one hand, in ∆d the
trinomials of type (IV) vanish because, by the structure of the root
system and the symmetries of the Lie algebra in this case, Zkl = 0
provided either k ≤ d and l > 1 or k = l = 1: then ZabZacZcb must have
b = c = 1 and then Zcb = Z11 = 0; as for trinomials −
1
2
ZijZ isZsj of
type (II), since i ≤ d we must have j = s = 1, but then Zsj = Z11 = 0.
It remain only the trinomials of type (I) and (III).
As for type (I), that is 1
2
ZsiZstZti, i ≤ d, and s, t = 1, . . . , 2d, we
notice that if s ≤ d then i = t = 1 and then Zti = Z11 = 0; then we
must have s = d + 1, . . . , 2d. If t = 1, . . . , d then it must be i = 1,
that is we have 1
2
Zs1ZstZt1 (s = d + 1, . . . , 2d, t = 1, . . . , d); if t =
d+ 1, . . . , 2d then (always by the structure of the Lie algebra) it must
be s = d+1, that is 1
2
Zd+1iZd+1tZti (t = d+1, . . . , 2d), that is, by setting
t = t˜+ d, by the symmetries of the Lie algebra, 1
2
Zd+1iZd+1,d+t˜Zd+t˜,i =
−1
2
Zd+i1Z t˜1Zi+d,t˜ (t˜ = 1, . . . , d): these simplify with the trinomials
1
2
Zs1ZstZt1 (s = d + 1, . . . , 2d, t = 1, . . . , d) obtained above, and then
we see that also trinomials of type (I) disappear.
As for trinomials of type (III), that is −ZsiZsjZji, we have that
since i, j ≤ d then it must be i = 1, that is −Zs1ZsjZj1: now, if
s ≤ d then j = 1 and Zj1 = Z11 = 0, so we are left with −Zs1ZsjZj1,
j ≤ d, s = d+ 1, . . . , 2d.
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Now, we have that ∆1 contains only the trinomials of the kind
1
2
Zt1ZtsZs1 for t, s = 1, . . . , 2d: if the index t ≤ d then, by the same
argument as above, we must have s = 1 (otherwise Zts = 0), but
then Zs1 = Z11 = 0; if t, s are both greater than d, then by the sym-
metries of Z, we must have t = d + 1 (otherwise Zts = 0) and then
Zt1 = Zd+1,1 = 0. So we are left with the trinomials
1
2
Zt1ZtsZs1 with
t = d+1, . . . , 2d and s = 1, . . . , d. These are exactly, up to the factor 1
2
,
the opposite of the trinomials left in ∆d, so we see that these trinomials
cancel in the expansion of the potential if and only if c1 = 2cd, where
c1 and cd denote respectively the coefficient in front of ∆1 and ∆d.
Now we prove that all the remaining cases with at least two black
nodes are non Bochner. This will end the proof of Theorem 1.
3.2.3. G = SO(2d), Sp(d), SO(2d+1), ΠM = {ek−ek+1, er−er+1} (k <
r). In all the cases but G = SO(2d), r = d−1, we see that the trinomial
Zd+r,kZd+r,r+1Zr+1,k = z−er−ekz−er+1−erzer+1−ek
appears in ∆k and not in ∆r. Indeed, it appears only as a trinomial of
type (I) (with coefficient 1
2
) both in ∆k and in ∆r, but in ∆r it simplifies
with the other trinomial of type (1) given by 1
2
Zd+k,rZd+k,d+r+1Zd+r+1,r
(which does not appear in ∆k) which equals
1
2
(−z−er−ek)(−zer+1−ek)(−z−er+1−er)
in SO(2d), SO(2d+ 1) and
1
2
(z−er−ek)(−z−er+1−ek)(z−er+1−er)
in Sp(d).
The same argument applies in the case G = SO(2d), r = d − 1 to
the trinomial Z2d−1,1Z2d−1,2dZ2d,1 = −z−e1−ed−1zed−ed−1z−e1−ed.
3.2.4. Sp(d), ΠM ⊇ {er − er+1, 2ed}. Assume that the last two admis-
sible minors are ∆r and ∆d: we are going to show that the trinomial
Zd+1,1Zd+1,dZd1 = z−2e1z−e1−edzed−e1
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appears in the expansion of ∆d (where it does not simplify with other
trinomials) while it vanishes in the other admissible minors. Indeed,
on the one hand this trinomial appears as a trinomial of type (I) in
the statement of Lemma 11 in all the admissible minors, with i = 1,
s = d + 1, t = d; moreover, in all these minors we have also the
trinomial of type (I) given by the choice i = 1, s = d + 1, t = 2d,
that is Zd+1,1Zd+1,2dZ2d,1 = z−2e1(−zed−e1)z−ed−e1 which simplifies with
Zd+1,1Zd+1,dZd1. On the other hand, the trinomial Zd+1,1Zd+1,dZd1
appears only in the admissible minor ∆d as a trinomial of type (III) in
the statement of Lemma 11, and as such it does not simplify with any
other trinomial.
3.2.5. SO(2d), ΠM ⊇ {er − er+1, ed−1 + ed} and SO(2d + 1), ΠM ⊇
{er−er+1, ed}, r > 1. Assume that the last two admissible minors are
∆r and ∆d: we are going to show that the trinomial
Zd+1,2Zd+1,dZd2 = z−e1−e2z−e1−edzed−e2
appears in the expansion of ∆d (where it does not simplify with other
trinomials) while it vanishes in the other admissible minors. Indeed,
on the one hand this trinomial appears as a trinomial of type (I) in
the statement of Lemma 11 in all the admissible minors, with i = 2,
s = d + 1, t = d; moreover, in all these minors we have also the
trinomial of type (I) given by the choice i = 1, s = d+ 2, t = 2d, that
is Zd+2,1Zd+2,2dZ2d,1 = (−z−e1−e2)(−zed−e2)(−z−ed−e1), which simplifies
with Zd+1,2Zd+1,dZd2. On the other hand, the trinomial Zd+1,2Zd+1,dZd2
appears only in the admissible minor ∆d as a trinomial of type (III),
that is −ZsiZsjZji with s = d+ 1, i = 2, j = d and as such it does not
simplify with any other trinomial.
3.2.6. G = SO(2d + 1),ΠM = {e1 − e2, ed}. In this case we see that
the trinomial
Z2d,1Z2d,2d+1Z2d+1,1 = (−z−e1−ed)(−z−ed)z−e1
appears in ∆1 and not in ∆d. Indeed, it appears only as a trinomial of
type (I) (with coefficient 1
2
) both in ∆1 and in ∆d, but in ∆d it simplifies
22 ANDREA LOI, ROBERTO MOSSA, AND FABIO ZUDDAS
with the other trinomial of type (I) given by 1
2
Zd+1,dZd+1,2d+1Z2d+1,d =
1
2
z−e1−ed(−z−ed)z−e1 (which does not appear in ∆1)
3.2.7. Any G, ΠM contains at least three nodes of type ej− ej+1. More
precisely, let us assume that ej − ej+1, eq − eq+1, er − er+1 are the first
three black nodes, so that ∆j ,∆q,∆r are the first three admissible
minors. Let cj , cq, cr the coefficients in front of these trinomials in the
expansion of the potential. We are going to show that there is no choice
of the coefficients cj , cq, cr > 0 such that the trinomials
ZrjZrqZqj = zer−ej z¯er−eq z¯eq−ej (17)
and
Zr+1,jZr+1,qZqj = zer+1−ej z¯er+1−eq z¯eq−ej (18)
both disappear in the expansion of (7). Indeed, in ∆j the trinomial
(17) appears only as a trinomial of type (I), so with coefficient 1
2
; in ∆q
it appears only as a trinomial of type (I) and (III), so with coefficient
1
2
−1 = −1
2
; and in ∆r and all the following admissible minors it appears
in all types (I)-(IV), so with coefficient 0. Summing up, we have that
(17) appears in the expansion of (7) with coefficient
cj
2
− cq
2
. Similarly,
in ∆j the trinomial (18) appears only as a trinomial of type (I), so with
coefficient 1
2
; and both in ∆q and in ∆r it appears as a trinomial of
type (I) and (III), so with coefficient 1
2
−1 = −1
2
in bot minors; and all
the following admissible minors it appears in all types (I)-(IV), so with
coefficient 0. Summing up, we have that (18) appears in the expansion
of the potential with coefficient
cj
2
− cq
2
− cr
2
. Then, in order for both
(17) and (18) to disappear we must have
cj
2
− cq
2
= 0 and
cj
2
− cq
2
− cr
2
,
which is impossible since this implies cr = 0. The proof of Theorem 1
is done.
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