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E i n l e i t u n g 
Bevor man sich auf das Studium eines dicken und formelreichen 
Buches e inläßt , m ö c h t e man natürlich erfahren, was darin behandelt 
wird und wozu es nützlich sein k ö n n t e . Diesem Anliegen Rechnung 
zu tragen, ist die Aufgabe einer Einleitung. 
Womit also befaßt sich die intensionale Semantik? Sie ist ein re-
lativ neuer Zweig der logischen Semantik. Diese studiert am Modell 
von Kunstsprachen, d.h. von Sprachen aus der Retorte von Logikern, 
die Zuordnung von Bedeutungen zu sprachlichen Ausdrücken, spe-
ziell die Regeln, nach denen sich die Bedeutungen zusammengesetz-
ter Ausdrücke aus den Bedeutungen ihrer Komponenten ergeben. Da 
sich in jeder Sprache prinzipiell unendlich viele Sätze bilden lassen, 
kann man eine Sprache nicht so interpretieren, daß man jedem Satz 
für sich eine Bedeutung zuordnet, sondern man gibt die Bedeutun-
gen der einfachen Wörter aus dem Grundvokabular an - wie in ei-
nem Wör te rbuch — und gibt zu jeder syntaktischen Regel, die es er-
laubt, aus gewissen syntaktisch wohlgeformten Ausdrücken einen 
neuen wohlgeformten Ausdruck zu erzeugen, eine sematische Regel 
an, die sagt, wie sich die Bedeutung des neuen Ausdrucks aus den 
Bedeutungen seiner Teile ergibt. 
Die Log ik war seit ihrer Neubegründung durch G . Boole, A . de 
Morgan und vor allem durch G . Frege um die Mitte des 19. Jahr-
hunderts bis etwa 1960 eine extensionale Logik, Das heißt , sie inter-
pretierte ihre Kunstsprachen nur so, daß sie den wohlgeformten 
Ausdrücken Extensionen zuordnete. Was sind Extensionen? Die Ex-
tension, der Bezug (engl, reference) oder das Designat eines Eigen-
namens ist der Gegenstand, den er bezeichnet; die Extension eines 
Satzes ist sein Wahrheitswert ( „ w a h r " oder „falsch") und die Ex-
tension eines Prädikats ist sein Umfang, d.h. die Menge der Gegen-
stände, auf die es zutrifft. Extensionen sind also nur ein dürftiger 
Ersatz für Bedeutungen. In manchen Sprachen, speziell in der Spra-
che der Mathematik oder Physik, spielen aber nur Extensionen eine 
Rolle, so daß man in ihnen mit einer extensionalen Semantik aus-
kommt. Für extensionale Interpretationen von Kunstsprachen also 
wurden die ersten und lange Zeit die einzigen exakten semantischen 
Regelsysteme entwickelt. 
Es gibt nun aber viele Kontexte, die man mit einer extensionalen 
Semantik nicht interpretieren kann. Wenn die Extension eines Sat-
zes, der aus den Ausdrücken A 1 ? . . . , A n gebildet ist, nicht nur 
von den Extensionen der A i , . . . , A n abhängt , so kann man in 
einer extensionalen Semantik keine Wahrheitsbedingungen für ihn an-
geben. Solche nicht-extensionalen Sätze sind z .B . „Es ist notwendig 
(möglich, wahrscheinlich, erfreulich, überraschend) , daß . . ." , „Fri tz 
sagt (glaubt, weiß, vermutet, hofft), daß . . . " oder „. . . ist eine 
Sportart (angenehme Beschäftigung, verbrecherische Handlungswei-
se)". Denn der Satz „Es ist notwendig, daß 2 + 2 = 4 ist" ist wahr, 
„Es ist notwendig, daß München 1970 1.326 Mill ionen Einwohner 
hatte" aber falsch, obwohl die Sätze „ 2 + 2 = 4 " und „München 
hatte 1970 1.326 Mil l ionen Einwohner" denselben Wahrheitswert, 
d.h. dieselbe Extension haben. Und trotz dieser Extensionsgleichheit 
können auch die Sätze „Fr i t z sagt, daß 2 + 2 = 4 ist" und „Fr i tz 
sagt, daß München 1970 1.326 Mil l ionen Einwohner hatte" verschie-
dene Wahrheitswerte haben. Nehmen wir an, daß genau diejenigen 
Leute, die Polo spielen, Polopferde besitzen, so daß die Prädikate 
„Polosp ie len" und „Polopferde besitzen" extensionsgleich sind, so 
ist deswegen mit dem Satz „Polospielen ist eine Sportart" nicht 
auch der Satz wahr „Polopferde besitzen ist eine Sportart". 
Solche Kontexte machen deutlich, daß für die semantische Deu-
tung vieler Ausdrücke der Bedeutungsbegriff wesentlich enger zu fas-
sen ist als in der extensionalen Semantik. Extensionsgleiche Ausdruc-
ke k ö n n e n sehr verschiedene Bedeutungen haben. Das gilt nicht nur 
für Sätze und Prädikate , sondern auch für Eigennamen, wie z.B. die 
beiden Paare zeigen: „Morgens te rn" - „Abends t e rn" , „ S c h n i t t p u n k t 
der Winkelhalbierenden eines Dreiecks" - „Schn i t t punk t der Seiten-
halbierenden eines Dreiecks". 
Die Unterscheidung von Bedeutung und Bezug, von Konnotation 
und Designation (engl, meaning und reference) geht schon auf die 
Stoiker zurück. Sie wurde in die Semantik der modernen Logik von 
Frege in (92) eingeführt l . 
Man wird sagen, daß zwei Ausdrücke nur dann dieselbe Bedeu-
tung haben, wenn sie sich in allen Satzkontexten salva veritate er-
setzen lassen, d.h. ohne daß sich dadurch der Wahrheitswert dieser 
Kontexte änder t . 
Den ersten Schritt zur Entwicklung einer intensionalen Semantik 
machte Carnap in dem Buch „Meaning and Necessity" von 1947, in-
1 Vgl. dazu auch die Darstellung in Kutschera (71), 2.1.2 und 2.1.4. - Die 
Zahlen in Klammern hinter Autorennamen bezeichnen die im Literaturver-
zeichnis aufgeführte Arbeit des Autors nach dem Jahr ihres Erscheinens. 
dem er einen Weg aufzeigte, wie sich der Bedeutungsbegriff präzisie-
ren läßt . Bis dahin war es weitgehend unklar, was denn Bedeutun-
gen eigentlich sind und wann zwei Ausdrücke dieselbe Bedeutung ha-
ben. Man bezeichnet üblicherweise Begriffe als Bedeutungen von Prä-
dikaten und Propositionen oder Sachverhalte als Bedeutungen von 
Sätzen. Aber was sind Begriffe und Propositionen? Wann sind zwei 
Begriffe oder zwei Propositionen identisch, und wann sind sie ver-
schieden? Solange man diese Fragen nicht beantworten kann, läßt 
sich mit solchen Redeweisen keine präzise Semantik aufbauen. Car-
nap bestimmte nun in (47) zunächst den Begriff der Intension als 
eine gute erste Näherung für den der Bedeutung in einer logisch 
präzisen Weise. Sein Grundgedanke war der, daß die Intension ei-
nes Ausdrucks bestimmt wird durch seine Extensionen unter allen 
möglichen Umständen , oder wie man auch sagt: in allen möglichen 
Welten Wir kennen also z .B. die Intension eines Satzes, wenn wir 
nicht nur seinen tatsächl ichen Wahrheitswert kennen, sondern seine 
Wahrheitsbedingungen; wenn wir wissen, unter welchen Ums tänden 
er wahr und unter welchen er falsch ist. Man kann dann die Inten-
sion eines Satzes als jene Funkt ion bestimmen, die für jede mögli-
che Welt seinen Wahrheitswert in dieser Welt angibt. Und diese Idee 
läßt sich so verallgemeinern, daß man die Intensionen aller Ausdrük-
ke als Funktionen definiert, die ihnen in jeder Welt eine Extension 
zuordnen. 
Nach dieser Bestimmung sind zwei Ausdrücke intensionsgleich, 
deren Extensionsgleichheit sich logisch beweisen läßt. Daher ist der 
Intensionsbegriff weiter als der Bedeutungsbegriff. So kann man z .B . 
in dem Satz „Fr i tz sagte, daß 2 + 2 = 4 ist" den Teilsatz 
„ 2 + 2 = 4 " nicht allgemein durch den logisch äquivalenten Satz 
„ — - = — sin x " ersetzen, ohne seinen Wahrheitswert zu ändern, 
dx 
Aber mit einer intensionalen Semantik läßt sich doch bereits die 
Masse der natursprachlichen Sätze befriedigend analysieren, und zu-
dem kann man, wiederum nach einem Vorschlag Carnaps, einen für 
alle Zwecke ausreichend scharfen Bedeutungsbegriff mithilfe des In-
tensionsbegriffs definieren. Darauf gehen wir im Abschnitt 7.4 ein. 
Man kann also sagen, daß die intensionale Semantik eine ausreichen-
de Basis zur logischen Analyse aller natursprachlichen Kontexte dar-
stellt. 
Carnap hatte in (47) den Weg gezeigt, die Entwicklung der inten-
sionalen Semantik und Logik begann jedoch im engeren Sinn erst 
um 1960 mit Arbeiten von S. Kripke, J . Hint ikka , S. Kanger und 
anderen zur Modallogik 2 . Danach setzte eine stürmische Entwick-
lung ein, die bis heute anhält . 
Dabei ergaben sich vor allem zwei Anwendungsgebiete der inten-
sionalen Semantik - und damit kommen wir auf die Frage nach ih-
rer Nützl ichkeit : 
1. Die sogenannte „Philosophische Log ik" , d.h. die Logik einzelner 
Ausdrücke, die in philosophischen Disziplinen die Rolle von ter-
mini technici spielen und in dieser Rolle einer Präzisierung gegen-
über ihrem alltäglichen Gebrauch bedürfen. Mithilfe der intensio-
nalen Semantik wurde die Modallogik auf eine neue Basis gestellt, 
es wurden Systeme der normativen, der epistemischen Logik, der 
Zeitlogik, der Kondit ionallogik entwickelt, um nur einige Beispie-
le zu nennen. A l l diese Logiken bedürfen einer semantischen Fun-
dierung, d.h. es genügt nicht, eine Reihe von Axiomen anzugeben, 
sondern die Grundterme müssen so interpretiert werden, daß man 
die Axiomensysteme auch als adäquat , d.h. als im Sinne der In-
terpretation widerspruchsfrei und vollständig erweisen kann. 
2. Die logische Analyse natürlicher Sprachen. Die wichtigsten Vor-
aussetzungen dafür hat R. Montague geschaffen, insbesondere in 
seiner „Universal Grammar" von 1970. Heute stehen Logikspra-
chen zur Verfügung, mit denen man, mit guter Aussicht auf Er-
folg, die Aufgabe einer logischen Analyse natürlicher Sprachen in 
voller Allgemeinheit angehen kann. 
Beschleunigt wurde die Entwicklung der intensionalen Semantik 
durch das starke Interesse der Linguistik an logischen Beschreibungs-
formalismen. So hat sich eine enge Zusammenarbeit von Logikern 
und Sprachwissenschaftlern ergeben, in der diesen von der Logik 
Hilfsmittel zum Aufbau präziser syntaktischer und semantischer 
Grammatikmodelle zur Verfügung gestellt werden, während die Logi-
ker durch die Fülle sprachlicher P h ä n o m e n e , auf die sie die Sprach-
wissenschaft hinweist, immer neue Anregungen zur Erweiterung ihrer 
Formalismen erhalten. 
In einer Zeit so lebendiger Entwicklung, wo vieles noch im F luß ist und 
ständig neue Resultate vorgelegt werden, kann eine Einführung in die in-
tensionale Semantik weder Vollständigkeit anstreben, noch die jeweils 
neuesten Resultate berücksichtigen. Das Hauptziel dieses Buches ist es, 
dem Leser gewisse Grundkenntnisse der intensionalen Semantik zu ver-
mitteln und ihn mit ihren Begriffen und Methoden so vertraut zu ma-
chen, daß er die Spezialliteratur auf diesem Gebiet studieren kann. 
Vgl. z.B. Kripke (59), (63a), (63b), Hintikka (61), (63) und Kanger (5 7). 
Das Buch ist so angelegt, daß es die Kenntnis der elementaren 
Prädikatenlogik und damit eine gewisse Vertrautheit im Umgang mit 
logischen Formeln voraussetzt. Das 1. Kapitel en thä l t zwar einen 
Abriß der Prädikatenlogik, der jedoch als Einführung in diese Mate-
rie nicht geeignet ist, sondern nur den Ausgangspunkt der folgenden 
Erör te rungen fixieren und die Bezugnahme auf prädikatenlogische 
Begriffe und Prinzipien in den folgenden Kapiteln erleichtern soll. 
In den Kapiteln 2 bis 5 wird die intensionale Semantik prädika-
tenlogischer Sprachen behandelt. Dabei werden die Begriffsbildungen 
an Beispielen der Interpretation bestimmter Ausdrücke eingeführt. 
Diese Kapi te l gehören also zum Thema „Philosophische Logik" . Das 
2. Kapi te l behandelt die Modallogik, für die zuerst eine intensionale 
Semantik entwickelt worden ist und deren Interpretationsbegriff be-
sonders einfach ist. Das 3. Kapitel bringt eine Verallgemeinerung 
dieses Interpretationsbegriffs als Deutung von Aussagen über beding-
te Notwendigkeiten, als die sich Kondi t ionalsä tze auffassen lassen. 
In den Kapiteln 4 und 5 wird gezeigt, daß die formale Struktur die-
ser modallogischen Interpretationsbegriffe sich auch bei der Deutung 
von Glaubens- und Normsä tzen ergibt, d.h. in der epistemischen und 
in der normativen Logik, so daß sich die semantischen Begriffsbil-
dungen der Modallogik auf diese Gebiete übertragen lassen. 
Die Kapitel 2 bis 5 enthalten aber nicht nur semantische, sondern 
auch deduktionslogische Erör te rungen, d.h. es werden auch Kalküle 
der Modallogik angegeben. Das lag nahe, weil die Anwendung der 
intensionalen Semantik für den Nachweis der Adäqua the i t von Logik-
systemen eine ihrer wichtigsten Aufgaben ist. Insofern enthalten diese 
Kapitel auch kurz gefaßte Darstellungen der Modallogik, der Kondi -
tionallogik, sowie der epistemischen und normativen Logik. 
Mit dem Aufbau einer typenlogischen Sprache im Sinne von 
Montague (70) führt dann das 6. Kapitel eine intensionale Semantik 
ein, die als allgemeine Grundlage für die logische Analyse natürlicher 
Sprachen angesehen werden kann. Diese Sprache bereitet wegen ih-
rer Komplexi tä t wesentlich größere Verständnisschwierigkeiten als 
die der elementaren Prädikatenlogik. Nach den Vorbereitungen der 
ersten Kapitel sollte jedoch ein erheblicher Teil dieser Schwierigkei-
ten bereits überwunden sein. Zudem wird der Darstellung der inten-
sionalen Semantik dieser Sprache eine Exposi t ion ihrer extensionalen 
Interpretation vorausgeschickt, die das Vers tändnis ihrer Formeln er-
leichtert. 
Mit dem 6. Kapitel wird zugleich der Übergang vom Thema „Philo-
sophische L o g i k " zum Thema „Logische Analyse natürl icher Spra-
chen" vollzogen, d.h. es geht nun nicht mehr u m die semantische 
Fundierung von Logiksystemen, sondern nur mehr darum, einen lo-
gisch-semantischen Rahmen zu entwickeln, in dem sich die semanti-
schen Phänomene natürlicher Sprachen analysieren lassen. In diesem 
Sinne werden im 7. Kapitel Erweiterungen des Interpretationsbe-
griffs diskutiert, die den Anwendungsbereich der intensionalen Se-
mantik für solche Analysen verbreitern. 
Das abschließende 8. Kapitel weist auf Probleme und Grenzen 
der intensionalen Semantik in der Analyse von Natursprachen hin 
und erör ter t ihren Stellenwert im Rahmen der allgemeinen Bedeu-
tungstheorie, die D. Lewis in seinem Buch „Conven t ion" von 1969 
entwickelt hat. 
Wer nicht an den deduktiven Systemen der philosophischen Logik 
interessiert ist, kann die Abschnitte 1.3, 1.4, 2.5, 2.6, 3.3, 3.5 bei 
der Lektüre überschlagen. Technisch etwas schwieriger sind die Ab-
schnitte 1.4, 2.6, 3.4, 3.5, die ebenfalls ohne Gefahr für das Ver-
ständnis des folgenden unbeachtet bleiben können . 
1 D i e S p r a c h e der e l e m e n t a r e n P r ä d i k a t e n l o g i k 
Die modallogischen Sprachen und Systeme, die wir im folgenden be-
handeln, bauen auf der elementaren Prädikatenlogik auf. Obwohl 
wir diese Prädikatenlogik hier als bekannt voraussetzen, soll sie doch 
zunächs t in ihrem Grundr iß beschrieben werden, um die spätere Be-
zugnahme darauf zu erleichtern. 
Die Darstellung schließt sich eng an die „Einführung in die mo-
derne L o g i k " (im folgenden kurz „ E L " ) von Kutschera und Breit-
kop f an. A l s prädikatenlogisches System L wählen wir so das dort 
im Abschni t t 10 dargestellte System L 1 . Die folgenden Abschnitte 
1.1 bis 1.4 wiederholen nur das in ( E L ) bereits Gesagte. Wegen der 
ausführlichen intuitiven Erör te rungen in ( E L ) k ö n n e n wir uns hier 
auf die Angabe des Formalismus beschränken. In den Abschnitten 
1.5 und 1.6 werden die Erweiterungen der Prädikatenlogik um Iden-
t i tä t und Kennzeichnungen angegeben, die i m Kapitel 13 von ( E L ) 
behandelt wurden. Hinzu kommt hier der Nachweis der Adäqua the i t . 
Im Abschni t t 1.7 endlich wird die Einführung eines Existenzprädi-
kats e rö r t e r t , von dem in ( E L ) nicht die Rede war. 
E i n logisches System wird in drei Schritten aufgebaut; In der Syn-
tax wird die Sprache charakterisiert, die dem System zugrundeliegt, 
in der Semantik wird definiert, wie eine Interpretation dieser Spra-
che aussieht, und mit dem Ableitungsbegriff wird die Menge der 
Theoreme des Systems festgelegt. 
1.1 Die Syntax von L 
Das Alphabet, das der Sprache des Systems L zugrunde liegt — wir 
nennen sie der Einfachheit halber ebenfalls L - , soll als Grundzei-
chen enthalten die logischen Symbole - i , D und A , runde Klam-
1 Wir werden in den Bezeichnungen im folgenden in einigen Fällen von (EL) 
abweichen, da gewisse der dort verwendeten Symbole als objektsprachliche 
Symbole der modallogischen Systeme gebraucht werden. Im übrigen halten 
wir uns aber möglichst eng an die dortige Darstellung. 
mern und das K o m m a als Hilfszeichen und jeweils abzählbar unend-
lich viele Gegenstandskonstanten (kurz G K ) , Gegenstandsvariablen 
( G V ) und Präd ika tkons tan ten (PK) jeder Stellenzahl n > 1. 
Wie diese Konstanten und Variablen aussehen, brauchen wir nicht 
festzulegen, weil wir immer metasprachliche Variable dafür verwen-
den, und zwar a, b, c, . . für G K , x, y, z, . . für G V und F , G , H , 
. . . für P K . Die Objektsprache, d.h. die Sprache, über die wir re-
den, ist in unserem Fal l L , die Metasprache, d.h. die Sprache, die 
wir verwenden, wenn wir über die Objektsprache reden, ist Deutsch 
- angereichert um einige symbolische Ausdrücke, Abkürzungen, 
technische Terme etc. Wir lesen einen Ausdruck wie „ F ( a ) A G ( a , b)", 
der objektsprachliche Zeichen (,,(", „ ) " , „ A " ) neben meta-
sprachlichen Zeichen ( „ F " , , , G " , „ a " , ,,b") enthäl t , im Sinn einer 
Quasianßhrung 2 , d.h. als metasprachliche Namen für denjenigen ob-
jektsprachlichen Ausdruck, der entsteht, wenn man die durch die 
metasprachlichen Symbole bezeichneten objektsprachlichen Symbole 
und die objektsprachlichen Symbole in der angegebenen Reihenfolge 
hinschreibt. Bezeichnen also im Beispiel die Symbole „ F " , „ G " , „ a " , 
„ b " die objektsprachlichen Symbole „F", „ G " , „ 6 " , so be-
zeichnet „ F ( a ) A G ( a , b ) " den Ausdruck ,yF(a)AG(a, b)". Ist nicht 
festgelegt, welche objektsprachlichen Symbole „ F " , , , G " , „ a " , „ b " 
bezeichnen, so stellt „F (a ) ' A G ( a , b )" das Schema der objektsprach-
lichen Ausdrücke dar, die nach der Anweisung gebaut sind: Eine 
einstellige P K , dann eine linke Klammer, dann eine G K , dann eine 
rechte Klammer, dann das Zeichen A, dann eine zweistellige P K , 
dann eine linke Klammer, dann dieselbe G K wie vorher, dann ein 
Komma, dann eine neue G K , und endlich eine rechte Klammer. 
Das Symbol „ * " ist kein Symbol der Sprache L. Ist A [ * ] eine 
endliche Folge von Grundzeichen von L und diesem Symbol , so soll 
A [ B ] derjenige Ausdruck sein, der aus A [ * ] durch Ersetzung aller 
Vorkommnisse von „ * " durch solche von B entsteht. Ist also B ein 
Ausdruck von Z,, d.h. eine endliche Folge von Grundzeichen von / , , 
so ist auch A [ B ] ein Ausdruck von L. 
Wir legen nun fest, was wohlgeformte Ausdrücke von L s ind: 
D l . 1-1: Terme und Sätze von L 
a) Jede G K von L ist ein Term von L. 
b) Ist F eine n-stellige P K und sind t j , . . . , t n Terme von £ , so 
ist F ( t 1 ? . . . , t ^ ein Satz von L. 
c) Ist A ein Satz von / , , so auch -»A. 
Vgl. dazu und zur Unterscheidung Objekt- und Metasprache Kutschcra (67), 
Abschnitt 1.3.1.1. 
d ) Sind A und B Sätze von Z,, so ist auch ( A D B) ein Satz von 
L. 
e] ) Ist A[a] ein Satz, a eine G K und x eine G V von die in 
A.[a] nicht vorkommt, so ist A x A [ x ] ein Satz von L. 
Die Sätze F ^ , . . . , tn) nach (a), in denen t l s . . . , t n G K sind 
(bis zur Einführung von Kennzeichnungstermen in 1.6 sind alle Ter-
me v o n L G K ) , nennen wir Primformeln. Ist A[a] ein Satz oder 
eine Satzform von L, so ist A [ x ] eine Satzform von L\ dabei sei a 
eine G K und x eine G V von L, die in A[a] nicht vorkommt. 
Wir verwenden im folgenden die Buchstaben A , B , C , . . als meta-
sprachliche Variablen für Sätze und t,s,r, . . . als metasprachliche 
Variablen für Terme von L. 
Wir definieren: 
D l . 1-2: a) A v B := - A D B 
b) A A B := ~ ( - n A v n B ) 
c) A = B : = ( A D B ) A ( B D A ) 
d) V x A [ x ] := - ^ A x - i A I x ] . 
Ferner legen wir fest, daß äußere Klammern immer weggelassen 
werden können , und ebenso Klammern, die nicht mehr notwendig 
sind, wenn wir fordern, daß in der Reihe ~ , , A , V , D , = jeder links von 
einem Operator stehende Operator stärker bindet als jener. 
Neben mengentheoretischen und mathematischen Symbolen ver-
wenden wir gelegentlich auch die objektsprachlichen logischen Ope-
ratoren als metasprachliche Zeichen, um uns kurz und übersichtlich 
auszudrücken. Unklarheiten, ob ein objekt- oder ein metasprachlicher 
Satz vorliegt, werden dabei nicht auftreten. 
1.2 Die Semantik von L 
Wir kürzen im folgenden ,JPrädikatenlogik" durch „ P . L . " ab, und 
„prädikatenlogisch" durch „p . l . " . 
Den Interpretationsbegriff für die Sprache L legen wir in Ent-
sprechung zu ( E L ) , Abschnitt 9.2 so fest: 
Dl.2-1: Eine Interpretation <3> von L über dem nicht leeren Objekt-
bereich U ist eine Funkt ion, für die gilt: 
a) <l>(a)e U für alle G K a von L. 
b) 4>(F) e P(Un) für alle n-stelligen P K F von L. 
c) 4>(F(s l 5 . . . , Sn)) = w genau dann, wenn ^ ( s ^ , . . . , ^(Sn) 
e<£(F), wo F eine n-stellige P K ist. 
d) A ) = w genau dann, wenn <l>(A)=f. 
e) <I>(ADB)=w genau dann, wenn 3>(A)=f oder <£(B)=w. 
f) 3>(AxA[x])=w genau dann, wenn für alle <!>' mit 3>' = 3> gilt 
4>'(A[a])=w. Dabei sei a eine G K , die in A x A [ x ] nicht vor-
kommt. 
aeM besagt, daß a ein Element der Menge M ist; a u . . . , c^cM 
besagt, daß das n-tupel (au . . . , a n>, d.h. die geordnete Folge von 
Ä I , . . . , a n ein Element von M ist. M n ist die n-te Cartesische Po-
tenz der Menge M , d.h. die Menge der n-tupel, die sich aus Elemen-
ten von M bilden lassen. P ( M ) ist die Potenzmenge der Menge M , 
d.h. die Menge aller Teilmengen von M (aller in M enthaltenen Men-
gen), so daß P(Un) die Menge aller Mengen ist, die n-tupel von Ob-
jekten aus U als Elemente enthalten, ^ ' f ^ besagt, daß die Interpre-
tation <£>' mit $ übereinst immt bis auf höchs tens die Werte, die sie 
der G K a zuordnen; <!>' und <J> stimmen also sowohl in dem ihnen 
zugrundeliegenden Objektbereich U überein, wie in allen Werten 
3>'(u), 3>(u), wo u eine von a verschiedene Konstante ist. 
In den Bedingungen (c) bis (f) sollen die zu interpretierenden 
Ausdrücke immer wohlgeformte Ausdrücke im Sinn der einschlägigen 
Bestimmungen von D l . 1 — 1 sein. 
Neben dem Interpretationsbegriff sind die Begriffe der logischen 
Wahrheit und der logischen Folge die grundlegenden semantischen 
Begriffe: 
Dl.2-2: Wir sagen, eine Interpretation <f> erfülle den Satz A , wenn 
gilt <f>(A)=w. E i n Satz A von L he iß t p.l. wahr, wenn alle Inter-
pretationen ihn erfüllen. A heißt p.L falsch, wenn - , A p . l . wahr 
ist. Und A heißt p.L indeterminiert, wenn A weder p . l . wahr 
noch p . l . falsch ist. 
Dl.2-3: E i n Schluß von den Prämissen A i , . . . , A n auf die 
Konklusion B heißt p.l. gültig (wir schreiben dafür ( A ^ . . . , 
A n - H B ) , wenn jede Interpretation, die alle Prämissen Au . . . , A n 
erfüllt, auch die Konklus ion B erfüllt. 
Die beiden grundlegenden semantischen Theoreme sind 
Tl.2-1 (Koinzidenztheorem): Gi l t 4>'f^ und kommt die G K a nicht 
in dem Satz A vor, so gilt <J>'(A)=(1>(A). 
Wir beweisen diesen Satz durch Induktion nach dem Grad g des 
Satzes A . Als Grad von A bezeichnen wir die Anzahl der Vorkomm-
nisse logischer Operatoren in A . Für g=0 ist die Behauptung trivial. 
Und gilt sie für alle Sätze vom Grad < n, so gilt sie auch für Sätze 
A vom Grad n+1: Hat A die Gestalt B, so gilt <£( B)=w genau 
dann, wenn <J>(B)=f (nach D1.2- ld ) . Nach Induktionsvoraussetzung 
(B hat den Grad n) gilt das genau dann, wenn <£>'(B)=f, also genau 
dann, wenn <£'(-• B)=w. Also gilt <\>'(-^  B)=4>(-. B). Hat A die Gestalt 
B D C , so gilt <J>(BDC) = w genau dann, wenn <i>(B)=f oder <3>(C)=w, 
nach Jnduktionsvoraussetzung (B und C haben Grade <n) gilt das 
genau dann, wenn <J>'(B)=f oder <£(C)=w, also genau dann, wenn 
4>'(BDC) = w. Hat A endlich die Gestalt AxB[x ] und ist 4>(AxB[x])=f, 
dann gibt es nach D 1 . 2 - l f eine Interpretation 3>+ mit 0+=3> und 
<f>+(B[b])=f, wobei b eine Gegenstandskonstante ist, die in AxB[x ] 
nicht vorkommt und die von a verschieden ist. Definieren wir nun 
eine Interpretation <l>'+ durch <l>'+ = 4>' und <J>H"(b)=$+(b), so gilt 
<£' f 0 + > d.h. wir k ö n n e n unsere Voraussetzungen auf die Inter-
pretationen <l>* und $ ' + statt auf 0 und anwenden und erhalten 
so $ ' + (B[b ] )=$ + (B[b ] )= f da B[b] vom Grad n ist. Es gibt dann also 
eine Interpretation <£ + mit g <£' und $' + (B(b])=f, d.h. nach 
(d) gilt $ '(AxB[x])=f. Ebenso zeigt man, daß aus <!>'(AxB[x])=f auch 
folgt <&(AxB[x])=f, d.h. daß gilt <f>'(AxB[x])=$(AxB[x]). Damit ist 
das Koinzidenztheorem bewiesen. 
Intuitiv besagt es, daß die Deutung eines Satzes nur abhängt von 
der Deutung der Konstanten, die im Satz vorkommen, und dem 
Objektbereich, über dem der Satz interpretiert wird. 
Tl .2-2 : (Überführungstheorem): Gi l t <I>'=3> und <I>'(a) = <$>(b), so 
gilt <£'(A[a])=<|>(A[b]) f u r alle Sätze A[a], wobei die Gegenstands-
konstante a nicht in dem Satz A[b] vorkommt. 
A u c h diese Behauptung beweisen wir durch Induktion nach dem 
Grad des Satzes A[a]. Ist A[a] vom Grad 0 , ist also A[a] eine Prim-
formel, z .B. der Gestalt F(a , b, c), so gilt nach D1 .2 - l c 
3>'(F(a, b, c))=w genau dann, wenn <I>'(a), O'(b), &(c) e 3>'(F). We-
gen <f>'j=* ist nun $'(b)=cl>(b), $'(c)=$(c), $ ' (F)=$(F) , wegen 
4>'(a)=<l»(b) gilt also <£'(F(a, b, c))=w genau dann, wenn $>(b), 0 (b ) , 
0 ( c ) e O ( F ) , d.h. genau dann, wenn 0 ( F ( b , b, c))=w. Es sei die Be-
hauptung für alle Sätze A[aj vom Grad <n bewiesen und der Grad 
von A[a] sei nun n+1. Hat dann A[a] die Gestalt ß [ a ] oder 
B[a] D C[a], so erhält man die Behauptung in einfacher Weise aus 
der Induktionsvorausetzung. Hat A[a] die Gestalt A x B [ x , a] und gilt 
<J>'(AxB[x, a])=f, so gibt es nach D l . 2 - l f eine Interpretation 0 ' + mit 
0'+=<f>' und 0 ' + ( B [ c , a])=f, wobei c eine Gegenstandskonstante ist, 
die in AxB[x , a] nicht vorkommt und die von a und b verschieden 
ist. Definiert man nun 0 + durch 0 + = 0 und 0 + ( c )=0 ' + ( c ) , so gilt 
0 + f O ' + und $+(b)=0(b)=0'(a)=<J>'+(a), also nach der Induktionsvor-
aussetzung, die wir nun auf die beiden Interpretationen 0 + und 0 ' + an-
wenden können , 0 +(B[c,b])=f. Es gibt also eine Interpretation 0 + mit 
0 + = 0 und 0 +(B[c,b])=f, d.h. es gilt 0(AxB[x,b])=f. Ebenso erhält man 
aus <I>(AxB[x,b])=f auch 0'(AxB[x,a])=f. Es gilt also 0 '(AxB[x,a])= 
0(AxB[x,b]) . 
1.3 Der Deduktionsbegriff von L 
Die Menge der prädikatenlogischen Theoreme als Menge der logisch 
wahren Sätze oder der logisch gültigen Schlüsse wird bereits durch die 
Semantik festgelegt. Man kann ihn aber auch syntaktisch durch die 
Angabe von Axiomen und Deduktionsregeln festlegen. In ( E L ) haben 
wir i m Abschnitt 10 folgenden Kalkül angegeben (wir nannten ihn 
dort L , hier nennen wir ihn wieder L): 
Axiome von L sind alle Sätze der Sprache L der Gestalt: 
A I : A D (B D A) 
A 2 : (AD (BD Q ) D ((A D B) D (A D Q ) 
A 3 : ( - . A D -^B) D ( B D A ) 
A 4 : A x A [ x ] D A[a] , wo a eine G K ist. 
Deduktionsregeln von L sind 
R l : A , A D B - B 
R 2 : A 3 B[a] : - A D A x B [ x ] , falls a eine G K ist, die nicht in der 
Konklusion vorkommt. 
Dabei besagt die Schreibweise A i , . . . , A n | - B , daß man aus den 
Sätzen A l 5 . . . , A n (den Prämissen) den Satz B (die Konklusion) ge-
winnen kann. 
E i n Beweis eines Satzes B im Kalkül L ist eine endliche Folge von 
Sätzen, deren letztes Gl ied B ist und für deren sämtliche Glieder gilt: 
entweder sind sie Axiome von L oder sie lassen sich aus vorhergehen-
den Gliedern durch eine (einmalige) Anwendung einer der Deductions 
regeln von L gewinnen. 
Eine Ableitung eines Satzes B aus Annahmeformeln (kurz A F ) 
A i , . . . , A n in L ist eine endliche Folge von Sätzen, deren letztes 
Gl ied B ist und für deren sämtliche Glieder gilt: sie sind entweder 
Axiome von Z,, oder A F der Ableitung, oder sie lassen sich aus vor-
hergehenden Gliedern durch (einmalige) Anwendung einer der Deduk-
tionsregeln von L gewinnen. 
Wir schreiben j - B für die Behauptung, daß B in L beweisbar ist 
(daß es einen Beweis für B in L gibt), und A ] , . . . , A n | B, wenn B 
in L aus Au . . . , A n ableitbar ist. Wo das zur Unterscheidung der De 
duktionsbegriffe verschiedener Systeme notwendig ist, versehen wir 
das Symbol , , | - " mit der Bezeichnung des Bezugssystems. 
Zur Formulierung des Deduktionstheorems der Prädikatenlogik defi-
niert man folgende Hilfsbegriffe: 
D l . 3 - 1 : Ist die Satzfolge G C \ , . . . , C n eine Ableitung von B (=C n ) 
aus den A F A , , . . . , A m , so heißt Cj ( i= l , . . . , n) in G von der AF 
A]< (k=l , . . . , m) abhängig, wenn Cj=A| c ist oder wenn C, in G Konk l 
sion der Anwendung einer Deduktionsregel von L mit Prämissen ist, 
von denen eine von Aj< abhängt . 
Dl.3-2: In einer Ableitung G wird eine G K a für eine A F A ^ elimi-
niert, wenn a in A ^ vorkommt und G eine Anwendung von R 2 auf 
einen in G von A ^ abhängigen Satz Cj enthäl t , bei der a durch eine 
G V ersetzt wird. 
Das Dedukt ions theorem lautet dann: 
T l . 3 - 1 : Gib t es eine Ableitung von B aus A i 5 . . . , A n in Z,, bei 
der für A n keine G K eliminiert wird, so gibt es auch eine Ableitung 
von A n D B aus A 1 } . . . , A n _ i , bei der keine neuen G K für irgend-
welche A F eliminiert werden. 
Gibt es eine Ableitung von B aus Au . . . , A n , bei der für keine 
A F eine G K eliminiert wird, so schreiben wir auch A 1 } . . . , A n hoB 
Der Beweis des Deduktionstheorems wird so geführt, daß man 
zeigt: Eine Ableitung G von B aus A F A b . . . , A n , bei der für A n 
keine G K eliminiert wird, läßt sich umformen in eine Ableitung G' 
von A n D B aus A l 5 . , . , A n _ i , in der keine neuen G K eliminiert 
werden. G sei die Folge Cu . . . , C m von Sätzen mit C m = B . Es sei 
G" die Folge der Sätze A n D C j ( i= l , . . . , m). Wir ergänzen G" 
durch Einschiebungen zur Ableitung G ' . 
1. 1st C i ein A x i o m , so ersetzen wir die Zeile A n D C j durch 
C p ( A n D C i ) A I 
C i A x i o m 
A n D C j R l . 
2. Ist C i = A n , so lassen wir die Zeile A n 3 A n stehen, die ein 
Theorem von L ist (vgl. ( E L ) , 6.2). 
3. Ist Cj eine der A F ku . . . , A n _ i , so ersetzen wir die Zeile 
A n D C i durch 
C p ( A n D C i ) A I 
A F 
A p D C j R l . 
4. Ist C i in G Resultat einer Anwendung von R l auf ChDCj und 
C n , so treten in G" vor der Zeile A n D Q die Zeilen (1) 
A n D ( C n D C i ) u n d (2) A n 3 C n auf. Wir ersetzen dann die Zeile 
A p D C i durch 
( A n D ( C h D C 1 ) p ( ( A n D C h ) D ( A n D C i ) ) A 2 
( A n D C h ) D ( A n D C j ) R l (mit (1)) 
A n D C i R l (mit (2)). 
5. Ist C i in G Resultat einer Anwendung von R 2 auf C n = 
DDEja] , so hat Q die Gestalt D D A x E [ x ] , wobei die G K a 
nicht in Ci vorkommt, und in G" tritt der Satz (1) A n D C h vor 
A n D C i auf. 
Nach der Voraussetzung, daß für A n keine G K eliminiert wird, 
kommt entweder a nicht in A n vor, oder Q, hängt nicht von A n 
ab. Im ersten Fall ersetzen wir die Zeile 
A n D Q in G " durch 
A n A D D E[a] aussagenlogisch aus A n D C n 
A n A D D A x E [ x ] R2 
A n D (D D AxE[x] ) aussagenlogisch. 
Im zweiten Fal l gibt es eine Ableitung G " ' von Ch aus den A F 
A j , . . . , A n . j , die wir ergänzen um die Zeilen 
D D A x E [ x ] R2 (aus C h ) 
(D D AxE[x]) D ( A n D ( D 3 A x E [ x ] ) ) A I 
A n D (D D AxE[x] ) f R l 
und für die Zeile A n D C j in G" einsetzen. 
Führt man diese Ersetzungen für alle Zeilen A n D Q von G " durch, 
so ist die entstehende Satzfolge G ' eine Ableitung von A n D B aus 
A l 5 . . . , A n _ i . 
1.4 Die Adäquathe i t von L 
Der Nachweis, daß der Kalkül L eine adäqua te Formalisierung der 
P .L . darstellt, vollzieht sich im Beweis der semantischen Wider-
spruchsfreiheit und Vollständigkeit von L. 
D l . 4 - 1 : Wir nennen einen Kalkül K semantisch widerspruchsfrei 
bzgl. einer Menge von Interpretationen M genau dann, wenn alle in 
K beweisbaren Sätze durch alle Interpretationen aus M erfüllt wer-
den. K heißt vollständig bzgl. Af, wenn alle Sätze, die von allen In-
terpretationen aus M erfüllt werden, in K beweisbar sind. 
T l . 4 - 1 : L ist semantisch widerspruchsfrei bzgl. der Interpretationen 
nach D l . 2 - 1 . D.h. alle Theoreme von L sind p. l . wahr. 
Zum Beweis hat man zu zeigen: 1. Alle Axiome von L sind all-
gemeingültig, und 2. wenn alle Prämissen einer Deduktionsregel von 
L allgemeingültig sind, so gilt das auch für die Konklusion. Dieser 
einfache Nachweis sei dem Leser überlassen 3 . 
Da wir das Schema des p.l . Vollständigkeitsbeweises im folgenden 
wiederholt verwenden, wollen wir den Beweis hier angeben. 
T l . 4 - 2 : L ist vollständig bzgl. der Interpretationen nach D l . 2 - 1 . 
D.h. alle p.l . wahren Sätze sind in L beweisbar. 
3 Vgl. dazu ( K U I M . 
Der Volls tändigkei tsbeweis folgt den Gedanken von L . Henkin 
nach einer Modif ikat ion von G . Hasenjäger. 
D l . 4 - 2 : Wir nennen eine Satzmenge A L-konsistent, wenn es keinen 
Satz der Gestalt - i ( C D C ) gibt mit A h ö - i (CDC) . A heißt L-maxi-
mal, wenn A L-konsistent ist, alle Erweiterungen von A aber Z,-in-
konsistent (d.h. wenn für alle Sätze B, die nicht in A enthalten sind, 
die Mensen . 4 U J B } L-inkonsistent sind; „ u " ist das Symbol für die 
Mengenvereinigung, {B} stellt die Menge dar, die B als einziges Ele-
ment en thä l t ) . L heißt normal, wenn jeder Satz der Form A x A [ x ] 
in A enthalten ist, für den die Sätze A[a] für alle G K a in A enthal-
ten sind. 
Ist A eine unendliche Satzmenge, so soll A | - B gelten genau 
dann, wenn es eine endliche Teilmenge Ä von A gibt mit Ä h B. 
Der Beweis von T l . 4 - 2 vollzieht sich nun in drei Schritten. Wir 
zeigen: 
1. Ist der Satz A nicht in L beweisbar, so ist die Menge ( - > A ! 
l-konsistent. 
2. Z u jeder /,-konsistenten Satzmenge A, in deren Elementen un-
endlich viele G K nicht vorkommen, gibt es eine normale Z-ma-
ximale Menge B mit A C B. 
3. Z u jeder normalen Z,-maximalen Menge B gibt es eine Inter-
pretation die genau die Sätze aus L erfüllt. 
Danach gilt: Ist A nicht in L beweisbar, so gibt es eine Interpreta-
tion <I>, die -i A erfüllt, d.h. A falsch macht. Ist also A nicht be-
weisbar, so ist A nicht allgemeingültig. Ist also A allgemeingültig, 
so ist A auch in L beweisbar. 
Z u (1): Wäre { - . A } Z-inkonsistent, wo würde gelten A ;-Q - , ( C D C ) , 
also nach T l .3 -1 | , A D - i ( C D C ) , also i - ( O C ) D A , also 
C D C r - A , also h - A , irn Widerspruch zur Annahme, A sei in L nicht 
beweisbar 4 . 
Zu (2): Es sei A l 5 A 2 , . . . eine Abzahlung aller Sätze von L , 
a l 5 a 2 , . . . eine Abzahlung aller G K von L. Wir setzen A0=A, 
An+i = AnU {B[a] Z) AxB[x]} , wenn A n + ] die Gestalt AxB[x ] hat; 
a sei die erste G K der Folge a! ,a 2 , . . . , die weder in A x B [ x ] noch 
in den Sätzen aus An vorkommt. (Da in A unendlich viele G K nicht 
vorkommen, gibt es immer solche neuen G K . ) Andernfalls sei 
^ n + i ^ n - E s sind nun alle Mengen AnL-konsistent. Das gilt nach 
Voraussetzung für A0 und gilt es für ^ n , s o auch für ^ n + i : Ist 
Wir setzen hier die Gültigkeit einiger prädikatenlogischer Theoreme in L vor-
aus. Vgl. dazu die Beweise in (EL). 
An+x=Aniso ist das trivial, ist An+1 = AnU {B[a] D AxB[x]}, so 
folgt aus der L-Inkonsistenz von A n + l die L-Inkonsistenz von An: 
Aus 
4 n , B [ a ] D AxB[x ] ro ~(CDC) folgt nach T l . 3 - 1 
4 n \Q (B[a] D AxB[x]) D - n ( C D C ) , also 
^ n k ( C 3 C ) 3 - i (B[a ] D AxB[x] ) , mit R 2 also 
An ho ( C D C ) D A x - i ( B [ x ] D AxB[x] ) (a soll nicht in C vorkom-
men), also 
An ; ^ ( C 3 C ) D -n(AxB[x] D AxB[x] ) , da in L das Theorem gilt 
A X ( A [ X ] A B ) D A X A [ X ] A B 5 , also wegen H C D C 
An fö ^ ( A x B [ x ] D AxB[x]) . 
Sind aber alle ^4 n Z,-konsistent, so auch deren Vereinigung 
Ä = U ^4 n , d.h. die Menge Ä, die alle Sätze enthäl t , die in minde-
stens einer der Mengen An enthalten sind. Denn würde gelten 
Ä '\-Q - n ( C D C ) , so gäbe es eine endliche Teilmenge A" von Ä mit 
A" \Q - I ( C D C ) , und wenn m die höchs te Nummer eines Satzes aus 
A" in der Abzahlung A l 5 A 2 , . . . ist, würde dann auch gelten 
^ m h r - i ( C D C ) . 
Wir erweitern nun Ä wie folgt zu einer L-maximalen Menge B. 
Es sei BQ = Ä und Bn+\ = 2? n U{A n +i( , falls diese Menge L-konsistent 
ist; sonst sei Bn+\=Bn. Es sei B = UBn. Dann sind die Bn L-konsistent 
nach Konstruktion, und die L-Konsistenz von B ergibt sich wie die 
von Ä oben. 
B ist nun L-maximal , denn ist der Satz A n nicht in B, so ist 
/?n_lU{A n } L-inkonsistent, also auch Z?U{A n}. 1st also A n mit B ver-
träglich (d.h. ist Z?U{A n ) L-konsistent), so ist A n in Z?n, also auch in 
B enthalten. 
Für das folgende ist es auch wichtig zu bemerken: Gibt es Sätze 
B i , . . . , B n aus mit B t , . . . , Bn D , so ist DeB\ d.h. B ist de-
duktiv abgeschlossen Denn wäre D nicht in 2?, so wäre Bu{D\ 
L-inkonsistent, es gäbe also Sätze Eu . . . , E m aus B mit 
E i , . . . , E m , D r ö - , ( C D C ) , also würde gelten B ^ . . . , B n , 
E ^ . . . , E m 7Q - i ( C D C ) , d.h. B wäre L-inkonsistent. 
B ist auch normal, denn sind die Sätze B[a]eZ? für alle G K a, so 
ist nach Konstruktion von An — AxB[x ] sei der Satz A n — B[a] D 
AxB[x] in Z?n, also in B\ wegen der deduktiven Abgeschlossenheit 
von B ist dann aber auch A x B f x ] in B. 
Zu ( 3 ) : Es sei U die Menge der natürl ichen Zahlen 1 , 2 , . . . Wir 
definieren eine Interpretation <i> über U durch die Festlegungen 
c D ( a t H für alle G K , 4>(F)={.fn1, . . . , n m > : F ( a n f . . . , a n J e B } für 
alle m-stelligen P K F. Es ist dann für alle Sätze A : <I>(A)=w genau 
5 Vgl. (EL), 10. 
dann, wenn Aeß. Das beweisen wir durch Induktion nach dem Grad 
g von A : 1st g=0, so gilt: Ist <I>(F(an , . . . , a n ))=w, so ist 
<Ka n i ) , . . . , <J>(anm)e<KF), also also 
F{a n , . . . , a l l m )e#. Ist umgekehrt F ( a n , . . . , a n )eB, so gilt 
n , , . ! . , n m e 4 ^ F ) , also 4>(an ) , . . . , ^ a n ) e ^ ( t ) , also 
c K F ( a n i , . . . , a n m ) ) = w . 
Ist die Behauptung bereits bewiesen für alle Sätze mit Graden 
<n, so gilt sie auch für alle Sätze A vom Grad n+1: Hat A die Ge-
stalt - ! B, so gilt: <£>(—, B)=w genau dann, wenn 4>(B)=f, nach Induk-
tionsvoraussetzung also genau dann, wenn nicht BeB. Wegen der 
Maximali tä t von B gilt dann B ^ - , B, also wegen der deduktiven 
Abgeschlossenheit - , BeB. Wegen der Konsistenz von B gilt umge-
kehrt auch - i BeB nur dann, wenn B nicht in B ist. Hat A die Ge-
stalt B D C , so gilt: $ (BDC)=w genau dann, wenn <J>(B)=f oder 
3>(C)=w, also nach Induktionsvoraussetzung genau dann, wenn nicht 
Bei? oder CeB. Ist CeB, so wegen C B D C auch B D C . Ist B nicht 
in B, so BeB, wegen -n B \-6 B D C also B D C in B. Ist B D C umge-
kehrt in B, so ist B nicht in B, oder wegen der deduktiven Abge-
schlossenheit und R l CeB. 
Hat A endlich die Gestalt A x B [ x ] , so gilt: Ist $(AxB[x])=w, so 
gilt 3>(B[a])=w für alle G K a, also nach Induktionsvoraussetzung 
B[a]ei? für alle a, also wegen der Normal i tä t von B AxB[x]e/?. Ist 
AxB[x] umgekehrt in B, so gilt wegen der deduktiven Abgeschlos-
senheit B[a]e# für alle G K a, also nach Induktionsvoraussetzung 
$(B[a])=w für alle a. Wäre <2>(AxB[x])=f, so gäbe es ein <£' mit 
$'=<!> und <S>'(B[b])=f für eine G K b, die in AxB[x ] nicht vor-
kommt. Ist 4>'(b)=n, so würde nach dem Überführungstheorem 
Tl .2 -2 aber gelten: 3>(B[an])=f, so daß wir einen Widerspruch er-
hielten. 
Aus Tl .4-1 und T l . 4 - 2 folgt mit dem Deduktionstheorem sofort 
das Korollar 
Tl .4-3 : Die Ableitbarkeitsbeziehung A h . . . , A n r ö - B gilt in L ge-
nau dann, wenn der Schluß A j , . . . , A n -+ B p . l . gültig ist. 
1.5 Ident i tä t 
Wenn man Aussagen über die Ident i tä t von Gegens tänden machen 
wi l l , so hat man zur Sprache L das Ident i tä t ssymbol = hinzuzuneh-
men und m u ß die Formregeln D l . 1-1 ergänzen um die Bestimmung 
f) Sind s und t Terme, so ist (s = t) ein Satz. 
Wir definieren 
Dl.5-1: s ± t := ^(s = t). 
Die so aus L entstehende Sprache sei LI. Wir kürzen „Identi tätslo-
gik" durch „ I . L . " ab, und „ident i tä ts logisch" durch „i . l ." . 
Wir definieren für LI Interpretationen durch: 
Dl.5-2: Eine Interpretation von LI ist eine p . l . Interpretation 4> (im 
Sinne von Dl .2 -1 ) , für die gilt: 3>(s=t) = w genau dann, wenn 
<f>(s) = 3>(t). 
A u c h für solche Interpretationen gilt das Koinzidenz- und das 
Überführungstheorem. Die i . l . Wahrheit und Gültigkeit wird in Ent-
sprechung zu D l . 2 - 2 und D l . 2 - 3 definiert. 
Den p. l . Kalkül L ergänzen wir zu einem i . l . Kalkül LI durch 
Hinzunahme der Axiome 
A 5 : a=a 
A 6 : a=b D (A[a] D A[b]). 
Die Geltung des Deduktionstheorems wird dadurch nicht berührt. 
Aus A 5 und A 6 folgt 
T l : a) a=b D b=a 
b) a=b A b=c D a=c 
c) a=b D (A[a] = A[b]), 
wie man leicht beweist. 
Es gilt nun der Satz 
T l . 5 - 1 : Der Kalkül LI ist semantisch widerspruchsfrei und vollstän-
dig. 
Die Widerspruchsfreiheit ergibt sich wieder in einfacher Weise. 
Die Vollständigkeit beweist man wie folgt: 
Es sei A ein in LI nicht' beweisbarer Satz. Nach dem Beweis von 
T l . 4 - 2 gibt es dann eine p.l . Interpretation 4> über der Menge U der 
natürl ichen Zahlen mit *(A)=f, die alle Axiome von LI erfüllt. Da-
bei wird „ = " wie eine 2-stellige P K interpretiert. Zu konstruieren 
wir nun eine i . l . Interpretation 4>' mit 4>'(A)=f. 4>(=) ist nach A 5 , 
A 6 eine Äquivalenzrelat ion p auf der Menge U . Es sei 
[n]= {m: p (n , m)} und n* ein ausgezeichnetes Element aus [nj. Lf 
sei { n * : n e ü } und wir definieren 4>' über U ' durch die Festsetzungen 
4>'(an)=n* * ' (F )={<n*„ . . . , n*m>: cD(F(a n* a n * J ) = w } für alle 
m-stelligen P K F . Es ist dann 4 > ' ( a n = a m ) = w genau dann, wenn 
4>'(an), <I>'(am)e<$>'(F), d.h., wenn <J>(an*=am*)=w, d.h. wenn p(n* m*), 
also wenn n*=m*, d.h. wenn ^ ' ( a ^ ^ ' ^ m ) . i s t a ^ s o ß i n e Inter-
pretation im Sinne von D l . 5 - 2 . Wir zeigen nun durch Induktion 
nach dem Grad g von B, daß für alle Sätze B von LI gilt 
<J>'(B)=<S>(B), also speziell <S>'(A)=<I>(A)=f: 1st g = 0 , so hat B 
die Gestalt F ( a n , . . . , a n m ) und es gilt: $ ' ( F ( a n , . . . , a„ ))=w 
genau dann, wenn 4>'(an ) , . . . , $ ' ( a n m ) e$'(F)> d.h. wenn 
4>(F(a n* , . . . , a n * ) ) - w . Das gilt aber genau dann, wenn 
* ( F ( a =w ist; denn es gilt p ( n , , n,*), . . . , p ( n m , n m * ) 
und aus p(n{,n-) folgt 4>(an.=anj)=w, wegen $(a n .=a n . D 
( F C a ^ , a n . , . . . , a n J = F ( a n . . . , a n . , . . . , a n J ) ) = w also 
4>(F(a n i , . . . , a n . , . . . , a n f n ) ) = $ ( F ( a n i , . . . , a n j , . . . , a n m ) ) . Ist die 
Behauptung bereits bewiesen für alle g<n und ist nun g=n+l, so 
hat B die Gestalt C, C D D oder A x C [ x ] . In den ersten beiden Fäl-
len folgt die Behauptung in einfacher Weise aus der Induktionsvor-
aussetzung. Ist <!>'(AxC[x])=f, so gibt es ein <I>'+ mit 4>'+f3> und 
<f>'+(C[a])=f (a komme in AxC[x] nicht vor). Wählt man so, daß 
gilt 4> = <£ und <^+(a)=^>'+(a), so gilt nach Induktionsvoraussetzung 
(angewandt nun auf 3>+ und <£+(C[a])^=f, also <p(AxC[x])=f. Um-
gekehrt schließt man ebenso, wobei man setzt 3>'+(a)=<l>+(a)* 
Damit ist die Vollständigkeit von LI bewiesen. 
Es gilt auch wieder 
Tl .5-2 : Die Ableitbarkeitsbeziehung A i , . . . , A n ^ B gilt in LI ge-
nau dann, wenn der Schluß A i , . . . , A n ~HB i . l . gültig ist. 
1.6 Kennzeichnungen 
Wenn man Ausdrücke der F o r m „dasjenige Ding, für das gilt: es ist 
ein . . . " formalisieren wi l l , m u ß man zu der Sprache LI den Kenn-
zeichnungsoperator t hinzunehmen und die Formregeln D l . 1-1 ergän-
zen um die Bestimmung 
g) Ist A[a] ein Satz, a eine G K und x eine G V , die in A[a] nicht 
vorkommt, so ist t xA[x ] ein Term. 
Die so aus LI entstehende Sprache sei LK. 
Definiert man 
Dl.6-1 . V ^ x A [ x ] := V x A y ( A [ y ] = y=x), 
so stellt V ^ x A j x ] die Normalbedingung für die Anwendung des 
Kennzeichnungsterms txA[x] dar. Es ist aber praktisch, Kennzeich-
nungsterme nicht nur zu interpretieren, wenn diese Normalbedin-
gung erfüllt ist, sondern ihnen auch für - i V s 1 x A [ x ] ein Objekt zu-
zuordnen, das sie bezeichnen. Andernfalls müßte man mit partiellen 
Interpretationen arbeiten 6 . 
Wir legen daher fest: 
Dl.6-2: Eine Interpretation von LK über dem Bereich U ist eine i . l . 
Interpretation <f> ( im Sinne von Dl .5 -2 ) über U , für die gilt: 
Vgl. dazu den Abschnitt 7.1. 
Gibt es genau ein <£' mit und <I>'(A[a])=w, s o s e i c|>(ocA[x])= 
3>'(a) für dieses <£'. Andernfalls sei <l>(ixA[x]) = <£(a 0 ) . 
Dabei sei a eine G K , die in txA[x] nicht vorkommt, und a 0 sei eine 
feste G K von LK. 
Die Gültigkeit des Koinzidenz- und Überführungstheorems bleibt 
erhalten, k . l . Wahrheit und k . l . Gültigkeit werden entsprechend wie 
in D l . 2 - 2 und D l . 2 - 3 erklärt , „k . l . " , bzw. „ K . L . " steht für „kenn-
zeichnungslogisch", bzw. „Kennzeichnungslogik" . 
Wir erhalten aus LI einen Kalkül der K . L . LK, indem wir die 
Axiome hinzunehmen: 
A 7 : ixA[x]=b = V ^ x A f x J A A t b ] v - , V " 1 xA[x ]Ab=a 0 
A 8 : txA[x]=b D (B[b] D B[ txA[x] ]). 
A 7 stellt eine Definit ion für Kennzeichnungsterme dar, durch die 
die Interpretation solcher Terme im Sinne von D l . 6 - 2 eindeutig fest-
gelegt wird. Jede i . l . Interpretation, die A 7 erfüllt, ist also eine 
k . l . Interpretation ( im Sinne von D l . 6 - 2 ) . Daneben benöt igen wir 
noch A 8 , da wir in A 6 das Substitutionsprinzip nur für G K formu-
liert haben. 
In LK gelten nun folgende Sätze 
T2: A x A [ x ] D A[s ] (für beliebige Terme s von LK). 
Beweis: Ist s eine G K , so gilt die Behauptung nach A 4 . Hat s 
die Gestalt txB[x], so finden wir: Aus A 7 folgt mit R 2 
A y ( V = 1 x B [ x ] A B [ y ] v -n V = 1 x B [ x ] A y = a 0 D txB[x]=y), also 
V y ( V = 1 x B [ x ] A B [ y ] v - V = 1 x B [ x ] A y = a 0 ) D Vy(txB[x]=y), 
also 
V ^ x B t x j A V y B I y ] v - V = l x B [ x ] A V y ( y = a 0 ) D Vy( txB[x]=y) , 
wegen 
V = 1 x B [ x ] 3 V y B [ y ] , V ^ x B f x ] v - V ^ x B t x ] und 
Vy(y=a 0 ) , also Vy(txB[x]=y) . Ferner gilt 
AxA[x ] A V y ( txB[x ]=y) D Vy( txB[x]=yAA[y]) , wegen A 8 gilt 
Ay(txB[x]=y D (A[y] D A [ t x B | x ] ] ) ) , also 
A x A [ x ] D A[ txB[x] ] . 
T 3 : A[s] D V x A [ x ] . 
Das folgt sofort aus T2 . 
T4: a) s=s 
b) s=t D (A[ s ] D A [ t ] ) 
c) s=t D t=s 
d) s=t A t=r D s=r 
Beweis: (a) Aus A 5 folgt Ax(x=x) , mit T2 also s=s. Ebenso erhält 
man (b) aus A 6 und (c), (d) aus T l . 
T 5 : B[txA[x] ] = xA[x] A V X ( A [ X ] A B [ X ] ) V , V ^ 1 x A [ x ] A B [ a 0 J . 
Beweis: B [ Ü C A [ X ] ] D V y ( a A [ x ] = y A B [ y ] ) mit T3 , T4a 
B[exA[x] j D V y C C X ^ x A f x ^ A t y ] v V " 1 xA[x ]Ay=a 0 ) 
A B[y]) nach A 7 , also 
B[ txA[x] ] 3 ^ ^ x A t x j A V y C A t y j A B f y ] ) V 
V = 1 x A [ x ] A B [ a 0 ] . 
N T ^ A t x l A V y C A l y j A B l y ] ) 3 Vy( txA[x]=yAB[y]) nach A 7 
V = 1 x A [ x ] A V y ( A [ y ] A B [ y ] ) 3 B[ txA[x] ] A 8 . 
V ^ ^ A t x j A B t a o ] 3 Vy( txA[x]=yAB[y] nach A 7 
--, V ^ ' x A f x j A B f a o ] 3 B[ ixA[x]] A 8 . Also 
N T ^ A W A V x C A t x l A B l x D v - n ^ ^ A l x l A B l a o ] 3 B[ ixA[x ] ] . 
Es wäre natürl ich einfacher gewesen, A 4 , A 5 und A 6 gleich in 
der F o r m T 2 , T4a und T4b zu formulieren und sich mit A 7 oder 
dem gleichwertigen T5 als einzigem Kennzeichnungsaxiom zu begnü-
gen. Durch unser Vorgehen wollen wir jedoch die Behandlung von 
KennzeJchnungstermen in der Modallogik verbereiten. 
T l . 6 - 1 : Der Kalkül LK ist semantisch widerspruchsfrei und vollstän-
dig. 
Die Vollständigkeit ergibt sich so: A ' sei derjenige Satz, der sich 
aus A durch Eliminat ion der Kennzeichnungsterme nach T5 ergibt. 
Ist A z.B. der Satz A x F ( t y G ( y , tzH(z, y ) ) , x) , so gilt nach T5 
A - V ^ y G f r , (zH(z, y ) ) A V y ( G ( y , i zH(z , y ) ) A A x F ( y , x ) ) v 
- , V ^ y G t y , tzH(z, y ) ) A A x F ( a 0 , x) , also A = V ^ y O ^ z H f o y) 
A V z ( H ( z , y ) A G ( y , z ) ) v - , \ r l z H ( z , y ) A G ( y , a 0 ) ) A V y ^ z H C z , y) 
A V z ( H ( z , y )AG(y , z) )v-n V ^ zH(z , y )AG(y , a 0 ) )AAxF(y , x ) ) v 
- V V ^ y O ^ z H f o y ) A V z ( H ( z , y )AG(y , z ) )v - . V ^ z H f e y)AG(y, a 0 ) ) 
A A x F ( a 0 , x). Dieser letztere Satz ist A' . Ist nun A k . l . wahr, so ist 
auch A ' k . l . wahr; da A ' keine Kennzeichnungsterme mehr enthäl t , 
ist A ' dann i . l . wahr, also nach T l .5 -1 in LI beweisbar, und daher 
auch in LK. 
1.7 Existenz 
Wir wollen in die Sprache LK auch ein Exis tenzprädikat E (x ) ein-
führen, so daß ein Satz E(s) besagt, daß das durch s bezeichnete 
Objekt existiert. Wir fassen also den Bereich U , den universe of 
discourse, den wir den Interpretationen <f> zugrundegelegt haben, als 
Menge der möglichen Objekte auf, und zeichnen eine Teilmenge U ' 
von U als Menge der existierenden Objekte aus. Es soll gelten 
*(E)=U' . 
E in solcher Ansatz wird durch folgende Überlegungen nahegelegt: 
In natürlichen Sprachen kommen Ausdrücke vor, die syntaktisch als 
Eigennamen charakterisiert sind, die aber keine existierenden Objek-
te bezeichnen, sowie Eigennamen für nicht mehr existierende Objek-
te, z .B. für nicht mehr lebende Personen. Die Sätze ,,Odysseus ging 
in Ithaka an Land" , „Pegasus ist ein geflügeltes Pferd", „Sokrates 
war der Lehrer Piatons", „Nixon erinnert sich an Eisenhower" sind 
Beispiele für die sinnvolle Verwendung solcher Namen, die keine 
(gegenwärtig) existierenden Objekte oder Personen bezeichnen. 
Kommen nun in LK Namen für solche Objekte vor, so kann man 
wegen der Allgemeingültigkeit des Prinzips A[s] D V x A [ x ] den Quan-
tor V x nicht mehr lesen als „Es existiert ein Ding x, für das gilt: 
. . .". V x A [ x ] besagt nur mehr, daß es ein mögliches Ding mit der 
durch A[x] ausgedrückten Eigenschaft gibt. U m über existierende 
Dinge zu quantifizieren, wird man daher andere Quantoren verwen-
den. 
Es sei LKE die um die einstellige P K E erweiterte Sprache LK. 
In LKE definieren wir: 
Dl.7-1 a) A . x A [ x ] := A x ( E ( x ) D A[x]) 
b) V . x A [ x ] := n A . x n A [ x ] 
c) i .xAfx] := ix(E(x)AA[x]) 
d) V = 1 x A [ x ] := V x A . y ( A [ y ] = y=x). 
Den Interpretationsbegriff für LKE definieren wir nun so: 
Dl.7-2: Eine Interpretation von LKE über dem nichtleeren Bereich 
U möglicher Objekte und dem (evtl. leeren) Bereich U ' existierender 
Objekte mit U ' C U ist eine k . l . Interpretation <$> über U , für die gilt 
<f>(E)=U'. 
Da wir keine speziellen Annahmen über E machen ( U ' kann leer 
sein, kann aber auch mit U zusammenfallen), setzen wir keine A x i o -
me für E an. Es gelten nach Dl .7 -1 folgende Theoreme: A . y ( A [ y ] D 
V.xA[x] ) und A[t]AE(t) D V . x A f x ] , aber nicht A[t ] D V . x A [ x ] ; 
A . y ( A . x A [ x ] D A[y]) und A . x A [ x ] A E(t) D A[ t ] , aber nicht 
A . x A [ x ] D A[ t ] ; V = l x A [ x ] D A . x ( A [ x ] = x=i.yA[y]), aber nicht 
V = l x A [ x ] D A x ( A [ x ] = x=i.yA[y]). 
Ferner gilt das Prinzip A . x A [ x ] D V . x A [ x ] nicht. 
Es gilt der Satz 
T l . 7 - 1 : Ist A ein k . l . wahrer Satz von LK, in dem keine G K vor-
kommt, und geht A * aus A hervor, indem man alle Vorkommnisse 
der Operatoren A, V und i durch solche von A . , V . und t. ersetzt, 
so ist auch der Satz V . x ( B [ x ] v - B[x]) D A * für beliebige B[x] k . l . 
wahr. 
Beweis: Gibt es eine Interpretation <b über U und U ' von LKE, 
die den Satz V . x ( B [ x ] v - ,B [x ] ) D A * nicht erfüllt, so ist U ' wegen 
4>(V.x(B[x ]v - ,B[x ] ) )=w nicht leer. Ist <£>' eine k . l . Interpretation 
von LK über U ' , für die gilt $'(a)=<!>(a) für <Ha)eU' und 
<I>'(F)= {<ai, . . . , On>: c^eU' A . . .A a n e l i ' A a u . . . , ane<S>(F)}, so gilt 
für alle Sätze C, die nur G K a enthalten mit $ (a )eU ' : $'(C)=$(C*), 
wo C*, wie in Tl .7 -1 angegeben, aus C entsteht. Es gilt dann wegen 
4>(A*)=f also 4>'(A)=f, so daß A nicht k . l . wahr ist. Man beweist die 
Behauptung 3>'(C)=3>(C*) leicht durch Induktion nach dem Grad 
von C. 
2 N o t w e n d i g k e i t 
2.1 Modalbegriffe 
Die Modallogik im engeren Sinn des Wortes - im weiteren Sinn 
kann man alle intensionalen Logiksysteme als „modal logisch" be-
zeichnen — befaßt sich mit Aussagen über Notwendigkeit, Möglich-
keit, Unmöglichkei t und Kontingenz. Diese vier Begriffe heißen 
Modalbegriffe. 
Die Wörter „ n o t w e n d i g " , „mög l i ch" etc., bzw. „notwendigerwei-
se", „mögl icherweise" etc. sind Adjektive, bzw. Adverbien, die 
Sachverhalte oder Attribute charakterisieren. Betrachten wir die 
Sätze 
1) Es ist möglich, daß Fritz kommt. 
2) 2+2 ist notwendigerweise 4. 
3) Fritz ist ein möglicher Kandidat für den Posten 
4) Es ist Hans möglich zu kommen 
5) Skifahren ist möglich 
In (1) und (2) charakterisieren „mög l i ch" und „no twendigerweise" 
Sachverhalte (daß Fri tz kommt, bzw. daß 2+2=4 ist). In diesen Fäl-
len k ö n n e n wir die Sätze immer in der Normalform „Es ist notwen-
dig (möglich, unmögl ich, kontingent), daß . . ." schreiben, wo „ . . ." 
für einen (vollständigen) Satz steht. Das geht aber nicht ohne wei-
teres auch in den Fällen (3) bis (5), in denen „mög l i ch" sich auf 
ein Prädikat bezieht. Die Sätze 
3 ) Es ist möglich, daß Fritz ein Kandidat für den Posten ist. 
4*) Es ist möglich, daß Hans kommt. 
5') Für jeden, der Skifahren kann, gilt: es ist möglich, daß er Ski 
fährt. 
haben nicht genau dieselbe Bedeutung wie (3) bis (5). „Möglich 
sein" wird auch im Sinne von „ k ö n n e n " , „in Frage kommen" , „ge-
eignet sein", „in der Lage (fähig) sein" verwendet, und in diesem 
Sinn würde man (3) bis (5) besser so wiedergeben: 
3") Fritz ist ein geeigneter Kandidat für den Posten (kommt als 
Kandidat in Frage). 
4") Hans ist in der Lage zu kommen (kann kommen). 
5 ' ) Man kann Skifahren (Die Schneeverhältnisse erlauben es, Ski 
zu fahren). 
Solche Fälle , in denen die Wörter „mögl ich" , „ n o t w e n d i g " etc. im 
Sinne anderer, deskriptiver Ausdrücke verwendet werden und durch 
sie ersetzbar sind, sind für uns hier nicht von Interesse. Uns geht es 
nur u m Verwendungen dieser Wörter in Sätzen, in denen sie nicht 
durch andere ersetzbar sind, und solche Modalsätze können wir im-
mer in der angegebenen Normalform schreiben. 
Man kann nun je drei der vier Modalbegriffe durch den vierten 
definieren. Wir wählen die Notwendigkeit als Grundbegriff. Schreiben 
wir 
N A für Es ist notwendig, daß A, 
M A für Es ist möglich, daß A, 
U A für Es ist unmöglich, daß A, und 
C A für Es ist /contingent, daß A, 
so k ö n n e n wir definieren 
M A := - , N ( - i A ) 
U A := N ( - A ) 
C A := - , N A A n N ( n A ) . 
E in Sachverhalt ist unmöglich, wenn er notwendigerweise falsch 
ist; er ist möglich, wenn er nicht unmögl ich ist, d.h. wenn es nicht 
notwendig ist, daß er falsch ist; und er ist /contingent, wenn er we-
der notwendig noch unmögl ich ist. 
Neben den vier angegebenen Modalbegriffen gibt es noch andere 
interessante Begriffe, die sich mit ihnen definieren lassen, wie z.B. 
die strikte Implikation, die man durch N ( A D B ) darstellen kann. 
Die vier Symbole N , M , U , C bezeichnen wir als Modaloperatoren 
Modalopratoren sind Satzoperatoren, d.h. sie werden auf ganze Sät-
ze angewendet und erzeugen aus ihnen neue Sätze. Die Modalbegrif-
fe beziehen sich dagegen auf Sachverhalte oder Propositionen. Es 
sind also Sachverhalte, die notwendig, möglich, unmögl ich oder kon-
tingent sind. Der Kürze wegen sagt man aber auch oft, ein Satz sei 
notwendig, möglich etc., ebenso wie man neben Sätze auch Sachver-
halte als wahr oder falsch bezeichnet. Man kann ja festlegen: E in 
Satz ist notwendig (möglich, wahr etc.) genau dann, wenn der Sach-
verhalt notwendig (möglich, wahr etc.) ist, den er ausdrückt . 
Was soll es nun heißen, wenn wir sagen, ein Sachverhalt p sei not-
wendig? Das heißt zunächst , daß p nicht nur tatsächlich (zufällig) 
wahr ist, sondern gar nicht falsch sein könn te . Aber es gibt verschie-
dene Aspekte, unter denen man sagen kann, ein Satz könne nicht 
falsch sein: 
a) Analytische Notwendigkeit: Im engsten Sinn ist ein Satz notwen-
dig, wenn seine Wahrheit sich aus seiner Bedeutung ergibt; wenn er 
eine Bedeutungswahiheit darstellt. E i n solcher Satz gilt unabhängig 
von Tatsachenfragen, d.h. unter allen (konsistenterweise) denkbaren 
Umständen. Al le logisch wahren Sätze und alle mathematischen The-
oreme sind analytisch no wendig, daneben aber auch Sätze wie „Alle 
Junggesellen sind unverheiratet" oder „Was rot ist, ist nicht grün", 
etc. 
b) Naturgesetzliche Notwendigkeit: In einem weiteren Sinn ist ein 
Satz notwendig, wenn er zwar nicht aufgrund seiner Bedeutung wahr 
sein m u ß , wenn es also denkbar ist, daß er falsch ist, wenn aber die 
Annahme, er sei falsch, den Naturgesetzen widerspricht. In diesem 
Sinn gilt z .B. der Satz „Es ist notwendig, daß die Geschwindigkeit 
eines Körpers kleiner ist als die Lichtgeschwindigkeit" oder „Es ist 
notwendig, daß in einem Kreisleiter ein Strom fließt, wenn man 
einen Magneten h indurchführ t" . Beide Sätze sind dagegen nicht ana-
lytisch notwendig. 
c) Notwendigkeit als naturgesetzliche Verträglichkeit: Notwendig in 
diesem Sinn ist alles, was naturgesetzlich so sein m u ß , damit die 
Welt so ist, wie sie ist. Möglich ist alles, was mit dem gegenwärti-
gen Zustand der Welt naturgesetzlich verträglich ist. Eine Aussage 
über vergangene Weltzustände ist also möglich, wenn die Welt, wie 
sie jetzt ist, nach den Naturgesetzen aus derartigen Weltzuständen 
entstanden sein könn t e . Und eine Aussage über künftige Weltzustän-
de ist möglich, wenn sich solche Zustände aus dem gegenwärtigen 
Weltzustand naturgesetzlich ergeben k ö n n t e n . Jeder Satz, der gegen-
wärtig wahr ist, ist also in diesem Sinn auch notwendig. 
d) Epistemische Notwendigkeit: In (a) bis (c) stellt sich die Notwen-
digkeit als ontische Modali tät dar. Deutet man aber z .B. N ( A ) im 
Sinne von „Es ist bekannt, daß A " , wo „bekann t sein" „wahr sein" 
impliziert, so erhält man eine epistemische Deutung von „no twen-
dig" \ 
Das sind nur einige von vielen Deutungen des Notwendigkeitsbegrif-
fes. Wir wollen uns im folgenden nicht auf eine bestimmte Deutung 
des Wortes „ n o t w e n d i g " beziehen, sondern die Modallogik als Rah-
men für verschiedene Interpretationen dieses Wortes aufbauen und 
nur gewisse formale Mindestforderungen an diese Interpretationen 
stellen. In diesen Rahmen passen alle Notwendigkeitsbegriffe, der 
1 Vgl. dazu den Abschnitt 4.5. 
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engste Begriff der analytischen Notwendigkeit und der weiteste Be-
griff, nach dem Notwendigkeit mit Wahrheit zusammenfäl l t . 
Die Modallogik geht auf Aristoteles zurück. Im Rahmen der moder-
nen Logik wurden modallogische Systeme von C I . Lewis seit etwa 
1914 e i n g e f ü h r t 2 . E in systematischer Vergleich der verschiedenen 
Systeme, eine Analyse der ihnen zugrundeliegenden Ideen und ein 
Nachweis der Adäquathe i t , speziell der Vollständigkeit dieser Syste-
me wurde jedoch erst im Rahmen der modallogischen Semantik 
mögl ich , wie er von S. Kripke und anderen seit ca. 1960 entwickelt 
worden ist. A l s eine in diesem Sinn voll ausgereifte Theorie ist also 
die Modallogik im Vergleich zur extensionalen Logik eine noch sehr 
junge Disziplin. 
2.2 Die Sprache N 
Die Sprache N der Modallogik soll eine Erweiterung der p . l . Sprache 
L sein, wie sie in 1.1 aufgebaut wurde. Diese Erweiterung ergibt 
sich dadurch, daß wir N , den modallogischen Operator für Notwen-
digkeit, als Satzoperator zum Alphabet von L hinzunehmen. 
Wir erhalten dann folgende Formregeln: 
D2.2-1: a) Jede G K von N ist ein Term von N. 
b) Ist F eine n-stellige P K und sind t l 5 . . . , t n Terme von 
N, so ist F ( t 1 } . . . , tn) ein (Prim-) Satz von N. 
c) Ist A ein Satz von N, so sind auch —, A und N A Sätze 
von N. 
d) Sind A und B Sätze von N, so ist auch ( A D B ) ein Satz 
von N. 
e) Ist A[a] ein Satz, a eine G K und x eine G V von N, die 
in A[a] nicht vorkommt, so ist A x A [ x ] ein Satz von N. 
Wir übernehmen die Klammerregeln und die Definitionen D l . 2 - 2 
von L für N. Der Operator N soll s tärker binden als die aussagen-
logischen Operatoren. Für N ( A A B ) k ö n n e n wir also nicht N A A B 
schreiben. 
D2.2-2: 1) Wir definieren den Modalgrad - kurz M G - von Sätzen so: 
Vgl. insbesondere Lewis und Langford (32). - Für die historische Entwick-
lung der Modallogik vgl. z.B. l.M. Bochenski (56) und W. und M. Kneale (62). 
Die gegenwärtig wohl beste moderne Darstellung der Modallogik ist Hughes 
und Cresswell (68). 
a) Alle Primsätze haben bzgl. aller Vorkommnisse von 
G K in ihnen den M G 0 . 
b) Hat A bzgl. eines Vorkommnisses einer G K den M G 
n, so hat - A bzgl. dieses Vorkommnisses den M G n 
und N A den M G n+1. 
c) Hat A , bzw. B bzgl. eines Vorkommnisses einer G K 
den M G n, so auch ( A D B ) . 
d) Hat A[a] bzgl. eines Vorkommnisses einer G K den 
M G n, so auch A x A [ x ] (falls dieses Vorkommnis nicht 
durch x ersetzt worden ist). 
2) E i n Satz A[a] hat bzgl. a den M G n, wenn n das Maxi-
mum der M G von A[a] bzgl. derjenigen Vorkommnisse 
von a ist, die in A [ * j nicht enthalten sind. 
3) Eine Satzform A [ x ] hat bzgl. x denselben M G wie A[a] 
bzgl. a. 
4) E i n Satz A hat den M G n, wenn n das Maximum der 
M G von A bzgl. aller Vorkommnisse von G K in A ist. 
2.3 Intensionen 
Modaloperatoren sind im Gegensatz zu den aussagenlogischen Satz-
operatoren nicht extensional, d.h. der Wahr he its wert eines Satzes 
N A hängt nicht nur vom Wahrheitswert von A ab. Wenn ich weiß, 
daß A wahr ist, so weiß ich damit noch nicht, ob N A wahr ist 
oder falsch. Und wenn man in dem Satz „Es ist notwendig, daß 
2+2=4 ist" den Satz „ 2 + 2 = 4 " durch den ebenfalls wahren Satz 
„Florence Nightingale starb 1910" ersetzt, so änder t sich sein Wahr-
heitswert. Daher lassen sich Sätze der F o r m N A mithilfe der prädi-
katenlogischen Semantik nicht so interpretieren, daß die Ar t und 
Weise deutlich wird, wie die Bedeutung von N A von der Bedeutung 
von A abhängt . Ist <J> eine Interpretation im Sinne von D l . 2 - 1 , so 
hängt <J>(NA) nicht nur von <I>(A) ab, so daß sich <t>(NA) nicht re-
kursiv bestimmen läßt. Extensionale Interpretationen, wie die nach 
D l . 2 - 1 , ordnen den wohlgeformten Ausdrücken einer Sprache nur 
Extensionen zu: den Termen Objekte, den n-stelligen P räd ika ten 
Mengen von n-tupeln von Objekten, den Sätzen Wahrheitswerte. Da 
Wir definieren: 
D2.2-3: a) M A := N A . 
b) C A := M A A M n A . 
c) A 3 B := N ( A D B) 
d) A = B := N ( A = B) 
( A ist möglich) 
(A ist kontingent) 
(Strikte Implikation) 
(Strikte Äquivalenz) 
die Extension von N A aber nicht nur von der Extension von A ab-
häng t , genügt die Zuordnung von Extensionen nicht mehr für eine 
rekursive Definition der Extensionen von Ausdrücken, die Modalope-
ratoren enthalten, und man m u ß zu Interpretationen übergehen, die 
den Ausdrücken auch so etwas wie Bedeutungen zuordnen. 
Es stellt sich also die Frage, was für eine Ar t von Ent i t ä ten Be-
deutungen sind, bzw. wie man Bedeutungen logisch darstellen kann. 
M a n kann sagen, daß eine extensionale Interpretation $ die 
Wahrheitswerte der Sätze in unserer Welt festlegt. Es war nun Car-
naps Idee, informationsreichere Interpretationen so zu bestimmen, 
daß sie die Wahrheitswerte der Sätze nicht nur in einer, nämlich 
unserer Welt, der „wi rk l i chen" Welt, festlegen, sondern ihre Wahr-
heitswerte in allen möglichen Welten. Eine mögliche Welt ist dabei 
nicht als ein ferner Kosmos zu denken, sondern als unsere Welt, wie 
sie aussehen k ö n n t e , wenn sie nicht so beschaffen wäre, wie sie ist. 
Irreale Redeweisen sind uns allen geläufig; wir reden davon, was hät-
te passieren können , wenn nicht die und die Ereignisse eingetreten 
wären . Wir reden dabei über mögliche Sachverhalte. Wie unsere Welt' 
nach Wittgenstein „alles ist, was der Fal l ist", d.h. die Menge der 
ta tsächl ich bestehenden Sachverhalte, so ist eine mögliche Welt 
nichts anderes als eine Menge möglicher Sachverhalte. Wenn man 
über unsere Welt redet, so redet man über bestehende Sachverhalte, 
d.h. Tatsachen; wenn man über mögliche Welten redet, so redet 
man über mögliche Sachverhalte, d.h. über Sachverhalte, die entwe-
der bestehen oder bestehen k ö n n t e n , wenn die Welt anders aussähe, 
als es der Fa l l ist. Wenn man den Unterschied zwischen Sachverhalt 
und Tatsache (als bestehendem Sachverhalt) macht, so kann man 
sich auch das Wort „mög l i ch" sparen und „Sachverha l t " für „mög-
licher Sachverhalt" sagen, und „Wel t" statt „mögliche Welt". Eine 
mögliche Welt ist dann eine Menge von Sachverhalten, die logisch 
konsistent ist und in dem Sinn vollständig, daß für jede Tatsache 
in unserer Welt sie selbst oder ihre Negation in dieser Menge enthal-
ten ist, Sie stellt also eine konsistente und komplette fiktive Erzäh-
lung über diese Welt d a r 3 . 
Carnaps Überlegung war nun diese: Wenn man die Bedeutung 
eines Ausdrucks kennt, so kann man prinzipiell in allen möglichen 
Welten (unter allen Urnständen) seine Extension feststellen. Wenn 
ich den Sinn eines Eigennamens kenne, kann ich unter beliebigen 
Umständen feststellen, welches Objekt er bezeichnet. Und wenn ich 
die Bedeutung eines Prädikats wie „ r o t " kenne, d.h. weiß, daß es 
3 Vgl. dazu auch I>. Lewis (73), 4.1. 
für die Eigenschaft , r o f steht, so kann ich unter allen Umständen 
kraft der Fähigkeit , rote und nicht rote Dinge zu unterscheiden, sa-
gen, auf welche Dinge dieses Prädikat zutrifft. Weniger subjektiv 
formuliert: Wenn die Bedeutung eines Ausdrucks festliegt, liegen 
auch seine Extensionen in allen möglichen Welten fest. Das ist zu-
nächst unproblematisch. 
Problematisch ist dagegen die Umkehrung: Kann man sagen, daß 
auch die Bedeutung eines Ausdrucks eindeutig bestimmt ist, wenn 
seine Extension in allen möglichen Welten festliegt? Diesem Problem 
können wir aber zunächs t aus dem Wege gehen, indem wir nicht 
von Bedeutungen reden, sondern von Intensionen und diesen Begriff 
gerade so festlegen, daß gilt: 
Die Intension eines Ausdrucks bestimmt seine Extensionen in al-
len möglichen Welten, und umgekehrt. 
Oder äquivalent: 
Zwei Ausdrücke haben dieselbe Intension genau dann, wenn sie in 
jeder möglichen Welt dieselbe Extension haben. 
Wir k ö n n e n dann durch Abstraktion eine Definition der Intension 
gewinnen: 
D2.3-1: Die Intension eines Ausdrucks A ist jene Funkt ion , die jeder 
möglichen Welt die Extension von A in dieser Welt zuordnet. 
Eine intensionale Interpretation der Sätze einer Sprache über einer 
Menge I möglicher Welten ist nun eine zweistellige Funk t ion 3>i(A), 
die jeder Welt ie l und jedem Satz A der Sprache den Wahrheitswert 
von A in i zuordnet. Die Intension von A ist dann die Funk t ion 
<f>{(A) als Funkt ion von i — wir schreiben dafür Xi$j(A) —, eben 
jene Funkt ion mit dem Definitionsbereich I, die jedem Argument i 
den Wert 3>i(A), d.h. die Extension (den Wahrheitswert) von A in i 
zuordnet. 
Formal gesehen ist also eine intensionale Interpretation eine Men-
ge von extensionalen Interpretationen; die Menge der <£j für alle iel . 
Ist F ein extensionaler Satzoperator, so daß F ( A ) nur vom Wahr-
heitswert von A abhängt , so hängt <2>j(F(A)) für jedes i nur von 
3>i(A) ab. Ist F dagegen ein intensionaler, z .B. ein modaler Opera-
tor, so hängt $ j ( F ( A ) ) nicht nur von 4>j(A), sondern auch von Wer-
ten <l>j(A) für gewisse j=£i ab. Eine solche Semantik, die mit Mengen 
von extensionalen Interpretationen arbeitet, ist ein wesentlich stärke-
res Instrument als die Semantik, die nur mit einzelnen solchen In-
terpretationen arbeitet. 
Mit D2.3-1 hat man nun im extensionalen Begriffsgerüst, in der 
Sprache der (extensionalen) Mengenlehre, die von Klassen und Funk-
t ionen handelt, einen präzisen Begriff der Intension gewonnen, der 
nicht weniger exakt ist als die Begriffe, mit denen die extensionale 
Logik arbeitet, und der als eine gute Näherung für den Bedeutungs-
begriff dienen kann, mit der wir in der Modallogik zunächst aus-
kommen 4 . Dieser Ansatz liefert uns genaue Kriterien für Intensions-
gleichhelt und -Verschiedenheit, und man kann genau angeben, was 
unter de* Intension von Eigennamen, Prädikaten und Sätzen zu ver-
stehen ist. Die Intension eines Eigennamens a ist jene Funkt ion , die 
für jede mögliche Welt angibt, welchen Gegenstand a in ihr bezeich-
net. Für primitive Eigennamen ist es umstritten, ob man ihnen ne-
ben einer Extension überhaup t eine Bedeutung oder Intension zu-
ordnen soll . Wenn man — wie das unten begründet wird - allen 
Welten aus I denselben Objektbereich U zugrunde legt, dann wird 
man solche primitiven Namen als Standardnamen interpretieren, d.h. 
man wi rd festlegen, daß sie in jeder Welt dasselbe Objekt bezeich-
nen. Denn es gibt keinen vernünftigen intuitiven Grund, mit demsel-
ben Eigennamen, wie z .B. „Walter Scheel" in verschiedenen Welten 
verschiedene Dinge zu bezeichnen; vielmehr besteht die einzige se-
mantische Funkt ion solcher Namen in der Bezeichnung eines be-
stimmten Gegenstands. Bei Standardnamen bestimmt also ihre Ex-
tension ihre Intension; diese ist durch die Extension eindeutig fest-
gelegt. Insofern kann man sagen, daß solche Namen keine selbstän-
dige Intension haben; sie haben aber, wie alle Ausdrücke, eine In-
tension, nicht nur eine Extension. Anders liegt der Fa l l bei zusam-
mengesetzten Namen, wie z .B. Kennzeichnungstermen. Hier wird 
man natürl ich annehmen, daß z.B. der Ausdruck „Der gegenwärtige 
Präsident der Bundesrepublik Deutschland" in verschiedenen Welten 
verschiedene Personen bezeichnen kann, so daß die Extension dieses 
Ausdrucks in unserer Welt (Walter Scheel) nicht schon seine Inten-
sion eindeutig bestimmt. 
Die Intension eines Prädikats F ist jene Funkt ion, die jeder mög-
lichen W7elt i aus I den Umfang von F in i zuordnet. Dieser Umfang 
wird von Welt zu Welt in der Regel verschieden sein. Es gibt aber 
auch Prädikate , speziell Gattungsnamen, denen man evtl. in allen 
Welten denselben Umfang zuordnen wird: Ist ein Objekt a aus U 
ein Mensch, so liegt es nahe, zu sagen, daß a in allen möglichen 
Welten ein Mensch ist, da ein Mensch in der Welt i z .B. nicht mit 
4 Auf einen engeren Bedeutungsbegriff werden wir erst im Abschnitt 7.4 ein-
gehen. 
5 Vgl. dazu z.B. Kripke (70) oder Kutschera (71), 2.1.2. 
einem Vogel in der Welt j identisch sein k ö n n e 6 . Aber das hängt 
davon ab, welche Grenzen man der Phantasie zieht; ob man nicht 
auch Märchenwel ten als möglich zuläßt , in denen sich Menschen in 
Vögel verwandeln, wie in der Geschichte vom Kal i f Storch. In dieser 
Hinsicht wollen wir uns daher hier nicht festlegen. 
Die Intension eines Satzes A endlich ist jene Funkt ion , die jedem 
iel den Wahrheitswert von A in i zuordnet. Ich kenne die Intension 
von A also, wenn ich weiß, unter welchen Bedingungen (in welchen 
Welten) A wahr ist; d.h. wenn ich die analytischen Wahrheitsbedin-
gungen für A kenne. 
Beim Aufbau der intensionalen Semantik ist nun vor allem die Fra-
ge umstritten, ob man allen Welten i aus I denselben Individuenbe-
reich U zugrunde legen soll, so daß alle Interpretationen <£j Interpre-
tationen über U im Sinne von Dl .2 -1 sind, oder ob man jeder Welt 
i einen eigenen Bereich Uj von Objekten zugrundelegen soll, so daß 
die Uj und Uj für \i=] sich nur teilweise überschneiden oder gänzlich 
disjunkt sind. 
Wir wollen im folgenden den einfachsten Weg wählen und allen 
Welten aus I denselben Individuenbereich zugrunde legen. Dabei fas-
sen wir allerdings U im Sinn von 1.7 als Menge möglicher Objekte 
auf und ordnen jeder Welt ie l eine Menge Uj von in i existierenden 
Objekten zu 7 , denn es würde die Menge der möglichen Welten zu 
sehr e inschränken, wenn wir verlangten, daß in ihnen allen dieselben 
Objekte existieren. 
Gegen diesen Ansatz kann man einwenden, daß wir Individuen 
immer nur nach Maßgabe ihrer Attr ibute identifizieren oder unter-
scheiden k ö n n e n im Sinne des Leibnizprinzips, daß zwei Objekte 
identisch sind genau dann, wenn sie dieselben Eigenschaften haben. 
Anstelle dieses Leibnizprinzips müßte dann ein anderes Prinzip der 
trans-world-identity treten, das besagt, unter welchen Bedingungen 
(nach Maßgabe welcher gemeinsamen Eigenschaften) Objekte aus 
verschiedenen Welten als identisch anzusehen sind. Als Einwand ge-
gen unseren Ansatz ist dieses Argument aber nicht stichhaltig: Man 
kann die Ident i tä t von Individuen auch als Grundbegriff ansehen, 
wie wir das tun; oder man k ö n n t e sie auf der Grundlage von Eigen-
schaften identifizieren, die nicht durch Prädikate der zu interpretie-
renden Sprache ausgedrückt werden. 
6 Solche Gattungsnamen könnte man dann auch als Standardnamen für Klassen 
auffassen. Sie würden dann „essentie!le , , Eigenschaften darstellen. 
7 In 2.4 werden wir der Einfachheit halber zunächst die Mengen nicht ein-
führen und das auf den Abschnitt 2.9 verschieben. 
Überzeugender ist der Gedanke, daß man den semantischen A n -
satz verallgemeinern kann, indem man, wie D. Lewis in (68) und 
(71) vorschlägt, jeder Welt ie l einen eigenen Individuenbereich Uj 
zugrundelegt, so daß UjnUj=A ist (die leere Menge) für i - / j , und 
dann eine Korrespondenzrelation (counterpart relation) zwischen Ob-
jekten verschiedener Welten definiert. In jedem Fal l bedarf es aber 
einer solchen Korrespondenzrelation oder Ident i tä t zwischen den 
Objekten verschiedener Welten, damit man die Intensionen von Prä-
dikaten sinnvoll festlegen kann: Wenn keine Beziehung zwischen den 
Individuen verschiedener Welten besteht, besagt die Angabe der In-
tension eines Prädikats nichts über seine Bedeutung; eine Angabe, 
daß soundsoviele Objekte in dieser Welt unter das Prädikat F fal-
len und soundsoviele Objekte in jener Welt, gibt mir keine hinrei-
chende Auskunft über die Bedeutung von F . 
Größere Allgemeinheit ist nun aber nicht immer ein Vorzug. A l l -
gemeinheit ist hier, wie auch sonst oft, nur um den Preis höherer 
Komplexi tä t z u haben. Solange daher interessante neue Anwendungs-
möglichkei ten für den allgemeineren Ansatz nicht in Sicht sind, ist 
es vorteilhafter, bei dem einfachen Ansatz eines Individuenbereichs 
für alle Welten zu bleiben. 
Was wir bisher erör ter t haben, sind allgemeine Grundgedanken der 
intensionalen Semantik. Wie lassen sich nun in diesem Rahmen Mo-
dalsätze interpretieren? Man kann zunächst jeder Welt i aus I eine 
nichtleere Menge Sj von Welten zuordnen, die bzgl. i möglich sind. 
Wenn man z .B. Sj mit einer zweistelligen Relation R auf I defi-
niert durch Sj = { je l : iRj} (die Klasse der j aus I mit der Eigen-
schaft iRj) , so kann man iRj lesen als: „Die Welt j ist möglich 
bzgl. der Welt i (von i aus gesehen)", oder auch: „j ist zugänglich 
(accessible) von i aus". Dann wird man die in i möglichen Sätze 
bestimmen als diejenigen Sätze, die in mindestens einer Welt aus Sj 
wahr sind, und die in i notwendigen Sätze als die in allen Welten 
aus Sj wahren Sätze. 
Wenn gilt Sj-{i}, bzw. Aij(iRj D j=i), so fällt Notwendigkeit mit 
Möglichkeit und Wahrheit zusammen. Wenn gilt Sj=I, bzw. Aij(iRj), 
so fällt Notwendigkeit mit analytischer Notwendigkeit zusammen, j 
mit Wahrheit in allen möglichen Welten. Das sind die beiden Ex-
tremfälle. Die physikalische Notwendigkeit wird sich darstellen als 
Wahrheit in einer mehr oder minder großen Teilmenge von I. Bei 
einer Deutung von „mögl ich" im Sinne von „mit dem gegenwärti-
gen Weltzustand naturgesetzlich verträglich" besagt i R j , daß die Welt 
j von i aus gesehen naturgesetzlich möglich ist. Wenn man jede Welt 
j als Zustand der Welt zu einem bestimmten Zeitpunkt t(j) versteht, 
so besagt iRj also, daß j ein früherer Weltzustand als i ist, aus dem 
i nach den Naturgesetzen entstanden sein kann, oder ein späterer 
Weltzustand als i , in den i nach den Naturgesetzen übergehen kann, 
oder ein gleichzeitiger, mit i identischer Zustand 8 
Der Notwendigkeitsbegriff wird also durch die Funktion Sj, bzw. 
die Relation iRj festgelegt. Da jede Welt bzgl. ihrer selbst möglich 
ist, wird man zunächst die totale Reflexivität von R fordern: d.h. 
A i ( i R i ) , bzw. ieSj. Diese Reflexivität führt dazu, daß das fundamenta-
le Prinzip N A 3 A gilt - was notwendig ist, ist wahr. 
Es liegt nahe, auch die Symmetrie der Relation R zu fordern: 
Aij(iRj D j R i ) - wenn j bzgl. i möglich ist, so ist auch i bzgl. j 
möglich. Diese Forderung führt u.a. zu dem Prinzip A D N M A -
Was wahr ist, ist notwendigerweise möglich. 
Eine weitere naheliegende Forderung ist die der Transitivität von 
R: Ai jk( iRj A j R k D iRk ) - wenn k bzgl. j möglich ist und j bzgl. 
i , so ist auch k bzgl. i möglich. Das führt u.a. zu dem Prinzip 
N A D N N A : Was notwendig ist, ist notwendigerweise notwendig. 
Transit ivität und Symmetrie führen zusammen dazu, daß im Rahmen 
der Aussagenlogik mehrstufige Modal i tä ten , wie sie in dem Satz 
N M N N A vorkommen, auf einstufige Modal i tä ten reduziert werden 
können . 
Für physikalische und analytische Notwendigkeit gelten sowohl 
Symmetrie wie Transit i tvi tät . Wir werden diese Eigenschaften jedoch 
im folgenden nicht generell fordern, sondern die Konsequenzen die-
ser Prinzipien in verschiedenen modallogischen Systemen verfolgen. 
2.4 Die Semantik der Sprache N 
Nach den im vorigen Abschnitt skizzierten Grundgedanken der in-
tensionalen Semantik und den intuitiven Überlegungen zum Begriff 
der Notwendigkeit bauen wir nun die Semantik von N wie folgt 
auf: 
D2.4-1: Eine Interpretation der Sprache N ist ein Quadrupel 
<U, I, R, <!>>, für das gilt: 
1. U ist eine nichtleere Menge von (möglichen) Objekten (der 
Objektbereich der Interpretation). 
2. I ist eine nichtleere Menge von Welten. 
8 Dieses Beispiel zeigt, daß die möglichen Welten ebenso momentane Weltzu-
stände sein können wie Welten in der zeitlichen Erstreckung ihrer Verände-
rung. 
3. R ist eine totalreflexive binäre Relation auf I. 
4. <£j ist für jedes iel eine Funkt ion , für die gilt: 
a) $j(a)=<l>j(a) für alle i , jel und alle G K a von N. 
b) 4>j erfüllt die Bedingungen (a) bis (f) für p. l . Interpretatio-
nen von L über U nach D l . 2 - 1 . 
c) <I>j(NA)=w genau dann, wenn für alle j mit iRj gilt <$j(A)=w. 
Die Bedingung 3>';f $ in Dl .2 -1 f ist nun sinngemäß so zu verste-
hen, daß <U, I, R , eine Interpretation ist, die mit <U, I, R, <£> 
übere ins t immt bis evtl. auf die Werte <l>j(a) und <^(a) für beliebige 
Welten j e l . Würde man fordern, daß sich <$> und nur höchs tens 
bzgl. der Werte 3>i(a), 4>i(a) für die jeweilige Bezugswelt i unter-
scheiden, so würde man damit den Sinn einer Q u a l i f i k a t i o n über 
Objekte (anstatt über Intensionen) nicht korrekt erfassen. Dieser Un-
terschied entfällt aber bei der Verwendung von Standardnamen. Ent-
sprechend verstehen wir die Aussage M*=M für M' = <U', I', R', <£>') 
und 4/=<U,I,R, $> so, daß gilt U '=U, 1=1, R - R und <£>'=<*>. 
Intuitiv besagt iR j , wie im letzten Absatz besprochen wurde, daß 
j eine bzgl. der Welt i mögliche Welt ist. Die Forderung der Re-
flexivität in (3) beinhaltet also, daß jede Welt bzgl. ihrer selbst mög-
l ich ist. Die Forderung 4c beinhaltet, daß wir eine Proposition als 
notwendig ansehen in einer Welt i genau dann, wenn sie in allen 
bzgl. i möglichen Welten gilt. 
Wir definieren: 
D2.4-2: Eine Interpretation M=(JJ, I, R , $> erfüllt einen Satz A in 
ie l , wenn <£j(A)=w ist. A heißt gültig in M, wenn M A in allen iel 
erfüllt. A heißt m.l . (modallogisch) gültig, wenn A in allen Interpre-
tationen von N gültig ist. 
D2.4-3: Eine Interpretation Af=<U, I, R , <f>> von N, für die R transi-
tiv ist, nennen wir eine 1-Interpretation Ist R transitiv und symme-
trisch, so nennen wir M eine 2-Interpretation Ist R nur symme-
trisch, so ist M eine 3-Interpretation Gi l t für alle i , j e l iRj , so ist 
M eine 4-Interpretation Wir nennen m.l . Interpretationen im Sinne 
von D2.4-1 auch O-Interpretationen 
Ist ein Satz A gültig in allen r-Interpretationen (r=0, 1, 2, 3, 4), 
so nennen wir A r-gültig. 
D2.4-4: Ein Schluß von den Sätzen A l 5 . . . A n auf den Satz B heißt 
gültig in einer Interpretation M=(U, I, R , <J>>, wenn für alle iel gilt: 
Ist <l>i(A1)=w und . . . und <l>j(An)=w, so ist auch ^ ( ß ) = w - Der 
Schluß heißt r-gültig (r=0, 1, 2, 3), wenn er gültig ist bei allen r-In-
terpretationen. Wir drücken die r-Gültigkeit des Schlusses symbolisch 
aus durch A i , . . . , A n -f B. 
Wir geben nun einige semantische Theoreme an: 
T2.4-1: Gi l t Au . . . , A n -> B, so gilt auch A l 5 . . . , A n - * B . Das ist 
eine direkte Folge davon, daß die Interpretationen von N nach 
D2.4-4b die Bedingungen für prädikatenlogische Interpretationen er-
füllen. 
T2.4-2: (Koinzidenztheorem): G i l t <U, I, R, <*>> = <U', I', R', <*>') und 
kommt die G K a nicht in A vor, so gilt <f>j(A) = 3>j'(A) für alle iel. 
Beweis: Wir schließen an den Beweis dieses Theorems für L in 1.2 
an, und haben im Induktionsschritt nur den Fa l l hinzuzufügen, daß 
A die Gestalt N B hat. Ist $j(NB)=w, so gilt für alle j mit iRj 
<£j(B)=w. Wegen R'=R gilt dann aber auch für alle j mit iR ' j nach 
Induktionsvoraussetzung 3>j(B)=w also <f>j'(NB)=w. 
Umgekehrt schließt man ebenso. 
T2.4-3: (Überführungstheorem): Gi l t <U, I, R, 4>> = <U', I', R' , <£') und 
$'(a)=<l>(b), so gilt <S>((A[a])=<S>i(A[b]) für alle Sätze A[a] und für 
alle iel=l' , wenn die G K a nicht in A[b] vorkommt. 
Wir schließen an den Beweis dieses Theorems in 1.2 an und ha-
ben im Induktionsschritt wiederum nur noch den Fall zu untersu-
chen, daß A[a] die Gestalt NB[a] hat. Gi l t $j(NB[b])=w, so gut für 
alle j e l mit iRj : ^(B[b])=w. Nach InduktionsVoraussetzung gut also 
auch <l>j'(B[a])=w, also wegen R -R:<J>i(NB[a])=w. Umgekehrt schließt 
man ebenso. 
Man beachte, daß dieser Beweis von der Deutung der G K als 
Standardnamen Gebrauch macht. Andernfalls k ö n n t e man aus der 
Bedingung <f>'(a) = <i>(b) - d.h. 3>i(a) = ^ ( b ) für irgendwelche i -
nicht mehr die Induktions Voraussetzung im m.l . Fal l gewinnen. Es 
wäre dann vielmehr <£j'(a) = <$j(b) für alle j e l zu fordern. 
Wegen der Interpretation der G K im Sinn von Standardnamen ist 
es auch möglich, die Schlußweisen NA[a] -> V x N A j x ] und A x N A [ x ] 
NA[a] für G K a aufrechtzuerhalten, d.h. in modallogische Kontex-
te hineinzuquantifizieren. 
In der Diskussion der Modallogik hat die Frage eine wichtige 
Rolle gespielt, ob man in dieser Weise in modallogische Kontexte 
hineinquantifizieren kann, d.h. ob Sätze wie A x N A [ x ] oder V x N A [ x ] 
sinnvoll sind, und spezielle solche fundamentalen p. l . Gesetze wie 
1) NA[a] D V x N A f x j und 
2) A x N A f x ] D NA[a] . 
Die Frage bezweifelt also nicht nur die Geltung spezieller m . l . Geset-
ze, sondern allgemein den Sinn von Aussagen über Modal i tä ten de re. 
Die Unterscheidung von Modal i tä ten de dicto und solchen de re häng t 
mit dem von uns in 2.1 erör te r ten Unterschied von adjektivischen und 
adverbialen Verwendungen von Modalbegriffen zusammen. W i r d ein 
Sachverhalt (dictum) als notwendig charakterisiert, so spricht man von 
einer Modal i tä t de dicto, wird ein Objekt (res) als möglich charakteri-
siert, so spricht man von einer Modali tät de re. Da wir die Modalopera-
toren immer nur auf Sätze anwenden, fällt dieser Unterschied für uns 
mit dem Unterschied der Anwendung von Modaloperatoren auf Sätze, 
wie in N A x A j x ] , bzw. auf Satzformen, wie in A x N A j x ] zusammen, so 
daß der Gebrauch von Modal i tä ten de re bedeutet, daß man in Modal-
kontexte hineinquantifiziert. 
Wäre nun nur eine m.l . Aussagenlogik möglich, so wären der A n -
wendbarkeit der Modallogik natürlich enge Grenzen gesetzt. Die Pro-
blematik von Quantifizierungen in modallogische Texte hat insbe-
sondere Quine hervorgehoben 9 . Eine Aussage wie V x N A [ x ] besagt, 
daß es ein Objekt x gibt, das notwendigerweise die Eigenschaft A 
hat. Das läßt sich sinnvoll nur so verstehen, daß dasselbe Objekt x 
in allen zugänglichen Welten diese Eigenschaft hat. Das setzt eine 
Identifizierbarkeit von Objekten in verschiedenen Welten voraus. 
Ferner müssen alle Objekte der realen Welt auch Objekte der von 
ihr aus zugänglichen Welten sein. Und die Geltung einer Aussage wie 
NAja] D V x N A j x ] setzt endlich auch voraus, d a ß die Geltung von 
NA[a] nur von der Extension von a abhängt , wie das für Standard-
namen gilt 1 0 . A l l e diese Voraussetzungen sind bei unserem Ansatz 
erfüllt, und man kann sich leicht überlegen, daß die beiden Sätze 
(1) und (2) m.l . gültig sind: Z u (1): Es sei * j(NA[a])=w. Setzen 
wir <f>' = $ und 3>'(b)=<$>(a), wo die G K b nicht in NA[a] vor-
kommt, so gilt nach dem Überführungstheorem $i(NA[b])=w, also 
V $ ' ( $ ' = $ A <*>'i(NA[b])=w), also $ i (VxNA[x] )=w. 
Z u (2): Es sei <S>j(AxNA[x])=w, also A$'(<S>' = <S> D * i (NA[b])=w), 
wo b nicht in A x N A [ x ] vorkommt. Es sei $ F $ und <l>'(b)=<|>(a). 
Dann gilt also 4>i'(NA[b])=w, nach dem Üherfünrungstheorem also 
<f>i(NA[a])=w. 
T2.4-4: Die 4-gültigen Sätze sind genau die 2-gültigen Sätze. 
Beweis: Ist ein Satz A nicht 4-gültig, so ist er auch nicht 2-gültig, da 
alle 4-Interpretationen 2-Interpretationen sind. Ist A nicht 2-gültig, 
so gibt es eine Interpretation Af=(U, I, R, <£> und ein iel mit <l>j(A)=f. 
R ist dann eine Äquivalenzrelat ion, [i] sei die Menge der Welten j mit 
Vgl. Quine (53). 
Dieser Satz gilt auch in Systemen, in denen die GK nicht als Standardnamen 
gedeutet werden, Unsere Behauptung ist aber, daß seine Geltung dort intui-
tiv nicht überzeugend begründet ist, wenn man ihn im normalen Sinn ver-
steht. Im Abschnitt 2.8 wird gezeigt, daß (1) und (2) für Kennzeichnungster-
me nicht gelten. 
iRj . Dann ist M'={U, [i], R' , eine 4-Interpretation, wo R ' die Re-
lation R , beschränkt auf [i], und <£' die Funkt ion <l>, beschränkt 
auf [i] ist. Es gilt dann <£j(B)=<l>j(B) für alle je[i] und alle Sätze B, 
also <£>j(A)=f. 
Wir k ö n n e n also im folgenden auf eine gesonderte Betrachtung 
von 4-Interpretationen verzichten. 
2.5 Fundamentale Axiomensysteme der Modallogik 
Wir betrachten zunächst drei Grundsysteme der Modallogik. Der 
Kalkül N 0 entsteht aus dem p . l . Kalkül Z,, d.h. den Axiomen A I 
bis A 4 und den Regeln R l und R 2 , durch Hinzunahme der folgen-
den Regel und Axiome: 
N l : N A D A 
N 2 : N ( A D B ) D ( N A D N B ) 
N 3 : A x N A [ x ] D N A x A [ x ] . 
R N : A h N A . 
Der Kalkül Nt entsteht aus N0 durch Hinzunahme des Axioms 
N4 : N A D N N A . 
Der Kalkül N2 entsteht aus N{ durch Hinzunahme des Axioms 
N 5 : M A D N M A . 
N3 entstehe aus N0 durch Hinzunahme von 
N 6 : A D N M A . 
A o^ ist, abgesehen vom prädikatenlogischen Tei l , das System T 
von R. Feys in (37) und das System M von G . H . von Wright in (51). 
Es stellt das modallogische Basissystem dar 1 1 . N3 ist die Barcan-
FormeU benannt nach Ru th C. Barcan, die dieses Prinzip zuerst dis-
kutiert hat. Der prädikatenlogische Tei l von N0 ist damit, wie wir 
im folgenden noch sehen werden, sehr stark. Nx ist, wieder abgese-
hen vom prädikatenlogischen Tei l , äquivalent mit dem System S4 in 
Lewis und Langford in (32) und dem System M ' von G . H . von 
Wright in (51). N2 ist im aussagenlogischen Teil äquivalent mit den 
Systemen S5 von Lewis und Langford in (32) und M " von Wright 
in (51). N3 ist im aussagenlogischen Teil das „Brouwersche System". 
N6 ist das „Brouwersche A x i o m " , das in Becker (30) angegeben 
wurde. Sein Name erklärt sich aus seiner Funkt ion bei der Rekon-
struktion der intuitionistischen Logik als Modalsystem; L . E . J . 
Brouwer ist der Begründer der intuitionistischen Logik. 
Für schwächere Systeme vgl. Kripke (65). Wie im semantischen Vollständig-
keitsbewcis für diese Systeme deutlich wird, fehlt ihnen jedoch e;ne überzeu-
gende intuitive Deutung, so daß wir sie hier nicht behandeln. 
In den Kalkülen Nr(j=Q, 1, 2, 3) gilt wieder das Deduktionstheorem. 
Wir definieren: 
D2.5-1: Wir nennen eine A F A in einer Ableitung K kritisch, wenn K 
eine Anwendung von R N auf eine Formel enthäl t , die in K von A ab-
hängt 1 2 . 
Das Deduktionstheorem für Nx lautet nun 
T2.5-1: Gibt es eine Ableitung von B aus A , , . . . , A n in Afr, in der für 
A n keine G K eliminiert wird und in der A n nicht kritisch ist, so gibt 
es auch eine Ableitung von A n D B aus A j , . . . , A n _ | in yvr, bei der we-
der neue G K für A F eliminiert werden, noch neue A F kritisch wer-
den. 
Schreiben wir wieder A b . . . , A n ^ B , falls es eine Ableitung von 
B aus A j , . . . , A n gibt, in der für keine A F eine G K eliminiert wird 
und in der keine A F kritisch ist, so können wir T2.5-1 auch kürzer, 
wenn auch weniger informativ, so ausdrücken: Aus A j , . . . , A n , 0 B 
folgt A x , . . . A n _ ! ro A n D A . 
Beweis: Wir schließen direkt an den Beweis des Deduktionstheorems 
für L in 1.3 an und haben dann nur mehr folgenden Schritt hinzu-
zufügen: 
In der ursprünglichen Ableitung K entsteht der i-te Satz C, durch 
Anwendung von R N auf den Satz C n . C j hat also die Gestalt NC}-,. 
Dann hängt nach Voraussetzung Ch nicht von A n ab, d.h. es gibt 
eine Ableitung von Ch aus den A F A b . . . , A n _ j . Diese Ableitung 
ergänzen wir um die Zeilen: 
N C h R N 
N C h 3 ( A n D N C h ) A I 
A n D N C h R l -
Die Beschränkung auf nicht kritische A F A n in T2.5-1 ist we-
sentlich, da man sonst aus R N das Theorem A D N A erhalten wür-
de, mit N l also N A = A , so daß Notwendigkeit mit Wahrheit zusam-
menfiele. 
Theoreme von N0 
T N I : A D B h N A 3 N B 
Beweis: A D B A F 
N ( A D B ) R N 
N A D N B N2 
T N 2 : A = B h N A = N B 
Das folgt direkt aus T N 1 . 
2 Vgl. dazu die Definition Dl.3-1 
T N 3 : N A A N B = N ( A A B ) 
Beweis: A / \ B 3 A p.l. 
TN1 
ebenso T N l 
N ( A A B ) 3 N A 
N ( A A B ) 3 N B 
N ( A A B ) 3 N A A N B p.l . 
Umgekehrt erhalten wir 
A 3 ( B 3 A A B ) 
N A 3 N ( B 3 A A B ) T N l 
N A 3 (NB 3 N ( A A B ) ) N2 
N A A NB 3 N ( A A B ) p . l . . also 
N A A NB = N ( A A B ) p. l . 
T N 4 : N A v N B 3 N ( A v B ) 
Beweis: A 3 A v B p.l . 
N A 3 N ( A v B ) T N l 
NB 3 N ( A v B ) ebenso, also 
N A v N B 3 N ( A v B ) p. l . 
T N 5 : N A 3 - , N n A 
Beweis: Aus N A und N n A folgt nach T2 
N ( A A - , A ) , nach N l A A — , A . 
T N 6 : (A = B) 3 ( N A = N B ) 
Das erhält man nach D2.2-3c mit N2 und T N 3 . 
T N 7 : N A x A [ x ] 3 A x N A [ x ] 
Beweis: A x A [ x ] 3 A[a] A 4 , a komme in A x A [ x ] nicht vor. 
N A x A [ x ] 3 N A [ a ] T N l 
N A x A [ x ] 3 A x N A [ x ] R 2 . 
T N 8 : V x N A [ x ] 3 N V x A [ x ] 
Beweis: A[a] 3 V x A [ x ] p.!., a komme in V x A [ x j nicht vor. 
N A [ a ] 3 N V x A [ x ] T N l 
V x N A [ x ] 3 N V x A [ x ] mit R 2 . 
T N 9 : A 3 M A 
Aus , M A folgt nach D2.2-3a N , A , nach N l also , A . 
T N 1 0 : N A 3 M A 
Mit T N 5 und D2.2-3a. 
T N 1 1 : A 3 B r M A 3 MB 
Aus h A 3 B folgt I , B 3 , A , nach T N l also | N . B 3 N , A . 
also 1 - i N - , A 3 , N - , B, also M A 3 M B . 
T N l 2 : A = B | MA = MB 
Das folgt direkt aus T N l 1. 
T N 1 3 : (A 3 B) 3 ( M A 3 MB) 
Aus N ( A 3 B ) folgt nach T N l N( , B 3 , A ) , nach N2 N ( , B) 3 
N(• . A ) , also - , N ( - , A) 3 H N I - T B ) . - Damit erhält man auch 
T N 1 4 : (A = B) 3 ( M ( A ) - M ( B ) ) 
T N l 5 : M ( A v B ) - M A v M B 
Das folgt mit D2.2-3a aus T N 3 . 
T N 1 6 : M ( A A B ) D M A A M B . 
Beweis: N - , A v N , B D N ( n A v - i B ) T N 4 
N(-n ( A A B ) ) D - , N n A A -n N - , B p.l. 
M ( A A B ) D M A A M B . D2.2-3a. 
T N 1 7 : N A A M B D M ( A A B ) 
Aus N A A - , N - - , B folgt ^ ( N A D N - , B ) , nach N2 also 
- , N ( A D - , B ) , also M ( A A B ) . 
T N 1 8 : M ( V x A [ x ] ) = V x M ( A [ x ] ) . 
Beweis: A x N ( - , A [ x ] ) = N ( A x - , A [ x ] ) N3, T N 7 
Vx-n N(~ , A [ x ] ) = n N ( n VxAfx] ) p. l . , T N 2 
V x M ( A [ x ] ) = M ( V x A [ x ] ) D2.2-3a. 
T N 1 9 : M ( A x A [ x j ) D A x M ( A [ x ] ) 
Beweis: V x N ( - , A [ x ] ) D N ( V x - , A [ x l ) TN8 
~ 1 N ( V x - , A [ x ] ) D - , V x N ( n A [ x ] ) p.l. 
M ( A x A [ x ] ) D A x M ( A [ x ] ) , D2.2-3a. 
Gesetze der strikten Implikation 
Man verifiziert leicht die folgenden Theoreme 
T N 2 0 : A D B | ~ A D B 
T N 2 1 : N A D (B D A ) 
T N 2 2 : N - n A D ( Ä D B ) 
T N 2 3 : A DA) = ' N A 
TN24 : (A D B ) A ( - , A D B ) = N B . 
Theoreme von N{ 
T N 2 5 : N A = N N A 
Das folgt direkt aus N l und N4. 
TN26 : M A = M M A 
Das folgt aus T25 mit D2.2-3a. 
TN27 : M N M A D M A 
Beweis: N M A D M A N l 
M N M A D M M A T N 11 
M N M A D M A TN26 
TN28: N M A = N M N M A 
Beweis: M N M A D M A TN27 
N M N M A D N M A T N l 
N M A D M N M A T N 9 
N N M A D N M N M A T N l 
N M A D N M N M A TN25 
TN29: M N A = M N M N A 
Beweis: M N A = M N M N A TN28 
M N A = M N M N A p.l . 
Theoreme von N2 
TN30: A D N M A 
Das folgt aus T N 9 und N5. 
TN31: M A = N M A 
Das folgt aus N l und N5. 
TN32: N A = M N A 
Das folgt aus TN31 mit D2.3-3a. 
TN33: N ( N A v B ) = N A v N B 
Beweis: N B D N ( N A v B ) mit T N l 
N A D N N A N4 
N A D N ( N A v B ) T N 4 
N A v N B D N ( N A v B ) p. l . 
N ( N A v B ) D (-\ N - , N A v N B ) N2 
N ( N A v B ) D M N A v N B D2.2-3 
N ( N A v B ) D N A v N B T N 3 1 . 
TN34: N ( M A v B ) = M A v N B 
Beweis: N ( N M A v B ) = N M A v NB TN33 
N ( M A v B ) = M A v N B T N 3 K T N 2 . 
TN35: M ( N A A B ) = N A A M B 
Beweis: n N ( M N A v n B ) = - M N A A N - , B TN34 
M ( N A A B) = N A A MB D2.2-3a. 
TN36: M ( M A A B ) = M A A M B . 
Beweis: M ( N M A A B ) = N M A A M B TN35 
M ( M A A B ) = M A A M B T N 3 1 , T N l 2 . 
T2.5-2: Z u jedem Satz A von N ohne Quantoren gibt es einen Satz 
A ' mit dem Modalgrad ( M G ) 1, so daß in N2 gilt | - A ^ A ' . 
Beweis: A' wird aus A durch folgende Schritte erzeugt: 
1. Man eliminiert aus A alle Operatoren außer N , M . v und A 
durch deflatorische Ersetzung. 
2. Man schiebt den Operator - , möglichst weit nach innen, wo-
bei man T N 2 , T N 12, die De Morganschcn (besetze , (A \ B) ^ 
, Av , B und , ( A v B ) = -, A A , B benützt , doppelte Negatio-
nen wegläßt nach dem Gesetz , , A ^ A , und nach D2.3~3a 
- iNA durch M , A , , M A durch N , A ersetzt. 
3. Nach,.den Gesetzen N N A = N A (TN25), M M A = M A (TN26) , 
N M A ^ M A (TN31) , M N A - N A (TN32) ersetzt man dann 
alle Ketten von Modaloperatoren durch einen Modaloperator. 
4. In Formeln N ( A A B ) , M ( A v B ) und M ( A \ B ) , wo A oder B 
Sätze mit Modaloperaroren sind, wendet man die Gesetze 
T N 3 , T N l 5 und T N 3 3 bis T N 3 6 an und erhält damit äquiva-
lente Sätze, in denen die Modaloperatoren nach innen gescho-
ben sind. Die Schritte (3) und (4) werden solange wiederholt, 
bis sich ein Satz von M G 1 ergibt. Da alle Umformungen in 
N2 äquivalente Sätze ergeben, ist damit die Behauptung bewie-
sen. 
Wir k ö n n e n A ' als Überse tzung von A in eine Sprache ansehen, 
in der Modaloperatoren nicht iteriert verwendet werden dürfen. Das 
Thoerem zeigt, daß N2 mit dem auf eine solche Sprache angewen-
deten Kalkül N0 gleichwertig ist. 
Dieses Reduktionsverfahren gelingt i m p. l . Fa l l nicht generell, so 
sind z .B. die Sätze N V x ( A [ x ] A NB[x] ) und N V x ( A [ x ] A MB[x]) 
nicht reduzierbar. Es ist ein offenes Problem, ob es intuitiv plausible 
Zusatzannahmen für die p. l . Semantik von Modalsprachen gibt, die 
eine generelle Reduzierbarkeit auch im p. l . Fal l garantiert. Die For-
derung N V x A [ x ] D V x N A [ x ] wäre zwar hinreichend, ist aber nicht 
plausibel. Allgemein fehlt bisher eine systematische Untersuchung 
von spezifisch p . l . Prinzipien für Modalbegriffe 1 3 . 
T N 3 7 : M A D B i - A D N B 
Beweis: M A D B A F 
N M A D N B R N , N 2 
A D N M A T N 3 0 
A D N B p. l . 
In N2 ist die Barcan-Formel N 3 beweisbar: 
A x N A [ x ] D NAja] p . l . 
M ( A x N A [ x ] ) D M N A [ a ] TN11 
M ( A x N A [ x ] ) D A[a] T N 3 2 , N l 
M ( A x N A [ x ] ) D A x A [ x ] R2 
A x N A f x ] D N ( A x A [ x ] ) T N 3 7 . 
Gesetze von N3 
Fügt man N 6 zu Nt hinzu, so erhäl t man N2: 
M A D N M M A N6 
M A D N M A T N 2 6 , T N l . 
Im Hinbl ick auf T N 3 0 ist also N6 mit N5 bzgl. A^ äquivalent. Oh-
ne N4 erhält man aus N0 jedoch mit N 6 ein System, das weder stär-
ker noch schwächer ist als A ^ , aber schwächer als N2. 
Einen Ansatz dazu hat G.H. von Wright gemacht mit seinem Vorschlag eines 
Prinzips der Prädikation Ax(NA[x] V N - , A[x]) V Ax(MA[x] A M~,A[xJ) 
(Alle Prädikate sind essentiell oder akzidentell). Das ist jedoch nicht plausi-
bel: Für das Prädikat A[x]: „x ist ein rothaariger Mensch" gilt z.B. 
Vx~iMA(x] (Hasen sind z.B. notwendigerweise keine Menschen), aber 
AxM-nA[x] und VxMA[x]. 
2.6 Die Adäquathe i t der Systeme NT 
T2.6-1: Die Systeme Nt (r=0,l,2,3) sind semantisch widerspruchsfrei, 
d.h. es gilt: Ist ein Satz A Theorem von Nr, so ist A r-gültig. 
Daraus folgt mit dem Deduktionstheorem sofort: Gi l t A 1 ? . . . , A n 
\r$NT B , so gilt A i , . . . , A n ^ B . 
Beweis von T2.6-1: Nach T2.5-1 sind alle Axiome von L gültig in 
jeder Interpretation M=(U, I, R , $>>. N l : Ist 3>j(NA)=w, so gilt für al-
le j mit iRj $>j(A)=w. Wegen der Reflexivität von R gilt also auch 
$i(A)=w. N 2 : Gi l t * i ( N ( A D B))=w, so gilt für alle j mit iRj 
<J>j(A D B)=w. Gi l t nun auch 4>j(NA)=w, so gilt für alle diese j 
auch <£>j(A)=w, also <£j(B)=w, also $i(NB)=w. R N : Gi l t für ein i 
3>i(NA)=f, so gibt es ein j mit <f>j(A)=f; d.h. A ist dann nicht gültig 
in M. N 3 : Gi l t $ j (AxNA[x])=w, so gilt für alle mit <*>' = 
4>i'(NA[a])=w, wo a eine G K ist, die in A x N A [ x ] nicht vorkommt. 
Dann gilt für alle j mit iRj <£j(A[a])=w. Es gilt dann auch für alle 
diese j 3>j(AxA[x])=w, also <S>j(NAxA[x])=w. N4 : Gil t $ i (NNA)=f , 
so gibt es ein j mit iRj und 3>j(NA)=f, also auch ein k mit j R k mit 
3>k(A)=f. Ist R transitiv, so gilt wegen iRj und j R k auch i R k , d.h. 
es gilt dann $j(NA)=f. N 5 : Gi l t $ j (NMA)=f , so gibt es ein j mit 
iRj und 4>j(MA)=f; also gilt für alle k mit j R k : 4>k(A)=f. Wegen 
der Transit ivität von R gilt aber auch für alle diese k i R k , und gibt 
es ein 1 mit i R l , so gilt wegen der Symmetrie von R j R i , wegen der 
Transitivität von R also j R l ; daher sind die 1 mit i R l genau die k 
mit j R k , also ist <£j(MA)=f. N 6 : Ist 3>i(NMA)=f, so gibt es ein j 
mit iRj und <£j(MA)=f; also gilt für alle k mit j R k <£k(A)=f. Wegen 
der Symmetrie von R ist aber i ein solches k, so daß auch $j(A)=f 
gilt. 
T2.6-2: Die Systeme (r=0,1,2,3) sind semantisch vollständig, d.h. 
es gilt: Ist ein Satz A r-gültig, so ist A in Nr beweisbar. 
Daraus folgt dann sofort: Gi l t A 1 ? . . . , A n -+ B, so gilt auch 
A , , . . . , A n \-0-NT B. 
Beim Beweis von T2.6-2 folgen wir den Gedanken von Hughes 
und Cresswell in (68): Wir definieren die Begriffe der N r K o n s i s t e n z 
und A^Maximali tä t von Satzmengen in Analogie zu T l . 4 - 2 und über-
nehmen von dort den Begriff der normalen Satzmenge. Wir definie-
ren: 
D2.6-1: Eine E-Formel für die G K a ist eine Formel der Gestalt 
A[a] D A x A [ x ] , wo a in A x A [ x ] nicht vorkommt; und ist B eine 
E-Formel für a und C eine Formel , die a nicht enthäl t , so ist 
M C D M ( B A C ) eine E-Formel für a. Unterscheiden sich zwei E-For-
meln nur bzgl. der G K , für die sie E-Formeln sind, so sagen wir, sie 
haben dieselbe E-Form. 
D2.6-2: Eine Satzmenge A ist E-normal, wenn sie zu jeder E-Form 
mindestens eine E-Formel enthäl t . 
E-normale Satzmengen sind normal, da unter den E-Formen die 
Sätze der Gestalt A[a] D AxA[x] sind. 
D2.6-3: Ist I eine nichtleere Menge von Indices, so heißt 5=<I,4> 
ein NrMengensystem (r=0,l,2,3) genau dann, wenn gilt: 
a) Für jedes iel ist A \ eine E-normale A^maximale Satzmenge. 
b) Für jedes iel gilt: Ist T(A\) die Menge der Sätze A mit 
N A e A\ und B ein Satz mit M B e A\, so gibt es ein je l mit 
T(A-du{b} C A-y 
Wir führen den Beweis für T2.6-2 indirekt in 4 Schritten: 
1. Ist der Satz A nicht in NT beweisbar, so ist {-, A } A^-konsi-
stent. 
2. Z u jeder A^-konsistenten Satzmenge A, in deren Formeln un-
endlich viele G K nicht vorkommen, gibt es eine E-normale 
A^-maximale Satzmenge B mit AGB. 
3. Z u jeder E-normalen A^-maximalen Satzmenge B gibt es ein 
A^-Mengensystem 5=<I,^ 4> mit LeS. 
4. Z u jedem AJ-Mengensystem 5 gibt es eine r-Interpretation 
M=(U, I, R , <£>, so daß 3>j genau die Sätze aus A-x erfüllt. 
Wir beweisen zunächst den Hilfssatz: 
(1) Ist A eine A^-konsistente Satzmenge, in deren Formeln die G K a 
nicht vorkommt, und A[a] eine E-Formel für a, so ist A U { A[a]} 
A^-konsistent. 
Würde gelten 
A9 A[a] [Q - I ( C 3 C), so nach dem Deduktionstheorem 
A |Q- A[a] D (C D C), also nach R 2 (a komme in C nicht vor) 
A ^ V x A [ x ] I) - ! (C D C), also 
A9 V x A [ x ] fö ~ i ( C D C). Nun gilt aber 
r V x A [ x ] , a l s o A -n (C D C) , im Widerspruch zur Annahme. 
. Denn hat A[a] die Gestalt B[a] D A x B [ x ] , so folgt aus AxB[x] D 
V x B [ x ] Vx(B[x ] O VxB[x]). Und hat A[a] die Gestalt M C D 
M ( C A B [ a ] ) , wobei schon gezeigt ist f ~ V x B [ x ] , so gilt wegen 
i ~ C D C A V X B [ X ] und TN11 M C D M ( C A VxB[x] ) , also nach 
TN12 M C D M ( V X ( C A B [ X ] ) ) , nach TN18 M C D V X M ( C A B [ X ] ) , al-
so V x ( M C D M ( C A B [ X ] ) ) . 
Es sei nun A nicht in Nx beweisbar. Dann ist {-! A} A^-konsistent, 
und wir konstruieren zu { - i A } eine E-normale AT r-maximale Menge 
B mit ~^AeB. d , C 2 , . . . sei eine Abzahlung der E-Formen. B' sei 
die Vereinigung der Bn mit B0- n A , Bn+\=Bn U { C n [ a ] | , w / e i 
C n [a] eine E-Formel der E-Form C n sei mit einer G K a, die in i en 
Sätzen von Bn noch nicht vorkommt. Al le Bn sind nach (1) AJ-kon-
sistent, also auch B'. B' wird dann nach dem Schema von T l . 4 -2 
zu einer A^-maximalen Menge B erweitert. B ist nach Konstruktion 
E-normäl. 
Z u B konstruieren wir nun ein A^-Mengensystem S: Es sei 
Si ={/?} . Ist 5 n als Menge A^-maximaler, E-normaler Satzmengen ge-
geben, so definieren wir 5 n + 1 wie folgt: Es sei AeSn und T(A)= 
{A:NAeA}. Z u jeder Formel ß mit MBeA bilden wir eine E-normale 
A^-maximale Menge C(B,A) mit { ß } u T(A) C C(B9A). E S sei 
C 0 ( B , , 4 ) = { ß } , Ci(B,>4) = C0(B,A) U { Q f a ] } . Dabei sei d [ a i ] 
eine E-Formel der ersten E-Form d , für die M B D M ( B A d [ a i ] ) in 
A ist; eine solche Formel gibt es wegen der E-Normali tät von A. 
Wegen MB&4 und der 7V r Maximali tät von A gilt also M ( B A d [ a i ] ) e 4 . 
Sind d [ a i ] , . . . , C n [a n ] die E-Formeln, mit denen C 0 ( B , A) sukzessi-
ve in den ersten n Schritten erweitert worden ist, so sei C n + i [ a n + i ] 
eine E-Formel der (n+l)-ten E-Form C n + i , für die 
M ( B A d [ A I ] A . . . ACn[a n]) D M ( B A d [ a i ] A . . . A C n [ a n ] A C n + 1 [ a n + 1 ] ) in 
A ist. Wegen der E-Normali tät von A gibt es wieder eine solche 
E-Formel in A, und wegen der Maximali tä t von A und 
M ( B A d [ a i ] A . . . A C n [ a n ] ) e ^ ist M ( B A d [ a i ] A . . . A C n + 1 [ a n + 1 ] ) e 4 . Es 
sei also Cn+i(B,A) = C n ( B , > 4 ) u ( C n + i [ a n + 1 ] } . Ist C'(ByA) die Ver-
einigung der C n ( B , Ä\ ist so C (B,Ä)\J T(A) A^konsistent. Andern-
falls gäbe es eine A^-inkonsistente Teilmenge { A j , . . . , A n , 
C i f o ] , . . . , C m [ a m ] , B}, wo Al€T(A), . . . , A n e r ^ ) und 
d [ a i ] > • • • > C m [ a m ] E-Formeln sind, die in der Konstrukt ion einer 
Menge C S ( B , A ) in Erweiterung von C 0 ( B , Ä) hinzugenommen wur-
den. Es würde also gelten | - A 1 A . . . A A n D - i ( d [ a i ] A . . . A C m [ a m ] A B ) , 
also wäre nach T l und T2 { N ( A 0 , . . . , N(An) , M ( d [ a i ] 
A . . . AC m [a m ]AB)}A / r - inkonsis tent . Diese Menge ist aber Teilmenge 
von A, kann also nach Voraussetzung nicht A^-inkonsistent sein. 
Wie üblich erweitern wir C ' ( B , A)U T(A) zu einer A^-maximalen 
Menge C ( B , A), die nach Konstruktion E-normal ist. 5 n + 1 sei die 
Menge der so zu jedem AeS^ und jedem Satz B mit MBeA kon-
struierten Mengen C(A,B). S sei endlich die Vereinigung der Sn. 
S ist dann ein Af rSystem. Es sei 5=<I,/4>, wo I eine passende Index-
menge ist 1 4 . 
Es ist nun zu zeigen, daß es eine r-Interpretation M=(l), I. R, <!>> 
gibt und ein ie l , so daß der in Nr nicht beweisbare Satz A durch 
<£j nicht erfüllt wird. U sei die Menge der natürlichen Zahlen. 
Wir setzen 4>(aj)=i, wo a ! , a 2 , . . . eine Abzahlung der G K ist, und 
*i(F)={<n 1 , . . . , n m > : F ( a n i a ^ e ^ } . Und es gelte iRj = T(A) 
Nach der Konstruktion von S kann man für I immer die Menge der reellen 
Zahlen wählen. 
C v4j für alle i , j e l . K ist totalreflexiv wegen N l . R ist transitiv bei der 
Kons t rukt ion Nx - oder TV 2-maximaler Mengen; denn gilt T(A\) C A j 
und T ^ O C 4 k , so gilt wegen N4 { N A : N A e ^ J C T(A$ C A^ also 
r(/4j) C ^4k-R ist endlich auch symmetrisch bei der Konstruktion 
von T V 2 - oder ^ - m a x i m a l e n Mengen. Es sei T(A\) C. Ay Ist nun 
Aer(v4j), also N A e 4 j , so - T N AeAx wegen T N 5 . Es ist also MAeA[. 
Wäre n u r nicht A e ^ i , also AeA{, so nach T30, bzw. N 6 N M - ^ A G 4 J . 
also N - ^ N A e 4 i , also -iNAeT(A\), also - , N A e A j , also nicht NAevij we-
gen der Konsistenz von Ay also nicht AeT(A^) im Widerspruch zur A n -
nahme. Es gilt also 7X>lj) C A\ls. 
Es gilt nun für alle i e l und alle Sätze B von TV: <f>j(B)=w = Be4j. 
Das zeigt man durch Induktion nach dem Grad von B wie im Beweis 
von T l . 4 - 2 , wobei der folgende Fa l l neu hinzutritt: Ist die Behauptung 
bewiesen für alle Sätze vom Grad <n und alle i e l und hat N B den 
Grad n+1, so gilt: Ist NBe4j , so BeT(A\), also für alle j mit iRj Be4 j , 
also nach Induktionsvoraussetzung 3>j(B)=w, also $i(NB)=w. Ist 
nicht N B e 4 i , so ist wegen der Maximali tät von Ax NBe4j , also 
M(~.B)e4 j . Es gibt dann nach Konstruktion von 5 ein j mit iR j , 
so daß i BeAy also wegen der Konsistenz von Aj nicht Be4j , nach 
Induktionsvoraussetzung also <£j(B)=f, also 4>i(NB)=f. 
Ist nun i e l der Index der Menge BeS, so gilt also wegen - i Ael? 
— A war der in TVR nicht beweisbare Satz - <£j(A)=f. A ist also in 
M nicht gültig. 
Damit ist T2.6-2 bewiesen. 
2.7 Ident i tä t 
Wenn man das Ident i tä t ssymbol „ = " in die modallogische Sprache TV 
einführen w i l l , so entsteht dadurch eine Sprache TV7, die aus LI in 
gleicher Weise hervorgeht wie TV aus L. Zu den Formregeln nach 
D2.2-1 tritt also noch die Bestimmung von D l . 1-1 (vgl. 1.5) hinzu: 
f) Sind s und t Terme von TV7, so ist (s=t) ein Satz von Nl. 
Wir übernehmen die Definition Dl .5 -1 und erweitern den Begriff 
der Interpretation von TV dadurch zu einem Begriff der (m.i.l.) In-
terpretation von TV7, daß wir in D 2 . 4 - l , 4 b fordern, daß <fy die Be-
dingungen für i . l . Interpretationen nach D l . 5 - 2 erfüllt, daß also gilt 
<f>i(s=t)=w genau dann, wenn <£j(s)=<l>j(t). 
1 5 Nach Konstruktion von 5 ist die angegebene Interpretation im Falle ^-ma-
ximaler Mengen eine 4-Interpretation, d.h. es gilt iRj für alle i und j aus I. 
Die i . l . Erweiterungen der Kalküle Af r(r=0,1,2,3) aus 2.5 werden 
so bestimmt, daß sie 1. Erweiterungen des Kalküls LI sind, so daß 
sie also die Axiome A 5 und A 6 enthalten, sowie 2. das zusätzliche 
A x i o m 
N 7 : a^b D N(a^b) . 
Aus A 6 erhalten wir, da wir für dieses A x i o m nicht ausgeschlos-
sen haben, daß die G k a in A[a] im Argument eines Modalopera-
tors steht, 
T N 3 8 : a=b D N(a=b) 
Beweis: a=a A 5 
N(a=a) R N 
a=b D (N(a=a) D N(a=b)) A 6 
a=b D N(a=b). 
N7 ist dagegen nur in N2 beweisbar: 
1 N(a=b) D a^b T N 3 8 
M ( a ^ b ) D a=£b D2.2-3a 
a^b D N ( a ^ b ) TN37 . 
Wegen N l gilt also auch 
T N 3 9 : a) a=b = N(a=b) 
b) a^b = N ( a ^ b ) . 
Wir definieren: 
D2.7-1 a) s=0t := s=t 
s= n + 1 t := N(s= n t ) 
b) s^ 0 t ••= S=£t 
s * n + 1 t := N ( s * n t ) . 
Für s=it schreiben wir auch s=t. 
Wegen T N 3 9 und N 4 gilt in Nv und N2 auch 
T N 4 0 a) a=b = a=nb für beliebige n > 0 . 
b) a^b = a^ n b für beliebige n > 0 . 
Die Kalküle NTi erweitert um die Ax iome A 5 , A 6 und N7 (auf das 
letztere A x i o m kann man, wie gesagt, in N2 verzichten), nennen wir 
NrL 
T2.7-1: Die Kalküle NrI sind semantisch widerspruchsfrei und voll-
ständig. 
Die Widerspruchsfreiheit ergibt sich daraus, daß N7 r-gültig ist 
für m.i . l . Interpretationen Af=<U,I,R,4>>: Gil t $j(a^b)=w, so ist 
4>i(a)¥4>i(b), also nach D2.4-1, 4a $j(a>£<S>j(b) für alle j mit iR j , 
also <$>j(a^b)=w, also 3>j(N(a^b) )=w. 
Die Vollständigkeit von NTI beweist man unter Bezugnahme auf 
T2.6-2 in gleicher Weise, wie wir die Vollständigkeit von LI in 1.5 
unter Bezugnahme auf T l . 4 - 2 nachgewiesen haben: Nach T2.6-2 
gibt es zu jedem in NrI (und also in Nr) nicht beweisbaren Satz A 
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eine r-Interpretation Af=<U, l , R, <£> mit U als Menge der natürlichen 
ZahJen und ein iel mit 3>j(A)=f. Zu M konstruieren wir eine m.i.L 
r-Interpretation M'=({]', I, R, 3>'> mit <&[(B)=<I>j(B) für alle iel und alle 
Sätze B von Nl. Dabei ist U ' eine Menge von ausgezeichneten Ele-
menten der Äquivalenzklassen von <f>i(=). Diese Äquivalenzklassen 
sind für alle i e l wegen T N 3 9 dieselben. Im übrigen kann man den 
Beweis von T l .5 -1 für den gegenwärtigen Fal l direkt übernehmen 
mit einer elementaren Zusatzüberlegung für den Fal l , daß B die Ge-
stalt N C hat. 
Die Gesetze T N 3 8 und N7 haben auf den ersten Bl ick etwas 
Merkwürdiges, denn daß z.B. der Morgenstern mit dem Abendstern 
identisch ist, gilt zwar faktisch, ist aber nicht notwendig. Es ist 
jedoch zu beachten, daß diese Gesetze nicht für Kennzeichnungster-
me gelten, sondern nur für primitive Eigennamen, und „Morgen-
stern" (als Name für denjenigen Stern, der am Morgenhimmel am 
hellsten leuchtet) und „ A b e n d s t e r n " (als Name für denjenigen Stern, 
der am Abendhimmel am hellsten leuchtet) verstehen wir als Kenn-
zeichnungsterme. Es gibt aber andere Beispiele, in denen das weniger 
deutlich ist, z .B. die extensionsgleichen Namen „ L e n i n " und „Wladi-
mir Iljitsch Uljanow". Es kann sein, daß ich die beiden Namen ken-
ne, d.h. z .B. weiß, daß Wladimir Iljitsch Uljanow der Autor der 
„Apri l -Thesen" ist, und Lenin das erste Staatsoberhaupt, der Soviet-
Union, daß ich aber nicht weiß, daß beide identisch sind. Solange 
ich aber beide Namen nur im Sinn einer Kennzeichnung verstehe, 
und den Mann nicht unabhängig von bestimmten Eigenschaften, d.h. 
als Individuum identifizieren kann, verstehe ich die Namen nicht als 
primitive (ostensive) Eigennamen, d.h. als Standardnamen. Weiß ich 
aber, unabhängig von gewissen kennzeichnenden Eigenschaften, wer 
Uljanow, bzw. Lenin ist, so weiß ich auch, daß sie identisch sind, 
daß also diese eine Person sich nicht in anderen Welten in zwei auf-
spalten kann. 
2.8 Kennzeichnungen 
Wenn wir zu Nl den Kennzeichnungsoperator hinzunehmen — die 
dadurch entstehende Sprache sei NK - , so ergibt sich insofern eine 
neue Situation, als nicht mehr alle Terme Standardnamen sind. Da 
für eine einstellige P K F z.B. 4>j(F) von i abhängt , kann sich auch 
der Bezug von ocF(x) von W7elt zu Welt ändern. Das bewirkt, daß 
die Prinzipien s=t D (A[s] D A[t]), A x A [ x ] D A[ t ] und A[t] D 
V x A [ x ] (vgl. 1.6) nicht mehr für alle Kontexte A [ * ] gelten. Aus die-
sem Grund haben wir die entsprechenden Prinzipien in den Axio-
men A 4 , A 5 und A 6 nur für G K formuliert. 
Kennzeichnungsterme werden semantisch wie in Dl .6 -2 behan-
delt. Wir bezeichnen also eine m.i . l . Interpretation im Sinne von 2.7 
als (m.k.l.) Interpretation von NK, wenn in D 2 . 4 - l , 4 b gefordert 
wird, daß die 3>j die Bedingungen für k . l . Interpretationen nach 
D l . 6 - 2 erfüllen. Übernehmen wir die Definition D l . 6 - 1 , so gilt zwar 
das A x i o m A 7 bei allen m.k. l . Interpretationen, nicht jedoch A 8 . 
Denn gilt ^ ( V ^ x F W H , so ist für $i(txF(x)=b)=w ^ ( b ^ ^ a o ) . 
Ist aber für ein j mit iRj <I>(F)={a} mit a^4>j(a0), so gilt 
<S>j(b=ocF(x))=f, also <J>i(ü<F(x)=b D (N(b=b) D N(b=ixF(x))))=f . 
Wenn wir die Kalküle NrI zu m.k. l . Kalkülen NTK erweitern, so 
nehmen wir A 7 hinzu und anstelle von A 8 das Axiomenschema 
N8: i xA[x]= n b D (B[b] D B[ txA[x] ]), wo B[x] eine Satzform ist, 
die bzgl. x einen Modalgrad < n hat. 
In N0K gelten nun anstelle der Theoreme T l bis T4 aus 1.6 folgen-
de Sätze: 
TN41: V y ( a A [ x ] = n y ) A AxB[x] D B[txA[x] ], wo B[x] eine Satz-
form vom Modalgrad < n bzgl. x ist. 
Beweis: V y ( t x A [ x ] = n y ) A AxB[x] D Vy(txA[x]=ny A B[y]) p . l . 
Vy( txA[x]=y A B[y]) D B[ txA[x] ] nach N8 
TN42: AxB[x ] D B[txA[x] ], wo B[x] bzgl. x vom Modalgrad O ist. 
Beweis: Man beweist Vy(txA[x]=y) wie in T l (vgl. 1.6). 
TN43: a) s=s 
b) s=t D t=s 
c) s=t A t=r D s=r 
d) s=nt D (A[s] D A[t]) , wo A[x ] bzgl. x vom Modalgrad 
< n ist. 
Das beweist man mit T N 4 2 wie T3 aus 1.6 mit T l (1.6). Wegen 
R N gilt also die Ableitungsbeziehung 
TN44: s=t | - A[s] = A[ t ] . 
TN45: Vy(s= n y) A A[s] D V x A [ x ] , wo A[x] vom Modalgrad < n 
bzgl. x ist. 
Das folgt direkt aus T N 4 3 . 
Nach T4 aus 1.6 kann man Kennzeichnungsterme in der p. l . 
Sprache LI auch durch die Kont.extdefinition B[txA[x]] = V ^ x A j x ] 
A V X ( A [ X ] A B [ X ] ) v - j V ' ^ A f x ] A B[ao] einführen. Diese Kontext-
definition ist korrekt, weil sie unabhängig davon ist, in welchem 
Teilsatz von B wir otA[x] danach ersetzen. Es gilt z.B. — | F ( i x G ( x ) ) 
= V = 1 X G ( X ) A V X ( G ( X ) A - n F ( x ) ) v V = l x G ( x ) A F(ao) = 
- 1 ( V = 1 X G ( X ) A V X ( G ( X ) A F ( X ) ) v V = 1 x G ( x ) A F ( a 0 ) ) . Das ergibt sich 
in 1.6 aus dem Nachweis, daß diese Kontextdefinit ion äquiva len t ist 
mit A 7 und A 8 . A 7 stellt aber eine explizite Definition von ocAfx] 
dar. 
Im Rahmen der Modallogik ist aber eine solche Kontextdefini-
tion der Kennzeichnungsterme nicht möglich. Es müßte danach 
z . B . gelten 
N F ( t x G ( x ) ) = V ^ x G C x ) A V X ( G ( X ) A N F ( X ) ) V - ^ X G C X ) A 
NF(ao) (1) 
= N ( V = 1 X G ( X ) A V X ( G ( X ) A F ( X ) ) v V = l x G ( x ) A F ( a 0 ) ) . (2) 
Die letzteren beiden Sätze (1) und (2) sind aber nicht äquivalent 
bei allen m. i . l . Interpretationen. Das gilt auch für 2-Interpretationen. 
(1) besagt, daß es in einer Welt i genau ein G-Objekt gibt und daß 
F notwendig auf dieses Objekt zutrifft, oder daß es in i nicht genau 
ein G-Objekt gibt, und daß F notwendig auf 2^ zutrifft. (2) besagt 
hingegen, d a ß in i notwendig gilt: es gibt genau ein G-Objekt und 
F trifft darauf zu , oder es gibt nicht genau ein G-Objekt und F 
trifft auf ao zu. Der Ausdruck N F ( t x G ( x ) ) ist nach A 7 immer im 
Sinn von (2) zu deuten, d.h. als NVy( txG(x)=y A F ( y ) ) , während 
(1) darzustellen ist durch Vy( ixG(x)=y A N F ( y ) ) . 
Es gilt aber der Satz 
T N 4 6 : V y ( « A [ x ] = n y) D ( B [ a A [ x ] ] = V ^ X A M A V X C A M A B I X ] ) 
V - i V = 1 x A [ x ] A B[a<)]), wo B[x] eine Satzform ist, die bzgl. x einen 
Modalgrad ^ hat. 
Das beweist man mithilfe von T N 4 3 , T N 4 4 wie T4 in 1.6. We-
gen N4 gelten in NXK und N2K für beliebige Satzformen die Theo-
reme 
T N 4 7 : Vy(s=y) D (AxB[x] 3 B[s]) 
T N 4 8 : s=t 5 (A[s] D A[t]) 
T N 4 9 : Vy(s=y) D (B[s] D VxB[x] ) 
T N 5 0 : V y ( t x A [ x ] = y) D (B[ ixA[x] ] = V ^ X A M A V X C A J X J A B I X ] ) 
v - ^ ^ x A M A B l a o l ) . 
Die Theoreme TN41 und T N 4 5 , bzw. T N 4 7 und T N 4 9 machen 
deutlich, daß man beim Vorkommen von Kennzeichnungstermen 
(allgemein: von Termen, die keine Standardnamen sind) nur unter 
speziellen Voraussetzungen in modale Kontexte hinein quantifizieren 
kann. Damit wird dem berechtigten Kern der Quineschen Kr i t i k an 
solchen Quantifizierungen Rechnung getragen. 
Man m u ß auch eine Aussage N F ( t x G ( x ) ) — es ist notwendig, daß 
das Objekt mit der Eigenschaft G die Eigenschaft F hat - von der 
Aussage Vy( txG(x)=y A N F ( y ) ) unterscheiden — für das Objekt mit 
der Eigenschaft G ist es notwendig, daß es die Eigenschaft F hat. 
Die erstere Aussage gilt in i genau dann, wenn für alle von i aus 
gesehen mögl ichen Welten j gilt, daß das dort durch „ i x G ( x ) " be-
zeichnete Objekt zur dort von „ F " bezeichneten Menge gehört. Das 
kann auch dann gelten, wenn „ i x G ( x ) " nicht in all diesen Welten 
dasselbe Objekt bezeichnet. Der zweite Satz gilt hingegen genau 
dann, wenn das in i durch „ i x G ( x ) " bezeichnete Objekt in allen 
Welten j mit iRj zur dort von „ F " bezeichneten Menge gehört. Kei-
ne der beiden Aussagen impliziert so die andere. Sie sind nur unter 
der Bedingung V y ( t x G ( x ) 7 y ) äquivalent. N F ( t x G ( x ) ) ist eine Aussa-
ge über eine Modali tät de dicto, Vy(6xG(x)=y A N F ( y ) ) eine solche 
über eine Modalität de re. Aus der ersten folgt nach TN45 nur 
dann der Satz V y N F ( y ) , wenn gilt Vy(txG(x)=y) , d.h. wenn 
„ t x G ( x ) " in allen Welten j mit iRj dasselbe Objekt bezeichnet, das 
dann wegen der Reflexivität von R auch das von , , i x G ( x ) " in i be-
zeichnete Objekt ist. 
Die Vollständigkeit der Kalküle NrK ergibt sich, entsprechend wie 
in 1.6, aus der Vollständigkeit der NrJ mit der Überlegung, daß sich 
alle Kennzeichnungsterme nach T N 4 6 eliminieren lassen. Dazu wählt 
man als Eliminationskontext B[x] immer eine Satzform, die bzgl. x 
den Modalgrad 0 hat, und beachtet, daß gilt Vy(txA[x]=y). 
2.9 Existenz 
Da wir allen Welten ie l in m. l . Interpretationen nach D2.4-1 immer 
denselben Bereich möglicher Objekte zugrundegelegt haben, ist es 
besonders wichtig, durch die Annahme evtl. unterschiedlicher Berei-
che existierender Objekte Uj den Interpretationsbegriff so zu verall-
gemeinern, daß er für Anwendungen brauchbar wird, in denen in 
verschiedenen Welten verschiedene Objekte existieren. 
Wir führen dazu wie in 1.7 in die Sprache N, bzw. Nl oder NK, 
ein Exis tenzprädikat E als logisches Grundprädika t ein. Die dadurch 
aus NK entstehende Sprache sei z .B . NKE. 
D2.9-1: Eine Interpretation der Sprache NKE ist ein Quintupel 
<U, U ' , I, R, wobei gilt 
a) <U, I, R, 4>> erfüllt die Bedingungen für m.k. l . Interpretationen. 
b) U ' ist eine Funkt ion, die jedem iel eine Menge Uj C U zuord-
net. 
c) * i ( E ) = U , 
Wir übernehmen die Definitionen Dl .7 -1 und setzen für das Prä-
dikat E wiederum keine eigenen Axiome an. Es gelten dann in je-
der Welt i die Gesetze A .x (A .yA[y ] D A[x]) , A . x ( A [ x ] D V . y A [ y ] ) , 
A .xA[x]AE(a) D A[a] , A[a]AE(a) D V . x A [ x ] aus 1.7. Es gilt aber 
nicht die Entsprechung zum Satz T l . 7 - 1 . Denn die Entsprechungen 
zu N 3 , T N 7 und T N 8 sind alle ungültig, auch unter der Voraus-
setzung V . x ( B [ x ] v --, B[x]). Die Geltung von A . x N A [ x ] D N A . x A j x ] 
würde z .B. voraussetzen, daß für alle i , j e l gilt: existiert das Objekt 
a in j und ist iR j , so existiert a auch in i : ist <!>j(NAx(E(x) D 
A[x]))=f, s o gibt es ein j mit iRj und $ j ( A x ( E ( x ) D A[x]))=f, also 
ein <£' mit 4 > ' ^ (a komme in A [ x ] nicht vor) und 3>j(E(a))=w und 
<S>J(A[a])=f. Dann und nur dann, wenn gilt Uj C U j , also 
3>j(E(a))=w, folgt daraus, daß es ein mit 3>'=<l> gibt und 
<f>'j(E(a))=w und ein j mit iRj und $j(A[a])=f, also <&j(NA[a])=f, 
also 4>i(Ax(E(x) D NA[x]))=f. 
Fordern wir umgekehrt die Geltung von A . x N A [ x ] D N A . x A [ x ] , 
so ist das gleichbedeutend mit der Forderung Uj C Uj für alle i , j 
mit iR j . In diesem Sinn gilt auch N3 nur deswegen, weil wir in 
D2.4-1 mit dem einheitlichen Objektbereich U für alle ie l der For-
derung genügt haben, daß alle (möglichen) Objekte von j für iRj 
auch mögliche Objekte von i sind. 
Entsprechendes gilt für T N 7 : Die Geltung von N A . x A [ x ] D 
A . xNA[x ] ist gleichwertig mit der Forderung Uj C Uj für alle i , j e l 
mit iR j . Ebenso ist die Geltung der Entsprechung zu T N 8 : V . x N A j x ] 
D N V . x A [ x ] gleichwertig mit der Forderung Uj C Uj für alle i , j e l 
mit iRj . 
Die Forderung, daß alle Objekte, die in der Welt i existieren, 
auch in allen bzgl. i möglichen Welten j existieren, bzw. in diesen 
Welten j nur die Objekte existieren, die in i existieren, ist aber eine 
sehr spezielle Forderung. Darauf gründen sich auch die Einwände , 
die gegen die Barcan-Formel N3 und ihre Umkehrung T N 7 vorge-
bracht worden sind. Daher hat man auch bei Nichtunterscheidung 
möglicher und existierender Objekte Interpretationen der Modallogik 
entwickelt, die nicht auf diesen Forderungen basieren; in denen ver-
schiedene Welten also verschiedene Objektbereiche enthalten 1 6 . Ins-
gesamt erscheint aber die Unterscheidung möglicher und existieren-
der Objekte und damit der Quantoren A. und A intuitiv und formal 
am einfachsten. 
Vgl. dazu z.B. Kripke (63b). 
3 K o n d i t i o n a l s ä t z e 
3.1 Typen und Wahrheitsbedingungen von Kondit ionalsätzen 
Ein indikativischer Konditionalsatz oder Realis ist ein Satz der Ge-
stalt „Wenn A , dann B " . Beispiele solcher Sätze sind: 
1) Wenn Fritz 30 Jahre alt ist, dann ist er in 5 Jahren 35. 
2) Wenn Hans sich zur Wahl stellt, dann wird er sie gewinnen. 
3) Wenn man bei einem Luftdruck von 1 at Wasser auf 100° C 
erhitzt, dann kocht es. 
4) Wenn mein Barometer fällt, dann sinkt der Luftdruck. 
5 ) Wenn die Ampel auf Rot steht, dann ist es verboten, in die 
Kreuzung einzufahren 
Wir beschränken uns hier auf Kondi t ionalsä tze , die Behauptungen 
darstellen, die also wahr oder falsch sind. Handlungsäußerungen, wie 
z .B. „Wenn ich nach Florenz fahre, werde ich die Uffizien besu-
chen" oder „Wenn du den Rasen mähs t , bekommst du 2 Mark" , 
„Wenn Fr i tz krank ist, dann besuche i h n " , die Absichtserklärungen, 
Versprechungen, Imperative und dergl. darstellen und also weder 
wahr noch falsch sind, lassen wir hier außer acht 1 . Den Satz (2) 
fassen wir daher hier nicht als Voraussage auf i m Sinne von „ Ich 
sage voraus (bin überzeugt) , daß Hans gewinnen wird, falls er sich 
zur Wahl stellt", sondern als Feststellung eines in der Sache liegen-
den Zusammenhangs 2 . 
Der Normalfall für die Behauptung eines Realis „Wenn A , dann 
B " ist der Fal l , daß es unbestimmt ist, ob A wahr ist oder nicht, 
oder daß das dem Sprecher nicht bekannt ist. Ist bekannt, daß A 
gilt, so wird man statt des „Wenn A , dann B " meist den Kausalsatz 
„B, da A " formulieren. E in Satz „B, da A " präsupponier t , daß A 
Zum Begriff der Handlungsäußerung vgl. z.B. Kutschera (71), sowie den Ab-
schnitt 7.5. 
Auch Voraussagen nennen wir richtig oder falsch, je nachdem, ob der vor-
ausgesagte Sachverhalt eintritt oder nicht. Aber das ist eine übertragene Ver-
wendung von „wahr" und „falsch"; die Voraussage selbst als Handlungsäuße-
rung ist weder wahr noch falsch. Ähnlich kann man auf einen Bericht ..Fritz 
sagte, er habe die Prüfung bestanden" antworten ,,Das ist falsch", wenn man 
nicht sagen will, der Bericht, sondern die berichtete Aussage sei falsch. 
gilt. Seine Verneinung „Es ist nicht der Fa l l , daß B aufgrund von A 
gilt" setzt ebenfalls voraus, daß A gilt, und leugnet nur, daß A 
(unter den gegebenen U m s t ä n d e n ) eine hinreichende Bedingung für 
B ist. Allgemein gilt: ein Satz A (bzw. der durch ihn ausgedrückte 
Sachverhalt) ist eine Präsupposition des Satzes B , wenn sowohl B 
als auch nicht-B die Wahrheit von A voraussetzen; wenn also B und 
nicht-B nur unter der Bedingung A sinnvoll sind 3 . 
Ist bekannt, daß A nicht gilt, so wird man anstelle von „Wenn 
A , dann B " meist den irrealen Konditionalsatz formulieren „Wenn 
A wäre , dann wäre B " . Dieser Satz präsupponier t , daß A falsch ist. 
Normalerweise gebraucht man den Irrealis „Wenn A wäre, dann wäre 
B " , wenn auch B nicht gilt. Gi l t B , so wird man oft sagen „Wenn 
A wäre, wäre B auch". Wir wollen im folgenden bei einem Irrealis 
„Wenn A wäre , dann wäre B " nichts über die tatsächliche Wahrheit 
oder Falschheit von B voraussetzen. 
Ist es zwar offen oder unbekannt, ob A gilt, wird das aber als 
eher unwahrscheinlich angesehen, so verwendet man statt des Realis 
„Wenn A , dann B " auch den konjunktivischen Potentialis „Würde A 
der Fa l l sein, dann würde auch B der Fal l sein". In diesem Sinn 
würde man statt (2) auch sagen: 
„ Wenn Hans sich zur Wahl stellen würde, dann würde er sie ge-
winnen'. 
Da sich der Potentialis vom Realis nicht i m deskriptiven Gehalt, 
sondern nur dadurch unterscheidet, daß der Sprecher in ihm seiner 
Überzeugung Ausdrück gibt, daß» er die Antezedensbedingung A für 
unwahrscheinlich häl t , lassen wir den Potentialis bei unserer logi-
schen Analyse außer Betracht. 
Kausalsätze und irrelae Kondi t iona lsä tze lassen sich durch indika-
tivische Kondi t ionalsä tze charakterisieren. Schreiben wir: 
K ( B , A ) für Wenn A , dann B (Realis) 
Ko(B, A) für Wenn A wäre, dann wäre B (Irrealis) 
K C ( B , A ) für B , da A (Kausalsatz), 
so gilt: 
PI: -1 A D ( K 0 ( B , A ) = K ( B , A ) ) 
P2: A D ( K C ( B , A ) = K ( B , A ) ) . 
Wenn man also einmal von dem Präsupposi t ionen in K 0 ( B , A ) 
und K C ( B , A ) absieht - wir werden erst im 7. Kapitel einen Ansatz 
für ihre Behandlung entwickeln - so kommt man mit K ( B , A ) als 
logischer Grundform aller Kondi t ional - und Kausalsätze aus. 
Vgl. dazu den Abschnitt 7.1. 
Univ.-Bibliofhek 
P I und P2 kann man anhand von Beispielen plausibel machen. 
Wenn man den Satz (2) als wahr akzeptiert, wird man, wenn sich 
Hans nicht zur Wahl stellt, auch den Satz 
(2') Wenn sich Hans zur Wahl stellen würde, würde er sie ge-
winnen 
als wahr akzeptieren. Und wenn man (2') als wahr akzeptiert, so 
kann man (2) nicht als falsch erklären, sondern nur sagen: ,,Ja, 
aber er stellt sich nicht". Dieser Einwand ist aber nicht semantischer 
Natur, sondern richtet sich gegen eine beim Sprecher vermutete 
Voraussetzung, es sei noch offen, ob sich Hans stellt. Die Wahrheit 
von (2') beruht wie die von (2) darauf, daß die Umstände so sind, 
daß ein Kandidat Hans sichere Gewinnchancen hä t t e . 
Generell ist zu unterscheiden zwischen den semantischen Fragen, 
ob ein Satz A wahr oder bedeutungsvoll ist, und den pragmatischen 
Fragen, ob es in einer Situation sinnvoll, stilgerecht, informativ oder 
passend ist, A zu äußern . Unter gewissen Voraussetzungen kann eine 
Äuße rung von A pragmatisch sinnlos oder unpassend sein, semantisch 
jedoch bedeutungsvoll. Wir interessieren uns hier nur für semantische 
Fragen. Da wir Präsupposi t ionen nicht berücksichtigen, müssen wir 
über manche pragmatischen Ungereimtheiten hinwegsehen. 
E . Adams hat in (70) gegen das Prinzip PI und damit gegen die 
Reduzierbarkeit irrealer auf indikativische Kondi t ionalsätze folgendes 
Beispiel vorgebracht: 
6) Wenn Oswald Kennedy nicht erschossen hat ( A ) , dann hat ihn 
ein anderer erschossen (B). 
7) Wenn Oswald Kennedy nicht erschossen hätte, dann hätte ihn 
ein anderer erschossen 
Intuitiv würden wir (6) als wahr, (7) dagegen als falsch ansehen, 
da wir geneigt wären zu sagen: 
7') Wenn Oswald Kennedy nicht erschossen hätte, so könnte 
Kennedy noch leben 
Das widerspricht aber P I , da wir voraussetzen, daß Oswald Kennedy 
ta tsächl ich erschossen hat. 
Wenn wir (6) als wahr ansehen, so aufgrund der Tatsache, daß 
Kennedy in Dallas erschossen wurde (C), und wir argumentieren für 
(6) so, daß wir diese Annahme C festhalten, unabhängig davon, ob 
A gilt oder nicht. D.h . wir sehen es nicht als unmöglich oder gänz-
l ich unwahrscheinlich an, daß A und C gilt. A u f der Basis dieser 
Argumentation müssen wir aber auch (7) als wahr akzeptieren. Sehen 
wir (7) als falsch an, so gehen wir davon aus, daß nur Oswald einen 
Anschlag auf Kennedy verübte, so daß C unter der Annahme A 
nicht mehr haltbar ist. Dann ist aber auch (2) falsch. 
Woher kommt es aber, daß wir intuitiv geneigt sind, (6) als 
wahr, (7) aber als falsch anzusehen? 
Im Übergang von (6) zu (7) vollzieht sich ein Wechsel von topic 
und comment, d.h. von Thema und Kommentar, von dem als be-
kannt Vorausgesetzten und dem Neuen, was dazu gesagt wird. In 
der Proposition, daß Oswald Kennedy erschossen hat, läß t sich so-
wohl die Tatsache, daß Kennedy erschossen wurde, wie jene, daß 
Oswald der Täter war, topikalisieren. Im Vordersatz A von (6) stellt 
der M o r d an Kennedy das Thema dar, und der Kommentar, die Tä-
terschaft von Oswald, wird negiert. Im Vordersatz von (7) dagegen 
ist das Thema, daß Oswald der At t en t ä t e r war, der Kommentar ist, 
daß Kennedy erschossen wurde, und dieser Kommentar wird ver-
neint. Die gleiche Topikalisierung im Vordersatz wie in (6) liegt da-
gegen in dem Satz vor 
7") Wenn es nicht Oswald gewesen wäre, der Kennedy erschos-
sen hat, so wäre es ein anderer gewesen, 
den wir mit (6) als wahr ansehen 4 . 
E i n ähnlicher Wechsel von Thema und Kommentar liegt in dem 
folgendem Beispiel von Goodman vor. Wir würden sagen: 
8) Wenn New York zum Staate Georgia gehörte, so läge New 
York im Süden der USA. 
Aber 
9 ) Wenn der Staat Georgia New York enthielte, würde Georgia 
nicht gänzlich im Süden der USA liegen. 
Der Unterschied von topic und comment läßt sich in unserer 
Logiksprache nicht wiedergeben. Beispiele aus der natürlichen Spra-
che sind also nicht immer entscheidend, denn es gibt sprachliche 
Unterschiede, die in der logischen Sprache, die wir hier zugrunde 
legen, nicht erfaßbar sind. Insofern ist das Beispiel von Adams kein 
ausreichender Einwand gegen P I . 
Bei der Analyse von Kausalsätzen ist es zunächst wichtig, zu bemer-
ken, dal?» ein Satz „B, da A " keineswegs besagt, daß A eine Ursache 
von B ist, A kann vielmehr auch ein Anzeichen (Symptom) von B 
sein. So kann man sagen 
(4) Da das Barometer fällt, sinkt der Luftdruck, 
obwohl hier das Fallen des Barometers nicht Ursache, sondern Wir-
kung des fallenden Luftdrucks ist. 
Auf die Rolle des Wechsels von Thema und Kommentar in Adams Beispiel 
hat mich R. Posner hingewiesen. 
Und in dem zu (5) gebildeten Kausalsatz: 
5') Es ist verboten, in die Kreuzung einzufahren, da die Ampel 
auf Rot steht 
ist die Ampelanzeige nicht die Ursache des Verbotes, sondern das 
Verbot ergibt sich aus einer bedingten Norm vermittels der Tatsache, 
daß die Ampel auf Rot steht. Ferner besagt ein Satz , , B , da A " 
auch nicht, daß A der alleinige Grund für B ist. Aus , , B , da A " 
folgt also nicht der Irrealis „Wenn A nicht wäre, dann wäre auch B 
nicht". In , , B , da A " ist also A (unter den gegebenen Umständen) 
eine hinreichende, nicht aber immer auch eine notwendige Bedin-
gung für B 5 . 
Nun berechtigen uns die Sätze (1) bis (5), falls das Antezedens 
(der ,,Wenn"-Satz) wahr ist, dazu, die entsprechenden Kausalsätze 
zu behaupten, also z.B. 
1') Da Fritz 30 Jahre alt ist, ist er in 5 Jahren 35. 
Umgekehrt wird man, sofern man ( l ' ) als wahr akzeptiert, den 
Satz (1) nicht als falsch ansehen können . Vielmehr gibt (1) zusam-
men mit der Tatsache, daß Fri tz 30 Jahre ist, uns erst die Berech-
tigung, ( T ) zu behaupten. 
Nachdem wir also K ( B , A ) als Grundform von Kondi t ionalsä tzen an-
sehen können , wollen wir auf die Grundgedanken zur Interpretation 
solcher Sätze eingehen. Die Wahrheitsbedingungen für solche Sätze 
machen wir am besten deutlich, indem wir sie denen für die mate-
riale Implikation A D B gegenüberstellen. Für die materiale Impli-
kation gilt: 
1. A D B ist falsch, wenn A wahr, B aber falsch ist. 
2. A D B ist wahr, wenn A und B beide wahr sind. 
3. A D B ist wahr, wenn A falsch ist - egal welchen Wahrheits-
wert B hat. 
Die erste Bedingung gilt auch für K ( B , A ) . Wir erhalten also 
P3: K ( B , A ) D (AD B). 
Denn aus „Wenn A , dann B " und A kann man auf B schließen. 
Es gilt aber weder das zweite noch das dritte Prinzip. Der Satz 
,,Wenn Nixon noch tiefer in den Watergate-Skandal verwickelt 
wird, dann werden die Republikaner die nächste Wahl gewinnen" 
ist falsch, selbst wenn sich herausstellen sollte, daß beides eintrifft; 
denn ein republikanischer Wahlsieg ist bei einer Ausweitung des 
Skandals aufgrund der gegebenen Umstände sehr unwahrscheinlich. 
D. Lewis definiert im Anschluß an Hume in (73a) ,,A ist Ursache von B" 
durch „A und B, und wäre A nicht, so wäre auch B nicht". 
Ebenso ist der Satz 
„Wenn Hans heute 25 Jahre alt ist, war er vor drei Jahren 24" 
falsch, selbst wenn Hans heute 22 Jahre alt ist. 
Oer konditionale Operator K ist kein extensionaler Operator. Der 
Wahrheitswert von K ( B , A ) hängt nicht nur von den Wahrheitswerten 
von A und B ab, sondern von dem sachlichen Zusammenhang zwi-
schen den durch Antezendens und Sukzedens (,,dann"-Satz) ausge-
drück ten Sachverhalten 6 . 
Als modaler Operator zur Definition von K bietet sich die strikte 
Implikation an. Man wird jedenfalls fordern: 
P4: ( A D B) D K ( B , A ) . 
Denn wenn B eine notwendige Folge von A ist, so gilt B , wenn 
A gilt. K ( B , A ) gilt jedoch nicht nur dann, wenn B eine notwendige 
Folge von A allein ist. So gilt (4), obwohl die entsprechende strik-
te Implikation falsch ist. (4) gilt, weil mein Barometer korrekt funk-
tioniert, aber das gilt nicht notwendigerweise. Man kann auch nicht 
K ( B , A ) als elliptische Formulierung von A A C D B für ein passendes 
(wahres) C nehmen, denn dann hä t t e der Satz K ( B , A ) keinen be-
stimmten Wahrheitswert, sondern k ö n n t e je nach Wahl von C wahr 
oder falsch sein. Ebenso hat der Satz „Dings-da kommt heute Abend 
zum Essen" keinen bestimmten Wahrheitswert, solange nicht fest-
6 E.Adams (in (70)), H.P. Grice (in „ Logic and Conversation") und D. Lewis 
(in einem unveröffentlichten Aufsatz probabilities of conditionals and con-
ditional probabH^es") haben vorgeschlagen, indikativische Konditionalsätze 
semantisch wie materiale Implikationen zu interpretieren und die Tatsache, 
daß wir z.B. im Fall von - , A nicht immer auch A D B behaupten können, 
durch pragmatische Regeln zu erklären, die im Beispiel besagen, daß eine 
Behauptung von A D B bei Kenntnis von - , A inkorrekt ist, da sie dem Hörer 
weniger mitteilt, als der Sprecher weiß, und insofern irreführend ist. Dieser 
Ansatz ist bisher jedoch nicht detailliert ausgeführt worden. Ohne weitere 
Differenzierungen ist er intuitiv nicht recht überzeugend, da es oft (z.B. in 
Argumenten) auch sinnvoll und relevant ist, A D B zu behaupten, wenn man 
weiß, daß A nicht gilt. Wenn man im Sinn der Ausführungen in 4.5 den 
Sachverhalt, daß A für den Sprecher Grund ist zu glauben, daß B gilt, als 
notwendige und hinreichende Bedingung für die Behauptbaikeit von „Wenn 
A, dann B" ansieht, so ist das allerdings mit der These von Adams und Le-
wis verträglich, daß die Behauptbarkeit von ,,Wenn A, dann B" durch die be-
dingte Wahrscheinlichkeit von B aufgrund von A bestimmt wird. 
Geht es, wie hier, darum, eine Logik für „Wenn-dann^-Sätze anzugeben, 
so muß man sich dabei allein auf eine semantische Analyse solcher Sätze 
stützen; pragmatische Regeln bleiben ohne Relevanz. Und wenn gewisse Ge-
setze, die für die materiale Implikation gelten, keine logischen Gesetze für 
indikativische Konditionalsätze sind, wie das durch zwei Beispiele in 3.3 illu-
striert wird, so erfordert das eine andersartige semantische Analyse dieser 
Sätze. 
steht, wen „Dings-da" bezeichnet. Man kann auch nicht für C immer 
die Konjunktion aller wahren Sätze wählen, denn für falsches A wä-
re dann - , A ein Konjunktionsglied von C und es würde für alle 
Sätze B gelten K ( B , A ) . 
Man kann auch nicht definieren 
K ( B , A ) := V C ( C A N ( A D N C ) A ( A A C D B) ) . 
(Die Forderung ~i (A I) C) soll sicherstellen, daß C und A mit-
einander verträglich sind — andernfalls würden im Falle —, A belie-
bige Sätze K ( B , A ) gelten, da man für C dann A wählen könnte ) . 
Denn dann würde das Prinzip verletzt 
P5: M A A K ( B , A ) D -j K ( - i B, A ) . 
Das hat N . Goodman in seiner Analyse der irrealen Kondi t ionalsätze 
gezeigt 7 : Sei A ein falscher Satz der Gestalt AlvA2 und B der 
Satz A 2 , dann gilt für Q = - i Ai : A A Q D B sowie - , ( A 3 - Q ) ; 
und für C 2 = "i A 2 gilt entsprechend A A C 2 3 -1 B sowie 
- , (A D -1 C 2 ) . Ist also A z.B. der Satz ,,Hans ist in Amer ika" , Ai 
der Satz ,,Hans ist in Südamer ika" und A 2 der Satz „Hans ist in 
Nordamerika", so gilt, obwohl es möglich ist, daß Hans in Amerika 
ist: „Wenn Hans in Amerika ist, so ist er in Nordamerika" und 
„Wenn Hans in Amerika ist, so ist er nicht in Nordamerika". C 
kann also weder für alle A eine feste Bedingung sein, noch eine be-
liebige (wahre und mit A verträgliche) Bedingung. Vielmehr ist für 
C zu jedem A eine passende ceteris-paribus-Bedingung zu wählen: 
eine wahre Bedingung, die auch dann gelten würde, wenn der tat-
sächlich nicht realisierte der beiden Fälle A und —,A eintritt. 
Goodman spricht in diesem Sinn davon, daß die Bedingung 
(A D - , C) der Verträglichkeit von A und C ersetzt werden müsse 
durch die Bedingung, daß C mithaltbar (cotenable) mit A ist, und 
definiert: C ist mithaltbar mit A genau dann, wenn es nicht der 
Fal l ist, daß, wäre A der Fal l , -1 C der Fal l wäre 8 Aber das führt 
wieder auf die Frage nach der Geltung von Kondi t iona lsä tzen zurück. 
Wir müssen also anders ansetzen. Wir liberalisieren die Relation 
A D B, die besagt, daß B eine notwendige Folge von A ist, da-
durch, daß wir K ( B , A ) als eine Relation bedingter Notwendigkeit 
auffassen, und lesen also K ( B , A ) auch als „Unte r der Bedingung A 
gilt B notwendigerweise". Wir fassen dabei den relativen Notwendig-
keitsbegriff als schwachen Notwendigkeitsbegriff auf. Insbesondere 
7 Vgl. Goodman (55), Kap. I. 
8 Vgl. Goodman (55), S. 15. 
soll K A := K ( A , T) (wo T eine Tautologie ist) besagen, daß A im 
schwachen Sinn notwendig ist, d.h. einen prima facie (ohne Berück-
sichtigung der gegebenen Umstände) normalerweise geltenden Sach-
verhalt darstellt. K ( A , B ) besagt entsprechend, daß A unter der Be-
dingung B gilt oder ein unter der Bedingung B normalerweise gelten-
der Sachverhalt ist. E in starker Notwendigkeitsbegriff wird hingegen 
dadurch bestimmt, daß A notwendig ist - wir schreiben dafür wie-
der N A — genau dann, wenn A unter allen Bedingungen B im 
schwachen Sinn notwendig ist, wenn also für alle B gilt K ( A , B). 
Wir deuten also den Konditionalsatz „Wenn A , dann B " im Sinne 
von „ U n t e r der Bedingung A ist B ( im schwachen Sinn) notwendig". 
Definieren wir L ( B , A ) := - , K ( - j B , A ) , so wird durch L ( B , A ) aus-
gedrückt , daß B unter der Bedingung A im starken Sinn möglich ist, 
und durch L A := - , K - n A , daß A prima facie ( im starken Sinn) 
möglich ist. Durch M A = _ , N - i A wird hingegen ausgedrückt, daß 
A im schwachen Sinn möglich ist, d.h. daß es Bedingungen B gibt, 
unter denen A i m starken Sinn möglich ist. Es gilt dann L A D M A , 
denn aus N n A folgt K - i A . 
Ist K ( C , A ) , d.h. ist C unter der Bedingung A im schwachen Sinn 
notwendig - so k ö n n e n wir C als normal bei A bezeichnen. Im Ab-
schnitt 3.3 werden wir das Theorem (TC15) K ( B , A ) = V C ( K ( C , A ) 
A A A C p B) beweisen. Danach ist die Forderung der Mithaltbarkeit 
von C mit A bei Goodman durch die der Normal i tä t von C bei A 
zu ersetzen. Ist C bei A normal, so erübrigt sich eine explizite Be-
zugnahme auf C, wenn man die Bedingung A angibt. Das erklärt , 
warum wir in einem Satz „Wenn A , dann B " C nicht als Anteze-
densbedingung anführen. Im Gegensatz zu Goodman ist C hier keine 
ceteris-paribus-Bedingung, d.h. eine wahre Bedingung, die auch bei 
- i A gilt. E in Bezug auf solche ceteris-paribus-Bedingungen erscheint 
auch nicht sinnvoll; denn wenn A eine ungewöhnl iche Bedingung 
ist, braucht das, was unter der Bedingung A als normal vorausge-
setzt v/erden kann, in der wirklichen Welt nicht wahr zu sein. 
3.2 Die Sprache C und ihre Semantik 
Die Sprache C der Konditionallogik soü jene Erweiterung der p . l . 
Sprache L sein, die sich durch Hinzunahme des Operators K zum 
Alphabet von L und der Regel, daß K.(A, B) mit A und B ein Satz 
ist, zu den Formregeln ergibt. 
Wir definieren: 
D3.2-1: a) L ( A , B ) := - , K ( - , A , B ) 
b) K A := K ( A , T), wo T eine Tautologie ist 
c) L A := - i K - i A 
d) N A := K ( A , - , A ) 
e) M A := - i N - , A . 
Der Begriff einer konditionallogischen (kurz c.l.) Interpretation 
wird wie folgt festgelegt: 
D3.2-2: Eine (c.l.) Interpretation von C ist ein Quadrupel (U, I, g, <£>>, 
so daß gilt: 
1) U ist eine nichtleere Menge von Objekten. 
2) I ist eine nichtleere Menge von Welten. 
3) Für alle iel und alle X C I ist g(i , X ) eine Funkt ion, für die gilt. 
a) g ( i , X ) C X 
b) X C Y A g( i ,X>*A D g ( i , Y ) * A 
c) g ( i , Y ) n x ^ A D g(i, x n Y ) = g ( i , Y ) n x 
d) ieg(i, I) 
e) j e g ( U ) D g ( j ,X) = g ( i , X ) 
0 jeRj D Rj=Ri, wo R 4 :=Ug(i, Y ) . 
Y 
4) Für alle i ist <$i eine Funkt ion , so daß gilt 
a) <I>j (a)=<l>j(a) für alle j e l und alle G K a von C. 
b) <!>j erfüllt die Bedingungen (a) bis (f) für p. l . Interpretatio-
nen von L über U nach D l . 2 - 1 . 
c) <l>j(K(A, B) )=w genau dann, wenn g ( i ,B) C [A]. Dabei sei 
[A]={j: $j(A)=w}. 
Zur Erläuterung dieser Definition gehen wir aus von der Bestim-
mung (4c). Danach treten nun die Mengen g(i, A) an die Stelle der 
Menge Sj iRj} in D2.4-1. Dort hatten wir gesetzt 3>j(NA)=w = 
S iC[A] , so daß (4c) die direkte Verallgemeinerung dieser Definit ion 
für bedingte Notwendigkeiten ist. Dementsprechend ist die Menge 
g(i, A ) zu deuten als die Menge derjenigen Welten, die unter der Be-
dingung A von i aus gesehen möglich sind. (3a) besagt daher, daß 
unter der Bedingung A nur A-Welten möglich sind. 
Es soll g(i , A)=A genau dann gelten, wenn A von i aus gesehen 
eine im starken Sinn unmögliche Bedingung ist, d.h. wenn A nicht 
im schwachen Sinn möglich ist. Die Welt j ist von i aus gesehen im 
schwachen Sinn möglich genau dann, wenn sie unter irgendeiner 
Bedingung von i aus möglich ist, d.h. wenn gilt j e U g ( i , Y ) = Rj. 
Y 
Es soll also gelten: 
a) g ( i ,X)=A = R j C X . 
Ist R j C X , so ist g ( i ,X )=A wegen (3a). Ist R j O X ^ A , so gibt es ein 
Y mit X O g ( i , Y ) ^ A , also nach (3c) g(i, XOY)=g( i , Y ) n X ^ A , wegen 
X O Y C X also nach (3b) g( i ,X )=M. 
Es gilt ferner 
ß) R j C X genau dann, wenn für alle Y gilt g ( i , Y ) C X . 
DcS ergibt sich unmittelbar aus der Definition von Rj. 
Und is gilt 
7 ) R i C X = g ( i , X ) c X . 
Gi l t g ( i , X ) C X , so ist nach (3a) g( i ,X)=A, also nach (a) R j C X . Und 
ist R i C X , so gilt nach (ß) auch g(i, X ) C X . (y) ist die Rechtferti-
gung für die Definition D 3 . 2 - l d der Notwendigkeit im starken Sinn. 
Die Bedingung (3b) besagt: wenn X nicht unmögl ich ist (im star-
ken Sinn), so auch nicht Y für X C Y . 
(3c) besagt: Ist A unter der Bedingung B ( im starken Sinn) mög-
lich, so ist die Menge der Welten, die unter der Bedingung A A B mög-
l ich sind, mit der Menge der A-Welten identisch, die unter der Be-
dingung B möglich sind 9 . 
(3d) beinhaltet, daß die Welt i von i aus gesehen (schwach) mög-
l ich ist. (3f) sind für N die modallogischen Prinzipien N A D N N A 
und - , N A D N - i N A von N2i und (3e) ist die Verallgemeinerung 
dieser Prinzipien für bedingte Notwendigkeiten, so daß gilt K ( A , B) 
3 K K ( A , B ) und - i K ( A , B ) 3 K - , K ( A , B ) . Diese Gesetze folgen, wie 
man leicht sieht, aus (3e), und umgekehrt ergibt sich (3e) aus die-
sen Prinzipien wie folgt: 
Gi l t K ( A , B ) 3 K K ( A , B ) , so m u ß gelten g ( i , B ) C [ A ] 3 g(i ,I) C 
{j: gG>B) C [ A ] } , also g ( i ,B ) C [A] 3 Aj(jeg(i,I) 3 g Q , B ) C [ A ] ) . 
Das gilt für alle [A] nur dann, wenn gilt: jeg(i, I) 3 g( j ,B) C g( i ,B) . 
Gi l t - T K ( A , B ) 3 K - | K ( A , B ) , SO m u ß entsprechend gelten 
g ( i , B ) H [ - 1 A ] ^ A 3 Aj(jeg(i,I) 3 g ( j ,B)n[ - , A J M ) . Das gilt für alle 
[ - , A ] nur dann, wenn gilt: jeg(i,I) D g ( i ,B) C g(j ,B). Beide Prin-
zipien zusammen erfordern also (3e). 
Aus den beiden Prinzipien folgt insbesondere K A 3 K K A und 
- , K A D K - , K A . 
Man könn te sowohl (3e) wie (3f) abschwächen oder ganz weglas-
sen, jedoch spricht die zuges tandenermaßen sehr schwache Intuition, 
die wir bzgl. solcher Gesetze haben, wohl am ehesten wie für N2 so 
für (3e). 
Es wäre dagegen nicht sinnvoll, (e) zu verstärken im Sinne von 
e') J 6 R 1 3 g ( j , Y ) = g ( i , Y ) . 
(Daraus folgt (3f).) Denn es würde dann gelten 
Diese Bedingung ist äquivalent mit X c Y A g(i, Y ) n X ^ A D g(i,X) = g(i,Y)nX. 
K ( A , B) 3 N K ( A , B ) und n K ( A , B ) 3 N - , K ( A , B ) . Wahre Kondi-
tionalsätze wären also notwendigerweise wahr, falsche Konditional-
sätze notwendigerweise falsch. Es würde schwache und starke Not-
wendigkeit zusammenfallen, und wir erhielten K A = N A und 
K ( A , B ) = N ( B 3 A ) ; d.h. K ( A , B ) würde die strikte Implikation dar-
stellen, und wir hä t t en uns die ganze Mühe der Einführung bedingter 
Notwendigkeiten sparen können . Es gilt ja wegen (3d) K A 3 A , al-
so N ( K A D A ) , also bei K A 3 N K A K A 3 N A ; die Umkehrung 
N A 3 K A ist trivial. Und wegen (3d) gilt auch ie[B] 3 g(i, I) n 
[ B ] * A , nach (3c) also für g(i, B) C [A] i e [ A l ; d.h. K ( A , B ) 3 ( B 3 A ) ; 
also N ( K ( A , B) 3 ( B 3 A ) ) , also bei K ( A , B) 3 N K ( A , B) K ( A , B) 3 
N ( B 3 A ) . Die Umkehrung gilt wieder trivialerweise. 
Erfüllungs- und Gültigkeitsbegriffe werden wie üblich definiert. 
3.3 Der Kalkül C 
Der Kalkül C der Logik der Kondi t ionalsätze soll neben den A x i o -
men und Regeln von L folgende Axiome und Regeln enthalten: 
C l K(A,A) 
C2 N A I) K ( A , B) 
C3 N ( A D B ) A K ( A , C ) D K ( B , C ) 
C4 K ( A , B) A K ( C , B ) D K ( A A C , B ) 
C5 L ( B , A ) D ( K ( C , A A B ) = K ( B D C , A ) ) 
C6 K ( B , A ) D ( A D B ) 
C7 A x K ( B [ x ] , A ) D K ( A x B [ x ] , A ) 
C8 N A D N N A 
C9 M A D N M A 
CIO: K ( A , B) D K K ( A , B) 
C l l : - , K ( A , B ) 3 K - , K ( A , B ) 
RC: A H N A . 
In C gilt das Deduktionstheorem im Sinne von T2.5-1, sowie fol-
gende Theoreme: 
TC1 a) N A 3 A 
b) N ( A 3 B ) 3 ( N A 3 N B ) 
c) A x N A [ x ] 3 N A x A [ x ] . 
Beweis: (a) Aus N A folgt K ( A , T ) nach C2, daraus nach C 6 T 3 A , 
also A . (b) Aus N A folgt K ( A , - , B) nach C2 , aus N ( A 3 B ) A 
K ( A , - , B ) nach C3 K ( B , - B), also N B . (c) Aus A x N A [ x ] folgt 
A x K ( A [ x ] , - i A y A [ y ] ) nach C2, also K ( A x A [ x ] , ^ A y A [ y ] ) nach C7, 
also N A x A [ x ] . 
Nach TC1 und C8, C9 enthäl t C das System N2. 
T C 2 : a) N ( A D B ) D K ( B , A ) 
b) A = B r - K ( A , C ) = K ( B , C ) 
Beweis: (a) Aus N ( A D B ) und K ( A , A ) nach CI folgt K ( B , A ) mit 
C3. (b) Aus I- A = B folgt mit R C N ( A D B ) und N ( B D A ) . Daraus 
erhält man die Behauptung mit C3. 
T C 3 ; a) M A A K ( B , A) D M B 
b) M A A K ( B , A ) D - , K ( - i B , A ) 
c) N - ! A D K ( B , A ) 
Beweis: (a) Aus M A folgt - , K ( - , A , A ) . Wäre K ( B , A ) und N - B , so 
auch N ( B D - n A ) , also nach C2 K ( - i A , A ) , im Widerspruch zur A n -
nahme, (b) Aus K ( B , A ) und K ( - , B , A ) folgt nach C4 K ( B A - , B , A), 
wegen M ( B A - I B) nach (a) also - | M A . (c) Aus N - i A folgt 
N ( A D B ) , nach TC2a also K ( B , A ) . 
T C 4 : a) M A D ( K ( B A C , A) = K ( B , A ) A K ( C , A A B ) ) 
b) K ( B , A ) A K ( A , B) D (K(C,A) = K ( C , B ) ) 
c) A = B h K ( C , A ) = K ( C , B ) . 
Beweis: (a) Gi l t M A und K ( B , A ) , so nach TC3b - , K ( - , B , A ) . Nach 
C5 gilt dann K ( C , A A B ) = K ( B D C , A ) . Gi l t also K ( C , A A B ) , SO 
K ( B D C , A ) , wegen K ( B , A ) und C4 also K ( B A C , A ) . Gi l t umgekehrt 
K ( B A C , A ) , SO gilt nach C3 K ( B , A ) und K ( C , A ) , nach C3 also 
K ( B D C , A ) und nach C5 , T C 3 b K ( C , A A B ) . (b) Ist M A A M B , so 
folgt aus K ( B , A ) und K ( C , A ) nach C4 K ( B A C , A ) , also nach (a) 
K ( C , A A B ) , nach C5 und TC3b mit K ( A , B) K ( A D C , B) , wegen 
K ( A , B) und C4 also K ( C , B). Ebenso erhält man aus K ( C , B) mit 
K ( B , A ) und K ( A , B ) K ( C , A ) . Nach TC3a gilt für ~>MA auch -»MB 
wegen K ( A , B), und wegen K ( B , A ) folgt aus M B auch - . M A . 
Gil t aber N - , A A N B , so gilt nach TC3c K ( C , A ) und K ( C , B), 
also K ( C , A ) = K ( C , B ) . (c) Aus [- A = B folgt nach TC2a K ( B , A ) 
und K ( A , B), so daß man die Konklusion mit (b) erhält. 
T C 5 : a) K ( A x B [ x ] , A ) D A x K ( B [ x ] , A ) 
b) V x K ( B [ x ] , A ) D K ( V x B [ x ] , A ) . 
Beweis: (a) Wegen h A x B | x ] D B[a] gilt K ( A x B [ x ] , A ) D K ( B [ a ] , A ) , 
also mit R 2 K ( A x B [ x ] , A ) D A x K ( B [ x ] , A ) . (b) Wegen h B [ a ] D 
V x B [ x ] gilt K ( B [ a ] , A ) D K ( V x B [ x ] , A ) , also V x K ( B [ x ] , A ) D 
K ( V x B [ x ] , A ) . 
T C 6 : a) K ( B , A ) D K ( A A B , A ) 
b) K ( B , A ) A K ( C , A A B ) D K ( C , A ) 
Beweis: (a) Aus K ( A , A ) und K ( B , A ) erhält man mit C4 K ( A A B , A ) . 
(b) Gilt M A , so erhält man aus K ( B , A ) und K ( C , A A B ) mit TC4a 
K ( B A C , A ) , also mit C3 K ( C , A ) . Für N - , A folgt K ( C , A ) aus TC3c. 
TC7 : a) L ( A , A v B ) D ( K ( C , A v B ) D K ( C , A ) ) 
b) L ( A , A v B ) A L ( B , A v B ) D ( K ( C , A v B ) = K ( C , A ) A K ( C , B)) 
Beweis: (a) Aus L ( A , A v B ) folgt nach C5 K ( C , A ) = K ( A D C , A v B ) , 
aus K ( C , A v B ) nach C3 K ( A D C , A v B ) , also K ( C , A) . (b) Nach (a) 
erhalten wir aus dem Implikans K ( C , A v B ) D K ( C , A ) A K ( C B ) ; 
ferner K ( C , A ) A K ( C , B) D K ( ( A D C ) A ( B D C ) , A V B ) nach C4, also 
K ( A v B D C , A v B ) , wegen K ( A v B , A v B ) und C4 also K ( C , A v B ) . 
TC8: a) M B A N A D ( K ( C , B) = K ( C , A A B ) ) 
b) L ( C , A ) D ( K ( B , A ) D K ( B , A A C ) ) 
Beweis: (a) Aus N A folgt nach C2 K ( A , B), wegen M B nach TC3b 
also L ( A , B ) , nach C5 K ( C , A A B ) = K ( A D C , B ) , wegen K ( A , B ) also 
K ( C , A A B ) = K ( C , B ) . (b) Aus L ( C , A ) folgt nach C5 K ( B , A A C ) = 
K ( O B , A ) . Gi l t nun K ( B , A ) , so nach C3 K ( C D B , A ) , also 
K ( B , A A C ) . 
TC9: a) L ( A , B ) A K ( B , A ) A K ( C , B ) D K ( C , A) 
b) L ( C , A ) A L ( A , C ) D ( K ( B , A ) D K ( A D B , C ) ) 
c) L(-n A , C ) A L ( A , C ) D ( K ( B , A A C ) A K ( B , - , A A C ) = 
K ( B , C ) ) 
Beweis: (a) Aus L ( A , B ) und K ( C , B ) folgt nach TC8b K ( C , A A B ) , 
nach TC6b also mit K ( B , A ) K ( C , A ) . (b) Aus L ( A , C ) folgt nach 
C5 K ( B , A A C ) = K ( A D B , C). Aus L ( C , A ) folgt mit K ( B , A ) nach 
TC8b K ( B , A A C ) , also K ( A D B , C). (c) Aus den ersten vier Formeln 
folgt nach C5 K ( A D B , C ) A K ( - i A D B , C ) , also nach C4 K ( B , C ) . 
Aus K ( B , C) folgt wegen den Prämissen nach TC8b K ( B , A A C ) und 
K ( B , - > A A C ) . 
T C 1 0 : a) K ( B D C , A ) D ( K ( B , A ) D K ( C , A ) ) 
b) L A D ( K ( B , A ) D K ( K ( B , A ) , A ) ) 
c) L A D ( - i K ( B , A ) D K ( - , K ( B , A ) , A ) ) 
Beweis: (a) ergibt sich aus C4 und C3, (b) aus CIO und TC8b we-
gen L A . (c) ergibt sich aus C l l und TC8b wegen L A . 
Im Hinbl ick auf C6, C7 hat also K ( A , B) für ein festes B die 
Eigenschaften einer Notwendigkeit im Sinne von A 2 , wobei K ( A , B) 
D ( B 3 A ) an die Stelle von N A D A tritt. Insbesondere hat also K A 
diese Eigenschaften: 
TC11: K A hat die Eigenschaften einer Notwendigkeit nach N2. 
TC12: a) K A A K ( B , A ) D K B 
b) L A A K ( B , A ) D L B 
c) L A D ( K ( B , A ) = K ( A D B ) ) 
d) L A A -n K B D ( K ( B , A ) = K ( i A , , B ) ) 
e) K ~ i A A —, K B D K(-^A, - , B ) 
0 - i K B D ( K ( B , A ) Z) K(-n A , B ) ) 
g) L A D ( K ( n A , n B ) 3 K ( B , A ) ) 
h) K B A L A D K ( B , A ) 
i) L ( A A C ) D ( K ( B , A ) D K ( B , A A C ) ) 
j ) L ( A A B ) D ( K ( B , A ) A K ( C , B ) D K ( C , A ) ) 
k) L ( A A C ) D ( K ( B , A ) ID K ( A D B , Q ) 
1) L A A L B D ( K ( C , A v B ) = K ( C , A ) A K ( C , B ) ) 
m ) L A A ( K ( B , A ) D L ( A A B ) ) 
n) L A D ( K ( B , A ) A K ( C , B ) D K ( C , A ) ) 
o) L A A - K A D ( K B = ( K ( B , A ) A K ( B , - , A ) ) 
Beweis: (a) folgt aus TC9a wegen L ( T , A ) . Wäre K ( - n T , A ) , so 
N - , A , während aus K A folgt A . (b) Aus K ( B , A ) und K ( - , B , T ) 
folgt wegen L A nach TC8b K ( - , B , A ) , also nach C4 K ( B A T B , A ) , 
also N - i A nach TC3a , im Widerspruch zu L A . (c) folgt direkt aus 
C5. (d) Aus L A A - . K B folgt nach (c) K ( B , A ) = K ( A D B ) und 
K ( - > A , , B) = K ( - i B D - i A ) , wegen K ( A D B ) = K ( - i B D - i A ) nach 
TC11 gilt also K ( B , A ) = K ( - , A , - , B ) . (e) Ist K - i A , so erhalten wir 
aus - . K B nach TC8b K ( - , A , - . B ) . (f) folgt aus (d) und (e). (g) folgt 
aus (f). (h) Aus K B und L A folgt nach T C 8 b K ( B , A ) . (i) Aus 
K - A A folgt K - I ( A A C ) , also aus L ( A A C ) L A . Daraus erhält man nach 
(c) L ( C , A ) = L ( A A C ) , also L ( C , A ) , und daraus mit TC8b die Be-
hauptung, (j) Man argumentiert ebenso mit TC9a . (k) Ebenso mit 
TC9b . (1) Aus L A folgt L ( ( A V B ) A A ) , also L ( A , A v B ) , ebenso aus 
L B L ( B , A v B ) , damit nach TC7b die Behauptung, (rn) Aus L A folgt 
nach (c) K ( - n A v - n B ) = K ( - i B , A ) . Würde also gelten K - H ( A A B ) , so 
K ( - , B , A ) . Aus L A folgt aber M A , also nach TC3b - , K ( B , A ) , im 
Widerspruch zur Annahme, (n) folgt aus (j) und (m). (o) erhält man 
aus TC9c . 
Für Folgebeziehungen A > B , wie A D B , A->B oder A D B , gelten u.a. 
folgende grundlegenden Gesetze: 
1) A > A Reflexivität 
2) (A > B) A (B > C) D ( A > C ) Transit ivität 
3) (A > B) D ( A A C > B) Prämissenverstärkung 
4) (A > B) D ( A > BvC) A b Schwächung der K o n -
klusion 
5) (A > B A C ) - ( A > B ) A ( A > C) Konjunktive Verknüpfung 
der Konklusionen 
6) ( A v B > C) = ( A > C) A ( B > C ) Disjunktive Verknüpfung 
der Prämissen 
7) (A > B ) D ( - . B > - i A) Kontraposition 
8) A A ( A > B) D B Modus ponens 
9) - , B A ( A > B) D - A Modus tollens 
10) ( A A B > C) = ( A > B D C ) Exportat ion und Impor-
tation 
11) (A > B) D ( A A - . B > C) Widerspruchsprinzip 
12) ( A > B) D (C > A D B ) Verallgemeinerte Expor-
tation. 
Für K ( B , A ) , anstelle von A > B gelten von diesen Gesetzen (1), 
(4), (5), (8), (9), nicht hingegen (2), (3), (6), (7), (10), (11), (12). 
Statt (2) gilt nur TC9a, statt (3) nur TC8b, statt (6) TC7b, statt 
(7) TC12d , statt (10) nur C5, statt (12) nur TC9b . Daß (2), (3) 
und (7) nicht allgemein gelten, ergibt sich wie folgt: Würde (2) gel-
ten, so auch (3), wegen N ( A A O A ) und TC2a. Aus 
Wenn man das Streichholz reibt, dann brennt es 
folgt aber nicht 
Wenn man das Streichholz reibt und es ist naß, dann brennt es10'. 
Und aus 
Wenn Hans am Rennen teilgenommen hätte, hätte Otto (trotz-
dem) eine Chance gehabt zu gewinnen 
folgt nicht 
Wenn Otto keine Chance gehabt hätte zu gewinnen, hätte Hans 
nicht am Rennen teilgenommen 
falls Hans nur deswegen nicht am Rennen teilnahm, weil Otto eine 
Gewinnchance hatte. 
Wir untersuchen nun die drei in 3.1 angegebenen Typen von 
Kondi t iona lsä tzen etwas genauer: 
A ) Verschärfungen von Konditionalsätzen 
Es bieten sich folgende Vers tärkungen von K ( B , A ) an, mit denen wir ge-
wisse triviale Fälle der Geltung von K ( B , A ) ausschließen k ö n n e n : 
K J C B . A ) := K ( B , A ) A - , K ( B , - A ) 
K 2 ( B , A ) := K ( B , A ) A - , K B 
Es gilt dann: 
T C 1 3 : a) - K B D ( K ( B , A ) = K i ( B , A ) = K 2 ( B , A ) ) 
b) K B A L - . A D - . K ^ B , A ) . 
Beweis: (a) Es gilt trivialerweise K L ( B , A ) D K ( B , A ) und K 2 ( B , A ) 
D K ( B , A ) ; ebenso, daß für K B K 2 ( B , A ) aus K ( B , A ) folgt. Es 
gilt also für - , K B : K ( B , A ) = K 2 ( B , A ) , also auch K t ( B , A ) D 
K 2 ( B , A ) . G i l t L A A L - . A , so nach TC12o - . K B D K ( B , A ) v 
- - , K ( B , - , A ) , d.h. K 2 ( B , A ) D K ^ A ) . Gi l t - ^ L A , also K - A , so 
nach TC12a K ( B , n A ) D K B , also K 2 ( B , A ) D K t ( B , A ) . Gi l t 
L A A L -nA, also K A , so gilt bei K ( B , A ) K B nach TC12a ; dieser 
Fall kann also bei K 2 ( B , A ) nicht auftreten. Wir haben also - , K B D 
Nach TC8b gilt wegen der Falschheit dieses letzteren Satzes, dai.S der erstere 
nur dann wahr ist, wenn das Streichholz normalerweise nicht naß ist, wenn 
man es reibt. 
( K 2 ( B , A ) D K j ( B , A ) ) . (b) Aus L - i A und K B folgt nach T C 1 2 h 
K ( B , - , A ) , also - n K j C B . A ) . 
D .h . ein Unterschied zwischen K ( B , A ) , K , ( B , A ) und K 2 ( B , A ) 
besteht nur für K B Jn diesem Fal l ist K 2 ( B , A ) immer falsch. Wenn 
man auch bei K B Konditionalaussagen machen wi l l , so kommt also 
K 2 dafür nicht infrage. 
Wir definieren daher starke Kondi t ionalsätze im Sinne von Kx 
durch 
D3.3-1: K S ( B , A ) := K ( B , A ) A - K ( B , - , A ) . 
Im Fal l K B A L A ist wegen TC12h die Aussage K ( B , A ) immer 
richtig, also uninformativ. In diesem Fal l ist K S ( B , A ) für L — A 
falsch nach T C 1 3 b ; für i L - ^ A , d.h. für K A , kann K S ( B , A ) aber 
richtig sein. Im Fal l K B A L A ist K S ( B , A ) falsch, K ( B , A ) kann 
aber richtig sein. 
B) Irreale Konditionalsätze 
Ist K ( B , A ) ein irrealer Konditionalsatz, so gilt mindestens - , A , 
also L - n A , oder K - A , wobei K - n A D -,A D L - i A . Im Normalfall 
eines Irrealis K ( B , A ) gilt ferner n B oder doch L - . B , wobei n B D 
L - , B D - . K B . Es gilt dann nach T C 1 2 f in jedem dieser Fälle das 
Kontrapositionsgesetz (7), d.h. K ( B , A ) D K ( ->A, — B). Im nicht-
normalen F a l l K B gilt das Kontrapositionsgesetz (7) nicht und es 
gilt nach T O 3b auch - , K S ( B , A ) . Für irreale Kondi t ionalsä tze kön-
nen wir also durch die Verwendung von K S ( B , A ) anstelle von 
K ( B , A ) gerade den nicht normalen Fal l ausschließen, w ä h r e n d nach 
TC13a im normalen Fal l K ( B , A ) mit K S ( B , A ) äquivalent ist. 
C) Indikativische Konditionalsätze 
Ist K ( B , A ) ein indikativischer Konditionalsatz, so gilt L A A L - . A . 
Aus L A folgt K ( B , A ) = K ( A D B ) nach TC12c, und K ( B , A ) A 
K ( C , B ) D K ( C , A ) , also (2) nach TC12n . Im Normalfall gilt wieder 
, K B . Aus -n K B und L A folgt nach T C 1 2 h K ( B , A ) - K ( - . A , - , B ) , 
also (7). Im nicht-normalen Fal l K B gilt wegen L n A nach TC13b 
- T K S ( B , A ) ; d.h. wir schalten durch die Verwendung von K S ( B , A ) 
anstelle von K ( B , A ) wieder diese nicht normalen Fälle aus, während 
in den normalen Fällen K ( B , A ) und K S ( B , A ) äquivalent sind. Da 
aus L A und K B nach T C 1 2 h K ( B , A ) folgt, ist K ( B , A ) im nicht-
normalen Fa l l trivial und uninformativ. 
D) Kausalsätze 
Ist K ( B , A ) ein Kausalsatz, so gilt A , also L A . Sehen wir auch 
hier den F a l l - . K B als Normalfall an, so gilt wegen TC12a - . K A , 
d.h. L - A . In diesem Fal l gilt also wie unter (C) K ( B , A ) = K ( A D B ) 
und K ( B , A ) A K ( C , B) D K ( C , A ) . Im nicht-normalen Fall K B gilt 
K ( B , A) nach T C 1 2 h trivialerweise, ist also uninformativ. Im Fall 
L - A ist K S ( B , A ) falsch nach TC13b; im Fal l - , L - ^ A , d.h. K A , 
stellt aber K S ( B , A ) eine nichttriviale Verschärfung von K ( B , A ) dar. 
Die Verwendung von K S ( B , A ) anstelle von K ( B , A ) schließt also 
den Fal l ( L A und) K B und L - , A aus, besagt für K A und K B , daß 
B bei der Bedingung A , die wegen K A schwach notwendig ist, eben-
falls schwach notwendig ist, während es bei ->A im schwachen Sinn 
möglich ist, daß - . B gilt, und ist im Normalfall mit K ( B , A ) äqui-
valent. 
Kausalsätze werden im Alltag meist verwendet, um den Grund 
eines unerwarteten, merkwürdigen oder ungewöhnl ichen Ereignisses 
anzugeben. Für einen Kausalsatz K ( B , A ) fällt das unter den Nor-
malfall - . K B . Als Grund für B wird dann diejenige Tatsache ange-
führt, die dafür verantwortlich ist, daß B und nicht - , B eingetreten 
ist, d.h. ein Satz A mit K ( B , A ) , wobei auch gilt - ^ ( B , - , A ) , so 
daß bei - , A - i B möglich wäre. 
Wir wenden uns nun den Folgerungen aus CIO und C l l zu. 
T C 1 4 a) K ( B , A ) = K K ( B , A ) 
b) - i K ( B , A ) = K - . K ( B , A ) 
c) K K ( B , A ) v K - , K ( B , A ) 
d) L A D ( K ( K ( C , B), A ) = K ( C , B ) ) 
e) - , K - i K ( B , A ) D ( K ( C , K ( B , A ) ) = K C ) 
f) L ( B , A ) D ( K ( K ( C , B ) , A ) D K ( C , A A B ) ) 
Beweis: (a) bis (c) folgen direkt aus CIO und C l l . (d) Aus L A 
folgt nach TC12c K ( K ( C , B ) , A ) = K ( A D K ( C , B ) ) , nach (c) ist 
K ( A D K ( C , B ) ) äquivalent mit K ( A D K ( C , B ) ) A K K ( C , B ) v 
K ( A D K ( C , B ) ) A K - n K ( C B ) , also nach TC11 mit K K ( C , B ) v 
K - . A . Aus L A und (a) folgt also K ( A D K ( C , B ) ) = K ( C , B ) . (e) 
Aus K K ( B , A ) folgt nach TC12c K ( C , K ( B , A ) ) = K ( K ( B , A ) D C) 
und K K ( C , A ) also K ( C , K ( B , A ) ) = K C . ( 0 Aus L ( B , A ) und 
K ( K ( C , B ) , A ) folgt nach TC8b K ( K ( C , B) , A A B ) , nach TC6a also 
K ( B A K ( C , B) , A A B ) . A U S r- B A K ( C , B) D C nach C6 folgt nach C3 
dann K ( C , A A B ) . 
Die Frage ist nun, ob Gesetze wie T C 1 4 d intuitiv akzeptabel sind. 
Betrachten wir das folgende Beispiel: 
1) Wenn Otto kommt, dann wird es eine lustige Party, sofern 
Hans kommt. 
(1) ist unter der Voraussetzung, daß es prima facie mögl ich ist, daß 
Otto kommt, nach TC14d äquivalent mit: 
2) Wenn Hans kommt, dann wird es eine lustige Party. 
Erwartet hä t t e man eher, daß (1) äquivalent wäre mit 
3) Wenn Otto und Hans kommen, dann wird es eine lustige 
Party. 
Nach T C 1 4 f folgt zwar (3) aus (1), wenn das Kommen von Hans 
mögl ich ist unter der Bedingung, daß Otto kommt (daß also Hans 
nicht wegbleibt, wenn Otto kommt), aber (3) ist nicht äquivalent 
mit (1). Anti intui t iv scheint vor allem, daß in (2) die erste Prämisse 
von (1) ganz wegfällt. 
Solche Beispiele können jedoch weder eine echte Stütze für, 
noch einen echten Einwand gegen die Prinzipien CIO und C l l bi l -
den. Ebenso wie uns eine zuverlässige Intuition bzgl. der Prinzipien 
für iterierte Anwendungen der Modaloperatoren N und M fehlt, 
fehlt auch eine zuverlässige Intuition bzgl. solcher Prinzipien für 
iterierte Anwendungen von „Wenn-dann" . Wir haben keine Intui-
tion, die uns sagt, wodurch sich (1) in seiner Bedeutung von (3) 
unterscheidet. Sätze der Form K ( K ( A , B), K ( C , D ) ) dürften um-
gangssprachlich überhaupt nicht vorkommen. Insofern läßt sich die 
Adäqua the i t der Expl ikat ion von „Wenn-dann" nur an Sätzen ohne 
iterierte Anwendungen dieses Operators beurteilen. Wenn man also 
nicht überhaupt auf solche Anwendungen verzichten wi l l , liegt es, 
wie im Fal l der Modallogik nahe, so starke Prinzipien anzunehmen, 
daß sich iterierte Anwendungen in vielen Fällen eliminieren lassen. 
In Ergänzung unserer Bemerkungen am Ende des Abschnitts 3.1 be-
weisen wir den Satz: 
T C 1 5 : K ( C , B ) = V A ( K ( A , B ) A N ( A A B D C ) ) 
Beweis: G i l t K ( C , B ) , so setzen wir A = B D C . Nach C3 gilt dann 
K ( A , B ) und außerdem gilt N ( A A B D C). A U S K ( A , B ) folgt nach 
TC6a K ( A A B , B), also wegen N ( A A B D C) nach C3 K ( C , B). 
Da aus K ( C , B) nach C6 B D C folgt, d.h. A , k ö n n e n wir A aber 
auch als ceteris-paribus Bedingung auffassen und erhalten so K ( C , B ) 
= V A ( K ( A , B ) A A A N ( A A B D O ) . Gi l t L B , so nach TC12c auch 
K ( B D C ) , also K A . Dann ist A eine prima facie ebenso wie bei B 
normale Bedingung. 
3.4 Andere semantische Ansätze 
I Komparative Ähnlichkeitsrelationen 
Die Logik der Kondi t ionalsätze ist vor allem von R. Stalnaker 
und D. Lewis entwickelt worden 1 1 . Die ausführlichste Darstellung 
findet sich in Lewis (73). Stalnaker und Lewis sind jedoch von 
einem anderen Grundgedanken ausgegangen, als wir das oben getan 
haben. Sie legen eine Ähnlichkei tsrelat ion für Welten fest: j <j k 
besage, daß die Welt j der Welt i höchstens so ähnlich ist wie k der 
Welt i . Es soll dann K ( A , B) in i gelten, wenn entweder B unmög-
l ich ist oder wenn es eine B-Welt j gibt, so daß alle B-Welten, die i 
mindestens so ähnlich sind wie j , A-Welten sind. 
Das führt zu folgendem Interpretationsbegriff: 
D3.4-1: Eine CS-Interpretation von C ist ein Quintupel <U,I,S, <, <£>, 
für das gilt: 
1) I ist eine nicht leere Menge von Welten. 
2) U ist ein nichtleerer Objektbereich. 
3) A ^ S i C I für alle ie l . 
4) <i ist für alle i e l eine Relation auf I, für die gilt: 
a) j<jk A k<jl D j<jl und j< ik v k < J , 
b) j<ji für alle j , 
c) gut nicht keSj, so k<jj für alle j , 
d) gilt jeSj, aber nicht keSi, so k<jj. 
5) <f>{ ist für alle ie l eine Funkt ion , für die gilt: 
a) $i(a) = 3>j(a) für alle j e l und alle G K a von C. 
b) <£j erfüllt die Bedingungen (a) bis (f) für p . l . Interpretatio-
nen über U nach D l . 2 - 1 . 
c) 3>i(K(B,A)) = w genau dann, wenn S i C ^ A ] v Vj( je [A]nSi 
A Ak( j< t k A ke[A] D ke[B])). 
Die Menge Sj entspricht der Menge der bzgl. i mögl ichen Welten. 
Es gilt ieSj, andernfalls würde nach (4d) für jedes jeSj i < j gelten 
(nach (3) gibt es solche j ) , im Widerspruch zu (4b). Nach (5c) gilt 
4>{(K(A, — A))=w genau dann, wenn S jC[A] . Wir können also wieder 
definieren: N A := K ( A , - T A ) und M A := - I N - I A . 
Nach (4a) ist <j für alle i eine Quasiordnung oder schwache Ord-
nung. Das ist eine Forderung, die man allgemein an komparative 
Begriffe stellt 1 2 . (4b) besagt, daß keine Welt j i ähnl icher ist als i 
selbst. Da die Ähnlichkei t zweier Welten sich nach den Details rich-
I I Vgl. Stalnaker (68), Stalnaker und Thomason (70), und Lewis (73). Wir 
stützen uns in diesem Abschnitt auf die Ausführungen in Lewis (73) im 1. 
und 2. Kapitel. 
1 2 Vgl. z.B. Kutschera (72), 1.2. 
ten soll , in denen sie übereinst immen, und nach der Wichtigkeit die-
ser Details, liegt es nahe, mit D . Lewis anstelle von (4b) die stärkere 
Bedingung 
4b') j< i i für alle j ^ i , 
anzunehmen. Das führt jedoch z u dem Prinzip A A B D K ( A , B ) , das 
zwar für die von Lewis untersuchten irrealen Kondit ionalsätze harm-
los ist, nicht jedoch, wenn K ( A , B) den Grundtyp aller Kondit ional-
sätze darstellen soll, wie wir das anstreben. (4c) und (4d) besagen, 
daß alle k außerhalb Sj i unähnl icher sind als alle j in Sj und daß 
alle k und j außerhalb Sj i gleich unähnl ich sind; d.h. außerhalb 
gibt es nach <i keine Ähnlichkei tsunterschiede mehr. 
E i n Paar ( S , 0 , für das (3) und (4) gilt, heißt bei Lewis ein 
schwach zentriertes komparatives Ähnlichkeitssystem auf I (weakly 
centered comparative similarity system) - daher unsere Bezeichnung 
„CS-In terpre ta t ion" . Gi l t (4b') anstelle von (4b), so spricht man von 
einem stark zentrierten (strongly centered) komparativen Ähnlich-
keitssystem. Wie üblich definiert man 
D3.4-2: a) j < t k := -,(k<jj) 
b) j=ik := (j<ik) A (k<j ) 
c) j> ik := k<jj. 
II Ähnlichkeitssphären 
Formal eleganter und handlicher ist der folgende Interpretations-
begriff: 
D3.4-3: Eine SS-Interpretation von C ist ein Quadrupel (U, I, 5, $>) 
für das gilt: 
1) I ist eine nichtleere Menge von Welten. 
2) U ist ein nichtleerer Objektbereich. 
3) S[ ist für alle ie l eine rüchtleere Menge von Teilmengen von I, 
so daß gut: 
a) ieOSj 
b) ist SeSi und TeSh so ist S C T oder T C S , 
c) ist TCSb so UTeSj, 
d) ist 7¥=A und TCS» so OTeSj. 
4) <J>j ist für alle iel eine Funkt ion, für die gilt: 
a) <£j(a) = $j(a) für alle i , j e l und alle G K a von C, 
b) <J>j erfüllt die Bedingungen (a) bis (f) für p . l . Interpretatio-
nen über U nach DL2-1", 
c) $ i ( K ( B , A ) ) = w genau dann, wenn U S j C f - A ] V VS(SeSi 
A S H [ A ] = M A S O [ A ] C [ B ] ) . 
Der Grundgedanke dieses Interpretationsbegriffs ist es, auf der 
Basis einer Ähnlichkeitsrelat ion j<jk Mengen S(i , j ) = {k:j.<jk} für 
alle jeSj zu bilden und Sj als Menge dieser Mengen. Jedes S(i, j) 
stellt eine Ähnl ichkei t ssphäre u m i dar, der genau die Welten ange-
hören , die i mindestens so ähnl ich sind wie j . Die Vereinigung USj 
der Menge Sj dieser Sphären S ( i , j ) fällt dann mit Sj zusammen. Die 
S(i , j ) bilden ein System von Mengen, so daß die Menge S(i , j ) für 
k<jj in der Menge S ( i , k ) enthalten ist (3b). Im Sinne von D3.4-1, 
4b ist i nach (3a) in allen SeSj enthalten. Eine Entsprechung zu 
D 3 . 4 - l , 4 b ' erhäl t man, wenn man anstelle von (3a) fordert 
3a') {i}e5j . 
Nach (3c) und (3d) en thä l t Sj auch alle Vereinigungen und 
Durchschnitte nichtleerer Mengen von Ähnlichkei tssphären aus Sj. 
Daß diese Forderungen notwendig und hinreichend sind, ergibt sich 
im Hinbl ick auf die intuitive Begründung des Begriffs der CS-Inter-
pretation durch die folgenden beiden Sätze: 
T3.4-1: Aus einer CS-Interpretation (U, I, S, <, 3>> erhält man eine 
SS-Interpretation <U, I, S, mit 3>'j(A) = <S>j(A) für alle iel und alle 
Sätze A von C, indem man setzt (*) Sj = { S C S , : Ajk(jeS A -^keS 
D k<jj)} und 3>j(a) = $i(a) für alle Konstanten a und ie l . 
Beweis: 
a)Si erfüllt die Bedingung D3.4-3,3: 
Es gilt ieOSj wegen ieSj und D3.4- l ,4b . 
Es sei SeSj und TeSj und nicht S C T . Dann gibt es ein keS mit 
- , keT , also wegen TeSj : Aj(jeT D k<jj). Wegen SeSj gilt aber 
Aj(k<ij A keS D jeS), also Aj(jeT D jeS), d.h. T C S . 
Es sei TCSj und ->U7eSj , dann gilt entweder - n U F C S j , d.h. 
V j ( j e u r A - i jeSj) , dann gibt es ein TeT, also TeSj mit - n T C S j , 
im Widerspruch zur Defini t ion von S-{, oder es gibt ein j und ein k 
mit jeUT A - ^ k e U T A j ^ j k ; dann gibt es aber auch ein T e r , also 
TeSj, mit jeT und - i k e T A j<jk, abermals im Widerspruch zu (*). 
Es sei TCS[, T=tA und - n O r e 5 j . Dann gilt entweder - ^ n T C S j , 
dann gilt aber für alle T e r (also TeSj) — iTCSj , im Widerspruch zu 
(*) und 7 V A , oder es gibt j , k mit jedT A -^kePiT A j<jk; dann 
gibt es ein T e ^ (also TeSj) mit jeT A - . k e T A j<jk, im Widerspruch 
zu (*). 
ß) Es sei bereits bewiesen, daß [A] bzgl. <$>' mit [A] bzgl. 4> iden-
tisch ist, und ebenso für [B]. Dann gilt auch <f>j(K(B,A)) = 
<t>i(K(B,A)). Es gilt zunächs t SjeSj wegen D3 .4 - l ,4d , also S j C U S , . 
USjCSj gilt nach (*), also Sj=USj. Es gilt also U S j C [ - , A ] = 
S j C [ ~ , A ] . Es gebe nun ein j mit jeSjO[A] A Ak(j<jk A ke[A] D 
ke[B]). Dann ist S := {k: j< jk}eSj , denn jeSj A j<jk D keS\ nach 
D3.4- l ,4d , also S C S J ; und A l ( - , l e S D K j j ) , wegen j<,k für alle keS 
also A k l ( k e S A - , leS D K j k ) . Es gilt also nach (*) SeS-v Wegen jeS 
und j e [ A ] gilt S O [ A ] ^ A . Wegen Ak( j< ik D ke[ADB]) gilt S C [ A D B ] , 
d.h. S O [ A ] C [ B ] . Es gilt also VS(SeSi A S D [ A ] ^ A A S n [ A ] C [ B ] ) . 
G i b t es umgekehrt ein SeSj mit S n f A j ^ A A S n | A ] C [ B ] , so gilt 
S C S t A Akl(keS A —»leS D K j k ) , nach (*). Es gibt dann ein jeSO[A] , 
also jeSjPifA] und für alle k mit j<jk gilt keS wegen jeS, also 
k e f A D B ] . Also V j ( j e S i n [ A ] A Ak(j<jk A ke[A] 3 ke[B]). Damit ist 
$ ' ( K ( B , A ) ) = * ( K ( B , A ) ) bewiesen. 
T3.4-2: Aus einer SS-Interpretation <U,I, £,<!>) erhäl t man eine C S -
Interpretation <U, I, S 5 <, <f>'> mit <£'j(A)=<£j(A) für alle ie l und alle 
Sätze A von C, indem man setzt (**) Si=USj und (***) j< |k := 
AS(Se5j A jeS D keS) und 4>i(a)=4>i(a) für alle Konstanten a und 
iel . 
Beweis: 
OL) A ^ S J C I gilt für alle iel nach (**) trivialerweise. 
ß) < i erfüllt die Bedingungen D3 .4 - l , 4 : 
Es sei j<jk A k<jl, dann gilt nach (***) 
AS(SeSi A jeS D keS) A AS(SeSj A keS D leS), also AS(SeSi A 
jeS D leS), also j<jl. Es sei -r(j<ik), dann gibt es nach (***) ein 
SeSi mit jeSA - . k e S , also gilt für T e ^ A k e T : -»(TCS), also nach 
D3.4-3,3b S C T , also AT(TeSj A keT D jeT) , also k<j. 
Wegen ie05, (D3.4-3,3a) gilt AS(SeSj A jeS D ieS) für alle j , also 
j<ii-
Gi l t -nkeSi, so - , k e U 5 i 5 d.h. AS(SeS t A keS D jeS) für alle j , also 
k<jj. G i l t jeSj A i k e S i , so gilt wegen USjeSj V S ( S e S i A jeS A 
-^keS), also -^ ( j^ ik ) , also k<jj. 
7) Es sei bereits bewiesen, daß [ A ] und [B] bzgl. und <£ über-
einstimmen. Dann gilt U S i C [ ~ , A ] = S j C [ - , A ] nach (**). Gibt es 
nun ein SeSj mit SO[A]=M A S O [ A ] C [ B ] , so gibt es ein j mit 
j eSO[A] , also j e S i n [ A ] . Gil t j<jk, so gilt nach (***) jeS D keS, 
also keS und daher ke [ADB] . Es gilt also V j ( j eS jn [A] A 
Ak(j<jk A k e [ A ] D k e [ B ] ) ) . Gibt es umgekehrt ein solches j aus Sj, 
so gibt es auch ein SeSj mit jeS. Es sei nun T die Menge solcher 
SeS- mit jeS. Es ist 7 ¥ A , also nach D3.4-3,3d nTeSy. Wegen jeC\T 
und je[A] gilt n7T>[A]^A. 1st keHT, so gilt A T ( T e S , A jeT D keT), 
also j<jk, also nach Voraussetzung k e [ A D B ] , also n 7 T i [ A ] C [ B ] . Es 
gilt also V S ( S e 5 i A S H [ A ] ^ A A S O [ A ] C [ B ] ) . Damit ist bewiesen 
* ' i ( K ( B , A ) ) = * i ( K ( B , A ) ) . 
Die beiden Sätze T3.2-1 und T3.2-2 zeigen, d a ß SS-Interpretationen 
für die Deutung von C dasselbe leisten wie CS-Interpretationen. Ist 
der Begriff der CS-Interpretation intuitiv durchsichtiger, so daß wir 
den Begriff der SS-Interpretation durch Rückgriff darauf rechtferti-
gen müssen, so sind SS-Interpretationen handlicher als jene. 
Bzgl. der SS-Interpretationen können wir nun eine Verallgemei-
nerung des semantischen Ansatzes für C gegenüber dem für N formal 
darin sehen, daß wir dort jeder Welt i eine Menge Sj von Welten 
zuordneten, hier jedoch eine Menge Sx von Mengen von Welten. 
III Komparative Möglichkeit 
Wir können in C einen Begriff der komparativen Möglichkeit: 
Daß A gilt, ist höchstens so möglich wie, daß B gilt (kurz: A ist 
höchstens so möglich wie B) — symbolisch A < B 1 3 — definieren 
durch: 
D3.4-4: a) A < B := - , K ( - , B , A v B ) v N - n ( A v B ) 
b) A = B := ( A < B ) A ( B < A ) 
c) A < B := - . ( B < A ) . 
Im folgenden soll < stärker binden als D und =, aber schwächer als 
- i , A und V. 
Nach dieser Definition gilt 
T3.4-3: $ j ( A < B ) = w genau dann, wenn AS(SeSj A S n [ A ] = M D 
S O [ B ] * A ) . 
Beweis: a) Es gelte $ i ( A < B ) = w. Dann gilt nach D3.4-4,a AS(SeSj 
A S O [ A v B ] ^ A D S n [ A v B ] P i [ B ] ^ A ) , also AS(SeSj A S P i [ A ] ^ A D 
Sn [B]=M). Oder es gilt US{C[ A A B ] , also U 5 j C [ - , A ] , also 
AS (SeSj D S O [ A ] = A ) , also AS (SeSj A S O [ A ] ^ A D S n [ B ] = M ) . 
b) Gi l t AS(Se5j A S H [ A ] ^ A D SO[B]=M), so gilt auch AS(SeSj A 
(SO[A] U S P i [ B ] > M D SH[B]=M) , also AS (SeSj A S O [ A v B ] ^ A D 
S n [ A v B ] H [ B ] ^ A ) . Es gilt ferner entweder U 5 j P i [ A v B ] ^ A - dann 
ist 3>j(-nK(-nB, AvB))=w - oder U S j C f - , A A - , B ] - dann gilt 
<J>i(N-n(AvB))=w. In beiden Fällen erhalten wir so <$>j(A<B)=w. 
Bzgl. der CS-Semantik gilt entsprechend: 
$ i ( A < B ) = w genau dann, wenn A k ( k e S j n [ A ] D V j ( j e S i O [ B ] A k < j ) ) . 
Man kann auch den Operator K durch < definieren; denn es gilt: 
T3.4-4: K ( B , A ) = N - . A v ( A A - I B < A A B ) , sowie N A = , A < , T . 
Beweis: Es gilt <!>*(-> A<-nT)=w genau dann, wenn AS(SeSj A 
S O f ^ A J ^ A D S r V V M ) , d.h. wenn AS(SeSj D Sn [ -^A ]=A) , also 
U 5 j C [ A ] . Gi l t ferner 4>j(K(B, A))=w, so gilt nach D3.4-3,4c 
U 5 i C [ - 1 A ] , also ie[N~,A]oder VS(SeSj A S O [ A J ^ A A S n [ A ] C [ B ] ) , 
Hier ist < ein Symbol der Objektsprache C. Eine Verwechslung mit dem in I 
verwendeten metasprachlichen Symbol < ist nicht zu befürchten, da die Ar-
gumente beider Relationen verschiedenartig sind. 
also VS(SeSj A S O [ A A B ] = M A SO[AA-nB]=A), also A A - I B < A A B . 
Umgekehrt schließt man entsprechend. 
M a n kann also in C auch < statt K als Grundoperator ansehen. 
Der passende Interpretationsbegriff ist dann der folgende 1 4 : 
D3.4-5: Eine K-Interpretation von C ist ein Quadrupel <U, I ,<, <£>, 
für das gilt: 
1) I ist eine nichtleere Menge von Welten. 
2) U ist ein nichtleerer Objektbereich. 
3) X < i Y ist eine Relation auf der Potenzmenge P(l) von I, so 
daß für alle i gilt 1 5 : 
a) X < j Y ist eine Quasiordnung. 
b) Ist i eX , so gilt Y < j X für alle Yef>(I). 
c) Es sei ACP(l). Dann soll gelten X < ; Y für alle XeA genau 
dann, wenn LL4<jY. 
d) Gi l t für alle XeA^A X<i{j} 3 so gut U4<j{j}. 
4) <£j ist für alle ie l eine Funkt ion , so daß gilt: 
a) 3>i(a) = $j(a) für alle j e l und alle G K a von C, 
b) <£j erfüllt die Bedingungen (a) bis (f) für p . l . Interpretationen 
über U nach D l . 2 - 1 , 
c) <f>i(A < B) = w genau dann, wenn [ A ] <i [B]. 
(3b) besagt, daß die wahren Sätze maximal möglich sind. Die Funk-
t ion von (3c) und (3d) zeigt sich in den folgenden Beweisen. 
Es gelten in Entsprechung zu T3.2-1 und T3.2-2 folgende beiden 
Sätze: 
T'3.4-5: Aus einer SS-Interpretation <U, I, 5, <£>> von C erhält man 
eine K-Interpretation <U,I, <,$'> mit <£>'(A) = <1>(A) für alle Sätze A 
von C, indem man setzt (+) X < , Y := AS(SeS[ A S D X = M D 
SfYVVA), und <f>'(a) = <l>(a) für alle Konstanten a und ie l . 
Beweis: 
oc) Die Bedingungen D3.4-5,3 sind erfüllt: 
Es sei X <j Y und Y < i Z , also nach (+) AS(SeSi A S O X =M D 
S O Y =M) und AS(Se5i A S H Y =M D S O Z =M), also AS(SeSj A 
S O X ^ A D S O Z ^ A ) , also X <j Z. 
Es sei - H ( X < J Y ) , dann gibt es nach (+) ein SeSj mit S H X ^ A 
A SOY=A. Gi l t also TeSi A T O Y ^ A , so nach D3.4-3,3b S C T , also 
T O X ^ A . Wir erhalten so AT(TeGi A T O Y ^ A D T O X ^ A ) , also 
Y < | X . 
Es sei ieX. Wegen ieS für alle SeSj nach D3.4-3,3a gilt also 
AS(SeSi D S O X ^ A ) , also AS(SeSj A S O Y = M D S r W A ) , also 
Y <j X für alle Y . 
1 4 Vgl. Lewis (73), >.5. 
1 5 Man beachte: „ < j ' ist ein metasprachliches, ein objektsprachliches Symbol! 
Es sei i4CP(I) und UA < t Y , also AS(SeS j A S n U 4 = M D SOY=M). 
Dann gilt ASX(SeS i A XeA A S O X = M D S O Y ^ A ) , also X <i Y für 
alle XeA. Gi l t - , ( U 4 <i Y ) , so gilt VS(Se5j A S n U 4 # A A S r Y = A ) , 
also VSX(SeSi A Xe^4 A S H X M A SOY=A), d.h. es gibt ein XeA 
mit -n(X <i Y ) . 
Es sei für alle XeA±A X <i{j}3 also A X ( X G 4 D VS(SeSx A 
S H { j } = M A S O X = A ) ) . T sei die Menge dieser S ; dann ist C\TeSx 
nach D3.4-3,3c, und es gilt H 7 h { j } # A A O T n U 4 = A , also 
VS(Se5i A Sn{j} ^ A A S n U ^ l = A) , also - , ({ j} UA). 
ß) Es sei bewiesen, daß [A] bzgl. <£' identisch ist mit [A] bzgl. 3>, 
und ebenso für [B]. Dann gilt: 
Ist <f>i(A < B) = w, so gilt AS(Se5i A SO [A] ^ A D S n [ B ] ± A) , 
also [A] <j [B], also $ i ' ( A < B ) = w, und umgekehrt. 
T3.4-6: Aus einer K-Interpretation <U, I, < , <£> erhält man eine SS-In-
terpretation <U, 1,5, <&') mit $ i(A) = $ j ( A ) für alle ie l und alle Sät-
ze A von C, indem man setzt (++) S\= { S ^ A : A X Y ( X O S ^ A A 
YPiS = A D Y<jX)} und 4>|(a) = $j(a) für alle Konstanten a und 
ie l . 
Beweis: 
a) Es gilt X C Y D X < j Y , denn wegen D3.4-5,3a gilt Y < ; Y , wegen 
X C Y gilt X U Y = Y , also X U Y < { Y , also nach D3.4-5,3c X < j Y . 
ß) Die Bedingungen D3.4-3,3 sind erfüllt: 
Ist - , ieS=M, so gilt für Y={i} : YOS=A und X < j Y für alle X nach 
D3.4-5,3b, also -^SeS^ also ieOSj. 
Es sei S, TeSj und -^ (SCT) . Dann gibt es ein keS mit - . k e T . Nach 
(++) gilt dann A X ( X f Y P M D {k}<jX) und A Y ( Y H S = A D Y< i{k} ) ; 
es gibt also kein Z mit Z O T ^ A A ZHS=A, also T C S . Es sei TCSV 
Wäre UTeSh so gäbe es nach (++) X , Y mit XnU7¥=A A YnUT= 
A A - , ( Y < i X ) . Wegen XnUT j= A gibt es ein JeT mit X n T = M u n d 
YHT=A, also -^Te5j, im Widerspruch zur Annahme. Es sei 7V=A und 
TCSV Gi l t X n O T V A A Y n O r = A , so gibt es ein jeXnDT und für 
Y ^ A - ein keY und dazu ein TeT mit - tkeT, also { k } n T = A A 
{ j}nT=M, also wegen TeS- {k}<i{j}. Da das für alle keY gut, ist 
nach D3.4-5,3d Y<i{j} , wegen { j j c X und (a) also Y<i{ j}< jX, also 
Y < , X . Ist Y=A, so gilt ebenfalls Y<i{j} wegen TeS{ u n d { j } n T = M 
A YOT=A. 
l) Aj(A<i{j} D Qj6S0, wo Qj={k: {j}<,{k}}. 
Ist X O Q j ^ A A YOQj=A, so gibt es ein k mit keX A keQj, also 
{ k } c X und{ j}<i{k} . Nach (a) ist { k } < s X , also {j}<jX. Ist Y=A, so 
wegen A<j{j} Y < j X ; ist dagegen Y ^ A , so gilt wegen Y O Q j = A : 
A l ( l e Y D {!}<i{j}), nach D3.4-5,3d also Y<,{j}, also Y < j X . In je-
dem Fall gilt also A X Y ( X n Q j = M A YOQj=A D Y < , X ) , also nach 
(++) Qje5i. 
5) Es sei bereits gezeigt, daß [A] bzgl. <I> und <£' zusammenfäl l t und 
ebenso für [B]. Es gelte 4>'j(A<B)=w, also AS(SeS[ A S O [ A ] = M D 
SH[B]=M). Es sei je[A]. Ist A<j{j}, so nach (7) QjeSj. Aus 
Q j O [ A ] ^ A erhalten wir Qjn [B]=M, also Vk(ke[B] A {j}<,{k}), mit 
(a) also { j K i [ B ] . Ist {j}<iA, so gilt nach (a) ebenfalls {j}<j[B]. Es 
gilt also in jedem Fall Aj(je[A] D {j}<i[B]), nach D3.4-5,3c also 
[A]<i[B- , also $j(A<B)=w. Gil t umgekehrt <J>-(A<B)=f, so gibt es 
ein SeSl mit S O [ A ] ^ A A SO[B]=A. Da nach (++) für alle X , Y gilt: 
X O S ^ A A Y n S = A D Y < ; X , erhalten wir [B]<i[A], also 
* i (A<iB)=f . 
I V Die Äquivalenz der SS- und c.l. Interpretationen 
Wir beweisen nun zwei Theoreme, aus denen sich ergibt, unter 
welcher Bedingung der semantische Ansatz nach D3.2-2 mit dem 
nach D3.4-3, bzw. D3.4-1 und D3.4-5 äquivalent ist. 
D3.4-6: Eine SS-Interpretation (U, 1,5,3>> erfüllt die Limes-Bedin-
gung genau dann, wenn für alle Mengen X C I und alle ie l mit 
U S i f W A gilt S x := n { S : SeS{ A S n X = M } ^ A. 
Die Limes-Bedingung besagt also, daß es für jede in i mögliche 
Proposition X eine kleinste, X-Welten enthaltende Ähnlichkei tssphäre 
S x gibt. 
Für CS-Interpretationen besagt die Limes-Bedingung entsprechend: 
Für alle X und i mit S j O X ^ A gilt: V jßeXnSi A A k ( k e X D k<jj)), 
d.h. es gibt i ähnlichste X-Welten. 
T3.4-7: Aus einer SS-Interpretation <U, I, 5, <£>, die der Limes-Bedin-
gung genügt, erhält man eine c.l . Interpretation <U, I, g, <£'> nach 
D3.2-2 mit Ausnahme der Bedingungen (3e,f) mit <£'(A) = 4>(A) 
für alle Sätze A von C, indem man setzt (o) g(i , X ) = X O S x für 
U S j O X M , und g ( i ,X )=A sonst, sowie $'(a) = 0(a) für alle K o n -
stanten a und iel . 
Beweis: 
a) Die Bedingungen von D3.2-2,3 sind erfüllt: 
g ( i , X ) C X gilt trivialerweise. 
Gi l t g(i, X)=M, also U S j O X ^ A , und X C Y , so U S j O Y ^ A , also 
g ( i , Y > M . Gil t g ( i , Y ) O X M und X C Y , so i s t U S j H X ^ A , also 
g ( i , X ) = S x n X C S X H Y . Aus S y H X ^ A folgt nach Definition von 
S x * S x C S y . Wegen S x O Y ^ A ergibt sich ebenso S y C S x , also 
S X = S Y . Es gilt also g ( i , X ) = g ( i , Y ) O X . 
Wegen \eDS[ gilt ieg(i, I). 
b) Es sei bereits bewiesen, daß die Mengen [A] bzgl. <£' und 4> über-
einstimmen und ebenso für [B]. Gil t <£j(K(B, A ) )=w, so gilt 
U S j C [ - , A ] , also g( i ,A)=A, also g ( i , A ) C [ B ] , oder es gibt ein SeSj 
mit S H [ A ] ^ A A SH [A ]C[B] . Dann gilt wegen S [ A ] C S auch 
S [ A , n [ A ] C [ B ] , also g ( i , A ) C [ B ] . 
Umgekehrt schließt man entsprechend. 
Entsprechungen zu den Bedingungen D3.2-2,3e,f lauten im Falle von 
D3.4-3 so: 
e) jeSi D 5p5 j und 
f) jeUS- D USi=USj. 
Denn es gilt U g ( i , Y ) = U ( S Y n Y ) = U S j . Ist jeg(i, Y ) für ein Y , so 
Y Y 
j eUSi nach Definition von Sy- Und ist jeUSj, so ist S <:) n{j}={j}= 
g( i ,{ j}) , also jeUg(i , Y ) . U 
Y 
Für diese Bedingungen und D3.2-2,3e,f gelten T3.4-7 und T3.4-8 
entsprechend. 
T3.4-8: Z u jeder c.l. Interpretation (U, I, g,<J>> nach D3.2-2 mit Aus-
nahme der Bedingungen (3e,f) erhäl t man eine SS-Interpretation 
<U, I, 5, <£'>, die der Limes-Bedingung genügt, mit <J>'j(A) = 3>i(A) für 
alle Sätze A e C und ie l , indem man für alle ie l setzt: (oo) 
5 i = { S * A : A j ( j e S 3 V X ( j e g ( i , X ) ) ) A A Y ( S H Y = M D g ( i , Y ) C S)}, 
sowie 4>'(a)=(l>(a) für alle Konstanten a von C 
Beweis: 
a) Die Bedingungen von D3.4-3,3 sind erfüllt: 
Es gilt für alle S nach (oo) S O I ^ A D g ( i , I )CS, also wegen D3.2-2, 
3d i e05 t . Wäre S, TeSj und - , ( S C T ) A - . ( T C S ) , so gäbe es j und k 
mit jeS A - i jeT und - .keSAkeT. Es gäbe dann Propositionen X und 
Y mit j e g ( i , X ) und keg(i, Y ) , also j e X und keY, also j , k e X U Y . We-
gen ( X U Y ) O S = M ^ X U Y ) n T wäre g ( i , X u Y ) C S und g ( i , X U Y ) C T ( * ) . 
Wegen g ( i , X > M ist nach D3.2-2,3b g ( i , X U Y ) ^ A , wegen g ( i , X U Y ) C 
X U Y also g ( i , X U Y ) r W A oder g ( i , X U Y ) f W A . Nach D3.2-2,3c 
folgt daraus g(i, X)=g(i, X U Y ) H X oder g(i, Y)=g(i, X U Y ) O Y . Wegen 
j e g ( i , X ) A keg( i ,Y) erhalten wir so j e g ( i , X U Y ) v keg(i, X U Y ) , mit 
(*) also jeT v keS, im Widerspruch zur Annahme. 
Es sei TCSV Es gilt A j ( j e U r D V X ( j e g ( i , X ) ) wegen ieUT D ieTeSj 
für ein T e r . Und ebenso erhält man A Y ( U 7 T i Y = M D g(i, Y ) C uT) 
über T O Y ^ A für ein TeT, also g( i ,Y> C T C UT. 
Ist A ^ T G S j , so gilt A j ( j e n r D V X ( j e g ( i , X ) ) wegen 7 W V und 
A Y ( n 7 h Y = M D g(i, Y ) C H Z ) . Denn g ( i , Y ) C T für alle TeT nach 
(oo). 
b) S genügt der Limes-Bedingung: 
Es sei U S j O X ^ A , also VS(SeSj A SDX¥=A). Es sei r=(T:TeSj A 
T O X ^ A } . Dann ist 7 W \ , nach (a) also OTeS, . DT ist dann die 
Menge S x ; denn es gilt A T (TeSj A T O X ^ A D DTCY). Und es gilt 
HTnX¥A Wegen T O X = M für alle T e r ist g ( i , X ) C T , also g ( i , X ) C 
n r Wegen S O X ^ M gibt es ein jeS mit j eX , also gibt es nach (oo) 
ein Y mit jeg(i, Y ) , also g ( i , Y ) D X ^ A , also nach D3.2-2,3c -
g(i, X O Y ) = g ( i , Y ) O X = M , also g ( i , X ) * A nach D3.2-2,3b. Damit erhal-
ten wir n r n X M . 
Wir beweisen zunächst zwei Hilfssätze: 
c) U S j O X = A = g(i , X)=A. 
Ist U S j f W A , so gibt es ein SeSj mit S H X ^ A . Für alle j eSOX gibt 
es dann nach (oo) ein Y mit jeg(i, Y ) . Wegen g(i, Y ) H X = M folgt 
dann aus D3.2-3,3c g(i, XOY )=g ( i , Y ) O X , also j e g ( i , X O Y ) , also 
g ( i , X O Y > M , also nach D3.2-2,3b g ( i , X > M . - Nach (oo) ist 
S=Ug(i, Y)eSj. Ist nun U5 jnX = A , so SOX=A, also SOg(i , X ) = 
Y 
g(i, X)=A. 
d) Ist S=U{g(i, Y ) : X C Y } , SO gilt U S j O X ^ A D SeSj A g(i , X)=SOX. 
Wir zeigen zunächst SeSj. Es ist zu beweisen S O Y ^ A D g(i, Y ) C S . 
Aus S O Y ^ A folgt die Existenz eines Z mit X C Z und g(i, Z ) H Y = M . 
Wegen X C Y U Z gilt g(i, Z U Y ) C S , und es ist Y O g ( i , Z U Y ) = M ; andern-
falls wäre g ( i , Z U Y ) C Z nach D3.2-2,3a. Ferner wäre g ( i , Z U Y > M 
wegen D3.2-2,3b also g(i, Y U Z ) r W A , also nach D3.2-2,3c g( i ,Z)= 
ZOg( i , Y U Z ) , also g(i, Z) = g(i, Y U Z ) , im Widerspruch zu 
Y O g ( i , Z ) ^ A Aus Y O g ( i , Z U Y ) ^ A folgt aber nach D3.2-2,3c g ( i , Y ) = 
Y O g ( i , Y U Z ) , also g(i, Y ) C g(i, Y U Z ) , wegen g(i , Y U Z ) C S also 
auch g ( i , Y ) C S . 
Wir zeigen nun g ( i , X ) = S H X . Nach Definition von S ist S H X = 
u { x n g ( i , Y ) : X C Y } . Ist X O g ( i , Y ) ^ A , so X O g ( i , Y ) = g ( i , X ) nach 
D3.2-2,3c. Nach (c) und wegen U S j O X ^ A gilt X O g ( i , X > M , also 
x n s = g ( i , X ) . 
e) Es sei bewiesen, daß die [A] bzgl. <I> und <!>' übere ins t immen und 
ebenso für [B]. Es sei <i>j(K(B,A)) = w. Dann ist g( i ,A)=A, also 
U5jO[A]=A, also $ i ( K ( B , A))=w, oder A ^ g ( i , A ) C [ B ] . Dann gibt es 
nach (d) ein SeSj mit SO[A]=M A SO[A] = g ( i , A ) C [ B ] , also 
4>'i(K(B, A))=w. Ist umgekehrt $ ' j (K(B, A) )=w, so gibt es entweder 
ein SeSj mit S O [ A ] ^ A und SO[A]C[B] , also nach (oo) g ( i , A ) C 
SO[A] , also g ( i , A ) C [B], oder USjn[A]=A, also g ( i ,A )=A C [B]. 
In jedem Fall also $ j ( K ( B , A))=w. 
Während es also zu jeder c.l. Interpretation eine äquivalente SS-In-
terpretation gibt, so daß die in allen SS-Interpretationen wahren 
Sätze von C auch bzgl. aller c.l. Interpretationen wahr sind, gilt die 
Umkehrung nicht. Das ergibt sich daraus, daß das A x i o m C7 bzgl. 
der SS-Interpretationen nicht allgemeingültig ist. Das würde nur 
dann gelten, wenn die Limesbedingung allgemein erfüllt wäre. Im 
Bereich der Aussagenlogik zeichnet die SS-Semantik dagegen diesel-
ben Sätze als Theoreme aus wie die Semantik der c.l. Interpretatio-
nen 1 6 . 
3.5 Die Adäqua the i t des Kalküls C 
Man kann sich nach dem Beispiel von T2.6-1 leicht davon überzeu-
gen, daß gilt: 
T3.5-1: Das System C ist semantisch widerspruchsfrei; d.h. alle Theo-
reme von C sind c.l.-wahre Sätze. 
Komplizierter ist wiederum der Nachweis der Vollständigkeit . 
T3.5-2: Das System C ist semantisch vollständig; d.h. alle c.l.-wahren 
Sätze sind in C beweisbar. 
Wir k ö n n e n uns jedoch direkt an den Vollständigkeitsbeweis für 
die modallogischen Systeme NT unter T2.6-2 anschließen. Dazu defi-
nieren wir die Begriffe der C-Konsistenz und der C-Maximalität von 
Satzmengen wie üblich. In Analogie zu D2.6-1 sagen wir: 
D3.5-1: Eine E-Formel für die G K a ist eine Formel der Gestalt 
A[a] D A x A [ x ] , wo a in A x A [ x ] nicht vorkommt; und ist B eine 
E-Formel für a, und sind C und D Formeln, die a nicht enthalten, 
so ist L ( C , D) D L ( C A B , D) eine E-Formel für a. 
E-Formen, sowie E-normale und normale Satzmengen werden wie 
früher erklärt . A n die Stelle von D2.6-3 tritt die Definit ion: 
D3.5-2: Ist I eine nichtleere Indexmenge, so heißt S=(I, A) ein C-
Mengensystem genau dann, wenn für alle iel und alle Sätze A gilt: 
a) A[ ist eine E-normale C-maximale Satzmenge. 
b) Ist T(A-ltA) die Menge der Sätze B mit K ( B , A ) e ^ , und C ein 
Satz mit L(C,A)e,4j , so gibt es ein j e l mit T(A{, A ) u { c } c 4 j . 
Wir können nun direkt dem Beweis von T2.6-2 folgen, wenn wir 
statt der Formeln N A , bzw. M A Formeln K ( A , B), bzw. L ( A , B) be-
trachten. Im Hilfssatz (1) ist zu zeigen: Gil t h V x B [ x ] und hat A[a] 
die Gestalt L ( C , D) D L(CAB[a] , D), so gilt wegen h C D C A V X B [ X ] 
und C3 h L ( C , D ) D L ( C A V X B [ X ] , D) , also nach C3 | - L ( C , D ) D 
L ( V X ( C A B [ X ] ) , D), also nach C7 h L ( C , D ) D V X L ( C A B [ X ] , D ) , also 
h V x ( L ( C , D ) D L ( C A B [ X ] , D) ) . 
Bei der Konstruktion des C-Mengensystems S zur E-normalen, 
C-maximalen Menge B treten dann an die Stelle von T(A) die Men-
Vgl. dazu Lewis (73), 6.1. 
gen 7 X 4 , A ) = { ß : K ( B , A ) e / t } , an die Stelle der Sätze M B die 
Sätze L ( B , A ) , und an die Stelle der Mengen C(B%A) Mengen 
C ( B , A , A). 
Im letzten Schritt des Beweises ist dann eine Interpretation 
<U, I, g, anzugeben, für die gilt 4>j(A)=w = AeUx. U , I und 4> wer-
den wie unter T2.6-2 bestimmt, und man definiert die Mengen 
g(i, A ) durch jeg(i, A ) = 7X4 j, A ) C 4 j . Dann ist zu zeigen: 
1. g hat die in D3.2-2,3 verlangten Eigenschaften 
2. c|>i(A)=w = AeAv 
Der Beweis wird simultan durch Induktion nach dem Grad der 
Formeln A aufgezogen, so daß wir uns bei (1) schon immer darauf 
s tützen k ö n n e n , daß für die betrachteten Formeln A gilt A€A{ = 
ie[A]. 
Z u (1): 
a) g(i, A ) C [ A ] : Ist jeg(i, A ) , so T(A{, A ) C 4 J ; wegen C l ist 
Ae=7X4j, A ) , also je [A] . 
b) [A]C[B] A g ( i , A > M D g ( i , B > M : Ist g(i ,B)=A, so gibt es 
kein j mit T(A[, B ) C 4 j . Nach Konstruktion von S gibt es 
dann kein C mit L ( C , B)eA{, d.h. es gilt --, BeT(Ai9 B) , d.h. 
K(-n B , B)eA[. Ist [ A ] C [ B ] , so gilt K ( B , A)e4[. Andernfalls 
wäre - tK(B, A)eAj , es gäbe also nach Konstrukt ion von S ein j 
mit - ,B€i4j ; wegen K ( A , A ) e , 4 j wäre aber auch Ae^ l j , im Wider-
spruch zu [A]C[B] . Nach TC3a gilt also auch K ( - , A , A)eA[. 
Wäre also T(A\, A ) C 4 j für ein j , so wäre Aj inkonsistent. 
c) g(i, B ) n [ A ] = M D g(i, A A B ) - g ( i , B)Pi[A]: Es sei je[A] und 
jeg(i ,B), also T(Ai9B)CAy Wäre L ( A , B ) £ 4 j , so K(-nA,B)e/4 j 
wegen der Maximali tät von A\9 also -»Ae/ t j , also j ^ [ A ] . W7egen 
C5 gilt also für alle Sätze C: K ( C , AAB)e4 j = K ( A D C , B)eA{ 
(*). Ist keg( i ,AAB) , also T(Aiy A A B ) O l k , so gilt nach (a) 
ke[A], sowie T(A[,B)CA\i9 also keg(i, B ) D [ A ] . Denn aus 
K ( C , B)eA, folgt nach TC3 K ( A D C , B)eAi, nach (*) also 
K ( C , A . A B ) e / l i , also CeAk. Gi l t umgekehrt keg(i, B) und 
ke[A], so gilt AeAk, und wenn K ( C , AAß)e,4j, so nach (*) 
K ( A 3 C , B)G4J , also A D C eA^\ wegen AeA^ also CeA^. 
d) ieg(i, 1): Es gilt, wo T eine Tautologie ist, nach C6 K ( A , T ) 
eA] D AeA[, also T(A\,T)CAV 
e) jeg(i, 1) D g(j, A ) = g(i, A ) : Es sei jeg(i, 1), also T(A-uT)CAy 
Nach TC14a ,b gilt dann K ( C , A)eAx = K ( C , A)e4j für alle C; 
d.h. 7 X 4 ^ = 7 X 4 ^ ) . 
f) jeRj D Ri=Ri, wo Rj=Ug(i, Y ) : Es sei jeg(i, A ) ; d.h. T(A^A) 
X 
CAy Es gilt (*) NAeA, = R j C [ A ] : Gi l t N A e ^ , so gilt 
K ( A , B)e^j für alle B nach TC2a , also AeAk für alle k mit 
7X4j , B)eAk; also A k ( k e R i D k e [ A ] ) , d.h. R j C [ A ] . Gilt umge-
kehrt für alle k und B : keg(i, B) 3 AeAk, also 7 ( 4 H B ) C 4 k D 
A(:Aki so m u ß gelten N A G 4 J ; andernfalls gäbe es ein B : 
L ( - . A , B)e4j , also ein j mit {-, A } u 7 ( 4 j , B ) C 4 J , SO daß A} 
inkonsistent wäre. Wegen C8 und C9 und 7X4 i , A ) C 4 j gilt 
nun N A e 4 j = N A e 4 j , also gilt nach (*) für alle [ A ] : R j C [ A ] = 
R j C [ A ] , d.h. Rj=Rj. 
Zu (2): 
a) Gi l t K ( A , B ) e 4 i 5 so gilt A e 7 ( 4 j , B) , also Ae4j für alle j mit 
T(A\, B ) C 4 j , d.h. für jeg(i, B ) . Nach Induktionsvoraussetzung 
gilt also $ j (A)=w, also g(i , B ) C [ A ] , d.h. <S>j(K(A, B ) )=w. Gibt 
es kein 4 j mit 7X4 j , B ) C 4 j , so ist g(i, B)=A, also 
<S>i(K(A,B))=w. 
b) Ist nicht K ( A , B)e4j , so ist wegen der Maximali tät von A[ 
- K ( A , B ) e 4 j , also L ( - . A , B)e4 i . Nach Konstrukt ion von S 
gibt es dann ein j mit T(AU B ) u { ^ A } C 4 j , d.h. jeg(i , B). Nach 
Voraussetzung gilt also <f>j(A)=f, d.h. $ j ( K ( A , B))=f. 
Damit ist der Beweis von T3.5-2 abgeschlossen 1 1 . 
Nach Konstruktion von S gilt Rj=I für alle iel, also g(i,X)=A 3 X=A, und I 
ist von dergleichen Mächtigkeit wie die Menge der reellen Zahlen. Es gilt da-
her: Jede C-konsistente Formelmenge ist erfüllbar durch eine c.l. Interpreta-
tion über die Menge U der natürlichen Zahlen, der Menge I der reellen Zahlen 
und mit einem g, für das gilt ie|NA| • lAJ^I für alle i. Wir hätten daher in 
D3.2-2,3 statt (b) auch fordern können (b') g(i,X)^A > X=A (daraus folgt 
(b)), und hätten (f) weglassen können. 
4 G l a u b e n s s ä t z e 
4.1 Epistemische Begriffe 
Die epistemische Logik ist die Logik der Begriffe des Glaubens und 
des Wissens. Ihr Grundbegriff ist der des Glaubens; der Wissensbe-
griff läßt sich, wie wir unten sehen werden, darauf zurückführen. 
Die epistemische Logik interessiert sich nicht für die Natur des 
Glaubens, ob z .B. der Glaube einer Person a, daß p der Fal l ist, 
einen Bewußtse insakt darstellt, eine psychische Disposition, oder 
aber eine Verhaltensdisposition, sei sie linguistischer A r t — die Dis-
position von a nämlich, eine Frage, ob p gilt, affirmativ zu beant-
worten, wenn a sie wahrhei tsgemäß beantwortet — oder die allge-
meine Disposition von a, sich so zu verhalten, als ob a wüßte , daß 
p gilt. Sie geht vielmehr davon aus, daß es einen für viele Zwecke 
hinreichend eindeutigen umgangssprachlichen Gebrauch von „glau-
ben" gibt, und unternimmt es, dieses Prädikat für gewisse philoso-
phische, speziell erkenntnistheoretische Zwecke aufzubereiten, indem 
dafür präzise und systematisch fruchtbare Kriterien seiner Verwen-
dung angegeben werden. Dabei m u ß nicht die Frage beantwortet 
werden: „Was ist, oder worin besteht Glauben?", sondern es genügt, 
Bedeutungspostulate für das Prädikat festzulegen. 
Diese Modifikat ion des üblichen Glaubensbegriffs in der epistemi-
schen Logik macht es nötig, zwischen diesem vorgängigen, oder wie 
wir hier auch sagen wollen, deskriptiven Glaubensbegriff und dem 
rationalen Glaubensbegriff der epistemischen Logik klar zu unter-
scheiden. 
Die Normalform von Glaubenssätzen ist die Fo rm „Die Person 
a glaubt, daß A " , die wir symbolisch durch G(a , A ) darstellen 1 . Im 
üblichen, deskriptiven Sinn verstanden machen solche Sätze eine 
Aussage darüber, was die Person a faktisch glaubt, wovon sie tat-
sächlich überzeugt ist oder in ihrem Handeln ausgeht. Es kann nun 
,,a" kann auch eine Gruppe von Personen bezeichnen, wie in „Die Ärzte 
glauben, daß starkes Rauchen Krebs verursachen kann". Da aber „glauben" 
keine kollektive Tätigkeit oder Disposition ist, kann man einen solchen Satz 
auch in der Form „Alle Personen, die Ärzte sind, glauben, daß» ..." darstellen. 
vorkommen, daß gilt G(a, A ) A G ( a , ~ , A ) , oder G(a , A) A G(a, B) A 
— G(a , A A B ) , oder G ( a , A ) A - , G ( a , B ) , obwohl A-+B gilt; denn dem 
Mangel an logischer Intelligenz sind keine Schranken gesetzt. Daher 
gibt es kaum allgemeine Prinzipien über die innere logische Struktur 
der Systeme faktischer Glaubensinhalte von Personen. Eine Theorie 
über die innere Kohärenz solcher Glaubensannahmen wäre also eine 
rein empirische Theorie. 
In der Philosophie interessiert man sich aber nicht so sehr für die 
tatsächliche Struktur der Annahmensysteme, sondern für die rationale 
Organisation solcher Systeme; für die Eigenschaften, die rational or-
ganisierte Systeme von Annahmen auszeichnen. Die Rat ional i tä t 
wird dabei allein mit einem logischen Maßstab gemessen. Das führt 
zu folgenden grundlegenden Prinzipien für einen rationalen Glauben: 
P I : G ( a , T ) für alle logisch wahren Sätze T. - Logische Wahrheiten 
müssen rationalerweise geglaubt werden. 
P2: G ( a , A D B ) A G ( a , A ) D G(a , B) - Jeder m u ß rationalerweise 
die Sätze glauben, von denen er selbst glaubt, daß sie Konsequenzen 
eigener Annahmen sind. 
P3: G(a , A ) D - . G ( a , n A ) - Man kann rationalerweise nicht zugleich 
A und - . A glauben. 
Das Problem ist nun, daß die Gesetze PI bis P3, wenn wir „ G " 
als deskriptiven Glaubensbegriff verstehen, sämtlich empirisch falsch 
sind. Wir müssen sie also als Bedeutungspostulate für den rationalen 
Glaubensbegriff ansehen; dann haben sie analytischen Status, sind 
also empirisch unangreifbar. Es stellt sich dann aber die Frage, ob 
dieser rationale Glaubensbegriff damit inhaltlich ausreichend charak-
terisiert ist. Denn PI bis P3 stellen eben nicht nur präzisierende Be-
dingungen für den deskriptiven Glaubensbegriff dar, sondern sie sind, 
deskriptiv verstanden, einfach falsch. Wenn sie also einen Glaubens-
begriff implizit definieren, so ist das ein ganz anderer Begriff als 
der deskriptive, und für die Definition eines ganz neuen Begriffs rei-
chen diese Bedingungen nicht aus. Dieselben formalen Bedingungen 
gelten z .B . , wie wir im nächsten Kapitel sehen werden, auch für den 
Begriff des Gebotenseins. Mit PI bis P3 allein wird also G in keiner 
Weise als ein Glaub ens begriff ausgezeichnet; diese Gesetze liefern 
keine Kriterien für seine Anwendung auf irgendwelche empirische 
Phänomene . 
Wir diskutieren dieses Problem des Status der Gesetze der episte-
mischen Logik und des ihnen zugrundeliegenden Glaubensbegriffs 
hier deshalb ausführlich, weil es sich für die anderen philosophischen 
Logiken, wie z .B. die normative Logik, oder auch die Theorie der 
subjektiven Wahrscheinlichkeit in entsprechender Weise stellt, und 
weil es in der Literatur zur epistemischen Logik besonders heftig 
umstritten ist 2 . 
Eine Losung unseres Problems ergibt sich unter zwei Aspekten: 
1. Durch Rat ional i tä ts forderungen wie PI bis P3 soll kein gänzlich 
neuer Glaubensbegriff charakterisiert werden, sondern diese Postulate 
begrenzen die möglichen Anwendungen des umgangssprachlich 
vorgegebenen, deskriptiven Begriffs: Wir interessieren uns in der 
epistemischen Logik nur für solche Personen, bzw. Systeme von An-
nahmen, die diesen Gesetzen genügen. 
Wenn man die Sache so betrachtet, stellt sich natürlich die Fra-
ge, ob denn die epistemische Logik als Theorie des deskriptiven 
Glaubens vollständig rationaler Personen (VRPs) nicht leer ist. Gibt 
es überhaup t solche VRPs? Wenn man an reichere Logiksysteme, 
d.h. an stärkere Rat ional i tä tsbedingungen denkt, ist das in der Tat 
fraglich. Die epistemische Logik wil l aber nicht eine empirische 
Theorie des Glaubens von V R P s sein, sondern sie wi l l rationale Zu-
sammenhänge zwischen Glaubensannahmen aufweisen, die wir in 
unseren eigenen Annahmen sinnvollerweise berücksichtigen werden. 
Sie ist nicht deswegen interessant, weil es V R P s gibt, deren faktische 
Annahmen wir damit beschreiben k ö n n e n , sondern weil sich jeder 
von uns bemühen wird, eine V R P zu sein und sich als solche zu 
verhalten. 
Es wäre aber falsch, die epistemische Logik deshalb als normative 
Disziplin anzusehen, die uns sagt, was wir glauben und wie wir 
unsere Annahmen in einen sinnvollen Zusammenhang bringen sollen. 
Die epistemische Logik formuliert keine Gebote oder Empfehlungen, 
sondern Behauptungen, und Empfehlungen ergeben sich daraus nur 
mittelbar, insofern wir uns eben so verhalten sollten, wie wir das in 
der epistemischen Logik als rational richtig erkannt haben. Die Situ-
ation ist ähnlich wie in der formalen Logik: Sie beschreibt weder, 
wie tatsächlich geschlossen wird, noch sagt sie, wie wir schließen 
sollten; und sie wi l l auch nicht beschreiben, wie perfekte Logiker 
schließen (obwohl sie das implizit tut), sondern sie gibt Gesetze an 
für die Gültigkeit von Schlüssen. Sie ist also weder (empirisch) des-
kriptiv noch normativ, und ebenso ist die epistemische Logik weder 
deskriptiv noch normativ, sondern sie gibt Gesetze über rationale 
Zusammenhänge zwischen Glaubensannahmen an. 
2. In unserem Fal l k ö n n e n wir wegen der Einfachheit der logischen 
Struktur der Postulate den rationalen Glaubensbegriff auch durch den 
2 Vgl. z.B. Hocutt (72) und Hintikka (69). 
deskriptiven explizit definieren. Dazu deuten wir diesen durch G 0 an. Es 
sei 4 a :={p: G 0 (a ,p )} . ist also die Menge der Annahmen der Person a; 
d.h. die Menge der Propositionen p, die a für wahr hält. Dann können wir 
definieren 
G(a ,p ) :=i4 a-n>, 
d.h. G(a,p) besagt soviel wie: Die Proposition p ist eine logische Folge 
von dem, was a tatsächlich glaubt. Danach erfüllt G die Prinzipien PI 
und P2. Damit auch P3 gilt, beschränken wir uns auf die Betrachtung 
logisch konsistenter Annahmemengen Aa. Für V R P s gilt dann 
G(a ,p) = G 0 ( a , p ) 3 . 
Da nun jedermann Grund hat, logische Folgen von dem zu glau-
ben, was er ta tsächl ich glaubt, und keinen Widerspruch zu glauben, 
können wir „ G ( a , p ) " auch lesen als ,,a hat (aufgrund dessen, was er 
tatsächlich glaubt) Grund zu glauben, daß p gilt", oder kurz ,,a hat 
Grund zu glauben, daß p " . Das ist der rationale Glaubensbegriff. 
Bei dieser Charakterisierung des Sinns von „G(a , p)" zeigt sich, 
daß durch PI bis P3 keineswegs ein ganz neuer Begriff G einge-
führt wird, der mit G 0 nichts zu tun hat, sondern daß der Sinn von 
„ G " sich aus dem von „ G 0 " durch die Postulate PI bis P3 ergibt, 
so daß G einen wohlbestimmten empirischen Gehalt hat und auf 
empirische Phänomene angewendet werden kann. 
Es gibt keine rationalen Prinzipien, die es ermöglichen, aus speziellen 
Glaubensannahmen einer Person a auf die einer anderen Person b zu 
schließen. Man kann also die epistemische Logik mit Sätzen G A auf-
bauen, die wir lesen als , , A wird geglaubt", bzw. als „Es besteht 
Grund zu glauben, daß A " . Dabei beziehen sich diese Sätze auf die 
Glaubensannahme einer Person. Nur wenn es wichtig ist, diese Be-
zugsperson deutlich zu machen, schreiben wir G(a , A ) . G(a , A ) ist al-
so für jedes a ein Prädikat , das den Prinzipien der epistemischen 
Logik für G A genügt. 
Eine weitere wichtige Unterscheidung betrifft den klassifikatori-
schen, komparativen oder metrischen Charakter von Glaubensbegrif-
fen. Der klassifikatorische Glaubensbegriff drückt sich in Sätzen der 
Form G(a , A ) , bzw. G A aus - „a glaubt, daß A " , bzw. „Es besteht 
Grund zu glauben, daß A " . Der komparative Glaubensbegriff drückt 
3 Es wird oft behauptet, die Forderung der Konsistenz der Glaubensannahmen 
sei schwächer als die ihrer deduktiven Abgeschlossenheit. Um aber aus P3 
die Konsistenz der Menge {p:G(a,pj zu erhalten, benötigt man auch PI und 
P2. Intuitiv gesagt: Konsistent sein setzt nicht eine geringere logische Kom-
petenz voraus als die Folgen der eigenen Annahmen zu überblicken. 
sich in Sätzen der Fo rm A < a B , bzw. A < B aus - „a glaubt, daß A , 
höchs t ens so fest wie, daß B " oder „a sieht den Sachverhalt, daß A , 
als höchs t ens so wahrscheinlich an wie den Sachverhalt, daß B " , 
bzw. „Es besteht höchs tens so viel Grund zu glauben, daß A , als zu 
glauben, daß B " , oder „Der Sachverhalt, daß A , ist höchs tens so 
wahrscheinlich wie der Sachverhalt, daß B " . Der metrische oder 
quantitative Glaubensbegriff drückt sich in Sätzen der Fo rm w a (A)=r, 
bzw. w(A)=r aus — „Der Sachverhalt, daß A , hat für a die (subjek-
tive) Wahrscheinlichkeit r", bzw. „Der Sachverhalt, daß A , hat die 
(subjektive) Wahrscheinlichkeit r". Die Logik des komparativen und 
des metrischen Glaubensbegriffes ist also nichts anderes als die Theo-
rie der komparativen, bzw. metrischen subjektiven Wahrscheinlichkeit, 
wie sie von F .P . Ramsey und B. de Finetti begründet worden ist. 
Da sich mit dem komparativen Glaubensbegriff der klassifikatori-
sche definieren läßt , aber nicht umgekehrt, und da man den quan-
titativen Glaubensbegriff auf dem Wege der Metrisierung des kompa-
rativen Begriffs einführen m u ß 4 , stellt der komparative Begriff die 
allgemeine Grundform der Glaubensbegriffe dar. 
Ausgehend von A < . B verstehen wir G A i m Sinn des starken 
Glaubensbegriffs so, daß G A genau dann gilt, wenn A maximale 
Wahrscheinlichkeit hat. Da Tautologien maximale Wahrscheinlichkeit 
haben, können wir definieren 
G A := A = . T bzw. G ( a , A ) := A = a T . 
E in schwacher Glaubensbegriff G + A läßt sich mit A < . B so defi-
nieren: 
G + A := A < . A , bzw. G + ( a , A ) := - , A < a A . 
Im starken Sinn glauben wir also A nur dann, wenn wir fest davon 
überzeugt sind, daß A wahr ist; wenn wir A als praktisch sicher an-
sehen; wenn alle Gründe für und keine gegen A sprechen. Im schwa-
chen Sinn glauben wir dagegen A schon dann, wenn wir A für wahr-
scheinlicher halten als -nA. Dabei braucht aber A nur wenig wahr-
scheinlicher sein als -i A . G + ( a , A ) besagt also, daß a eher mit dem 
Eintreten von A als von - . A rechnet; daß a vermutet (ohne sich 
deswegen schon sicher zu sein), d aß A . 
Neben den unbedingten Glaubensbegriffen G A , G + A , A < . B und 
w(A) kann man endlich auch bedingte Glaubensbegriffe einfuhren: 
Wir schreiben G ( a , A , B ) , bzw. G ( A , B ) für „B ist Grund (für a), ( im 
starken Sinn) zu glauben, daß A " . Und entsprechend G + ( a , A , B), 
4 Vgl. dazu z.B. Kutschera (72), 1.3. 
bzw. G + ( A , B) für „B ist Grund (für a), ( im schwachen Sinn) zu 
glauben, daß A " . 
Entsprechend besage A , B < a C , D, bzw. A , B < . C , D daß A auf-
grund von B (für a) höchs tens so wahrscheinlich ist wie C aufgrund 
von D. Und w a (A ,B)=r , bzw. w(A,B)=r besage, daß A (für a) auf-
grund von B den Wahrscheinlichkeitsgrad r hat. 
Für bedingte Glaubensbegriffe ist wiederum die komparative 
Form die allgemeine Grundform. Man kann z.B. definieren G ( A , B ) 
:= A , B = . B , B und G + ( A , B ) := - , A , B < . A , B . Und da man den unbe-
dingten Glauben durch den bedingten definieren kann, indem man 
setzt G A := G ( A , T ) , G + A := G + ( A , T ) , A < . B := A , T < . B , T und 
w ( A , T), wo T eine Tautologie ist, ist die Logik des Begriffes 
A , B < . C , D grundlegend für die epistemische Logik. 
Wir werden im folgenden jedoch nicht so vorgehen, daß wir zu-
erst die Logik von A , B<.C, D entwickeln und die Logik der übrigen ! 
Begriffe daraus herleiten, sondern wir wollen aus didaktischen Grün- ! 
den und im Bl ick auf die Anwendung der semantischen Ideen aus 
Kapitel 2 und 3 schrittweise von einfachen zu komplexeren Formen 
der epistemischen Logik aufsteigen. 
In P I , P2 und P3 haben wir Prinzipien für G betrachtet, in denen 
keine iterierten Anwendungen des Operators G vorkommen. Es sind 
aber auch Sätze sinnvoll wie 
G ( a , G ( b , A ) ) - a glaubt, daß b glaubt, daß A , 
G ( a , G ( b , G ( a , A ) ) ) - a glaubt, daß b glaubt, daß er (a) glaubt, 
daß A , etc., sowie Sätze der Fo rm 
( A < a B ) < b ( C < C D ) - b hält es für wahrscheinlicher, daß c D für 
wahrscheinlicher hält als C, als daß a B für wahrscheinlicher hält als 
A . 
Für die Verknüpfung der Annahmen verschiedener Personen bie- j 
ten sich wieder keine rationalen Prinzipien an: Daß b glaubt, daß A 
(oder das für so und so wahrscheinlich häl t ) , ist für a ein empiri-
scher Sachverhalt wie andere, und a kann durch rein rationale Über-
legungen darüber nichts ausmachen. Dagegen wird man annehmen, 
daß gilt 
P4: G(a , A ) D G(a , G(a , A ) ) (bzw. G A D G G A ) . 
Denn wenn a glaubt, daß A , so glaubt er auch, daß er es glaubt 
— er kann daran nicht sinnvoll zweifeln. Wenn a im Zei tpunkt t 
glaubt, daß A , so kann er zwar zu einem früheren oder spä t e r en 
Zeitpunkt t' bezweifeln, ob er in t glauben wird, bzw. geglaubt hat, 
daß A , aber in t ist ihm das evident. 
Dieses Prinzip gilt zunächst für den deskriptiven Glaubensbegriff. 
Ist a keine V R P , so daß sein faktischer Glaube nicht die Struktur 
eines rationalen Glaubens im Sinne von G hat, so kann es sein, daß 
a G r u n d hat zu glauben, daß A (also G(a , A ) ) , aber A tatsächlich 
nicht glaubt. Dann glaubt a auch tatsächlich, daß er A nicht glaubt, 
und glaubt vielleicht auch, daß er Grund hat, A nicht zu glauben. 
Das ist jedoch kein Einwand gegen P4, denn wenn a Grund hat zu 
glauben, daß A , so hat a auch Grund zu glauben — nicht daß er A 
tatsächlich glaubt - sondern daß er Grund hat, A zu glauben. Bei 
dem Prinzip P4 und dem folgenden P5 ist es also wichtig, zwischen 
deskriptivem und rationalem Glaubensbegriff zu unterscheiden. 
Neben P4 tritt das Prinzip 
P5: - n G ( a , A ) D G ( a , - r G ( a , A ) ) , bzw. - . G A D G - . G A , das ebenso 
zu begründen ist: Glaubt a (in t) nicht, daß A , so glaubt er auch 
(in t), daß er das ( in t) nicht glaubt. 
Entsprechend wird man für iterierte Anwendungen der anderen 
epistemischen Begriffe die Prinzipien ansetzen 
P6: A< .B D ( A < . B ) = T und 
P7: - , ( A < . B ) D ( A < . B ) = K , wo K eine Kontradikt ion ist. 
P8: G ( A , B ) D G ( G ( A , B) , T) 
P9: - n G ( A , B) D G ( - . G ( A , B) , T) 
P10: A , B < . C , D D ( A , B < . C , D ) , T = . T , T 
P H : ~ r ( A , B < . C , D ) D ( A , B < . C , D ) , T = K , T . 
P6,P7 und P10,P11 zeigen, daß die komparativen Begriffe bei 
iterierten Anwendungen degenerieren, so daß es i m folgenden ge-
nügt, wenn wir uns auf die Betrachtung nichtiterierter Anwendungen 
von <. beschränken . 
Es gibt in der epistemischen Logik kaum ein Prinzip, dessen Gel-
tung nicht bestritten worden wäre. Die Einwände gegen PI bis P3 
beruhen sämtl ich darauf, daß , , G " nicht im Sinn eines rationalen 
Glaubensbegriffs, sondern deskriptiv verstanden wird. 
Gegen P4 und P5 hat man erstens eingewendet, daß diese Prin-
zipien eine fragwürdige Fähigkeit untrüglicher Introspektion voraus-
setzen. Nun, man kann natürlich die problembeladene Redeweise von 
einer „ I n t r o s p e k t i o n " vermeiden, aber es bleibt doch das Faktum, 
das in dem einfachen Experiment deutlich wird: Man versuche ein-
mal zu glauben, daß ein Sachverhalt besteht, bzw. das nicht zu glau-
ben, und zugleich daran zu zweifeln, ob man das glaubt oder nicht! 
Das faktische Annehmen oder Nichtannehmen allein ist schon der 
zureichende wie notwendige Sach- und Erkenntnisgrund für die A n -
nahme, daß man annimmt oder nicht annimmt. Es ist nicht nur so, 
daß Äußerungen der F o r m „Ich glaube, daß A , glaube aber nicht, 
daß ich das glaube" oder „Ich glaube, daß ich glaube, daß A , glau-
be aber nicht, daß A " ganz offensichtlich absurd sind, weil ich mit 
einer Behauptung auch ausdrücke, daß ich von dem Zutreffen des 
behaupteten Sachverhalts überzeugt bin. Das wäre nur ein pragmati-
sches Phänomen von Äußerungen in „ I ch" -Form. Vielmehr kann 
man auch von einer anderen Person Entsprechendes nicht behaupten. 
Gegen diese Argumentation kann man zweitens einwenden, daß 
dabei der Glaubensbegriff so verwendet wird, daß die Aussage „Die 
Person a glaubt ( im Zeitpunkt t), daß p " impliziert, d aß a (in t) 
über p nachdenkt, so daß „g lauben" hier einen momentanen geisti-
gen A k t oder Zustand darstellt. Häufig wird das Wort jedoch auch 
so verwendet, daß es eine Disposition von a ausdrückt , denn wir sa-
gen z .B. auch dann ,,a glaubt, daß 2+2=4 ist", wenn a gegenwärtig 
gar nicht über arithmetische Sachverhalte nachdenkt. Diesem Ein-
wand entgehen wir aber durch unsere rationale Deutung von „glau-
ben" als „ G r u n d haben zu glauben": Wenn a die Disposition hat zu 
glauben, daß 2+2=4 ist, so hat a auch Grund, die Disposition zu ha-
ben, daran zu glauben, daß er diese Disposition hat. Und entspre-
chend für P5. Aus einem dispositionellen Glauben, daß p, folgt na-
türlich nicht ein aktueller Glauben, an einen derartigen dispositionel-
len Glauben, aber das spricht nicht gegen P4, da in diesem Prinzip 
alle Vorkommnisse von G immer in derselben Weise gedeutet wer-
den müssen. 
Im Sinne dieses zweiten Einwandes k ö n n t e man auch P5 für 
problematischer halten als P4. Wenn die Person a z .B. über die Fra-
ge, ob A gilt, nie nachgedacht hat und darüber also keine Meinung 
hat, so daß gilt - , G ( a , A ) , kann man dann sagen, a hä t t e die Mei-
nung 2. Stufe zu diesem Sachverhalt, die sich durch G ( a , ->G(a)) 
darstellen läßt? Diese Annahme ist aber harmlos, so lange man 
nicht, wie das bei umgangssprachlichen Formulierungen naheliegt. 
- i G A mit G - r A verwechselt, oder den deskriptiven und den rationa-
len Glaubensbegriff. Wenn a keine Meinung über A hat, so gilt 
- ^G(a , A ) A - , G ( a , - A ) . Dannn hat a aber auch Grund zu glauben, 
daß er keine Meinung über A hat, so daß gilt G(a , n G ( a , A ) A 
- iG(a j - i A ) ) , also insbesondere G ( a , - , G ( a , A ) ) . 
Eine dritte Gruppe von Einwänden gegen P4 und P5 beruht dar-
auf, daß man die beiden Vorkommnisse von , , G " in „ G ( a , G ( a , A ) ) " , 
bzw. „G(a , ->G(a, A ) ) " in verschiedener Weise deutet. So wird z .B. 
darauf hingewiesen, daß man sich einreden kann, etwas zu glauben, 
was man tatsächlich nicht glaubt, bzw. etwas nicht zu glauben, wo-
von man im Grunde doch überzeugt ist. Dann würde also gelten 
- i G ( a , A ) A G ( a , G(a , A ) ) , bzw. G ( a , A ) A - , G ( a ; G ( a , A ) ) . Man kann 
sich zwar etwas einreden, wovon man zunächst nicht überzeugt ist, 
aber wenn man es sich erfolgreich eingeredet hat, so glaubt man es 
auch, und glaubt nicht nur fälschlich, es zu glauben. Man kann frei-
l ich sagen: Jemand hat keine guten Gründe, etwas zu glauben, 
glaubt aber, sie zu haben. Dann deutet man jedoch in „ -nG(a , A) A 
G ( a , G ( a , A ) ) " das erste und das dritte Vorkommnis von „ G " in 
anderer Weise (als „ha t gute Gründe, zu glauben") als das zweite 
Vorkommnis ( „ g l a u b t " ) 5 . 
Der zweite epistemische Grundbegriff neben Glauben ist Wissen. Wir 
wollen im folgenden Sätze der F o r m „Die Person a weiß, daß A " — 
symbolisch W(a, A ) - so definieren: 
I) W ( a , A ) := G(a , A ) A A . 
Das he iß t , wir definieren „wissen" als „glauben und damit Recht 
haben", wobei wir „g l auben" im starken Sinn verstehen, also im 
Sinne von „fest überzeugt sein". 
Weiß a, daß A , so m u ß A wahr sein, - das ist unbestritten -
und a m u ß auch glauben, daß A wahr ist; was wir wissen, vermuten 
wir nicht nur. A u c h das ist unproblematisch 6 . Problematisch ist da-
gegen, ob ein richtiger Glaube auch als Wissen angesprochen werden 
kann. Das wird überwiegend bestritten mit dem Hinweis, daß ein 
blindes Vorurte i l selbst dann kein Wissen darstellt, wenn es richtig 
ist 7 . Daher fügt man meist noch die Zusatzbedingung hinzu, daß 
der Glaube auch begründet , gerechtfertigt oder fundiert sein m u ß . 
Schreiben wir „ F ( a , A ) " für „Die Annahme (der Glaube) von a, daß 
Für eine Darstellung der grundlegenden Probleme der epistemischen Logik 
vgl. Hintikka (62), für eine Diskussion neuerer Arbeiten Lenzen (76). 
Es ist allerdings nicht unbestritten. So ist verschiedentlich darauf hingewiesen 
worden, daß man korrekterweise sagen kann: „Ich glaube das nicht, ich 
weiß es". Das darf man aber nicht durch -.G(a, p) A W(a, p) übersetzen. 
Vielmehr ist gemeint: „Ich glaube es nicht nur, sondern ich weiß es auch", 
und das ist zu übersetzen durch G(a, p) A W(a, p). Es ist auch anzumerken, 
daß „glauben" und „wissen" oft nicht kognitiv („deskriptiv" in einem ande-
rem als dem oben verwendeten Sinn), sondern performativ zum Ausdruck 
einer Einschränkung, bzw. Verstärkung einer Behauptung verwendet wird. 
Wir beschränken uns hier allein auf eine Analyse des kognitiven Gebrauchs 
dieser Wörter. (Zum Unterschied deskriptiv - performativ vgl. z.B. Kutsche-
ra (71), 2.4.5). 
Der Einwand, daß ein bloßes Raten oder Vermuten, das zufällig das Richtige 
trifft, kein Wissen darstellt, ist für I irrelevant, da dort „Glauben" im starken 
Sinn verstanden wird. Es gibt aber auch feste Überzeugungen, die bloße Vor-
urteile sind. 
A , ist fundiert", so lautet die klassische Definition von „Wissen", 
die sich schon bei Piaton findet 8 : 
II) W(a ,A) := A A G(a , A ) A F(a , A ) . 
Der Begriff des Fundiertseins einer Annahme A von a wird dabei 
meist nicht näher expliziert. Wir können ihn aber z .B. so verstehen, 
daß gilt: 
III) a) Was a aufgrund eigener Beobachtungen glaubt, ist fun-
diert. 
b) Was a mit fundierten Prämissen begründet , ist fundiert. 
Wir wollen nun zeigen, daß der Gedanke, der II gegenüber I aus-
zeichnet, nicht konsequent durchführbar ist. Aus der Tatsache, daß 
ich aufgrund einer Beobachtung glaube, daß A gilt, folgt nicht, daß 
A wahr ist. Und ebensowenig folgt aus der Tatsache, daß ich B mit 
Prämissen A 1 ? . . . , A n in einer für mich selbst überzeugenden Weise 
(deduktiv oder induktiv oder wie immer) begründe, nicht, daß diese 
Begründung korrekt und zureichend ist, d.h. daß aus der Wahrheit 
von A , , . . . , A n die Wahrheit von B tatsächlich folgt, oder daß 
zumindest B aufgrund von A i , . . . , A n tatsächlich eine hohe Wahr-
scheinlichkeit hat. Die fundierenden Gründe, die beobachteten Sach-
verhalte und die fundierenden Schlüsse sind also nicht notwendig 
wahr, bzw. korrekt. Wie Gettier in (63) betont hat, stellt aber ein 
durch unkorrekte Gründe fundierter Glaube kein Wissen in dem 
durch II intendierten „klassischen" Sinn dar. Daher wird man for-
dern, daß die fundierenden Gründe auch korrekt sein müssen, und 
gelangt in diesem Sinn dann zu einem stärkeren Fundiertheitsbe-
griff F'(a, A ) . Aber auch das genügt noch nicht: Wenn man I ver-
wirft und einen richtigen Glauben nicht als zureichende Bedingung 
für Wissen ansieht, so wird man auch korrekte Annahmen nicht als 
hinreichendes Fundament für ein Wissen ansehen können . D.h. man 
wird, wie Clark in (64) betont, auch die Fundiertheit der fundieren-
den Gründe im Sinne von F verlangen 9 . Die begründete Annahme 
ist ja nicht besser begründet als ihre schwächste Prämisse. Aber auch 
das genügt nicht: Man wird durch ähnliche Einwände dazu geführt, 
zu einem noch stärkeren Fundiertheitsbegriff F " überzugehen, nach 
T7iu ßev juerä \oyOv aXr}6ri öo^ocu €TTLori]i..r}v e\voa" (Theätet. 201 d). 
Auch eine richtige Annahme aufgrund einer Beobachtung ist nicht immer ein 
zureichender Wissensgrund: Wenn ein Jäger im Dämmerlicht in der Entfer-
nung ein Tier sieht und aufgrund dieser Beobachtung überzeugt ist, dal?» dort 
ein Hirsch steht, so wird man ihm auch dann, wenn er recht hat. ein Wissen 
absprechen, wenn Beleuchtungsverhältnisse und Entfernung so sind, daß man 
nicht zuverlässig ausmachen kann, um was für ein Tier e; sich handelt. 
dem die fundierenden Gründe im Sinne von F ' fundiert sind, und 
so ad infinitum. 
M i t anderen Worten: Man kann nicht zulassen, daß die fundieren-
den Gründe für ein Wissen selbst kein Wissen darstellen. Bestimmt 
man aber den Fundiertheitsbegriff so, daß die fundierenden Gründe 
ein* Wissen stellen, so wird die Definition II zirkulär. 
Es hi ft auch nicht weiter, wenn man, um eine solche Zirkulari tät 
zu vermeiden, eine rekursive Definition des Wissens ansetzt, etwa 
im Sinne von III. Denn die Einwände bleiben dieselben: Welche Ba-
sis kann man für das Wissen annehmen und welche Begründungen 
zulassen? Wenn man sich dafür mit einem richtigen Glauben begnügt, 
so kommt man nicht über I hinaus; andernfalls kann man den Re-
greß der Fundiertheitsbegriffe nicht ohne den Preis einer Inkonse-
quenz abbrechen. 
Der Wissensbegriff W(a, A ) hat eine subjektive Komponente 
G(a , A ) und eine objektive Komponente A . Der Fundiertheitsbe-
griff soll nach dem Grundgedanken der klassischen Definition die 
subjektive Komponente verstärken — die objektive läßt sich nicht 
vers tärken, denn wahrer als wahr kann ein Satz nicht sein. Die Idee 
ist dabei wohl die, daß es subjektiv entscheidbare Kriterien dafür 
gibt, daß eine Annahme ein Wissen darstellt. Die subjektive Ent-
scheidbarkeit der Fundiertheit oder ihre Problemlosigkeit beinhaltet, 
daß gilt: 
IV) G(a , F (a , A)) D F (a , A ) . 
Dann kann aber die Fundiertheit nicht verläßlich sein, d.h. es kann 
nicht gelten 
V ) F(a, A ) D A . 
Denn aus I V und V folgt G(a , F(a , A ) ) D A , d.h. wenn wir glauben, 
daß unsere Annahme fundiert ist, so ist sie auch korrekt. Das hieße 
aber, daß wir unfehlbar wären. Die Suche nach einem subjektiv ent-
scheidbaren Kri ter ium für Wissen ist also sinnlos. Die letzte Grund-
lage für die (subjektive) Rechtfertigung unserer Annahmen sind im-
mer nur feste Überzeugungen. Prinzipiell kommen wir darüber nicht 
hinaus. Daher ist, systematisch gesehen, die Definition des Wissens-
begriffs nach I dem Ansatz II vorzuziehen. E in Fundiertheitsbegriff 
ist überflüssig: Geben wir I V auf und halten an V fest, so wird 
F(a , A) zu einem objektiven Wissenskriterium, das im Hinbl ick auf 
die Forderung A in I und II redundant ist. Geben wir dagegen V 
auf und halten an I V fest, so wird F(a , A ) zu einem subjektiven 
Wissenskriterium. Dann wird man auch fordern müssen 
VI) G ( a , A ) D G ( a , F ( a , A ) ) . 
Damit erst folgt aus G(a , A ) nach P4 und P2 im Sinne von II 
G(a , A ) D G(a , W(a, A ) ) , und es soll ja für jeden Wissensbegriff gel-
ten: Was ich ( im starken Sinn) glaube, glaube ich auch zu wissen. 
Aus V I folgt aber mit I V G(a , A ) D F (a , A ) , so daß die Forderung 
F(a, A ) in II im Hinbl ick auf die Forderung G(a , A ) überflüssig ist. 
Mit all dem soll nicht gesagt sein, daß nur der Wissensbegriff nach I 
korrekt ist. Es mag in der Umgangssprache andere, engere Wissens-
begriffe geben, und man kann natürlich einen solchen Wissensbegriff 
in der epistemischen Logik auch als zweiten Undefinierten Grundbe-
griff neben „ G l a u b e n " einführen, wobei dann anstelle von I Postula-
te treten, welche die Zusammenhänge zwischen beiden Begriffen 
fixieren 1 0 . Es ist aber, wie wir versucht haben zu zeigen, kein stich-
haltiges und prinzipielles erkenntnistheoretisches Argument in Sicht, 
nach dem der Wissensbegriff nach I durch einen engeren ersetzt wer-
den müßte . Daher legen wir diese Definition im folgenden zugrunde. 
Nach unserer Definition ist W(a, A ) mit G(a , A ) ein Begriff rationa-
len Wissens, d.h. wir verstehen W(a, A ) nicht deskriptiv, z .B. im 
Sinn von „a würde auf die Frage, ob A wahr ist, wenn a wahrheits-
gemäß antwortet, mit „ J a " die richtige Antwort geben" sondern im 
Sinne von „a hat (nach dem, was er weiß) Grund z u wissen, daß 
A " . Insbesondere hat a nach PI Grund, von allen logisch wahren 
Sätzen zu wissen, daß sie wahr sind. 
Im Deutschen präsupponiert der Satz ,,a weiß, daß A " , daß A 
wahr ist; d.h. der Satz wird ebenso wie seine Verneinung „a weiß 
nicht, daß A " nur dann als sinnvoll angesehen, wenn A wahr ist 1 1 . 
Semantisch kann man solchen Präsupposi t ionen nur durch Verwen-
dung partieller Interpretationen Rechnung tragen, die wir erst später 
einführen werden. Daher behandeln wir hier die Präsuppos i t ion als 
Teil der Assertion: Der Satz W ( a , A ) ist im Falle - i A nicht sinnlos, 
sondern falsch und W(a, A ) impliziert (als sinnvoller Satz) nicht 
A A i G ( a , A ) , sondern - , A v ->G(a, A ) . Das ist bei der Übertra-
gung natursprachlicher Sätze in unseren Formalismus und bei der 
Beurteilung der intuitiven Adäqua the i t epistemologischer Prinzipien 
zu beachten. 
Vgl. dazu die Bemerkungen am Ende von 4.2. 
Daher kann man auch sinnvollerweisc nicht sagen: ,,lch weiß nicht, daß A ' \ 
Denn mit einer solchen Behauptung drückt man einerseits aus, daß man die 
Präsupposition, daß A, als erfüllt ansieht, daß also A gilt, behauptet anderer-
seits aber explizit, daß man das nicht glaubt. 
4.2 Epistemische Logik — Unbedingter Glaube 
Als epistemische Logik bezeichnet man meist nur die Logik des 
klassifikatorischen Glaubens- und Wissensbegriffs, während man die 
Logik des komparativen Glaubensbegriffs zur Wahrscheinlichkeits-
theorie rechnet. Wir wollen im folgenden bei diesem Sprachgebrauch 
bleiben. 
Die Sprache G , die der epistemischen Logik zugrundeliegt, ergibt 
sich als Erweiterung der p . l . Sprache L aus 1.1, indem wir den Ope-
rator G zu den Grundzeichen hinzunehmen und festlegen, daß mit 
A auch G A ein Satz von G ist. Der Operator G soll s tärker binden 
als alle aussagenlogischen Operatoren. 
Wir definieren: 
D4.2-1: W A := G A A A . 
Die epistemologischen, kurz e.l. Interpretationen von G definie-
ren wir wie folgt: 
D4.2-2: Eine Interpretation von G ist ein Quadrupel (U, I, S, <f>>, so 
daß gilt: 
1) U ist ein nichtleerer Objektbereich. 
2) I ist eine nichtleere Menge von Welten. 
3) Für alle iel ist Sj eine nichtleere Teilmenge von I, so daß gilt: 
j e S p Si=Sj für alle j e l . 
4) Für alle iel ist 3>j eine Funkt ion , so daß gilt: 
a) cj>i(a)=4>j(a) für alle j e l und alle G K a von G . 
b) <l>i erfüllt die Bedingungen (a) bis (f) für p . l . Interpretatio-
nen von L über U nach D l . 2 - 1 . 
c) <I>j(GA)=w genau dann, wenn S jC[A] . 
Dabei sei [A] wieder die Menge {i:4>j(A)=w}. Erfüllungs- und Gül-
tigkeitsbegriffe werden wie üblich definiert. Die beiden fundamenta-
len semantischen Theoreme gelten auch hier. 
Sj ist die Menge derjenigen Welten, von denen die Bezugsperson 
a in i glaubt, daß eine von ihnen die wirkliche Welt ist, ohne zu 
wissen, welche; a glaubt daher in i , daß A , genau dann, wenn A in 
allen Welten aus S{ gilt. Die Bedingung (3) besagt: Wenn a in i 
glaubt, daß eine Welt j aus Sj möglicherweise die reale Welt ist, so 
glaubt c\ in j genau das, was ot in i glaubt; denn nach den Annah-
men von et könn te i=j sein 1 2 . 
Die e.l. Interpretationen entsprechen also den m.l . 2-Interpretationen 
(wobei G anstelle von N tritt) mit Ausnahme der Bedingung, daß 
Fußnote siehe Seite 92. 
für alle iel dort gefordert wurde ieSj. Daraus ergab sich das Prinzip 
N l : N A D A . Hier gilt jedoch nicht generell G A D A . Wenn A ge-
glaubt wird, so folgt daraus nicht, daß A wahr ist. 
Als Axiomensystem der hier betrachteten einfachsten Form der epi-
stemischen Logik verwenden wir das p . l . System I , erweitert um 
die folgenden Axiome und Regel: 
G l : G ( A D B ) D ( G A D G B ) 
G 2 : G A D - . G - A 
G 3 : A x G A ( x ) D G A x A ( x ) 
G4 : G A D G G A 
G 5 : G A D G - . G A . 
R G : A - G A . 
Dieses System nennen wir G. G unterscheidet sich von N2 nur 
durch das Fehlen des Axioms N l . Die Entsprechung zu G 2 : 
N A D n N - n A folgt dort aus N l . 
In G gilt wieder das Deduktionstheorem in der Version T2.5-1, 
wobei nun die Regel R G an die Stelle der Regel R N tritt. Und es 
gelten folgende Theoreme, die man nach dem Vorbi ld der Modallo-
gik leicht beweisen kann: 
T G I a) A D B | - G A D G B 
b) A = B [ G A = G B 
c) G ( A A B ) = G A A G B 
d) G A v G B D G ( A v B ) 
e) G ( A D B ) A G A D G B 
f) G ( A - B ) D ( G A = GB) 
g) A x G A [ x ] = G A x A [ x ] 
h) V x G A [ x ] D G V x A [ x ] 
T G 2 a) G A = G G A 
b) - G A = G - G A 
c) G G A v G n G A . 
Die Gültigkeit des Gesetzes T G l g ist in der Literatur umstritten 1 
1 2 Wenn wir die Bezugspersonen explizit angeben wollen, so ist zu fordern, daß 
mit A auch G(a, A) ein Satz ist, wo a eine GK ist. Ks wird dann bei der In-
terpretation von G S als zweistellige Funktion aufgefaßt, so daß §- l Q t für jede 
iel und aeV eine nicht leere Teilmenge von l ist. Wir setzen <i>j(G(a, A) )=\v 
genau dann, wenn Sjcjv^c.[Aj. Bezeichnet a keine Person, so kann man 
z.B. Sj?(j)j(a)=I setzen fur alle I (Steine glauben also z.B. nur die logisch wah-
ren Sätze). Da Sätze G(a,A), wo a keine Person bezeichnet, intuitiv nicht 
sinnvoll sind, werden sie auch in der Anwendung nicht vorkommen, so daß 
es auf solche Festsetzungen nicht ankommt. 
1 3 Vgl. dazu z.B. Hintikka (62), Kap. 6. 
wobei man etwa wie folgt argumentiert: Es kann sein, daß die Be-
zugsperson a für jedes Objekt b glaubt, daß b eine Eigenschaft F 
hat, ohne zu glauben, daß alle Objekte die Eigenschaft F haben, 
weil a glaubt, daß es noch mehr Objekte gibt, als das tatsächlich 
der Fa l l ist. Und es kann umgekehrt sein, daß a glaubt, daß alle 
Objekte die Eigenschaft F haben, ohne daß für jedes Objekt b gilt, 
daß a glaubt, daß b die Eigenschaft F hat, weil a glaubt, daß es 
weniger Dinge gibt, als das tatsächlich der Fa l l ist. 
Bei der Diskussion dieser Argumente m u ß man erstens beachten, 
daß wir mit „ A x " über mögliche, nicht über existierende Dinge 
quantifizieren. Es gilt in G , wenn wir das Exis tenzprädikat E ein-
führen, nicht A . x G A [ x ] D G A . x A [ x ] oder G A . x A [ x ] D A . x G A [ x ] , 
sondern nur A . x G A j x ] A A x ( - E ( x ) D G - ^ E ( x ) ) D G A . x A [ x ] und 
G A . x A [ x ] A A x ( E ( x ) D G E ( x ) ) D A . x G A [ x ] . Allgemein gilt auch we-
der A x ( B [ x ] D G A [ x ] ) D G A x ( B [ x ] D A[x]) noch die Umkehrung, 
sondern nur Ax(B[x ] D GA[x] ) A A x ( - ^ B [ x ] D G - , B [ x ] ) D 
G A x ( B [ x ] D A[x]) und G A x ( B [ x ] D A[x]) A Ax(B[x] D GB[x]) D 
A x ( B [ x ] D GA[x ] ) . Die Zusatzforderungen k ö n n e n wir auch so le-
sen „ E s ist bekannt, welche Objekte nicht die Eigenschaft B haben", 
bzw. „Es ist bekannt, welche Objekte die Eigenschaft B haben". 
Die Geltung von T G l g in G hängt daran, daß wir allen Welten 
denselben Individuenbereich zugrunde gelegt haben 1 4 und voraus-
setzen können , daß die Bezugspersonen ( im rationalen Sinn des Wor-
tes) wissen, weiche Objekte zum universe of discourse der Sprache 
gehören und welche nicht. Al le Aussagen der F o r m G A setzen vor-
aus, daß ihr Wahrheitswert nicht davon abhängt , was für Ansichten 
die Bezugsperson a über die Intensionen der Terme in A hat. Wenn 
G A gilt, so gilt für einen mit A analytisch äquivalenten Satz A ' 
auch G A ' im Sinne unseres rationalen Glaubensbegriffs, selbst wenn 
a ta tsächl ich nicht glaubt, daß A ' dasselbe bedeutet wie A . Daher 
wird man auch fordern, daß die Geltung solcher Sätze nicht davon 
abhängt , was a über den universe of discourse annimmt. Denn diese 
Menge bestimmt die Intensionen der Allsätze; Aussagen über ihn ha-
ben also analytischen Charakter und werden i m Sinn des rationalen 
Glaubensbegriffs von den Bezugspersonen geglaubt. 
Für W anstelle von G gelten nach D5.2-1 ebenfalls die Axiome G l 
bis G3 und die Regel R G . Ferner gilt 
T G 3 : a) WA D W G A 
b) WA D G W A 
Vgl. dazu die Bemerkungen in 2.4 und 2.9. 
c) W A D W W A 
d) G A D W G A 
e) G A D G W A 
Beweis: Aus W A folgt G A , also nach G4 G G A , aus G G A h G A 
folgt aber W G A . Aus G G A A G A folgt ferner G ( G A A A ) , also G W A . 
Und aus G W A und W A folgt W W A . 
T G 4 a) W G A D G A 
b) G W A D G A 
c) W W A D W A 
Beweis: Aus W G A folgt G G A , nach G4 also G A . Aus G W A folgt 
G ( G A A A ) , also G A . Und aus W W A folgt G W A , also G A , und W A , 
also A , also W A . 
Aus TG3,c und TG4,c ergibt sich, daß G4 auch für W anstelle von G gilt. 
T G 5 a) - G A D W - G A 
b) - G A D G - . W A 
c) - G A D W - W A 
Beweis: Aus - G A folgt nach G5 G - ^ G A , also W - , G A . Aus G - G A 
folgt G ( - , G A v - . A ) , also G - W A . Aus - G A folgt - , W A , also mit 
G - i W A W - W A . 
Aus - , A hingegen folgt — WA, aber weder G — A noch - G A , also 
auch nicht G G - i A oder G — G A . Daher gilt G5 bei Ersetzung von G 
durch W nicht. 
T G 6 a) G ( G A D A ) 
b) - W - W A = G A 
Beweis: (a) Aus G A folgt nach T G l a G ( G A D A ) ; und aus - G A 
folgt G - G A , also nach T G l a ebenfalls G ( G A D A ) . 
(b) Aus G A folgt nach T G 3 c G W A , nach G2 also - G - W A , also 
- W - W A . Und aus - G A folgt nach T G 5 c W - . W A . 
T4.2-1: Der Kalkül G ist semantisch vollständig und widerspruchsfrei. 
Beweis: 1) Zur Widerspruchsfreiheit von G ist wieder zu zeigen, daß 
alle Axiome von G e.l. wahre Sätze sind und daß R G aus solchen 
Sätzen immer nur e.l. wahre Sätze erzeugt. Für G5 und G 6 argu-
mentiert man z.B. so: 
G6) Ist <J>i(GA)=w, so gilt S j C [ A ] ; für alle jeSj gilt also nach 
D4.2-2, 3a S jC[A] , d.h. 4>j(GA)=w, also <J>i(GGA)=w. 
G7) Ist 4>i(--1GA)=w, so gibt es ein jeSj mit je[— A ] . Ist keS,, so 
gilt nach D4.2-2, 3a j e S k , d.h. Ak(keSj 3 Vj( jeS k A j e [ - A ] ) ) , 
d.h. <f>i(G-,GA)=w. 
Für R G erhalten wir: Ist A e.l. wahr, so gilt für alle Interpretationen 
[A]=I, also für alle i e l : S jC[A] . 
2) Für den Vollständigkeitsbeweis können wir direkt die Beweiskon-
struktion zu T2.6-2 übernehmen. 
Die epistemische Logik des unbedingten Glaubens stellt also seman-
tisch wie deduktiv nur eine geringfügige Modifikation der Modallo-
gik dar. Sie macht damit deutlich, daß sich das semantische Instru-
mentarium der Modallogik auch bei der Analyse inhaltlich ganz an-
dersartiger Begriffe anwenden läßt. 
- N i m m t man das Ident i tä t ssymbol „ = " zur Sprache G hinzu, so 
m u ß man neben den Axiomen A 5 und A 6 , wie in 2.7, auch das 
A x i o m a^b D G ( a ^ b ) in den Kalkül G aufnehmen. Das Gesetz 
a=b D G(a=b) gilt nach A 5 und A 6 , und nach A 6 gilt auch, daß 
man im Falle a=b diese Konstanten in allen Kontexten durch ein-
ander ersetzen kann. Diese Prinzipien gelten jedoch nur für G K , d.h. 
Standardnamen, nicht dagegen für beliebige Terme, wie z .B. Kenn-
zeichnungsausdrücke. Da es zum Problem der Ident i tä t in epistemi-
schen Kontexten eine fast unübersehbare Literatur gibt, sind einige 
Hinweise dazu angezeigt. Im folgenden seien s, t beliebige Terme, 
also nicht (nur) Standardnamen. 
Gegen das Prinzip a=b D G(a=b) kann man einwenden, daß z.B. 
aus der Tatsache, daß Mr. Hyde mit Dr. Jekyll identisch ist, nicht 
folgt, daß das jedermann auch weiß. Die ExtensionsgleichJieit dieser 
beiden Namen gilt jedoch entweder analytisch, d.h. in allen mögli-
chen Welten, dann weiß auch jeder ( im rationalen Sinn des Wortes), 
daß sie die gleiche Person bezeichnen; oder sie gilt nicht analytisch, 
so daß es Welten gibt, in denen sie dieselbe Person bezeichnen (wie 
die reale Welt) und Welten, in denen das nicht gilt. Dann stellen sie 
aber nicht beide Standardnamen dar, und das Prinzip gut dann in G 
nicht. 
In G gilt nur das Substitutionsprinzip s=t A VxW(x=s) A 
VxW(x=t) A A[s] D A[ t ] . Wir können nach einem Vorschlag von 
Hint ikka , ,VxW(x=s)" lesen als ,,Die Bezugsperson weiß, welches 
Ding s ist". Aus s=t A VxW(x=s) A VxW(x=t) folgt G(s=t), woraus 
mit G4 nach A 6 die generelle Substituierbarkeit von s und t in allen 
epistemischen Kontexten folgt 1 5 . 
Daran, daß ein allgemeines Substitutionsprinzip in der epistemi-
schen Logik nicht gilt, hat man oft Ans toß genommen, da nach 
1 5 Wenn man die Axiome G4 und G5 in der Gestalt G(s, A) D G(s, G(s, A)) 
und -,G(s, A) D G(s, -iG(s, A)) schreibt, so muß man die Bedingung 
VxW(s, x=s) hinzufügen, d.h. daß s weiß, wer s ist. Denn in G(s, A) ist das 
Vorkommnis von a extensional, d.h. es gilt s=t A G(s, A) D G(t, A). Deshalb 
folgt aus G(s, A) für s=t auch G(s, G(t, A)). Wenn die Person s z.B. nicht 
weiß, wer der größte Esel in seinem Haus (t) ist, so folgt auch, wenn er das 
tatsächlich selbst ist, aus der Tatsache, daß er (s) glaubt, daß A, nicht, daß 
er (s) glaubt, daß der größte Esel in seinem Haus (t), glaubt, daß A gilt. 
dem Leibnizprinzip zwei Dinge nur dann identisch sind, wenn sie 
dieselben Eigenschaften haben. Diese beiden Prinzipien m u ß man je-
doch unterscheiden: Während das Substitutionsprinzip in der episte-
mischen Logik nicht allgemein gilt, gilt das Leibnizprinzip auch hier. 
„ G F ( s ) " drückt ja nur dann eine Eigenschaft des Objekts s aus, 
wenn der Name „ s " in allen Welten aus Sj dasselbe bezeichnet wie 
in i (i sei die reale Welt); dann gilt aber auch VxW(x=s), d.h. dann 
ist die Vorbedingung für eine Substitutierbarkeit für ,,s" in G gege-
ben. Bezeichnet „ s " hingegen in den Welten aus Sj verschiedene Ob-
jekte, oder ein anderes Objekt als in i , so kann man offenbar 
, ,GF(s ) " nicht lesen als „s hat die Eigenschaft, daß die Bezugsper-
son glaubt, es habe die Eigenschaft F " . Im ersteren Fal l besagt 
, ,GF(s )" nur, daß in allen Welten, von denen die Bezugsperson a 
glaubt, eine von ihnen sei die reale Welt, die dort jeweils durch „ s " 
bezeichneten (verschiedenen) Objekte die Eigenschaft F haben; im 
letzteren Fall besagt „ G F ( s ) " zwar, daß ein Objekt in allen diesen 
Welten die Eigenschaft F hat - das dort überall durch „ s " bezeich-
nete (konstante) Objekt - aber es ist nicht dasselbe Objekt, das in 
der realen Welt durch ,,s" bezeichnet wird. 
Mithilfe der Ident i tä t kann man auch eine interessante Unter-
scheidung machen, die auf Quine zurückgeht, und die wir schon in 
2.8 kurz angesprochen haben. „ G F ( s ) " bedeutet soviel wie „die Be-
zugsperson a glaubt, daß s die Eigenschaft F hat". Das kann man 
jedoch, wie wir gerade gesehen haben, nicht so verstehen, daß a 
von dem Objekt, das „ s " in der realen Welt bezeichnet, glaubt, daß 
es die Eigenschaft F hat, oder kurz als ,,a glaubt von s, daß es die 
Eigenschaft F hat". Die letztere Aussage können wir so formulieren: 
Vx(x=s A G F ( x ) ) . Es gilt nun weder GF(s ) D Vx(x=s A G F ( x ) ) , 
noch die Umkehrung, sondern nur VxW(x=s) D (GF(s) = Vx(x=s A 
G F ( x ) ) ) . Es gilt z .B. nicht: Wenn a glaubt, daß der nächs te Präsi-
dent der USA ein Demokrat ist, so glaubt a von dem nächs ten Prä-
sidenten der U S A (das sei etwa Ford), daß er ein Demokrat ist. 
Und wenn a von dem nächsten Präsidenten der U S A (Ford) glaubt, 
daß er ein Republikaner ist, so glaubt a deswegen noch nicht, daß 
der nächste Präsident der U S A ein Republikaner ist. Wir brauchen 
in diesem Beispiel nur anzunehmen, daß a glaubt, daß der Demokrat 
Jackson der nächste Präsident der USA ist. 
Endlich noch ein Wort zu der von Hint ikka behaupteten und 
vielfach bestrittenen Notwendigkeit, Qua l i f i ka t i onen in obl ique" 
epistemische Kontexte zuzulassen. Quine will solche Q u a l i f i k a t i o -
nen nur zulassen, wenn die Kontexte „ t r anspa ren t " sind. D.h. 
V x G F ( x ) soll nur dann sinnvoll sein, wenn gilt s=t A G F ( s ) D G F ( t ) 
für alle Namen s und t. Sein Argument, das wir schon im 2. Kapitel 
angeführt haben, ist, daß nur in diesem Fall G F ( x ) eine Eigenschaft 
von Objekten sei und daß „ V x G F ( x ) " besage, daß es ein Objekt 
mit der Eigenschaft G F x gibt. Diesem Quineschen Bedenken tragen 
wir Rechnung mit unserer Deutung der Quantoren: , , V x G F ( x ) " be-
sagt immer, daß es ein Objekt mit der Eigenschaft G F ( x ) gibt. Da-
her ist V x V y ( y = x A G F ( x ) ) auch äquivalent mit V x G F ( x ) , d.h. bei 
Quantifizierungen verschwindet der Unterschied zwischen „glauben, 
daß x . . . " und „von x glauben, daß es . . . " . Und es gilt nicht allge-
mein, wie für G K , GF(s ) D V x G F ( x ) oder A x G F ( x ) D GF(s ) , son-
dern es gilt nur GF(s) A VxG(x=s) D V x G F ( x ) und A x G F ( x ) A 
VxG(x=s) D GF(s) . Andererseits ist die Aussage „ V x G F ( x ) " auch 
dann sinnvoll, wenn nicht gilt s=t A GF(s) D G F ( t ) für alle Terme 
s und t. Wenn z.B. die Bezugsperson a glaubt, daß Dr. Jekyll ein 
Mörder ist (GF(s) ) und auch weiß, wer Dr. Jekyll ist (VxW(x=s)), 
so ist es sinnvoll zu sagen „Es gibt eine Person x, so daß a glaubt, 
daß x ein Mörder ist" - V x G F ( x ) . In diesem Fal l können wir auch 
die Frage, von wem denn a das z .B. glaubt, korrekt mit „von Dr. 
J e k y l l " beantworten. Trotzdem gilt mit GF(s ) und s=t ( „ t " sei der 
Name „Mr. Hyde") nicht auch G F ( t ) , wenn a nicht weiß, wer Mr. 
Hyde ist, und diesen für einen friedlichen Bürger häl t 1 6 . 
Wenn man ,Wissen' neben ,Glauben' als eigenen Grundbegriff der 
epistemischen Logik ansieht, wie das am Ende von 4.1 angedeutet 
wurde, so m u ß man ihn auch gesondert semantisch charakterisieren. 
1 6 D. Kaplan hat auf folgendes Problem hingewiesen: Die Menge der Propositio-
nen PCI) über 1 ist von höherer Mächtigkeit als I. Daher gibt es keine Rela-
tion r auf lxP(l) mit (1) A i X Y ( r a X ) A r(i, Y) D X=Y) und (2) AXVir(i,X). 
Andernfalls könnte man definieren X* :={i:VY(r(i, Y) A -i ieY)} uhd erhiel-
te dann nach (2) ein i* mit r(i* X*), also i*eX* = ~: i*eX*. Daraus ergibt sich 
eine gewisse Unvollständigkeit der Menge I: Bestimmt man z.B. r(i, X) als 
X=St, so daß r(i, X) genau dann gilt, wenn die Bezugsperson in der Welt i 
eine Menge von Propositionen glaubt, deren Durchschnitt X ist, so gilt (1), 
es kann also (2) nicht gelten, d.h. nicht zu jeder Menge X - auch nicht zu 
jeder nichtleeren Menge X - gibt es ein i aus I mit Sj=X. Die Menge 1 ist al-
so kleiner als sie sein sollte, damit allen (bzgl. I) möglichen Glaubensannah-
men der Bezugsperson mögliche Welten entsprechen, in denen die Person die-
se Annahmen macht. Anders ausgedrückt: versteht man die möglichen Wel-
ten in einem realistischen Sinn, so daß diese letztere Bedingung, und damit 
(2) gilt, so ergibt sich ein Widerspruch. In unserem Beispiel für r (das nicht 
Kaplans Beispiel ist) ist diese ,,TJnvollständigkeit , , von I jedoch gerade er-
wünscht. Sie ergibt sich aus dem Prinzip D4.2-2,3: jeSj D Sj=Si- Gilt also 
-JeSj, so gilt auch -ijeSj für alle i, so daß die Menge X*={j:jeSj} für keine 
Welt i die Menge Sj sein kann. Es ist aber nicht auszuschließen, daß in der 
Semantik anderer Operatoren die unterschiedliche Mächtigkeit von I und 
P{\) zu Problemen Anlaß gibt. 
In D4.2-2 kann man dazu Sj als die Menge derjenigen Welten deu-
ten, von denen die Bezugsperson in i weiß, daß eine von ihnen die 
reale Welt ist, ohne zu wissen welche. Man setzt dann $j(WA)=w = 
S jC[A] . Wegen des Prinzips W A D A ist ieS, als Zusatzbedingung 
anzunehmen, und die Bedingung jeSj D Sj=Sj ist durch jeSj D SjCSj 
zu ersetzen. Denn es soll gelten W A D WWA, aber nicht - ^ W A D 
W A ; unser Wissen ist nicht unfehlbar, d.h. es kann gelten --.WA 
(weil A falsch ist) und n W ^ W A , weil wir nicht wissen, daß wir 
nicht wissen, daß A (weil wir glauben, A sei wahr). D.h. wir erhal-
ten dieselbe Semantik und Logik wie für das modallogische System 
Nx. 
Interessanter ist es, eine gemeinsame Semantik und Logik für 
„ G l a u b e n " und „Wissen" aufzubauen, in der sich auch die Zusam-
menhänge zwischen beiden Begriffen angeben lassen. Eine passende 
Interpretation dafür ist ein Quintupel (U, I, SS, S w , <£>, für das neben 
den Bedingungen (1), (2), (4a), (4b) von D4.2-2 gilt: 
a) Für alle ie l sind S? und S f nichtleere Teilmengen von I, so daß 
gilt: 
a l ) jeSf D Sf = Sf und j e S f D S f C S f für alle j e l . 
a2) i e S f 
a3) Sf C S f 
a4) jeSf D S f C Sf 
a5) jeSf A k e S f D Sf = Sf . 
b l ) $>j(GA)=w genau dann, wenn Sf C [ A ] . 
b2) *i(WA )=w genau dann, wenn S f C [ A ] . 
(a3) ist erforderlich, damit das Prinzip gilt 
I) WA D G A - Was man weiß , glaubt man auch; (a4), damit 
gilt 
II) G G A D G W A , 
also nach TG2a G A D G W A - Was man glaubt, glaubt man auch 
zu wissen; (a5), damit gilt 
III) a) G G A D W G A und 
b) G - n G A D W - G A , 
also nach TG2a, b G A D W G A — Wenn ich etwas glaube, so weiß 
ich, daß ich es glaube - und ~ , G A D W - i G A - Wenn ich etwas 
nicht glaube, so weiß ich auch, daß ich es nicht glaube. 
Diese Prinzipien stellen auch sicher, daß sich die iterierten A n -
wendungen von G und W wie nach D4.2-1 in G verhalten. Weitere 
Zusammenhänge von G und W sind also nicht anzunehmen. Nach 
D4.2-1 gilt S f = Sf u{i}. Man überzeugt sich leicht, daß die Bedin-
gungen (a2) bis (a5) dann erfüllt sind; d.h. daß man auf diese Weise 
ein passendes Modell des Wissensbegriffs erhält . 
Man erhäl t ein adäquates Logiksystem zu diesem Interpretations-
begriff, wenn man zu G die Axiome und Regeln von Nx hinzu-
nimmt, in denen nun „ N " durch „ W " zu ersetzen ist, sowie die 
Prinzipien 1 bis III. 
Entsprechend wäre im Fal l der bedingten epistemischen Logik 
vorzugehen, wenn man unsere Definition des Wissens als eines kor-
rekten Glaubens nicht akzeptiert. 
4.3 Epistemische Logik - Bedingter Glaube 
Es sei Gf die Sprache der bedingten epistemischen Logik, die man 
als Erweiterung der p. l . Sprache L aus 1.1 erhält , indem man for-
dert, d a ß mit A und B auch G ( A , B) ein Satz von G' ist. 
Wir definieren: 
D4 .3-1: W ( A , B ) := G ( A , B ) A ( B D A ) - „B ist Grund, zu wissen, 
daß A " . 
Es sei g(i, B) die Menge der Welten, von denen die Bezugsperso-
nen a in i glaubt, daß eine von ihnen die wirkliche Welt ist (ohne 
zu wissen welche), wenn a in i annimmt, daß B gilt. g(i, B) hängt 
also von der Proposition, daß B ab, und so ist g(i , B) wieder nur 
eine kurze Schreibweise für g(i , [B]). Wie wir in D4.2-2 definiert 
haben: <£j(GA)=w genau dann, wenn SjC.[A], so wollen wir nun set-
zen: $ i ( G ( A , B))=w genau dann, wenn g ( i , B ) C [ A ] . Damit stellen 
wir sicher, daß G ( A , B) für g(i, B ) ^ A die Eigenschaften eines unbe-
dingten Glaubensbegriffs hat. g(i, B)=A soll nur gelten, falls B un-
möglich ist. g soll folgende Eigenschaften haben: 
a) g(i , A ) C [A] , d.h. wenn a annimmt, daß A gilt, so glaubt a, 
daß eine A-Welt die wirkliche ist. 
b) [A] C [B] A g(i, A > M D g(i, B)=M, d.h. wenn a A für möglich 
hält , so auch B für [A] C [B]. 
c) g ( i , B ) n [ A ] = M D g(i , A A B ) = g ( i , B ) n [ A ] , d.h. wenn a unter 
der Annahme B das Bestehen von A nicht ausschließt, so sind 
die Welten, von denen a unter der Annahme A A B eine für die 
wirkliche hält , die A-Welten unter den g(i, B)-Welten 1 1 . 
Diese Forderung wird unten durch die Sätze, die aus ihr folgen, 
noch an Plausibilität gev/innen, und sie wird in 4.5 im Rahmen der 
Logik bedingter Wahrscheinlichkeiten auch explizit begründet. 
In Hinblick auf (a) ist (c) äquivalent mit der Forderung: 
c) [AJC[B] A g(i, B)n[A]*A D g(i, A) = g(i, B)n[Aj. 
Wir gelangen so zu Interpretationen der Sprache G\ die mit den 
Interpretationen fur die Sprache C nach D3.2-2 eine starke formale 
Verwandtschaft aufweisen. Wie dort können wir setzen 
Rj := Ug(i , X ) , wo die X Propositionen, d.h. Teilmengen von I sind, 
X 
und k ö n n e n dann definieren 
D4.3-2. N A := G ( A , . A ) . 
Dadurch gewinnen wir einen Begriff mit den formalen Eigen-
schaften einer Notwendigkeit, wenn wir fordern 
d) ieRj für alle iel . 
D.h. die Welt i soll von i aus möglich sein — genauer gesagt: als 
möglich angesehen werden. Rj ist ja hier die Menge der Welten, die 
von i aus als möglich angesehen werden, und wenn N A in i wahr 
ist, d.h. wenn R i C [ A ] gilt, so wird A in i als notwendig angesehen, 
so daß A unter beliebigen Bedingungen gilt. Hier liegt also nicht ein 
ontischer, sondern ein doxastischer Notwendigkeitsbegriff vor. 
Wir fordern nicht, wie in D3.2-2 ieg(i,I). Andernfalls hä t t en wir 
G ( A , T) D A , also G A D A , wenn wir definieren: 
D4.3-3: G A := G ( A , T ) , 
und allgemein G ( A , B) A B D A . D.h. aus der Tatsache, daß A ge-
glaubt wird, würde die Wahrheit von A folgen; und aus der Tatsa-
che, daß B wahr ist und Grund zu glauben, daß A , würde A folgen. 
Wir fordern auch nicht g(i, I)=Rj, denn daraus würde folgen G A = 
N A und G ( A , B ) = N ( B D A ) . Wir hä t t en also G A D W A und 
G ( A , B) D W ( A , B). Dasselbe würde auch aus g(i,I)=I folgen. 
Im Hinbl ick auf die Prinzipien P8 und P9 in 4.1 fordern wir ferner 
e) jeg(i, T) D g(j, B) = g(i , B) für alle i , je l und alle Sätze B 1 8 . 
Daß diese Bedingung mit P8 und P9 gleichwertig ist, haben wir 
schon für die Bedingung (3e) in D3.2-2 gezeigt. 
U m endlich die Geltung der Gesetze von N2 für N sicherzustel-
len, fordern wir 
f) j e R i D R p R j . 
Für jeg(i, T) folgt das aus (e), nicht aber allgemein für jeg(i, A ) . Aus 
den oben diskutierten Gründen fordern wir auch nicht g( i ,T)=R,. 
Umgekehrt folgt auch (e) nicht aus (f). Im Hinblick auf T2.4-4 wür-
de jedoch eine Forderung R p T für alle iel formal nichts ände rn . 
1 8 Es ist nicht sinnvoll zu fordern G(A, B) G(G(A, B). B). denn wenn B für a 
Grund ist zu glauben, daß A, so glaubt a das nicht nur aufgrund von B. B ist 
Grund, A zu glauben, nicht aber Grund zu glauben, daß B Grund ist, zu glauben, 
daß A. Dieses Prinzip folgt aber aus (e) für . G TB, wie wir unten sehen werden. 
Es wäre auch nicht sinnvoll zu fordern G(A, B) = NG(A, B). denn wenn B 
Grund ist, A zu glauben, so gilt nicht, daß jede Bedingung, etwa auch 
G(A, B), Grund ist zu glauben, daß B Grund ist zu glauben, daß A. 
Wir gelangen so zu dem folgenden Begriff einer bedingt-epistemoto-
gischen (kurz b.e.l.) Interpretation: 
D4.3-4: Eine Interpretation von G' ist ein Quadrupel (U, I,g, 3>>, so 
daß gilt: 
1) U ist ein nichtleerer Objektbereich. 
*2) I ist eine nichtleere Menge von Welten. 
3) Für alle iel und alle Teilmengen X C I ist g(i, X ) eine Teilmenge 
von I, so daß gilt: 
a) g ( i , X ) C X 
b) X C Y A g ( i , X > M D g ( i , Y ) ^ A 
c) g ( i , Y ) n x * A D g ( i , x n v ) = g ( i , Y ) n x , 
d) ieRi 
e) jeg(i, 1) 3 g(j, X ) = g(i, X ) für alle X C I und alle j e l . 
f) j eR i D Rj=Ri. Dabei sei R{ :=Ug(i, Y ) . 
Y 
4) Für alle iel ist eine Funkt ion , so daß gilt: 
a) <5>j(a) = <i>j(a) für alle j e l und alle G K a von G'. 
b) $ j erfüllt die Bedingungen (a) bis (f) für p . l . Interpretatio-
nen von L über U nach D l . 2 - 1 . 
c) <S>j(G(A, B))=w genau dann, wenn g ( i , B ) C [A]. 
B . e . l . Interpretationen unterscheiden sich also von den e.l. Interpre-
tationen nach D3.2-2 nur durch die Ersetzung der Bedingung ieg(i, I) 
durch ieRj. 
Es sei G' die Erweiterung von L durch folgende Axiome und Regel: 
G ' l : G ( A , A ) 
G ' 2 : N A D G ( A , B ) 
G ' 3 : N ( A D B ) A G ( A , C ) D G ( B , C ) 
G ' 4 : G ( A , B ) A G ( C , B ) D G ( A A C , B ) 
G ' 5 : - , G ( , B , A ) D ( G ( C , A A B ) = G ( B D C , A ) ) 
G ' 6 : A x G ( A [ x ] , B ) D G ( A x A [ x ] , B) 
G '7 : N A D A 
G'8: N A D N N A 
G ' 9 : M A D N M A 
G ' 1 0 : G ( A , B ) D G G ( A , B ) 
G ' 1 ! : - . G ( A , B ) 3 G - . G ( A , B ) 
R G ' : A U N A . 
G' unterscheidet sich bei Ersetzung von G ( A , B) durch K ( B , A ) von 
dem Kalkül C durch das Fehlen des Axioms C6 K ( B , A ) D ( A D B ) ; 
G ' 7 folgt in C aus C6. 
Das Deduktionstheorem für G ' lautet analog wie für N0 (vgl. 
T2.5-1) und wird wie dort beweisen. 
Wir k ö n n e n nun die Theoreme von C aus Abschnitt 3.3 bei Er-
setzung des Operators K durch G übernehmen, mit Ausnahme von 
TC11 (denn es gilt nicht G A D A ) . 
Ferner gelten folgende Theoreme: 
T G ' l : G ( B , A ) erfüllt für festes A mit M A die Prinzipien von G. 
Beweis: Es gilt 
a) G ( B D C , A ) D ( G ( B , A ) D G ( C , A ) ) nach T C l O a 
b) M A A G ( B , A ) D - , G ( - , B , A ) nach TC3b 
c) A x G ( B [ x ] , A ) D G ( A x B [ x ] , A ) - nach G'6 
d) G ( B , A ) D G G ( B , A ) - nach G'10 
e) - , G ( B , A ) D G - , G ( B , A ) - nach G ' l l 
f) B h G ( B , A ) - folgt aus R G ' und G'2 . 
Wegen M T folgt daraus 
T G ' 2 : G A erfüllt nach D4.3-3 die Prinzipien von G . 
T4.3-1: Der Kalkül G ' ist semantisch vollständig und widerspruchs-
frei. 
Die Vollständigkeit beweist man ganz analog wie die von C in 
T3.5-2. 
G ' steht also zu C in einer formal ebenso engen Entsprechung 
wie G zu N2. 
4.4 Wahrscheinlichkeitslogik 
Die epistemische Logik wird, wie in der Einleitung betont wurde, in 
diesem Buch nur als ein Beispiel für die Anwendung der in den Ka-
piteln 2 und 3 entwickelten Semantik behandelt. Diese Entsprechung 
gilt nun nicht mehr für die Wahrscheinlichkeitslogik. Hier ist nicht 
nur ein neuer semantischer Ansatz erforderlich, sondern man benö-
tigt auch Prinzipien, die sich in der Sprache der P .L . nicht adäquat 
widergeben lassen, so daß man in ihrem Rahmen keine vollständi-
gen Systeme der Wahrscheinlichkeitslogik formulieren kann. Die 
Wahrscheinlichkeitslogik ist also auch kein geeigneter Gegenstand fur 
die Entwicklung eines leistungsstärkeren semantischen Ansatzes zur 
Interpretation p. l . Sprachen. Daher gehen wir im folgenden nur des-
wegen und nur insoweit auf sie ein, als das zur Abrundung des 
Themas „Epis temische Log ik" angezeigt erscheint. 
Es sei W jene Erweiterung der p . l . Sprache Ly die man erhäl t , 
wenn man den zweistelligen Operator <. zu den Grundzeichen hin-
zunimmt und fordert, daß mit Sätzen A und B von L A < . B ein 
Satz von W ist. Wir verzichten also im Hinblick auf die Prinzipien 
P6 und P7 in 4.1 hier ganz auf die Betrachtung von Sätzen mit 
iterierten Anwendungen von <. 
Der Operator < . soll s tärker binden als D und =, aber schwächer 
als — i , A und v. 
Wir definieren wie üblich: 
D4.4-1: a) A < B := - , ( B < . A ) 
b) A=.B := ( A < B ) A (B<.A) 
c) A > . B := B < . A 
und schreiben im folgenden A+B für A v B dann und nur dann (!), 
wenn gilt A - * B. 
Beim Aufbau der Semantik von W ergibt sich folgende Schwie-
rigkeit: Die Wahrscheinlichkeit einer Proposition [A] soll mit der 
Zahl der Welten ie[A] wachsen. Da aber nichtleere Propositionen [A] 
in der Regel unendlich viele Welten enthalten, k ö n n e n wir nicht den 
einzelnen Welten Wahrscheinlichkeiten zuordnen (bzw. von einer 
komparativen Relation i.<j — die Welt i ist höchs tens so wahrschein-
l ich wie j - ausgehen) und die Wahrscheinlichkeit der Proposition 
[A] als Summe der Wahrscheinlichkeiten der Welten je[A] bestim-
men, sondern müssen eine Relation [A].<[B] für Propositionen als 
Mengen von Welten als semantischen Grundbegriff wählen. Dabei 
k ö n n e n wir die Eigenschaften dieser Relation der Theorie des kom-
parativen Begriffs der subjektiven Wahrscheinlichkeit entnehmen 1 9 . 
Wir definieren also wahrscheinlichkeitslogische (kurz w.l.) Inter-
pretationen wie folgt: 
D4.4.-2: Eine Interpretation von W ist ein Quadrupel <U, I, .<, <£>> 
so daß gilt: 
1) U ist eine nichtleere Menge von Individuen. 
2) I ist eine nichtleere Menge von Welten. 
3) .< ist eine zweistellige Relation auf dem Mengenkörper K über 
I, der die Mengen [AJ enthäl t , wo A ein Satz von L ist, so 
daß gilt: 
a) X . < Y v Y . < X 
b) X . < Y A Y . < Z D X . < Z . 
c) X.<I 
d) X . < Y - X+Z < Y+Z 
e) A < I 
f) Ist X i , X 2 , . . . eine Folge von Mengen aus K mit X i C X i + 1 
und X i . < Y für alle 1=1, 2, . . . , und ist UX{eK, so gilt U X i - < Y . 
Vgl. dazu z.B. Kutschera (72), 2.1. - Auch der Begriff der subjektiven Wahr-
scheinlichkeit ist ein rationaler, kein deskriptiver Begriff im Sinne von 4.1. 
4) <J>j ist für alle i eine Funkt ion , so daß gilt 
a) <*>j(a)=<l>j(a) für alle j e l und alle G K von W. 
b) <I>j erfüllt die Bedingungen (a) bis (f) für p . l . Interpretatio-
nen von L über U nach D l . 2 - 1 . 
c) 3>i(A<.B)=w genau dann, wenn [A].<[B]. 
Man beachte, daß K unabhängig von (4c) bestimmt ist. 
Die Adäquathe i t der Bedingungen (3) ergibt sich so: Nach (3a) und 
(3b) ist die Wahrscheinlichkeit der Propositionen ein komparativer 
Begriff. (3c) besagt, daß tautologische Propositionen maximale Wahr-
scheinlichkeit haben; (3d) beinhaltet, daß die Wahrscheinlichkeit 
einer Proposition in dem Maße wächst , wie man disjunkte Propositio-
nen (adjunktiv) hinzufügt. (3e) besagt, daß die Relat ion .< nicht tri-
vial ist, d.h. daß nicht gilt X =Y für alle X , YeK. (3f) en thä l t end-
l ich ein Grenzwertprinzip, nach dem eine obere Schranke der Wahr-
scheinlichkeiten von Propositionen auch eine obere Schranke für die 
Wahrscheinlichkeit ihrer Vereinigung ist. 
Diese Forderungen sind also intuitiv plausibel. Weniger offensicht-
l ich ist, daß sie auch hinreichen, u m den Wahrscheinlichkeitsbe-
griff zu charakterisieren. Z u dieser Frage sei auf die Erö r t e rung in 
Kutschera (72), 2.1.2 verwiesen. 
Es gilt $ i ( A < . B ) = $ j (A<.B) für alle i , j e l , da [A].<[B] nicht von 
i abhängt . 
Wir geben nun ein axiomatisches System W der Wahrscheinlichkeits-
logik an. Die Bedingungen (3a) bis (3c) k ö n n e n wir direkt überset-
zen, für (3f) müssen wir uns mit der schwachen Bedingung W5 be-
gnügen. W entsteht aus L durch Hinzunahme folgender Ax iome und 
Regeln: 
W l : A < . B v B < . A 
W2: A < . B A B<.C D A < . C 
W3: A < . B = A+CX.B+C 
W4: A A - i A < A v - . A 
W5: A x ( A [ x ] = . B v - i B ) D A x A [ x ] = . B v - t B 
RW: A D B - A < . B . 
Man überzeugt sich leicht, daß der Kalkül W semantisch widerspruchs-
frei ist. Wegen der Bedingung D4.4-2,3 f läßt sich jedoch die V o l l -
ständigkeit nicht beweisen, da sich die Vereinigung abzäh lba r vieler 
in W darstellbarer Propositionen nicht immer in W darstellen läßt 2 0 . 
Fußnote siehe Seite 105. 
Wir begnügen uns daher hier damit, aus den in W festgehaltenen 
Eigenschaften des komparativen Wahrscheinlichkeitsbegriffs die E i -
genschaften des starken und des schwachen Glaubensbegriffs herzu-
leiten. 
Definieren wir 
D4.4-3: G ( A ) := A = . T (T ist wieder eine Tautologie), so folgen 
aus W d:>? A x i o m e G l bis G 4 und die Regel von G: 
G l ) Aus - , A v B = . T und A=.T folgt B= T 2 1 . 
G2) Aus A=.T folgt wegen B=.C D - , B = . - . C ^ A = . K , nach W4 
also - - A < . A , also - A < T . 
G3) Aus A x ( A [ x ] = T) folgt nach W5 AxA[x]=.T. 
R G ) Aus h A folgt nach R W T < . A und A < . T , also A=.T. 
Die Defini t ion D4.4-3 liefert daher ein passendes Modell des 
(starken) Glaubensbegriffs, mit Ausnahme der Iterationsprinzipien 
G 4 und G 5 , für die wir in W Entsprechungen nicht betrachtet ha-
ben. 
Definieren wir : 
D4.4-4: G + ( A ) := - , A < A , 
so erhalten wir aus W in einfacher Weise folgende Gesetze: 
T W l : a ) G + A D - , G + - . A 
b) G + ( A A B ) D G + A A G + B 
c) G + A x A [ x ] D A x G + A [ x ] 
d) A h G A 
e) A D B h G + A D G+B 
Es gelten hingegen folgende Gesetze nicht: 
G + ( A D B ) A G + A D G + B 
G + A A G + B D G + ( A A B ) 
A x G + A [ x ] D G + A x A [ x ] . 
0 Die Darstellbarkeit gilt nur für Sprachen mit unendlich langen Formeln. Vgl. 
dazu z.B. Karp (64). - Das Axiom W5 ist äquivalent mit Ax(A[x) =.BA-iB) 
D (VxA(x] =.BA-.B). Das erhält man aus D4.4-2, 3f, wenn man beachtet, 
daß sich nach dem Beweis des Theorems Tl.4-2 jeder nicht kontradiktori-
sche Satz der p.l. Sprache L durch eine Interpretation über einer abzählbaren 
Menge U erfüllen läßt, so daß sich [VxA[x]j immer als Vereinigung abzählbar 
vieler Mengen [A[aj]] darstellt. Es gibt also zu jeder Interpretation <t> eine 
Interpretation <£', die mit <t>' bis auf höchstens die in VxA(x| nicht vorkom-
menden GK übereinstimmt und für die gilt [VxA[x]] = fj (A[aj]j, wo 
a 1 5 a 2 , . . . eine Abzahlung dieser GK ist. 1 = 1 
; 1 Für den Beweis des hier benutzten Theorems A=.K D - 1AVC=.C (K sei eine 
Kontradiktion) und den anderer einfacher Theoreme von W vgl. z.B. Kutsche-
ra (72), S. 520f. 
Diese Gesetze sind also typisch für den Unterschied zwischen 
starkem und schwachen Glauben. 
Daß das letztere dieser drei Gesetze nicht gilt, kann man sich am Bei-
spiel einer Lotterie klarmachen: Gibt es 1000 Lose mit gleichen Gewinn-
chancen, und weiß man, daß genau ein Los gewinnt, so wird man für je-
des Los vermuten, daß es nicht gewinnt, ohne zu vermuten, daß alle Lose 
nicht gewinnen. 
Für G + gilt nicht, daß die Menge { p : G + p } der Sachverhalte, von 
denen jemand vermutet, sie seien wahr, konsistent ist oder abge-
schlossen. A u c h das wird durch das Lotteriebeispiel deutlich. Dieser 
schwache Glaubensbegriff G + entspricht vielen umgangssprachlichen 
Verwendungen von „g lauben" eher als der starke Glaubensbegriff G . 
Werfen wir noch einen kurzen Bl ick auf die Logik bedingter 
Wahrscheinlichkeiten. Wir lesen „A, C < . B , D " als , , A ist aufgrund 
von C höchs tens so wahrscheinlich wie B aufgrund von D " . Es sei 
W die Erweiterung der Sprache L der P . L . , in der (A , C <. B, D) 
ein Satz ist, wo A , B, C, D Sätze von L sind. Wir verzichten also im 
Hinblick auf die Prinzipien P10 und PI 1 in 4.1 wieder auf Sätze, 
die iterierte Anwendungen des Operators < . enthalten. 
Wie üblich definieren wir: 
D4.4-5 a) A , C < . B , D := - n ( B , E K . A , C ) 
b) A , C = . B , D := ( A , C < . B , D ) A ( B , I X . A , C ) 
c) A < . B := A , T<.B, T, wo T eine Tautologie ist. 
Die Verwendung desselben Symbols <. als eines zwei- und eines vier-
stelligen Operators kann keinen Anlaß zu irgendwelchen Verwechs-
lungen geben. 
Die Eigenschaften der Relation <. wählt man, wie im Fal l der 
2-stelligen Relation, so, daß solche komparativen Relationen metri-
sierbar sind, d.h. daß es numerische Wahrscheinlichkeiten w ( A , B) 
gibt, für die gilt: 
( A , C <. B , D ) = w ( A , C ) < w ( B , D ) . 
D4.4-6: Eine Interpretation von W ist ein Quintupel <U, 1, i 0 , 
für das gilt: 
1) U ist eine nichtleere Menge von Individuen. 
2) I ist eine nichtleere Menge von Welten, mit i 0 e l . 
3) .< ist eine 4-stellige Relation auf dem Mengenkörper K über I, 
der die Mengen [A] enthäl t , wo A ein Satz von L ist, so daß 
gilt: 
a) X , Y .< V , W v V , W .< X , Y 
b) X , Y .< V , W A V , W .< X ' , Y ' D X J .< X ' , Y ' 
c) V , W .< X , X 
d) R O X C Y D X , Z .= Y , Z 
e) A , I .< I , I 
f) R O X ^ A ^ R n x ' A Y n z n x = A = Y ' n z ' n x ' D ( Y , X . < Y ' , X ' 
A Z , X . < Z ' , X ' D Y U Z , X . < Y ' U Z ' , X ' ) 
g) R n x ^ A . ^ R o x ' A Y n z n x = A = Y ' n z ' n x ' 3 ( Y , X =Y', X ' A 
Z , X = Z ' , X ' D Y U Z , X = Y ' U Z ' , X ' ) 
h) Ist Y l s Y 2 , . . . eine Folge von Mengen mit YjCYj+i und gilt 
Yj, X . < U , V für alle i= l , 2, . . . , so ist U Y j , X . < U , V . 
i) x , z . < x \ z ' A Y , x n z . < Y ' , x ' n z ' A A , I . < Y ' , x ' n z ' D 
x n Y , z . < x ' n Y ' , z ' 
j ) x , z . < x ' , z ' A Y , x n z . < Y ' , x ' n z ' A A , I .<X ; , Z ' 3 X n Y , Z 
. < X ' O Y ' , Z ' 
k) x , z . < Y ' , x ' n z ' A Y , x n z . < x ' , Z ' A A , I . < X ' , Z ' D x n Y , z 
. < X ' H Y ' , z ' 
l) x , z . < Y ' , x ' n z ' A Y , x n z . < X z ' A A, I . < Y ' , x ' n z ' D 
x n Y , Z . < X ' O Y ' , z ' 
m ) x , z = x ' , z ' A Y , x n z . = Y ' , x ' n z ' D x n Y , Z = X ' n Y ' , Z ' 
n) x , z . = Y ' , x ' n z ' A Y , x n z =X\ Z ' 3 X O Y , Z . = X ' n Y ' , z ' 
o) i 0 e R . 
Dabei sei R Y :=n(Y, Y . < X , Y ) und R := U R Y . 
X X 
4) Für alle ie l ist <J>j eine Funkt ion, für die gilt: 
a) 4>i(a) = 4>j(a) für alle je l . 
b) 3>j erfüllt die Bedingungen für p . l . Interpretationen von L 
über U . 
c) Oj(A, B<. C,D)=w genau dann, wenn [A] , [B].<[C], [D] 2 2 . 
Die Interpretation M=(U, I, .<, i 0 , 3>> er/u//r den Satz A , wenn 
<f>i (A)=w ist. A ist allgemeingültig, wenn jedes M A e r f ü l l t 2 3 . 
°R ist wieder die Menge der Welten, die als möglich angesehen 
werden. In Analogie zu 3.2 und 4.3 gilt wieder: R C X genau dann, 
wenn X , X .< X , X . .Gut R C X , so ist R n X = A , also R n X C X , also 
nach D4.4-6, 3d X , X ,< X , X , al_so nach (3d) X , X .< X , X . Gi l t 
andererseits X , X . < X , X und R n X ^ M , so wegen I, I =X, X (nach (3c)) 
und A , K . X , X (3e, 3c) nach (3f) I, K . X U X , X , im Widerspruch zu 
(3c). 
Wir können also die epistemische Notwendigkeit definieren durch: 
D4.4-7: N A := A , A < . A , A . 
Fußnote siehe Seite 108. 
Wir zeichnen hier eine Welt i 0 als die reale Welt aus, da .< und damit R 
nicht von i abhängt. Die Bedingung D4.4-6, 3o müßte sonst lauten: ieR für 
alle iel; d.h. wir hätten dann den Spezialfall R=I. 
Es sei nun W das Axiomensystem, das man erhält , wenn man zu 
L folgende Axiome und Regeln hinzunimmt: 
W ' l : ( A , B < . C , D) v ( C , D < . A , B ) 
W'2: ( A , B <.C, D) A (C, D <.E, F) 3 ( A , B <.E, F) 
W'3: A , B < . C , C 
W'4: N ( A 3 B ) 3 ( A , C < . B , C ) 
W'5: - , T , T < T , T, wo T eine Tautologie ist 
W'6: N A 3 A 
W ' 7 : - , N - , A A - . N - ^ B A N - ^ ( A A C A E ) A N - , ( B A D A F ) A ( C , A 
< D , B ) A (E, A <.F, B ) 3 (CvE , A < D v F , B ) 
W'8: n N - i A A - . N - . B A N - ^ ( A A C A E ) A N - , ( B A D A F ) A ( C . A 
= F , B ) A (E, A = F , B ) 3 ( C v E , A = . D v F , B ) 
W'9: A x ( A , A < . B [ x ] , A ) 3 ( A , A < .AxB[x] , A ) 
W'10: ( A , B < A ' , B ' ) A (C, A A B < . C , A ' A B ' ) A ( - T , T < . C \ A A B ' ) 
3 ( A A C , B < A ' A C , B ' ) 
W ' l l : ( A , B < . A ' , B-) A ( C , A A B < C ' , A ' A B ' ) A ( - .T , T < . A ' , B') 3 
( A A C , B < A ' A C , B ' ) 
W'12: ( A , B < C , A ' A B ' ) A ( C , A A B < . A ' , B ') A ( - . T , T < A ' , B ' ) 3 
( A A C , B < A ' A C ' , B ' ) 
W'13: ( A , B < C , A ' A B ' ) A ( C , A A B < A ' , B') A (- .T, T < C ' , A ' A B ' ) 
3 ( A A C , B < A ' A C ' , B ) 
Es läßt sich intuitiv plausibel machen, daß sich jede komparative Wahrschein-
lichkeitsstruktur (l,K, .<> nach D4.4-6,3 in eine ausgezeichnete Struktur ein-
betten läßt, für die gilt: Für jedes n=l, 2,... gibt es eine n-fache gleichförmi-
ge Zerlegung { l £ } v o n 1, so daß gilt l £ . = l j \ und l J V i l £ , = A , falls k*k', für alle 
k, k'=l, . . . , n, und für X, Y.<V, W gibt es ein n und ein r<n mit 
X, Y.< ijj,, I.<V, W. Für solche ausgezeichneten Strukturen läßt sich aber 
zeigen, daß sie sich eindeutig metrisieren lassen, d.h. daß es eine Funktion 
w(X, Y) gibt mit X,Y.<V,W = w(X, Y) < w(V,W). die folgende Axiome er-
füllt: 
al) O < w(X, Y) < 1 
a2) R n X c Y D w(Y,X)=l 
a3) R n X * A A XnYnZ=A D w(YuZ,X) = w(Y,X) + w(Z,X) 
a4) Gilt RnX=M und YjnY|<nX=A für alle i, k=l, 2,. . . mit i=k. so ist 
w(uYj,X)=Ew(Y;,X). 
a5) w(YnZ, X)=w(Y, X)-w(Z, YnX) 
a6) \v(A, I)=0. 
Dabei sei R=uRv und R Y = n(\v(X, Y)=I). 
Y X 
Ein Metrisierungssatz für bedingte Wahrscheinlichkeiten ist zuerst von 
B.O. Koopman in (40) bewiesen worden; er stützt sich allerdings auf andere 
Axiome als sie in D4.4-6,3 angegeben wurden. Üblicherweise formuliert man 
diese Axiome für den Spezialfall R=l. 
W ' 1 4 : ( A , B = A \ B ' ) A ( C , A A B = . C \ A A B ' ) D ( A A C , B = A ' A C , B') 
W ' 1 5 : ( A , B = C ' , A ' A B ' ) A ( C , A A B = A \ B') D ( A A C , B =. A ' A C ' , B') . 
R W ' l : A h N A 
R W ' 2 : A = B h C , A < . C , B . 
W' ist semantisch widerspruchsfrei. Das ergibt sich direkt aus der 
Analogie der Axiome zu den semantischen Festlegungen über die Re-
lation .< in D4.4-6, sowie aus der Anmerkung zum A x i o m W5 
oben. 
In W gelten nun folgende Theoreme: 
T W ' l : a) A = B h A , C = . B , C 
b) A = B h C, A = C , B 
c) A , A = B , B 
d) A = B h N A = N B 
e) - , N n B A N - I ( B A A A D ) A N - , ( B A C A D ) D ( (A , B < . C , B) 
= ( A v D , B < .CvD, B ) ) 
f) _ , N - . B A N - , ( A A B A C ) D ( ( - . T , B = C , B ) = ( A , B =. 
A v C , B ) ) 
g) N A D ( A , A < . B , - , A ) 
h) A , B = . A A B , B 
i) ( A , B < . C , D ) A N-» D D ( - . C , D <. ~ i A , B). 
j) N A D ( A , A < A , B) 
k) (A, B <.A', B ' ) A ( C , A \ B <.C, A ' A B ' ) D ( A A C , B <. 
A ' A C , B ' ) . 
Beweis: (a) ergibt sich unmittelbar aus W'4 und R W ' l , (b) aus 
R W ' 2 . (c) ergibt sich aus W'3. (d) gilt nach (a) und (b). (e) ergibt 
sich aus W'7, W'8. ( 0 ergibt sich aus (e). (g): Gi l t N A , so nach (d) 
auch N ( - , A D - , T ) , also gilt A , - , A <. - , T , - , A , also nach W'4, 
R W ' l und (c) auch A , A < . B, A . (h) Nach (a) gilt A , B = . A A B V 
A A - J B , B, nach (e) für - , N - , B wegen B v - , B , B=.B, B B , B = . - , T , B , 
also auch A A ^ B , B = - , T , B , also T, B = A A - , B, B, nach ( 0 also 
A , B = . A A B , B . Gi l t N - , B , so gilt nach (g) wegen W'3 ebenfalls 
A , B = . A A B , B. (i): Wäre ( A , B <.C, D) A (-, A , B <. - C , D), so für 
- , N - . D A -^N-nB nach W'7 A v - , A , B < . C v ^ C , D, im Widerspruch 
zu W'3, W'4. Ist N - . B , so gilt - C , D <. A , B nach (g) trivialerwei-
se, (j) Wegen A = T D A gilt nach (d) N A = N ( T D A ) , nach W'4 al-
so T, B <.A, B, wegen A , A <.T, B also die Behauptung, (k) Es gilt 
( - rT, T =C, A A B ) D ( - , T , T = . A A C , B) (<*). Ist - . N - . B , so gilt nach 
(i) - , B , B = . - T , T , wegen T, T < . B , B . Ist C, A A B = n T , T und 
- , T , T.=-^B, TAB, SO gilt wegen A , B<.T, B nach W'14 auch A A C , B 
= . - , B A T , B = - , T , T . (Man setzt A'=T, C'=-rB, B'=B). Aus N - . B 
folgt nach (d) N ^ ( A A B ) , also T, T<.C, A A B nach (g), so daß aus 
- , T , T =.C, A A B immer - . N - . B folgt nach W'5. Es gilt ferner 
A A C , B <.A, B nach W'4, also ( - ,T , T = A , B) D ( n T , T = . A A C , B) 
(ß). Aus W'10, W ' l l und W'14 folgt mit (a) und (ß) aber (k). 
TW '2 : W' enthäl t das modallogische System N0. 
Beweis: Wegen W'6 und W'9 und der Regel R W ' l ist nur zu zeigen, 
daß gilt N A A N ( A D B ) D N B . Nach T W ' l c J folgt aus N A - . B , - . B 
<. A , - , B , aus N ( A D B ) , also B , B < B, B, also B, B <.B, - B , 
also N B . 
TW '3 : Für ein festes B mit - , N - , B erfüllt A , B < . C , B die Prinzipien 
für A <.C nach W. 
Dabei ist für Wf s inngemäß zu fordern, daß N A nur dann gilt, wenn 
A eine Tautologie ist. Insbesondere erfüllt also A < . B nach D4.4-5c 
die Axiome von W. 
Beweis: Die Axiome W l bis W3 ergeben sich aus W ' l , W ' 2 und 
T W ' l e . W4 gilt, denn wäre A v - n A , B < . A A - H A , B , SO nach W'4 
A v - , A , B < . - . B , B, also B , B < . - . B , B , also N - . B . W5 folgt aus W'9, 
und R W ergibt sich aus R W ' l und W'4. 
Wir definieren nun: 
D4.4-8: a) G ( A , B) := B, B < . A , B 
b) G + ( A , B) := n A , B <.A, B. 
Dann gilt: 
TW'4: Die Relation G ( A , B) erfüllt die Prinzipien von G' mit Aus-
nahme von G'8 bis G ' l l . 
Beweis: 
a) G ( A , A ) . Das folgt aus W ' l , W'2. 
b) N A D G ( A , B). Das folgt nach TW'2 aus N A D N ( B D A ) und 
B, B <.B, B mit W'4. 
c) N ( A D B ) A G ( A , C) D G ( B , C). Das folgt aus W'4. 
d) G ( A , B) A G ( C , B) D G ( A A C , B). Gil t N - . B , so gilt G ( A A B , B) 
nach T W ' l g . Es sei also - - N - i B . Dann gilt wegen G(a ,B) A v - , A , B 
= A , B, also nach T W ' l e - , A , B = - , T , B ; nach W'4 gilt C A - , A , B <. 
- I A , B, also C A - » A , B < . - ,T , B, also nach T W ' l e C A - , A V C A A , B <. 
C A A , B, also C, B < . C A A , B. Wegen G ( C , B) gilt also B, B C C A A , B, 
also G ( A A C , B). 
e) - , G ( - n B , A ) D ( G ( C , A A B ) = G ( B D C , A) ) . Aus G ( C , A A B ) , d.h. 
A , A <.C, A A B folgt A , B A A <.C, A A B ; aus B , A < B , A erhält man 
damit nach T W ' l k (wir setzen dort für A , B, A ' , B ' , C, C ' in dieser 
Reihenfolge B, A , B, A , A , C) A A B , A < C A B , A , also B, A < . C A B , A . 
Wegen - , G ( - , B , A ) gilt , B , A <.A, A , also nach T W ' l g - r N - , A ; 
daher folgt nach T W ' l e aus B, A < C A B , A : Bv , B, A < . C A B V , B, A , 
also A , A < . - , B v C , A , also G ( B D C , A ) . Gi l t umgekehrt G ( B D C , A ) , 
also B v ^ B , A < . C A B V - ! B , A , SO gilt wegen - n G ( - ^ B , A ) , also - , N - , A 
nach T W ' l e auch B, A < . C A B , A , also B A A , A < . C A B , A . Mi t B , A 
>.B, A erhäl t man daraus mit W ' l l (wir setzen dort für A , C, B , A , 
C \ B ' in dieser Reihenfolge B , C, A , B , A , A ) A , B A A <.C, A A B , also 
A A B , A A B < C , A A B , also G ( C , A A B ) , für - , T , T, <. B, A . Das er-
gibt sich aber aus - . G ( - . B , A ) , also — B, A <.A, A , also auch 
- , N - , A nach T W ' I i über - , A , A <.B, A . 
0 7 \ x G ( A [ x ] , B) D G ( A x A [ x ] , B). Das gilt nach W'9. 
Die Interpretation von G ( A , B) durch D4.4-8a ergibt also die in G' 
geforderten Eigenschaften und stellt damit eine intuitive Rechtferti-
gung von G' auf der Basis einer wahrscheinlichkeitstheoretischen 
Deutung dar. 
4.5 Eine epistemische Interpretation von Modalaussagen 
In den Abschnitten 4.2 und 4.3 haben wir bereits auf die starken 
formalen Übere ins t immungen im Interpretationsbegriff wie in der 
Axiomat ik mit der Logik unbedingter und bedingter Notwendigkei-
ten hingewiesen und davon Gebrauch gemacht. Das legt den Gedan-
ken nahe, eine epistemische Interpretation modallogischer Sätze an-
zugeben. 
D4.5-1: Wir nennen eine Interpretation im Sinne von D4.3-4 korrekt, 
wenn anstelle der Bedingung (3d) gilt: (3d') ieg(i, I). 
Entsprechend heißt eine Interpretation im Sinne von D4.2-2 
korrekt, wenn gilt ieSj. Für korrekte Interpretationen gilt dann 
G ( A , B) D ( B 3 A ) , bzw. G A D A . Im. Hinblick auf D3.2-2, bzw. 
D2.4-1 und D2.4-3 (für 2-Interpretationen) erhalten wir also den 
Satz 
T4.5-1: Korrekte Interpretationen stellen ein epistemisches Modell 
von C, bzw. N2 dar. 
V o n einem epistemischen Modell sprechen wir, weil für korrekte 
Interpretationen gilt G ( A , B) = W ( A , B), bzw. G A = W A . 
Diese epistemische Interpretation von Modalaussagen hat nun nicht 
nur formales Interesse 2 4 . Dafür gibt es zwei Gründe: 
Zunächst kann man sagen, daß eine Person a dann und nur dann 
subjektiv berechtigt ist, einen Satz K ( A , B) zu behaupten, wenn gilt 
G(a , A , B). Wenn B für a Grund ist, zu glauben, daß A , so ist a 
berechtigt zu behaupten „Wenn B , dann A " . Und wenn B für a kein 
Grund ist, zu glauben, daß A , so ist a nicht berechtigt zu behaupten 
Vgl. zum folgenden auch Kutschern (75). 
„Wenn B, dann A " . Wenn es nun in der Sprachgemeinschaft P, de-
ren Sprache L die fraglichen Kondit ionalsätze angehören, gemeinsa-
me und korrekte Glaubensannahmen gibt, die von (fast) allen Mit-
gliedern von P geteilt werden und die durch den Operator G ausge-
drückt werden, dann darf analog K ( A , B) in P behauptet werden 
genau dann, wenn G ( A , B) gilt. 
Das impliziert nun noch nicht, daß K ( A , B) dasselbe bedeutet wie 
G ( A , B) , d.h. daß eine epistemische Interpretation von K ( A , B) adä-
quat ist. Behauptbarkeitsbedingungen müssen von Wahrheitsbedin-
gungen unterschieden werden, und diese, nicht aber jene, bestimmen 
die Bedeutung eines Satzes. 
Prinzipiell ist das richtig. In unserem Fal l erhalten wir aber aus 
den Behauptbarkeitsbedingungen, die wir so formulieren können : 
1) G ( A , B) D G K ( A , B) und ^ G ( A , B) D G - . K ( A , B ) und der 
Forderung der Korrektheit 
2) G ( A , B) D ( B D A ) , also auch G A D A 
den Satz 
3) G ( A , B) = K ( A , B) , 
d.h. die epistemische Interpretation von K ( A , B). 
Generell ist die Unterscheidung zwischen Wahrheitsbedingungen 
und Behauptbarkeitsbedingungen zwar systematisch wichtig, aber 
keineswegs so klar und eindeutig, wie das auf den ersten Bl ick 
scheinen mag. Seit Charles S. Peirce hat sich in der Sprachphilosophie 
ein weitgehender Konsens darüber gebildet, daß die Bedeutung eines 
Satzes A durch die Konvention zu seinem Gebrauch in einer Sprach-
gemeinschaft P festgelegt wird. Eine Konvention zum Gebrauch von 
A ist nach D . Lewis (69) eine Regulari tät im Verhalten der Mitglie-
der von P. Diese Regulari tät hängt aber von den allgemeinen Über-
zeugungen in P ab. Selbst wenn die Mitglieder von P die Konvention 
für A so verstehen, daß A genau dann behauptet werden darf, wenn 
ein Sachverhalt p vorliegt, d.h. wenn für sie der Gebrauch von A 
einer Wahrheitsbedingung für A folgt, so hängt doch ihr tatsächli-
cher Gebrauch von A nicht direkt vom Bestehen von p ab, sondern 
davon, ob sie glauben, daß p gilt. Wenn die Mitglieder von P die 
Konvention für einen Satz A z .B . so verstehen, daß A behauptet 
werden kann genau dann, wenn p i A p 2 gilt, sie aber alle korrekter-
weise glauben, daß p 2 (normalerweise) immer dann gilt, wenn px 
gilt (oder wenn sie in allen Einzelfällen von p! glauben, daß auch 
p 2 gilt), so wird eine Person a, die nicht zu P gehört und für die 
solche Annahmen über den Zusammenhang von px und p 2 proble-
matisch sind, beobachten, daß in P der Satz A genau dann behaup-
tet werden darf, wenn p i gilt. Für a stellt sich das als Wahrheitsbe-
dingung für A dar; und wenn a den Satz A im Sinne dieser Bedin-
gung gebraucht, so unterscheidet sich a nicht von den Mitgliedern 
von P . 
Wenn man sich also auf geweinsame Überzeugungen der Mitglie-
der einer Sprachgemeinschaft bezieht, so bestimmen die Behaupt-
barkeitsbedingungen das sprachliche Verhalten, den Gebrauch der 
Sprache; und dieser bestimmt die Bedeutung der sprachlichen Aus-
drücke. 
E i n zweiter Grund für eine epistemische Interpretation von Modal-
aussagen liegt darin, daß der Sinn von Aussagen der Fo rm G ( A , B) 
oder G A intuitiv klar bestimmt ist, während die ontische Deutung 
der Aussagen K ( A , B) und N A intuitiv unbefriedigend bleibt. Es 
gibt zunächs t keine Rechtfertigung solcher Aussagen durch Beobach-
tungen: Wir k ö n n e n wegen K ( A , B) D ( B D A ) und N A D A zwar 
solche Aussagen durch Beobachtungen falsifizieren, aber es gibt, wie 
zuerst Hume mit aller Deutlichkeit betont hat, nichts in einer Beob-
achtung eines Sachverhalts A , das die Behauptung N A gegenüber der 
schwächeren Aussage A rechtfertigen würde, und nichts in der Be-
obachtung eines Sachverhalts A A B , das den (Kausal-)Satz K ( A , B) 
„A weil B " stützen würde. A u c h nach der Humeschen Analyse ist 
der Grund für die stärkere Behauptung K ( A , B) gegenüber A A B nur 
darin zu sehen, daß wir, wo wir B beobachten, fest mit dem Ein -
treten von A rechnen; d.h. auch Hume schlägt eine A u von episte-
mischer Interpretation von Kausalaussagen vor. 
Nun folgt aus der Feststellung, daß sich eine Aussage A nicht 
durch Beobachtungen verifizieren läßt , noch nicht, daß wir nicht 
objektive Wahrheitsbedingungen für A angeben können . A u c h empiri-
sche Aussagen der F o r m A x F x sind durch (endlich viele) Beobach-
tungen nicht verifizierbar, wie ebenfalls Hume betont hat. Trotzdem 
können wir dafür objektive Wahrheitsbedingungen angeben und müs-
sen nicht auf eine epistemische Interpretation rekurrieren. Die vor-
geschlagenen ontologischen oder objektivistischen Deutungen von 
N A und K ( A , B) sind aber unbefriedigend. Die Deutung der Menge 
Sj={j: iRj} als Menge der, von i aus gesehen, möglichen Welten, oder 
der Menge g(i, B) als Menge der, von i aus gesehen, unter der Be-
dingung B möglichen Welten, setzt den Möglichkeitsbegriff voraus 
und erklärt ihn nicht. V o n den in 2.1 diskutierten drei ontischen 
Interpretationen des Möglichkeitsbegriffes ist aur die der analyti-
schen oder logischen Möglichkeiten klar bestimmt. Die Deutung als 
naturgesetzliche Möglichkeit oder naturgesetzliche Verträgl ichkei t 
setzt den Begriff des Naturgesetzes voraus. Dieser Begriff bedarf 
aber selbst der Erklärung, und diese Erklärung m u ß , wie die Dis-
kussionen gezeigt haben, auf modallogische Begriffe rekurrieren. 
Denn der Unterschied zwischen einer akzidentellen Allaussage wie 
, ,Alle Leute, die sich am 1.3.74 im Hörsaal H7 der Universität Re-
gensburg aufhielten, waren zwischen 20 und 30 Jahren alt" und 
einer naturgesetzlichen Allaussage wie „Alle Körper ziehen sich mit 
einer Kraft g * m 1 m 2 / r 2 an" liegt u.a. darin, daß diese, nicht aber je-
ne als Konditionalaussagen formuliert werden können , so daß sich 
daraus Kausalsätze und irreale Kondi t ionalsätze ableiten lassen 2 5 . 
Der Versuch, den Möglichkeitsbegriff unter Rückgriff auf den des 
Naturgesetzes zu erklären, führt also auf einen Zirkel . 
Wenn wir endlich die von R. Stalnaker und D. Lewis vorgeschla-
gene Deutung der Menge g(i , B) als Menge derjenigen B-Welten, die 
i am ähnlichsten sind, betrachten 2 6 , so ist der hier vorausgesetzte 
Begriff einer Ähnl ichkei t zwischen Welten alles andere als klar. Diese 
Ähnl ichkei t soll nicht eine Ähnl ichkei t bzgl. gewisser Eigenschaften 
der Welten sein, daß sie z .B. alle eine gewisse Proposition enthalten, 
sondern eine Ähnlichkei t insgesamt, unter Berücksichtigung aller De-
tails. Es ist aber doch höchst fragwürdig, ob es für die Feststellung 
solcher Ähnl ichkei ten ausreichende Kriterien gibt. Lewis vergleicht 
die von ihm angenommene Fähigkei t zum Ähnlichkeitsvergleich von 
Welten mit unserer Fähigkeit , auch so komplexe Objekte wie Städte 
oder Völker zu vergleichen 2 1 . Aber dieser Vergleich hinkt: Erstens 
sind Aussagen wie „Berlin ist Warschau ähnlicher als Bukarest" oder 
„Die Türken sind den Schweden ähnlicher als den Spaniern" ohne 
Angabe der Hinsicht, auf die sich der Vergleich bezieht, so vage, daß 
sie keinerlei Informationsgehalt haben und man ihnen auch keinen 
Wahrheitswert zuschreiben kann. Welten sind aber noch viel kom-
plexere Objekte als Städte und Völker und hier wird die Angabe 
eines Vergleichsmaßstabs explizit ausgeschlossen. Zweitens sind Völ-
ker und Städte (relativ) konkrete Objekte, von denen wir vielleicht 
einen gewissen intuitiven Gesamteindruck gewinnen können , während 
das für Welten als abstrakte Objekte unmögl ich ist. 
Endl ich betont Lewis, daß sich der Vergleich der Welten nicht 
nur auf die Menge der Details bezieht, sondern sich auch nach der 
Wichtigkeit der Details richtet, in denen sie übere ins t immen oder 
sich unterscheiden. „Wicht igkei t" ist aber immer „Wichtigkei t für 
jemanden", d.h. ein rein subjektiver Begriff. Selbst wenn sich also 
2 5 Vgl. dazu z.B. N. Goodman (55). 
2 6 Vgl. den Abschnitt 3.4. 
2 7 Vgl. D. Lewis (73), 4.2. 
die Ähnl ichkei t s re la t ion für Welten so genau erklären ließe, daß man 
darüber vernünftig reden k ö n n t e , so wäre sie doch keine ontische 
Relation. 
Angesichts dieser ungelösten Schwierigkeiten einer ontischen In-
terpretation der Modalaussagen empfiehlt sich eine epistemische In-
terpretation. Im Gebrauch der Sätze N A und K ( A , B) führen beide 
Interpretationstypen, wie wir gesehen haben, zum gleichen Ergebnis. 
Auch wenn man daraus noch nicht auf eine Bedeutungsgleichheit 
schließen w i l l , so kann man doch sagen: Wer die epistemische Inter-
pretation verwendet, hat gegenüber dem „Objekt iv is ten" den Vorte i l , 
daß er weiß, wovon er spricht, wenn er Modalsätze behauptet. 
5 N o r m s ä t z e 
5.1 Normbegriffe 
Wie im Fal l der epistemischen Logik müssen wir auch in der Norm-
logik verschiedene Begriffstypen unterscheiden. Grundlegend ist wie-
der der Unterschied zwischen deskriptiven und rationalen Normbe-
griffen. Die Normlogik entwickelt Prinzipien für rationale Normbe-
griffe, die ausgehend von den deskriptiven durch Rat ional i tä tsbedin-
gungen eingeführt werden. Sie wi l l nicht konkrete Normensysteme 
beschreiben, die z.B. auch inkonsistent sein können . Da dieser Un-
terschied genau dem im Abschnitt 4.1 erör te r ten entspricht, brau-
chen wir darauf hier nicht mehr eingehen. 
Es gibt ferner deontische Begriffe und Wertbegriffe. Deontische 
Begriffe sind die des Geboten-, Verboten-, Erlaubt- und Indifferent-
seins. Geboten sind pr imär Handlungen F. Da ein Gebot an eine 
Person oder eine Gruppe von Personen a adressiert ist, liegt es nahe, 
als Grundform von Geboten Sätze der Gestalt ,,a ist es geboten, 
F zu tun" - symbolisch 0 (a , F ) - anzunehmen. Es ist jedoch geschick-
ter, statt dessen die folgende Normalform von Geboten zu verwen-
den: ,,Es ist geboten, daß A " — symbolisch O A - wobei A ein 
Satz ist. 0 (a , F) läßt sich ja auch durch 0 ( F ( a ) ) - es ist geboten, 
daß a F tut — ausdrücken. Darüber hinaus hat die Fo rm O A den 
Vortei l , daß für Sätze im Gegensatz zu Handlungen (bzw. Prädika-
ten) die Anwendung logischer Operatoren erklärt ist und daß diese 
Formulierung ausdrucksreicher ist. So kann man z.B. den Unter-
schied zwischen , , V x O ( F ( x ) ) " — „Es gibt jemand, dem es geboten 
ist, F zu tun" - und , , 0 ( V x F ( x ) ) " - ,,Es ist geboten, daß jemand 
F tut" — mit der Schreibweise 0 ( a , F ) nicht wiedergeben: V x O ( x , F) 
besagt nur soviel wie V x O ( F ( x ) ) . Man kann dann auch Sätze O A 
zulassen, in denen der Satz A keine Handlung beschreibt, sondern 
auch Sachverhalte wie z .B. , daß es regnet. Denn solche Sachverhalte 
lassen sich als normativ indifferent charakterisieren. 
Mi t dem Operator 0 für Gebote kann man auch die anderen 
deontischen Begriffe definieren, wenn man setzt: 
D5.1-1: a) V A := 0 - . A Es ist verboten, daß A 
b) E A := - , 0 - n A Es ist erlaubt, daß A 
c) IA := - " . O A A - . O - 1 A E S ist indifferent, ob A . 
Es empfiehlt sich aus Gründen, die unten anzugeben sind, neben 
diesen unbedingten deontischen Begriffen auch bedingte e inzuführen: 
Im Falle des Gebotenseins besage 0 ( A , B) soviel wie „Un te r der 
Bedingung, daß B gilt, ist es geboten, daß A " . Es ist z .B. nur unter 
der Bedingung, daß jemand ein strafwürdiges Vergehen oder Verbre-
chen begangen hat, geboten, ihn zu bestrafen. Wir werden sehen, 
daß sich solche bedingten Gebote nicht immer in der Form B D O A 
oder K ( O A , B) darstellen lassen. 
In Analogie zu D5.1-I k ö n n e n wir definieren: 
D5.1-2 a) V ( A , B) := 0 ( - . A , B) - Unter der Bedingung B ist es 
verboten, daß A 
b) E ( A , B) := - » 0 ( - i A , B) - Unter der Bedingung B ist es 
erlaubt, daß A 
c) I (A , B) := - n O ( A , B) A - . 0 ( - , A , B) - Unter der Bedin-
gung B ist es indifferent, ob A . 
Unbedingte deontische Begriffe lassen sich durch bedingte definie-
ren, denn wir k ö n n e n setzen 
D5.1-3: O A := 0 ( A , T), wo T eine Tautologie ist. 
Danach besagt O A , daß A prima facie, ohne Berücksichtigung der 
gegebenen Umstände , geboten ist. 
Die zweite große Gruppe normativer Begriffe bilden die Wertbegriffe. 
Sie lassen sich einteilen 
1. nach ihrem klassifilcatorischcn, komparativen oder metrischen 
Charakter, 
2. nach ihrem unbedingten oder bedingten, 
3. nach ihrem intrinsischen oder extrinsischen, und 
4. nach ihrem absoluten oder relativen Charakter. 
Die Normalform von Wertaussagen setzen wir wieder so an, daß 
Werte Sachverhalten zugeschrieben werden. A u c h Objekten oder 
Handlungsweisen kann man einen Wert zuschreiben, aber solche Aus-
sagen lassen sich ebenfalls in der Normalform wiedergeben. Für 
Handlungen wurde das schon oben erör ter t . Objekte haben einen 
Wert jeweils unter einem gewissen Aspekt, d.h. ihr Besitz, üire Ver-
wendung zu gewissen Zwecken, ihre Funkt ion etc. hat einen Wert, 
und daß jemand ein Objekt besitzt, verwendet, oder daß ein Ob-
jekt eine bestimmte Funkt ion erfüllt, sind Sachverhalte. 
Die folgende Übersicht enthäl t nur die absoluten Grundbegriffe. 
Der Kürze wegen schreiben wir dabei statt ,,Der Sachverhalt, daß 
A " wieder kurz „ A ' \ 
Klassifikatorische Begriffe 
Unbedingt: A ist gut - symbolisch P A 
Bedingt: Unter der Bedingung B ist A gut - P ( A , B) 
Komparative Begriffe 
Unbedingt: A ist höchs tens so gut wie B (oder: A ist B nicht 
vorzuziehen) - A < . B 
Bedingt: Unter der Bedingung C ist A höchs tens so gut wie B 
(oder: Unter der Bedingung C ist A B nicht vorzuzie-
hen) - A < . C B 
Metrische Begriffe 
Unbedingt: Der Wert von A - U ( A ) 
Bedingt: Der Wert von A unter der Bedingung B - U ( A , B). 
Der intrinsische Wert eines Sachverhalts ist sein Wert für sich und 
unabhängig von gegebenen oder zu erwartenden Umständen , wie sie 
in extrinsischen Wertangaben berücksichtigt werden. Wenn z .B . je-
mand ein Versprechen hält , so kann das intrinsisch d.h. für sich be-
trachtet, gut sein, aufgrund der Tatsache, daß die Umstände so sind, 
daß eine Einlösung seines Versprechens ihn hindert, eine moralisch 
vordringliche Pflicht zu erfüllen, extrinsisch aber schlecht. Der grund-
legende Begriff ist der des intrinsischen Werts. Auch Angaben von 
bedingten intrinsischen Werten kann man als extrinsische Wertanga-
ben auffassen. Daneben gibt es aber noch extrinsische Wertangaben, 
in denen die Umstände nicht explizit angegeben werden, die also 
nicht die Gestalt bedingter Wertaussagen haben, sondern die sich 
auf ein vorausgesetztes Verständnis dessen stützen, welche Umstände 
normalerweise gegeben sind, bzw. welche Umstände zu erwarten sind. 
Relative Wertbegriffe geben den Wert eines Sachverhalts, gemes-
sen am Wert eines anderen an. So besagt z.B. , , A ist gut relativ zu 
B " , daß A , gemessen am Wert von B als Standard gut ist. Wir wol-
len jedoch im folgenden solche relativen Wertbegriffe nicht diskutie-
ren, da sie von eher untergeordneter Bedeutung sind. 
Wir k ö n n e n mit den angegebenen Grundbegriffen folgende weite-
ren Wertbegriffe definieren: 
D5.1-4: a) SA := P-- ,A - A ist schlecht 
b) J A := - , P A A - , P - , A A ist indifferent 
c) A < . B := - , ( B< .A ) - A ist schlechter als B. 
d) A =.B := (A<.B ) A (B< .A) - A ist gleichwertig mit B . 
Und entsprechend für die bedingten Begriffe. 
Ferner k ö n n e n wir die klassifikatorischen durch die komparativen 
und die bedingten durch die unbedingten Grundbegriffe definieren, 
indem wir setzen: 
D5.1-5 a) P A := P ( A , T) 
b) P ( A , B ) := - , A < . B A 
c) A < . C B := A A C < . B A C . 
d) U ( A , B ) :=-. U ( A A B ) . 
(Dabei ist T wieder ein tautologischer Satz). Denn der Wert von A 
unter der Bedingung B hängt nicht vom Wert von A A - ^ B ab. 
Da der komparative Wertbegriff auch die Grundlage für die E in -
führung des metrischen Wertbegriffs bildet, stellt also A < . B den 
grundlegenden Wertbegriff dar, so daß man die Logik der Wertbe-
griffe auch als Präferenzlogik bezeichnen kann. 
Bei den Wertbegriffen sind subjektive und normative Begriffe zu 
unterscheiden. Im normativen, etwa i m juristischen oder moralischen 
Sinne ist eine Handlung besser als eine andere, wenn durch sie z .B. 
ein höheres Rechtsgut gewahrt wird als durch diese. Im subjektiven 
Sinn ziehe ich z .B . das Rauchen einer Zigarre dem Essen von Eis-
creme vor; hier sind normative Präferenzen oder Werte nicht im 
Spiel. Subjektive und normative Wertbegriffe haben aber dieselben 
formalen Eigenschaften, so daß die Logik der normativen Präferen-
zen mit der Logik der subjektiven Präferenzen zusammenfäl l t . 
Wenn wir deontische Begriffe und Wertbegriffe als „ n o r m a t i v e " 
Begriffe bezeichnen, so deshalb, weil zwischen ihnen folgende Bezie-
hung besteht: Stehen in einer Situation gewisse Handlungen zur 
Wahl, so ist es geboten, eine der besten unter ihnen zu vollziehen 
- falls es solche optimalen Handlungen gibt; alle anderen Handlun-
gen sind als schlechter verboten. Es ist z .B. geboten, von zwei Hand-
lungen diejenige zu tun, die das höhere Rechtsgut schützt l . 
Wie wir allgemein von „ n o r m a t i v e n " Begriffen reden, so subsumie-
ren wir auch die Präferenzlogik und die Logik der deontischen Be-
griffe - die deontische Logik — unter den gemeinsamen Titel „Nor-
menlogik". In der Normenlogik spielt die Frage eine wichtige Rol le , 
ob iterierte Anwendungen von deontologischen oder präferenzlogi-
schen Operatoren sinnvoll sind. d.h. Sätze wie O E A , O ( O A D A ) , 
A <. ( B < . C ) , P ( A < . B ) , etc. Es ist nicht leicht einzusehen, welchen 
Sinn derartige Aussagen haben sollen. Es kann obligatorisch sein, 
daß jemand eine N o r m setzt, z .B. einen Befehl, eine Anordnung 
gibt; aber eine Aussage, daß jemand eine Norm setzt, ist keine 
Normaussage, sondern beschreibt eine Handlung. Es kann ferner 
1 Wenn man einen schwachen Gebotsbegriff einführt: „Es sollte der Fall sein, 
daß A" - symbolisch 0 + A - , so kann man auch sagen: 0 + A gilt genau 
dann, wenn PA; d.h. man sollte eine Handlung vollziehen genau dann, wenn 
sie gut ist, wenn sie also im Sinne von D5.1-5b (prima facie) besser ist als 
ihre Unterlassung 
obligatorisch sein, daß jemand eine N o r m befolgt; aber auch eine 
Aussage über die Befolgung einer Norm stellt keinen Normsatz dar. 
Gebote beziehen sich im üblichen Verständnis auf Handlungen. 
Normsatze sind aber keine Aussagen über Handlungen, und daher 
deckt sich die Anwendung von deontischen Operatoren auf Norm-
sätze nicht mit deren üblicher Verwendung. Und Sätze wie „Es ist 
geboten, bestehende Gebot zu befolgen" kann man nicht nur durch 
O(OAZ)A) darstellen, sondern einfacher auch durch O A D O A . 
Eine Aussage (A<.B) <.(C<.D) kann bei einer subjektiven Deu-
tung sinnvoll sein, wenn sich der Hauptoperator auf meine, die bei-
den anderen Vorkommnisse von <. aber auf die Präferenzen anderer 
beziehen. So kann ich sagen „Ich ziehe es vor, daß mein Sohn lie-
ber Fußbal l spielt als vor dem Fernseher sitzt, als umgekehrt". Aber 
für die gleiche Bezugsperson sind solche Sätze nicht sinnvoll, und 
ebenso wenig für normative Präferenzen. 
Wir werden aber im nächsten Abschnitt eine semantische Deu-
tung von deontischen Sätzen angeben, die nicht von dem üblichen 
Bezug von Geboten auf Handlungen ausgeht und in der sich iterierte 
Anwendungen deontischer Operatoren als durchaus sinnvoll darstellen. 
5.2 De on tische Logik 
Für die Logik unbedingter Gebote können wir direkt den Formalis-
mus der epistemischen Logik in 4.2 übernehmen. D sei die Sprache, 
die aus L entsteht, wenn wir fordern, daß mit A auch O A ein Satz 
von D ist. Wir definieren den Interpretationsbegriff für D in genauer 
Entsprechung zu D4.2-2 und deuten die Mengen Sj nun als Mengen 
derjenigen Welten, die von i aus gesehen normativ optimal sind. Das 
Prinzip jeS D Sj=Sj, das zu den Theoremen O A = O O A und 
-n O A s 0—, O A führt, besagt nun, daß eine Welt j von i aus gese-
hen nur dann normativ optimal ist, wenn in ihr dieselben Gebote 
wie in i gelten; d.h. wenn von j aus gesehen dieselben Welten als 
normativ optimal erscheinen wie von i aus. Dadurch kann man 
iterierten Anwendungen des Operators O einen Sinn geben. Wie in 
der Logik des unbedingten Glaubens lassen sich iterierte Anwendun-
gen deontischer Operatoren in vielen Fällen aber wieder auf einfa-
che Anwendungen reduzieren. 
Es läge intuitiv vielleicht näher, anstelle der Mengen Sj im Sinne 
von 3.4 Relationen j<jk auf I zugrunde zu legen - j ist von i aus 
gesehen höchstens so (normativ) gut wie k - und zu definieren: 
O A ist wahr genau dann, wenn es eine Welt j gibt, so ciaß alle Welten, 
die besser sind als j , A-Welten sind. Wie wir in 3.4 gesehen haben, 
führt das, was die Aussagenlogik angeht, zur Auszeichnung dersel-
ben Menge d.i. wahrer Sätze. Die entsprechende Bemerkung gilt 
auch für bedingte Gebote. 
Wir k ö n n e n daher die Theoreme von G direkt für die deontische 
Logik übe rnehmen und erhalten für iterierte Anwendungen deonti-
scher Operatoren z .B. die Gesetze O ( O A D A ) , V A = O V A , E A = 
O E A , E G A = O A und V O A = E-,Al. 
Für bedingte Gebote können wir in entsprechender Weise den For-
malismus der epistemischen Logik in 4.3 übernehmen. 
Es sei D' die Sprache, die man aus L enthäl t , indem man for-
dert, daß mit A und B auch 0 ( A , B) ein Satz von D' sein soll. Wir 
deuten nun in D4.3-4 die Mengen g(i, A ) als die, von i aus gesehen, 
unter der Bedingung A (normativ) optimalen Welten. Rj ist dann die 
Menge der von i aus normativ bewertbaren Welten. 
Wir definieren wieder 
D5 .2 -1 : N A := 0 ( A , - , A ) . 
N hat die Eigenschaft einer Notwendigkeit, stellt jetzt aber einen 
normativen Notwendigkeitsbegriff dar: E i n Satz A ist in diesem Sinn 
notwendig, wenn er in allen überhaupt bewertbaren Welten gut; 
oder: wenn A unter allen Bedingungen geboten ist. 
Der Grund für die Einführung bedingter Gebote läßt sich am be-
sten durch die von R..M. Chisholm in (63) diskutierten „pfl ichtwi-
drigen Gebote" veranschaulichen. Es sei z .B. A der Satz „Hans ver-
s tößt gegen bestehende Gesetze", B der Satz „Hans wird bestraft". 
Es soll gelten 
1) Wenn A , dann O B . 
2) Wenn - , A , dann 0 - . B . 
3) O n A 
4) A 
Wenn man nun die bedingten Gebote (1) und (2) in der Fo rm 
1') A D O B 
2') N A D 0 - . B 
darstellt, so folgt daraus mit (3) und (4) 0 - . A A O B , also 
O ( - I A A B ) . D .h . es wäre dann geboten, daß Hans nicht gegen beste-
hende Gesetze verstößt und trotzdem bestraft wird; und Welten, in 
denen das gilt, würden als „normat iv opt imal" ausgezeichnet. Das ist 
offenbar ganz inadäquat . Es würde auch nichts helfen, (1) und (2) 
in der Form 
Für eine elementare Einführung in die Normenlogik vgl. Kutschera (73). 
f ! 
1") K ( O B , A ) 
2") K ( 0 - n B , -nA) 
darzustellen, denn daraus folgen wieder die Sätze ( T ) und (2'). 
Und wenn man (1) und (2) in der F o r m 
1"') 0 ( A 3 B) 
2'") 0 ( - n A D - n B ) 
darstellt, so ist das inadäquat , weil dann (1"') eine deontologische 
Folge von (3) ist, was für (1) nicht gilt, und weil bei dieser Darstel-
lung bedingter Gebote allgemein gilt O - X D O ( D D ) ; d.h. der Ver-
s toß gegen ein Gebot verpflichtet zu beliebigen Handlungen. Wenn 
man also stiehlt, so soll man auch lügen, Steuern hinterziehen, etc. 
Wenn man dagegen (1) und (2) durch 
1"") 0 ( B , A ) 
2"") 0 ( - , B , - ,A) 
darstellt, so ergeben sich solche inadäquaten Folgerungen nicht. Aus 
(3) folgt insbesondere nicht (1""). 
Es ist aber zu beachten, daß bei der Darstellung bedingter Gebo-
te in der F o r m 0 ( A , B) nicht eine Abtrennungsregel 0 ( A , B) A B D 
O A gilt: Wenn A unter der Bedingung B gilt und diese Bedingung 
erfüllt ist, so folgt daraus nicht, daß A deswegen auch prima facie 
geboten ist. A u ß e r d e m ist zu beachten, daß wegen des Prinzips 
0 ( A , A ) z .B. gilt, daß es unter der Bedingung, daß man Steuern 
hinterzieht, geboten ist, Steuern zu hinterziehen 2 . Wenn man aber 
tatsächlich Steuern hinterzieht, so folgt daraus nicht, daß es (prima 
facie) geboten ist, Steuern zu hinterziehen. Es gilt nach der Ent-
sprechung zu G'5 vielmehr nur O B A 0 ( A , B) D O A und E B A 
0 ( A , B) D E A . 
5.3 Präferenzenlogik 3 
Es liegt zunächst nahe, Präferenzen für Propositionen über Präferen 
zen für Welten zu definieren. Es sei I wieder eine Menge von Wel-
ten und auf I sei eine 2-stellige Relation .< definiert, so daß i.<j 
besagt, daß i (normativ) höchs tens so gut ist wie j . .< sei wieder 
Aus diesem Grund entspricht auch das, was in der Welt i geboten ist, nicht 
dem, was unter allen in i geltenden Bedingungen geboten ist. Wegen 
g(i,{i}) C {i} gilt g(i,{i})cX genau dann, wenn ^icR oder i^X ist. In jeder 
Welt i sind also unter den in ihr geltenden Bedingungen mindestens die Pro 
Positionen X geboten, die in i gelten. Es gilt aber keineswegs A D OA. 
Vgl. zum folgenden auch Kutschern (75b). 
eine Quasiordnung, so daß gilt i.<j v j .< i und i.<j A j .<k D i.<k, 
so daß wir definieren k ö n n e n : i.<j := -^(j.<i) und i.=j := (i.<j) A 
(j.<i). 
Für eine Definit ion einer Präferenzrelat ion X . < Y für Propositio-
nen mit dieser Relation bieten sich eine Reihe von Möglichkeiten 
an, -z.B. 
I a) X . < Y - Aj(jeY D A i ( i e X D i.<j)) A (Y=A D X=A) 
b) X . < Y = A i ( i e X D Yj( jeY A i.<j)) A Aj(jeY D V i ( i e X A i.<j)) 
c) X . < Y = A i ( i e X D Vj ( jeY A i.<j)) 
d) X . < Y = Aj(jeY D V i ( i e X A i .« j ) ) 4 . 
Nach (a) ist Y mindestens so gut wie X , wenn alle Y-Welten 
mindestens so gut sind wie alle X-Welten. Das ist sicher hinreichend 
für X . < Y , aber als notwendige Bedingung zu stark, denn (a) defi-
niert nicht einmal eine partielle Präferenzordnung für Propositionen: 
Es sind nicht nur die meisten Propositionen danach unvergleichbar, 
sondern es gilt nicht einmal die Reflexivität X . < X . 
Nach (b) gilt X . < Y , wenn es zu allen Y-Welten mindestens eben-
so schlechte X-Welten gibt und zu allen X-Welten mindestens eben-
so gute Y-Welten. D.h . wenn wir Y wählen, können wir zwar 
schlechter fahren als mit X , aber Y eröffnet uns mindestens ebenso 
gute Möglichkeiten wie X und keine schlechteren als X . 
Nach (c) gilt X . < Y , wenn Y eine mindestens so gute Möglichkeit 
eröffnet wie X . Wir orientieren uns also nur an den jeweils besten 
Welten aus einer Proposition, und nach (d) nur an den jeweils 
schlechtesten Möglichkeiten. 
Die Definitionen (b) bis (d) und andere denkbare leiden alle dar-
unter, daß wir mit der Relation i.<j als Basis den Wert einer Propo-
sition X nur an den besten oder schlechtesten Möglichkeiten messen 
können, die sie eröffnen, während wir intuitiv den Wert von X oft 
als ein Mit tel des Werts der Welten i eX bestimmen werden. Diesen 
Gedanken werden wir unten erör tern. Wenn man aber nur die posi-
tiven oder negativen Chancen mißt , die X eröffnet, so liegt es nahe, 
z .B. die Definition (c) zu wählen, die zudem den Vorte i l der forma-
len Einfachheit hat und (ebenso wie (d)) im Gegensatz zu (b), das 
nur eine partielle Quasiordnung für Propositionen definiert, eine 
(totale) Quasiordnung auszeichnet. 
Bei der Verwendung der Relation X . < Y nach (c) m u ß man sich 
allerdings immer vor Augen halten, daß sie nur die intrinsischen Wer-
te von X und Y vergleicht und sie an den positiven Chancen be-
mißt, die X und Y eröffnen. Aus Ic folgt z .B. das Prinzip 
Für weitere Definitionen vgl. Danielsson (68), und Kutschera (75a). 
II) X . < Y D X U Y =Y, 
das intuitiv durchaus problematisch ist. Denn danach ist der Wert 
der Proposition, daß ich Steuern zahle oder stehle, ebenso hoch wie 
der Wert der Proposition, daß ich Steuern zahle. Für alle Definitio-
nen von X . < Y allein auf der Basis von i.<j gilt aber, sofern X U Y 
überhaupt mit X , bzw. Y vergleichbar ist, d.h. falls gilt ( X . < X U Y ) 
v ( X U Y . < X ) , bzw. ( Y . < X U Y ) v ( X U Y . < Y ) , entweder II oder (wie 
z.B. nach Id) X . < Y D X = X U Y . 
Es sei nun P die Sprache, die man als Erweiterung von L erhält , 
wenn man fordert, daß mit A und B auch A < . B ein Satz von P ist. 
Die semantische Festlegung nach Ic können wir nach den Ausfüh-
rungen in 3.4 auch so formulieren, daß wir anstelle einer Ähnlich-
keitsrelation zwischen Welten (d.h. CS-Interpretationen) ein System 
von Ähnlichkei tssphären zugrundelegen (d.h. SS-Interpretationen). 
Dann wird die Relation A < . B formal genau so definiert wie die Re-
lation der komparativen Möglichkeit A < B in 3.4. Die Sphären SeSi 
sind nun zu deuten als Mengen von Welten j , die, von i aus gese-
hen, mindestens einen gewissen Wert haben. Die Forderung 
D3.4-3, 3a m u ß daher, entsprechend zur deontischen Logik, durch 
die schwächere Foiderung ieUSj ersetzt werden: Die wirkliche Welt 
ist nicht notwendig die optimale, aber sie soll normativ bewertbar 
sein. 
Die Logik P der Präferenzen i m Sinne von Ic fällt also mit einer 
abgeschwächten Version der Logik der komparativen Möglichkeit 
zusammen; sie ergibt sich nach D3.4-4a aus der Logik bedingter Ob-
ligationen D' mithilfe der Definiton: 
D5.3-1: A < . B := - , 0 ( - , B , A v B ) V N - , ( A v B ) 5 . 
Umgekehrt kann man auf der Basis der Präferenzen nach T3.4-4 
bedingte Gebote definieren durch: 
D5.3-2: a) 0 ( B , A ) := N ^ A v ( A A - I B < A A B ) 
b) N A := ^ A <. - , T . 
Der formale Vorzug einer Charakterisierung der Präferenzen im Sin-
ne von Ic liegt also darin, daß wir hier explizit Gebote, d.h. deonti-
sche Begriffe, durch Präferenzen, d.h. Wertbegriffe definieren kön-
nen. 
Für iterierte Anwendungen des Operators <. wird die Präferenzstruktur tri-
vial, denn es gilt 
A<.B D (A<.B)=.T und ->(A<.B) D (A<.B)=. -T. Das ergibt sich aus 
A<.B D N(A<.B) und ,(A<.B) D N-,(A<.B). 
Dieser formale Vorzug vermag aber den Mangel an intuitiver Adä-
quatheit dieses Präferenzbegriffs nicht wettzumachen. Wir verstehen 
üblicherweise Präferenzen eben nicht so, daß das Prinzip II gilt. Nun 
ist es durchaus erlaubt, bei der Explikat ion umgangssprachlicher Ter-
me von deren Gebrauch etwas abzuweichen, wenn damit ein präzi-
ser, einfacher und systematisch fruchtbarer Begriff eingeführt wird. 
A u c h die Begriffe des Glaubens und des Gebotenseins, die wir im 
4. Kapi te l und in 5.2 präzisiert haben, weichen von ihnen alltägli-
chen Entsprechungen ab 6 . Im Fall unseres Präferenzbegriffes läßt 
sich jedoch die Frage nach der Fruchtbarkeit dieses Begriffes bisher 
nicht befriedigend beantworten. Daher wollen wir noch einen Blick 
auf einen allgemeineren Ansatz zur Expl ikat ion des Präferenzbegrif-
fes werfen. 
M a n wird beim Vergleich zweier Propositionen X und Y oft 
nicht nur die jeweils besten oder schlechtesten Welten daraus berück-
sichtigen, sondern wird sagen, X sei besser als Y , wenn die meisten 
X-Welten besser sind als die meisten Y-Welten, oder wenn die X -
Welten im Mit te l besser sind als die Y-Welten. Nehmen wir der E in -
fachheit halber an, die Menge der Welten I={ii, . . . , i n } sei endlich. 
Wenn man eine gegebene Präferenzrelat ion zwischen den Welten aus 
I so metrisieren kann, daß man den einzelnen Welten i reelle Zah-
len u(i) als ihren Wert zuordnen kann, die eindeutig sind bis auf 
lineare Transformationen 7 , so wird man danach den Wert U ( X ) 
einer Proposition X bestimmen durch 
III) u ( X ) = ^ x u ° > ' g ( l ) für S i e X g ( i ) ^ 0 . 
Dabei ist g(i) das Gewicht der Welt i , so daß wir die Welten i eX 
bei der Mittelwertbildung verschieden stark berücksichtigen können . 
Wir können z .B. nur die Welten i eX berücksichtigen, von denen eine 
im Fal l von X normalerweise realisiert ist 8 , oder wir k ö n n e n die 
6 Das veranschaulicht für die deontische Logik z.B. die „Paiadoxie von Ross": 
Es gilt das Prinzip OA D O(AVB). D.h. wenn es geboten ist, Steuern zu zah-
len, so ist es auch geboten, Steuern zu zahlen oder zu morden. Daraus folgt na-
türlich nicht, daß es geboten ist, zu morden. Vielmehr wird das Normensystem 
in diesem Fall auch ein Gebot O-nB enthalten, das mit O(AVB) durchaus ver-
träglich ist. Trotzdem entspricht das Prinzip nicht dem üblichen Verständnis 
des Gebotsbegriffs. 
7 Das gelingt z.B., wenn man von einer relativen Präferenzrelation i,j.<k, 1 -
i ist der Welt j nicht stärker vorzuziehen als k der Welt 1 - ausgeht, welche 
die Struktur eines algebraischen Differenzensystems hat. (Vgl. dazu Krantz, 
Luce, Suppes, Tversky (71).) 
8 Vgl. dazu Kutschera (75b). 
Gewichte als Wahrscheinlichkeiten auffassen. Gleichwahrscheinlich-
keit der Welten fuhrt zu einer Ar t intrinsischer Präferenz; drücken 
die Wahrscheinlichkeiten die Erwartungen eines Subjekts oder einer 
Gruppe von Subjekten aus, so gelangt man zu einem probabilisti-
schen Präferenzbegriff. 
Betrachten wir den letzteren Fal l etwas näher. w ( X ) sei die 
Wahrscheinlichkeit der Proposition X . Dann erhalten wir aus III das 
Prinzip 
IV) U(X+Y)= U ( X ) - w ( X ) + U ( X ) . w ( Y ) 
w(X+Y) 
Dabei deute das Symbol + wieder die Vereinigung disjunkter Men-
gen an. Es gilt also folgendes starke Mittelwertprinzip 
V a) X . < Y A w ( X ) ^ O ^ w ( Y ) D X . < X + Y . < Y 
b) X . < Y A w ( X ) = 0 D X + Y =Y 
c) X . < Y A w ( Y ) = 0 D X + Y . = X 
d) X =Y D X =X+Y =Y 
im Gegensatz zum schwachen Mittelwertprinzip 
VI) X . < Y D X . < X + Y . < Y , 
das auch nach Ic erfüllt ist. 
V ist, anders als II, intuitiv durchaus plausibel: Wenn i ch z.B. in 
einer Lotterie eine Reise nach Bochum gewinnen kann ( X ) , eine 
Reise nach Paris ( Y ) , oder ein Los, mit dem ich in einer zweiten 
Ausspielung mit Sicherheit eine der beiden Reisen gewinne (X+Y) , 
so werde ich, falls ich die Wahrscheinlichkeit von X und Y in der 
zweiten Ausspielung für größer ansehe als Nul l , X das Los X + Y 
vorziehen, Y aber dem Los X + Y , wenn ich lieber nach Paris als 
nach Bochum fahre (Va). Denn X + Y garantiert mir mindestens X , 
eröffnet mir aber auch die Chance auf Y ; Y dagegen ist X + Y vor-
zuziehen, denn mit dem Los X + Y kann ich Y nur im besten Fal l 
gewinnen. Entsprechend argumentiert man für V b bis d. 
Nach I V gilt 
VII) U(X)= J— Z i e x u O ) - w ( { i } ) für w ( X ) > 0 . 
w ( X ) 
Die Präferenzrelation ist dann darzustellen durch 
VIII) X . < Y = U ( X ) < U ( Y ) . 
Es stellt sich nun die Frage, welche Eigenschaften eine intuitiv 
befriedigende Präferenzrelation zwischen Propositionen haben m u ß . 
Man wird fordern, daß die Eigenschaften von der Ar t sind, daß sich 
ein Metrisierungssatz beweisen läßt des Inhalts, daß es zu allen sol-
chen Präferenzrelat ionen eine Funkt ion U gibt, die VIII erfüllt, und 
Funktionen w (mit den Eigenschaften einer Wahrscheinlicheit) und 
u, so daß sich U ( X ) in der Fo rm VII , bzw. für unendlich viele Wel-
ten, in der F o r m 
VII ' ) U ( X ) = f u(i) dw für w ( X ) > 0 
w ( X ) *-
darstellen läßt . E i n solcher Metrisierungssatz ist von E. Bolker in 
(66) bewiesen worden. Die Eigenschaften, die Bolker von der Rela-
tion X . < Y fordert, sind wieder zu stark, als daß sie sich p . l . adä-
quat erfassen ließen, so daß man sagen kann, daß es im Rahmen 
p. l . Sprachen keinen vollständigen Kalkül der probabüis t ischen Präfe-
renzlogik gibt. Daher wollen wir hier auch nicht weiter auf diesen 
Ansatz zur semantischen Charakterisierung von Präferenzrelat ionen 
eingehen, obwohl er den zweifellos interessantesten Versuch dar-
stellt, einen intuitiv adäqua ten Präferenzbegriff zu präzisieren 9 . 
Vgl. auch Bolker (67), sowie Jeffrey (65). 
6 Die Sprache der Typenlogik 
Bisher haben wir nur die Semantik p . l . Sprachen betrachtet. Wir 
wollen nun dazu übergehen, Interpretationen für Sprachen der ein-
fachen Typenlogik (kurz T .L . ) anzugeben, wobei wir uns dem Vor-
gehen von R. Montague in (70) anschließen, der zuerst einen allge-
meinen semantischen Rahmen für solche Sprachen entwickelt hat. 
Das Gewicht der folgenden Erör te rungen liegt nicht mehr auf der 
semantischen Analyse einzelner Ausdrücke, wie in den Kapiteln 2 
bis 5, sondern auf der Diskussion allgemeiner Eigenschaften von In-
terpretationen. 
6.1 Die Syntax der Sprache T 
Die Sprache T der T . L . , die wir hier zugrundelegen, wird syntak-
tisch wie folgt bestimmt. Wir definieren zunächst den Begriff der 
Kategorie wohlgeformter Ausdrücke: 
D6.1-1: a) er, v sind (Grund-) Kategorien. 
b) Sind r, p Kategorien, so ist auch r(p) eine Kategorie. 
c) Ist T eine Kategorie, so ist auch t(r) eine Kategorie. 
o ist die Kategorie von Sätzen, v die von Eigennamen (Namen 
für Objekte). r(p) ist die Kategorie eines Funktors, der aus Aus-
drücken der Kategorie p Ausdrücke der Kategorie r erzeugt. 
r(pi)... (p n ) - wir schreiben dafür auch r(ply . . . , p n ) - ist also 
die Kategorie eines n-stelligen Funktors, der aus Ausdrücken der Ka-
tegorien pu . . . , p n einen Ausdruck der Kategorie r erzeugt. Die 
Kategorie n-sielliger Prädikate von L ist z .B. o(v, ... , v)\ o(o(v)) 
ist die Kategorie des A l l - oder Existenzquantors, v(o(v)) die des 
Kennzeichnungsoperators von L. t(r) ist die Kategorie von Ausdruc-
ken, die Intensionen von Ausdrucken der Kategorie r bezeichnen. 
Das Alphabet von T besteht aus den Grundzeichen \ u^, 5,=, (,) und 
abzählbar unendlich vielen Konstanten und Variablen zu jeder Kate-
gorie r. Wir deuten oft die Kategorie eines Ausdrucks durch einen 
oberen Index an. 
D6.1-2: Terme von T 
a) Konstanten der Kategorie r von T sind Terme der Kategorie 
T von T. 
b) Ist F ein Term der Kategorie r(p) (T¥H) und ist a ein Term 
der Kategorie p von 71, so ist F(a) ein Term der Kategorie r 
von T 1. 
c) Ist A[a] ein Term der Kategorie r , a eine Konstante der Ka-
tegorie p, x eine Variable der Kategorie p von T, die in A[a] 
nicht vorkommt, so ist Xx(A[x]) ein Term der Kategorie r (p) 
von T. 
d) Ist A ein Term der Kategorie r von T, so ist / i (A) ein Term 
der Kategorie t(r) von T. 
e) Ist A ein Term der Kategorie t(r) von T, so ist 5 ( A ) ein 
Term der Kategorie r von T. 
f) Sind A und B Terme derselben Kategorie von T, so ist A = B 
ein Term der Kategorie o von T. 
Sätze sind Terme der Kategorie er, Eigennamen sind Terme der 
Kategorie v. 
Klammern, die nicht notwendig sind, um den Bereich eines Ope-
rators X, / i , 5 oder = eindeutig abzugrenzen, lassen wir im folgenden 
auch weg. 
Tx sei diejenige Teilsprache von JT, in der die Operatoren / i , 5 
nicht vorkommen und nur Konstante und Variable derjenigen Kate-
gorien, die sich allein nach den Regeln (a), (b) von D6A-[ bilden 
lassen. 
Die Rolle der Operatoren X, ß und 6 wird in der Semantik von 
T deutlich werden. 
6.2 Extensionale Interpretationen von T 
Wir charakterisieren die Semantik von T aus didaktischen Gründen 
in zwei Stufen und betrachten zunächst den Fal l , daß den Ausdrük-
ken von T nur Extensionen zugeordnet werden. Wir beschränken 
uns dazu auf die Teilsprache Tx. 
Es sei A B die Menge der Funktionen mit dem Definitionsbereich 
B und dem Wertebereich A 2 . 
Für FCa^.-.-Can) kann man auch F(a!,...,a n) schreiben. 
Fußnote siehe Seite 130. 
D6 .2-1: Es sei E T die Menge der möglichen Extensionen der Terme 
von Tx der Kategorie r, bezogen auf einen bestimmten Objektbe-
reich U . Wir setzen: 
a) E»=U 
b) E a ={w, f} 
c) E n p ) = E r E P 3 . 
Dabei stellt , ,w" den Wahrheitswert „ w a h r " und „f" den Wahrheits-
wert „fa lsch" dar. 
D6.2-2: Eine extensionale Interpretation von Tx über dem (nichtlee-
ren) Objektbereich U ist eine einstellige Funkt ion <l>, für die gilt: 
a) 3>(a)eET für alle Konstanten a der Kategorie r. 
b) 3>(F(a))=3>(F)(<l>(a)) für alle nach D6.1-2,b gebildeten Terme. 
c) <£(ÄxA[x]) ist jene Funkt ion f aus E T (p) , für die gilt: 
f($'(b))=<S>'(A[b]) für alle = Dabei sei der Term XxA[x] 
nach D6.1-2,c gebildet, und die Konstante b der gleichen Ka-
tegorie wie x soll in ihm nicht vorkommen. 
d) 3>(a = b) =w genau dann, wenn 3>(a) = 3>(b), für alle Terme 
nach D6.1-2, f. 
Begriffe lassen sich nach G. Frege als Funktionen mit dem Werte-
bereich {w, f} auffassen. XxA[x] stellt das dar, was Frege als Wert-
verlauf der Funkt ion bezeichnet, die der Ausdruck A [ x ] als Exten-
sion hat. Klassen lassen sich darstellen als Wertverläufe von Begrif-
fen, so daß, falls A[a] ein Satz ist, X x A j x ] als Wertverlauf eines 
Begriffes dessen Umfang charakterisiert, oder die Klasse der unter 
diesen Begriff fallenden Ent i tä ten . 
a=b ist gleichbedeutend mit der (materialen) Äquivalenz, wenn 
a, b Sätze sind; andernfalls bedeutet a=b dasselbe wie die Ident i tä t 
a=b. 
Der V/QrtQbereich A einer Funktion ist zu unterscheiden von ihrem Werte-
vorrat C: C ist die Menge aller Werte, welche die Funktion für die Argumen-
te aus ihrem Definitionsbereich annimmt: A ist eine Menge mit C c A. -
(A B ) C 'läßt sich durch A B x C darstellen, nicht aber A ^ : (A B ) C ist die Menge 
der Funktionen h auf C, mit h(x)=g für xeC und geA. 1st yeB, so istg(y)eA, 
also h(x)(y)eA, und dafür können wir auch schreiben h(x, y)eA. A ^ B ^ ist 
hingegen die Menge der Funktionen h, die Funktionen g von C in B Werte 
aus A zuordnen: h(g)eA. 
Wir führen der Einfachheit wegen „ I T nicht als Index von „ E / ' mit, beach-
ten aber, daß die Mengen \ij von U abhängen. 
In Tx kann man die üblichen logischen Operatoren definieren 
durch 4 : 
D6.2-3 a) A x ^ ( A ) := X x ^ A = W(x*r = x^) 
b) - - A := A = Ax<*(xO) 
c) A A B := Ax^(o)(B = (xO(o)(A) = x<W)(B))) 
d) A v B := - . ( - . A A - n B ) 
e) A D B := - , A v B 
f) V x ^ A := - - , A x ^ A . 
Man kann U wieder als Menge der „möglichen Objekte" ansehen 
und eine Teilmenge U ' von U als Menge der „exis t ierenden Objekte" 
auszeichnen. Dann wird man E wieder als ein einstelliges Grundprä-
dikat für Existenz einführen und in Ergänzung von D6.2-2 fordern: 
e) 3>(E) ist jene Funkt ion aus E0(v)> die genau die Objekte aus 
U ' auf w abbildet. 
Man kann dann wie in Dl .7 -1 definieren: 
D6.2-4: a) A . x A [ x ] := A x ( E ( x ) D A[x]) 
b) V . x A [ x ] := - , A . x - i A [ x ] 
und so Quantoren einführen, die sich nur auf existierende Objekte 
beziehen. 
6.3 Intensionale Interpretationen von T 
Wir betrachten nun auch die Zuordnung von Intensionen zu den 
Ausdrücken von T und gehen dazu von Tx zur vollen Sprache T 
über. Die Intension eines Ausdrucks wird dabei nach dem Gedanken 
von R. Camap als diejenige Funkt ion verstanden, die seine Exten-
sion in Abhängigkeit von den möglichen Welten festlegt. 
Wir definieren also in Ergänzung von D6.2-1 die möglichen Inten-
sionen von Termen der Kategorie r bzgl. des Objektbereich U 
D6.3-1: E t ( r ) = E r I s . 
Wir fassen die Intension eines Ausdrucks a der Kategorie r als 
Extension eines anderen Ausdrucks a' der Kategorie t(r) auf, den 
wir mithilfe des ^-Operators bilden; es ist also a'=jua. Hängt ein 
Funktor wie N („no twend ig" ) nicht von der Extension eines Aus-
drucks a ab, sondern von seiner Intension, so schreiben wir Njua 
statt Na. Das hat den Vorte i l , daß wir generell nur von Extensionen 
Vgl. dazu Montague [70], S. 387. Die Definitionen von Negation und Kon-
junktion sind von A. Tarski angegeben worden. 
Wir führen ebenso wie „U" nicht als Index von ,,£7-" mit, obwohl die 
Mengen E T von I und U abhängen. 
von Ausdrücken sprechen, also jedem Ausdruck nur eine semantische 
Funkt ion zuordnen müssen. Dadurch wird die allgemeine Charakteri-
sierung von intensionalen Funktoren wesentlich vereinfacht. 
D6.3-2: Eine intemionale Interpretation von T über dem (richtlee-
ren) Weltbereich I mit dem (nichtleeren) Objektbereich U ist eine 
zweistellige Funkt ion $j(a), so daß für alle iel gilt: 
a) <J>j(a)eEr für alle Konstanten a von T der Kategorie 7. 
b) * i (F (a ) ) = * i (F ) (* i ( a ) ) . 
c) <I>i(AxA[x]) ist jene Funkt ion f aus E T jp) , für die gilt 
f(*' i(b)) = 0 , i (A[b ] ) für alle <£>' mit $ F <I>, und */(b) = $i(t>) 
für alle j ^ i aus I; die Konstante b der gleichen Kategorie wie 
x komme in XxA[x] nicht vor. 
d) <£j(a=b)=w genau dann, wenn <|>j(a) = $i(b) . 
<$>' F <I> besagt wieder, daß sich die intensionalen Interpretationen 
<l>, nöchs tens bzgl. der Werte <f>i(b) und 3>j'(b) für beliebig viele 
iel unterscheiden. 
<J>i(A) ist die Extension des Terms A in der Welt i , Xi$ j (A) seine 
Intension. 
Die Definition D6.3-2 bedarf einiger Er läuterungen: 
1. Es liegt wieder nahe, Konstanten der Kategorie v als Standard-
namen zu interpretieren. Eine solche Bedingung könn te man leicht 
zu (a) hinzufügen. 
2. Wenn die Variable x in XxA[x] nicht i m Bereich eines Vorkomm-
nisses von ß steht, so kann man auch definieren: 3>j(XxA[x]) ist je-
ne Funkt ion f aus E r ( p ) , für die gilt f(4>j'(b)) = 3>j'(A[b]) für alle 
mit <!>' = <f>; denn es ist dann für alle mit = <l>, = <l> 
und 4>i(b) = ^>i"(b):4>i'(A[b]) = <£j"(A[b]). Das gilt aber nicht, wenn 
XxA[x] z.B. der Ausdruck Xx^GW(o)) (p(F<J{U) (XP))) ist, für den 
ju(F(a)) auch von der Intension von a, d.h. von Werten 4>j(a) mit 
j ^ i abhängen kann, wenn sie auch nicht in jedem Fal l von diesen 
Werten abhängen m u ß . Besteht nun eine solche Abhängigkei t , so 
hat der Ausdruck X X G ( J U ( F ( X ) ) , der ja als Funkt ion aus E0{^ inter-
pretiert werden soll, auf den ersten Bl ick keinen vernünftigen Sinn. 
Man kann aber die Bildung der Terme XxA[x] nicht auf solche Fäl-
le beschränken , in denen x nicht im Bereich eines Vorkommnisses 
von JU steht. Denn es gibt auch Interpretationen von G u n d F, für 
die der Wahrheitswert von G(ju(F(a))) nicht von der Intension, son-
dern nur von der Extension von a abhängt. In solchen Kontexten 
kann man auf die Bildung von Termen wie XxA[x] , A x A [ x ] , V x A j x ] 
e) 4>i(MA) = X i * i ( A ) 
f) <&i(SA) = * i ( A ) ( i ) . 
nicht verzichten. Syntaktisch m u ß man also die Bildung solcher Ter-
me allgemein zulassen, und man m u ß sie dann so interpretieren, 
daß sie den normalen Sinn haben, wenn die fragliche Abhängigkei t 
nicht besteht. Das leistet aber die Bedingung (c). Durch (c) erhält 
aber der Ausdruck X x G / i F ( x ) auch im Falle der Abhängigkeit einen 
vernünftigen Sinn. Er repräsentiert die Klasse der Objekte, von de-
nen es wahr ist, daß sie die durch G/ iF (x ) bezeichnete Eigenschaft 
haben. Wir k ö n n e n „ G / i F ( a ) " genau dann als ,,a hat die Eigenschaft 
G M F ( X ) " lesen, wenn a in allen Weiten j , so daß <l>j(GjuF(a)) von 
<E>i(a) abhängt , dasselbe Objekt bezeichnet wie in i . Die Klasse der 
Objekte mit der Eigenschaft G ^ F ( x ) ist also die Klasse der durch 
Standardnamen a darstellbaren Objekte, für die GjLtF(a) wahr ist, 
und so wird X x G / i F ( x ) nach (c) gedeutet. Unsere Interpretation der 
„ Q u a l i f i k a t i o n e n " mit „X" in nichtextensionale Kontexte entspricht 
damit genau dem Vorgehen in den früheren Kapiteln 6 . 
3. Den Operator 5 benöt ig t man, um z .B. den Term X x ^ ) 
(M(F<W) ( 6 ( X ^ ) ) ) ) bilden zu können , und damit den Satz 
A x G ( / i ( F ( 6 ( x ) ) ) ) (für alle Intensionen x vom Typ i(v) gilt, daß G , 
angewandt auf die Intension von F , angewandt auf die Extension von x, 
wahr ist). Während X y y G ( / i ( F ( y ) ) ) eine Funkt ion aus Eo{y) ist, ist X x G 
(ju(F(5(x)))) eine Funkt ion aus Eo{M). 
4. Die Semantik nach D6.3-2 ist so angesetzt, daß den Termen so-
wohl Extensionen wie Litensionen zugeordnet werden. Da die In-
tension eines Terms seine Extensionen in allen möglichen Welten 
eindeutig festlegt, scheint es demgegenüber auf den ersten Bl ick ein-
. facher zu sein, wenn man den Termen direkt Intensionen zuordnet 
und alle Funktoren so deutet, daß sie Funktionen darstellen, die In-
tensionen auf Intensionen abbilden. Dann k ö n n t e man auf den / i -
Operator verzichten. Es ist aber schon bei der Definition der Mengen 
I T möglicher Intensionen der Kategorie r nicht möglich, auf die 
Einführung von Extensionen zu verzichten, denn I r ( p) ist nicht 
l / p , sondern ( E ^ P ) 1 . Ferner wil l man z .B. unterscheiden zwischen 
einer Q u a l i f i k a t i o n über Objekte der Kategorie r und einer Q u a l i f i -
kation über Intensionen der Kategorie t(r); man m u ß die Unterschei-
dung Extension — Intension also auch irgendwie syntaktisch deutlich 
machen. Daher ist von einer solchen „di rekt - in tens ionalen" Semantik 
kein Vorteil gegenüber dem Ansatz von Montague zu erwarten 7 . 
6 Vgl. dazu insbesondere die Diskussion in 4.2. 
7 Für andere semantische Ansätze vgl. z.B. D. Lewis (70) und Cresswell (73). 
Für eine typentheoretische Sprache ohne allgemeine Funktionsterme, die 
ebenso ausdrucksreich ist wie T, vgl. Gallin (75), Teü II. 
In T kann man nun zusätzlich zu den extensionalen logischen Ope-
ratoren nach D6.2-3 auch Modaloperatoren definieren, wie z .B. 
D6.3-3 a) N A := /z(A) = M ( A X ^ X ^ = x*0) - Es ist ( log ixh not-
wendig, daß A 
b) A = B := ßA = ßB — A und B sind intensiomgleich. 
Die Festlegung, daß allen Welten ie l derselbe Bereich U mögli-
cher Objekte zugrundeliegt, bewirkt nicht, daß der Satz gilt ,,Es ist 
notwendig, daß es genau k Objekte gibt", wobei k die Anzahl der 
Elemente der Menge U ist. Denn dieser Satz ist nicht mit den 
Quantoren A und V , sondern mit A. und V . zu formulieren. Er gilt 
also nicht, wenn die Uj nicht für alle ie l die gleiche Zahl k von 
Elementen enthalten. 
Zur Verdeutlichung des semantischen Ansatzes in D6.3-2 geben 
wir die Interpretation einiger schon bekannter extensionaler und in-
tensionaler Funktoren an: 
Negation: ist ein Funktor der Kategorie o(a). Seine Extension 
in jeder Welt i ist jene Funkt ion g aus E a ( a )={w, f } l w > f }, für die 
gilt g(w)=f und g(f)=w. Die Intension von „—" ist also diejenige 
Funkt ion h aus E ^ g ) 1 , für die gilt h(i)=g für dieses g und alle i e l . 
Konjunktion: „A" ist ein Funktor der Kategorie 0(0) (a)=a(a, a). 
Seine Extension in jeder Welt i ist jene Funkt ion g aus E a ( ö 0 ) -
{w, f} (w,f}x {w,f} } f u r d i e gut g ( W j w ) = w u n d g ( W j f)=g(f9 w)= 
g(f, f)=f. Die Intension von „A" ist also diejenige Funkt ion h aus 
E ^ o ) 1 , für die gilt h(i)=g für dieses g und alle ie l . 
Allquantor: Schreiben wir Allquantoren als Funktionskonstanten 
„ A P " , so daß A P ( a a W ) ein Satz ist, wenn a eine Konstante oder 
ein Term Ax^b der Kategorie a(p) ist, so ist „ A P " ein Funktor der 
Kategorie a(a(p)). Seine Extension in jeder Welt i ist jene Funkt ion 
g aus E a ( ( W ) = { w , f } < { w . f } E P > , für die gilt g(h 0)=w und g(h)=f für 
alle h ^ h 0 , wobei h, h 0 eE a (p ) und h 0 diejenige Funkt ion aus dieser 
Menge ist, die allen Elementen von Ep den Wert w zuordnet. Die 
Intension von „ A ^ " ist entsprechend diejenige Funkt ion m aus 
E a ( C 7 (^)) 1 , die allen iel diese Funkt ion g als Wert zuordnet. 
Notwendigkeit: „ N " ist ein Funktor der Kategorie a(i(a)) . Anstelle 
der Schreibweise „ N A " für „Es ist notwendig, daß A " schreiben wir 
also nun „N/zA". Die Extension von , , N " in einer Welt i ist diejeni-
ge Funk t ion gj aus E a ( t ( a ) ) = {w, f } ( { w ' f } ! ) , für die für alle 
he{w, f } 1 gilt: gj(h)=w genau dann, wenn für alle je l gilt iRj D 
h(j)=w. Dabei ist iRj die in D2.4-1 zur Interpretation von „ N " ver-
wendete Relation der Zugänglichkeit von j von i aus. Die Intension 
von „ N " ist jene Funkt ion aus E0( t(a)) , die jeder Welt i die ent-
sprechende Funkt ion gj zuordnet. 
Bedingte Notwendigkeit: „ K " ist ein Funktor der Kategorie o(t(o)) 
(t(a)) = 0(1(0), t(a)). Anstelle von „ K ( A , B ) " schreiben wir nun 
K( /zA, pß). Die Extension von „ K " in einer Welt i ist diejenige 
Funkt ion hj aus E ^ « ^ t( 0)) = {w, f } E i ( a )* E i ( a ) , für die für alle 
Paare m, neE t ( a ) = {w, f } 1 gilt: hj(m, n)=w genau dann, wenn für 
alle j e l gilt g ( i , { j : n(j)=w}) C { j : m(j)=w}. Dabei sind g ( i , X ) die in 
D3.2-2 zur Interpretation von „ K " verwendeten Mengen. Die Inten-
sion von , , K " ist dann jene Funkt ion aus E a ( t ( a ) ? i(o))[, die jedem 
iel diese Funkt ion hi zuordnet. 
Diese Beispiele zeigen, daß die Allgemeinheit des semantischen 
Ansatzes nach D6.3-2 - wie nicht anders zu erwarten - mit einer 
höheren Komplex i tä t im Einzelfall erkauft wird. 
6.4 Typenlogische Gesetze 
Es ist nicht möglich, einen zugleich vollständigen und widerspruchs-
freien Kalkül der Typenlogik anzugeben. Daher beschränken wir uns 
in diesem Abschnitt darauf, einige fundamentale typenlogische Geset-
ze zu formulieren. Da der Schwerpunkt unserer Erör terungen auf 
der Semantik liegt, wie wir am Anfang dieses Kapitels betont haben, 
sollen diese Gesetze vor allem dazu dienen, die Interpretation der 
Sprache T zu verdeutlichen 8 . 
Betrachten wir zunächst die extensional interpretierte Sprache 7\ . 
In ihr stellen alle p . l . gültigen Sätze auch t . l . wahre Sätze dar, wo-
bei wir G K und G V von L nun als Konstanten und Variablen belie-
biger Kategorien auffassen können . A u c h die Theoreme von LJ stel-
len, wenn wir das Ident i tä tssymbol ,,=" durch „ = " ersetzen und die 
verallgemeinerte Lesart verwenden, Theoreme der T . L . dar. 
Neu hinzu kommen folgende Gesetze 
T l : XxA[x](a) = A[a] - das Abstraktionsprinzip, und 
T 2 : Ax(a(x) = b(x)) D (a=b) - das Extensionalitätsprinzip. 
Aus dem Substitutionsprinzip (A6) folgt mit R 2 auch die Um-
kehrung von T2 
T 3 : (a = b) D Ax(a(x) = b(x)). 
Und aus T l und T2 folgt 
T4 : Ax(A[x] = B[x]) D (XxA[x] = XxB[x]), 
Pur einen Kalkül der Typenlogik, der im verallgemeinerten Sinn Henkins 
vollständig ist, vgl. Gallin (75). 
und mit A 6 und T l die Umkehrung 
T 5 : (XxA[x] = XxB[x]) D A x ( A [ x ] = B[x]). 
Es gilt ferner 
T 6 : a = Xxa(x). 
Das folgt aus Ax(a (x ) = a(x)) und Xxa(x)(x) = a(x) (nach T l ) . 
Ferner gilt das Leibnizprinzip 
Tl: AXO(T) ( Xa(r) ( a r ) = xo(r) ( D r ) ) D ( a r = b^). 
Denn aus der Antezedensbedingung folgt 
tyr (y r =a)(a) = X y r ( y r = a ) ( b ) nach A 4 , wegen Xy(y=a)(a) also 
Xy(y=a)(b); nach T l gilt also Ax(x(a ) = x(b)) D (a=b). 
Die Umkehrung von T4 ergibt sich wieder mit A 6 . ( 
Beim Übergang von Tx zur intensional interpretierten Sprache T I 
sind entsprechende Modifikationen nöt ig wie beim Übergang von 
der extensionalen P .L . zur Modallogik. Dabei ist nun zusätzlich zu 
beachten, daß die Konstanten nicht, wie die G K in A , sämtlich als ! 
Standardnamen interpretiert sind. 
Nach D6.3-2c und D6.2-3a gilt: 
a) <I>j(AxA[x])=w genau dann, wenn für alle mit und 
$j(a) = 3>i(a) für alle j e l gilt 3>i'(A[a])=w (wobei die Konstan-
te a nicht in A x A [ x ] vorkommt). 
Nach D6.2-3f gilt entsprechend: 
b) <i>j(VxA[x])=w genau dann, wenn es ein mit und 
3>j(a) = <£j'(a) für alle j e l gibt, so daß gilt $j'(A[a])=w (wobei 
die Konstante a nicht in V x A [ x ] vorkommt). 
Danach gilt 
c) <&j(VxN(x=a))=w genau dann, wenn <I>j(a) = 3>i(a) gilt für alle 
In diesem Fal l bezeichnen wir auch den Term a als ,,Standard-
namen", wenn er auch von einer anderen Kategorie als v ist. 
Anstelle von A 4 , A 6 und T l gelten dann in T nur folgende Ge-
setze: 
A 4 * : A x A [ x ] A V y N ( y - a ) D A[a] 
A 6 * : N(a=b) D (A[a] 3 A[b]) 
T l * : V y N ( y - a ) D (XxA[x](a) = A[a]). 
Kommt a in A[a] nicht im Bereich des Operators JJL (oder eines 
durch / i definierten Operators) vor, so gilt auch A 4 , A 6 u n d T l . Die 
Gesetze T2 bis Tl gelten auch für T. 
Man beachte, daß zwar gilt A x V y N ( x = y ) , aber nicht für alle a 
VyN(y=a) . Dagegen gilt VyN(y=/ ia) für alle a. Denn weder ^(jua) = 
Xi$j(a) für einen Term a der Kategorie r noch <J>j(b) für irgendein b 
der Kategorie t(r) hängt von i ab. 
Für den Operator N , der Wahrheit in allen Welten ausdrückt , gel-
ten die Gesetze von N2 im Abschnitt 2.5. Dabei gilt für Standard-
namen, was dort allgemein für G K gilt; für beliebige Terme gelten 
dagegen entsprechende Einschränkungen , wie sie in 2.8 für Kenn-
zeichnungsterme hervorgehoben wurden. Es gelten also speziell auch 
das A x i c r n , bzw. die Gesetze N 3 , T N 7 , T N 8 , in verallgemeinerter 
Lesart, s^wie die Theoreme 
T8: V y N ( y - a ) A VzN(z=b) A a=b D N(a=b) 
T9: V y N ( y = a ) A VzN(z=b) A -,(a=b) D N-,(a=b). 
Für die Operatoren / i und 5 gilt endlich 
T10: (jLta = Mb) = N ( a - b ) 
T U : öjua = a. 
7 Verallgemeinerungen des Interpretationsbegriffs 
Für die Anwendung der intensionalen Semantik zur Analyse von 
natürlichen Sprachen ist es erforderlich, den Interpretationsbegriff 
nach D6.3-2 zu verallgemeinern, um einigen semantischen Phänome-
nen solcher Sprachen gerecht zu werden. Besonders wichtig ist da-
bei die Einführung von partiellen und pragmatischen Interpretatio-
nen. 
7.1 Partielle Interpretationen 
In natürlichen Sprachen kommen viele Ausdrücke vor, die gramma-
tikalisch wohlgeformt, aber bedeutungslos sind; die syntaktisch rich-
tig aus bedeutungsvollen Wörter (bzw. Morphemen) zusammengesetzt 
sind \ denen aber durch die semantischen Regeln keine Bedeutun-
gen zugeordnet werden. 
Wir greifen vier typische Fälle solcher wohlgeformter, aber bedeu-
tungsloser Ausdrücke heraus: 
1) Unvollständig erklärte Funktoren: Es gibt viele Prädikate , die 
nicht für alle syntaktisch zulässigen Argumente erklärt sind. So ist 
z .B. das Verb „ laufen" für Tiere mit Gehwerkzeugen, Menschen, Ma-
schinen, Flüssigkeiten und Nasen erklärt , nicht aber z .B. für Pflan-
zen, Mineralien und Zahlen. Und „ l achen" ist nur für Menschen 
und die Sonne erklärt . Der Satz „Der Mond lacht" ist syntaktisch 
ebenso gebildet wie der Satz „Die Sonne lacht", hat aber im Gegen-
satz zu diesem keine Bedeutung. 
2) Nicht erfüllte Präsuppositionen: Eine Präsupposi t ion einer Aussa-
ge, bzw. einer Äußerung A ist eine Bedingung, die in A nicht als 
bestehend behauptet wird, die aber erfüllt sein m u ß , damit sowohl 
A wie auch die Verneinung von A sinnvoll ist. So wird in dem Satz 
„Hans hat das Rauchen aufgegeben" ebenso wie in „Hans hat das 
Rauchen nicht aufgegeben" vorausgesetzt, daß Hans bisher geraucht 
Bedeutungslose Ausdrücke gelten nicht als Wörter im Sinne des der Syntax 
zugrundeliegenden Lexikons. 
hat. Der Satz „Fr i t z weiß, daß es in Regensburg eine Universität 
gibt" setzt ebenso wie seine Verneinung: „Fr i tz weiß nicht, daß es 
in Regensburg eine Universität gibt" voraus, daß es in Regensburg 
tatsächl ich eine Universität gibt; und in der Äußerung „Ich als Arzt 
bin mir der Bedrohlichkeit der Symptome b e w u ß t " wird vorausge-
setzt, daß der Sprecher Arzt ist. Diese Voraussetzungen sind nicht 
Inhalt der Behauptungen der Sätze, sondern Bedingungen dafür, daß 
sie sinnvoll sind. A u c h solche Präsupposi t ionen entziehen sich als 
Tatsachenfragen der syntaktisch-grammatikalischen Erfassung. Nicht-
erfüllte Präsupposi t ionen liegen speziell auch in folgenden Fällen vor: 
3) Kennzeichnungen bei nichterfüllter Normalbedingung: Kennzeich-
nungsterme wie „das Buch von Russell" oder „der Sohn von Georg 
V I " haben im normalen, alltagssprachlichen Gebrauch keine Bedeu-
tung, da das kennzeichnende Prädikat nicht genau auf ein Ding zu-
trifft, die Normalbedingung für Kennzeichnungen also nicht erfüllt 
ist. 
4) Leere Allsätze: Im üblichen Verständnis ist der Satz „Alle Kinder 
von Hans sind rothaarig" bedeutungslos, wenn Hans keine Kinder 
hat. Und allgemein ist ein Satz der Form „Alle A ' s sind B " nur 
dann bedeutungsvoll, wenn es A 's gibt. Die Präsupposi t ion eines sol-
chen Satzes ist also „Es gibt A ' s " 2 . 
Es gibt nun eine P.eihe von Lösungsansätzen für dieses Problem 
syntaktisch wohlgeformter aber bedeutungsloser Ausdrücke. Wir kön-
nen von syntaktischen Lösungsversuchen absehen, die darauf hinaus-
laufen, alle bedeutungslosen Ausdrücke als syntaktisch nicht wohlge-
formt auszuscheiden. In diesem Sinn könn te man i m Hinblick auf 
(1) z .B. eine mehrsortige Sprache einführen mit mehreren Objektbe-
reichen und mehreren Sorten von Konstanten und Variablen dersel-
ben Kategorie, so daß jedes einstellige Prädikat genau für die Ele-
mente eines dieser Objektbereiche erklärt ist. Schon die Beispiele 
unter (1) zeigen aber, daß das ein hoffnungsloses Unterfangen ist, 
da man die Definitionsbereiche der Prädikate nicht mit so einfachen 
Gattungsnamen wie „Tie re" , „Menschen" , „Abs t rak te Objekte" etc. 
beschreiben kann. Und dieser Versuch versagt völlig in den Fällen 
(2) bis (5). Wenn man nicht Syntax und Semantik in unübersichtli-
cher Weise verquicken wi l l , bleiben nur semantische Lösungen des 
Problems. 
Auf die Präsuppositonen von Kennzeichnungen und Allsätzen hat insbeson-
dere P.F. Strawson hingewiesen. 
Solche Lösungen bieten sich auf folgenden Wegen an: 
a) Vervollständigung der semantischen Festlegungen: Man legt z .B . 
fest, daß ein Grundprädika t , das für ein Argument nicht erklärt ist, 
ihm den Wert „falsch" zuordnet - „17 läuft" und „Der Mond 
lacht" sind dann falsche Sätze. Man ergänzt ferner, z .B. i m Sinn 
Freges, die Festlegung über Kennzeichnungsterme so, daß sie auch 
bei nichterfüllter Normalbedingung eine Bedeutung erhalten und 
deutet Allsätze so, daß sie bei nichterfüllter Präsupposi t ion wahr 
sind. In den Fällen unter (2) endlich behilft man sich so, daß man 
die Präsupposi t ionen in die Assertion mit hineinnimmt 3 . Der Satz 
„Hans hat das Rauchen aufgegeben" wird also interpretiert im Sin-
ne von „Hans hat bisher geraucht und raucht jetzt nicht mehr". 
Diese Vervollständigung der semantischen Festlegungen ist das in 
der Logik seit Frege übliche Verfahren. 
b) Unvollständige 2-wertige Interpretationen; Man arbeitet mit der 
2- wertigen Semantik, wobei man aber auch Interpretationen zu läß t , 
die nicht jedem syntaktisch wohlgeformten Term eine Bedeutung zu-
ordnen. Funktoren k ö n n e n dabei im Sinn von partiellen Funkt ionen 
gedeutet werden, so daß ein Satz F(a) bedeutungslos bleibt, wenn 
das Designat von a nicht zum Definitionsbereich des Designats von 
F gehört . Aussagen mit Präsupposi t ionen werden nur dann gedeutet, 
wenn diese erfüllt sind. Diesen Weg hat D. Scott in (70) vorgeschla-
gen. 
c) 3-wertige Interpretationen: Man führt neben den Wahrheitswerten 
„ w a h r " und „falsch" für Sätze einen dritten Wert „ b e d e u t u n g s l o s " 
ein und baut in diesem Sinn eine 3-wertige Semantik auf. Eine 
3- wertige Semantik für die elementare Prädikatenlogik wird z . B . in 
Woodruff (70) angegeben 4 und von Blau in (73). 
d) Mengen von 2-wertigen Interpretationen: Man geht von der Idee 
aus, daß Bedeutungslosigkeiten entstehen, falls nur besch ränk te In-
formationen über die Interpretation der Sprache vorliegen, u n d 
stellt eine solche beschränkte semantische Information durch die 
Menge T der 2-wertigen Interpretationen 4> dar, auf die diese Infor-
mation zutrifft. T ordnet dann dem Ausdruck A den Wert a zu, 
falls für alle 4>eT gilt <i>(A)=a. Gibt es kein solches a, so bleibt T 
Vgl. dazu auch D4.2-1. 
Allerdings werden dort nur solche Bedeutungslosigkeiten untersucht, die sich 
daraus ergeben, daß Eigennamen nichts bezeichnen. Das ist aber gerade ein 
relativ uninteressanter Fall. 
für A Undefiniert. Dieses Vorgehen läuft also darauf hinaus, einen 
Term als bedeutungslos anzusehen, wenn es einander widersprechen-
de, aber aufgrund der semantischen Informationen mögliche Deutun-
gen dieses Terms gibt. Ist z .B. ein Prädikat F (x ) nur auf einem Teil-
bereich Ü des vorausgesetzten Objektbereichs U erklärt , so betrach-
tet man alle mögl ichen Fortsetzungen dieser partiellen Funkt ion auf 
U als mögliche Interpretationen von F. Wenn dann die Konstante a 
ein Objekt aus U - U ' bezeichnet, so liefern diese Interpretationen für 
F(a) verschiedene Werte, so daß F(a) bzgl. der Menge dieser Inter-
pretationen als bedeutungslos ausgezeichnet wird. Und wenn die 
Normalbedingung für einen Kennzeichnungsterm nicht erfüllt ist, so 
betrachtet man jede Zuordnung irgendeines Objektes zu diesem 
Term als eine mögliche Interpretation, so daß er wieder bzgl. der 
Menge dieser Interpretationen bedeutungslos ist. E in solcher Ansatz 
ist von B. van Fraassen in (69) entwickelt worden. 
Eine Vervollständigung der semantischen Festlegungen nach (a) 
führt zu vielen Inadäqua the i ten in der semantischen Analyse natur-
sprachlicher Sätze. Vor allem wird der Unterschied zwischen Asser-
t ion und Präsupposi t ion eines Satzes verwischt und damit sein In-
halt verfälscht. Deutet man den Satz „Hans hat das Rauchen aufge-
geben" im Sinne von „Hans hat bisher geraucht und Hans raucht 
jetzt nicht mehr", so besagt die Verneinung dieses Satzes soviel wie 
„Hans hat bisher nicht geraucht oder Hans raucht jetzt immer 
noch" , ist also i m Gegensatz zu „Hans hat das Rauchen nicht aufge-
geben" auch dann wahr, wenn Hans nie geraucht hat. Der Weg (a) 
bietet daher keine befriedigende Lösung unseres Problems. 
Die Einführung 3-wertiger Interpretationen nach (c) ist auf ver-
schiedene Weise möglich. Da die Logik der natürl ichen Sprachen für 
bedeutungsvolle Sätze sicher 2-wertig ist, und man den Wert „be-
deutungslos" im Sinne von semantisch indeterminiert im Sinne der 
Festlegungen der 2-wertigen Logik deuten wi l l , entspricht eine solche 
3-wertige Logik für typenlogische Sprachen genau dem, was man 
mit den partiellen Interpretationen erhält 5 . Die Erör te rungen im 
nächsten Kapitel werden aber zeigen, daß die Methode (b) für ande-
re Sprachen vor (c) gewisse Vorzüge hat. 
Die Methode (d) endlich hat den Nachteil, daß partiell definierte 
Funktionen nicht als Argumente von Funktionen höherer Stufe auf-
treten können. Denn die vollständigen Interpretationen <£, die im 
üblichen Sinn (z.B. nach D6.2-3) rekursiv bestimmt werden, deuten 
5 Vgl. dazu Kutschera (75c). 
alle Funktoren als vollständig definierte Funktionen. V o n einer nur 
partiellen Definition eines Funktors ist immer nur bzgl. der Menge 
T aller betrachteten vollständigen Interpretationen $ die Rede. Da-
her kann es zwar z .B. ein bzgl. T unvollständig erklärtes Prädikat F !, 
der Kategorie o(v) geben, das als Argument eines Prädikats der Ka-
tegorie o(o(v)) auftreten kann, aber für jedes <I> aus T hängt der 
Wert <I>(G(F)) nicht vom Definitionsbereich von F nach T ab, und 
damit hängt auch T ( G ( F ) ) nicht von diesem Definitionsbereich ab. 
Da der Wahrheitswert z .B. eines Satzes wie „Hans sagte, daß A " 
von den Präsupposi t ionen von A abhängen kann, d.h. davon, in wel-
chen Welten A einer Extension zugeordnet wird, ist der Ansatz (d) 
damit zu eng für die Behandlung mancher semantischer Fragen. 
Wir beschränken uns daher im folgenden darauf, den Ansatz (b) 
zu entwickeln. 
Dazu müssen wir zunächst die Menge der möglichen Extensionen 
nach D6.2-1 und D6.3-1 wie folgt erweitern 
D7.1-1 a) Ei = U 
b) K = { w , f } + 
c) E+(p) = E^P 
d) E j r ) = E+W. 
Dabei sei A ( B ) die Menge der Funktionen mit dem Wertebereich A 
und einem Definitionsbereich B ' C B , der auch leer sein kann. 
Wir definieren dann in Analogie zu D6.3-2: 
D7 .1-2: Eine partielle intensionale Interpretation von T über den 
(nichtleeren) Mengen U und I ist eine zweistellige Funkt ion 3>j(a), 
so daß für alle iel gilt: 
a) Ist <£j(a) definiert, so ist (p^eEj für alle Konstanten a der 
Kategorie r. 
b) 4>i(F(a))=4>i(F)(4>i(a)), wo 3>i(F) und <£j(a) definiert sind. 
c) <i>j(\xA[x]) ist jene Funkt ion f aus E*(p), für die g i l t : 
f(<t>i'(b)) = $ i (A[b] ) für alle mit <*>=<!>, für die (I>,'(b) er-
klärt ist 6 , falls für alle solchen Interpretationen 3>' und 4>" 
aus <I>;(b)=<t>j"(b) folgt <K(A[b])=4>i'(A[b]); a n d e r n f a l l s ist 
$ i ( X x A [ x ] ) die total U n d e f i n i e r t e Funktion aus E*(p>. 
d) ^>j(a = b)=w, wenn $j(a)=c£>j(b); u n d <I>j(a = b)=f, wenn 
^(a j^f r j f l ) ) 7 . 
cp'gcp gilt auch, wenn <]>'(b) oder 4>{b) Undefiniert ist. 
0>i(a)=<i>j(b) wie auch <l>j(a)^ <I>j( b) impliziert, d a ß die Werte ci>j(a> und <t>\(b) 
definiert sind. 
e) 4>i(M(a))=Xicl>i(a) 
0 ^ i C ö C A ^ c p ^ A J i i ) , wenn <£>j(A)(i) definiert ist. 
N a c h (c) und (e) sind Terme der Kategorie r(p) oder t(r) immer 
definiert, da auch die total Undefinierten Funktionen aus E*(p) und 
E^( T) mögl iche Extensionen sind. Dagegen bleiben die Werte <£>j(F(a)), 
4>j(a = b) und <A>J(S(A)) nach (b), (d) und (f) U n d e f i n i e r t , falls die 
<$-Werte, a u f die in den Rekursionsbedingungen Bezug genommen 
wird (<l>i(F) und 3>j(a), <£>j(a) und 3>j(b), bzw. $ j (A) ( i ) ) , nicht defi-
niert sind. 
Wenn wir die Definition D6.2-3a übernehmen, gilt 3>(AxA[x])=w, 
falls <£(XxA[x]) eine vollständige Funkt ion ist, die für jedes Argu-
ment den Wert w annimmt; andernfalls gilt <£>(AxA[x])=f, da 
<J>(XxA[x]) immer definiert ist. Nach der Definition D6.2-3f ist da-
nach aber V x A [ x ] bereits dann wahr, wenn <£(XxA[x]) eine unvoll-
ständige Funkt ion ist, unabhängig davon, ob diese Funkt ion für ein 
Argument den Wert w annimmt oder nicht. Die Definition (a) ist 
also nicht brauchbar. U m Quantoren A x und V x zu erhalten, die 
sich nur a u f den Bereich der Objekte beziehen, für die A[x] definiert 
ist, führen wir einen Operator ~ ein, so daß a~b ein Term von T 
ist, wenn a und b Terme derselben Kategorie r(p) sind, und legen 
in Ergänzung von D7.1-2 fest: 
g) <I>j(a~b)--w, wenn <I>j(a) und <2>j(b), beschränkt a u f den Durch-
schnitt ihrer Definitionsbereiche, identisch sind und dieser Durch-
schnitt nicht leer ist. Und $;(a-^b)=f, wenn 3>j(a) und <£i(b), be-
schränkt auf den Durchschnitt ihrer Definitionsbereiche, nicht iden-
tisch sind und dieser Durchschnitt nicht leer ist. 
Dann kann man mit der Definition 
D7.1-3: A x ^ A [ x ^ ] := X x ^ A ^ j - X x ^ x ^ x ^ ) 
anstelle von D6.2-3a einen passenden Allquantor einführen, und 
kann auch die übrigen Definitionen nach D6.2-3 beibehalten. Da-
nach ist $ i ( - . A ) genau dann definiert, wenn <f>i(A) definiert ist; 
<J>i(AABX <I>j(AvB) und $ i ( A 3 B ) sind genau dann definiert, wenn 
3>i(A) und $j(B) definiert sind; V x A j x ] ist wie A x A [ x ] genau dann 
Undef in ie r t , wenn XxA[x] eine total Undefinierte Funkt ion ist. 
Diese Definition löst freilich nicht das oben erör ter te Problem 
umgangssprachlicher Allsätze der Fo rm: „Alle A ' s sind B " . E i n sol-
cher Satz soll in der üblichen Auffassung nur über die A ' s sprechen, 
d.h. er soll genau dann einen Wahrheitswert haben, falls es A ' s gibt 
und B für alle A ' s definiert ist. Zur Darstellung solcher Sätze kann 
man aber z.B. einen restringierten Quantor einführen, so daß i m ex-
tensionalen Fal l gilt: <£(AxA[x]:(B[x]))=w, bzw. =f, wenn es ein <!>' 
mit und $'(A[b])=w gibt, und wenn für alle solchen <£>' gilt 
4>'(B[b])=w, bzw. wenn es ein solches 3>' mit <J>'(B[b])=f gibt. Dabei 
sei b eine Konstante derselben Kategorie wie x, die in A[x] und 
B[x] nicht vorkommt. 
Kennzeichnungsterme kann man semantisch nun so erklären, daß 
<&(ixTA[xT])=ot ist, falls es ein aeEj gibt, so daß für alle mit 
4>'=<1> und <S>'(A[b])=w gut (j/(b)=a. Dabei sei b eine Konstante der 
Kategorie r, die in txA[x] nicht vorkommt. 
Die Einführung von partiellen Interpretationen schafft den geeigne-
ten Rahmen für die Behandlung von Präsupposi t ionen: 
D7.1-4: E in Satz B von T ist bzgl. 3> eine Präsupposition des Satzes 
A genau dann, wenn für alle iel gilt: <£j(A) ist nur dann definiert, 
wenn <£j(B) =w ist. 
Nach dieser Definition hat ein Satz auch dann eine Intension (als 
partielle Funktion), wenn er aufgrund einer nichterfüllten Präsuppo-
sition in einer Welt i keine Extension hat. Eine Kennzeichnung, für 
die in einer Welt die Normalbedingung nicht gilt, ist also deshalb 
nicht schon völlig bedeutungslos, sie bezeichnet nur nichts. 
7.2 Vagheit und Analyt iz i tä t 
Die Unterscheidung von analytischen und synthetischen Sätzen, von 
Bedeutungs- und Tatsachenwahrheiten, spielt in der Philosophie, ins-
besondere in Wissenschafts- und Erkenntnistheorie, eine wichtige 
Rol le . Es war zuerst W . V Quine in (51), der auf die Schwierigkeiten 
hingewiesen hat, diese Unterscheidung präzise zu definieren, und der 
darüber hinaus die These vertrat, daß sie sich prinzipiell nicht genau 
fixieren läßt. Wir wollen hier nicht im einzelnen auf Quines Argu-
mente eingehen 8 , sondern nur darauf hinweisen, daß sich erstens 
für viele Sätze, die wir als „ana ly t i sch" bezeichnen, wie z .B . 
a) Alle Junggesellen sind unverheiratet 
Bedingungen denken lassen, unter denen die Geltung dieser Sätze 
fraglich wäre. Wenn z.B. durch Gesetze jeder volljährige Mann ver-
pflichtet würde, sich zu verheiraten, und die Leute zum Tei l , um 
dieser Vorschrift zu genügen, Scheinehen eingingen, ohne jedoch ih-
ren Lebensstil als Junggesellen zu ändern, so könn te man sagen, daß 
der Satz (a) nun falsch sei: E in Junggeselle sei nach wie vor ein 
Mann, der nicht in ehelicher Gemeinschaft lebt, und auch solche 
Leute seien verheiratet. Man kann deshalb aber nicht sagen, der 
8 Vgl. dazu z.B. Kutschera (71). 2.3.2. 
Satz (a) sei nicht analytisch, denn mit gleichem Recht könn te man 
auch sagen, er gelte nach wie vor: Junggesellen seien unverheiratete 
Leute, und wenn alle dem Gesetz Folge leisteten, gäbe es eben kei-
ne Junggesellen mehr. Wir wissen also nicht mehr, was wir unter so 
merkwürd igen und ungewöhnl ichen Umständen sagen sollen, und da-
hef n ü t z t uns die Bestimmung, ein analytischer Satz sei ein Satz, 
der unter allen denkbaren Bedingungen wahr ist, nichts, weil die 
meisten Sätze nicht unter allen denkbaren Bedingungen einen wohl-
bestimmten Wahrheitswert haben; weil ihre Gebrauchskriterien nicht 
für alle mögl ichen Situationen erklärt sind. 
Zweitens erweist sich auch die Bestimmung der analytischen Sät-
ze als Aussagen, deren Wahrheit sich allein aus der Bedeutung der in 
ihnen vorkommenden Wörter (bzw. Morpheme) ergibt, als wenig 
hilfreich, da die Bedeutungen der Wörter nicht nur durch semanti-
sche Zuordnungen oder Regeln festgelegt werden, sondern auch 
durch unsere Annahmen über die Welt. Sätze wie 
b) Reife Zitronen sind gelb und sauer 
c) Tiger haben gelblich-braunes Fell mit schwarzen Streifen und 
leben in den Waldgebieten Süd- und Ostasiens 
haben einerseits einen synthetischen Gehalt und bestimmen ande-
rerseits auch die Bedeutung der Wörter „ Z i t r o n e " , bzw. „Tiger" 
mit. Der Sinn unserer Bestimmung einer Frucht als Zitrone, bzw. 
einer Großka tze als Tiger würde sich ändern , wenn (b) bzw. (c) 
nicht mehr gelten würden. 
Für intensional interpretierte Kunstsprachen kann man den Be-
griff ,analytisch' so definieren: 
I) E i n Satz A der Sprache S ist analytisch genau dann, wenn er in 
allen möglichen Welten wahr ist, über denen S interpretiert ist. 
Diese Definition läßt sich aber nicht ohne weiteres auf eine na-
türliche Sprache S anwenden, für die eine Menge I der mögl ichen 
Welten, über der sie interpretiert ist, ja nirgends explizit angegeben 
ist, sondern sich nur als Menge aller logisch möglichen Welten be-
stimmen läßt, in denen genau die Sätze gelten, die analytisch in S 
sind. Solange die Menge dieser Sätze aber nicht festgelegt ist — und 
dazu sollte ja (I) verwendet werden — liegt auch 1 nicht fest. 
D. Lewis hat in (69), V . 5 einen Vorschlag gemacht, dieses Problem 
in den Grif f zu bekommen. Er unterscheidet dort die Begriffe ana-
lytisch in S' ( im Sinne der obigen Definition) und ,analytisch in 
einer Sprachgemeinschaft'. Letzteres wird so definiert: 
II) A ist analytisch in der Sprachgemeinschaft P genau dann, wenn 
es eine im Sinne der intensionalen Semantik exakte Sprache S gibt, 
in der A analytisch ist und die die wirkliche Sprache von P ist. 
Die Schwierigkeit der Unterscheidung analytischer und syntheti-
scher Sätze ist nun nach Lewis kein Definitionsproblem - das ist 
mit (I) und (II) gelöst - sondern sie liegt erstens in dem empiri-
schen Problem, festzustellen, welche Sprache die wirkliche Sprache 
von P ist, und zweitens in dem Problem, das dadurch entstehen 
kann, daß der Sprachgebrauch in P nicht eine Präzisionssprache ein-
deutig als die wirkliche Sprache von P auszeichnet, sondern nur eine 
Menge von syntaktisch gleichen, semantisch aber nur für die norma-
len Verständigungszwecke ausreichend ähnlichen Sprachen 9 . Es gibt 
also eine Menge S von Sprachen von P und man kann nur für sol-
che Sätze A behaupten, sie seien analytisch in P, die in allen Spra-
chen S aus S ( im Sinne von (1)) analytisch sind. Das mögen aber 
nur wenige sein. Und wenn es auch mehr Sätze gibt, die in allen 
Sprachen SeS synthetisch sind, so kann sich doch zwischen der 
Klasse der in P eindeutig analytischen und der in P eindeutig syn-
thetischen Sätze eine breite Schicht von Sätzen ergeben, die sich 
weder als unbestreitbar analytisch, noch als offensichtlich synthe-
tisch einstufen lassen. 
Adäqua te r als dieses Bi ld einer Gruppe von Präzisionssprachen, die 
in einer Sprachgemeinschaft P gesprochen werden, erscheint es je-
doch anzunehmen, daß in P nur eine Sprache gesprochen wird, die 
allerdings keine Präzisionssprache ist, sondern in vieler Hinsicht se-
mantisch unbestimmt oder vage. 
Es stellt sich damit die Frage, wie man semantische Vagheiten 
präzise beschreiben kann und ob sich damit ein Begriff der Ana-
lytizi tät definieren läßt, der den faktischen Vagheiten der Abgren-
zung Analytisch - Synthetisch Rechnung trägt. 
Das Problem der Vagheit stellt sich bei der semantischen Analyse 
natürlicher Sprachen auch unabhängig vom Problem der Analyt iz i -
tät . In solchen Sprachen kommen viele Sätze und Terme vor, die 
semantische Unbestimmtheiten aufweisen, denen bei einer logischen 
Analyse Rechnung getragen werden muß , wenn man sie nicht Über-
oder uminterpretieren wi l l . 
Es gibt mehrere Typen sprachlicher Phänomene , bei denen wir 
von „Vaghe i t en" reden. Wir wollen insbesondere pragmatische und 
semantische Vagheiten unterscheiden: 
9 Wir unterstellen hier die syntaktische Identität der Sprachen nur der Ein-
fachheit halber. Auch hier wird man realistischerweise gewisse Divergenzen 
annehmen müssen. 
Pragmatische Vagheiten entstehen einmal, wenn eine sprachliche 
Ä u ß e r u n g kein zureichendes Mittel zur Verwirklichung der Kom-
munikationsabsicht ist; wenn z .B. eine Mitteilung zu inhaltsarm ist, 
um dem Hörer die erforderlichen oder gewünschten Informationen 
zu geben; oder wenn eine Aufforderung so allgemein gehalten ist, 
d a ß ' d e r Hörer nicht weiß, was er nun konkret tun soll. Pragmati-
sche Vagheiten entstehen zweitens, wenn der Bezug von Indexaus-
drücken in einer Äußerung wie „wi r" , „e r " , „dieser" aus ihrem Kon-
text nicht hinreichend deutlich wird. 
Semantische Vagheiten sind nicht Vagheiten von Äußerungen, son-
dern solche von Sätzen oder Wörtern. Sie entstehen, wenn die Be-
deutungen von Tennen nicht eindeutig oder ausreichend festgelegt 
sind für alle grammatikalisch zulässigen Verwendungen. Typische 
Fälle semantisch vager Ausdrücke sind „of fene" Prädikate , für die es 
Anwendungsbereiche oder Anwendungssituationen gibt, in denen 
genaue Kriterien dafür fehlen, ob man sie einem Gegenstand zu-
oder absprechen kann. 
Hinzu kommt die Vagheit grammatischer Konstruktionen, die nicht 
durch eigene Morpheme ausgedrückt werden. 
Wir k ö n n e n nun mit Hilfe der partiellen Interpretation ein einfaches 
Model l zur Beschreibung von semantischen Vagheiten angeben. 
Ist M=(\J, I, <£) eine partielle Interpretation von T im Sinne von 
D7.1-2, so definieren w h : 
D7.2-1: E in Term t heißt wohldefiniert bzgl M in i — symbolisch 
W(t, A/, i) —, wenn <$j(t) definiert ist. t he iß t wohldefiniert bzgl M 
in J (JCI) - symbolisch W(t, M , J) - , wenn gilt Ai ( ieJ D W(t,J#,i)). 
Wir können nun sagen, daß ein Term t umso vager ist bzgl. einer 
Interpretation Af, je kleiner der Bereich der Welten i ist, in denen t 
wohldefiniert ist, d.h. in denen gilt W(t, M, i). 
Dieser Gedanke läßt sich wie folgt präzisieren: 
Wir gehen aus von einer komparativen Ähnlichkei tsrelat ion zwischen 
Welten j<jk - die Welt j ist der Welt i höchs tens so ähnlich wie die 
Welt k - oder von einem System von Ähnlichkei tssphären S im 
Sinne der Definitionen D3.4-1, bzw. D3.4-3 und definieren eine 
komparative Relation der Vagheit für Terme t<jt' - t ist (bzgl. M 
und S) in i höchs tens so vage wie t': 
D7.2-2: K i t ' := AS(Se5 t A W(t', M, S) D W(t, M9 S)). 
Man überzeugt sich leicht, daß diese Relation für jedes i eine 
schwache Ordnung ist, d.h. daß gilt t<jt' V t'<jt und t<jt' A t'<jt" 
D t<it" 1 0 . 
1 0 Fußnote siehe Seite 148. 
Die Rede von „Vaghe i t " ist nur dann angemessen, wenn die Ter-
me t und t' in i jedenfalls unter normalen Bedingungen wohldefi-
niert sind, d.h. wenn gilt W(t, M, CS{) und W(t', M, OS-). 
Mit diesem Vagheitsbegriff <j erfaßt man nur einen von zwei Ty-
pen semantischer Vagheit. Diese Typen lassen sich am Beispiel des 
Wortes „Sessel" verdeutlichen: 
Es ist das Kennzeichen vager Terme im 1. Sinn, daß es unter 
normalen Bedingungen hinreichend klare Gebrauchsregeln für sie gibt, 
daß diese Regeln unter entlegenen Umständen dagegen unbestimmt 
werden. Wir wissen, um ein Beispiel Wittgensteins anzuführen, nor-
malerweise genau, wie wir das Wort „Sessel" zu gebrauchen haben; 
ob das, was da vor mir steht, ein Sessel ist oder nicht. Aber: „Wie, 
wenn ich hingehe und ihn holen wi l l , und er entschwindet plötzlich 
meinem Blick? - Also war es kein Sessel, sondern irgend eine Täu-
schung. - Aber in ein paar Sekunden sehen wir ihn wieder und 
k ö n n e n ihn angreifen, etc. — Also war der Sessel doch da und sein 
Verschwinden war irgend eine Täuschung. - Aber nimm an, nach 
einer Zeit verschwindet er wieder, — oder scheint zu verschwinden. 
Was sollen wir nun sagen? Hast du für solche Fälle Regeln bereit, 
- die sagen, ob man so etwas noch „Sessel" nennen darf? Aber ge-
hen sie uns beim Gebrauch des Wortes „Sessel" ab; und sollen wir 
sagen, daß wir mit diesem Wort eigentlich keine Bedeutung verbin-
den, da wir nicht für alle Möglichkeiten seiner Anwendung mit Re-
geln ausgerüstet sind?" 1 1 
Dieser Fal l der Vagheit eines Wortes, die dadurch charakterisiert 
ist, daß seine Gebrauchsregeln nur für gewisse (normale) Umstände 
erklär t sind, ist zu unterscheiden von der Vagheit, die dadurch ent-
steht, daß die Anwendbarkeit eines Prädikats nach seiner Gebrauchs-
regel von der Ähnlichkeit der Objekte mit gewissen Standardobjek-
ten abhängt , von typischen Gegenständen, auf die wir es gewöhn-
l ich anwenden. M . Black hat diesen Typ von Vagheit in (49), S. 32f, 
durch sein fiktives Museum für Angewandte Logik verdeutlicht, in 
dem man in einem Raum eine Reihe von ca. 1000 Gegenständen 
findet, die auf der einen Seite mit einem klassischen Clubsessel be-
ginnt, auf der anderen mit einem formlosen Holzklotz endet, und 
in der sich die Objekte von ihren Nachbarn kaum merklich unter-
1 0 Aus W(t', M,S) D W(t,Af,S) und W(t", M, S) D W(t\ A/,S) folgt W(t", M S ) 
D W(t,M,S). Und gilt t<jt' nicht, so gibt es ein SeSj mit W(t',A/, S) A 
W(t,A/,S). Nach D3.4-3,3b gilt für alle TeSj TcS oder ScT. Im ersteren 
Fall gilt W(t', M% T), im letzteren , W(t, AT, T), in beiden Fällen also 
W(t, A/,T) D W(t',M, T). 
1 1 Wittgenstein (53), 80. 
scheiden. Die Grenze zwischen Sesseln und Nichtsesseln in dieser 
Reihe läßt sich nicht genau fixieren. Das Prädikat „Sessel" ist nicht 
von der A r t , daß es einen wohldefinierten Anwendbarkeitsbereich 
hä t te . 
Diesen zweiten Typ von Vagheit wollen wir hier nicht näher er-
ör te rn 1 2 . Wir k ö n n e n zwar durch partielle Interpretationen ausdruc-
ken, d a ß es Objekte gibt, die sich nicht eindeutig als Sessel oder 
Nichtsessel klassifizieren lassen. Aber diese Vagheit hat erstens nichts 
mit dem Problem der Analyt iz i tä t zu tun, das wir hier i m Auge ha-
ben, und zweitens ließen sich Grade der Vagheit von Anwendungen 
der P räd ika te nur für jedes Prädikat für sich und auf der Basis spe-
zifischer Ähnl ichkei tskr i ter ien (wie Form-, Färb- oder Verwendungs-
ähnl ichke i t ) angeben. 
Bzgl. der Interpretationen von T definiert man im Sinne von (I) 
D7.2-3: E i n Satz A ist analytisch bzgl. einer Interpretation 4> über 
I und U genau dann, wenn er gültig ist in <l> (d.h. wenn für' alle 
iel gilt <£j(A)=w). 
Wenn wir diesen Begriff auf partielle Interpretationen übertragen, 
so erhalten wir zwei Analytizitäts-Begriffe: 
D7.2-4: a) E i n Satz A ist bzgl. einer partiellen Interpretation <I> 
über I und U analytisch i.e.S. genau dann, wenn für alle 
i e l gilt 3>j(A)=w. 
b) A ist bzgl. $ analytisch Lw.S. genau dann, wenn für alle 
ie l gilt ^ ( A ) ^ (d.h. <£>j(A)=w oder <f>i(A) ist Undefi-
niert). 
Entsprechend sagen wir 
D7.2-5: a) E in Satz A ist bzgl. einer partiellen Interpretation 
über I und U synthetisch Le.S. genau dann, wenn es 
Welten iel gibt mit <£j(AW. 
b) A ist bzgl. <£ synthetisch Lw.S. genau dann, wenn es 
Welten i e l gibt mit *i(A)^=w. 
Sätze, die nicht analytisch i.e.S. sind, sind also synthetisch i.w.S., 
und solche, die nicht analytisch i.w.S. sind, sind synthetisch i.e.S. 
Analytische Sätze i.e.S. sind auch analytisch i.w.S., und syntheti-
sche Sätze i.e.S. sind auch synthetisch i.w.S. 
Ein Satz A kann analytisch i.w.S. und zugleich synthetisch i.w.S. 
sein -- wenn es nämlich Welten iel gibt, in denen <l>j(A) Undefiniert 
ist, während 3>j(A)=w gilt für alle Welten j , in denen A definiert 
ist. Ein solcher Satz sagt zwar i.e.S. nichts über die Welt aus, da er 
Vgl. dazu Kutschera (71), 2.4.7. 
in allen Welten, in denen er überhaupt eine eindeutig bestimmte 
Extension hat, wahr ist. Er sagt aber i.w.S. etwas über die Welt aus, 
nämlich daß sie zur Menge der Welten gehört , in denen A eindeutig 
ist. 
Die analytischen Sätze i.w.S., die nicht auch analytisch i.e.S. sind, 
sind Sätze, die nicht in allen Welten wahr sind, sondern nur in ge-
wissen Teilmengen von I. Wenn sie in der wirklichen Welt eine Ex-
tension haben, heißt das: sie gelten nur unter normalen, nicht aber 
unter beliebig entlegenen Bedingungen. Wir hatten oben gesehen, 
daß wohl die Mehrzahl der nicht logisch-mathematisch gültigen ana-
lytischen Sätze von dieser Art sind. Nun wird auch der Zusammen-
hang zwischen Bedeutungspostulaten und Annahmen über die Welt 
deutlich: Die Bedeutungspostulate gelten nur für Umstände, die den 
in unserer Welt tatsächlich obwaltenden Bedingungen hinreichend 
ähnlich sind. 
Die analytischen Sätze i.w.S. unterscheiden sich z.B. von Natur-
gesetzen dadurch, daß es für diese auch Welten gibt, in denen sie 
eindeutig falsch sind, während das für analytische Sätze nicht vor-
kommen kann. 
Wir können auch einen komparativen Analytizitätsbegriff einfüh-
ren A<jB - A ist (bzgl. <P und 5) in i höchs tens so analytisch wie 
B - indem wir setzen: 
D7.2-6 A<jB := AS(SeSj A S C [ A ] D SC[B]). 
Dabei ist [A] = { i : 4>j(A)=w}. S ist wieder ein System von Ähn-
lichkeitssphären 1 3 . 
Wir haben damit zwei Analytizitätsbegriffe — den Begriff der Ana-
lytizität i.w.S. und den der komparativen Analyt iz i tä t - angegeben, 
die Quines Bedenken gegen den klassischen Begriff der Analy t iz i tä t 
Rechnung tragen, ohne die Unterschiede zwischen analytischen und 
synthetischen Aussagen zu verwischen. Und wir haben in F o r m 
eines einfachen Modells aufgezeigt, wie Bedeutungspostulate mit A n -
nahmen über die Welt zusammenhängen . Endlich verschwindet auch 
die eingangs erwähnte Schwierigkeit der Bestimmung der Menge I 
der möglichen Welten für die Interpretation einer natürl ichen Spra-
che: Wir können als I immer die Menge aller logisch mögl ichen Wel-
ten wählen, 5-dimensionale und solche mit verheirateten Junggesel-
len eingeschlossen, und lassen dann für solche entlegenen Welten die 
Vgl. dazu die Definition der komparativen Möglichkeil in 1)3.4-4. Danach 
stellt A<jB eine Relation der komparativen Notwendigkeit dar. 
Wörter U n d e f i n i e r t , deren Gebrauchskriterien auf normale Umstände 
zugeschnitten sind. 
7.3 Pragmatische Interpretationen 
Bisher haben wir uns mit der Semantik von Ausdrücken befaßt. Wir 
wollen nun auch auf die Semantik von Äußerungen eingehen. Dersel-
be Ausdruck kann vom selben Sprecher zu verschiedenen Zeiten 
oder von verschiedenen Sprechern zur selben Zeit geäußert werden. 
Äußerungen sind also konkrete Sprechakte - seien sie laut- oder 
schriftsprachlich —, bzw. Resultate solcher Akte , die raum-zeitlich, 
nach Sprecher und Hörer und nach der Situation, in die sie einge-
bettet sind, bestimmt sind. Ausdrücke sind dagegen Formen solcher 
Sprechakte, die von den genannten konkreten Bestimmungen der 
Äußerungen abstrahiert sind, Formen laut-, bzw. schriftsprachlicher 
Äußerungen . Wir verwenden die Terme „ Ä u ß e r u n g " und „ A u s d r u c k " 
hier immer für Resultate von Sprechakten, bzw. Sprechaktformen. 
Es sind also sprachliche Produkte, die sich wie Vorkommnis und 
Typ, bzw. Element und Kbsse zueinander verhalten. 
Eine Semantik von Äußerungen ist bei der Analyse von Natur-
sprachen deshalb nöt ig, weil die Bedeutung einer Äußerung eines 
Ausdrucks A sich nicht immer allein aus der Bedeutung von A er-
gibt sondern durch die Umstände der Äußerung zusätzliche Bestim-
mungen erfahren kann. 
Wir machen das an zwei P h ä n o m e n e n deutlich: 
1. Wörter wie , , i ch" , „ d u " , „dieser" , „h ie r" , „ je tz t" , „ m o r g e n " 
usw., die erst durch den pragmatischen Kontext ihrer Äußerung 
einen bestimmten Bezug erhalten, nennt man nach Y.Bar-Hüiel 
Indexausdrücke (indexical expressions). , , Ich" bezeichnet den je-
weiligen Sprecher, „ d u " den jeweils Angesprochenen, „ j e t z t " den 
Moment der Äußerung, usw. Kommen solche Ausdrücke in einer 
Aussage vor, so hängen deren Extension und Intension von Parame-
tern ab, die in der Aussage selbst nicht vorkommen und die sich 
auf die Umstände einer Äußerung dieser Aussage (auf Sprecher, A n -
gesprochenen, Zeitpunkt, Ort etc.) beziehen. Eine Aussage wie „Ich 
habe dich gestern hier gesehen" hat also z .B. keinen bestimmten 
Wahrheitswert. Einen Wahrheitswert hat erst eine Äußerung dieses 
Satzes, bei der die Bezüge der Indexausdrücke festliegen. 
Eine entsprechende Funkt ion haben auch Verbalendungen, die 
Person und Zeit wie Indexausdrücke angeben. 
2. Wie der intendierte Sinn eines mehrdeutigen Wortes durch den 
sprachlichen Kontext bestimmt werden kann ( „ E r öffnet das 
S c h l o ß " - „Er bewohnt das Schloß") , kann er auch durch den 
pragmatischen Kontext der Äußerung, durch ihre Umstände, be-
stimmt werden („Dieses Schloß ist sehr alt"). Eine Determination 
einer Wortbedeutung durch die Umstände der Äußerung ergibt sich 
aber nicht nur bei mehrdeutigen Wörtern. Wenn z .B. jemand, der 
eine Hecke schneiden wi l l , zu mir sagt: „Ich brauche eine Schere", 
so ist aus dem pragmatischen Kontext klar, welche Art von Schere 
hier gemeint ist; in diesem Kontext sind die Äußerungen „Ich brau-
che eine Schere" und „Ich brauche eine Heckenschere" gleichbedeu-
tend, während eine generelle Synonymie der entsprechenden Sätze 
nicht besteht 1 4 . Auch die Verwendung von „ho l en" , bzw. „brin-
gen", oder „ k o m m e n " , bzw. „gehen" , richtet sich nach den Umstän-
den der Äußerung, dem Ort, an dem sich der Sprecher befindet. 
Nach Montague kann man die relevanten pragmatischen Parameter 
einer Äußerung in einem Index j zusammenfassen (j ist also ein 
n-tupel von Parametern), dem Bezugspunkt (point of reference) der 
Äußerung. Die Menge dieser Bezugspunkte sei J . E in Index j wird 
sicher eine Bestimmung für den (oder die) Sprecher, den (oder die) 
Hörer , den Zeitpunkt und den Ort der Äußerung enthalten müssen; 
aber auch Bestimmungen der durch Indexausdrücke wie „d ieses" 
oder „ jenes" besprochenen Objekte oder für die durch den pragma-
tischen Kontext ausgezeichneten Bezüge von Kennzeichnungstermen 
wie „Dieser Mann" etc. Es genügt aber im Prinzip, Ort und Zeit der 
Äußerung in j zu fixieren, da daraus und aus der Welt i , in der die 
Äußerung stattfindet, sich alle übrigen Bestimmungen ergeben. Für 
die folgenden formalen Definitionen können wir es jedoch offen las-
sen, welche Bestimmungen die Bezugspunkte j enthalten. 
Man kann nun entweder nach Y.Bar-Hil lel Äußerungen als Paare 
<A, j> eines Ausdrucks A und eines Index j auffassen und solchen 
Paaren Extensionen und Intensionen zuordnen; oder man nimmt 
den Parameter j als zusätzliches Argument in die Interpretation <t> 
von Ausdrücken auf. Beide Ansätze sind gleichwertig. 
Wir definieren: 
D7.3-I : Eine pragmatische intensionale Interpretation von T über 
U , I und der (nichtleeren) Indexmenge J ist eine dreistellige Funk-
tion ( I\ | (a) , die für alle jeJ die Bedingungen von D6.3-2 erfüllt. 
<t>i.j(a) ist die Extension der Äußerung <A,j> in der Welt i ; 
Ai<l>, j (A) ist die Intension der Äußerung <A,j>: \j<I>jj(A) ist die Ex-
1 4 Vgl. dazu auch Kutscheia (71), 2.4.3. 
tension des Ausdrucks A in der Welt i ; und Aji<£j j (a ) ist die Inten-
sion des Ausdrucks A . 
Indexausdrücke und indexabhängige Ausdrücke bzgl. einer Inter-
pretation sind Terme a, für die es Welten iel und Indices j , j eJ 
gibt mit $ i j ( a ) ^ * i , j '(a). 
Es scheint nicht sinnvoll zu sein, in Analogie zu JJL einen Opera-
tor co ir T aufzunehmen, für den gelten würde <S>jj(co(A)) = 
Aj<£jj(a); denn die Indexausdrücke haben in jedem Kontext einen 
konstanten Bezug. Wenn z.B. Kurt den von Hans an Fri tz adressier-
ten Satz „Ich bewundere d i ch" dem Max in indirekter Rede mittei-
len wi l l , so sagt er nicht: „Hans sagte, wie ich hör te , zu Fri tz , daß 
ich dich bewundere", sondern er wird sagen: „Hans sagte, wie ich 
hör t e , zu Fr i tz , daß er ihn bewundere". Aus diesem Grund ist es 
auch nicht zweckmäßig , die Indices i aus I und j aus J in einen 
zusammenzufassen, da man sonst mit dem Operator ß auch von 
den Bezugspunkten abstrahieren würde. 
Der Erfüllungsbegriff für pragmatische Interpretationen wird wie 
für Interpretationen definiert, und wir sagen, daß eine Interpretation 
<£ eine Äußerung (A,j> (wobei A ein Satz ist) in i erfüllt, wenn gilt 
<J>y(A)=w. 
Man kann mit Montague auch Folgebeziehungen für Äußerungen 
definieren: 
D7.3-2: Die Folgebeziehung (Au j x >, . . . , <A n, j n > (B, j>, in der 
A A n , B Sätze seien und j 2 , . . . , j n , j Indices aus J , ist gül-
tig, wenn iur alle iel und alle pragmatischen Interpretationen 4> gilt: 
Erfüllt $ alle Äußerungen (A^, j ^ ) (k= l , . . . , n) in i , so erfüllt <£ 
auch die Äußerung <B,j> in i . 
Mit solchen Foigebeziehungen kann man z.B. darstellen, daß aus 
der Äußerung von Hans zu Eva „Ich liebe d ich" die Äußerung in 
der gleichen Situation von Eva gegenüber Hans „Du liebst m ich" 
logisch folgt. 
U m diesen Ansatz zur Interpretation von Äußerungen noch etwas 
besser zu verdeutlichen, gehen wir kurz auf die Darstellung von 
Zeitangaben ein. Natürliche Sprachen enthalten sowohl Indexausdrük-
ke (wie „ h e u t e " , „ le tz tes Jahr") als auch Eigennamen (wie „ a m 
2.2.1975", „ im Jahr 3. v. Chr.") für Zeitmomente oder -intervalle, 
sowie zeitliche Funktoren (wie „ i m m e r " , „ w ä h r e n d " , „bevor" ) . Aus 
Gründen der Einfachheit verzichten wir auf Eigennamen für Zeit-
punkte oder -intervalle und betrachten nur temporale Indexausdrük-
ke, so daß die jeJ Zeitmomente sind. A u f J sei eine Relation j<k 
- j ist nicht später als k - definiert. 3>jj(A)=w gdt dann, wenn der 
f 
Satz A im Zeitpunkt j seiner Äußerung wahr ist; d.h. wenr die Äu-
ßerung (A, j> wahr ist. 
Wir k ö n n e n Zeitoperatoren der Kategorie 0(0) z .B. defir.ieren 
durch 
a) 4> i fj(T<(A))=w = Ak(k<j D fru k (A)=w) - T<(A) besagt also 
soviel wie „Bisher war es der Fal l , daß A " . 
b) ^ j (T^(A)=w = Ak( j<k D <£j k (A)=w) - „ V o n nun an ist es 
der Fa l l , daß A " 
c) $ i j(T v (A))=w = Vk(k< j A 4>i k (A)=w) - „Es war der Fal l , 
daß A " 
d) <*>ij(Tz(A))=w = Vk(j<k A $i ,k(A)=w) - „Es wird der Fal l 
sein, daß A " . 1 
e) 4>i j (T p (A))=w = Aj(<l>i j(A)=w) - „Es ist immer der Fal l , daß 1 
A " . ' ' ! 
Zeitoperatoren der Kategorie a(a, 6) werden z .B. definiert durch 1 
0 * i j ( T w ( A , B))=w = Vkl ( l<k<j A * U ( A ) = * i , k ( B ) = w A 
AI ( l '<k D <l>i5 i'(B)=f)) - „Bevor es der Fall war, daß B , war 
es der Fa l l , daß A " . 
g) * i j ( T w ( A , B))=w = Vk(ke{ j ' : j '< j A 4>U '(B)=w} A * i i k ( A ) = 
$>i k (A)=w) - „Während es der Fal l war, daß B , war es der 
Fa l l , daß A " . 
' I 
Ebenso, wie man mit den Indices j auf nichtsprachliche Äußerungs-
situationen Bezug nimmt, kann man auch Indices einführen, mit 
denen auf den sprachlichen Kontext eines Ausdrucks Bezug genom-
men wird. In der Umgangssprache gibt es, wie wir schon oben be-
tont haben, Mehrdeutigkeiten, die durch den sprachlichen Kontext 
aufgelöst werden, d.h. derselbe Ausdruck kann in verschiedenen 
Kontexten verschiedenes bedeuten. 
Es sei K eine Menge von Indices, die den Termen von T einein-
deutig zugeordnet sind; k ( A ) sei der Index des Terms A . Dann 
kann man 4> auch vom Index keK abhängen lassen. (I>i, k(A)(b) ist 
dann die Extension von b im Kontext A in der Welt i , <I>j k ( A ) ( A ) 
ist die Extension von A in i und Xi<t>j, k ( A ) ( A ) die Intension von A . 
Mit einem solchen Ansatz kann man z .B. darstellen, d a ß ein 
Term b im Kontext F(b) eine andere Intension hat als im Kontext 
G(b) , bzw. daß F im Kontext F(b) eine andere Bedeutung hat als 
im Kontext F(c) , und kann so Mehrdeutigkeiten Rechnung tragen. 
7.4 Bedeutungen 
Bei der Einführung der Intensionen im Abschnitt 2.3 wurde betont, 
daß der Intensionsbegriff nur eine erste Näherung zur Präzisierung 
des Bedeutungsbegriffs ist. Daß dieser sehr viel enger ist als jener, 
ergibt sich z .B. daraus, daß alle logisch äquivalenten Sätze dieselbe 
Intension, aber nicht immer dieselbe Bedeutung haben. Insbesondere 
kann man nicht sagen, daß alle logisch wahren Sätze dieselbe Be-
deutung hä t t en . 
Die Frage ist also, wie man den Rahmen der intensionalen Se-
mantik so erweitern kann, daß sich darin auch ein Bedeutungsbe-
griff charakterisieren läßt, der enger ist als der Intensionsbegriff. 
S. Kripke hat vorgeschlagen, dazu die Menge der möglichen Welten I 
so zu erweitern, daß auch logisch anomale Welten zugelassen wer-
den, die zwar logisch unmögl ich sind, aber von logisch nicht perfek-
ten Personen als möglich angesehen werden. Da es aber keine Gren-
ze für die mögl ichen logischen Inkompetenzen möglicher Personen 
gibt, ist dieses Vorgehen wenig attraktiv. Es läuft auch einfach dar-
auf hinaus, die Interpretation der logischen Operatoren so zu än-
dern, daß die üblichen Wahrheitsbedingungen nicht in allen Welten 
aus I gelten. Dafür ist aber kein intuitiv überzeugender Grund er-
sichtlich. 
Intuitiv überzeugender ist der Vorschlag Carnaps in (47), zwei 
Ausdrücke genau dann als bedeutungsgleich anzusehen, wenn sie in 
derselben syntaktischen Weise mit intensional äquivalenten Konstan-
ten aufgebaut sind l s . 
Den Begriff der syntaktischen Struktur k ö n n e n wir so definie-
ren: v { , i ' 4 , . . . seien für jede Kategorie r verschiedene Symbole, 
die nicht zum Alphabet von T gehören. Ist A f * / 1 , . . . , * * n ] e m e 
endliche Folge von Grundzeichen von T und dem Symbolen 
* i r \ • • • > *nn> s o s o n A [ b i T l , • • • > hn Tn] derjenige Ausdruck sein, der 
aus A [ * i T | , . . . , * n r n] durch Ersetzung aller Vorkommnisse von 
durch solche von b^» ( i - 1 , • • • , n) entsteht. Diese Schreibweise 
stellt also eine Verallgemeinerung der bisher verwendeten Notation 
A[b] dar, die in 1.1 eingeführt wurde. 
Stimmen zwei Terme A und B bis höchs tens auf Umbenennun-
gen von Variablen überein, so deuten wir das durch die Schreibweise 
A ^ B an. 
5 Carnap spricht dann von einer intensionalen Isomorphie. Diesen Ansatz 
macht auch D. Lewis in (70). 
Wir sagen nun, daß zwei Terme A und B strukturgleich sind ge-
nau dann, wenn es einen Ausdruck C [ * l 5 . . . , * n ] gibt, der keine 
Konstanten enthäl t , und Konstanten a l 5 . . . , a n und b 2 , . . . , b n , 
so daß gilt A ^ C [ a ! , . . . , a n ] und B ^ C ^ , . . . , b n ] . Wir nennen 
dann auch den Term A bzgl der Konstanten a k strukturgleich mit 
dem Tern B bzgl der Konstanten b k ( k= l , . . . , n). Die syntakti-
sche Struktur der Terme A und B wird durch einen Ausdruck 
C[ ' i - i , • • • , * n ] m i t den angegebenen Eigenschaften repräsentiert . 
Wir verwenden die am Ende des vorigen Abschnitts eingeführten 
Kontextparameter und erweitern die Sprache T um Konstanten r? 7 
der Kategorie t(r)(t(r)), für die gelten soll <$>u k(^(A))=3>i (k(A)(A)-
Wenn also z .B. für einen Satzoperator F der Kategorie 0(1(0)) der 
Wahrheitswert von F ( / i A ) von der Bedeutung von A abhängen soll , 
so schreiben wir F ( r ^ A ) . 
Wir bezeichnen A i ^ k(a)( a) als Grundintension der Konstanten a, 
und A i ^ k ( A ) ( A ) als Bedeutung des Terms A . Es liegt nahe, zu for-
dern, daß 4>i , k (A)( a ) = ^i ,k(a)( a ) m r a l i e 8 n t> wenn die Konstante 
a nicht in A vorkommt. Um nun die Bedeutungen im Sinn Carnaps 
festzulegen, fordern wir 
1) Gi l t $i, k(a)(a)=<£ijc(b)(b) fü* alte ^ s o &^ m r a n e i e * a u c n ^LkCA'tC 3) 
= ^i,k(B)(b), falls A bzgl. a strukturgleich ist mit B bzgl. b. 
Konstanten mit gleichen Grundintensionen sollen also in allen struk-
turgleichen Kontexten dieselbe Intension haben. 
Daraus folgt dann der Satz: 
T7.4-1: Die Bedeutung eines Terms hängt nur von seiner syntakti-
schen Struktur und den Grundintensionen der in ihm vorkommen-
den Konstanten ab. 
Denn wenn zwei Terme A=C[a, , . . . , a n ] und B=C[b l 5 . . . , b n ] 
dieselbe Struktur haben, so hängt < ^ k ( A ) nur von Ai4>ik(a j) 
( j = l , . . . n) ab, falls 77 in A nicht vorkommt. Gil t also ^ i . k (a ) ( a j ) = 
3>i, k(bj)(bj) für alle i und j , so gilt nach (1) auch ^ i , k(A)( aj >= 
cl >i,k(B)(bj), also $i ,k(A>(A)=$i,k(B)( B ) für alle iel . Ist der Satz 
schon bewiesen für alle strukturgleichen Terme, in denen 17 höch-
stens r mal vorkommt, so gilt er auch für solche Terme, in denen 
77 r+1 mal vorkommt. Denn 4>j k(r7A)=^>, k (A ) (A) = < £i k(B)(B )= 
* i , k f a B ) . 
Der Carnapsche Bedeutungsbegriff ist sicherlich hinreichemd eng 
Für viele Fälle, in denen wir von Bedeutungsgleichheit sprechen. ;v; 
er tatsächlich zu eng, aber das ist kein Einwand gegen seine Brauch-
barkeit. Wenn ein Funktor zwei in unserem Sinn bedeutungsver-
schiedenen Argumenten denselben Wert zuordnet, wenn seim Wen 
z.B. invariant ist gegenüber gewissen grammatischen Transfoirmaiu 
der syntaktischen Struktur der Argumente, so iäßt sich immer eine 
entsprechende Interpretation des Funktors im Rahmen der Bedeu-
tungssemantik angeben. 
7.5 < Performative Modi 
Die intensionale Semantik ist zunächst eine Semantik für Behaup-
tungssä tze , da sie den Sätzen Wahrheitswerte zuordnet. In natürli-
chen Sprachen kommen aber auch andere Satztypen vor: Fragen, 
Befehle, Warnungen, Empfehlungen, Begrüßungen, Bestät igungen, 
Vermutungen, Wünsche, Versprechungen, E inwände , Glückwünsche, 
Bit ten, Anleitungen, Entschuldigungen usw. Äußerungen solcher Sät-
ze sind nicht wahr oder falsch - es sei denn in einem indirekten 
oder über t ragenen Sinn --, sondern mit ihnen vollziehen wir Hand-
lungen. A u f die Mannigfaltigkeit solcher Redetypen hat vor allem 
J .L . Aust in in seiner Theorie der Sprechakte hingewiesen 1 6 . 
Man kann jedoch auch solche Typen von Äußerungen in einer 
Sprache wie T auf dem Umweg über ihre Beschreibungen interpretie-
ren. Dazu bringen wir in einem ersten Schritt die Äußerungen auf 
ihre explizit-performative Normalform Sie läßt sich am besten durch 
Beispiele er läutern: 
Die Äußerungen : 
a) Der Mond hat keine Atmosphäre. 
b) Schließe die Tür! 
c) Ist Fritz gekommen? 
werden in die F o r m gebracht: 
a') Ich behaupte (dir gegenüber), daß der Mond keine Atmosphä-
re hat. 
b') Ich befehle dir, daß du die Tür schließt! 
c) Ich frage dich, ob Fritz gekommen ist. 
D.h. es wird durch ein Prädikat (behaupten, befehlen, fragen) der 
performative Modus des Satzes explizit gemacht, und Sprecher und 
Hörer werden durch Indexausdrücke bezeichnet. 
Man kann dann in einem zweiten Schritt die Äußerungen (a') 
> (c') beschreiben, indem man Namen a und b für Sprecher und 
icr verwendet. Dann lauten die Beschreibungen so 
a " ) a behauptet (b gegenüber), daß der Mond kerne Atmosphäre 
hat 
Vgl. dazu z.B. Austin (62) und Searle (69), sowie die Darstellung in Kutsche-
rn (71), 2.4.5. - Zur folgenden Behandlung von performativ charakterisier-
ten Äußerungen und Sätzen vgl. auch D. Lewis (70). 
J i 
b") a befiehlt b, daß b die Tür schließt 
c") a fragt b, ob Fritz gekommen ist. 
Diese performativen Beschreibungen der Äußerungen (a) bis (c) 
sind Aussagesätze. Wir k ö n n e n sie symbolisch in der Form P ( a , b , A ) 
schreiben, wo P, der performative Operator, den performativen Mo-
dus der beschriebenen Äußerung angibt und A ein Aussagesatz ist, 
das sog. Äußerungsradikal der Äußerung. 
Mi t der Bedeutung einer solchen performativen Beschreibung 
einer Äußerung liegt auch deren Bedeutung fest. Wenn Hans zu 
Fri tz sagt „Schließe die Tür !" und ein Zuhörer fragt nach der Be-
deutung dieser Äußerung, so wird man ihm sagen, daß Hans Fr i tz 
befiehlt, die Tür zu schließen. Man gibt also die Bedeutung der 
Äußerung durch eine performative Beschreibung an. Wir k ö n n e n da-
her die Bedeutung der Äußerung mit der Bedeutung ihrer Beschrei-
bung identifizieren, d.h. mit der Bedeutung eines Aussagesatzes, so 
wie wir sie bisher festgelegt haben. 
Dabei ist es wichtig, zwischen der Bedeutung des Äußerungsradi-
kals einer Äußerung und ihrer eigenen Bedeutung zu unterscheiden: 
(a) hat nicht dieselbe Bedeutung wie (a"), denn (a) kann wahr, 
(a") aber falsch sein, oder umgekehrt. 
Die intensionale Semantik stellt sich so als eine Semantik performa-
tiv nicht charakterisierter Äußerungsradikale dar, in deren Rahmen 
sich in der angegebenen Weise Äußerungen auch performativ inter-
pretieren lassen. 
Performative Beschreibungen von Sätzen werden durch Prädikate 
gegeben wie z.B. „ J e m a n d befehlen, daß er die Tür schl ießt" . Ist 
P(a, b, A ) also die performative Beschreibung einer Äußerung eines 
Satzes B , so ist XxyP(x , y, A ) oder kurz P ( A ) die performative Be-
schreibung von B. A stellt dann das Satzradikal dar. 
Man beachte, daß der performative Modus einer Äuße rung eines 
Satzes B vom Kontext der Äußerung abhängen kann. Dem kann man 
aber durch die Verwendung von Bezugspunkten im Sinne von 7.3 
Rechnung tragen, so daß Xi4>jj(P) für verschiedene j verschieden 
sein kann. 
Es ist also durch einen einfachen Kunstgriff möglich., auch andere 
Satztypen als Behauptungssätze im Rahmen der intensionalen Seman-
tik zu interpretieren. In diesem Fal l bedarf es daher keiner Erwei-
terung des Interpretationsbegriffs von T. Die performativen Operato-
ren werden im Rahmen der Semantik von T wie andere Verben, d.h. 
wie deskriptive Konstanten interpretiert. 
8 - I n t e n s i o n a l e S e m a n t i k u n d n a t ü r l i c h e S p r a c h e n 
8.1 Universale und logische Grammatik 
Das hauptsäch l iche Anwendungsgebiet der intensionalen Semantik 
ist bisher die „phi losophische Logik" , d.h. die logische Analyse ein-
zelner nicht-extensionaler deskriptiver Ausdrücke, in der Wahrheits-
bedingungen für Sätze mit solchen Ausdrücken angegeben und da-
mit auch Folgebeziehungen zwischen solchen Sätzen ausgezeichnet 
werden. Daher liegt auch der Schwerpunkt dieser „Einführung" auf 
Beispielen solcher Anwendungen, wie sie in den Kapiteln 2 bis 5 
dargestellt wurden. 
Es war jedoch das Zie l , insbesondere von R. Montague, bei der 
Entwicklung der intensionalen Semantik einer typenlogischen Spra-
che, einen allgemeinen semantischen Rahmen für solche Analysen 
anzugeben, und damit eine Logiksprache zu entwickeln, die auch 
hinreichend ausdrucksstark sein sollte zur Analyse nicht nur einzel-
ner Ausdrücke, sondern ganzer natürlicher Sprachen. Die typenlogi-
sche Semantik sollte danach die Rolle einer universalen Grammatik 
übernehmen. 
Die Idee einer universalen Grammatik hat in der Linguistik wie 
in der Philosophie eine lange Tradition. So sagte z .B. schon Roger 
Bacon, daß die Grammatik für alle Sprachen im wesentlichen die 
gleiche sei, wenn sie auch akzidentellen Variationen unterliegen 
könne : „Grammat ica una et eadem est secundum substantiam in 
omnibus Unguis, licet accidentaliter varietur." 1 
Es ist also Aufgabe der universalen Grammatik, diese allgemeinen 
Konstanten der verschiedenen natürl ichen Sprachen herauszuarbeiten 
und ein System allgemeiner grammatikaler Kategorien und Zusam-
menhänge zu entwickeln, in denen sich die einzelnen Sprachen dar-
stellen und analysieren lassen. Der Gedanke, daß eine solche univer-
sale Grammatik sich nicht als ein empirisch zu ermittelnder gemein-
samer Nenner aller vorkommenden Sprachen ergibt, sondern als eine 
rationale oder apriorische Grammatik konstruiert werden m u ß und 
damit als eine universale Grammatik aller möglichen Sprachen, ist 
Vgl. Grammatica Graeca", hrsg. von E. Charles, Oxford 1869, S. 278. 
ebenfalls schon alt, So gaben z.B. A . Arnauld und C. Lancelot ihrer 
sog. , ,Logik von Port R o y a l " von 1660 den Titel ,,Grammaire 
generale et raisonnee". Die traditionelle Logik war jedoch viel zu 
ausdrucksarm, um einen solchen Anspruch einlösen zu können , und 
dasselbe galt für die symbolische Logik bis hin zu den Arbeiten von 
S. Kripke, die eine rein extensionale Logik war und damit ungeeig-
net zur Analyse der vielen nichtextensionalen Kontexte, wie sie in 
natürl ichen Sprachen vorkommen. Die Entwicklung einer intensiona-
len Typenlogik gibt jedoch Anlaß, die Frage erneut zu prüfen, ob 
nicht die logische Syntax und Semantik die Rolle einer universalen 
Grammatik übernehmen kann. 
R. Montague hat dazu in (70) folgende Gedanken entwickelt. Er 
definiert: 
D8.1-1: Eine desambiguierte Sprache S ist ein Quintupel 
<A, Fj, K j , S,jo> l eijeJ (wobei A die (nichtleere) Menge der Ausdrücke 
von S ist, die Fj( ie l) die syntaktischen Operationen, Kj (jeJ) die 
Menge der Grundausdrücke der syntaktischen Kategorie j , S die Men-
ge der syntaktischen Regeln von S, und j 0 die Kategorie der Behaup-
tungssätze) , so daß gilt: 
a) Die Operationen Fj erzeugen aus Ausdrücken der Menge A 
wieder Ausdrücke der Menge A . 
b) A ist die kleinste Menge, die alle Kj enthäl t und abgeschlossen 
ist bzgl. aller Operationen Fj. 
c) Für alle iel und jeJ sind Kj und der Wertebereich von Fj dis-
junkt. 
d) Für alle i , i ' e l und alle Argument-n-tupel a, bzw. a' i m Defi-
nitionsbereich von Fj , bzw. Fj', gut: Fj(a)=Fj'(a') D i=i' A a=a'. 
e) S ist eine Menge von Folgen der Gestalt (Fj, . . . , j n),j>. 
Dabei sei n die Stellenzahl der Operation Fj, iel und 
j i , • • • , jn> M 
0 j 0 e J . 
Es stellt also K = UKj das Grundvokabular der Sprache S dar, 
>J 
aus dem mithiife der Operationen Fj die Menge der Ausdrücke von 
S erzeugt wird (a, b). Danach ist es möglich, daß ein Grundausdruck 
verschiedenen Kategorien angehört , wie das in natürl ichen Sprachen 
oft vorkommt; so ist z.B. „ m u r d e r " sowohl ein Substantiv wie ein 
Verb. Nach (c) erzeugen die Operationen Fj keine Grundauisdrücke, 
sondern nur zusammengesetzte Ausdrücke. Eine desambigui<erte Spra-
che ist eine solche, in der jeder zusammengesetzte Ausdruck sich 
eindeutig in Teilausdrücken analysieren läßt. Daher fordert (d), daß 
sich derselbe Ausdruck nicht mit verschiedenen Operationem aus ver-
schiedenen Argumenten erzeugen läßt. Die syntaktischen Regeln 
sind n;ach (e) syntaktische Operationen, die dem Ergebnis in Ab-
hängigkei t von den Kategorien der Argumente eine Kategorie zuord-
nen. Daher lassen sich die Mengen Cj wohlgeformter Ausdrücke der 
Kategorie jeJ so definieren: 
D8.1-2: Die Cj (jeJ) sind die kleinsten Mengen, für die gilt: 
a) K j C Cj C A , 
b) F i ( a i , . . . , a n )eCj , wenn <Fj, <jl9 . . . , j n >, j>eS und a^Cj für 
K r < n . 
C = U Cj ist die Menge der wohlgeformten Ausdrücke von S. 
jeJ 
Eine desambiguierte Sprache ist z .B. die typenlogische Sprache T. 
Beim Aufbau von T haben wir die Menge der Kategorien J in 
D6.1-1 definiert. Die Mengen Kj (statt „ j " haben wir dort den In-
dex „ r " verwendet) enthalten die Konstanten der Kategorie j . A n -
steile der syntaktischen Operationen wurden in D6.1-2 direkt syn-
taktische Regeln formuliert. Die entsprechenden Operationen ergeben 
sich aus den Bedingungen (b) bis (f) dort, wenn wir die kategorialen 
Restriktionen weglassen. Dann erhalten wir fünf syntaktische Opera-
t ionen; F j erzeugt aus zwei Ausdrücken a und b den Ausdruck a(b), 
etc. 
D8.1-3: Die Sprache S ist ein Paar CS', R>, wo S' eine desambiguier-
te Sprache und R eine zweistellige Relation ist mit dem Vorbereich 
A (der Ausdrucksmenge von S). 
R bezeichnet man auch als analysierende Relation Das ist so zu 
verstehen, daß der Nachbereich von R die Menge der Ausdrücke 
von S sein soll; der Nachbereich von R, ( im Vorbereich) beschränkt 
auf Cj, ist die Menge der wohlgeformten Ausdrücke von S dieser Ka -
tegorie; die Vereinigung dieser Mengen ist dann die Menge der wohl-
geformten Ausdrücke von 5. E i n wohlgeformter Ausdruck Z von S 
ist syntaktisch mehrdeutig genau dann, wenn es mindestens zwei 
Ausdrücke X und Y von S' aus C gibt mit R ( X , Z ) und R ( Y , Z ) . 
D8.1-4: Eine Interpretation einer desambiguierten Sprache 
S = (A, F i , K j , S, jo)iei,j €j ist ein System <B, Gj , f \ i , für das gilt: 
a) Die G{ (iel) sind Operationen, die gleichstellig sind mit den 
F i , die auf B definiert sind, und deren Wertebereich B ist. 
b) f ist eine Funkt ion auf U K j mit dem Wertebereich B. 
jeJ 
B ist dabei die Menge der Bedeutungen. Die G\ sind semantische 
Operationen, die den syntaktischen Operationen Fj entsprechen; d.h. 
sie ordnen den Ausdrücken F i ( a 1 ? . . . , a n ) Bedeutungen in Abhän-
gigkeit von den Bedeutungen der aj , . . . , a n zu. Und f ist eine 
Funk t ion , die den Grundausdrücken von S Bedeutungen zuordnet. 
Wenn wir wieder auf T blicken, so läßt sich B unter Bezugnahme 
auf D6.2-1 und D6.3-1 als Menge U E r bestimmen. Nach D6.3-2 ent-
spricht jeder syntaktischen Operation zur Bildung wohlgeformter 
Ausdrücke von T eine semantische Operation zur Bestimmung der 
Bedeutung der zusammengesetzten Ausdrücke aus der Bedeutung 
ihrer Teilausdrücke 2 . Und in D6.3-2, a wird eine Zuordnung von 
Bedeutungen zu den Grundausdrücken (den Konstanten) von T an-
gegeben. 
Durch eine Interpretation wird eine eindeutige Zuordnung g von 
Bedeutungen zu allen (wohlgeformten) Ausdrücken von S definiert, 
die auf K mit f übere ins t immt. 
Für beliebige Sprachen S=(S\ R> wird eine Interpretation über 
eine solche für S' definiert, so daß ein Ausdruck Y von S genau 
dann die Bedeutung b hat, wenn es ein XeS' mit R ( X , Y ) gibt, so 
daß b die Bedeutung von X ist. Während alle Ausdrücke einer des-
ambiguierten Sprache genau eine Bedeutung haben, kann ein struk-
turell mehrdeutiger Ausdruck von S mehrere Bedeutungen haben. 
Die Idee einer universalen Grammatik läßt sich dann in der These 
ausdrücken: 
I) Jede Sprache S läßt sich in der in D8.1-3 angegebenen Weise 
darstellen. 
Diese These liefert zunächst eine Abgrenzung des Begriffs der „mög-
lichen Sprache". Wenn es darüber hinaus gelingt, Mengen von Kate-
gorien, von syntaktischen Operationen und von möglichen Bedeu-
tungen anzugeben, die allen Sprachen gemeinsam sind, so kann man 
von einer „universalen Grammatik" in einem engeren und präzise-
ren Sinn des Wortes sprechen. 
Diese These könn te man wie folgt begründen: Jede Sprache S 
en thä l t ein wohlbestimmtes Grundvokabular und bestimmte syntak-
tische Operationen, mit denen sich alle (wohlgeformten) Ausdrücke 
von S aus dem Grundvokabular erzeugen lassen. Andernfalls wäre 
sie syntaktisch nicht wohldefiniert. Ferner lassen sich die wohlge-
formten Ausdrücke kategorial so klassifizieren, daß die Anwendung 
der gleichen syntaktischen Operation auf wohlgeformte Ausdrücke 
Man könnte in D8 1-4 auch nur den im Sinne der syntaktischen Regeln von 
S restringierten syntaktischen Operationen Fj von S\ semantische Operatio-
nen G{ entsprechen lassen. 
gewisser Kategorien immer Ausdrücke einer bestimmten Kategorie er-
gibt. D a z u kann man z.B. im Sinne von Y . Bar-Hille 1 u.a. die sog. 
Substitutionskategorien von 5" ermitteln, die sich so definieren las-
sen 3 : Z w e i Ausdrücke X und Y von S he ißen genau dann isogen, 
wenn für jeden Satz A [ X ] gilt: Ist A [ X ] wohlgeformt in 5, so auch 
A [ Y ] , und umgekehrt. Dann entsprechen den Äquivalenzklassen 
bzgl. dieser Relation „ isogen" eindeutig die Kategorien von S. Syn-
taktisch mehrdeutige Ausdrücke ergeben sich nur dann, wenn der-
selbe Ausdruck mit zwei syntaktischen Operationen aus verschiede-
nen Argumenten erzeugt werden kann. U m das zu vermeiden, kann 
man z . B . mit Hüfe von Klammern den Aufbau der Ausdrücke ein-
deutig machen und so zu einer desambiguierten Sprache S' über 
demselben Grundvokabular, mit denselben Kategorien und analogen 
syntaktischen Operationen und Regeln übergehen; bzgl. S' läßt sich 
dann auch eine analysierende Relation für S angeben. 
Z u jeder interpretierten Sprache S gibt es ferner eine Menge B 
von Bedeutungen ihrer Ausdrücke. Die Bedeutung eines komplexen 
Ausdruckes X ergibt sich dabei aus der Bedeutung der Grundaus-
drücke, die in X vorkommen, sowie aus der Ar t und Weise, wie sie 
in X syntaktisch zusammengesetzt sind. D.h . es m u ß sich eine Z u -
ordnung f von Bedeutungen aus B zu den Grundausdrücken von S 
angeben lassen, und den syntaktischen Operationen (oder Regeln) 
von S müssen semantische Operationen entsprechen. Sind gewisse 
Grundausdrücke von S mehrdeutig, so lassen sich ihnen in S' meh-
rere eindeutige Grundausdrücke zuordnen. Da ein Ausdruck X nur 
dann mehrdeutig ist, wenn er mehrdeutige Grundausdrücke en thä l t 
oder wenn er syntaktisch mehrdeutig ist, so lassen sich dann den 
Ausdrücken von S' eindeutig Bedeutungen aus B so zuordnen, daß 
für R ( X , Y ) die Bedeutung von X eine mögliche Bedeutung von Y 
ist. 
Zur Kritik dieser These ist jedoch anzumerken: 
1. Der Begriff des wohlgeformten Ausdrucks ist für natürliche Spra-
chen kein scharfer klassifikatorischer Begriff. Es gibt Grade der 
Grammatizi tä t von Sätzen einer natürl ichen Sprache, die syntakti-
schen Regeln gelten mehr oder minder streng, sie lassen sich ( in 
Grenzen) neuen Zwecken anpassen. Das ist ein Aspekt der Plastizi-
tät natürlicher Sprachen: sie sind nicht nur diachronisch variabel, 
d.h. in ihrer geschichtlichen Entwicklung, sondern auch synchronisch 
gesehen, so wie sie sich in einem bestimmten Zeitpunkt darstellen. 
3 Vgl. Bar-Hillel (50). 
2. Entsprechendes gilt für die Semantik natürlicher Sprachen: Die j 
Bedeutungen der Sätze sind nicht in der Weise wohlbestimmt und 
fest umrissen, daß man von zwei Ausdrücken immer eindeutig sagen j 
könn te , sie seien entweder synonym oder nicht. 
3. Natürliche Sprachen weisen ferner auch in dem Sinne eine Plasti- i\ 
zi tät auf, daß ihre Grundausdrücke wie ihre grammatischen Struktu-
ren vieldeutig sind, daß dieselben Wörter oder Fügungen in verschie-
denen Kontexten Verschiedenes bedeuten. Wenn man sie auch in 
dem Sinn desambiguieren kann, daß man das Grundvokabular und 
die Zahl der syntaktischen Operationen, bzw. Regeln entsprechend 
erweitert, so verliert man damit doch eine wesentliche Leistung der , 
Sprache: mit einer möglichst geringen Anzahl von Grundausdrücken 
und Fügungen auszukommen, ohne starke und den Informationswert 1, 
der Sätze infrage stellende Mehrdeutigkeiten und Vagheiten in Kauf I1 
zu nehmen. Nun soll eine desambiguierte Sprache nicht die natürli- <  
che Sprache ersetzen und ihre kommunikative Rolle übernehmen, j 
sondern nur der grammatikalischen Beschreibung dienen. Wenn man i 
aber natürliche Sprachen in der Grammatik nicht präziser beschrei-
ben wi l l , als sie tatsächlich sind, und auch ihre Plastizität grammati-
kalisch erfassen wi l l , so müßte man auch komparative syntaktische | 
und semantische Begriffe verwenden, komparative Begriffe des Wohl-
geformtseins, der Synonymi tä t etc. 
4. Dem semantischen Modell nach D8.1-4 liegt eine realistische Be-
deutungstheorie zugrunde, nach der Bedeutungen vorgegebene Enti-
tä ten sind, die den (wohlgeformten) Ausdrücken einer Sprache bei 
ihrer Interpretation zugeordnet werden. Philosophisch gesehen sind 
jedoch die realistischen Bedeutungstheorien nicht haltbar, und daher 
läßt sich dieses Model l nur als eine bequeme F ik t ion ansehen. Dar-
auf gehen wir im nächsten Abschnitt genauer ein. 
5. A u c h die Idee einer rekursiven Bestimmung der Bedeutungen, 
auf die sich dieses Modell stützt , ist für natürliche Sprachen frag-
würdig. Im großen ganzen ist es sicher richtig, daß sich die Bedeu-
tung eines komplexen Ausdrucks aus den Bedeutungen der Grund-
ausdrücke bestimmt, die in ihnen vorkommen, und aus der Ar t und 
Weise ihrer syntaktischen Zusammenfügung. Man kann aber oft auch 
sagen, daß sich die (genaue) Bedeutung der Grundausdrücke in ei-
nem Satzkontext erst aus diesem Kontext ergibt. D.h. die Bedeu-
tungszuordnungen in den natürlichen Sprachen sind tatsächlich nicht 
rein rekursiv, und es ist daher die Frage, ob sich alle semantischen 
Phänomene natürlicher Sprachen durch rekursive Interpretationen 
darstellen lassen. 
Wesentlich s tärker als (I) ist die These, daß eine logische Grammatik 
die Rol le einer universalen Grammatik übernehmen kann. Man könn-
te versuchen, sie so zu formulieren: 
II) Jede Sprache S läßt sich in der Fo rm (T, R) für ein geeignetes 
R darstellen. 
E i n Problem dieser These liegt schon darin, daß die Menge J der 
Kategorien von T eng begrenzt ist. Die traditionellen grammatikali-
schen Kategorien kommen in J nicht vor, wie z .B. Substantiv, Adjek-
tiv, Verb, Relativpronomen, Fragesatz, etc. Andererseits en thä l t J ka-
tegoriale Unterscheidungen, die in der traditionellen Grammatik keine 
Rolle spielen. Es ist also zu erwarten, daß die analysierende Rela-
t ion R für Natursprachen, wenn sie sich in der F o r m (T, R> darstel-
len lassen, sehr kompliziert ist; d.h. daß die Tiefenstruktur eines 
Satzes Y in dieser Grammatik, die durch einen Satz X von T mit 
R ( X , Y ) dargestellt wird, sich sehr stark von seiner Oberflächen-
struktur unterscheidet. 
Es scheint kaum möglich zu sein, die These II durch allgemeine 
Über legungen zu begründen, sondern nur so, daß man für die ein-
zelnen Natursprachen, oder jedenfalls exemplarisch für eine solche 
Sprache, die Relation R in allen Details angibt. Das ist aber bisher 
nur für elementare und kleine Fragmente von Natursprachen gesche-
hen. Es ist also nicht ersichtlich, wie man die logische Grammatik 
apriorisch als universelle Grammatik rechtfertigen kann. 
Problematisch ist auch, ob die Definit ion der Bedeutungen in der 
Semantik von T ausreicht, allen semantischen P h ä n o m e n e n von Na-
tursprachen gerecht zu werden. A u c h die Bedeutungen im Sinne von 
7.4 sind vermutlich nicht ausreichend, da sie sich nur auf die syn-
taktischen Strukturen in T beziehen. Wir haben bereits i m 7. Kapi-
tel gesehen, daß es zur Erfassung einiger natursprachlicher Phänome-
ne notwendig ist, den Interpretationsbegriff von T zu erweitern. Da-
her ist die These II sicherlich so nicht korrekt, sondern man wird 
nur entweder die These aufstellen können , daß es eine Logiksprache 
S gibt, so daß sich alle natürliche Sprachen in der Fo rm <5, R> dar-
stellen lassen - das ist aber in Ermangelung einer genaueren Be-
stimmung dessen, was eine „Log iksprache" ist, eine sehr vage Be-
hauptung - oder man kann das Programm verfolgen, durch geeigne-
te Modifikationen von T eine solche Logiksprache S konkret anzu-
geben. 
Wir wollen im folgenden Abschnitt ein grundsätzl iches Problem 
erörtern, dem ein solches Programm begegnet, und dem man nicht 
durch so einfache Modifikationen Rechnung tragen kann, wie sie im 
7. Kapitel besprochen wurden. 
8.2 Das Problem einer typenfreien Sprache 
Bei Anwendungen der typenlogischen Sprache T zur Analyse natur-
sprachlicher Sätze erweisen sich die kategorialen Restriktionen in T 
oft als hinderlich. Jede Funktionskonstante von T gehört einer be-
stimmten Kategorie r(p) zu und läßt sich daher ausschließlich auf 
Argumente der Kategorie p anwenden. Das hat in vielen Fällen sei-
nen guten Sinn, denn während z.B. „ r o t " und „S te in" Prädikate 
sind, die sich nur auf konkrete Dinge anwenden lassen, sind „ F a r b e " 
oder „ S p o r t a r t " Prädikate , die sich nur auf Begriffe anwenden las-
sen. Es gibt aber auch viele Fälle, in denen wir dasselbe Prädikat 
auf Argumente verschiedener Kategorien anwenden. Schwer kann 
z .B. ein Objekt (Kategorie v), aber auch eine Tätigkeit (Kategorie 
o(v), bzw. o(i(v))) sein, transitiv k ö n n e n zweistellige Relationen der 
Kategorie a(p, p) für beliebige p sein, usw. Man kann in solchen 
Fäl len, wie das letzte Beispiel zeigt, nicht immer von einer Mehr-
deutigkeit der Prädikate sprechen. 
Es stellt sich daher die Frage, ob man nicht die typenlogischen 
Restriktionen zugunsten einer größeren Flexibil i tät der Sprache libe-
ralisieren kann. Der Einfachheit halber erör tern wir diese Frage im 
folgenden nur für extensional interpretierte Sprachen. 
Es ist zunächst möglich, mit v als einziger Grundkategorie auszu-
kommen. Denn man kann zwei Objekte im Individuenbereich U 
einer Interpretation <£ über U nach D6.2-2 als das Wahre und das 
Falsche auszeichnen und Sätze wie Eigennamen für diese Objekte be-
handeln, wie das z.B. Frege in den „Grundgesetzen der Ar i thmet ik" 
tut. Eine solche Reduktion der Kategorien allein bringt aber für die 
Analyse von Natursprachen wenig Gewinn. 
Eine erhebliche Liberalisierung der Restruktionen in Tx ergibt 
sich dagegen, wenn man die Mengen E T der möglichen Extensionen 
der Kategorie r so erweitert, daß z .B. ein Prädikat der Kategorie 
o(o(v)) nicht nur für Argumente der Kategorie o{y), sondern auch fur 
solche der Kategorien v{v)> v(o), o(a), o und v erklärt ist. Wenn wir 
im Sinn der vorstehenden Bemerkung Wahrheitswerte als Individuen 
ansehen und so mit v als einziger Grundkategorie arbeiten, können 
wir diesen Gedanken so präzisieren: Wir ordnen den Kategorien r 
Zahlen s(r) zu und definieren s(y)=l, s(r(p)) = max(s(r), s(p)) + I. 
Dann erweitern wir die Sprache Tx zu einer Sprache 7\*, in dem 
wir fordern: 
a) Ist F eine Konstante der Kategorie r(p) und a ein Te rm der 
Kategorie p ' mit s(p') < s(p), so ist F(a) ein Term der Kate-
gorie r. 
b) Ist A[a] ein Term der Kategorie r , a eine Konstante und x 
eine Variable der Kategorie p, die in A[a] nicht vorkommt, 
und ist A[b ] kein Term für Konstanten b einer Kategorie p 
mit s(p') > s(p), so ist XxA[x ] ein Term der Kategorie r(p). 
c) Sind a und b Terme, so ist a = b ein Term der Kategorie v. 
Wir setzen ferner: 
E+ = U und E+p) = E+ VWteM E p \ 
Es ist dann E+ = E ^ E + ^ = E m , E + „ M ( | ; ) = E v { v ) { v y aber 
^v(v{v))~ E ^ E ^ u E K ^ ) , usw. Die Mengen der möglichen Extensionen 
werden also kumulativ bestimmt, so daß ein Funktor der Kategorie 
r (p) nicht nur für Argumente der Kategorie p erklärt ist, sondern 
auch für Argumente solcher Kategorien p ' , deren Schicht s(p') nicht 
kleiner als s(p) ist. Wenn wir nun in D6.2-2 die Mengen E r durch 
die Mengen E * ersetzen, erhalten wir einen passenden Interpreta-
tionsbegriff für Ti . 
Eine solche Liberalisierung von T macht bei einer Anwendung 
zur Analyse natursprachlicher Sätze den Gebrauch von partiellen In-
terpretationen wünschenswert , da z .B. nicht alle Funktoren der K a -
tegorie v(v(v)) auch für alle Argumente der Kategorie v erklärt sein 
werden. 
Es stellt sich nun die Frage, ob man nicht auf alle Kategorienun-
terscheidungen überhaupt verzichten, d.h. eine typenfreie Sprache 
aufbauen kann. Wertverläufe von Funktionen lassen sich ja als Ob-
jekte auffassen, und statt Konstanten für Funktionen k ö n n e n wir 
Namen für die Wertverläufe dieser Funktionen verwenden, da ein 
Ausdruck XxF(x) (a ) dasselbe bedeutet wie F(a). 
Eine solche typenfreie Sprache liegt der klassischen Logik zu-
grunde. In ihr lassen sich aber Antinomien, d.h. beweisbare Wider-
sprüche konstruieren. 
Die einfachste logische Antinomie ist die von B . Russell, die die-
ser in einem Brief vom 16.6.1902 an Frege mitteilte. Sie ergibt 
sich, wenn man die Klasse aller Klassen betrachtet, die sich selbst 
nicht als Element enthalten, und fragt, ob sie sich selbst als Ele-
ment enthäl t oder nicht. Nehmen wir das erstere an, so folgt dar-
aus, daß sie sich selbst nicht en thä l t ; nach dem Prinzip (AD - i A ) 
D - i A gilt also das letztere. Daraus folgt aber, daß sie sich selbst 
enthält . Wir erhalten also einen Widerspruch, der sich in der übli-
chen symbolischen Notation, in der „ e " die Elementschaftsrelation 
bezeichnet und „X" die Klassenabstraktion, so formulieren läßt : 
Xx-r (xex) e Xx-n(xex) = - - ( X x - r ( x e x ) e Xx- . (xex)) . 
Wie K . Greiling und L . Nelson in (07) gezeigt haben, kann man 
die Konstruktion der Antinomie von Russell wie folgt verallgemei-
nern: Ist r(x, y) eine nacheindeutige Relation, so daß gilt 
a) Axyz(r (x , y) A r(x, z) D y=z), 
und definiert man 
b) c := X x V y ( r ( x , y ) A - ( x e y ) ) , 
so gilt, falls es ein a gibt mit 
c) r(a, c), 
aec = V y ( r ( a , y) A -.(aey)) nach (b), wegen (c) und (a) also aec = 
- I (aec). 
Im Falle der Russellschen Antinomie ist r(x, y) die Relation 
x=y. Wie J . Bartlett in (61) gezeigt hat, kann man aber für r(x, y) 
z.B. auch setzen x=Xz(z=y), x = X z ( z ^ ) , x=Äz(yez) oder x=\z-^(yez). 
Nach diesem Schema lassen sich auch semantische Antinomien kon-
struieren. Dazu nehmen wir an, daß der Objektbereich unserer Spra-
che auch Namen für ihre Terme enthäl t , und fuhren eine Namens-
relation n(a, b) ein, so daß n(a, b) besagt, daß der Ausdruck a einen 
Namen bezeichnet für das durch den Ausdruck b bezeichnete Objekt 
„ n ( a , Äx(x=x) )" besagt also z .B. soviel wie „a ist ein Name für 
die Klasse aller Objekte, die mit sich selbst identisch sind". Diese 
Relation ist nacheindeutig. 
Man erhält z .B. die Antinomie von Greiling, wenn man in dem 
obigen Schema „ n " für „ r " setzt, c ist dann die Klasse aller Klas-
sennamen, die heterologisch sind, d.h. die in den Klassen nicht ent-
halten sind, die sie bezeichnen. Und es ergibt sich, falls a ein Name 
für c ist, daß a heterologisch ist genau dann, wenn a nicht hetero-
logisch ist. 
Wir brauchen hier nicht auf die übrigen Antinomien einzugehen, 
da das Konstruktionsschema von Greiling und Nelson bereits ge-
nügt, die Problematik deutlich zu machen 4 . 
Die Antinomien nach dem Schema von Greiling und Nelson verwen-
den das Cantorsche Diagonalverfahren, das sich so charakterisieren 
läßt : Es soll gezeigt werden, daß es keine Abbildung einer Menge A 
von Objekten auf eine Menge B von einstelligen Begriffen auf A 
gibt. Dazu geht man indirekt vor und nimmt an, es gebe eine solche 
Abbildung, d.h. eine Relation r(x, f), die auf A x B definiert ist und 
für die gilt: 
Für eine ausführliche Darstellung der Antinomien vgl. z.B. Fraenkel, Bar-
Hillel und Levy (73), Kap. I oder Kutschera (64), Kap. I. 
la ) Axfg( r (x , f) A r(x, g) D f=g), und 
l b ) A f V x r ( x , 0 . 
Dabei stehe „ f=g" für „Ax(fx = gx)" 
Wenn man weiter annimmt 
2) B ist abgeschlossen gegenüber Definierbarkeit mit logischen 
- Mi t te ln (hier: den Mit teln der P . L . 2. Stufe), 
so erhäl t man einen Widerspruch. Denn man kann definieren 
3) C x := V f ( r ( x , f ) A -nfx). 
„ C " bezeichnet nach (2) einen Begriff aus B, so daß es nach ( l b ) 
ein Objekt a aus A gibt mit r(a, C). Dann gilt aber nach (3) und 
( l a ) 
4) Ca = - Ca. 
Die Ablei tung dieses Widerspruchs aus (1) und (2) kann man, 
wenn nicht beide Annahmen wie im Falle der Ant inomien beweis-
bar sind, als Widerlegung der nicht beweisbaren Annahme auffassen. 
Man hat auf verschiedenen Wegen versucht, mit den Antinomien 
fertig zu werden 5 . E i n Weg besteht darin, die Gesetze der klassi-
schen Prädikatenlogik z u modifizieren. Da etwa in der Antinomie 
von Russell neben dem Abstraktionsprinzip nur elementare aussa-
genlogische Prinzipien verwendet werden, müßte man also schon die 
klassische Aussagenlogik abändern . Für eine solche Modifikation 
fehlt bisher aber eine intuitiv überzeugende Begründung 6 . Die klassi-
sche Aussagenlogik entspricht, mit einer unten zu diskutierenden 
Einschränkung, wohl am besten der „na tü r l i chen" Logik der Spra-
che. 
Wenn man an der klassischen P .L . festhält , so kann man, wie 
das A . Tarski in (44) vorgeschlagen hat, die semantische Ant inomien 
vermeiden, indem man nur semantisch offene Sprachen verwendet, 
d.h. Sprachen, die keine Namen für ihre wollige formten Ausdrücke 
enthalten, und in denen sich dann auch semantische Begriffe und 
Beziehungen, wie der Wahrheitsbegriff und die Namensrelation, nicht 
ausdrücken lassen; in denen also die Objektsprache nicht die gleichen 
Ausdrucksmittel en thä l t wie die Metasprache. Intuitiv gesehen ist 
auch das wenig überzeugend, da wir ja deutsch über die deutsche 
Sprache sprechen können . Die natürl ichen Sprachen sind also seman-
5 Vgl. zum folgenden auch die ausführliehen Erörterungen z.B. in Fraenkel, 
Bar-Hiliel und Levy (73) oder in Beth (59). 
6 Wie die Antinomie von Curry zeigt (vgl. Curry (42)), genügt es z.B. nicht, das 
Prinzip vom ausgeschlossenen Dritten aufzugeben, d.h. z.B. eine intuitionisti-
sche Aussagenlogik zu verwenden. 
tisch geschlossen, und man würde der Anwendbarkeit von Kunst-
sprachen bei der Analyse natürlicher Sprachen zu enge Grenzen zie-
hen, wenn man nur semantisch offene Kunstsprachen zuließe. Zu-
dem geht es nicht nur darum, daß man keine Namen für die Terme 
der Sprache in sie einführen kann; wie das angegebene Konstruk-
tionsschema für Ant inomien zeigt, genügt es für die Ableitung eines 
Widerspruchs, stattdessen Namen für beliebige Objekte, z .B. Zahlen 
zu verwenden, sofern diese sich nur auf die in der Sprache ausdrück-
baren Begriffe abbilden lassen. Daher konnte auch K . Gödel in sei-
nem Beweis für die Unvollständigkeit der Ari thmetik die Konstruk-
tion der semantischen Antinomie von Richard übernehmen 1 . 
Wenn man die klassische R L . beibehält , so kann man zur Ver-
meidung der logischen Ant inomien im wesentlichen zwei Wege ein-
schlagen: 
1. Man häl t an einer typenfreien Sprache fest, modifiziert aber das 
Abstraktionsprinzip so, daß nicht jedem Begriff eine Klasse ent-
spricht. (Bzw. man unterscheidet zwischen Klassen und Mengen läßt 
nicht jedem Begriff eine Menge entsprechen.) Das ist der Weg der 
axiomatischen Mengenlehre. E r ist jedoch intuitiv unbefriedigend, da 
nicht ersichtlich ist, wieso manche Begriffe Klassen (bzw. Mengen) 
definieren, andere aber nicht. 
2. Man verwendet eine Typenlogik, in der Ausdrücke wie -i(aeb) 
nur dann syntaktisch wohlgeformt sind, wenn b von einer h ö h e r e n 
Kategorie ist als a. Dann ist insbesondere die Bildung von Ausdrük-
ken wie -.(cec) im Falle der Antinomie von Russell oder von 
- , (Äz(z=c)ec) , -n(/Vz(z9^c)ec), -n(Äz(cez)ec) und -n(Äz- . (cez)ec) im 
Falle der Ant inomien von Bartlett nicht möglich. 
Z u einem solchen Ansatz gelangt man durch folgende Überle-
gung: Die Extensionen der Begriffe der Menge B im Cantorschen 
Diagonalverfahren müssen einerseits durch gewisse Bestimmungen de-
finiert sein, damit man von wohlbestimmten Begriffen sprechen kann 
und die Menge B sich abgrenzen läßt. A u c h die Bestimmung der Re-
lation r setzt voraus, daß die Begriffe aus B wohlbestimmt sind. A n -
dererseits kann man aber mit Hilfe von r in mannigfacher Weise 
auch Begriffe auf A bestimmen. Wenn diese Begriffe nun i m Sinne 
von (2) auch Elemente von B sein sollen, so gibt es für sie zwei Be-
dingungen, nach denen ihre Extension festgelegt wird: die ursprüng-
liche Definitionsbedingung und die neue, die auf r Bezug nijmmt. 
Und diese beiden Bedingungen können sich, wie (3) zeigt, wider-
sprechen. 
7 Vgl. Gödel (31) sowie die Darstellung in Stegmüller (59). 
V o n einer konzeptualistischen oder konstruktivistischen Position 
aus, für die Begriffe nur durch Definitionen entstehen, kann man 
diesen Sachverhalt so beschreiben: Ist A gegeben, so kann man auf 
A eine Menge B von Begriffen definieren. Erst wenn B und die Ele-
mente von B definiert sind, lassen sich Relationen r auf A x B definie-
ren.-Mit Hilfe solcher Relationen lassen sich dann neue Begriffe auf 
A erklären, von denen manche extensionsgleich mit solchen aus B 
sein k ö n n e n . Man kann das aber nicht für alle diese Begriffe voraus-
setzen, und man kann insbesondere nicht sagen, daß diese neuen 
Begriffe über A selbst der Menge B angehören. Man gelangt so zu 
einer Hierarchie von Begriffen über A , die sich daraus ergibt, daß 
die gewissen En t i t ä t en erst dann definiert werden können , wenn an-
dere bereits definiert sind. Insbesondere gut ein Verbot der imprädi-
kativen Begriffsbildung: Kein Begriff kann unter Bezugnahme auf 
eine Menge definiert werden, der er selbst angehört . Daher kann der 
Begriff C nach (3) kein Element von B sein. Damit gelangt man zu 
einer verzweigten Typenlogik, die noch stärkere kategoriale Restrik-
tionen enthäl t als die einfache Typenlogik, die wir bisher behandelt 
haben, da sie unter den Begriffen der Kategorie a(p) noch verschie-
dene Stufen betrachtet. 
Der Nachteil dieses Ansatzes liegt darin, daß sich so starke kate-
goriale Unterscheidungen in natürlichen Sprachen nicht finden, und 
daß es viele in einem so allgemeinen Sinn „ impräd ika t ive" Begriffs-
bildungen gibt (wie z .B. „Die Spezies mit dem kleinsten Umfang aus 
der Menge der Spezies der Gattung Rosa"), die durchaus harmlos 
sind. 
Die einfache Typenlogik betrachtet demgegenüber in einer nicht-
konstruktiven Weise die Menge aller Begriffe über A als vorgegeben, 
so daß insbesondere (2) gilt. Dann m u ß sie aber verbieten, daß es 
Relationen nach (1) gibt, daß also insbesondere Klassen zu oder 
Namen von Begriffen aus B Elemente von A sind, und m u ß diese 
Objekte einer höheren Stufe zurechnen. Während die Typenunter-
scheidung von Begriffen, wie wir gesehen haben, eine gewisse intui-
tive Plausibilität hat, ist die Typenunterscheidung im Bereich der 
Klassen und Namen jedoch weniger überzeugend. 
Wir wollen uns daher überlegen, ob es nicht einen anderen Weg zur 
Vermeidung der Antinomien gibt. Dazu gehen wir zunächst von der 
Frage aus, ob die Widersprüche nicht verschwinden, wenn wir B 
nicht als Menge aller vollständigen Begriffe auf A bestimmen, son-
dern als Menge aller partiellen Begriffe auf A , d.h. als Menge der 
Funktionen aus {w, (Y^\ Wir hatten ja in 7.1 gesehen, daß die mei-
sten umgangssprachlichen Prädikate nur partiell erklärt sind. Wir 
finden dann, daß sich das Cantorsche Diagonalverfahren nicht mehr 
anwenden läßt. Der Satz „Ca = - i C a " stellt nur dann eine Kontra-
d ik t ion dar, wenn „ C a " wahr oder falsch ist. Die Cantorsche K o n -
struktion läßt sich dann einfach als Beweis dafür auffassen, daß das 
nach (3) definierte Prädikat „ C " nicht für das Argument „ a " erklär t 
ist; daß es also nicht möglich ist „ C " vollständig auf A zu definie-
ren. Es sieht also so aus, als würde es die Verwendung partieller Be-
griffe und Funktionen erlauben, sowohl mit einer typenfreien Spra-
che zu arbeiten, als auch das Abstraktionsprinzip beizubehalten und 
semantisch geschlossene Sprache zuzulassen. Der Preis, den man da-
für zu zahlen hat, besteht darin, daß nicht allen wohlgeformten Aus-
drücken eine Extension zugeordnet wird; ja daß es, wie die A n t i -
nomien zeigen, Sätze gibt, denen sich prinzipiell keine Extension zu-
ordnen läßt. Diesen Preis m u ß man aber, wie wir in 7.1 betont 
haben, im Umgang mit natürl ichen Sprachen ohnehin zahlen. 
Aber sehen wir genauer zu: Wenn wir wie in 7.1 partielle Funk-
tionen als wohlbestimmte Extensionen ansehen, die bei einer Inter-
pretation den Funktionstermen zugeordnet werden, so k ö n n e n wir 
ein einstelliges Prädikat U einführen, für das gilt: Ist A ein Satz, so 
ist U ( A ) wahr, falls A wahr ist oder indeterminiert, und falsch, falls 
A falsch ist. Ersetzen wir dann (3) durch 
3') C 'x := Vf( r (x , f) A U ( - . f x ) ) , 
so ist C ' ein auf A vollständig definierter Begriff. Gi l t r(b, C ), so 
ist also der Satz C'b wahr oder falsch, also U ( - . C ' b ) = - . C ' b , und 
wir erhalten wie früher einen Widerspruch C'b = -7 C'b 8 . 
Eine Verwendung partieller Interpretationen und Funkt ionen im 
Sinne von 7.1 oder einer 3-wertigen Logik führt also ta tsächl ich 
nicht zu einer Eliminierung der Antinomien. 
Wir müssen daher, wenn wir den Antinomien durch Verwendung 
partieller Funktionen beikommen wollen, einen zweiten Gedanken 
hinzufügen, der sich aus allgemeinen sprachphilosophischen Überle-
gungen e rg ib t 9 : Abstrakte Ent i t ä ten wie Funktionen, Begriffe, Klas-
sen, Zahlen, Propositionen und dergleichen sind nicht in derselben 
Weise „gegeben" wie konkrete Dinge (Tische, Steine oder Blumen). 
Wir deuten z .B. Prädikate nicht dadurch, daß wir ihnen vorgegebene 
Begriffe zuordnen, sondern ihre Bedeutung ergibt sich aus ihrem Ge-
brauch, aus ihrer kommunikativen Funkt ion, und Begriffe sind 
8 „f=g" ist nun so zu verstehen, daß f und g denselben Definitionsbereich 
A'cA haben und auf A übereinstimmen. 
9 Vgl. dazu Kutschera (71), 2.3 und 2.4. 
nichts anderes als Abstraktionen aus Prädikaten auf der Grundlage 
ihrer (durch gleiche Gebrauchsweisen definierten) Synonymi tä t . Der 
Gebrauch eines Prädikats F wird aber durch Wahrheitsbedingungen 
für die Sätze F a angegeben; d.h. Prädikate werden nur im Kontext 
von S ä t z e n gedeutet. Wenn wir so von dem Gedanken abgehen, daß 
eine-Interpretation einer Sprache allen wohlgeformten Termen selb-
ständige Bedeutungen zuordnen m u ß , der den realistischen Bedeu-
tungstheorien zugrundeliegt, wie wir sie bisher betrachtet haben, so 
wird eine Sprache gedeutet durch Gebrauchsregeln für ihre Sätze, 
d.h. eine Interpretation wird durch Wahrheitsregeln oder -bedingun-
gen für ihre Sätze angegeben, die entweder bestimmte Sätze katego-
risch als wahr oder als falsch auszeichnen, oder festlegen, daß ein 
Satz wahr, bzw. falsch ist, wenn gewisse andere Sätze wahr, bzw. 
falsch sind l 0 . 
Die Entwicklung einer derartigen Wahrheitsregel-Semantik würde 
den Rahmen dieses Buches weit überschreiten. Hier genügt es, zu sa-
gen, daß sich eine solche Wahrheitsregel-Semantik für eine typenfreie 
Sprache entwickeln läßt , in der das Abstraktionsprinzip gilt und die 
auch semantisch geschlossen sein kann 1 1 . Durch solche Regein wi rd 
i m Gegensatz zu Systemen der 3-wertigen Logik nicht festgelegt, 
daß ein Satz keinen Wahrheitswert hat oder daß ein Funktionsterm 
eine partielle Funkt ion bezeichnet. Daß einem Satz kein Wahrheits-
wert zugeordnet wird , ist vielmehr eine metatheoretische Feststel-
lung über das Regelsystem, ähnlich wie die Unbeweisbarkeit einer 
Formel in einem Kalkül nicht durch dessen Regeln festgelegt wird , 
sondern ein metatheoretisches Resultat darstellt. Und daß ein Funk-
tionsterm für eine unvollständige Funkt ion steht, ergibt sich nur 
daraus, daß er nach den Wahrheitsregeln nicht für alle zulässigen Ar -
gumente erklärt ist. 
Ob ein System von Wahrheitsregeln jedem Satz der zugrundelie-
genden Sprache einen Wahrheitswert zuordnet, ist jeweils durch eine 
metatheoretische Überlegung zu prüfen. Das Prinzip der Wahrheitsde-
finitheit ist also ein metatheoretisches Resultat, kein objekttheoreti-
sches Prinzip eines solchen Systems. Im Fall einer typenfreien 
Sprache der Klassenlogik zeigt sich dann, daß es nicht gilt, und daß 
speziell den antinomischen Sätzen keine Wahrheitswerte zugeordnet 
werden. 
Einen ähnlichen Gedanken entwickelt D. Davidson in (70). Für erste Ansätze 
zu einer Präzisierung der Wahrheitsregel-Semantik vgl. Kutschera (69). 
Das resultierende Logiksystem weist gewisse Verwandtschaften auf mit dem 
typenfreien System, das W.Ackermann in (52) angegeben hat. 
E i n solcher semantischer Ansatz entspricht wohl am bes:en 
sprachphilosophisehen Einsichten, und er näher t sich am stärksten 
der natürl ichen Sprache und ihrer Logik an, für die man, wie wir 
schon unabhängig von der Antinomienproblematik gesehen haben, 
ohnehin wohlgeformte aber bedeutungslose Sätze in Betracht ziehen 
m u ß , während das für die klassische Logik eine wesentliche Modif i -
kat ion bedeutet. 
EHese Überlegung zeigt die Grenzen der realistischen Interpreta-
tionssemantik auf, wie sie auch der intensionalen Logik zugrunde 
liegt. Wir werden im nächs ten Abschnitt jedoch zeigen, daß sich 
ihre Verwendung für einfache Sprachen wie die der P .L. auch auf 
der Grundlage einer nichtrealistischen Bedeutungstheorie rechtferti-
gen läßt. 
8.3 Intensionen und sprachliche Konventionen 
David Lewis hat in (69) durch seine Analyse sprachlicher Konven-
tionen den Ansatz für eine Bedeutungstheorie geliefert, die intuitiv 
überzeugend ist 1 2 . Wir k ö n n e n hier nicht näher auf den Konven-
tionsbegriff von Lewis eingehen. Es genügt die folgende grobe Cha-
rakterisierung: 
Eine Verhaltensstrategie R ist eine Konvention in einer Gemein-
schaft P, wenn (1) die Mitglieder von P in Übere ins t immung mit R 
handeln, (2) die gemeinsame Befolgung im Interesse aller Mitglieder 
von P ist, und wenn (3) alle Mitglieder von P auch wissen, daß die 
Bedingungen (1) und (2) gelten. 
Eine sprachliche Konvention ist eine Konvention für Sprechakte, 
d.h. für Äußerungen von Sätzen. Solche Konventionen haben zwei 
Komponenten; eine Sprecher- und eine H ö r e r k o m p o n e n t e ( S K und 
H K ) . Sind z .B. „ D " und , , B " performative Operatoren für „Be-
haupten" und „Befehlen" im Sinne von 7.5, so lassen sich diese 
Komponenten so formulieren: 
S K ( D ) . Eine Äußerung von D ( A ) (d.h. von A als Behauptung) 
wird vom Sprecher nur dann getan, wenn der durch A 
ausgedrückte Sachverhalt besteht. 
H K ( D ) : A u f eine Äußerung von D ( A ) reagiert der Hörer mi t der A n -
nahme, daß der durch A ausgedrückte Sachverhalt besteht. 
S K ( B ) : Eine Äußerung von B ( A ) (d.h. von A als Befehl) wird 
vom Sprecher gegenüber dem Hörer nur dann getan, 
Vgl. dazu auch die Darstellung und Diskussion in Kutschera (76). 
wenn er wi l l , daß dieser den Sachverhalt, daß A , reali-
siert, und ein Weisungsrecht ihm gegenüber hat. 
H K ( B ) : 1st der Sprecher gegenüber dem Hörer weisungsberechtigt, 
so reagiert dieser auf die Äußerung B ( A ) damit, daß er 
den Sachverhalt, daß A , realisiert. 
Diese Formulierungen verstehen sich nur als ganz grobe Näherun-
gen, die aber als Beispiele genügen. 
Sprecher- und H ö r e r k o m p o n e n t e bilden zusammen eine Strategie 
für Sprechakte der F o r m D ( A ) und B ( A ) . Sie werden in der Sprach-
gemeinschaft befolgt und jeder hat ein Interesse daran, daß sie be-
folgt werden; denn sie ermögl ichen es, sich mit solchen Sprechakten 
zu verständigen, Mitteilungen zu machen und Befehle zu geben. Sie 
dienen der Koordinierung der Handlungen und der Kooperation von 
Sprecher und Hörer , die im Interesse der Beteiligten liegt. 
Für Handlungen gibt es einen allgemeinen, nicht auf sprachliche 
Handlungen beschränk ten Begriff des Verstehens und des Bedeutens: 
Wir sagen, daß wir eine Handlung H einer Person X in ihrer Rele-
vanz für X verstehen, wenn wir die Absicht, das Ziel kennen, das 
X damit verfolgt, und wenn wir sie aufgrund der gegebenen Umstän-
de unter dieser Zielsetzung als sinnvoll begreifen. Etwas technischer 
formuliert: Wir verstehen H, wenn wir H nach entscheidungstheore-
tischen Kriterien aufgrund der Präferenzen und der Erwartungen von 
X als rational erkennen. Die Bedeutung einer Handlung H von X 
für X selbst ist die Rol le , die X H für die Verwirklichung seiner A b -
sichten zumiß t - sie kennen wir also, wenn wir H verstehen 1 3 . Da-
neben kann H auch eine Rolle für andere Personen spielen, die in 
der Handlungssituation beteiligt sind. Die Bedeutung von H für sie 
besteht dann in der Rolle , welche die Tatsache, daß X H tut, für 
ihr eigenes Handeln und ihre eigenen Zielsetzungen spielt. Wir ver-
stehen also die Handlung H von X in üirer Relevanz für eine Person 
Y , wenn wir die Präferenzen und Erwartungen von Y kennen; wenn 
wir wissen, was Y unter der Bedingung vorzieht, daß X H tut. 
Wenn wir diese Begriffe auf kommunikative Akte übertragen, so 
können wir sagen: Der Hörer H versteht eine Äußerung A, z .B . ei-
nes Satzes B ( A ) , durch den Sprecher S, wenn er erstens die Bedeu-
tung von A für S versteht und zweitens die Bedeutung von A für 
sich selbst. Da Sprechakte rein konventionelle Akte sind, die allein 
aufgrund von Konventionen eine Bedeutung haben, ist A nur auf-
grund der Kenntnis der Konvention für Äußerungen von B ( A ) ver-
Dieser Begriff der Sprecherbedeutung ist zuerst von H.P. Grice in (57) disku-
tiert worden. 
ständlich. Sind S und H Mitglieder einer Sprachgemeinschaft P, in 
der eine durch S K ( B ) und H K ( B ) definierte Strategie R für Äuße-
rungen von B ( A ) eine Konvention ist, so kennt H R und nimmt 
an, daß S sich an R häl t und daß S A tut, um ein Ziel zu errei-
chen, das im gemeinsamen Interesse liegt. Wenn sich S an R hält, 
m u ß also in der Äußerungss i tuat ion T die Bedingung erfüllt sein, 
daß S gegenüber H weisungsberechtigt ist und wi l l , daß H den Sach-
verhalt realisiert, daß A . H weiß also, daß S daran interessiert ist, 
daß H A realisiert, und daß S glaubt, daß H auch daran interessiert 
ist, das zu tun. Daher erkennt H die Handlung A von S in T als 
sinnvoll für S, d.h. er versteht die Bedeutung von A für S, insbe-
sondere die Absicht, die S mit A verfolgt, nämlich H zu der Reak-
tion zu bewegen, A zu realisieren. 
H versteht zweitens auch die Bedeutung von A für sich selbst: H 
ist unter den Bedingungen, daß S gegenüber H weisungsberechtigt ist 
und wi l l , daß H A realisiert, daran interessiert, das zu tun, weü R 
eine Konvention ist, die dem gemeinsamen Interesse dient. Die 
Handlung A von S zeigt H also an, daß es für ihn zweckmäßig ist, 
A zu realisieren. H versteht somit auch die Bedeutung von A für 
sich selbst. 
Der Vor te i l dieser Bedeutungstheorie gegenüber der realistischen 
Semantik, wie auch gegenüber der Gebrauchstheorie der Bedeutun-
gen oder der Sprechakttheorie, liegt also darin, daß die Funkt ion 
von Sprechakten und ihre Bedeutung auf dem Weg über die Analyse 
sprachlicher Konventionen in einer sehr natürl ichen und überzeugen-
den Weise mithilfe allgemeiner handlungstheoretischer Begriffe erklärt 
wird. 
Es ist nun zu fragen, ob und in welchen Grenzen sich von dieser 
Basis aus die Verwendung der intensionalen Semantik rechtfertigen 
läßt. Gehen wir zunächst von einer p. l . Sprache wie L aus, die auch 
die Indexausdrücke „ s " (für „ i ch" ) und , , h " (für „ d u " ) enthalten 
möge, sowie die performativen Operatoren „ D " und „ B " , so kann 
man die Begriffe der intensionalen Semantik so einführen: 
In einem ersten Schritt wird der Bezug von G K a festgelegt. Die 
Zuordnung von Objekten zu G K ist unproblematisch, sofern sie für 
konkrete Dinge stehen; problematisch sind nur die Zuordnungen von 
abstrakten En t i t ä t en wie Attr ibuten oder Propositionen, da sich die-
se in nichtrealistischer Auffassung erst durch Abstraktion aus bedeu-
tungsvollen Prädikaten oder Sätzen ergeben. Die G K k ö n n e n als 
sprachliche Verstärkung oder als Ersatz von hinweisenden Gesten 
eingeführt werden, ein Ersatz; der sich durch seine Situationsunab-
hängigkei t empfiehlt. 
Damit liegen die Werte <f>jj(a) für G K a fest. 
In einem zweiten Schritt werden Konventionen R ( F ) für elemen-
tare Sä tze der Gestalt D ( F ( a ! , . . . , a n ) ) eingeführt im Sinne von 
S K ( D ) und H K ( D ) . Stellen die Indices i (detaillierte) Umstände dar, 
so könne. ) wir sagen: Eine Äußerung (D(F(a)),j> ist in i wahr, 
wenn sie in i im Sinne von R ( F ) korrekt ist (d.h. wenn sie keine 
Verletzung von R ( F ) darstellt); sie ist falsch, wenn sie im Sinne von 
R ( F ) unkorrekt ist. 
Dabei sei j ein Bezugspunkt im Sinne von 7.3, den wir hier der 
Einfachheit halber als ein Paar <ji,j2> auffassen, wobei J! der 
Sprecher und j 2 der Hörer ist. Ist U die Menge der Designate der 
G K , so k ö n n e n wir den Wert $ i j ( F ) bestimmen als Menge der Ob-
jekte 3>ij(a), für die (D(F(a)), j) wahr ist in i . Wenn wir ferner set-
zen: <$i j(F(a))=w genau dann, wenn 3>ij(a) e 4>ij(F), so gilt: 
3>ij(F(a))=w genau dann, wenn <D(F(a)), j> in i wahr ist. 
Entsprechend verfährt man für mehrstellige P K . 
Für solche elementaren Sätze B ( A ) kann man dann auch S K ( D ) 
und H K ( D ) so formulieren: 
S K ( D ) : Wenn ein Umstand i vorliegt, so ist eine Äußerung 
(D(A) , j> in i nur dann korrekt, wenn 3>i,j(A)=w ist. 
H K ( D ) : Wenn ein Umstand i vorliegt, so reagiert j 2 auf eine 
Äußerung <D(A), j) in i mit der Annahme, daß <£jj(A)=w 
ist. 
Durch die Konventionen R ( F ) wird eine Menge I von Umständen , 
Situationen, oder, wie wir früher gesagt haben: von Welten ausge-
zeichnet, in denen Äußerungen elementarer Sätze D ( A ) sinnvoll 
sind. Wir k ö n n e n annehmen, daß I für alle solche Konventionen 
dieselbe Menge ist. 
Der dritte Schritt der Rekonstruktion der Interpretation besteht 
darin, daß man ausgeht von logischen Konventionen, nach denen 
eine Äußerung <D(-iA),j> in i genau dann wahr ist, wenn die Äuße-
rung <D(A),j> in i falsch ist, während eine Äußerung < D ( A A B ) , j> in 
i genau dann wahr ist, wenn die Äußerungen <D(A),j> und <D(B),j> 
beide in i wahr sind. Wenn man also die Funkt ion <£ für solche 
Sätze so definiert, daß gilt <£jj(-nA)=w genau dann, wenn <£jj(A)=f, 
und <&JJ(AAB)=W genau dann, wenn <£y(A)=<l>jj(B)=w, so erhält 
man allgemein, daß gilt <S>jj(A)=w genau dann, wenn die Äußerung 
(D(A) , j> in i wahr ist. 
Dieses Prinzip läßt sich auch auf Allsätze ausweiten: Es besteht 
eine Konvention, nach der eine Äußerung <D(AxA[x]), j> in i genau 
dann wahr ist, wenn eine Äußerung von D(A[a] ) wahr ist, egal wel-
ches Objekt aus U die G K a bezeichnet. 
A u f diese Weise läßt sich eine Interpretation 3> für alle Satzradi-
kale auf der Basis von Konventionen für Prädikate in Beharptungs-
kontexten und von logischen Konventionen einführen, die Bedingun-
gen für die Behauptbarke it von logisch komplexen Sätzen unter 
Rückgriff auf Bedingungen für die Behauptbarkeit von Teilsätzen an-
geben. 
Die Konstruktion einer solchen Interpretation von Satzradikalen 
dient dazu, diese semantisch so zu bestimmen, daß man die K o n -
ventionen für andere Redetypen, wie z .B. für Befehle, in der einfa-
chen Form angeben kann, wie das oben geschehen ist. Wenn die 
Konstanten, logischen Operatoren und Satzradikale für den Fal l der 
behauptenden Rede durch Konventionen semantisch definiert sind, 
so bedarf es nurmehr der Deutung der anderen performativen Ope-
ratoren, um allen Sätzen eine Bedeutung zu verlernen. 
Wir k ö n n e n nun S K ( B ) und H K ( B ) so formulieren: 
S K ( B ) : Eine Äußerung <B(A), j> ist in i korrekt, wenn jx wi l l , 
daß j 2 die Proposition Ai<J>jj(A) realisiert, und j 2 gegen-
über ein Weisungsrecht hat. 
H K ( B ) : Wenn j i gegenüber j 2 ein Weisungsrecht hat, so reagiert 
j 2 auf eine Äußerung <B(A), j> damit, daß er die Propo-
sition Xi^>ij(A) realisiert. 
Diese Überlegungen zeigen an einem einfachen Fal l , wie man syste-
matisch von sprachlichen Konventionen zur intensionalen Semantik 
gelangen kann, und daß diese lediglich ein Hilfsmittel zur Beschrei-
bung sprachlicher Konventionen ist. Damit wird auch die Verwen-
dung der intensionalen Semantik für p. l . Sprachen sprachphiloso-
phisch gerechtfertigt. Diese Rechtfertigung versagt jedoch für den 
Fal l höherer Sprachtypen, da sich Termen für abstrakte En t i t ä t en 
nicht direkt ein Bezug zuordnen läßt. Sie lassen sich vielmehr, wie 
das auch schon im letzten Abschnitt deutlich wurde, nur nach dem 
Schema der logischen Konventionen, d.h. durch Wahrheitsbedingun-
gen oder -regeln im Satzkontext deuten. 
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