A glassy state of matter results if crystallization is avoided upon cooling or increasing density. However, the physical factors controlling the ease of vitrification and nature of the glass transition remain elusive. Using numerical simulations of polydisperse hard disks, we find a direct relation between mediumrange crystalline ordering and the slow dynamics which characterizes the glass transition. This suggests an intriguing scenario that the strength of frustration controls both the ease of vitrification and nature of the glass transition. Vitrification may be a process of hidden crystalline ordering under frustration, at least in our system. DOI: 10.1103/PhysRevLett.99.215701 PACS numbers: 64.70.Pf, 61.20.Ja, 64.60.My, 81.05.Kf Glasses have been a part of our everyday life for thousands of years, but the physical understanding of the liquidglass transition remains a major challenge of condensed matter physics [1]. Correlation of particle positions in a glass-forming system is known to sequentially decay by two types of particle motion [2, 3] : rattling motion within cages trapping particles (fast relaxation) and then escape from the cages ( relaxation). The fraction of the decay due to relaxation is called the Debye-Waller (DW) factor, which characterizes the degree of solidity. Recent experimental and numerical studies revealed that when a liquid approaches its glass-transition temperature upon cooling, the dynamics of relaxation not only drastically slow down, but also become progressively more heterogeneous [2 -11]. Thus, the relationship between the kinetic slowing of relaxation and growing dynamic heterogeneity is now a central problem of the glass transition. It has been believed that dynamic heterogeneity can be seen only through dynamic variables such as trajectory patterns [5] [6] [7] , the non-Gaussian parameter [5] [6] [7] 9] , bond-lifetime patterns [8] , and multipoint dynamic susceptibilities [10, 11] .
Glasses have been a part of our everyday life for thousands of years, but the physical understanding of the liquidglass transition remains a major challenge of condensed matter physics [1] . Correlation of particle positions in a glass-forming system is known to sequentially decay by two types of particle motion [2, 3] : rattling motion within cages trapping particles (fast relaxation) and then escape from the cages ( relaxation). The fraction of the decay due to relaxation is called the Debye-Waller (DW) factor, which characterizes the degree of solidity. Recent experimental and numerical studies revealed that when a liquid approaches its glass-transition temperature upon cooling, the dynamics of relaxation not only drastically slow down, but also become progressively more heterogeneous [2 -11] . Thus, the relationship between the kinetic slowing of relaxation and growing dynamic heterogeneity is now a central problem of the glass transition. It has been believed that dynamic heterogeneity can be seen only through dynamic variables such as trajectory patterns [5] [6] [7] , the non-Gaussian parameter [5] [6] [7] 9] , bond-lifetime patterns [8] , and multipoint dynamic susceptibilities [10, 11] .
Contrary to this common belief, dynamic heterogeneity may be connected to local structures in liquids. In a twodimensional (2D) glass-forming binary mixture, WidmerCooper and Harrowell [12] studied the relationship between the structure and dynamics by analyzing the DW factor and propensity, which characterizes the probability of a particle undergoing a substantial displacement within a certain time. They suggested a correlation of long-time dynamic heterogeneity ( relaxation) with short-time particle-level (cage-size) heterogeneity (fast relaxation). Recently, Berthier and Jack [13] argued against a connection between structure and dynamics at the particle level, but showed that it should exist for larger length scales. A link between clusters of low-potential energy molecules and dynamic heterogeneity was also shown [14] . Thus, an intriguing question is what kind of structural features are linked to dynamics. Two types of structures have been suggested as candidates: icosahedral and medium-range crystalline order. For the former, the connection of icosahedral domains to dynamic [15, 16] and mechanical heterogeneity [17] was demonstrated. For the latter, the link between medium-range crystalline order (MRCO) and the slow dynamics was suggested [18] . Here we explore key structures governing slow dynamics, using a polydisperse 2D colloidal liquid.
2D numerical simulations of particles have tremendously contributed to our understanding of glassy dynamics due to easy accessibility to structural information [3] [4] [5] [7] [8] [9] [10] [11] [12] [19] [20] [21] [22] [23] [24] [25] , despite a rather weak link to real glassforming liquids. A 2D liquid, of monodisperse particles interacting with a centrosymmetric potential, crystallizes upon cooling and cannot be vitrified. However, the introduction of geometrical frustration into the system, e.g., mixing particles of two different sizes [3] [4] [5] , polydispersity [19] [20] [21] [22] [23] , or nonspherical shape [24] , leads to vitrification. This is often used to avoid crystallization and study vitrification phenomena experimentally [6, 20, 21] and numerically [3] [4] [5] [21] [22] [23] . Varying the size ratio of LennardJones (LJ) particles in a binary mixture yields both crystallization and vitrification [25] . Here we employ a related means to continuously control frustration: polydispersity [19, 22, 23] . The higher the polydispersity, the higher the nucleation barrier [23] . Experimentally, polydisperse colloidal dispersions form convenient glass-forming liquids [6, [19] [20] [21] [22] [23] . Here we study effects of frustration on crystallization in vitrification by means of standard Brownian dynamics simulations of polydisperse colloidal systems interacting with the Weeks-Chandler-Andersen potential [26] : U ik r 4f ik =r 12 ÿ ik =r 6 1=4g for r < 2 1=6 ik , otherwise U ik r 0, where ik i k =2 and i represents the size of particle i. We introduce the Gaussian distribution of particle size, defining the polydispersity
=hi, where hxi is the average of variable x i among all the particles (N 1024 or 4096). We fix k B T= 0:025.
First we describe the phase behavior of this system as a function of . A system of smaller polydispersity ( & 8%) exhibits quasi-long-range hexatic ordering upon increasing the volume (area) fraction [1=L 2 P N i i =2 2 ; L: box size] above the hexatic ordering point I [27] . For larger * 9%, we instead observe vitrification, as confirmed by the dependences of the pressure of a system, the positional order, and spatial correlation of hexatic order (not shown). For & 8% both positional and angular correlations decay nearly exponentially, as expected for a fluid.
Next we show dynamics in the glass-forming region. 
P
i expfjq p r i t ÿ r i 0g, wherer i is the position vector of particle i, j ÿ1 p , and q p corresponds to the wave number of the first peak of the structure factor, for 11%. The structural relaxation ( mode) slows and is more stretched with an increase in . The long-time decay of the ISF ( mode) is fitted by a stretched exponential: expfÿt= g, where is the structural relaxation time and is the stretching parameter. Figure 1(b) shows the dependence of and obtained from fitting. Here is scaled by the glasstransition volume fraction g , defined as g 10 6 . steeply increases with increasing , characteristic of a fragile glass former. In this system, 1= plays the same role as temperature in molecular liquids. is well fitted by the Vogel-Fulcher function for : 0 expD= 0 ÿ , where D is the fragility index and 0 is the ideal glasstransition volume fraction [2] . steeply decreases as increases above I 0, which is again a characteristic feature of a fragile glass former and suggests increasing dynamic heterogeneity upon cooling [2] . Furthermore, the decrease in upon cooling is larger for smaller ; i.e., a system of smaller is more cooperative, or fragile. This is consistent with a steeper increase of as ! 0 for a system of smaller [ Fig. 1(b) ].
Figure 2(a) shows a snapshot of a liquid structure near g . We use hexatic order parameter [25, 28] time averaged over , i 6 , to characterize a local structure: i 6
where n i is the number of nearest neighbors of particle i, and i m is the angle between r m ÿr i and the x axis, where particle m is a neighbor of particle i. Note that i 6 1 means the perfect hexagonal arrangement of six nearest-neighbor particles around particle i and i 6 0 means a random arrangement. For small , almost all particles are in a disordered state. As increases, the system becomes more glassy, particles having larger 6 increases [ Fig. 2(b) ], and the inhomogeneity of 6 also increases [ Fig. 2(a) P iÞk r ÿ jr ik j i 6 k 6 . In Fig. 2(c) , we see an enhancement of spatial correlation with increasing . We can obtain the characteristic correlation length of the hexatic order, 6 , by fitting the Ornstein-Zernike (OZ) function in 2D, r ÿ1=2 expÿr= 6 , to the envelope of g 6 r=gr. We also show the dependence of the radial distribution function gr for 9% in Fig. 2(d) . As increases, the second peak around r=hi 2 2 1=6 splits into two peaks at r=hi 3 p 2 1=6 and 2 2 1=6 . This also indicates the existence of the hexagonal crystal-like structure of a finite size [29] . There is no long-range order for 9% and the positional and bond-orientational correlation vanishes after time averaging. Thus, the transient clusters of highly ordered particles shown in Fig. 2 (a) may be called ''medium-range crystalline order (MRCO)'' [30] .
We show the relation of i 6 with the DW factor and the degree of translational motion of particles, respectively, in Figs. 3(a) and 3(b) . This shows that in highly ordered regions particles have smaller cage sizes (a larger DW factor, or higher solidity) and are less mobile (slower relaxation) than in less ordered regions. This is not only consistent with [12] , but it also provides a further link between the DW factor and MRCO. Thus, we establish the relationship between the DW factor (short-time fluctuations), long-time mobility (dynamic propensity), and MRCO. From this we suggest that MRCO may be the origin of dynamic heterogeneity in a supercooled liquid. Here we note that this MRCO is not associated with segregation since the characteristic time of the diffusion over the size of MRCO is about 10 3 . Note that segregation is associated with the conserved variable (diffusion), but MRCO is associated with the nonconserved variable (particle rearrangement). Figure 4 (a) plots the dependence of the scaled characteristic size of high MRCO clusters, = 0 , 6 = 60 , and that of dynamic heterogeneity of translational motion, 4 = 40 , in a supercooled state for several (>9%). Here is estimated by N c p , where N c is the average number of particles belonging to a cluster with i 6 0:75. We can see that behaves as 6 ; so we regard 6 . We also estimate 4 from the four-point density correlation function, following [10] . It has been well established that 4 characterizes the size of dynamic heterogeneity of translational particle motion. With an increase in , both and 4 increase for all . Furthermore, we found = 0 4 = 40 , indicating that the dynamic heterogeneity of translational motion, usually characterized by 4 , is indeed caused by medium-range ordering. The dependence of ( 4 ) Fig. 1(b) ] and thus 0 is the only adjustable parameter and determined as 0 0:3hi. It is worth noting that we obtained the same scaling law in a different 2D glass-forming system [18] . We further found the relation between and [Fig. 4(b) ]:
This -relation supports the scaling argument [31] based on the analogy of frustration-induced avoidance of crystallization and the random first-order transition [32] . and the DW factor. The outer region of each particle is painted red for i 6 > 0:75, otherwise blue. The inner region is, on the other hand, painted white for hr 2 i < 0:023, otherwise black. Note that the DW factor is negatively correlated with hr 2 i ( 300), which characterizes the cage size. (b) Correlation between i 6 and the degree of translational motion hr 2 i. The color of the outer region of a particle has the same meaning as in (a). The inner region is, on the other hand, painted yellow for hr 2 i < 0:063, otherwise black. Furthermore, it also supports that the development of MRCO may be the origin of the slow dynamics. The dependences of [the inset of Fig. 1(b) ] and [ Fig. 4(a) ] suggest that MRCO, or the dynamic heterogeneity, appears only below the hexatic ordering point of the corresponding pure system ( 0), I 0 [31] .
For smaller , i.e., for weaker frustration effects on crystallization, the size of clusters of high MRCO more steeply increases with . is further linked to via Eq. (1). This also indicates a link between growing clusters and kinetic slowing. The dependences of and are both stronger for smaller . Figure 4(c) shows the dependence of D and 0 obtained from the VogelFulcher fitting: D increases with . All of these suggest that a system suffering from weaker frustration effects on crystallization is more fragile, consistent with our twoorder-parameter model [31] . The relation of our interpretation of the fragility to a general entropic theory of polymer glass transition [33] is interesting to pursue. Finally, Fig. 4(d) indicates a relationship between the correlation length and the two-body, translational correlation contribution to the excess entropy, s 2 ÿ=2 R drfgr lngr ÿ gr ÿ 1g [34] . The one-to-one correlation suggests an interesting link between the loss of the excess entropy, MRCO, and , which may hint at unifying the connections between the structure and the dynamics of supercooled liquids.
In summary, our study suggests an intrinsic link between dynamic heterogeneity and MRCO for polydisperse 2D colloidal systems. It also indicates that the degree of frustration effects on crystallization controls not only the glassforming ability but also the fragility of liquid. We note the similar behavior is also seen in a very different system [18] , where we introduced energetic frustration instead of polydispersity. Hidden crystalline ordering may be the origin of dynamic heterogeneity and slow dynamics in these glassforming liquids. Since these 2D liquids are somewhat special and have a rather weak link to real liquids, the validity of this statement should be checked carefully in 3D.
The authors are grateful to A. Onuki and T. Hamanaka for valuable discussion and to C. P. Royall for a critical reading of our manuscript. This work was partially supported by a Grant in Aid from the Ministry of Education, Culture, Sports, Science, and Technology, Japan.
