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The popular, stable, robust and computationally inexpensive cubic spline interpolation algorithm
is adopted and used for finite temperature Green’s function calculations of realistic systems. We
demonstrate that with appropriate modifications the temperature dependence can be preserved
while the Green’s function grid size can be reduced by about two orders of magnitude by replacing
the standard Matsubara frequency grid with a sparser grid and a set of interpolation coefficients.
We benchmarked the accuracy of our algorithm as a function of a single parameter sensitive to the
shape of the Green’s function. Through numerous examples, we confirmed that our algorithm can
be utilized in a systematically improvable, controlled, and black-box manner and highly accurate
one- and two-body energies and one-particle density matrices can be obtained using only around
5% of the original grid points. Additionally, we established that to improve accuracy by an order
of magnitude, the number of grid points needs to be doubled, whereas for the Matsubara frequency
grid an order of magnitude more grid points must be used. This suggests that realistic calculations
with large basis sets that were previously out of reach because they required enormous grid sizes
may now become feasible.
I. INTRODUCTION
Finite-temperature Green’s function calculations have
a long history in condensed matter physics [1–4]. Most
commonly the finite temperature formalism is em-
ployed to study low-energy effective models, such as the
Hubbard [5] model, either by numerical or analytical
means [6–10]. Much less is known about employing fi-
nite temperature Green’s functions for realistic systems
while maintaining “chemical accuracy” of 1 kcal/mol. In
quantum chemistry, or in any realistic calculations be-
yond model systems, the eigenvalue spread of realistic
Hamiltonians is very broad; thus, the finite tempera-
ture Green’s function formalism, when applied to realistic
problems, has to describe energy levels far outside the
window described by model Hamiltonians. This makes
the realistic calculations much more challenging than
the model ones. In practical calculations, temperature-
dependent Green’s functions are expressed as functions
of imaginary time or imaginary frequency (Matsubara
Green’s function) that are mutually connected by a
Fourier Transform. Both imaginary time and Matsubara
Green’s functions are discretized on imaginary time and
imaginary frequency grid, yielding G(1 : n, 1 : n, 1 : Nτ )
and G(1 : n, 1 : n, 1 : Nω) matrices, where n, Nτ , and Nω
are the number of orbitals, imaginary time, and imag-
inary frequency grid points, respectively. The size of
these grids depends on the energy spread of a system
and the temperature-dependent grid spacing. Since real-
istic Hamiltonians have a wide spread of orbital energies,
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both grids need to contain hundreds of thousands of grid
points to reach high numerical accuracy at low temper-
atures that result in small grid spacing. Even though in
a parallel calculation each grid point can be processed
independently, computation requirements are still very
high and both the time and memory necessary to han-
dle Green’s function operations grow steeply. Thus, for
accurate and affordable realistic calculations, it is highly
desirable to find compact representations of both imagi-
nary time and Matsubara Green’s functions.
Recently, Boehnke et al. [11] employed orthogonal
polynomial representation of Green’s functions to com-
pactly express Hubbard Green’s functions. Using this
approach for realistic systems, we have shown that very
accurate results can be obtained exploiting only a frac-
tion of the original imaginary time grid points necessary
to illustrate the energy spread of the realistic Hamilto-
nian. [12] In practical calculations, since many Green’s
functions manipulations are easier in frequency space it is
important to have a compact representation of the Mat-
subara Green’s function. In this paper, we focus on find-
ing a representation that will result in using compact
Matsubara frequency grids for realistic problems.
The regular imaginary frequency Matsubara grid is
equidistant and the grid spacing is directly related to the
physical temperature. Let us note, however, that while
the grid spacing for low frequencies is essential to illus-
trate the physical temperature, for larger frequencies the
Green’s function is a slowly and smoothly changing func-
tion of frequency. Consequently, it should be possible to
keep the original spacing for few frequency points near
zero and have a prescription to systematically evaluate
more points for higher frequencies with larger than the
near-zero spacing without any loss of accuracy.
Since the Matsubara Green’s function or self-energy is
smoothly and slowly changing between grid points, nu-
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2merical interpolation is especially suitable to accurately
describe it. Linear interpolation is the simplest choice
but it lacks smoothness. While a polynomial of higher
degree may be used to interpolate and ensures smooth-
ness, this type of interpolation may result in large Runge
oscillations between the data points. Consequently, we
decided to employ spline interpolation using cubic poly-
nomials over a polynomial interpolation since it will re-
sult in a procedure with much smaller interpolation er-
rors, greater stability and low computational cost.
In chemical physics, cubic spline interpolation has been
applied as a basis to solve a complex differential and inte-
gral Schro¨dinger [13–15], Dirac [16], and Sham–Schlu¨ter
equations [17], Thomas–Fermi model [18], in calculations
of vibrational and rotational spectra [19] and many other
cases [20–32]. Since the derivatives of third and higher
order polynomials are discontinuous, cubic spline inter-
polation is limited to applications that are not sensitive
to the smoothness of derivatives higher than second or-
der. Applications of cubic spline interpolation algorithm
in Green’s function theory are known in the context of
dynamical mean-field theory (DMFT) [8, 33, 34].
Finally, cubic spline interpolation algorithm is popular
because it is very easy to implement and use. Several
libraries provide built-in functions for cubic spline inter-
polation. For example, FORTRAN provides both pro-
cedural and object-oriented interfaces for the FITPACK
library [35].
This paper is organized as follows. In section II, we
shortly review the background necessary to understand
finite temperature Green’s functions and our motivation
behind applying them to realistic calculations. Addition-
ally, we focus on illustrating the difficulties of extending
the Green’s function approach to large basis sets used in
chemistry. In section III, we describe the spline inter-
polation procedure that we use for realistic systems and
its implementation in the second-order Green’s function
theory. We list and discuss the numerical results of our
algorithm as applied to realistic atomic and molecular
calculations in section IV. Finally, we present conclusions
in section V.
II. THEORY
In this section, we briefly review some aspects of
fermionic Green’s function theory relevant to this work.
For a more detailed introduction to Green’s function the-
ory readers are suggested to consult textbooks on the
subject, see e. g. ref 1, 4, 36.
First, let us note that Green’s functions can be ex-
pressed in the real or imaginary frequency domain. In
general a real time or real frequency one-body Green’s
function is a function used to describe spectral proper-
ties such as ionization potentials, electron affinities, or
the single-particle spectral function. Methods such as
the random phase approximation (RPA) and GW usu-
ally express the Green’s function using real frequencies
to obtain spectra at zero temperature [37, 38]. While, in
general, the real frequency Green’s function is an expo-
nentially decaying function of frequency, it is very diffi-
cult to employ it in iterative methods such as DMFT or
other embedding methods such as self-energy embedding
theory (SEET) [39, 40] since iterating usually requires
pole shifting algorithms [41–43].
The imaginary frequency Matsubara Green’s function
G(iωn) is used to describe single-particle properties of a
statistical ensemble where many excited states (besides
the ground state) are potentially accessible at a given
finite temperature. While not commonly employed in
molecular quantum chemistry calculations, such Green’s
functions are desirable for materials science calculations
where a small electronic band gap allows multiple elec-
tronic states to be populated even at low tempera-
tures. The Matsubara Green’s function is expressed
on the imaginary grid iωn = (2n + 1)pi/β [44], where
n = 0, 1, 2, ..., β = 1/(kBT ) is the inverse temperature,
and kB is the Boltzmann constant. Note that the 2
pi
β
spacing of the grid is set by the physical temperature
T . Using such a grid, the Matsubara Green’s function is
then defined as
G(iωn) = [(iωn + µ)S− F−Σ(iωn)]−1 , (1)
where S and F are the overlap and Fock matri-
ces correspondingly, and µ is the chemical poten-
tial chosen such that a proper number of electrons
is present in the system. The self-energy Σ(iωn) is
a correction to the non-interacting Green’s function
G0(iωn) = [(iωn + µ)S− F]−1 describing static and
dynamical many-body correlation effects at the single-
particle level.
Both real and imaginary parts of the Green’s function
on a Matsubara grid are smooth and converge to zero
in the limit of large frequencies. In this high-frequency
limit, iωn →∞, the Matsubara Green’s function can be
expressed as a series
G(iωn) =
G1
iωn
+
G2
(iωn)
2 +
G3
(iωn)
3 +O
(
1
(iωn)
4
)
, (2)
with the expansion coefficients given by
[Gk]ij = (−1)(k−1)〈Ψ|{
[
Hˆ, cˆi
]
k
, cˆ†j}|Ψ〉, (3)
where Hˆ is the full many-body Hamiltonian of the system
Hˆ =
n∑
ij
hij cˆ
†
i cˆj +
1
2
n∑
ijkl
vijklcˆ
†
i cˆ
†
k cˆlcˆj , (4)
where cˆi (cˆ
†
i ) is the electron annihilation (creation) op-
erator from orbital i, hij is the core-Hamiltonian matrix
and vijkl are two-electron integrals defined as
vijkl =
∫ ∫
dr1dr2φ
∗
i (r1)φj(r1)
1
r12
φ∗k(r2)φl(r2). (5)
3|Ψ〉 is the Heisenberg ground state of the system. It was
shown in ref 45 that the coefficients of high-frequency
expansion in a non-orthogonal orbital basis for Hamilto-
nians with full Coulomb interaction are given by
G1 =S
−1, (6)
G2 =S
−1 (F− µS) S−1. (7)
Fourier 
Transform
Fourier 
Transform
Dyson 
equation
Initial 
guess Quantum  many-body  
solver
FIG. 1. A typical self-consistent Green’s function calcula-
tion consists of the following steps. Generating an initial
guess is followed by the Fourier transform from Matsubara
domain to imaginary time domain. Then a quantum many-
body problem is solved using many-body solver. This step
is usually done in the imaginary time domain. The inverse
Fourier transform back to Matsubara domain and solution
of the Dyson equation conclude the iteration and the next
iteration starts with updated Green’s function. The most
computationally expensive steps are the solution of quantum
many-body problem and solution of the Dyson equation.
In a typical calculation, see Fig. 1, the self-energy
Σ is evaluated either on the Matsubara frequency or
imaginary time grid by a variety of solvers ranging from
quantum Monte Carlo methods [7, 46–48] to perturba-
tive [49–54] and configuration interaction type of meth-
ods [55, 56]. In the next step, a Green’s function is cal-
culated by means of the Dyson equation
G(iωn)
−1 = G0(iωn)−1 −Σ(iωn). (8)
Using the correlated Green’s function and self-energy,
one evaluates quantities of interest such as the one-
particle density matrix
P =
2
β
∑
n
eiωn0
+
G(iωn), (9)
and using it the correlated one-body energy
E1b =
1
2
Tr [(h + F) P] , (10)
Different prescriptions can be used to compute the two-
body correlation energy E2b. The Galitskii–Migdal for-
mula [57] is used to evaluate the internal energy
EGM2b =
2
β
Nω∑
n
Tr [G(iωn)Σ(iωn)] , (11)
where Nω is the total number of imaginary frequencies.
Similarly, the Luttinger–Ward [58] functional Φ consist-
ing of irreducible energy diagrams of the self-energy can
be used to calculate the grand-canonical potential
Ω[G] = Tr
[
ln
(
Σ−G−10
)
+ ΣG
]− Φ[G], (12)
which at low temperatures reduces to Ω = E−µN , where
E = E1b + E2b is the internal energy and N is the total
number of electrons in the system. For higher temper-
atures, Ω = E − TS − µN can be used to find the free
energy and thermodynamic properties of the system un-
der study. For self-consistent calculations at low temper-
ature the stationary value of Ω corresponds to the energy
obtained from Galitskii–Migdal formula up to a shift of
µN .
In practical calculations, a finite number of imaginary
frequencies Nω is used to span the Matsubara Green’s
function. Insufficient size of the Matsubara frequency
grid leads to errors in the one- and two-body energy as
well as the one-particle density matrix.
A practical way to decide how many frequencies
have to be used to represent the Matsubara Green’s
function before applying the high-frequency expansion
can be based on measuring the distance between the
inverse of the overlap matrix S−1 and the numeri-
cally evaluated coefficient of high-frequency expansion
of Green’s function G1 = G(iωn) · iωn . In the limit
of infinite number of Matsubara frequencies DG1 =
limNω→∞
(
G(iωn) · iωn − S−1
) → 0. A finite number
of Matsubara frequencies always results in an error. To
illustrate the magnitude of this error, we plot in the
left panel of Fig. 2 the Frobenius norm ||DG1 ||F ≡√∑m
i
∑n
j |(DG1)ij |2 of DG1 as a function of the number
of Matsubara frequencies Nω for seven realistic atomic
and molecular systems. After an initial plateau, where
no improvement is seen, the Frobenius norm starts to
decay linearly in the logarithmic plot. Consequently, to
reduce the error in the Frobenius norm by an order of
magnitude, an order of magnitude more Matsubara fre-
quencies is necessary. The right panel of Fig. 2 shows
the convergence of ||DG1 ||F as a function of a basis set
for the Kr atom. Generally, employing larger basis sets
or adding diffuse functions requires an increase of the
number of Matsubara frequencies. This is due to the
fact that the spread of Hamiltonian eigenvalues increases
as larger basis sets are used. Thus, the fastest decay of
||DG1 ||F is observed in cc-pVDZ [59] basis with 27 basis
function and the slowest in the aug-cc-pVQZ [59] with
97 functions. Note that even when a basis with a pseu-
dopotential that has only basis functions describing the
4valence orbitals is employed, to be in the linear regime
requires more than 10,000 frequencies.
During a calculation, the Matsubara Green’s function
may need to be stored in memory. Storing a single
Green’s function requires O(Nωn2) complex double pre-
cision numbers, where n is the number of orbitals in a
basis set. Thus, for the large orbital bases and large num-
ber of frequencies necessary to reach quantum chemical
quantitative accuracy, the required memory becomes a
significant bottleneck. Even if the memory bottleneck
is avoided and the Green’s function is evaluated one the
fly, when necessary, the computational complexity of all
operations involving the Green’s functions grows rapidly
with the number of Matsubara frequencies. Examples
of such operations include solving the Dyson equation 8,
which requiresO(Nωn3) evaluations. Even if all these op-
erations can be made parallel over the frequency index,
having to take into account this large number of Matsub-
ara frequencies can significantly slow down a computa-
tion.
To see why the frequency grid requirements are so de-
manding when chemical accuracy is desired, it is instruc-
tive to look at Matsubara Green’s functions evaluated in
large basis sets. In the left panel of Fig. 3, we plotted
several of the largest elements of the imaginary part of
the Matsubara Green’s function for the H2CO molecule
calculated using the second-order Green’s function the-
ory (GF2) [51, 52, 62] with TZ(Dunning) basis set. In the
right panel of Fig. 3, we plotted several largest matrix el-
ements of the real part of the Matsubara Green’s function
for the H2CO molecule. First, let us note that different
elements of [G(iωn)]ij decay differently. Secondly, as ex-
pected, the most rapid change in both real and imaginary
parts of the Green’s function occurs in the low-frequency
range. Lastly, the slow convergence of the Green’s func-
tion to its high-frequency limit is responsible for the large
Matsubara grid when low temperatures are used. Similar
observations can be made about the convergence of sums
involving Matsubara frequencies [63, 64].
Motivated by these observations, in the next section
we will compute the Matsubara Green’s function for only
a few low-frequency points to preserve the temperature
dependence and have various interpolation techniques to
approximate values of the Green’s function for higher fre-
quencies.
A. Spline interpolation
We adopted the commonly used cubic spline interpo-
lation technique and modified it appropriately for the
efficient use in Green’s function calculations. For the de-
scription of a standard cubic spline interpolation, read-
ers are referred to textbooks on numerical methods, e.g.
ref 65, 66.
We consider a subset of Matsubara frequencies S =
{iωn|n ∈ [0, Nω]} chosen from original equidistant Mat-
subara grid and Green’s function Gij(iωn) evaluated on
this subset. We focus on a particular frequency inter-
val [ωl, ωl+1] , ωl, ωl+1 ∈ S. We define a local polynomial
between interval endpoints as a modified Legendre inter-
polation formula
G˜(iωn) = aG(iωl) + bG(iωl+1) + cG
′′
(iωl) + dG
′′
(iωl+1),
(13)
where n ∈ [l, l + 1], G′′(iωl) is the second derivative of
Green’s function at the point iωl, and a, b, c, d are inter-
polation coefficients determined as
a =
iωl+1 − iω
iωl+1 − iωl , (14)
b =
iω − iωl
iωl+1 − iωl , (15)
c =
1
6
(
a3 − a) (iωl+1 − iωl)2 , (16)
d =
1
6
(
b3 − b) (iωl+1 − iωl)2 . (17)
Polynomials G˜(iωn) from all intervals [iωl, iωm] ⊂
[ipi/β, iωN ] can be combined and used as an approxi-
mation to the Green’s function G(iωn). Equation 13
generates continuous second derivatives both within the
interval and at its boundaries, thus making a smooth
transition between intervals, but approximating the third
derivatives by a constant. Note, that a simple linear in-
terpolation is not a good choice here because the second
derivative is undefined at the boundaries of the intervals
and is zero inside. A construction of a local polynomial
(eq 13) requires the knowledge of second derivatives for
every given point iωl. Analytical second derivatives are
not available for a correlated Matsubara Green’s func-
tion and numerical derivatives must be used. The sec-
ond derivatives can be approximated, for example, using
central difference formula
G
′′
(iωl) =
G(iωl + ζ)− 2G(iωl)−G(iωl − ζ)
2ζ
, (18)
where ζ is a small increment. An application of the cen-
tral difference formula for every interval results in the
following M − 2 equations for second derivatives
iωl − iωl−1
6
G
′′
l−1 +
iωl+1 − iωl−1
3
G
′′
l +
iωl+1 − iωl
6
G
′′
l+1 =
(19)
=
G
′′
(iωl+1)−G′′(iωl)
iωl+1 − iωl −
G
′′
(iωl)−G′′(iωl−1)
iωl − iωl−1 .
Since there are only M − 2 equations for M unknowns
to find a unique solution two more equations have to be
provided. In this work we chose to simply set second
derivatives at global boundaries to zero G
′′
(iωn=0) = 0
and G
′′
(iωn=Nω ) = 0. In the numerical analysis liter-
ature, it is known as a natural spline [65]. Now, the
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resulting M equations can be written as a matrix equa-
tion and finding second derivatives amounts to solving
a system of linear equations. Since the coefficient ma-
trix is tridiagonal there is a unique solution that can be
obtained in O(M) operations using a sparse linear solver.
Once the second derivatives are known and coefficients
a, . . . , d are calculated, the Green’s function can be recon-
structed using eq 13 at any requested frequency point.
Our algorithm consists of the following basic steps:
1. We begin by choosing a small number of grid points
explicitly and forming a small preliminary grid that
usually does not exceed a few hundred points. Most
of these points are located near zero frequency and
preserve the natural Matsubara spacing to encode
information about the inverse temperature β. It is
not particularly important how the points are cho-
6sen further away from zero frequency because later,
iteratively, more points are added when necessary.
However, to keep the number of operations small
it is recommended to take advantage of the shape
of Green’s function and create a denser grid in the
low-frequency region and a sparser grid everywhere
else.
2. At these preliminary grid points we evaluate the
Green’s function G(iω).
3. For every pair of labels ij of the Green’s function
[G(iω)], we solve a system of equations 19 for sec-
ond derivatives in every interval between adjacent
grid points and use it to infer the magnitude of
change of the Green’s function.
4. Since we use cubic polynomials the forth deriva-
tive |GIV | must vanish. We calculate and compare
the absolute value of |GIV | to the predetermined
desired threshold value δ. If |GIV | < δ then the
Green’s function does not change on the [iωl, iωl+1]
interval appreciably and no more frequency points
should be added, otherwise a midpoint iω(2l+1)/2 is
inserted.
5. We evaluate and store the Green’s function at the
midpoint frequency G(iω(2l+1)/2).
6. We repeat step 3 until |GIV | indicate that the
Green’s function does not change anymore on every
interval for all the ij labels.
Depending on the value of δ a different number of
imaginary frequency points are selected and hence the
accuracy of the spline can be systematically improved by
decreasing δ.
Since the Matsubara Green’s function is a complex
quantity the cubic spline interpolation algorithm can be
applied to either real or imaginary part of it. The real
part of the Green’s function contributes to the density
matrix and the one-body energy. The imaginary part of
the Green’s function influences the two-body energy. We
observed that an insufficient grid causes the largest er-
ror in the density matrix and consequently the one-body
energy. For this reason, we decided to apply the cubic
spline interpolation algorithm to the real part of Green’s
function to minimize δ and we use the resulting grid to
evaluate both the real and imaginary part of the Green’s
function.
III. COMPUTATIONAL DETAILS
The algorithm for creating a Green’s function spline
introduced above is suitable for calculating Green’s func-
tions or self-energies in a systematic manner and improv-
ing its accuracy as a function of the spline accuracy δ and
the grid size. In this paper, we tested this algorithm on
a series of Green’s functions coming from GF2 calcula-
tions. GF2 is a perturbative many-body Green’s function
method that has many attractive properties. It is as ac-
curate as Møller-Plesset perturbation theory (MP2) [67]
for weakly correlated systems but, unlike many meth-
ods suitable for weakly correlated systems such as MP2
or CCSD [68], it is reasonably well behaved for strongly
correlated systems [52]. GF2 has both small fractional
charge and fractional spin errors [69], affordable com-
putational scaling O(Nτn5) and can be carried out self-
consistently, making it reference independent. The self-
consistency guarantees that the Luttinger–Ward func-
tional constructed from the converged GF2 Green’s func-
tion and GF2 self-energy and the total energy is station-
ary with respect to the Green’s function. Therefore, at
convergence different ways of calculating correlation en-
ergy agree within numerical precision. This is a signifi-
cant advantage because it means that one is free to choose
the simplest way of evaluating the correlation energy e.
g. using Galitskii–Migdal formula rather than Luttinger–
Ward functional.
In GF2, the imaginary time self-energy Σ(iτ) is cal-
culated using an imaginary time Green’s function G(iτ)
according to
Σij(iτ) = −
∑
klmnpq
Gkl(iτ)Gmn(iτ)Gpq(−iτ)×
× vikmq (2vljpn − vpjln) , (20)
GF2 calculations proceed as shown in Fig. 1 and op-
erate in both imaginary time and Matsubara domains.
This choice simplifies the numerical evaluation of the self-
energy and the solution of the Dyson equation, for details
see ref 1, 3. A broad variety of complex numerical algo-
rithms and procedures, involved in the GF2 calculation,
require handling Matsubara grids such as the calculation
of the Matsubara Green’s functions, fast Fourier trans-
form from the Matsubara frequencies to imaginary time
and back, solution of the Dyson equation and the evalua-
tion of sums over Matsubara frequencies in the Galitskii–
Migdal energy calculation. This makes GF2 an ideal can-
didate for testing our algorithm. The details of the GF2
algorithm can be found in ref 52. To accelerate calcula-
tions of the imaginary time self-energy a Legendre poly-
nomial basis was used as described in ref 12.
The reference data involving full frequency grid was ob-
tained by performing self-consistent GF2 calculations for
several atoms and simple molecules with Matsubara fre-
quency grids large enough to achieve convergence in total
energy to 10 µEh and in the total number of electrons to
10−5. From the converged GF2 Green’s functions and
self-energies we calculated the reference one-body den-
sity matrix using eq 9, the total number of electrons, the
one-body energy using eq 10, and the Galitskii–Migdal
and Luttinger–Ward energies using eq 11-12 respectively.
7IV. RESULTS AND DISCUSSION
In this section, we benchmark realistic atomic and
molecular GF2 calculations using the cubic spline inter-
polation algorithm described above. Our test set is com-
prised of 3 closed-shell atoms: Be, Mg, Ar, 21 closed-shell
molecules: H2O, (H2O)2, (H2O)3, (H2O)4, HCN, CH4,
C2H4, CO, CO2, H2CO, NH3, BN, H2O2, C6H6, LiH,
NaH, MgH2, AlH, NaOH, MgO, NaF, and 4 transition
metal atoms and diatomic clusters: Cd, Pd, Cu2, Ag2.
The aug-cc-pVDZ [70–72] basis set was used for atoms,
the TZ(Dunning) basis set was used for molecules except
for LiH, NaH, MgH2, AlH, NaOH, MgO and NaF where
the aug-cc-pVDZ basis set was used. For transition-metal
containing compounds, a basis set with pseudopotentials
ecp-sdd-DZ [73–76] was employed. We studied systems
with pseudopotentials because they are frequently used
in solid-state calculations thus giving us an insight into
behavior of the realistic Green’s function in such sys-
tems. Moreover, without using pseudoptentials the grid
requirements for such electron rich systems are enormous.
All systems studied in this work have a small de-
pendence on temperature due to a large HOMO-LUMO
gap and thus variations of inverse temperature β do not
change results qualitatively. Lowering the temperature
(increasing β) corresponds to decreasing the Matsubara
spacing, so that correspondingly more frequencies are re-
quired to reach the same accuracy for frequency sums
and energies. Consequently, to challenge our algorithm
we have chosen a relatively large value of inverse temper-
ature β = 100 [1/a. u.].
To test the accuracy of our algorithm, we applied it
to converged GF2 Green’s functions using several values
of the threshold δ = 10−n, n ∈ {2, 3, 4, 5, 6}. For every
value of the threshold, we used the cubic spline inter-
polation algorithm to obtain a new small grid — a set
of not necessarily equidistant imaginary frequency points
satisfying conditions discussed in the previous section. A
spline evaluated using such a small grid was used to calcu-
late the one-body density matrix (eq 9), total number of
electrons, one-body energy (eq 10), and Galitskii–Migdal
(eq 11) and Luttinger–Ward (eq 12) energies.
First, we consider the size of new smaller grids used
to create a spline and their dependence on the value of
the threshold δ. The interpolation algorithm applied to
a smooth function such as Matsubara Green’s function
produces sets of points with increasing cardinality as the
value of threshold decreases. This guarantees a mono-
tonic convergence to the original grid (usually containing
thousands of points) in the limit of δ → 0, thus making
our algorithm controlled and systematically convergent
when applied to Green’s functions.
The numerical manifestation of the statement above is
shown in Table I, where we summarized results for sev-
eral atoms and molecules with different basis sets. Be-
fore a Green’s function calculation is started the number
of points in the full Matsubara grid has to be predeter-
mined. This number can be determined by converging
the HF energy to a predetermined accuracy by using the
HF Green’s function. The convergence in total HF en-
ergy to 10 µEh was used to obtain the maximum num-
ber of the grid points listed in the VIII column of Ta-
ble I. Alternatively, one can define an accuracy threshold
 = max |Aij |, where A = Gn1 − Ga1 , is the maximum
matrix element of a difference between the numerical
Gn1 = G(iωn) · iωn and the analytical Ga1 = S−1 high-
frequency coefficient and determine how many points are
necessary to converge the calculation to match a certain
.
It is clear from Table I that for most systems to recover
either the highly accurate HF energy or G1 to at least
 = 0.1 accuracy frequently more than 10,000 Matsubara
frequencies are required. Additionally, we observe that
for most systems, besides few atomic examples, the size
of the grid requiring an  between 0.1 − 0.01 is enough
to converge the HF energy to a high accuracy. Thus,
while we can predetermine how large the grid should be,
such size of the grids cannot be easily explicitly tractable
since for small molecules such as those shown in the Ta-
ble I, if larger basis set are employed, the grid can ap-
proach a size of 100,000 or more Matsubara frequencies.
This is a numerical explanation why finite temperature
Green’s function calculations for realistic systems have
not yet become routine. In this light, our cubic spline in-
terpolation approximation is an important step towards
reliable finite temperature Green’s function calculations.
As Table I shows, when using the spline interpolation
procedure, the reduction in the size of imaginary fre-
quency grids is approximately two orders of magnitude
if δ = 10−4 is used and by about one order for lower
values of delta. For the most demanding system studied
in this work, we only require fewer than 3,000 frequency
points to produce a new Green’s function using spline
which is guaranteed to be in a very good agreement with
the reference one since the threshold value is very small
δ = 10−6. Overall, when δ = 10−4 is used, the number
of frequency points necessary to create a spline grid is
around 5% of the original Matsubara grid size which is a
remarkable reduction.
To put our efforts in reduction of the Matsubara fre-
quency grid to several thousands points in perspective,
it is worth mentioning that grids containing the same
order of magnitude of points are used in quantum chem-
istry, e.g. in the evaluation of the contribution of the
exchange-correlation function in DFT and other numer-
ical algorithms [79–83].
Next, in Fig. 4, we examine the convergence of all
quantities considered such as the one-particle density ma-
trix, one-body energy, etc. as a function of threshold δ.
To illustrate the trend, we selected a few systems from
the test set.
In the first panel of Fig. 4, we plotted the logarithm
of the error in the one-particle density matrix defined as
∆P =
∑
ij
[
P−Pref]
ij
as the function of the threshold
δ. For all systems studied in this work, we observed al-
most perfect linear convergence. Thus, an order of mag-
8TABLE I. The number of grid points as a function of the threshold δ used in our cubic spline interpolation algorithm for several
atoms and moleculesa as compared to the number of points in the input Matsubara grid listed in column VIII. Columns IX−X
show the number of points in the Matsubara grid required to recover the G1 coefficient of the high-frequency expansion of
Green’s function to  = 0.1 and  = 0.01 accuracy threshold.
Atom or Basis δ Nω 
molecule set 10−2 10−3 10−4 10−5 10−6 used 10−1 10−2
Be aug-cc-pVDZ 169 229 337 501 943 3·104 6.7·102 6.8·103
Mg aug-cc-pVDZ 157 216 328 512 1027 2·104 7.7·103 7.8·104
NaH aug-cc-pVDZ 217 343 546 1046 2098 2·104 9.1·103 9.1·104
Ar aug-cc-pVDZ 573 682 841 1231 1811 2·105 1.9·104 1.9·105
NaF aug-cc-pVDZ 262 417 755 1502 3087 2·104 2.7·104 2.7·105
C2H4 TZ(Dunning) 241 384 761 1931 4078 2·104 3.1·104 3.1·105
Cd ecp-sdd-DZ 255 380 598 1478 3196 5·104 3.1·104 3.1·105
MgH2 aug-cc-pVDZ 298 469 875 1693 3752 3·104 3.2·104 3.2·105
Ag2
b ecp-sdd-DZ 294 421 657 1927 4064 7·104 3.4·104 3.4·105
NH3 TZ(Dunning) 211 344 734 1612 3478 2·104 4.6·104 4.6·105
HCN TZ(Dunning) 264 411 834 1941 3864 2·104 4.7·104 4.7·105
(H2O)2
c TZ(Dunning) 326 496 885 2117 4463 8·104 6.1·104 6.1·105
(H2O)3
c TZ(Dunning) 252 419 894 2335 5074 4·104 6.1·104 6.1·105
H2CO TZ(Dunning) 230 373 770 1971 4078 3·104 6.1·104 6.1·105
C6H6 TZ(Eunning) 322 497 918 1330 2581 2·104 9.0·104 9.0·105
a Experimental geometries were taken from NIST Computational Chemistry Comparison and Benchmark Database. [77]
b d(Ag-Ag)=5.46 a. u.
c Geometry was taken from ref 78.
nitude improvement in the accuracy of the one-particle
density matrix can be achieved by decreasing the thresh-
old by a factor of ten. For small systems such as atoms,
the value of threshold roughly corresponds to the accu-
racy of the one-particle density matrix. For bigger sys-
tems using the smallest threshold yields inaccurate one-
body density matrices. Thus at least δ = 10−3 should be
used if quantities that rely on an accurate determination
of a one-particle density matrix are of interest.
The one-body energy is calculated using the one-body
density matrix. Consequently, we note based on the up-
per center panel of Fig. 4, that the rate of convergence
of the one-body energy is that of the one-particle density
matrix. The overall accuracy of the one-body energy is
worse than that of the one-particle density matrix but in-
significantly. Nonetheless for all systems considered here
the convergence of about 10 µEh is achieved for δ = 10
−6.
The total number of electrons is another quantity cal-
culated from the one-particle density matrix. The δ-
dependence of the total number of electrons is shown
in the upper right panel of Fig. 4. Overall convergence
of the total number of electrons is fast and the accuracy
is generally better than one of the one-particle density
matrix. For the majority of systems considered in this
work, it is enough to set δ = 10−4 to recover the total
number of electrons to 10−5 accuracy.
The convergence of the Galitskii–Migdal two-body en-
ergy is shown in the bottom left panel of Fig. 4. We ob-
serve that the Galitskii–Migdal energy is converging the
most rapidly and for all the systems studied δ = 10−3
is enough to achieve a µEh accuracy. Thus, the cu-
bic spline interpolation algorithm is an extremely effi-
cient way to calculate the two-body energy and to re-
place a simple sum over Matsubara frequencies which is
known to be numerically challenging. Small fluctuations
in the Galitskii–Migdal energy observed for δ = 10−5 and
δ = 10−6 are purely numerical artifacts and only happen
after a very good convergence to 0.1 µEh is achieved.
Next, we examine the convergence of the Luttinger–
Ward (ELW) energy shown in the bottom center panel of
Fig. 4. The Luttinger–Ward energy converges at a slower
rate than Galitskii–Migdal energy but still an accept-
able accuracy of 10 µEh can be achieved with δ = 10
−5
or δ = 10−6 threshold depending on the system under
consideration. The oscillations in the Luttinger–Ward
energy, which are numerical artifacts, may also happen
but only after initial convergence to less than 10 µEh is
achieved.
Finally, last panel of Fig. 4 shows the sizes of imaginary
frequency grids that correspond to particular value of the
threshold δ. As expected, simpler atomic systems even
with basis sets containing polarization functions gener-
ally do not require large grids and changing the thresh-
old δ does not result in a significant change of the size
of the imaginary frequency grid, indicating that a con-
vergence is achieved with relatively low value of δ. For
bigger systems with lower spatial symmetry, the conver-
gence of the grid size is slower and larger values of the
threshold δ may be necessary.
As the results above indicate, decreasing the thresh-
old δ indeed results in generating more extensive grids
with the increase of 1.5−2.0 for every order of magni-
tude decrease of δ (see Table I). This has an important
consequence for the computational complexity of realistic
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FIG. 4. Errors in the density matrix Log(
∑
ij
[
P−Pref]
ij
), one-body energy Log(E1b − Eref1b ), total number of electrons
Log(Nel − N refel ), two-body Galitskii–Migdal energy Log(EGM2b − Eref2b ) and Luttinger–Ward energy Log(ELW − Eref) as a
function of the threshold Log(δ) for selected atoms and molecules with different basis sets. Last panel shows the dependence
of the grid size Log(Nω) on the threshold Log(δ). Log denotes the base 10 logarithm.
calculations. In order to achieve an order of magnitude
improvement in convergence of the Green’s function us-
ing standard equidistant Matsubara frequency grid the
next successive grid must be at least an order of magni-
tude larger than previous one (Fig. 2). It follows from
Fig. 4 that if a cubic spline interpolation algorithm is
used, an order of magnitude improvement in the calcu-
lated quantity can be achieved if the value of threshold
δ is changed by a factor of ten which results in changing
the number of frequencies necessary only by a factor of
1.5−2. This means that upon going to bigger systems
one should not expect the spline grid to grow as fast as
the standard Matsubara frequency grid.
Finally, since basis set significantly affects the grid re-
quirements, in Fig. 5, we plot the results for all the 28
systems considered here according to the basis set. We
plot 1/Log(error) versus −Log(δ) using bars since we at-
tempt to show errors which differ by orders of magnitude
on one plot. These plots should be read as follows. Each
bar represents the mean average error in the calculated
quantity and longer bars correspond to larger errors.
Fig. 5 shows the errors in one-particle density matrix,
total number of electrons as well as one- and two-body
energies for three different basis sets employed in our
calculations: TZ(Dunning), aug-cc-pVDZ and ecp-sdd-
DZ. As seen from Fig. 5, changing threshold from loose
(10−2) to tight (10−6) leads to monotonic improvement
in the accuracy for all the quantities considered. For all
the basis sets employed, the biggest error is in the one-
particle density matrix and consequently the one-body
energy. Smaller errors are observed in the Luttinger–
Ward energy and the total number of electrons. The
error in the two-body energy using the Galitskii–Migdal
formula is the smallest and it is almost grid size inde-
pendent. Thus, one can expect that only a small number
of grid points can be used to construct a spline that is
used to evaluate a product of two frequency dependent
quantities (like two-body energy from eq 11), while a
larger grid is required when the quantity calculated is di-
rectly dependent on the accuracy of the one-body Green’s
function (like the one-body density matrix which is re-
lated to the Green’s function by a Fourier transform).
By comparing the magnitude of all errors, we conclude
that they are the largest for the TZ(Dunning) basis set.
This is not surprising since we used TZ(Dunning) basis
set for bigger molecules as opposed to aug-cc-pVDZ ba-
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FIG. 5. The mean average errors in density matrix ∆P , total number of electrons ∆Nel, one-body energy ∆E1b, two-body
energy ∆EGM2b calculated using Galitskii–Migdal formula and Luttinger–Ward energy ∆E
LW as a function of the threshold δ
for various basis sets. This composite plot summarizes errors for all the 28 systems considered in this work. Log denotes the
base 10 logarithm.
sis set used for atoms and smaller molecules. This trend
is in agreement with regular Matsubara frequency grid
requirements shown in Table I.
V. CONCLUSIONS
If equidistant numerical grids are used, finite temper-
ature Green’s function calculations of molecular systems
or solids in large basis sets seem hardly possible due to
highly inefficient grid spacing. However, since the Mat-
subara Green’s function is a smoothly and slowly vary-
ing function of frequency even simple cubic spline inter-
polation algorithm can help reduce the number of grid
points at which the Green’s function is evaluated ex-
plicitly, thereby making realistic calculations tractable.
We carefully investigated this idea on a series of atomic
and molecular calculations with realistic Hamiltonians.
We demonstrated that only around 5% of the original
equidistant Matsubara frequency grid was necessary to
obtain very accurate results for the density matrix or to-
tal energy.
Our interpolation algorithm introduces a single thresh-
old parameter—the magnitude of the fourth derivative,
that systematically controls the spline accuracy. To keep
the value of this threshold constant and below a user de-
sired level, our algorithm detects the regions where the
Matsubara Green’s function changes rapidly and ensures
that more grid points are used in these regions while fewer
points are necessary in the regions with a slowly changing
Green’s function.
We established that irrespective of the basis set or the
actual system under study, the magnitude of the spline
fourth derivative is directly proportional to the accuracy
of the results. Thus, in a black box manner, by changing
the value of this parameter we can achieve a desirable
high accuracy while maintaining a low computational
cost.
One of the most important features of our algorithm
shown here is that the growth of the spline grid neces-
sary to evaluate the one-body density matrix or energies
to a desired accuracy is much slower than that of stan-
dard equidistant Matsubara frequency grid. While the
Matsubara frequency grid grows by an order to magni-
tude to get an order of magnitude improvement in the
accuracy, the spline grid only grows by a factor or 1.5−2.
Consequently, to achieve a very high µEh convergence of
energy with respect to the grid size, the number of points
at which the Green’s function is evaluated explicitly is
within only couples of thousands while traditional Mat-
subara frequency grid requires hundreds of thousands of
explicit evaluations.
This study, when combined with our recently proposed
algorithm for efficient reduction of the size of the imag-
inary time grid in ref 12, is a step towards reliable and
computationally affordable Green’s function calculations
in quantum chemistry and materials science.
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