Background: Correct identification of misconceptions is an important first step in order to gain an understanding of student learning. More recently, four-tier multiple choice tests have been found to be effective in assessing misconceptions. Purpose: The purposes of this study are (1) to develop and validate a four-tier misconception test to assess the misconceptions of preservice physics teachers (PSPTs) about geometrical optics, and (2) to assess and identify PSPTs' misconceptions about geometrical optics. Sample: The Four-Tier Geometrical Optics Test (FTGOT) was developed based on findings from the interviews (n = 16), openended testing (n = 52), pilot testing (n = 53) and administered to 243 PSPTs from 12 state universities in Turkey. Design and Methods: The first phase of the study was the development of a four-tier test. In the second phase of this study, a cross-sectional survey design was used. Results: Validity of the FTGOT scores was established by means of some qualitative and quantitative methods. These are: (1) content and face validations by six experts; (2) Positive correlations between the PSPTs' correct scores considering only first tiers of the FTGOT and their confidence score for this tier (r = .194) and between correct scores considering first and third tiers and confidence scores for both of those tiers (r = .218) were found as evidences for construct validity. (3) False positive (3.5%), false negative (3.3%) and lack of knowledge (5.1%) percentages were found to be less than 10% as an evidence for content validity of the test scores. (4) Explanatory factor analysis conducted over correct and misconception scores yielded meaningful factors for the correct scores as an evidence for construct validity. Additionally, the Cronbach alpha coefficients were calculated for correct scores (r = 0.59) and misconception scores (r = 0.42) to establish the reliability of the test scores. Six misconceptions about geometrical optics, which were held by more than 10% of the PSPTs, were identified and considered to be significant.
Introduction
Researchers from a variety of theoretical perspectives have argued that the most important attribute that students bring to their classes are their conceptions (Ausubel 1968; Wandersee, Mintzes, and Novak 1994) , most of which differ from those of scientists (Griffiths and Preston 1992; Hammer 1996) . Student conceptions that contradict the scientific view are often labeled 'misconceptions' (Al-Rubayea 1996; Barke, Hazari, and Yitbarek 2009; Schmidt 1997; Smith, diSessa, and Roschelle 1993) . Broadly, misconceptions have the common feature of being strongly held, coherent conceptual structures which are resistant to change through traditional instruction and need special attention for students to develop a scientific understanding (Gil-Perez and Carrascosa 1990; Hammer 1996; Hasan, Bagayoko, and Kelley 1999) . Therefore, correct identification of misconceptions has become an important first step in order to gain an understanding of student learning.
Misconception diagnostic methods
The usual measures of assessment such as the ability to state correct definitions, reproduce proofs, solve standard problems cannot provide sufficiently detailed information to determine students' scientific understanding (McDermott 1991) . Instead, in order to measure students' conceptions on several concepts, different diagnostic tools have been developed and used by researchers. Interviews (Chen 2009; Goldberg and McDermott 1986; Palmer 2001; White and Gunstone 1992) , concept maps (Novak 1996) , open-ended or free response questionnaires (Langley, Ronen, and Eylon 1997; Wittman 1998) , word association (Maskill and Cachapuz 1989) , drawings (Ehrlén 2009 ), multiple-choice tests (MCTs) (Beichner 1994; Hestenes, Wells, and Swackhamer 1992) , and multiple-tier tests with two-tiers (Adadan and Savasci 2012; Chen, Lin, and Lin 2002; Fetherstonhaugh and Treagust 1992; Griffard and Wandersee 2001; Tsui and Treagust 2010) , three-tiers (Arslan, Cigdemoglu, and Moseley 2012; Caleon and Subramaniam 2010a; Eryılmaz 2010; Kaltakci and Didis 2007; Kızılcık and Güneş 2011; Peşman and Eryılmaz 2010) and four-tiers (Caleon and Subramaniam 2010b; Kaltakci 2012a; Sreenivasulu and Subramaniam 2013) are used to diagnose students' conceptions in science education. Interviews, open-ended tests and MCTs are the ones commonly used in physics education research. However, each tool has some advantages as well as disadvantages over the others (Kaltakci-Gurel, Eryılmaz, and McDermott 2015) .
Among various methods of diagnosing misconceptions, interviews have the crucial role because of their in-depth inquiry and possibility of elaboration to obtain detailed descriptions of a student's cognitive structures. However, a large amount of time is required to interview a large number of people in order to obtain greater generalizability. Open-ended tests give responders the chance to write their answers in their own words and can be administered to larger samples compared to the interviews. Yet, it takes time to analyze the results and scoring may be a problem. MCTs can be administered to a large number of individuals. They are easy to administer and analyze but cannot probe the students' responses deeply. Also, with traditional MCTs the investigator cannot differentiate correct answers due to correct reasoning (i.e. 'scientific conception') from those due to incorrect reasoning (i.e. 'false positive') (Caleon and Subramaniam 2010b; Peşman and Eryılmaz 2010) . In other words, correct responses may not guarantee the presence of the correct scientific conception in these tests. Similarly, a wrong answer given to a traditional multiple-choice item may not be due to the misconception held, but might be a wrong answer with correct reasoning (i.e. 'false negative'). For this reason, researchers extended MCTs into multiple-tier tests, with two, three, or more recently four tiers in order to overcome some of the limitations of using interviews, open-ended tests and traditional MCTs to diagnose students' misconceptions.
Generally, the two-tier tests are diagnostic instruments with first tier including multiple-choice content questions, and second tier including multiple-choice set of reasons for the answer to the first tier (Adadan and Savasci 2012; Chen, Lin, and Lin 2002; Griffard and Wandersee 2001; Treagust 1986 ). Students' answers to each item are considered correct when both the correct choice and reason are selected. Hence, two-tier tests provide the opportunity to detect and calculate the proportion of wrong answers with correct reasoning (i.e. false negatives) and the correct answer with wrong reasoning (i.e. false positives). Identification of false positives and false negatives is important since they are discriminated from student scores. However, two-tier tests cannot discriminate lack of knowledge from misconceptions, as well as from scientific conceptions, false positives or false negatives (Peşman and Eryılmaz 2010; Sreenivasulu and Subramaniam 2013) . Thus, two-tier tests might overestimate or underestimate students' scientific conceptions (Chang et al. 2007) or overestimate the proportions of the misconceptions since lack of knowledge could not be determined by two-tier tests Subramaniam 2010a, 2010b; Peşman and Eryılmaz 2010) . The limitations mentioned for the two-tier tests were intended to be compensated by incorporating a third tier to each item of the test asking for the confidence in the answers given in the first two-tiers (Caleon and Subramaniam 2010a; Eryılmaz 2010; Peşman and Eryılmaz 2010) .
With three-tier tests, misconceptions that are eliminated from lack of knowledge and errors can be assessed. Misconceptions are not simply errors in answer to a question and its reason. Yet, misconceptions are errors that are strongly held and advocated with high confidence. In a specific misconception, the wrong answer and its wrong reasoning are related. Therefore, all misconceptions are errors, but all errors are not necessarily misconceptions. In three-tier tests, students' answers to each item are considered correct when both the correct choice and reason are selected and the subject expresses confidence about the answers for the choices in the first two-tiers. Students' answers to each item are considered as a misconception when both the wrong choice and a related specific wrong reason are selected with high confidence. Although three-tier tests seem to eliminate many disadvantages mentioned for two-tier tests, they still cannot fully discriminate the confidence choices for the main answer (first tier) from confidence choices for reasoning (second tier) and therefore may overestimate students' scores and underestimate their lack of knowledge (KaltakciGurel, Eryılmaz, and McDermott 2015) .
To date, the only four-tier diagnostic test in physics has been the modification of the three-tier form of Caleon and Subramaniam (2010a) into four-tier format (2010b) for a mechanical waves topic. A four-tier test is a multiple-tier diagnostic test. The first tier of it is an ordinary multiple-choice test with its distractors addressing specific misconceptions. The second tier of the test asks for the confidence of the answer in the first tier. The third tier of the test asks for the reasoning for the answer in the first tier. The fourth tier of the test asks for the confidence of the answer in the third (reasoning) tier. The present study provides effective ways to establish the validity and reliability for the four-tier MCT development process and to determine significant misconceptions by means of a different analysis. The blank alternatives provided in the main and reasoning tiers and their ways of analysis are also new for the present study.
Rationale for the subject choice
Student misconceptions have their origins in a diverse set of personal experiences and there is substantial evidence that teachers are one of the main sources of student misconceptions (Abell 2007; Helm 1980; Kaltakci and Eryilmaz 2010; Kikas 2004; McDermott et al. 2006; Wandersee, Mintzes, and Novak 1994) . Teacher misconceptions mirror what we know about students. Therefore, before studying student misconceptions, teachers' misconceptions should be determined and, if necessary, modified in order to improve students' conceptions. Galili, Bendall, and Goldberg (1993) , Kikas (2004) and Heller and Finley (1992) emphasized the importance of identifying misconceptions of pre-service and in-service teachers on different subjects in order to better understand students' ideas. Therefore, PSPTs were chosen as the subjects of the study in the present study.
Rationale for the topic choice
Student understanding in geometrical optics has attracted the interest of some researchers in different countries from early childhood to university level (Andersson and Karrqvist 1983; Bendall, Goldberg, and Galili 1993; Dedes and Ravanis 2009; Fetherstonhaugh and Treagust 1992; Galili 1996; McDermott 1986, 1987; Heywood 2005; Hubber 2006; Langley, Ronen, and Eylon 1997; Osborne et al. 1993; Settlage 1995; Wosilait et al. 1998) . All of these studies showed that individuals have some misconceptions in this topic regardless of their grade level and culture. However, there exist a limited number of studies on pre-service teachers, including Turkish pre-service teachers. In most of the studies in geometrical optics, interviews and open-ended tests were used as a method of investigation to determine student misconceptions with small samples. However, the number of studies with multiple-tier tests with large samples was relatively few in geometrical optics. Additionally, most of the previous studies in geometrical optics were conducted on the nature and propagation of light and optical imaging topics. Even though the number of studies in optical imaging was comparably high, most of them dealt with plane mirrors or converging lenses as a context. Hardly any studies were found in the literature about students' conceptions in the contexts of convex mirrors, hinged plane mirrors, and diverging lenses. Investigations about geometrical optics are valuable because it constitutes the basis for many other physics topics. These reasons together with our personal experience directed us to choose geometrical optics as the topic of investigation for this study.
Research purpose
The purposes of this study are: (1) to develop and validate a four-tier misconception test to assess the misconceptions of pre-service physics teachers (PSPTs) about geometrical optics, and (2) to assess and identify PSPTs' misconceptions about geometrical optics.
Method

Development of the test
The development of the four-tier multiple-choice misconception test on geometrical optics involved the modified version of procedure outlined Peşman and Eryılmaz (2010) and Eryılmaz (2010) for three-tier tests. The test development and application procedure consists of four main phases. These are: (1) conducting interviews, (2) constructing and administrating open-ended test, (3) constructing and administrating the pilot test, and (4) developing and administering the four-tier test (FTGOT).
Firstly, based on the related literature and the experience of the researchers with the PSPTs, the most useful contexts in terms of the prevalence of misconceptions among upper grades and the contexts, which have not received much investigation, were determined. These were found to be related to optical imaging for the upper grade students. Also, some of the contexts in optical imaging such as hinged plane mirrors, diverging lenses, and convex mirrors were found not been studied by many researchers. Only a few theoretical studies were found about these contexts. As a result, the 35-item semi-structured interview guide was prepared. A two-dimensional table with contexts in optical imaging (plane mirrors, spherical mirrors, lenses) in one-dimension, and the cases in optical imaging ('seeing/forming an image of oneself' and 'seeing/forming an image of others') in the other dimension was prepared and equal importance were given to each context-case combinations. In each phase (interviewing, open-ended testing, pilot testing, and four-tier testing), the generated items with the purpose of assessing misconceptions in geometrical optics were judged by at least three experts from the field for face and content validity. The interviews were conducted individually during one semester within five sessions and each session lasted for approximately one hour. Each interview session was video-recorded as a primary data source, and the drawings of each participant on working sheets were collected as a secondary data source for the interviewing session. The administration and the analysis of the interviews took a total of eight weeks. The results of the analysis were primarily used to develop the open-ended test for the study and to construct the alternatives of the multiple-tier multiple-choice test. The detailed description and analysis of the interview and open-ended test administration parts are the scope of another study (Kaltakci-Gurel, Eryilmaz, and McDermott 2016) .
Secondly, the researchers developed the Open-Ended Geometrical Optics Test (OEGOT) by considering the results of previously conducted interviews for determining the most useful contexts for detecting PSPTs' misconceptions in geometrical optics, and by reviewing the literature. The main aim of administering the open-ended test was to obtain greater generalizability and to construct the alternatives of the multiple-tier MCT in geometrical optics. Almost all of the questions in the OEGOT were selected from the interview guide with some small modifications and a total of 24 items included in the test. Each item has a main question about geometrical optics and a reasoning question that asks for the explanation of their reasons. The OEGOT administration lasted approximately 90 min and the analysis of the test results took a total of five weeks. For each item, the misconceptions about geometrical optics were identified and sorted according to their percentages for later use in the development of the multiple-tier multiple-choice instrument during the analysis.
Thirdly, in the light of the previous literature, the analysis of the interview and the OEGOT results a preliminary multiple-tier multiple-choice test was developed with 22 items. This form of the test was used as a pilot test in order to determine the effectiveness of the alternatives on the test by item analysis. The test was administered to 53 PSPTs and the data were analyzed. In the analysis all correct answers to the first and second tier items with confidence were coded as 1, and 0 otherwise. The test was found to be rather difficult with a mean difficulty index of 0.12, also quite discriminating with a discrimination index of 0.38. The Cronbach's alpha coefficient for the pilot test scores was found to be 0.72 over the correct scores for all three tiers. The item difficulty and item discrimination (point biserial correlation) indexes of each item were used to determine the item revisions on the test. After necessary modifications and revisions the 20-item FTGOT was developed (Kaltakci 2012b) . In addition to removing or revising problematic items, blank alternatives to write any answers different from the available alternatives were added at the end of both first and third tiers of each item on the FTGOT. Figure 1 is an example item from the FTGOT and Table  1 shows the distribution of the items to the contexts and cases. Twenty-one misconceptions are intended to be assessed by the FTGOT with PSPTs' selection of alternative sets shown in Appendix. Each misconception is assessed by at least two items on the FTGOT for the validity of the test scores. Six experts from physics and physics education majors examined the last version of the FTGOT for the face and content validity.
Population and sample
The target population of the study consists of all Turkish PSPTs who completed the geometrical optics (GO) and geometrical optics laboratory (GOL) courses in their five-year physics teacher education programs. There are a total of 13 state universities in Turkey, which have five-year undergraduate physics teacher education programs. PSPTs are selected and placed into those universities according to their score in a national university entrance exam in Turkey. A total of 523 PSPTs are expected to be enrolled into physics teacher education programs each year. The accessible population for the study was, however, all Turkish PSPTs who had just completed the GO and GOL courses in their program and had registered in one of the corresponding semester courses that are convenient for the researcher's access. The corresponding semesters from which the PSPTs were selected was determined for each university separately. It was one or two semesters after the PSPTs had taken the GO and/or GOL course in their programs. The selection of the courses was based on accessibility. As a result, accessible population size was determined to be 270.
For interviews, the courses were selected from the three universities in Ankara on the basis of the ease of access to the individuals for prolonged interviews. A total of 16 participants were selected through maximum variation sampling from these conveniently selected universities. The maximum variation was done according to the GRADE score of the students in each university as a weighted average of GO and GOL course grades, and cumulative grade point average (CGPA) of students. According to the ranking of GRADE scores, high-medium-low achieving categories were determined and an effort was made to select the participants for the interviews equally from those three categories.
For open-ended test and pilot test administrations, the 13 universities were divided into three groups according to their rankings on the university placement scores. One university from each of these groups was selected purposefully. Then the courses were selected by convenience sampling by considering the ease of accessibility. As a result, the open-ended test was administered to 52 PSPTs and the pilot test was administered to 53 PSPTs in a total of six different universities.
In the FTGOT administration, however, accessible courses from all 13 universities were determined and used for test administration. Unfortunately, before the administration of the FTGOT, an earthquake occurred and one of the universities could not be included in the sample during this process. A total of 243 PSPTs took the final form of the test. Interviews, open-ended test and pilot test were administered in one semester, whereas the FTGOT was administered in the following semester. None of the subjects took one form of the instruments twice.
Variables and analysis
Answers of 243 subjects to the items on the FTGOT were entered into MS-Excel program (items in columns and subjects in rows). Eleven variables were obtained for each subject by using the answer key of the FTGOT and the item alternative sets indicating misconceptions (see Appendix). Table 2 shows the variables and the description of how those variables were obtained. Summing along the rows in the MS-Excel file gave each subject's score (correct score, misconception score or confidence score) based on the corresponding tier (only first, only third, first and third, or all four) of the FTGOT, whereas summing down the columns gave the sum of responses given to the corresponding tier (only first, only third, first and third, or all four) by all subjects.
As an example, the production of the Misconception Only First (MISC1) score is illustrated in Figure 2 . The twentieth misconception (M20) was assessed by two items (Items 14 and 15). If a subject's response to the first tier of Item 14 was d, it was coded as 1, otherwise coded as 0 for this tier of the item. Similarly, if a subject's response to the first tier of Item 15 was b, it was coded as 1, otherwise coded as 0. As shown in the figure, each misconception was assessed with different numbers of items (such as M1 with 7, M2 with 4, M3 with 3, and M21 with 2 items). Therefore, in calculating the MISC1 score the weighted averages of each misconception alternative selections were calculated for each subject. That is, the sum of students' raw data for the nominal level for each misconception is divided into the number of items assessing that specific misconception. From the obtained MISC1 scores, summing the rows and dividing it to the total number of subjects gave the percentage of the prevalence of that misconception (i.e. difficulty level), while summing the columns gave the MISC1 score obtained by each subject. To exemplify, 22% of the total subjects have the first misconception (M1) according to the only first tiers of the FTGOT scores. The first subject (St1) received a MISC1 score of 4.5 out of Figure 2 . an example of how subjects' raw data coded into nominal level by using misconception alternatives and how Misc1 scores were produced. To simplify the illustration, only the first and last three subjects in rows, and only first three and last two misconceptions (M1, M2, M3, M20, M21) in columns are shown.
21, that is out of 21 misconceptions measured by the FTGOT St1 has 4.5 misconceptions according to the only first tiers of the FTGOT.
Results and discussion
Prior analysis
Before starting on any statistical analysis, the FTGOT responses of the subjects were prepared for the further analysis. These prior analyses of the raw data were: (1) dealing with the blank alternative responses of the subjects on the FTGOT items, and (2) dealing with the omitted responses of the subjects. As mentioned before, blank alternatives for writing any answer and reasoning different from the given alternatives were added to both first and third tiers of each item on the FTGOT. In average only 3.1% of the subjects filled the blank alternatives for each item. About 23.2% of the subjects who filled the blank alternatives wrote statements that have the same meaning as one of the present alternatives on the FTGOT items and 9.9% of the subjects wrote statements that contain the combination of both the correct and wrong alternatives together and the combination of two wrong alternatives together. Consequently, a total of 33.1% of the blank alternatives were re-coded into one or more of the existing alternatives on the FTGOT.
Among all 243 subjects who took the test, 163 subjects had no omitted responses at all throughout the test. The remaining 80 subjects omitted responses on a total of 80 tiers (20 items with four tiers in each) on the FTGOT. The frequency of the omitted responses ranges from a minimum of 1 to a maximum of 72 for the subjects of the present study. Subjects who had omitted responses on more than 25% of all 21 misconception categories were listed. There were 30 subjects which correspond to 12.3% of the total sample. It was decided to remove these 30 subjects from further analysis of the study. The remaining sample size (n = 213) was enough for factor analysis and other descriptive analysis. Therefore, all statistical analyses were performed over these 213 subjects.
Validity and reliability of the FTGOT scores
In the present study, to ensure the validity of the FTGOT scores some qualitative and quantitative evidence was collected from three different sources in addition to expert reviews for the content and face validity. These are: (1) Calculating the correlations among student scores on the first, the reasoning, and the confidence tiers. (2) Conducting the factor analysis for the correct scores and misconception scores of the students. (3) Estimating the percentages of false positives (i.e. correct answers with a wrong reasoning), false negatives (i.e. wrong answers with correct reasoning), and lack of knowledge (i.e. being not sure in both or any of answer and reasoning). Additionally, the Cronbach's alpha coefficient was calculated in order to establish the internal consistency of the test scores for the FTGOT as a measure of reliability of the test scores.
According to Çataloğlu (2002) in a valid test, students who are able to understand the question can then judge their ability to answer that particular question correctly or incorrectly. So, students with higher scores are expected to be more confident about their answers on the test. In three-tier tests, the correlation between the scores on the first two-tiers and confidence level on the third tier was calculated as construct-related validity evidence (Çataloğlu 2002; Peşman and Eryılmaz 2010) . Since the confidence ratings were asked for the first tier and reasoning tier separately, the calculations of these correlations were modified for the four-tier test format. Hence, in the present study, three different Pearson product moment correlations were calculated: (1) Correlation between first tiers (COR1) and second tiers (CONF1); (2) Correlation between third tiers (COR3) and fourth tiers (CONF2); (3) Correlation between first and third tiers (COR1&3) and second and fourth tiers (CONF1&2). There were small positive and significant correlations between COR1 and CONF1 scores (r = 0.194, p < 0.005), and between COR1&3 and CONF1&3 scores (r = 0.218, p < 0.005). It means that students with high scores have higher confidence than students with low scores for these two cases. However, there was no significant correlation between COR3 and CONF2 scores. The reasons for small and no correlations can be investigated by using scatter plots. The sign and degree of relationship between variables is what a scatter plot illustrates Figure 3 . scatter plots of (a) coR1 vs. conF1 scores; (b) coR3 vs. conF2 scores; (c) coR1&3 vs. conF1&2 scores. (Frankel and Wallen 2000) . Figure 3 shows the scatter plots of COR1 and CONF1 scores (a); COR3 and CONF2 scores (b); COR1&3 and CONF1&2 scores (c).
From the three scatter plots it is obvious that there are no indications of curvilinear relationships between the variables. Therefore, it would be appropriate to calculate Pearson product-moment correlations for those variable pairs (Pallant 2005) . Although the correlation coefficients are significant between COR1 and CONF1 scores, and COR1&3 and CONF1&2 scores, they are small in magnitude. For a strong positive relationship, students with higher scores are expected to be more confident about their answers on the test, whereas students with lower scores are likely to be less confident. However, at the right-bottom side of the scatter plots there are some students with high confidence levels with low scores. Those students are confident about their wrong answers, some of which might be robust misconceptions, or they might select wrong answers by chance. As stated by Crocker and Algina (1986) , 'nearly all total test score parameters are affected by item difficulty' (312). The other reason for no or small correlation between the variables might be related to the difficulty of the test. In the scatter plots, it can be seen that the proportion of students with high scores is very few. So the slopes of the lines are small which indicates that students' confidence scores are generally more than their correct scores. The FTGOT, like the other misconception tests, has very strong distracters. This might be the primary reason that the test is rather difficult. In the previous studies (Çataloğlu 2002; Peşman and Eryılmaz 2010) on the development of three-tier tests, the correlations calculated for the first two-tiers and confidence scores range between 0.11 and 0.51. The results obtained from the correlations for the present study are evidence for the items of the FTGOT work properly.
One of the common uses of factor analysis is construct validation, that is obtaining evidence of convergent and discriminant validity by demonstrating that indicators of selected constructs load onto separate factors in the expected manner (Brown 2006) . Explanatory factor analysis is typically used earlier in the process of test development and for construct validation. In the present study, two explanatory factor analyses (using principal component factor analysis with varimax factor rotation) were conducted: one for the correct scores and the other for the misconceptions scores. The first factor analysis for the correct scores was conducted because related items in the test would be expected to result in some acceptable factors. The second factor analysis was conducted for the misconception scores to check whether possible related misconceptions result in some acceptable factors. The correct scores for the total test items considering the only first tier, first and third tiers, and all four tiers produced meaningful factors with items loaded to the factors quite strongly (> 0.40). The reliability of the items constituting the factors ranges between 0.50 and 0.56, and the total variance explained ranges between 53 and 63% (which means these factors explain a total of 53-63% of the variance). Although not all items formed interpretable factors over the correct scores, it was found that some of the items were loaded to meaningful factors mainly according to either their contexts (i.e. plane mirrors, spherical mirrors, lenses) or according to the similarity of their item format. This is evidence for the construct validity of the FTGOT test correct scores. For the factor analysis conducted over misconception scores, on the other hand, the interpretation of the formed factors was even more difficult. The factor reliabilities for the misconception scores were found to be low. Since the reliability is a measure of the internal consistency, that is, how closely related a set of misconceptions are as a group, the low values show the low relation between the misconceptions (the Table 3 . The percentages of false positives, false negatives, and lack of knowledge on the FTgoT for correct scores. misconceptions comprising the factors were thought to be independent from one other) and also is a measure of multidimensionality of the test. Hestenes and Halloun (1995) suggested the estimation of the probability of false positives and false negatives in order to get evidence for the content validity of a test score. To establish content validity, these proportions were suggested to be below 10%. Additionally, as Hasan, Bagayoko, and Kelley (1999) emphasized, the differentiation of lack of knowledge from misconceptions is crucial, since they require different instructional practices. As the main aim of the FTGOT was to assess the misconceptions of the subjects, not the lack of knowledge or errors, estimating the proportion of false positives, false negatives, and lack of knowledge becomes important for obtaining evidence for the content validity of the test scores. Therefore, by using the MS-Excel program these proportions were estimated. Table 3 provides these proportions for each item and in average. The mean proportion of the false positives was estimated as 3.5% and of the false negatives as 3.3%, both of which are below 10% as suggested. When the percentages of the false positives are checked for each item, none of them are found to be so high. In checking false negatives for each item, however, Items 2 and 4 are identified as being above 10%, but not much above. Hestenes and Halloun (1995) attributed the false negatives to carelessness or inattention and claimed that the minimization of them is less difficult compared to false positives. Additionally, the mean proportion of lack of knowledge is found to be 5.1%. The proportions of lack of knowledge were calculated from the difference between subjects' percentages of correct responses for the first and third tiers (COR1&3) scores and all four tier (COR1-4) scores. As stated by Peşman and Eryılmaz (2010) , the high proportion of lack of knowledge is reasonable owing to the nature of misconception tests and the deficiencies in the instructions given. The proportion of lack Table 4 . descriptive statistics of the FTgoT correct all four tier (coR1-4) and misconception all four tier (Misc1-4) scores. of knowledge is not so high for the present study. Only Items 9, 10, 13, and 18 are the ones with the lack of knowledge percentages about 10%. The high proportion of lack of knowledge for these items might stem from the contexts of the items, since they are all not familiar types of questions for the subjects. Another reason for the high lack of knowledge for those items might be due to their difficulty, which will be discussed in the following sections. To conclude, low percentages of false positives, false negatives and lack of knowledge are indicators for high content validity of the FTGOT test scores. The Cronbach's alpha coefficient (α) was calculated as a measure of the internal consistency of the test scores. Two reliability coefficients were calculated for the correct all four tier (COR1-4) scores and misconception all four tier (MISC1-4) scores, and found 0.59 and 0.42, respectively. That means, at least 59% of the total score variance of COR1-4 score and 42% of the total score variance of MISC1-4 score are due to the true score variance (Crocker and Algina 1986) . The reliability coefficients calculated over the misconceptions scores are generally low compared to the ones over correct scores (Eryılmaz 2010) , so the situation is not surprising. Haladayna (1997) stated that:
Reliability strongly rests on a foundation of highly discriminating items. If items are highly discriminating and test scores vary, you can bet that the reliability coefficient will be high. (248) Hence, a discrimination index analysis was done to investigate whether the test items were able to discriminate high scorer and low scorer subjects on the misconceptions defined. Item discrimination indices are discussed in the next sub-section.
Descriptive statistics results of the FTGOT
The overall descriptive statistics for the correct and misconception scores were analyzed by SPSS and ITEMAN programs and summarized in Table 4 . The means and standard deviations for COR1-4 (M = 2.65, SD = 2.17) and MISC1-4 (M = 1.98, SD = 1.09) were very small. This is closely related to the item difficulties of the FTGOT. Being a misconception test, the FTGOT has very strong distracters. This is the primary reason that most of the items are very difficult. Another reason is that, the difficulty indices decrease from only first tiers (ordinary MCTs) to all four tiers since the proportion of correct answers decreases from a one-tier to four tiers scoring. This decrease is related to the inclusion of false positives and lack of knowledge proportions in the correct answer proportions in the only first tier scores, which overestimates the proportions of correct answers. Small values for the standard deviations show that the scores are not spread, which in turn lowers the reliability coefficients.
The average discrimination indices for the correct and misconception scores were estimated by point biserial coefficients for the individual items and by mean item-total coefficient for the average. Discrimination indices over correct scores are found to be larger than the ones for the misconception scores, which indicate that misconceptions are quite pervasive among high scorers as well as low scorers. As mentioned before, this might be one of the reasons for the low reliability coefficients obtained for the misconceptions scores. Despite the low discrimination indices, they are acceptable values in general (Beichner 1994) . Due to the nature of the misconception tests, low discrimination indices means that the subjects are homogeneous with respect to pre-defined misconceptions in geometrical optics. No matter whether high scorer or low scorer, misconceptions are quite common among subjects. Figure 4 illustrates the percentages of correct responses of the subjects on the FTGOT in terms of the number of tiers. In analyzing the survey results, the ones for the only first tiers are assumed to represent a conventional multiple-choice test, the ones for the first and third tiers are assumed to represent two-tier tests. A comparison of the mean percentages in Figure 3 shows that conventional MCTs and two-tier tests overestimate the percentages of students who have the correct qualitative understanding of geometrical optics. If the FTGOT had been a conventional multiple-choice test with only its first tiers, on average 30.8% of the subjects would have answered the test correctly. When the FTGOT was considered as a two-tier test, however, the average percentage of correct responses decreased to 18.4%. The 12.4% difference between the mean percentages of the one-and two-tier tests mean 12.4% of the participants did not give the correct reasons for their answers to the first tier. About 2.8% of this difference is due to false positives. The remaining 9.6% of the difference is due to the subjects' correct answers to the first tier with wrong reasoning in the third tier and not sure in either or both of the second and fourth tiers. The difference between the mean percentages of the two-tier test and the four-tier test was 5.1%. This difference is due to the subjects who gave correct responses in the first and third tiers of the FTGOT, but not sure in either or both of their answers for these two tiers. This difference corresponds to the proportion of subjects with lack of knowledge even though their answers for the first tier and reasoning tiers were correct.
Survey results of pre-service physics teachers' misconceptions about geometrical optics
Similarly, the misconception scores of the subjects were compared in terms of the number of tiers for only first tier (conventional multiple-choice test), first and third tiers (two-tier test), and all four tiers in Figure 5 for the 21 pre-defined misconceptions. A comparison of the mean percentages revealed that the one-and two-tier tests overestimated the percentages of misconceptions. On the other hand, the four-tier test was more precise in calculating the percentages of misconceptions held. Some students might have given wrong answers for the first tier although they might not have had any misconception. That might be because of the false negatives or lack of knowledge. Hence differing from two-tier and three-tier tests, four-tier tests can truly assess misconceptions which are free of errors and lack of knowledge.
Misconceptions are considered significant when they exist in at least 10% of the sample Subramaniam 2010a, 2010b; Tan et al. 2002) . According to the careful analysis of the percentages of each misconception for four-tier test results of misconceptions scores, in six of the misconceptions (M2, M3, M12, M14, M19, M21), subjects have misconception percentages of 10% or above, most of which are misconceptions in the plane mirror context in geometrical optics. These misconceptions are: M2: 'if there is an obstacle in front of an object, its image would not be formed'; M3: 'image formation and observation process are separate events and happening in an order in plane mirrors'; M12: 'covering some part of a mirror/lens causes the disappearance of some part of image'; M14: 'moving closer to/farther from a plane mirror, someone can see more of himself'; M19: 'a real image can be seen with a different size/orientation if a screen is placed to another location from the image point'; and M21:'only the angle between the mirrors determines the number of images seen in hinged plane mirrors' . The above misconceptions identified as significant in this study have also been reported by previous research studies except M21.
Conclusions and implications of the study
Four-tier tests have an advantage over two or three-tier tests in that subjects' lack of knowledge can be discriminated from their misconceptions by means of the separate confidence tiers for both main and reasoning tiers. Three-tier tests also identify the lack of knowledge, but they underestimate the proportion of lack of knowledge and overestimate misconceptions scores. On the contrary, four-tier tests assess misconceptions that are free from errors and lack of knowledge more truly.
The results from the present investigation demonstrate that the four-tier test developed in this study (i.e. FTGOT) is a valid and reliable instrument in assessing conceptual understanding in geometrical optics. Together with other diagnostic methods, such as interviews, four-tier tests can provide useful information about the conceptual understanding of the population under investigation.
The results of this study have some implications for classroom practice such that the development of a diagnostic instrument to assess the common student misconceptions in geometrical optics helps teachers to design and improve their teaching on the topic. For one thing, the existence of a valid and reliable, easy to administer, easy to score instrument would enable the teachers to confidently assess students' misconceptions about science concepts. For another thing, once misconceptions or the lack of knowledge are identified by the four-tier tests, the teachers would be more directed about what to do in the classroom. Depending on the test results, the teacher either tries to remedy the problem by addressing the students' misconceptions or improves the quality of the instruction to compensate the lack of knowledge. Similarly, researchers in science education need to measure the conceptions in a valid and reliable way in order to make correct conclusions about their findings. Therefore, four-tier tests might be useful in assessing conceptual understanding or misconceptions in a specific topic in order to gather data from large groups for research purposes.
Another implication of this study is that many pre-service teachers clearly need more preparation in geometrical optics than is usually provided. The implications for in-service teachers are obvious. In-service teachers of physics have completed the same kinds of courses as the pre-service teachers who participated in this study and it is unlikely that teaching geometrical optics as they themselves taught this material has greatly increased their own understanding. All teachers of physics should have the opportunity to participate in a conceptual course in geometrical optics in which they are guided in constructing a conceptual model for light from their own observations. By extension, this recommendation applies other topics in physics, as well as to other sciences.
There are some limitations of the current study. For one thing, being a misconception test the FTGOT has strong distracters and therefore is rather difficult. Hence, it is more useful to use it with diagnostic purposes to assess misconceptions instead of assessing achievement. For another thing, the choice of answer for the first (main) tier can influence the answer in the third (reasoning) tier on the FTGOT as criticized in two-tier tests. In this study, the authors gave special attention to unlink the alternatives for the main and reasoning tiers to some extent.
For future studies, the FTGOT may be used in order to assess misconceptions about geometrical optics not only for pre-service teachers but also for in-service teachers or high school students. There are almost no studies on the development of four-tier tests in other fields of science such as chemistry (except Sreenivasulu and Subramaniam 2013) or biology. It is recommended that researchers develop four-tier tests for assessing students' misconceptions in those science fields in order to assess it in a more valid way.
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