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Abstract
A pseudocircle is a simple closed curve on some surface. Arrangements of pseudocircles
were introduced by Grünbaum, who defined them as collections of pseudocircles that pairwise
intersect in exactly two points, at which they cross. There are several variations on this notion
in the literature, one of which requires that no three pseudocircles have a point in common.
Working under this definition, Ortner proved that an arrangement of pseudocircles is embeddable
into the sphere if and only if all of its subarrangements of size at most 4 are embeddable
into the sphere. Ortner asked if an analogous result held for embeddability into a compact
orientable surface Σg of genus g > 0. In this paper we answer this question, under an even
more general definition of an arrangement, in which the pseudocircles in the collection are not
required to intersect each other, or that the intersections are crossings: it suffices to have one
pseudocircle that intersects all other pseudocircles in the collection. We show that under this
more general notion, an arrangement of pseudocircles is embeddable into Σg if and only if all
of its subarrangements of size at most 4g + 5 are embeddable into Σg, and that this can be
improved to 4g + 4 under the concept of an arrangement used by Ortner. Our framework also
allows us to generalize this result to arrangements of other objects, such as arcs.
1 Introduction
This work is motivated by a question posed in [14]. In that paper, Ortner proved that an arrange-
ment of pseudocircles is embeddable into the sphere if and only if all of its subarrangements of size
at most 4 are embeddable into the sphere. Ortner asked if an analogous result held for embeddabil-
ity into a compact orientable surface Σg of genus g > 0. We answer this question positively, under
an even more general definition of an arrangement of pseudocircles that the one considered in [14]:
Theorem 1. An arrangement of pseudocircles is embeddable into Σg if and only if all of its sub-
arrangements of size at most 4g + 5 are embeddable into Σg.
As we will see, for the arrangements investigated in [14] (what we will call strong arrangements),
the size bound 4g + 5 can be improved to 4g + 4.
We show that Theorem 1 follows as a consequence of a more general result on the genera of
subgraphs of an embedded graph (namely Main Theorem in Section 2). This connection is based
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on the embedded graph naturally induced by an arrangement of pseudocircles. As we show at the
end of this section, Theorem 1 can be equivalently formulated by saying that if the embedded graph
induced by an arrangement of pseudocircles has genus greater than g for some g ≥ 0 (we recall the
definition of the genus of an embedded graph in Section 1.2), then there is a subarrangement of
size at most 4g + 5 whose induced embedded graph has genus greater than g.
Before we arrive to this equivalent formulation, we need to review the concept of an arrangement
of pseudocircles (Section 1.1), as well as the notion of the embeddability of an arrangement into a
surface (Section 1.2).
1.1 Arrangements of pseudocircles
A pseudocircle is a simple closed curve on a surface. There exist several variations on the definition
of an arrangement of pseudocircles in the literature. These objects were introduced by Grünbaum
in [7] (he called them arrangements of curves), who required that any two pseudocircles in the
collection intersect each other in exactly two points, at which they cross. Under Grünbaum’s
definition, arrangements of pseudocircles generalize arrangements of circles, in the same way as
arrangements of pseudolines generalize arrangements of lines.
Sometimes the pseudocircles in the collection are not required to intersect each other (in [15], an
arrangement in which every two pseudocircles intersect is called complete). This relaxed definition
is used for instance in [8], where Kang and Müller showed (among other results) that every ar-
rangement of at most four pseudocircles in the plane is isomorphic to an arrangement of circles (see
also [10, 11]). In addition, sometimes tangential intersections between pseudocircles are allowed.
Grünbaum himself proposed this relaxed notion where tangential intersections (or osculations) are
possible, leading to the concept of a weak arrangement of curves. This more general notion is
adopted for instance in [1], where Agarwal et al. gave an upper bound on the number of empty
lenses in arrangements of pseudocircles, and derived several important applications of this result.
Moreover, in the combinatorial formalism of arrangements given in [9], Linhart and Ortner allow
pseudocircles to intersect each other more than twice.
The definition used in [14] is in line with the original concept introduced by Grünbaum, with the
additional condition that no three pseudocircles meet at a common point. In [14], Ortner defines
an arrangement of pseudocircles as a finite collection of pseudocircles in some compact orientable
surface, such that:
(i) no three pseudocircles meet each other at the same point;
(ii) each intersection point between pseudocircles is a crossing, rather than tangential; and
(iii) each pair of pseudocircles intersects exactly twice.
We call these collections strong arrangements of pseudocircles, to distinguish them from a more
general version that we present below.
The motivation behind the version we introduce below is that we realized that our results hold
in this more general setting. We need not assume Conditions (i) and (ii). Moreover, we do not
need the full strength of (iii), where it is required that every pair of pseudocircles intersect each
other: it suffices to ask that there is a pseudocircle intersected by all the other pseudocircles in the
collection.
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Definition 1. An arrangement of pseudocircles is a finite collection of pseudocircles in some com-
pact orientable surface surface (the host surface of the arrangement) that pairwise intersect a finite
number of times (possibly zero), and such that there exists a pseudocircle that is intersected by all
the other pseudocircles in the collection. A pseudocircle with this property (it need not be unique)
is an anchor of the arrangement.
This is the definition that we adopt in this paper. Clearly, every strong arrangement is also an
arrangement according to this definition. A natural generalization of this definition would be to
drop the requirement that one pseudocircle is intersected by all the others. However, as we discuss
in Section 8 (and, as it was pointed out in [14]), without some minimal requirement of this form,
no result along the lines of Theorem 1 holds.
1.2 Embeddability of an arrangement of pseudocircles into a surface
Theorem 1 is a statement about the embeddability of an arrangement of pseudocircles into a
surface. Since an arrangement is by definition already embedded on a surface, the notion of its
embeddability into another surface must be clarified. This concept is based on the isomorphism
between arrangements of pseudocircles.
An arrangement of pseudocircles Γ can be naturally regarded as an embedded graph, whose
vertices are the points where the pseudocircles intersect each other. Following [14], this embedded
graph is the arrangement graph of Γ.
We emphasize that an arrangement graph is an embedded graph, that is, an abstract graph (a
combinatorial entity with vertices and edges) with a fixed embedding on some surface. To continue
with our discussion on the embeddability of an arrangement into a surface, we need to recall when
two embedded graphs are isomorphic. To proceed, we first remind the reader that the rotation
around a vertex v in an embedded graph G is a cyclic permutation of the edges incident with v;
this cyclic rotation records the clockwise order in which these edges leave v in the embedding.
Suppose that G is an embedded graph (on some surface), with vertex set V and edge set E,
and G′ is an embedded graph (on some surface), with vertex set V ′ and edge set E′. Then (the
embedded graphs) G and G′ are isomorphic if there is a mapping φ : V ∪E → V ′∪E′ that is a graph
isomorphism when G and G′ are regarded as abstract graphs, and in addition the following holds: if
the rotation in G of vertex v is (e1e2 · · · em), then the rotation of φ(v) in G′ is
(
φ(e1)φ(e2) · · ·φ(em)
)
.
Thus two embedded graphs are isomorphic if their underlying abstract graphs have an isomorphism
that preserves and reflects not only the structure of the graphs but also their embeddings.
Remark. Throughout this paper, whenever we have two embedded graphs G and G′, and mention
they are isomorphic, it is tacitly understood that they are isomorphic as embedded graphs, and
not only (the weaker, implied fact) that their underlying abstract graphs are isomorphic.
We are now ready to recall when two arrangements of pseudocircles are isomorphic. Let Γ =
{γ1, γ2, . . . , γn} and ∆ = {δ1, δ2, . . . , δn} be arrangements of pseudocircles (note they have the
same size). Let G and G′ be the arrangement graphs of Γ and ∆, respectively. Then Γ and ∆
are isomorphic arrangements if there is an isomorphism from G to G′ that maps the pseudocircles
in Γ to the pseudocircles in ∆. Formally, Γ and ∆ are isomorphic if there is an isomorphism
φ : V ∪ E → V ′ ∪ E′ from G to G′, and a permutation ρ(1) ρ(2) · · · ρ(n) of 1 2 · · · n such that the
following holds: if the cycle in G corresponding to the pseudocircle γi is v0e1v1 . . . emv0, then the
cycle in G′ corresponding to the pseudocircle δρ(i) is φ(v0)φ(e1)φ(v1) . . . φ(em)φ(v0).
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At an informal level, this reflects the intuitive notion that two arrangements of pseudocircles
are isomorphic if after one removes the whole host surface except for a very thin strip around each
edge, and a very small disk around each vertex, the arrangements are undistinguishable.
Definition 2. An arrangement of pseudocircles Γ is embeddable into Σg if there is an arrangement
∆ isomorphic to Γ such that the host surface of ∆ is Σg.
We prove Theorem 1 under an equivalent form we give below, which is given in terms of the
genus of embedded graphs. We refer the reader to [13] for basic concepts on graph embeddings,
such as the facial walks ([13, Sec. 4.1]) and the genus ([13, Eq. (4.2)]) of an embedded graph.
For this discussion we recall that if G is an embedded graph with vertex set V , edge set E, and
set of facial walks W, then the genus gen(G) of G is gen(G) := (1/2)(2 − |V | + |E| − |W|). The
essential property of the genus of an embedded graph that we will use is that G is isomorphic to a
graph embedded in Σg if and only if gen(G) ≤ g.
Let Γ be an arrangement of pseudocircles, and let G be its arrangement graph. It follows
immediately from Definition 2 that Γ is embeddable into Σg if and only if G is isomorphic to a
graph embedded in Σg. Now from our previous remark, this last condition holds if and only if
gen(G) ≤ g. Thus we obtain that Γ is embeddable into Σg if and only if gen(G) ≤ g. Equivalently,
Γ is not embeddable into Σg if and only if gen(G) > g.
With this observation in hand, we note that Theorem 1 can be equivalently interpreted by
saying that if Γ is not embeddable into Σg, then Γ has a subarrangement Γ′ of bounded size (at
most 4g+ 5) that already witnesseses this non-embeddability; that is, the arrangement graph G′ of
Γ′ satisfies gen(G′) > g. We now write this equivalent formulation of Theorem 1 formally, as this
is the version under which we work for the rest of the paper.
Theorem 1 (Equivalent form). Let Γ be an arrangement of pseudocircles with arrangement graph
G, and let g ≥ 0 be an integer. Then gen(G) > g if and only if Γ has a subarrangement Γ′, with
|Γ′| ≤ 4g + 5, such that the arrangement graph G′ of Γ′ satisfies gen(G′) > g.
2 Clusters of graphs, the Main Theorem, and Proof of Theorem 1
As we came up with the proof of Theorem 1, we realized that our arguments held in a more general
setting, and so we ended up obtaining it as a consequence of a more general result. In this section
we state this result (the Main Theorem of this paper), and show that Theorem 1 follows as a
corollary.
In its equivalent formulation given at the end of Section 1, Theorem 1 can be interpreted as
saying that if an embedded graph G with gen(G) > g can be decomposed into a collection C of edge-
disjoint cycles, where one cycle in C intersects all the other cycles in C, then there is a subcollection
C′ of C, with |C′| ≤ 4g + 5, such that gen(⋃C∈C′ C) > g. When we proved this statement, we
realized that our arguments did not depend on the assumption that the elements of C were cycles;
we only needed their connectedness, and the property that some element in C intersects all the
other elements of C.
This led us to the following concept. A collection H of pairwise edge-disjoint connected graphs
simultaneously embedded in a surface is a cluster of graphs if there is a graph H in H (an anchor
of H) that intersects every graph in H.
4
The arrangement graph associated to an arrangement of pseudocircles can thus be naturally
regarded as (the union of) a cluster of graphs: each pseudocircle corresponds to a cycle in the
cluster, where the cycle that corresponds to an anchor pseudocircle is an anchor of the cluster.
Our main result in this paper is the following statement, which is thus a generalization of
Theorem 1. Throughout this paper, if H is a family of graphs embedded on the same surface (such
as a cluster), we use ⋃H to denote the embedded graph that is the union of the elements of H.
Main Theorem (Implies Theorem 1). Let H be a cluster of graphs such that gen(⋃H) > g, for
some g ≥ 0. Then there is an Hg ⊆ H with |Hg| ≤ 4g + 5, such that gen(⋃Hg) > g.
In Section 3 we state two lemmas and show that they imply the Main Theorem. The rest of
the paper is then almost entirely devoted to the proofs of these lemmas.
We close this section by showing that Theorem 1 is an easy consequence of the Main Theorem.
From the previous discussion this could be seen as a mere formality, but we write it for completeness.
Proof of Theorem 1. As we have mentioned, we will prove Theorem 1 in its equivalent formulation
given at the end of Section 1. The “only if” part is trivial: if a subgraph G′ of an embedded graph
G satisfies gen(G′) > g, then obviously gen(G) > g.
For the “if” part, let Γ = {γ, γ1, . . . , γn} be an arrangement of pseudocircles, where γ is an
anchor of Γ. Let G be the arrangement graph of Γ, and suppose gen(G) > g for some g ≥ 0. Now
let C be the cycle in G induced by γ, and let Ci be the cycle in G induced by γi, for i = 1, 2, . . . , n.
Then clearly C = {C,C1, . . . , Cn} is a cluster of graphs with anchor C. By the Main Theorem,
there exists a Cg ⊆ C, with |Cg| ≤ 4g + 5, such that gen(⋃ Cg) > g. Now let Γ′ be the subcollection
of Γ that consists of the pseudocircles that induce the cycles in Cg. Then Γ′ satisfies the required
conditions, since |Γ′| = |Cg| ≤ 4g + 5, ⋃ Cg is the arrangement graph of Γ′, and gen(⋃ Cg) > g.
As we have already mentioned, the size bound 4g + 5 in Theorem 1 can be slightly refined (to
4g + 4) for the class of arrangements considered in [14]. This improvement relies not only on the
Main Theorem, but on its proof. Thus we prove this refinement of Theorem 1 in the next section,
immediately after the proof of the Main Theorem (see Remark at the end of Section 3.1).
3 Reducing the Main Theorem to two lemmas
As we shall see shortly, the Main Theorem follows easily by an induction based on the following
statement. We note that if H is an anchor of a cluster H, then in particular H is an embedded
graph (subgraph of the embedded graph ⋃H), and as such, H as a genus. We encourage the reader
to follow our own custom, which is to informally think of our next statement as “at most 4 graphs
of the cluster need to be added to the anchor, to obtain a graph whose genus is greater than the
genus of the anchor”.
Theorem 2. Let H be a cluster of graphs with anchor H. Suppose that gen(H) < gen(⋃H). Then
there is a subcollection H ⊆ H, with H ∈ H and |H| ≤ 5, such that gen(H) < gen(⋃H).
In Section 3.2 we state two lemmas and show that they imply Theorem 2. Before we proceed
to that, we show that the Main Theorem follows from this statement.
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3.1 The Main Theorem follows from Theorem 2
Proof of the Main Theorem. Assuming Theorem 2, we prove the Main Theorem by induction on
g, for a fixed cluster of graphs H with anchor H.
For the base case g = 0 the assumption is that gen(⋃H) > 0. If gen(H) > 0 then we are done
by taking H0 := {H}, and so we may assume that gen(H) = 0. In this case we apply Theorem 2,
to obtain a subcollection H ⊆ H, with H ∈ H and |H| ≤ 5 such that gen(H) < gen(⋃H). Thus in
particular gen(⋃H) > 0, and so we are done by setting H0 := H.
We now suppose that the Main Theorem holds for g = h for some h ∈ {0, 1, . . . , gen(⋃H)− 2},
and show that then it holds for g = h+1. (Note that the largest value of g for which the statement
of the Main Theorem makes sense is g = gen(⋃H)− 1).
The assumption that the statement holds for g = h means that there is a subcollection Hh of
H with |Hh| ≤ 4h+ 5 such that gen(
⋃Hh) > h. If gen(⋃Hh) > h+ 1 then we are done by setting
Hh+1 := Hh, so we may assume that gen(
⋃Hh) = h + 1. Note that since h ≤ gen(⋃H) − 2, it
follows that gen(⋃H) > h+ 1.
Let K := ⋃Hh, and let K be the collection {K} ∪ (H \ Hh). We claim that K is an anchor of
graphs with cluster K. To see this, note that every graph in H intersects H, and so in particular
every graph in H \ Hh intersects H. Since H is contained in K, it follows that every graph in
H \Hh intersects K. This proves the claim.
Note that ⋃K = ⋃H. Thus gen(⋃K) = gen(⋃H) > h+1. Since gen(K) = gen(⋃Hh) = h+1,
it follows that gen(K) < gen(⋃K). Thus by Theorem 2 there is a subcollection K ⊆ K, with K ∈ K
and |K| ≤ 5, such that gen(⋃K) > gen(K). Let Hh+1 := Hh∪(K\{K}). Note that ⋃K = ⋃Hh+1.
Thus Hh+1 is a subcollection of H such that |Hh+1| = |Hh|+ |K| − 1 ≤ |Hh|+ 4 ≤ (4h+ 5) + 4 =
4(h + 1) + 5. Since gen(⋃Hh+1) = gen(⋃K) > gen(K) = h + 1, it follows that Hh+1 satisfies the
required properties.
Remark. As we mentioned in Section 1, the size bound 4g + 5 in Theorem 1 can be improved to
4g + 4 if the arrangement of pseudocircles under consideration is strong. To see this, we note that
the size bound 4g + 5 in the Main Theorem can be improved to 4g + 4 if for the base case in the
proof we can guarantee the existence of an H0 with |H0| ≤ 4 and such that gen(H0) > 0. Now if Γ
is a strong arrangement of pseudocircles that cannot be embedded into the sphere, [14, Theorem
10] guarantees that there is a subarrangement Γ0 of size at most 4 that cannot be embedded into
the sphere. Thus in this case the collection H0 of those cycles (in the cluster of graphs H associated
to Γ) that correspond to the pseudocircles in Γ0 satisfies |H0| ≤ 4 and gen(H0) > 0, as required.
3.2 Reducing Theorem 2 to two lemmas
We now show that Theorem 2 is an easy consequence of two lemmas we state below, and whose
proofs encompass most of the rest of this paper. These lemmas involve the concept of the degeneracy
of a face of an embedded graph, which we now proceed to explain.
First we recall that if G is an embedded graph, then a face of G is a connected component of
R2 \ G. If a graph is cellularly embedded (that is, if each face is homeomorphic to an open disk),
then the collection of facial walks determines the embedding, but this is not true for a non-cellularly
embedded graph. In the general case, each face is homeomorphic to a compact surface of some
genus g ≥ 0 from which a finite number m ≥ 1 of points have been removed; here g is the genus of
the face, and d := m− 1 its degeneracy. For a face with degeneracy d, there are d+ 1 facial walks
that bound the face. In a cellular embedding, both the genus and the degeneracy of each face are
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equal to zero. Indeed, each face is bounded by a single facial walk (that is, its degeneracy is zero),
and each face is homeomorphic to an open disk, that is, to a sphere (compact surface of genus 0)
with 1 point removed. If a face has positive degeneracy, then we say it is degenerate; otherwise it
is non-degenerate.
F1
F5
F3
F4
F2
Figure 1: Illustration of the genus and the degeneracy of the faces of an embedded graph. Faces
F2, F3, and F4 have both genus and degeneracy zero. The fact that F4 does not have degeneracy
zero may not be immediately obvious, but it is readily verified since it does not contain any non-
contractible simple closed curve. Face F1 has genus 1 and degeneracy zero, and F5 has genus zero
and degeneracy 1.
We illustrate the concepts of genus and degeneracy of a face in Figure 1. In this embedded
graph, each of the faces F2, F3, and F4 is homeomorphic to an open disk (that is, to a sphere
minus one point), and so it has both genus and degeneracy zero. Face F1 is homeomorphic to a
torus minus one point, so it has genus 1 and degeneracy zero. Finally, F5 is homeomorphic to a
sphere minus two points (note that it is bounded by two facial walks), and so it has genus zero and
degeneracy 1.
We are ready to state the lemmas that, put together, imply Theorem 2. We note that in both
lemmas we assume that ⋃H is cellular. This is an essential assumption for the proofs of these
lemmas but, as we shall see shortly, Theorem 2 will follow even if its statement does not include
this as a hypothesis.
The first key lemma is the following, which we informally capture by saying that “if the anchor
has a degenerate face, then at most 2 graphs of the cluster need to be added to the anchor, to
obtain a graph whose genus is greater than the genus of the anchor”.
Lemma 3. Let H be a cluster of graphs with anchor H, such that ⋃H is cellular. Suppose that
gen(H) < gen(⋃H), and that H has a degenerate face. Then there is a collection H′ ⊆ H, that
includes H and satisfies |H′| ≤ 3, such that gen(H) < gen(⋃H′).
We now state the second key lemma. Informally speaking, this says that “if all the faces of the
anchor are non-degenerate, then at most two graphs of the cluster need to be added to the anchor,
so that the resulting graph either (i) has greater genus than the anchor; or (ii) has a degenerate
face”. Formally:
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Lemma 4. Let H be a cluster of graphs with anchor H, such that ⋃H is cellular. Suppose that
gen(H) < gen(⋃H), and that every face of H is non-degenerate. Then there is a collection H′′ ⊆ H,
that includes H and satisfies |H′′| ≤ 3, such that either (i) gen(H) < gen(⋃H′′); or (ii) ⋃H′′ has
a degenerate face.
Most of the rest of the paper is devoted to proving these lemmas. We close this section by
showing that they imply Theorem 2.
Proof of Theorem 2, assuming Lemmas 3 and 4. First we show that if Theorem 2 holds when ⋃H
is cellular, then it always holds. Suppose that I is a cluster of graphs with anchor I, where
gen(I) < gen(⋃ I), and ⋃ I is not cellular. Every embedded graph is isomorphic to a cellularly
embedded graph, and in particular there exists a cluster of graphs H such that ⋃H is cellular, and
an isomorphism φ : ⋃ I → ⋃H that maps each element of I to an element of H. The image H of
I under φ is then an anchor of H, and gen(H) < gen(⋃H).
Suppose that Theorem 2 holds for H. Thus there is an H ⊆ H, with H ∈ H and |H| ≤ 5, such
that gen(H) < gen(⋃H). Then the collection I := {φ−1(K) | K ∈ H} contains I, satisfies |I| ≤ 5,
and gen(I) < gen(⋃ I). That is, Theorem 2 also holds for I. Therefore, as claimed, it suffices to
prove the theorem under the assumption that ⋃H is cellular.
Thus we let H = {H,H1, . . . ,Hn} be a cluster of graphs with anchor H, such that gen(H) <
gen(⋃H), and ⋃H is cellular. If H has a degenerate face, then Theorem 2 follows immediately from
Lemma 3. Thus we suppose that all the faces of H are non-degenerate, and apply Lemma 4. Thus
there exist (not necessarily distinct) graphsHi, Hj ∈ H\{H} such that either (i) gen(H∪Hi∪Hj) >
gen(H); or (ii) H ∪Hi ∪Hj has a degenerate face. In the first case we are done by letting H :=
{H,Hi, Hj}. Thus we assume that (ii) holds, and (i) does not, that is, gen(H ∪Hi∪Hj) = gen(H).
Since gen(H) < gen(⋃H), it then follows that gen(H ∪ Hi ∪ Hj) < gen(⋃H), and so J :=
{Hr ∈ H | r /∈ {i, j}} is not empty. The collection K := {H ∪ Hi ∪ Hj} ∪ J is then a cluster of
graphs with anchor H ∪ Hi ∪ Hj , since the anchor property of H in H is obviously inherited to
H ∪Hi ∪Hj in K.
Since ⋃K = ⋃H, it follows that gen(H∪Hi∪Hj) < gen(⋃K). Recall that the anchorH∪Hi∪Hj
of K has a degenerate face. Thus we can apply Lemma 3 to K, to obtain that there exist (not
necessarily different) graphs Hk, H` in J such that gen
(
(H∪Hi∪Hj)∪Hk∪H`
)
> gen
(
H∪Hi∪Hj
)
.
Therefore we have gen
(
H ∪ Hi ∪ Hj ∪ Hk ∪ H`
)
> gen(H), and so we are done by setting H :=
{H,Hi, Hj , Hk, H`}.
4 Proof of Lemma 3
Let H = {H,H1, . . . ,Hn} be a cluster of graphs such that ⋃H is cellular, H is an anchor of H, and
H has a degenerate face F . Let W be the set of facial walks of H that bound F . The degeneracy
of F means that |W| ≥ 2. We refer to reader to Figure 2(a), where we illustrate an anchor H in the
double torus, and a face F that is homeomorphic to a disk minus two points; thus the degeneracy
of the face F in this example is exactly 1.
We let I denote the subgraph of ⋃H induced by the edges contained in the face F . Since ⋃H
is cellular and F is a degenerate face of H (in particular, F is not homeomorphic to an open disk),
it follows that I is not a null graph, that is, I has at least one edge.
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To help comprehension, we say that the edges of Hi are of colour i, for i = 1, . . . , n. Thus every
edge of H\{H} has (exactly) one colour; in particular, every edge in I is in H\{H}, and so it has
one colour. A subgraph of H is monochromatic if all its edges are of the same colour.
The graph I can be decomposed as the edge-disjoint union of graphs G1, G2, . . . , Gm such that,
for k = 1, . . . ,m, Gk is a connected monochromatic subgraph of I, and it is maximal with respect
to these properties. Note that it may be that m > n; indeed, even though each element of H is
connected, the intersection of Hi with F may be disconnected for some i ∈ {1, 2, . . . , n}.
(a)
H
F
Q
(b)
H
Figure 2: In (a) we depict the anchor H of a cluster of graphs H (the other graphs of H are not
shown). Here H has a face F bounded by two facial walks. Thus F has degeneracy 1. In (b) we
illustrate a path Q contained in F , except for its endpoints, one of which lies on W1, and the other
one lies on W2.
The connectedness of each Hi ∈ H implies that Gk has at least one vertex in common with
some walk in W, for k = 1, . . . ,m. Indeed, suppose that some Gk ∈ {G1, . . . , Gm} has no vertex in
common with any walk in W; thus Gk is completely (including its vertices) contained in F . Let i
be the colour of the edges in Gk. Since Hi is connected, it follows that Hi must equal Gk, and in
particular, that Hi does not intersect H. But this is impossible, since H is an anchor of H. From
this observation it follows that G := {H,G1, . . . , Gm} is a cluster of graphs with anchor H.
We claim that to prove the lemma it is enough to show that there exists a subcollection G′ of G,
that includes H and satisfies |G′| ≤ 3, such that gen(H) < gen(⋃G′). For suppose such a G′ exists,
then G′ = {H,Gk, G`} for some (non-necessarily distinct) k, ` ∈ {1, . . . ,m}. Now let i (respectively,
j) be the colour of the edges in Gk (respectively, G`). Thus Gk is a subgraph of Hi, and G` is a
subgraph of Hj . Let H′ := {H,Hi, Hj}. Since Gk ∪ G` ⊆ Hi ∪ Hj , then gen(
⋃G′) ≤ gen(⋃H′),
and so gen(H) < gen(⋃G′) implies that gen(H) < gen(⋃H′). Thus the lemma follows, since H′
satisfies the required properties.
Thus we devote the rest of the proof to show that there exists a subcollection G′ of G, that
includes H and satisfies |G′| ≤ 3, such that gen(H) < gen(⋃G′).
Let Gi ∈ G. If for a walk W ∈ W the graph Gi has a vertex in common with W , we say that
Gi attaches to W . We recall that each Gi ∈ G attaches to at least one walk in W.
We first deal with the case in which there is a Gk ∈ G that attaches to two distinct facial
walks W1,W2 ∈ W. In this case there is a path P from a vertex u ∈ W1 to a vertex v ∈ W2 that
is contained in F except for its endpoints, and such that P is contained in Gk. We claim that
gen(H) < gen(H ∪ P ). Note that this settles the lemma in this case by setting G′ = {H,Gk}, as
the fact that P is contained in Gk implies that gen(H ∪ P ) ≤ gen(H ∪Gk).
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To see that gen(H) < gen(H ∪ P ), we note that if q is the length (number of edges) of P , then
P ∪H has q more edges, q−1 more vertices, and one fewer facial walk than H (P collapses W1 and
W2 into a single facial walk). Thus an elementary counting gives that gen(P ∪H) = gen(H) + 1.
In the remaining case, each Gi ∈ G attaches to exactly one facial walk inW. LetW1,W2, . . . ,Wr
be the elements of W. Thus if we say that Gi ∈ G is of type s if it attaches to walk Ws, then each
Gi ∈ G is of type s for exactly one s ∈ {1, 2, . . . , r}. We claim that there is a Gi ∈ G of type 1 that
intersects a graph of type s for some s ≥ 2. Seeking a contradiction, suppose that this is not the
case. Then there exists a simple closed curve α contained in F , with the following properties:
(a) α does not intersect G1 ∪G2 ∪ · · · ∪Gm (and therefore does not intersect ⋃H); and
(b) F \α has two components, one that contains all the edges of type 1 and one that contains all
the edges of type s for s ≥ 2.
Now α is a non-separating curve in the host surface of H, and since it does not intersect ⋃H it
follows that the face of ⋃H that contains α is not homeomorphic to an open disk, contradicting
the cellularity of ⋃H.
Hence there exist a Gk ∈ G of type 1, and a G` ∈ G of type s ≥ 2, such that Gk and G` have at
least one common vertex. It follows that there is a path Q contained in Gk ∪G`, with one endpoint
in W1 and the other endpoint in Ws, and that except for these endpoints is contained in F . Let r
denote the length of Q. Then H ∪ Q has r more edges, r − 1 more vertices, and one fewer facial
walk than H (here Q collapses W1 and W2 into a single facial walk). Again an elementary counting
yields that gen(H) < gen(H ∪ Q), and so gen(H) < gen(H ∪ Gk ∪ G`). Thus in this case we are
done by setting G′ := {H,Gk, G`}.
5 Proof of Lemma 4
The proof of Lemma 4 consists of two steps, which are stated as Claims A and B below. For the
proof of Claim B we assume the following statement on non-separating cycles in clusters of graphs
whose anchor consists of a single vertex. We recall that if D is a cycle in a graph embedded in a
surface Σ such that Σ \D is connected, then D is non-separating.
Proposition 5. Let G be a cluster of graphs, where the anchor G consists of a single vertex, and⋃G is cellularly embedded in Σg for some g ≥ 1. Then there is a subcollection G◦ ⊆ (G \{G}), with
|G◦| ≤ 2, such that ⋃G◦ contains a non-separating cycle.
In this section we show that, assuming Proposition 5, Lemma 4 follows. The proof of Proposi-
tion 5 is deferred to Sections 6 and 7.
Throughout this section, H = {H,H1, . . . ,Hn} is a cluster of graphs with anchor H as in
the statement of Lemma 4. Thus ⋃H is cellular, gen(H) < gen(⋃H), and every face of H is
non-degenerate. We let Σg be the host surface of H.
The assumption gen(H) < gen(⋃H) implies that H is not cellularly embedded in Σg. Now any
graph that is not cellularly embedded has a face that either is degenerate or has positive genus.
Since by assumption every face of H is non-degenerate, it follows that H has a face F with positive
genus (and degeneracy zero). That is, F is a homeomorphic to a compact surface of positive genus
from which a single point has been removed. Let W be the unique facial walk of H that bounds F .
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The situation is illustrated in (a) of Figure 3. The anchor H is contained in the left handle of
the double torus, and it is easy to see that gen(H) = 1 (that is, H “fills the left handle”). In this
case F has genus 1, as it is homeomorphic to a torus minus one point.
F
(a)
W
H
(b)
P
(c)
D
Q
(d)
D
Figure 3: In (a) we depict the anchor H of a cluster of graphs H (the other graphs of H are not
shown), where H has a face F with degeneracy zero and genus 1. The (unique) facial walk of H
that bounds F is W . In (b), (c), and (d) we show the three structures involved in Claim A. In (b)
we show an F -non-separating path. In (c) we have a non-separating cycle D completely contained
in F ; in particular, D is disjoint from W . (The path Q also shown in (c), with one endpoint in W
and one endpoint in D, is used in the proof of Claim A). Finally, in (d) we show a non-separating
cycle D that is contained in F , except for a single vertex that lies on W .
Now suppose that P is a path that is contained in F except for its endpoints u and v, which
lie on W . We say that such a path is F -non-separating if there is a path R from u to v, contained
in W , such that R ∪ P is a non-separating cycle. An F -non-separating path is illustrated in (b) of
Figure 3.
Lemma 4 is an immediate consequence of the following two claims, whose proofs encompass the
rest of this section.
Claim A. Suppose that there exists a subcollection H◦ of H, with |H◦| ≤ 2, such that ⋃H0 contains
one of the following:
(i) An F -non-separating path.
(ii) A non-separating cycle contained in F , except perhaps for a single vertex that lies on W .
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Then Lemma 4 holds by setting H′′ = {H} ∪ H◦.
Possibility (i) in the statement of Claim A is illustrated in (b) of Figure 3. The two possible
situations in (ii) (a non-separating cycle completely contained in F , and a non-separating cycle
contained in F except for a single vertex that lies on W ) are illustrated in (c) and (d) of Figure 3,
respectively. (The path Q in (d) is used in the proof of Claim A).
Claim B. There exists a subcollection H◦ of H with the properties stated in Claim A.
5.1 Proof of Claim A
Proof. Consider the subcollection H◦ whose existence is assumed in Claim A. Thus H◦ consists
either of one or two elements in H. To simplify the discussion, it is valid to say that H◦ = {Hk, H`},
where Hk and H` are not necessarily distinct elements of H.
Our first step is to produce, from one of the structures in the statement of Claim A (an F -non-
separating path or a non-separating cycle) a subgraph L of Hk∪H` with certain properties. If there
is an F -non-separating path P , then we let L := P . If there is a non-separating cycle D contained
in F , except for a single vertex that lies on W , then we let L := D. In the alternative, there is a
non-separating cycle D completely contained in F . In this case, since Hk and H` are connected,
and each of them has at least one vertex in common with H, it follows that there is a path Q
contained in Hk ∪ H`, with one endpoint in D and the other endpoint in W , that is otherwise
disjoint from D ∪W . (See Figure 3(c)). Thus Q is contained in F , except for its endpoint in W .
In this case we let L := D ∪Q.
We note that in every case L satisfies the following properties:
1. L is a subgraph of Hk ∪H`.
2. L is contained in F , except for some vertices (either one or two) that lie on W .
3. H ∪ L has a degenerate face. (This is the important structural property).
Properties 1 and 2 follow immediately from the construction of L. To see that Property 3 holds,
note that F \ L is a face FL of H ∪ L. It is immediately verified that (regardless of whether L is a
path, or a cycle, or a cycle plus a path) FL bounds exactly two facial walks of H ∪ L, and thus it
is degenerate.
The argument to finish the proof of Claim A is heavily based on the following remark. In what
follows, if e is an edge of a connected graph G that is incident with a degree 1 vertex, then we use
G− e to denote the graph that results by removing from G both e and this degree 1 vertex. If e is
not incident with any degree 1 vertex, then G − e is simply the graph that results by removing e
from G.
Observation. Let G be a connected embedded graph, and let e be an edge of G such that G− e is
also connected. If G− e has a degenerate face, then either (a) gen(G) > gen(G− e); or (b) G has
a degenerate face.
Proof of the Observation. Let G and e be as in the statement of the Observation, and let J be a
degenerate face of G − e. If e is not inside the face J , then J is also a face of G, with the same
facial walks as in G− e; thus in this case G has a degenerate face.
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In the alternative, e is inside J . In this case J (which is a face of G− e) is not a face of G, but
is contained in a face of G. Now e must have at least one endpoint u in a facial walk U of J , and
the other endpoint v of e is either inside J or lies on a facial walk of J . If v is inside J then it is
a degree one vertex of G, and J − e is a face of G with the same number of facial walks as J ; in
particular, in this case G has a degenerate face, namely J − e. Thus it only remains to analyse the
case in which v lies on a facial walk U ′ of J .
If U and U ′ are distinct facial walks, then G has one more edge and one fewer facial walk than
G − e (the facial walks U,U ′ get collapsed into a single facial walk by the addition of e). Thus in
this case an elementary counting argument shows that gen(G) = gen(G− e) + 1 > gen(G− e), and
so we are done.
Thus we are left with the case in which U and U ′ are the same facial walk. We note that then
U together with e induces two facial walks U1, U2 in G.
Assume first that J − e is connected. In this case J − e is a face of G, which is bounded by
(at least) the facial walks U1 and U2; in particular, G has a degenerate face, and so we are done.
Finally, suppose that J − e is disconnected. Since J is connected (it is a face of G − e) it follows
that J − e has exactly two components J1, J2, which are faces of G. One of these faces bounds U1,
and the other bounds U2. Without loss of generality, J1 bounds U1 and J2 bounds U2. Now since
J is degenerate, it follows that there is a facial walk U ′′, distinct from U , that also bounds J . Then
U ′′ must be bounded by either J1 or J2. In the former case, J1 is degenerate, and in the latter case
J2 is degenerate.
We are finally ready to finish the proof of Claim A, by showing that Lemma 4 follows by letting
H′′ := H◦ = {H,Hk, H`}. That is, we will show that either gen(H) < gen(H ∪ Hk ∪ H`), or
H ∪Hk ∪H` has a degenerate face.
The connectedness of Hk and H`, and the fact that each of these graphs has at least one vertex
in common with H, implies that there is a sequence L0, L1, . . . , Lm of subgraphs of H ∪Hk ∪H`
such that the following hold: (i) L0 = H∪L; (ii) Lm = H∪Hk∪H`; (iii) for i = 0, 1, . . . ,m−1 there
is an edge ei of Hk ∪H` such that Li = Li+1− ei. Roughly speaking, starting from H ∪Hk ∪H` we
can obtain H ∪L by successively removing edges (if and edge is incident with a degree one vertex,
we also remove that vertex, as we remarked before the Observation above), so that at every step
we have a connected graph.
If Lm = H ∪Hk∪H` has a degenerate face then we are done (as then (ii) holds in the statement
of Lemma 4). Thus we assume that Lm has no degenerate face. Let j be the smallest integer in
{0, 1, . . . ,m} such that Lj has no degenerate face. By assumption L0 has a degenerate face, so j ≥ 1.
Thus Lj−1 does have a degenerate face, and since Lj−1 = Lj − ej−1, we can apply the Observation
above, obtaining that gen(Lj) > gen(Lj−1). Since H ⊆ H ∪ L ⊆ Lj−1 and Lj ⊆ H ∪Hk ∪H`, it
follows that gen(H) ≤ gen(Lj−1) < gen(Lj) ≤ gen(H ∪ Hk ∪ H`), and so (i) in the statement of
Lemma 4 holds.
5.2 Proof of Claim B
Proof. Since ⋃H is cellularly embedded, and F is a face of H with positive genus, it follows that
there exist edges of H1 ∪ H2 ∪ · · ·Hn contained in F . By relabelling if necessary, we can assume
that for some m ≤ n, H1, H2, . . . ,Hm are the graphs in H \ {H} that contain at least one edge in
F .
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Now for each Hi with i ∈ {1, 2, . . . ,m}, let Ii be the subgraph of Hi induced by the edges of Hi
inside the face F . Thus {I1, . . . , Im} is a collection whose union is contained in F , except for the
attachment vertices, that is, those vertices in the graphs Ii that are in W (and thus in H). Note
that each Ii ∈ {I1, . . . , Im} has at least one vertex of attachment: this follows since each Hi ∈ H is
connected, and has at least one vertex in common with the anchor H: if some Ii had no vertices of
attachment, then it (and hence Hi) would not intersect H. For convenience, we choose to keep the
labels of the vertices and edges in I1 ∪ I2 ∪ . . . ∪ Im as they are inherited from H1 ∪H2 ∪ · · ·Hm.
Note that even though each Ii has at least one vertex in common with H, the collection
{H, I1, I2, . . . , Im} may not be a cluster of graphs, since the graphs Ii are not necessarily con-
nected. However, this is not relevant to our purposes.
We now collapse W to a point u, obtaining the compact surface Σ := F ∪ {u} (we discard
Σg \ F ). Thus Σ has the same genus as F , and I1 ∪ I2 ∪ · · · ∪ Im naturally induces an embedded
graph K in Σ: every edge and vertex of I1 ∪ I2 ∪ · · · ∪ Im is maintained, with the exception of the
attachment vertices, which get identified to the single vertex u. For each i = 1, 2, . . . ,m, we let Ji
be the subgraph of K naturally induced by Ii.
By letting J be the graph that consists solely of vertex u, the collection J := {J, J1, J2 . . . , Jm}
is then a cluster of graphs in Σh, as the property that each Ii had at least one attachment vertex
implies that each Ji contains u, that is, intersects the anchor J . With the exception of u, each
vertex or edge of Ji is inherited from a vertex or edge of Ii (and hence of Hi), and we choose to
maintain their respective labels.
The cellularity of ⋃H implies that ⋃J is also cellularly embedded, and so we may apply
Proposition 5 to J , to obtain that there exists a subcollection J◦ of J , with |J◦| ≤ 2, such that⋃J◦ contains a non-separating cycle. Thus there exist (not necessarily distinct) integers k, ` such
that Jk ∪ J` contains a non-separating cycle D.
To finish the proof it suffices to look at the subgraph D′ of ⋃H (back in Σg) induced by the
edges of D. Note that D′ is contained in Hk ∪ H`. If D contains u, then D′ is either an F -non-
separating path or a non-separating cycle that has a single vertex in common with W . If D does
not contain u, then D′ is a cycle completely contained in F . Thus the subcollection H◦ := {Hk, H`}
of H has the required properties.
6 Towards Proposition 5: short-circuiting non-separating cycles
In the context of the statement of Proposition 5 we have a cluster of graphs G = {G,G1, . . . , Gn},
cellularly embedded in some surface Σg with g ≥ 1. The graph G is an anchor of the cluster, and
it consists of a single vertex a. Since G is edgeless, it follows that each edge e of ⋃G belongs to Gi
for exactly one i ∈ {1, . . . , n}. To help comprehension, we say that e is of colour i. Thus each edge
of ⋃G has exactly one colour. A subgraph of ⋃G is k-coloured if the number of distinct colours in
its edge set is exactly k.
For brevity, we will refer to a non-separating cycle simply as an ns-cycle. Under this terminology,
Proposition 5 claims the existence of a 1- or 2-coloured ns-cycle in ⋃G.
The existence of an ns-cycle follows since ⋃G is cellularly embedded in Σg for some g ≥ 1
(see [14, Lemma 11]). If such a cycle is k-colored for some k ≥ 3, we need to find a way to “short-
circuit” it to find an ns-cycle with fewer colours. (This short-circuiting idea is also central for the
proof of the main theorem in [14]). The proof of Proposition 5 consists of iteratively applying this
short-circuiting process, until we obtain a 1- or 2-coloured ns-cycle.
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The central idea behind the short-circuiting process is that the set of ns-cycles in an embedded
graph satisfies Thomassen’s 3-path-condition [16, Proposition 3.5]: if R,S, T are pairwise internally
disjoint paths with the same endpoints, and the cycle R ∪ S is non-separating, then one of the
cycles R ∪ T and S ∪ T is non-separating. Thus if we start with an ns-cycle R ∪ S and a suitable
path T internally disjoint from R ∪ S (where both endpoints of T are in R ∪ S), we can apply the
3-path-condition to find an ns-cycle with fewer colours than R ∪ S.
In the standard graph theory terminology, a trail is a walk in which no edge appears more
than once. If the startpoint u and the endpoint v of a trail T are distinct, then T is a uv-trail.
A circuit is a trail whose startpoint and endpoint are the same. If W = v0e1v1 . . . envn is a walk
on a graph, then W−1 is the reverse walk of W , namely vnenvn−1 . . . v1e1v0. If W ′ is a walk
vnen+1vn+1, . . . , emvm (the endpoint of W is the startpoint of W ′), then WW ′ is the concatenation
v0e1v1 . . . envnen+1vn+1 . . . emvm of W and W ′.
If T is not internally disjoint from R ∪ S (or even if T is not a path, but a trail, and/or R ∪ S
is not a cycle but a circuit), we cannot apply the 3-path-condition. Thus we need a version of
the 3-path-condition that applies to trails (instead of paths) and circuits (instead of cycles). As
we shall see shortly, a property totally analogous to the 3-path-condition holds in the context of
trails and circuits, by considering in this more general context (instead of non-separating cycles)
the collection of non-null-homologous circuits in an embedded graph. Before moving on to this
generalized version of the 3-path-condition, we recall the concepts of a trail and a circuit.
We adopt the (usual) point of view that a circuit is regarded as a cyclic sequence of vertices an
edges, so that if C = v0e1v1 . . . env0 is a circuit, then C is identical to the circuit viei+1vi+1 . . . ei−1vi,
for all i = 1, . . . , n − 1. If C = v0e1v1 . . . eiviei+1 . . . env0 is a circuit such that v0 = vi for some
i 6= 0, then v0e1v1 . . . vi = v0 is a subcircuit of C.
We extend the notion of an ns-cycle to circuits, by means of simplicial homology over Z2.
From this viewpoint, a cycle is an ns-cycle if (and only if) it is non-null-homologous. Thus we say
that a circuit is an ns-circuit if it is non-null-homologous. The following trivial observation from
elementary homology theory will be repeatedly invoked in the short-circuiting iterative process in
the proof of Proposition 5.
Remark. Every ns-circuit contains an ns-cycle as a subcircuit.
We are now ready to state the extension (to trails and circuits) of the fact that the set of
ns-cycles in an embedded graph satisfies Thomassen’s 3-path-condition.
Observation 6 (3-trail condition for ns-circuits). Let T1, T2, T3 be edge-disjoint trails in an em-
bedded graph, with the same startpoint and the same endpoint. If T1T−12 is an ns-circuit, then at
least one of T1T−13 and T3T−12 is also an ns-circuit.
Some variants of this observation are usually stated without proof (see for instance [4, Section
3.1]), as it is a trivial exercise in homology theory. We give the proof for completeness.
Proof. Regarding the circuits as 1-chains, we have that T1T−13 +T3T−12 = T1T−12 , since T3 and T−13
cancel each other. Since by assumption T1T−12 is non-null-homologous, it follows that at least one
of T1T−13 and T3T−12 must also be non-null-homologous.
With Observation 6 in our toolkit, we are finally ready to prove Proposition 5.
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7 Proof of Proposition 5
Proof. Let G1, . . . , Gn be the elements in G \ {G}. As we mentioned in the previous section, to
help comprehension we say that the edges of Gi are of colour i, for i = 1, 2, . . . , n. Since G consists
of a single vertex a, and G1, G2, . . . , Gn are pairwise edge-disjoint, it follows that each edge of
⋃G
has exactly one colour. If T is a trail in ⋃G with all the edges of the same colour i for some
i ∈ {1, 2, . . . , n}, then T is monochromatic, and we say that i is the colour of T .
If C is a circuit in ⋃G, then C can be written as a concatenation T0T1 . . . Tr−1 of maximal
monochromatic trails. That is, for i = 0, 1, . . . , r − 1, Ti is monochromatic, and the colour of
Ti is distinct from the colour of Ti+1 (indices are read modulo r, and so Tr−1 and T0 are of
different colours). We remark that Ti and Tj may be of the same colour for some i 6= j, as long as
j /∈ {i− 1, i+ 1}. This decomposition of C as a concatenation of maximal monochromatic trails is
unique, up to a cyclic permutation of the trails. This uniqueness allows us to call T0T1 . . . Tr−1 the
canonical decomposition of C; we call r the rank of the circuit C.
To prove Proposition 5 we show that there exists an ns-cycle of rank at most 2 (see Statement
(4) below), and therefore a subset of {G1, . . . , Gn} of size at most 2, whose union contains an
ns-cycle, as required in the statement of the proposition.
Thus the final goal is to prove Statement (4) below. To help comprehension, we break the proof
into several steps. As we will see, showing the existence of an ns-cycle of rank at most 3 is fairly
easy (see Statement (2) below). Most of the work is involved with bringing the rank down to at
most 2.
(1) If there exists an ns-circuit of rank r, then there exists an ns-cycle of rank at most r.
Proof. This follows immediately from the definition of an ns-circuit. Indeed, if C is an ns-circuit
of rank r, then it contains an ns-cycle D as a subcircuit (see Remark before Observation 6); it is
readily checked that the rank of D is at most r. It is worth noting that the property that D is a
subcircuit of C (and not just an arbitrary ns-cycle contained in C) is essential in order to guarantee
that the rank of D is at most the rank of C.
(2) There exists an ns-cycle of rank at most 3.
Proof. The existence of an ns-cycle in ⋃G follows from [14, Lemma 11], since ⋃G is cellularly
embedded in a surface of positive genus. In order to prove (2) it suffices to show that if D is an ns-
cycle with canonical decomposition P0P1 . . . Pr−1, where r ≥ 4, then there exists an ns-cycle whose
rank is smaller than r; an iterative application of this fact, starting with an arbitrary ns-cycle,
yields the existence of an ns-cycle with rank at most 3.
Suppose first that there exists an i ∈ {1, . . . , n} such that there are at least two paths in
{P0, P1, . . . , Pr−1} that are of colour i (note that since D is a cycle, the elements in its canonical
decomposition P0P1 . . . Pr−1 are paths). Since Gi is connected, it follows that there exist distinct
Pj , Pk in the decomposition, both of colour i, and a path R of colour i whose startpoint u is in Pj
and whose endpoint v is in Pk, and such that R does not contain any edge of D. Now let P,Q be
the two uv-paths contained in D (thus D = PQ−1). Then P,Q, and R are pairwise edge-disjoint
uv-paths. It is readily verified that since R is of colour i, then the rank of each of PR−1 and RQ−1
is strictly smaller than r. Now since D = PQ−1 is an ns-cycle, and in particular an ns-circuit, it
follows from Observation 6 that one of PR−1 and RQ−1 is also an ns-circuit. Thus, one of these is
an ns-circuit (and by (1), an ns-cycle) whose rank is smaller than r.
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Suppose finally that all the paths P0, P1, . . . , Pr−1 are of distinct colours. By relabelling if
necessary, we may assume that P0 is of colour 0, and P2 is of colour 2. Since G0 and G2 are
connected and have at least one vertex in common (namely the vertex a in the anchor G), it follows
that there exists a path U with the following properties:
(i) one endpoint v0 of U is in P0, and its other endpoint v2 is in P2;
(ii) U is the concatenation of a path of colour 0 with a path of colour 2 (one of these two paths
may consist of a single vertex); and
(iii) U is edge-disjoint from D.
Now let S, T be the v0v2-paths contained in D. It is easily seen that the rank of both SU−1 and
UT−1 is smaller than r. Now since D = ST−1 is an ns-cycle (and in particular an ns-circuit), it
follows from Observation 6 that one of SU−1 and UT−1 is also an ns-circuit. Thus there exists an
ns-circuit (and by (1), an ns-cycle) whose rank is smaller than r.
The following statement gets us to the final goal (the existence of an ns-cycle with rank at most
2) in a particular case. Since a reduction to this case appears several times in (4), it is convenient
to deal with it before moving on to (4).
(3) Let C be an ns-circuit with canonical decomposition T1T2T3, where the colour of Ti is i, for
i = 1, 2, 3. Suppose that T2 does not contain the startpoint v of T1 (which is the endpoint of T3),
but there is some edge of colour 2 incident with v. Then there is an ns-cycle with rank at most 2.
Proof. We start by noting that the connectedness of G2 and the assumption that there is an edge
of colour 2 incident with v, imply that there is a path U of colour 2, with startpoint v and endpoint
v2 in T2, which is edge-disjoint from C. Now let S be the subtrail of C obtained by starting at v,
traversing T1 completely, and then continuing along T2 until we reach v2 (it might be that v2 is the
endpoint of T1, in which case S does not contain edges of T2, but this is irrelevant). Now let T be
the trail from v to v2 such that C = ST−1; thus T−1 is obtained by continuing the traversal of C
after we reached v2, and in particular T3 is a subtrail of T−1.
The circuit SU−1 is the concatenation of T1 (which has colour 1) with a trail of colour 2, and
the circuit UT−1 is the concatenation of a trail of colour 2 with T3 (which has colour 3). Thus both
circuits have rank exactly 2. Since ST−1 = C is an ns-circuit, it follows by Observation 6 that at
least one of SU−1 and UT−1 is an ns-circuit. Thus there exists an ns-circuit of rank 2, and by (1)
it follows that there is an ns-cycle of rank at most 2.
(4) There exists an ns-cycle with rank at most 2.
Proof. By (2), there exists an ns-cycle D with rank at most 3. If the rank of D is 1 or 2 we are
obviously done, so we assume that the rank ofD is exactly 3. ThusD has a canonical decomposition
P1P2P3, where Pi is a path for i = 1, 2, 3. By relabelling the subgraphs G1, G2, . . . , Gn if necessary,
we may assume that Pi is in Gi (that is, Pi has colour i), for i = 1, 2, 3. We recall that G1, G2, and
G3 have at least one common vertex, namely the vertex a in the anchor G.
Suppose first that a is in D. By relabelling if necessary, we may assume that a is in P3, and
possibly also in P1 but not in P2. If a is the endpoint of P3 (and thus the startpoint of P1) then we
are done by applying (3) with Ti := Pi for i = 1, 2, 3. So we may assume that a is an internal vertex
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of P3. Since G1 is connected, then there is a path R of colour 1 from a to a vertex v1 in P1, such
that R has no edges in common with D. Let P,Q be the two uv1-paths contained in D, labelled so
that every edge of P is of colour 1 or 3 (hence Q contains P2). It is easily checked that PR−1 has
rank 2, and RQ−1 has rank at most 3. Now PQ−1 = D is an ns-cycle (in particular an ns-circuit),
and so by Observation 6 one of PR−1 and RQ−1 is an ns-circuit. If PR−1 is an ns-circuit we are
done, since it has rank 2. Thus we may assume that RQ−1 is an ns-circuit, and that its rank is
exactly 3. Then RQ−1 is the concatenation of three trails: (i) a trail T1 of colour 1, which is the
concatenation of R with the subpath of P1 from v1 to the endpoint of P1 (this last subpath may
consists of the single vertex v1); (ii) the trail T2 = P2, of colour 2; and (iii) the subpath of P3 that
starts at the startpoint of P3 and ends at a; this last trail is of colour 3, and cannot consist of a
single vertex, since a is an interior vertex of P3. Since T1, T2, T3 satisfy the conditions in (3), it
follows that there exists an ns-cycle with rank at most 2, as required.
Finally suppose that a is not in D. We may assume that no vertex in D is in G1 ∩G2 ∩G3 (a
vertex with this property need not be unique), for if such a vertex exists, we let it play the role of
a and we are done by the discussion above.
Since each of G1, G2 and G3 is connected, it follows that for i = 1, 2, 3 there exists a path Qi
of colour i with startpoint vi in Pi and endpoint a, where Qi is edge-disjoint from D. Note that
v1, v2, v3 cannot all be the same vertex, since D = P1P2P3 is a cycle. By relabelling if necessary, we
may assume that v1 6= v3. Let U := Q3Q−11 , and let S, T be the two paths from v3 to v1 contained
in D, where every edge of S is of colour 1 or 3 (thus T contains P2). We note that the circuit SU−1
has rank 2 (its canonical decomposition consists of a trail of colour 1 followed by ay trail of colour
3), and U−1T has rank 3 (its canonical decomposition consists of a trail T1 of colour 1, followed by
T2 = P−12 of colour 2, followed by a trail T3 of colour 3). Since ST−1 = D is an ns-cycle (and thus
an ns-circuit) it follows from Observation 6 that at least one of SU−1 and UT−1 is an ns-circuit. In
the former case we are done, since SU−1 is then an ns-circuit of rank 2, and by (1) then there exists
an ns-cycle of rank at most 2. In the latter case, UT−1 is an ns-circuit of rank 3 whose canonical
decomposition T1T2T3 described above satisfies the conditions in (3). Therefore also in this case
there exists an ns-circuit (and by (1), an ns-cycle) of rank at most 2.
As we observed before (1), Statement (4) completes the proof of the lemma.
8 Concluding remarks
It is natural to ask if the condition that there is a pseudocircle that intersects all other pseudocircles
in the collection is absolutely necessary. To answer this question we note that it is necessary to
require some sort of condition along these lines. Indeed, as observed by Ortner in [14, Figure 16],
there exist arbitrarily large collections of pseudocircles (whose union is connected) that cannot be
embedded into a sphere, and yet the removal of any pseudocircle leaves an arrangement that can
be embedded into a sphere.
On the other hand, in order to have some version of Theorem 1 it is not strictly necessary to have
a single pseudocircle intersecting all the others; our techniques and arguments are readily adapted
under the assumption that there is a subcollection of bounded size that gets intersected by all
other pseudocircles. More precisely, if we define an m-arrangement of pseudocircles as a collection
in which there is a subcollection of size (at most) m such that every pseudocircle intersects at least
one pseudocircle in this subcollection, then it is easy to show that the corresponding version of
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Theorem 1 says that an m-arrangement of pseudocircles is embeddable into Σg if and only if all of
its subarrangements of size at most 4g + (2m+ 5) are embeddable into Σg.
We have proved that a strong arrangement of pseudocircles is embeddable into Σg if and only
if all of its subarrangements of size at most 4g + 4 are embeddable into Σg. As Ortner showed
in [14, Figure 3], there are strong arrangements of size 4 that are not embeddable into a sphere,
and yet all its subarrangements are embeddable into a sphere; thus this result cannot be improved
for g = 0. Similarly, for arrangements of pseudocircles (with the more general definition we used
throughout this work) the size bound 4g + 5 cannot be improved for the case g = 0. Indeed, the
toroidal arrangement shown in Figure 4 has 5 pseudocircles, it cannot be embedded into the sphere,
and yet all its subarrangements of size 4 can be embedded into the sphere.
Figure 4: An arrangement of 5 pseudocircles in the torus (given in its polygonal representation).
This arrangement is not embeddable into the sphere, but every subarrangement of size 4 is embed-
dable into the sphere.
Working under the framework of clusters of graphs, one can prove similar results as Theorem 1
to collections of other objects, such as arcs, which are homeomorphic images of the interval [0, 1].
Arrangements of arcs (and, in general, arrangements of curves) are investigated in [5] and [6]. In
order to obtain a result along the lines of Theorem 1, some anchorness condition for an arrangement
of arcs is required (a discussion analogous to the one given at the beginning of this section applies
to these objects as well). If we consider an arrangement of arcs as a collection of arcs that pairwise
intersect a finite number of times, and in which there is an arc that intersects all the other arcs in
the collection, then the following analogue of Theorem 1 is a consequence of our Main Theorem.
Theorem 7. An arrangement of arcs is embeddable into Σg if and only if all of its subarrangements
of size at most 4g + 5 are embeddable into Σg.
We finally note that in [14], Ortner wrote that one could conjecture that embeddability (of a
strong arrangement) into the surface Σg of genus g holds if and only if all (4 + g)-subarrangements
are embeddable into Σg. We have proved that, for strong arrangements, embeddability into Σg
holds if and only if all (4 + 4g)-subarrangements are embeddable into Σ. The question of whether
or not this can be improved to 4 + g, as conjectured in [14], remains open.
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