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ABSTRACT
This paper represents a solver for numerical simulation of break-
ing waves, developed at Ghent University using an implicit cell-
staggered VOF finite volume approach. The mathematical model
is based on unsteady incompressible Navier-Stokes (NS) equa-
tions with a free surface. A flux-difference splitting approach with
the MUSCL type (or the ENO scheme) and a central-difference
scheme are applied for evaluation of the inviscid and viscous
fluxes, respectively. A projection method is involved for coupling
of the pressure and the velocity. A free surface is tracked with the
VOF method, in which the approximate dynamic boundary con-
ditions are implemented. In addition, second- and fourth-order ar-
tificial damping terms are introduced to the velocity normal to the
cell face. A Sommerfeld radiation condition is implemented at the
open boundary to dissipate the energy of outgoing waves. More-
over, cut-cell techniques are utilized for treatment of an arbitary
geometry. The solver can capture many physical phenomena dur-
ing the interaction of waves with a dike, when a wave run-up and
overtopping over an impermeable sea dike are performed in a nu-
merical wave tank.
KEY WORDS: Breaking waves, wave-structure interaction in a
viscous flow, an implicit cell-staggered VOF finite volume solver,
and a cut-cell Cartesian mesh.
INTRODUCTION
Just recent years, the primary emphasis in the coastal engineer-
ing is on the detection of the fine scale feature of the complex
flow fields for the coastlines, especially under the circumstances
of beraking waves. An elucidation of such detailed mechanisms
is always desirable in the region of interest. The capability of a
numerical scheme that incorporates the treatment of topological
change of the interface provides one possibility for this purpose
using the advanced CFD techniques. This is one of the main in-
terests of industry and the results could be directly applied for
performance analysis and design of dikes.
A sea dike encounters complex phenomena like wind-
generated breaking wave problems under a certain wind level.
This is associated with vortex formation, turbulence and the be-
havior of moving air-water interface referred as a free surface.
Since the free surface is determined as part of the solution (only
its initial location and geometry are known in advance), topologi-
cal changes related to the processes of merging and breaking, in-
cluding a turbulence, amplify such a problem. A powerful numer-
ical tool is preferred for treatment of arbitraily shaped interface
in a natural way. The volume-of-fluid (VOF) method is one of
the most popular schemes for studying flows of immiscible flu-
ids with interfaces. The characteristic is that it is not necessary
to renew the mesh, which ensures that the computations can be
performed on a fixed grid. The mass conservation is its intrin-
sic feature. Additionally, it does not require special procedures to
model topological changes of the front. In the VOF method, the
data structure that represents the interface is the volume fraction
 of each surface cell that satisfies   	 . Just the data  are
specified at the beginning of a computational cycle according to
the known shape and location of an interface.
To evaluate the volumetric fluxes of  crossing a certain face,
it is necessary to provide the geometrical information from the
reconstructed interface. Typically, this is classified as two basic
categories: the Eulerian and Lagrangian interface reconstruction.
For the Eulerian interface reconstruction, one tracks the volume
in cells that contain the interface rather than the interface itself.
Therefore, this method is implicit without explicit interface re-
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construction (e.g., Hirt and Nichols, 1981) or an interface to be
determined according to the values of  (e.g., Youngs, 1982).
These two types of the reconstruction are widely applied. One
is to introduce a piecewise-constant or staircase representation of
the interface, which sometimes is called as the original Hirt and
Nichols’s VOF method. This type is also referred as the SLIC
(simple line interface calculation) algorithm. It allows that inter-
faces are arbitrarily orientated with respect to the computational
grid. Alternative is to apply various PLIC (piecewise linear in-
terface calculation) methods. This is more exact approximation
to the interfaces once various possible orientations of the inter-
face are predefined well. It can give much better results than the
original VOF method (Rider and Kothe, 1998). For Lagrangian
interface reconstruction, the PLIC-type interfaces can be moved
in Lagrangian sense. As a result, it is explicit, that is, an interface
is given with a local velocity at a certain cell face. The stretching
or compression of the interface can be taken into account during
each single fractional step. Moreover, the front does not diffuse.
This approach is more robust as compared with the Eulerian re-
construction algorithm (Gueyffier et al., 1999).
On the other hand, one has to resolve the following transport
equation for 
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provided that the velocity field and the reconstructed interface are
given. Since  is scalar quantity carrying the material informa-
tion, this updates the values of  in each surface cell but main-
tains    in the water and    in the air. Numerical accuracy
of resolution of Eq. (1) depends on the capture of a shape of a
free surface and its location together with a suitable numerical ap-
proach.
In this paper, we developed a new solver for modelling of
the breaking waves. The NS equations are resolved using cell-
staggered finite volume (FV) on a cut-cell Cartesian mesh and a
split-implicit time differencing scheme, while incompressibility
is enforced through an iterative Poisson solver for the pressure.
A free surface is tracked with the original VOF approach due to
its simplicity (only solution of Eq. 1). In particular, it generalizes
well to three dimensions (3D) and for several industrial applica-
tion as well. Unfortunately, with this VOF method, the small er-
ror like the flotsam generated by advancing interface needs to be
eliminated (Lafaurie et al., 1994), and it does not preserve local
boundedness (Ubbink and Issa, 1999). The former may lead to er-
ror accumulation, and the latter can create an unphysical volume
fraction. Therefore, our work in this area is to develop an ap-
proach which preserves both the smoothness of the interface and
its sharp definition over one cell. The critical issue in this type
of method is to discretize the convective term. This requires that
numerical diffusion related with an upwind scheme should not be
excessive, that is, without dispersing or wrinkling. The scheme
includes an operator split advection algorithm, a blend of Hirt-
Nichols’s reconstruction algorithm and Ubbink and Issa’s high
resolution method, and a second-order explicit Adams-Bashforth
scheme for achievement of a second-order accuracy in time. Our
computation shows that it is simple and computationally efficient.
This paper is organized as follows. Firstly, we briefly describe
numerical methods, which include the mathematical model, an
implicit cell-staggered FV approach over a cut cell and the initial
and boundary conditions. The calculated results, such as the con-
vergence properties, the study of grid effects and the wavy flow
fields, are presented next, followed by the concluding remarks.
NUMERICAL METHODS
Numerical method is to apply an implicit cell-staggered VOF fi-
nite volume approach for solution of the NS equations with a free
surface. The interaction between the pressure and the velocity
is realized with a projected algorithm. A cut-cell technology is
implemented in order to deal with an arbitary geometry. The de-
scription in more detail will be found in Li et al., (2003).
Mathematical Model
Mathematical model is based on three-dimensional unsteady in-
compressible Navier-Stokes equations on a Cartesian cut-cell
grid. A right-handed coordinate system


	 is set up (see
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Figure 1: A reference coordinate system for seadike problems.
Fig. 1). The original is fixed at the intersection of the inlet with
the still water level,


is positive along the direction of wave prop-
agation,

is positive towards the width of a dike and

is positive
upwards. Within this framework, the NS equations in a conserva-
tive form may be expressed as follows:
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	 are the components of
the velocity in the
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directions, respectively,  is the
total pressure, and

is the gravitational acceleration. ? @  ?  ?
is the effective viscous coefficient, in which ? is the kinematic
viscosity and ?  is the eddy viscosity to be determined with a tur-
bulence model. The local density  and viscosity ? @ are given as
in terms of 
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where the subscripts (w, a) denote the water and air, respectively.
An Implicit Cell-Staggered Finite Volume Method
In this solver, we use a staggered grid arrangement: the pressure
and  are located at the center of a cell, while three components of
the velocity lie in the center of the corresponding cell face. With
an implicit FV method, the discretization of the integral form of
the conservation of Eq. (2) over each cell is written by
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for an arbitrary fixed volume  with a cell face ﬀ .
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ﬀ . The subscript, ! #"%$& , presents the summation
over all cell faces surrounding a hexahedral cell.
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are the unit normal components of the cell face outwards in the

 %;"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and
%
directions, respectively.
An implicit approach is thought to be more efficient in study-
ing slowly transient flow, due to in principle without restriction
of time step. However, since a large coupled set of non-linear
equations has to be solved at each time step, an approximation for
Eq. (7) is reasonable, such as by enforcing a local linearization of
the fluxes from the convective and diffusion terms. Namely
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with the residual
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of the momentum equations defined as
.

%
3
5

/

)%
@


%
ﬂ

7
: (10)
where
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is a local time step determined according to the CFL
(Courant Friedrichs Lewy) constraint. ﬂ
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Evaluation of the Derivative 0 1
032
We adopt the following two ap-
proximations for evaluation of the derivative B 4
B5
: one is to use an
one-order upwind scheme for the convective fluxes; another is to
neglect the cross derivatives associated with the viscid fluxes. For
example, the convective fluxes in the

 %
momentum equation may
be derived by
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where
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is a normal face velocity defined as
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Thus, the derivative B 4
BDC
, such as at the right state of the cell
face,
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With an one-order upwind scheme, the convective fluxes on the
face
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For the viscous fluxes, these read as
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where B5
B

is the normal gradient at a certain face defined by
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With a central difference scheme, one obtains
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is the volumetric viscous fluxes,
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is the corresponding cell thickness. In this way, the bandwidth of
the linear equation is kept as a set of tridiagonal block that may be
resolved by the alternative directional implicit (ADI) approach.
Solution of the Delta Form V3W Define XZY $\[  ] are a blend of these
two coefficients associated with the volumetric fluxes
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where the subscript
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
	 represents the left state of the cell
face. With the ADI algorithm, Eq. (9) can be factored into three
one-dimensional equations. Namely
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A Poisson Equation for the Pressure The temporal velocity  


 )

is not, in general, divergence-free. According to the pro-
jected algorithm, it is used for updating the pressure so that the
final velocity field satisfies the continuity equation. Thus, substi-
tuting the resulting velocity into the following continuity equation,
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where B
B

is the normal face gradient at a certain face. With a
central-difference scheme, Eq. (18) can be written as a Poisson-
type equation for the pressure, which may be resolved by the di-
rect solution methods like the ICCG (incomplete Cholessky con-
jugate gradient) algorithm or iterative methods like the SOR (suc-
cessive over-relaxation) scheme.
Based on a quadratic backward approximation in time, an
implicit three-level second-order scheme is implemented for time
derivative,
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and previous time levels, respectively. Therefore, the resulting
velocity at the
'ﬁ


	 th time level is realized by


 






%




D
 


!%
+


 

 

$
 (20)
provided that the pressure from the Poisson solver is available.

$`<






	



 





g
	


 "
	
. During the iterative
course, one under-relaxation technique is implemented for the fi-
nal velocity.
Evaluation of the Explicit Fluxes At the nth time step, for exam-
ple, the explicit inviscid fluxes,   ) @


(see Eq. 10), are eval-
uated with the flux-difference splitting approach, once the face
value
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the MUSCL (monotone upstream-centered scheme for conserva-
tion laws) scheme or the ENO (essential nonoscillation) scheme
(Sussman et al., 1994). For the latter approach, $
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and the function F
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In general, the MUSCL and the ENO schemes approximate the
convective flux difference with a second-order accuracy in smooth
region. In the vicinity of a cut cell and surface cell, an one-order
upwind scheme is imposed instead of these two approches.
An Artificial Damping Term The normal face velocity 

at a cer-
tain face is obtained by
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for evaluation of the volumetric flux
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linear interpolation of the face value is a second-order accuracy
(with central differencing) but results in an unbounded solution
for convective dominated problems. On the other hand, a high-
order upwind scheme may lead to unphysical oscillations owing
to its non-monotone behaviour, whereas its implementation can
increase the accuracy of the results. For solution of such prob-
lems, one approach is to introduce artificial dissipation terms that
may remove high frequence oscillations. As a result, numerical
stability can be enhanced. In this way, we define
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is the second- and fourth-order artificial damping
terms, respectively. It can be expressed as the following compact
form in terms of variables of the right
 .
	 and left
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	 sides at a
certain face:
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where the subscripts




	 imply that an one-order upwind
scheme and third-order upwind scheme are implemented for eval-
uation of variables at the left and right, respectively. "  and "+*
are coefficients, and (  or (* is of the same order as the flow field
velocity. Note that first- and third-derivative terms in the pressure
(see Eq. 25) add numerical dissipations similar to those created
by the second- and fourth-order dissipation terms. They become
negligible with smooth pressure fields but suppress the oscillatory
behavior in the region of strong pressure gradient, because of their
high-frequency damping capability.
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Operator Split Advection Algorithm for 
According to the relation with neighboring cells, an interface over
each surface cell is reconstructed either horizontally or vertically
at each time step, which is directly borrowed the basic idea from
Hirt-Nichols’s algorithm. Thus, with an operator split advection
algorithm, the following equation is resolved within a whole com-
putational domain in each spatial direction instead of Eq. (1):
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Using a FV approach, this may be discretized as
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Furthermore, Eq. (27) is split as
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where 
a
and

 represent the corresponding values of  at the end
of each sweeping fractional step, respectively. This involves the
sweep in the
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direction for updating  a , and then followed the
sweeps in
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and
%
directions, respectively, for updating
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. Indices,
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ing cell face in the
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directions, respectively. To avoid
the introduction of system error, their order is inverted. With this
Eulerian interface reconstruction, a volume flux at a certain face,
such as
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point is how to evaluate the volume fraction  $
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at the corre-
sponding face in case the sharpness and shape of the interface
are maintained. To achieve this, Ubbink and Issa’s high resolution
method is implemented, including a second-order explicit Adams-
Bashforth formulation for the time integration.
This procedure can be made second-order simply by alternat-
ing the sweep direction at each time step. In other words, this
approach is simple and effective because it can maintain the front
sharp and provide such desirable properties during tracking inter-
face.
A Cut-Cell Cartesian Technology
Since the resulting matrix equation is solved with the tridiagonal
matrix algorithm (TDMA) for the delta form and the ICCG algo-
rithm for the pressure, they must be applied to the whole compu-
tational domain. This is regardless of whether a cell represents
fluid, surface, void, or an obstacle that involves with or without
a cut boundary. It is no problem to find the solution over a fluid
or surface cell. However, singularities occur in void and whole
obstacle cells, where  is zero for the former and undefined for
the latter. One approach for this problem is to add a considerable
value to the mainly diagonal coefficients in the linear equation.
Furthermore, over a cut cell, the effect of a sturcture is also in-
corperated through introduction of an effective geometry space
covered a fluid. Note that void and whole obstacle cells are in-
ternal Dirichlet and Neumann boundaries, respectively. They may
be realized in the operator matrix by manipulating the correspond-
ing elements. Additionally, arbitrarily small cut cells are treated
carefully, expecially when a mesh is refined. In this way, the pres-
sure over this cell is extrapolated linearly, because it is placed at
the center of a cell. But the velocity does not handled due to its
staggered arrangement related with the pressure.
Initial and Boundary Conditions
Initial Conditions At



, the water is at rest and the volume
fraction  is initially assigned according to the still water level.
The hydrostatic pressure is used as initial state for the pressure.
Boundary Conditions For the pressure, it is not necessary to spec-
ify the boundary conditions with the ICCG algorithm, except at
the free surface. The wall effect is incorporated by enforcing
the slip boundary conditions for a cut cell or no-slip conditions
for a mesh boundary. At the free surface, the simplified dynamic
boundary conditions like a potential flow are imposed. This im-
plies that the effects of a viscous and the surface tension are ne-
glected. Owing to    at a free surface, the matrix at all surface
*
ui,j,k
*
vi,j,k
*
i,j,k+1
*pi,j,k*
ui-1,j,k
*
vi,j,k-1
*
ui,j,k+1
a free surface
Figure 2: Implementation of the free-surface tangential dy-
namic boundary conditions.
cells is dealt with by setting the corresponding coefficient to zero.
For the velocity over surface cells exposed to the air, for exam-
ple,
$
e

i cannot be renewed by the

%
momentum equation (see
Fig. 2). In such a case, it is enforced by the continuity equation,
and

$
e

 

i is evaluated with the linear extrapolation. Further-
more, the pressure and  are evaluated with a mirror symmetry
over a cut cell that contains both a free surface and a wall. At
the inlet, a wave generator is located (Troch and Rouck, 2000),
in which the incident waves are generated according to the lin-
ear wave theory. To reduce the generation of non-physical high-
frequency waves, an adjustment function is implemented for the
329
wave height and the velocity at the inlet. It smoothly increase to
unity from its initial value of zero. At the outlet, Orlanski’s open
boundary condition is applied to dissipate the energy of outgoing
waves. It may be espressed as
  
  
"
  
 
'
 (29)
where
 

 +
	
. " is the phase velocity of the wave train
and " 
%
with a finite water depth
%
.
TEST CASES
Some test cases will be used for validation of our numerical
method. First test case (in this paper, only one case is presented)
is to simulate the breaking waves over a two-dimensional (2D)
smooth impermeable sea dike without a turbulence model ( ?  
and ?H@  ?  
=

 
D
*
F

/s).
A Sea Dike
Figure 3: A Cartesian cut-cell mesh over a sea dike.
The geometry of the sea dike is shown in Fig. 1, where the
seaward slope is  :  , the landward slope is  :

and the crest height

is 
= 
m, including 	    
=

m, & 

=

m and 	 g  
= 

m. With
trivial effort, a Cartesian cut-cell mesh is generated (see Fig. 3), in
which a typical computational domain consists of the total length

=

m and height  m. In the present case, cut cells always ex-
ist due to the use of a Cartesian grid (see Fig. 3), while the dike
with a slope is described with a biquadratic function. These may
be treated by predefining cells that may be fully or partially dry,
in which the former (called a whole obstacle or internal obstacle
cell) is characterized as zero velocity. For a regular wave at the
inlet, the wave characteristics, such as the amplitude, period and
wavelength together with the water depth, are given in Table 1.
Table 1: The wave height
ﬁ
, period  , wavelength  and the
water depth
%
.
ﬁ 
F
	


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
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%/
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
=



=


=
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 
=
Calculated Results and Discussions
Convergence The iterative convergence is assessed by examining
the
&
 norm of the residuals for the momentum equations and
the pressure. For example, the residual for the

 %
momentum lies
mostly between   D

 
D
g in this case.
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Figure 4: Surface elevations with two different grids.

 0.85
s.
Grid Effects Fig. 4 displays the effects of the grid density on the
surface elevations  (m) along the 
 % direction (m). Two different
grids with a refinement ratio of   are implemented, in which
the coarse grid with varying cell sizes is 






along the

 %
and
%
directions, respectively, and the fine grid is   



. In
this case, each grid approximates one or five days of the CPU
time, dependent on the specified running time. It is observed that
difference between them is obvious. With the coarse grid, the free
surface is not sharply defined, while the fine mesh captures more
detailed characteristic of motions. This implies that the physical
phenomena of motions may be described well with the present fine
grid (we tried a more fine mesh  



 , but it needs more CPU
time whereas the result is fine). Of course, local grid refinement
is also attractive for improvement of accuracy over each surface
cell. Note that during a relatively short time (in here,   
= 

s), this indicates that there is not significant reflection from a dike
or appearance of reflection is little. Therefore, it is thought that
the discrepancy of the results almost arises from the different grid
density.
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Figure 5: Development of waves with one period from initial
stage.
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Time Histories of Wave Development We represent a time history
of the evolution of the interface at one initial period (see Fig. 5).
Our computation starts with a flat free surface at

=

. The waves
propagate towards a dike from

=

= 

s, and a big wave is generated
at

=

=

s. Finally, one can see the development of the expected
wave motions, even on this relatively coarse grid (   


 ).
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Figure 6: Process of an initial overtopping.
An Initial Overtopping Fig. 6 displays the generation of an initial
overtopping during



= 
to

=

s. It is understood that this is
related with several stages like the wave attack, runup, rundown
and overtopping, including breaking waves, as shown in Fig. 6.
Velocity Fields Fig. 7 illustrates the velocity fields at different
time levels. During more waves, the features of the flow become
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Figure 7: Velocity fields between

 12.0 and 13.0 (s).
very complex, which is related with shocks and vortices. It is ob-
served that the steepness of a free surface is most likely associated
with a cycle of splashing and the vortex formation created by the
velocity. The roller-type vortices are generated by the breakup of
the front of a wave or the reflection or both. The waves contin-
uously break and a strong backflow is visible. These lead to the
free surface to be deformed significantly, such as at




=

s (see
Fig. 7). The energy may be dissipated by an artificial damping or
turbulence and convected by vortices. At


 
=

s, a wave grows
up significantly near




,=

m. This indicates that an overtop-
ping event will start again. As it propagates towards the crest of
the dike, the peak of waves inclines gradually forward at


 
=

s, until it overtops this dike at


 
=
s (this is observed during
the measurements). Finally, the motions at   

=

s recover
the stage at


 
=

s. Therefore, our solver captures the major
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features of the flow: the formation of breaking waves. In particu-
lar, when the interface undergoes severe topological changes, the
velocity and the pressure interact strongly each other.
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Figure 8: Time sequence of wave heights at two locations,


 1.0 and 3.81 (m).
Development of Waves at two Probes Time sequence of the wave
heights at two locations of interest is shown in Fig. 8. The running
time is





T and two wave probes are located at




=

and

= 

m from the wavemaker, respectively. It is seen that the wave
trains rapidly develop. The wave profile maintains a regular shape
that exhibits typical non-linear features, in which the peak looks
higher and narrower while troughs display smaller and flatter.
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Figure 9: Comparison of wave profiles at



 ,

 and   .
Comparison of Wave Profiles at Three Different Time Levels We
compare the wave profiles at three different time levels (see
Fig. 9). First one is a short running time    T, second is a
relatively long time



T and final is



 T. As expected,
the result is satisfactory in the most regions and the difference of
the phase is rather small. The location of breaking waves may be
predicted well for all. This demonstrates that our computation is
stable. Probably, one reason of the difference stems from the loss
of the fluid volume due to the current overtopping.
CONCLUSIONS
We present a cell-staggered implicit VOF finite volume solver.
The two essential features in our solver are the ability to capture
a breaking wave over a cut-cell Cartesian mesh, and a computa-
tionally efficient algorithm for the coupling of the pressure and
the velocity. The convergence property, the study of grid density
and stability analysis are investigated (the calculated results will
be compared with the experimental data in the next stage). This
demonstrate our solver to work well. Overall, it can yield detailed
flow information for the seadike design.
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