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Abstract—The effect of full-duplex cooperative relaying in a
random access multiuser network is investigated here. First, we
model the self-interference incurred due to full-duplex operation,
assuming multi-packet reception capabilities for both the relay
and the destination node. Traffic at the source nodes is considered
saturated and the cooperative relay, which does not have packets
of its own, stores a source packet that it receives successfully
in its queue when the transmission to the destination has failed.
We obtain analytical expressions for key performance metrics at
the relay, such as arrival and service rates, stability conditions,
and average queue length, as functions of the transmission
probabilities, the self interference coefficient, and the links’
outage probabilities. Furthermore, we study the impact of the
relay node and the self-interference coefficient on the per-user
and aggregate throughput, and the average delay per packet. We
show that perfect self-interference cancelation plays a crucial role
when the SINR threshold is small, since it may result to worse
performance in throughput and delay comparing with the half-
duplex case. This is because perfect self-interference cancelation
can cause an unstable queue at the relay under some conditions.
Index Terms—Full-duplex, relay, cooperative communications,
network-level cooperation, multiple access, stability, random
access networks.
I. INTRODUCTION
Driven by the exponential traffic growth and the ever-
increasing demands for wider spectrum, the quest for higher
spectral efficiency and enhanced reliability and coverage is
creating a new impetus for cooperative communication sys-
tems. Cooperative communication aims at increasing the link
data rates and the reliability of time-varying links, by over-
coming fading and interference in wireless networks. Among
the various cooperation techniques to increase throughput,
full-duplex relaying has recently gained significant attention.
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The vast majority of research papers have considered half-
duplex or out-of-band full-duplex systems, in which terminals
cannot transmit and receive at the same time, or over the
same frequency band. However, the use of nodes with in-band
full-duplex capability, i.e. terminals that transmit and receive
simultaneously over the same frequency band, is constantly
increasing in current wireless networks as they can potentially
double the network spectral efficiency. Moreover, full-duplex
relay systems open a whole new spectrum of capabilities, such
as collision detection in contention-based networks. In this
work, we focus on a relay-assisted random access network
and we analyze the effect of full-duplex cooperative relaying
in the network performance, namely arrival and service rates,
stability conditions, and average queue length at the relay.
A. Related Work
The classical relay channel was originally introduced by van
der Meulen [2], and earlier work on the relay channel was
based on information-theoretic formulations, e.g. [3]. Most
cooperative techniques that have been studied so far focus on
the benefits of physical layer cooperation [4]. Nevertheless,
there is evidence that the same gains can be achieved with
network layer cooperation, which is plain relaying without any
physical layer considerations [5], [6]. Recently several works
have investigated relaying performance at the MAC layer [5]–
[12]. More specifically, in [5], the authors have studied the
impact of cooperative communication at the medium access
control layer with TDMA. They introduced a new cognitive
multiple access protocol in the presence of a relay in the
network. In [13] the notion of partial network level cooper-
ation is introduced by adding a flow controller at the relay,
which regulates the amount of provided cooperation depending
on the conditions of the network. The classical analysis of
random multiple access schemes, like slotted ALOHA [14],
has focused on the so-called collision model. Random access
with multi-packet reception (MPR) has attracted attention
recently [15]–[18]. All the above approaches come together
in the model that we consider.
In wireless networks, when a wireless node transmits and
receives simultaneously in the same frequency, the problem
of self-interference arises. Self-interference mitigation is a
key challenge in in-band full-duplex systems. Information-
theoretic aspects of this problem can be found in the pi-
oneering work of Shannon [19], although the capacity re-
gion of the two-way channel is not known for the general
case [20]. The information-theoretic limits of in-band full-
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duplex relaying have been studied focusing on the idealistic
case of perfect self-interference cancelation [21], [22]. There
exist several techniques that allow the possibility of perfect
self-interference cancelation [20]. However, in practice, there
are several technological limitations and challenges [23], [24],
which may limit the accuracy and the effectiveness of self-
interference cancelation. Various methods for performing self-
interference cancelation at the receivers can be found in [25]
and [26]. The main result therein is that there is a tradeoff be-
tween transceiver complexity and self-interference cancelation
accuracy. In [27], [28], it was demonstrated in practice real
implementations of simultaneous transceivers, where the self-
interference problem has been mitigated through RF isolators
and echo cancellers, coupled with base-band digital filtering.
Furthermore, some recent results have also shown that full
duplex is possible, proposing specific designs, e.g. [29], [30],
which mainly focus on the physical and the medium access
control (MAC) layer design. Choi et al. in [29] designed
a practical single-channel full-duplex wireless system, com-
bining three self-interference cancellation schemes, as well
as RF and digital interference cancellation. Jain et al. [30]
presented a full-duplex radio design using signal inversion
and adaptive cancellation. Unlike [29], the authors in [30]
consider wideband and high power systems. In theory, this
new design has no limitation in terms of bandwidth or power.
Therefore, building full-duplex wireless networks (such as
full-duplex 802.11n wireless networks) has started becoming
feasible. Fang et al. [31] proposed a collision-free full-duplex
broadcast MAC and studied cross-layer optimization of MAC
and routing in full-duplex wireless networks under various
resource and social constraints. In [32] the comparison of
performance of half and full-duplex relay is studied at the
physical layer, in [33] is investigated the effect of channel es-
timation errors on the ergodic capacities for bidirectional full-
duplex transmission. An information theoretic study in [34]
compares multi-antenna half and full-duplex relaying from the
perspective of achievable rates.
B. Contribution
In this work, we complement and extend the work in [1].
We study the operation of a cooperative node relaying packets
from a number of users/sources to a destination node as shown
in Fig. 1. We assume MPR capability for both the relay and
the destination node. The relay node can transmit and receive
at the same time over the same frequency band (in-band full
duplex). We assume random medium access, slotted time,
and that each packet transmission takes one timeslot. The
wireless channel is modeled as Rayleigh flat-fading channel
with additive white Gaussian noise. A user transmission is
successful if the received signal-to-interference-plus-noise ra-
tio (SINR) is above a certain threshold γ. We also assume that
acknowledgements (ACKs) are instantaneous and error free.
The relay does not have packets by itself and the source nodes
are considered saturated with unlimited amount of traffic. The
self-interference cancellation at the relay is modeled as a vari-
able power gain, mainly because we are studying the impact
on the network layer1. Studying in detail the physical layer
implementation of self-interference mitigation and considering
specific self-interference cancelation mechanisms is beyond
the scope of this paper. We obtain analytical expressions for
key performance characteristics of the relay queue, such as
arrival and service rates, and we derive conditions for stability
and the average queue length as functions of the transmission
probabilities, the self-interference coefficient, and the links’
outage probabilities. In particular, we study the impact of the
relay node and the self-interference coefficient on the per-
user and the network-wide throughput, as well as the average
delay per packet. Furthermore, we derive expressions for both
the per-user and aggregate throughput when the queue at the
relay is unstable, for which case we do not have though any
guarantees for bounded delay.
The remainder of the paper is organized as follows: Sec-
tion II describes the system model and in Section III we
present the main characteristics of the relay queue, such as the
average arrival and service rates. In Section IV, we provide
expressions for the per-user and the aggregate throughput. The
average delay per packet is obtained in Section V. Numerical
results are presented in Section VI, and finally Section VII
concludes the paper.
II. SYSTEM MODEL
A. Network Model
We consider a network with n sources, one relay node, and
a single destination node. The sources transmit packets to the
destination using a cooperative relay; the case of n = 2 is
depicted in Fig. 1. We assume that the queues of both sources
are saturated, i.e., no external arrivals and unlimited buffer
size, and that the relay does not have packets of its own
but only forwards the packets it has received from the two
users. The relay node stores a source packet that it receives
successfully in its queue when the direct transmission to
the destination node has failed. We assume a random access
channel where q0 is the transmit probability of the relay given
that it has packets in its queue, and qi for i 6= 0 is the transmit
probability for the i-th user. The receivers at the relay and the
destination nodes are equipped with multiuser detectors, hence
they can decode packets from more than one transmitter at a
time. Furthermore, the relay can simultaneously transmit and
receive packets (full duplex).
B. Physical Layer Model
The MPR channel model used in this paper is a generalized
form of the packet erasure model. We assume that a packet
transmitted by node i is successfully received by node j if and
only if SINR(i, j) ≥ γj , where γj is a threshold characteristic
of node j. The wireless channel is subject to fading; let Ptx(i)
be the transmit power at node i and r(i, j) be the distance
between i and j. The received power at j when i transmits
is Prx(i, j) = A(i, j)h(i, j) where A(i, j) is a random vari-
able representing small-scale fading. Under Rayleigh fading,
1The self-interference cancellation at the relay is modeled as a variable
power gain that affects the success probability with which the relay will
receive a packet and is described in Section II.
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Fig. 1. The network model for the two-user case: users have saturated queues
and the relay only forwards the packets received from both users, which failed
to reach the destination.
A(i, j) is exponentially distributed [35]. The received power
factor h(i, j) is given by h(i, j) = Ptx(i)(r(i, j))−α where α
is the path loss exponent with typical values between 2 and 6.
We model the self-interference by a scalar g ∈ [0, 1] as in [36]
and [37]. We refer to the g as the self-interference coefficient.
When g = 1, no self-interference cancelation technique is
used, while g = 0 models perfect self-interference cancelation.
The success probability in the link ij is given by
P ji/T = exp
(
− γjηj
v(i, j)h(i, j)
)
(1 + γj(r(i, j))
αg)
−m×
×
∏
k∈T \{i,j}
(
1 + γj
v(k, j)h(k, j)
v(i, j)h(i, j)
)−1
,
(1)
where T is the set of transmitting nodes at the same time,
v(i, j) is the parameter of the Rayleigh fading random vari-
able, ηj is the receiver noise power at j and m = 1 when
j ∈ T and m = 0 else. The analytical derivation for this
success probability can be found in [35].
Note: The self-interference is modeled through g and it
affects the success probability when the relay transmits and
receives simultaneously. The value of g captures the accuracy
of the self-interference cancelation. As g approaches 0 it
is closer to the pure full duplex operation. When g is 1
the operation is the half duplex operation since the success
probabilities for the users in this case are very close to 0.
C. Queue Stability
We adopt the definition of queue stability used in [38].
Definition 1. Denote by Qti the length of queue i at the
beginning of timeslot t. The queue is said to be stable if
lim
t→∞Pr[Q
t
i < x] = F (x) and lim
x→∞F (x) = 1. (2)
If limx→∞ limt→∞ inf Pr[Qti < x] = 1, the queue is
substable. If a queue is stable, then it is also substable. If
a queue is not substable, then we say it is unstable.
Loynes’ theorem [39] states that if the arrival and service
processes of a queue are strictly jointly stationary and the
average arrival rate is less than the average service rate, then
the queue is stable.
III. PERFORMANCE ANALYSIS FOR THE RELAY QUEUE
In this section, we derive expressions for key performance
metrics for the relay queue, namely arrival and service rates,
stability conditions, and average queue length. The analysis
is provided for two cases: (i) when the network consists of
two non-symmetric in general users, (ii) for n > 2 symmetric
users.
This section is an intermediate step before investigating
the impact of the relay node in the per-user throughput, the
aggregate throughput, and the average per packet delay. In
order to study those quantities, we need to first compute the
average arrival and service rate of the relay, the average queue
length, and the stability conditions. The stability of a queue is
translated to bounded queue size, which implies finite queuing
delay.
A. Two-user Case
We study first the relay queue characteristics for the two-
user case. In this network, at each timeslot, the relay can
receive at most two packets (one per user) and to transmit
at most one.
The probability that the relay receives i packets in a given
timeslot when its queue is empty is denoted by r0i , and r
1
i
otherwise (not empty). The expressions for the rji are rather
lengthy and are presented in Appendix A. The average arrival
rate at the relay when its queue is empty is denoted by λ0, and
by λ1 when it is not (derived in Appendix A). The probability
that the relay queue increases by i packets when is empty is
denoted by p0i , and p
1
i when it is not; p
i
−1 is the probability
that the queue decreases by one packet. Note that pji and r
j
i are
in general different quantities, however pji = r
j
i in half-duplex
relay systems2.
The next theorem presents the main relay queue character-
istics for the two-user case.
Theorem III.1. The key performance measures for the relay
queue in a two-user network are provided below.
(i) The average service rate is
µ = q0(1− q1)(1− q2)P d0/0 + q0q1(1− q2)P d0/0,1+
+q0q2(1− q1)P d0/0,2 + q0q1q2P d0/0,1,2.
(3)
where P d0/0,i,j is the success probability between the relay
and the destination when the transmitting nodes are the
relay and nodes i and j. P d0/0,i,j can be computed from
(1).
(ii) The probability that the queue at the relay is empty is
P (Q = 0) =
p1−1 − p11 − 2p12
p1−1 − p11 − 2p12 + λ0
. (4)
(iii) The average arrival rate λ is
λ =
p1−1 − p11 − 2p12
p1−1 − p11 − 2p12 + λ0
λ0+
λ0
p1−1 − p11 − 2p12 + λ0
λ1.
(5)
(iv) The average relay queue size Q is
2The case of half-duplex relay is studied in [18], for which the analysis is
simpler compared to the full-duplex case.
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Q =
(p11 + 2p
1
2 − p1−1)(4p01 + 10p02) + λ0(2p1−1 − 4p11 − 10p12)
2(p11 + 2p
1
2 − p1−1)(p1−1 − p11 − 2p12 + λ0)
. (6)
Proof: See Appendix A.
Note: The values of q0 for which the queue is stable are
given by q0min < q0 < 1, where q0min is given in (39)
in Appendix A. Queue stability is an important parameter of
quality-of-service (QoS), as it implies finite queue delay (due
to bounded queue size). The queueing delay is computed in
Section V.
B. Symmetric n-user Case
We now investigate the case of a symmetric n-user net-
work3. Each user attempts to transmit in a slot with probability
q; the success probability to the relay and the destination when
i nodes transmit are given by P0,i and Pd,i, respectively. There
are two cases for the Pd,i, i.e., Pd,i,0 and Pd,i,1, denoting the
success probability when relay remains silent or transmits, re-
spectively. Those success probabilities for the symmetric case
are given by Pd,i,j = Pd
(
1
1+γd
)i−1 (
1
1+βγ0
)j
, j = 0, 1 and
β = v0dh0dvdhd > 1. P0d,i = P0d
(
1
1+ 1β γd
)i
, P0 = exp
(
− γ0η0v0h0
)
,
Pd = exp
(
− γdηdvdhd
)
, P0d = exp
(
− γ0η0v0h0
)
. There are two
cases for the P0,i, i.e., P0,i,0 and P0,i,1, denoting the suc-
cess probability when the relay remains silent or transmits
respectively. The success probabilities are given by P0,i,0 =
P0
(
1
1+γ0
)i−1
and P0,i,1 = P0 (1 + γ0rα0 g)
−1
(
1
1+γ0
)i−1
,
where r0 is the distance between the users and the relay,
vi is the parameter of the Rayleigh fading random variable
at channel i, α is the path loss exponent and g is the self-
interference coefficient.
The next theorem summarizes the results for the character-
istics of the relay queue for the symmetric n-user case.
Theorem III.2. The key performance measures for the relay
queue in the n-symmetric user network are provided below.
(i) The average service rate is
µ =
n∑
k=0
(
n
k
)
q0q
k(1− q)n−kP0d,k. (7)
(ii) The probability that the queue at the relay is empty is
P (Q = 0) =
p1−1 −
n∑
i=1
ip1i
p1−1 −
n∑
i=1
ip1i + λ0
. (8)
(iii) The average arrival rate λ is
λ = P (Q = 0)λ0 + P (Q > 0)λ1. (9)
The expressions for λ0 and λ1 are given in Appendix B.
3Our work could be generalized to the asymmetric case; nevertheless the
expressions will be significantly involved without providing any meaningful
or crisp insights.
(iv) The average relay queue size Q is
Q =
(
n∑
i=1
ip
1
i − p1−1
)
n∑
i=1
i(i+ 3)p
0
i + λ0
(
2p
1
−1 −
n∑
i=1
i(i+ 3)p
1
i
)
2
(
n∑
i=1
ip
1
i − p1−1
)(
p
1
−1 −
n∑
i=1
ip
1
i + λ0
) .
(10)
Proof: See Appendix B.
The values of q0 for which the queue is stable are given by
q0min < q0 < 1, where q0min is given in (53) in Appendix B.
IV. THROUGHPUT ANALYSIS
In the previous section, we provided the main results on
the relay queue characteristics, including the empty queue
probability and the average queue length. Here, we derive
the per-user throughput and the network aggregate throughput
with one cooperative relay and n users.
The per-user throughput, Ti for the i-th user is given by
Ti = TD,i + TR,i, where TD,i denotes the direct throughput
from user i to the destination, i.e., the transmitted packet
reaches the destination directly, without using the relay. When
the transmission to the destination is not successful, and at the
same time the relay node receives the packet correctly, then
it stores it to its queue, and the contributed throughput by the
relay for the user i is denoted by TR,i. When the queue at the
relay is stable, TR,i is the arrival rate from user i to the queue.
The term TD,i can also be interpreted as the probability
that a transmitted packet from user i reaches the destination
directly, and TR,i is the probability of unsuccessful transmis-
sion from user i to the destination while the packet is received
at the relay.
The percentage of i-th user’s traffic that is being relayed is
TR,i
Ti
.
In the following subsection, we provide expressions for TD,i
and TR,i for the two-user and the symmetric n-user cases.
A. Per-user and Aggregate Throughput: Two-user Case
The direct throughput to the destination for the i-th user,
TD,i, is given by
TD,i = q0P (Q > 0) qi
[
(1− qj)P di/0,i + qjP di/0,i,j
]
+
+ [1− q0P (Q > 0)] qi
[
(1− qj)P di/i + qjP di/i,j
]
.
(11)
When the relay queue is stable, the contributed throughput
to user i, TR,i, is the arrival rate from user i to the relay queue.
Note that a packet from user i enters the relay queue when
the transmission to the destination is not successful and at the
same time the relay is able to decode that packet. The relayed
throughput TR,i of user i is given by
TR,i = q0P (Q > 0) qi
[
(1− qj)(1− Pdi/0,i)P 0i/0,i + qj(1− Pdi/0,i,j)P 0i/0,i,j
]
+
+ [1− q0P (Q > 0)] qi
[
(1− qj)(1− Pdi/i)P 0i/i + qj(1− Pdi/i,j)P 0i/i,j
]
.
(12)
The throughput Ti for the i-th user is given by
Ti = TD,i + TR,i. (13)
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In the above equations, the queue is assumed to be stable,
hence the arrival rate from each user to the queue is a con-
tribution to the overall throughput. The aggregate throughput
is Taggr = T1 + T2. Notice that the per-user throughput is
independent of q0 as long as it is in the stability region. This
is due to the fact that the product q0P (Q > 0) is constant
(does not depend on q0). The proof is straightforward and
thus is omitted.
B. Per-user and Aggregate Throughput: Symmetric n-user
Case
In this subsection, we provide expressions for the direct and
the relayed per-user and aggregate throughput. The notation
used in Section III-B applies here as well. Furthermore, the
per-user throughput is denoted by T , the direct throughput to
the destination by TD, and the relayed throughput by TR.
The direct throughput TD is given by
TD = q0P (Q > 0)
n−1∑
k=0
(
n− 1
k
)
qk+1(1− q)n−1−kPd,k+1,1+
+ [1− q0P (Q > 0)]
n−1∑
k=0
(
n− 1
k
)
qk+1(1− q)n−1−kPd,k+1,0.
(14)
The throughput contributed by the relay (when the queue at
the relay is stable), TR, is given by
TR = q0P (Q > 0)
n−1∑
k=0
(n− 1
k
)
q
k+1
(1− q)n−1−k(1− Pd,k+1,1)P0,k+1,1+
+ [1− q0P (Q > 0)]
n−1∑
k=0
(n− 1
k
)
q
k+1
(1− q)n−1−k (1− Pd,k+1,0)P0,k+1,0.
(15)
The per-user throughput T for the cooperative relay network
when the relay queue is stable is given by
T = TD + TR. (16)
The aggregate throughput is Taggr = nT .
Remark 1. When the queue is unstable, the aggregate
throughput is the summation of the direct throughput among
the users and the destination plus the service rate of the relay.
However, when the queue is unstable, the queue size increases
to infinity, thus there is no guarantee for finite queueing delay.
V. DELAY ANALYSIS
In Section III, we studied the performance of the relay queue
in terms of the probability of empty queue and the average
queue length. That section was an intermediate step for our
main goal, which is to study the impact of the relay node in the
network in terms of throughput and the delay. In the previous
section, we obtained the per-user and the aggregate throughput
for a relay network with stable relay queue and commented on
the case of unstable relay queue. In this section, we analyze an
important network performance measure, the delay, and derive
analytical expressions for the average delay required to deliver
a packet from the source to the destination.
Theorem V.1. The average delay for a packet received at the
destination when it is in the head of the user queue is given
by
Di =
1 + TR,i
(
Q
λ +
1
µ
)
Ti
, (17)
where TR,i and Ti is the i-th user relayed and per-user
throughput, respectively. λ and µ is the average arrival and
service rate of the relay, respectively, and Q is the average
queue length of the relay.
Proof: See Appendix C.
The expressions for TR,i and Ti are given in Section IV.
The expressions for λ, µ, Q are summarized in Theorem III.1
and III.2 for the two-user and the symmetric n-user case,
respectively.
Note that the term Qλ in (17) is the queueing delay, which
is the time a packet spends in queue, the time the packet is
assigned to the queue for transmission and the time it starts
being transmitted. In the meantime, the packet waits while
other packets in the queue are transmitted.
Remark 2. When the relay queue is unstable, the average
queue length can be arbitrarily large, thus the average queue-
ing delay tends to infinity. In (17), when the queue is unstable,
then the average delay also tends to infinity. In the case of
unstable queues, flow control policies could be applied for
packet dropping, however this is beyond the scope of our
paper.
VI. NUMERICAL RESULTS
In this section, we provide numerical results to validate
the above theoretical performance analysis. For exposition
convenience, we consider the case where all users have the
same link characteristics and transmission probabilities. The
parameters used in the numerical results are as follows:
distances are rd = 130, r0 = 60, and r0d = 80 in meters,
the path loss exponent is α = 4, and the receiver noise power
η = 10−11. The transmit power for the relay is Ptx(0) = 10
mW and for the i-th user is Ptx(i) = 1 mW.
A. Per user and Aggregate Throughput
Figs. 2(a) and 4(a) present the per-user throughput versus
the number of users in the network for different values of q
and g, and for γ = 0.2 and γ = 0.6, respectively. Figs. 2(b)
and 4(b) show the aggregate throughput versus the number of
users. When γ = 0.2, we observe that for g = 10−10 and
g = 10−8 (almost perfect self-interference cancelation) the
relay queue is unstable for relative small number of users.
This is because for small values of γ, it is more likely to
have more successful transmissions from the users to the relay,
while at the same time the relay can transmit at most one
packet per timeslot. For γ = 0.6 the queue is never unstable
for the selected set of parameters, while for g = 10−10 and
g = 10−8, throughput gains are evident as compared to no
self-interference cancelation.
In Figs. 3 and 5, we plot the percentage of traffic that is
being relayed in the network (cf. Section IV) for γ = 0.2 and
γ = 0.6 respectively, for the case of a stable queue.
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(a) Per-user throughput vs. the number of users.
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(b) Aggregate throughput vs. the number of users.
Fig. 2. Per-user and aggregate throughput vs. the number of users for γ =
0.2, q = 0.1 and q0 = 0.95.
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Fig. 3. Percentage of traffic that is being relayed vs. the number of users
γ = 0.2, q = 0.1, and q0 = 0.95.
Figs. 6(a) and 8(a) present the per-user throughput versus
the number of users in the network for different values of q
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Fig. 4. Per-user and aggregate throughput vs. the number of users for γ =
0.6, q = 0.1, and q0 = 0.99.
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Fig. 5. Percentage of traffic that is being relayed vs. the number of users
γ = 0.6, q = 0.1, and q0 = 0.99.
and g, and for γ = 1.2 and γ = 2.5, respectively. Figs. 6(b)
and 8(b) show the aggregate throughput versus the number of
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users. Finally, Figs. 7 and 9 show the percentage of traffic that
is being relayed.
Note that when the percentage tends to 1 (or 100%), the
contributed throughput by the relay tends to be the total
network throughput.
The gains from the relay are more pronounced for large γ,
whilst in the case of γ = 0.2 and quasi perfect self-interference
cancelation, we tend to have an unstable queue, which affects
the delay per packet as we will see in the next subsection.
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Fig. 6. Per-user and aggregate throughput vs. the number of users for γ =
1.2, q = 0.1, and q0 = 0.99.
B. Average Queue Length and Average Delay per Packet
In this subsection, we provide numerical results for two key
performance metrics, namely the average relay queue size and
the average delay per packet.
Figs. 10(a) and 11(a) present the average queue length of
the relay for γ = 0.2 and γ = 0.6. The average queue length
is among the factors that affect the average delay per packet
as presented in (17) of Theorem V.1. Figs. 10(b) and 11(b)
illustrate the average delay per packet for γ = 0.2 and γ = 0.6.
For γ = 0.2 we included the per-packet delay for the
network without the relay for comparison reasons. We observe
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γ = 1.2, q = 0.1, and q0 = 0.99.
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Fig. 8. Per-user and aggregate throughput vs. the number of users for γ =
2.5, q = 0.1, and q0 = 0.99.
that in that case the cooperative relay node does not provide
any gains for increasing number of users, as the delay for the
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. XX, NO. X, MONTH YEAR 8
0 5 10 15 20 25 30 35 40 45
0.9988
0.9989
0.999
0.9991
0.9992
0.9993
0.9994
0.9995
Number of users
Pe
rc
en
ta
ge
 o
f R
el
ay
ed
 T
ra
ffi
c
 
 
g=10−10
g=10−8
g=10−6
g=1
Fig. 9. Percentage of traffic that is being relayed vs. the number of users
γ = 2.5, q = 0.1 and q0 = 0.99.
relay network is larger than the delay without using a relay.
For γ = 0.6, the delay for the network without the relay is
much larger, e.g., it starts with 50 timeslots for 1 users and
goes up to 400 for 50 users. In that case, the use of a relay is
beneficial in terms of throughput and per-packet delay.
Figs. 12(a) and 13(a) show the average queue length for
γ = 1.2 and γ = 2.5 respectively. In Figs. 12(b) and 13(b)
and 13(b), we illustrate the average delay per packet.
The delay for the network without the relay is significantly
large, e.g., for γ = 1.2 the delay is greater than 500 timeslots
and for γ = 2.5 the delay is more than 10000 timeslots.
In those cases, the existence of the relay offers significant
gains not only in terms of throughput but also in the delay
performance.
When we have almost perfect self-interference cancelation
(except the case of γ = 0.2), we observe significant gains
in the delay performance compared to the case of the quasi
half-duplex relay (g → 1).
VII. CONCLUSIONS
In this paper, we explored full-duplex communication in
which a cooperative node relays packets from a number of
sources to a common destination node in a random access
network with multi-packet reception capability for both the
relay and the destination node. Considering a multiple capture
model and the self-interference due to full-duplex relay op-
eration, a transmission is successful if the received SINR is
above a certain threshold γ.
We provided analytical expressions for the performance of
the relay queue, namely stability conditions, arrival and service
rates, and average queue length. We studied the per-user
and the aggregate throughput, and showed that the per-user
throughput does not depend on the relay transmit probability
under stability conditions. We also studied the impact of the
self-interference coefficient g on the per-user throughput, the
network-wide throughput, and the average per-packet delay.
We showed that the self-interference coefficient plays a crucial
role when γ is small (and g tends to zero) since it may result
in an unstable queue. However, for large γ values and perfect
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Fig. 10. Average queue length and average per-packet delay vs. the number
of users for γ = 0.2, q = 0.1, and q0 = 0.95.
self-interference cancelation, the gains in terms of throughput
and delay are more pronounced.
Future extensions of this work may include users with non-
saturated queues, i.e. sources with external random arrivals, as
well as scenarios where the cooperative relay node has packets
on its own and different service priorities.
APPENDIX A
PROOF OF THEOREM III.1
We provide here the proof of Theorem III.1, which presents
the main result for the relay queue characteristics for the two-
user case.
Analysis of the average arrival and service rate:
The average service rate µ, is given by (3), where q0 is the
transmit probability of the relay given that it has packets in
its queue, and qi for i 6= 0 is the transmit probability for the
i-th user. The term P ji/i,k is the success probability of link ij
when the transmitting nodes are i and k and can be calculated
based on (1).
The average arrival rate λ of the queue is given by λ =
P (Q = 0)λ0+P (Q > 0)λ1, where λ0 is the average arrival
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. XX, NO. X, MONTH YEAR 9
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Fig. 11. Average queue length and average per-packet delay vs. the number
of users for γ = 0.6, q = 0.1, and q0 = 0.99.
rate at the relay queue when the queue is empty and λ1 when it
is not. λ0 = r01+2r
0
2 , where r
0
i is the probability of receiving
i packets given that the queue is empty. Accordingly, λ1 =
r11 + 2r
1
2 , where r
1
i is the probability of receiving i packets
when the queue is not empty.
The expressions for r0i are given by
r
0
1 = q1(1− q2)(1− Pd1/1)P 01/1 + q2(1− q1)(1− Pd2/2)P 02/2+
+q1q2(1− Pd1/1,2)P 01/1,2Pd2/1,2 + q1q2(1− Pd2/1,2)P 02/1,2Pd1/1,2+
+q1q2(1− Pd1/1,2)P 01/1,2(1− Pd2/1,2)(1− P 02/1,2)+
+q1q2(1− Pd2/1,2)P 02/1,2(1− Pd1/1,2)(1− P 01/1,2),
(18)
r02 = q1q2(1− P d1/1,2)(1− P d2/1,2)P 01/1,2P 02/1,2. (19)
In order to compute for instance r01 (i.e., the relay receives one
packet), we have to take into account all the possible combi-
nations, which are either the received packet is transmitted by
the first or the second user (with all the possible combinations
of active/idle users). When the relay queue is not empty, the
expressions for the r1i are given by
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Fig. 12. Average queue length and average per-packet delay vs. the number
of users for γ = 1.2, q = 0.1, and q0 = 0.99.
r
1
1 = (1− q0)q1(1− q2)(1− Pd1/1)P 01/1 + q0q1(1− q2)(1− Pd1/0,1)P 01/0,1+
+(1− q0)q2(1− q1)(1− Pd2/2)P 02/2 + q0q2(1− q1)(1− Pd2/0,2)P 02/0,2+
+(1− q0)q1q2(1− Pd1/1,2)P 01/1,2(1− Pd2/1,2)(1− P 02/1,2)+
+q0q1q2(1− Pd1/0,1,2)P 01/0,1,2(1− Pd2/0,1,2)(1− P 02/0,1,2)+
+(1− q0)q1q2(1− Pd1/1,2)P 01/1,2Pd2/1,2+
+q0q1q2(1− Pd1/0,1,2)P 01/0,1,2Pd2/0,1,2+
+(1− q0)q1q2(1− Pd2/1,2)P 02/1,2(1− Pd1/1,2)(1− P 01/1,2)+
+q0q1q2(1− Pd2/0,1,2)P 02/0,1,2(1− Pd1/0,1,2)(1− P 01/0,1,2)+
+(1− q0)q1q2(1− Pd2/1,2)P 02/1,2Pd1/1,2+
+q0q1q2(1− Pd2/0,1,2)P 02/0,1,2Pd1/0,1,2,
(20)
r12 = (1− q0)q1q2(1− P d1/1,2)P 01/1,2(1− P d2/1,2)P 02/1,2+
+q0q1q2(1− P d1/0,1,2)P 01/0,1,2(1− P d2/0,1,2)P 02/0,1,2.
(21)
In order to fully characterize the average arrival rate at the
relay, we have to compute the probability the queue is empty.
We model the queue at the relay as a discrete time Markov
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Fig. 13. Average queue length and average per-packet delay vs. the number
of users for γ = 2.5, q = 0.1, and q0 = 0.99.
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Fig. 14. The Markov Chain model for the two-user case.
Chain (DTMC), which describes the queue evolution and is
presented in Fig. 14. Each state is denoted by an integer and
represents the queue size at the relay node. The transition
matrix of the above DTMC is a lower Hessenberg matrix given
by
P =

a0 b0 0 0 · · ·
a1 b1 b0 0 · · ·
a2 b2 b1 b0 · · ·
0 b3 b2 b1 · · ·
0 0 b3 b2 · · ·
...
...
...
...
. . .

. (22)
The elements of the matrix P, are a0 = 1 − p01 − p02, a1 =
p01, a2 = p
0
2, b0 = p
1
−1 and bi+1 = p
1
i i = 0, 1, 2, 3. The
quantity p0i (p
1
i ) is the probability that the queue size increases
by i packets when the queue is empty (not empty). Note that
p0i = r
0
i because when the queue is empty, the probability
of i packets arriving is the same with the probability that
the queue size increases by i packets; when the queue is not
empty however, this is not true. For example the probability
of two packets arriving is not the same with the probability
of doubling the queue size; this is because both arrivals and
departures can occur at the same time. The expressions for the
pji are given by
p
1
−1 = q0(1− q1)(1− q2)Pd0/0 + q0(1− q1)q2Pd0/0,2Pd2/0,2+
+q0(1− q1)q2Pd0/0,2(1− Pd2/0,2)(1− P 02/0,2) + q0q1(1− q2)Pd0/0,1Pd1/0,1+
+q0q1(1− q2)Pd0/0,1(1− Pd1/0,1)(1− P 01/0,1)+
+q0q1q2P
d
0/0,1,2P
d
1/0,1,2P
d
2/0,1,2+
+q0q1q2P
d
0/0,1,2(1− Pd1/0,1,2)(1− P 01/0,1,2)(1− Pd2/0,1,2)(1− P 02/0,1,2)+
+q0q1q2P
d
0/0,1,2P
d
1/0,1,2(1− Pd2/0,1,2)(1− P 02/0,1,2)+
+q0q1q2P
d
0/0,1,2(1− Pd1/0,1,2)(1− P 01/0,1,2)Pd2/0,1,2,
(23)
p10 = 1− p1−1 − p11 − p12, (24)
p
1
1 = (1− q0)q1(1− q2)(1− Pd1/1)P 01/1 + (1− q0)q1q2(1− Pd1/1,2)P 01/1,2Pd2/1,2+
+(1− q0)q1q2(1− Pd1/1,2)P 01/1,2(1− Pd2/1,2)(1− P 02/1,2)+
+(1− q0)(1− q1)q2(1− Pd2/2)P 02/2 + (1− q0)q1q2(1− Pd2/1,2)P 02/1,2Pd1/1,2+
+(1− q0)q1q2(1− Pd2/1,2)P 02/1,2(1− Pd1/1,2)(1− P 01/1,2)+
+q0q1q2P
d
0/0,1,2(1− Pd1/0,1,2)P 01/0,1,2(1− Pd2/0,1,2)P 02/0,1,2+
+q0q1(1− q2)(1− Pd0/0,1)(1− Pd1/0,1)P 01/0,1+
+q0q1q2(1− Pd0/0,1,2)(1− Pd1/0,1,2)P 01/0,1,2Pd2/0,1,2+
+q0q1q2(1− Pd0/0,1,2)(1− Pd1/0,1,2)P 01/0,1,2(1− Pd2/0,1,2)(1− P 02/0,1,2)+
+q0q2(1− q1)(1− Pd0/0,2)(1− Pd2/0,2)P 02/0,2+
+q0q1q2(1− Pd0/0,1,2)(1− Pd2/0,1,2)P 02/0,1,2Pd1/0,1,2+
+q0q1q2(1− Pd0/0,1,2)(1− Pd2/0,1,2)P 02/0,1,2(1− Pd1/0,1,2)(1− P 01/0,1,2),
(25)
p12 = (1− q0)q1q2(1− P d1/1,2)P 01/1,2(1− P d2/1,2)P 02/1,2+
+q0q1q2(1− P d0/0,1,2)(1− P d1/0,1,2)P 01/0,1,2(1− P d2/0,1,2)P 02/0,1,2.
(26)
Note that pji and r
j
i are in general different quantities, however
in half-duplex relay systems we have pji = r
j
i .
The difference equations that govern the evolution of the
states are given by
Ps = s⇒ si = ais0 +
i+1∑
j=1
bi−j+1sj . (27)
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We apply the z-transform technique to compute the steady
state distribution, i.e., we let
A(z) =
2∑
i=0
aiz
−i, B(z) =
3∑
i=0
biz
−i, S(z) =
∞∑
i=0
siz
−i.
(28)
We know that [40]
S(z) = s0
z−1A(z)−B(z)
z−1 −B(z) . (29)
It is also known that the probability of the queue in the relay
is empty is given by [40]
P (Q = 0) =
1 +B
′
(1)
1 +B′(1)−A′(1) . (30)
The expressions of A
′
(1) and B
′
(1) are:
A
′
(z) =
(
2∑
i=0
aiz
−i
)′
= −
2∑
i=1
iaiz
−(i+1)
⇒ A′(1) = −
2∑
i=1
iai ⇒ A′(1) = −
2∑
i=1
ip0i = −λ0,
(31)
B
′
(z) =
(
3∑
i=0
biz
−i
)′
= −
3∑
i=0
ibiz
−(i+1)
⇒ B′(1) = −
3∑
i=0
ibi = −1 + p1−1 − p11 − 2p12.
(32)
Then, the probability of the queue in the relay is empty is
given by (4). Therefore, the average arrival rate λ is given by
(5).
Average Queue Length: The average queue length is
known to be Q = −S′(1), where S′(1) = s0K
′′
(1)
L′′ (1)
[40].
The expressions for K(z) and L(z) are given by
K(z) =
(
−z−2A(z) + z−1A′(z)−B′(z)
) (
z−1 −B(z))−
− (z−1A(z)−B(z)) (−z−2 −B′(z)) ,
(33)
L(z) =
(
z−1 −B(z))2 . (34)
Then K
′′
(1) and L
′′
(1) are given by
K
′′
(1) =
(
2A(1)− 2A′ (1) + A′′ (1)− B′′ (1)
)(
−1− B′ (1)
)
−
−
(
2− B′′ (1)
)(
−A(1) + A′ (1)− B′ (1)
)
,
(35)
L
′′
(z) =
[
2
(
z−1 −B(z)) (−z−2 −B′(z))]′
⇒ L′′(1) = 2
(
−1−B′(1)
)2
.
(36)
The values of A
′′
(1) and B
′′
(1) are:
A
′′
(z) =
(
−
2∑
i=1
iaiz
−(i+1)
)′
=
2∑
i=1
i(i+ 1)aiz
−(i+2)
⇒ A′′(1) = 2p01 + 6p02,
(37)
B
′′
(z) =
(
−
3∑
i=1
ibiz
−(i+1)
)′
=
3∑
i=1
i(i+ 1)biz
−(i+2)
⇒ B′′(1) = 2− 2p1−1 + 4p11 + 10p12.
(38)
The average queue length is given by (6).
Condition for the stability of the queue: An important
tool to determine stability is Loyne’s criterion [39], which
states that if the arrival and service processes of a queue
are jointly strictly stationary and ergodic, the queue is
stable if and only if the average arrival rate is strictly less
than the average service rate. If the queue is stable, the
departure rate (throughput) is equal to the arrival rate, i.e.,
λ1 < µ ⇔ r11 + 2r12 < µ where r11 = (1 − q0)A1 + q0B1,
r12 = (1− q0)A2 + q0B2 and µ = q0A.
The expressions for A,Ai, Bi are given by
A1 = q1(1− q2)(1− P d1/1)P 01/1 + q2(1− q1)(1− P d2/2)P 02/2+
+q1q2(1− P d1/1,2)P 01/1,2(1− P d2/1,2)(1− P 02/1,2)+
+q1q2(1− P d1/1,2)P 01/1,2P d2/1,2+
+q1q2(1− P d2/1,2)P 02/1,2(1− P d1/1,2)(1− P 01/1,2)+
+q1q2(1− P d2/1,2)P 02/1,2P d1/1,2,
B1 = q1(1− q2)(1− Pd1/0,1)P 01/0,1 + q2(1− q1)(1− Pd2/0,2)P 02/0,2+
+q1q2(1− Pd1/0,1,2)P 01/0,1,2(1− Pd2/0,1,2)(1− P 02/0,1,2)+
+q1q2(1− Pd1/0,1,2)P 01/0,1,2Pd2/0,1,2+
+q1q2(1− Pd2/0,1,2)P 02/0,1,2(1− Pd1/0,1,2)(1− P 01/0,1,2)+
+q1q2(1− Pd2/0,1,2)P 02/0,1,2Pd1/0,1,2,
A2 = q1q2(1− P d1/1,2)P 01/1,2(1− P d2/1,2)P 02/1,2,
B2 = q1q2(1− P d1/0,1,2)P 01/0,1,2(1− P d2/0,1,2)P 02/0,1,2,
A = (1− q1)(1− q2)P d0/0 + q1(1− q2)P d0/0,1+
+q2(1− q1)P d0/0,2 + q1q2P d0/0,1,2.
Then the values of q0 for which the queue is stable are given
by q0min < q0 < 1, where
q0min =
A1 + 2A2
A+A1 + 2A2 −B1 − 2B2 . (39)
APPENDIX B
PROOF OF THEOREM III.2
In this appendix, we provide the proof of Theorem III.2,
which presents the relay’s queue characteristics for the sym-
metric n-user case.
Computation of the average arrival and service rate:
The service rate is given by (7). The average arrival rate
λ of the queue is λ = P (Q = 0)λ0 + P (Q > 0)λ1, with
λ0 =
∑n
k=1 kr
0
k, where the r
0
k is the probability that the relay
received k packets when the queue is empty, given by
r0k =
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,0×
× (1− Pd,i,0)k [1− P0,i,0(1− Pd,i,0)]i−k , 1 ≤ k ≤ n.
(40)
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λ1 =
∑n
k=1 kr
1
k, where the r
1
k is the probability that the relay
received k packets when the queue is not empty and is given
by
r1k = (1− q0)
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,0×
× (1− Pd,i,0)k [1− P0,i,0(1− Pd,i,0)]i−k +
+q0
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,1 (1− Pd,i,1)k×
× [1− P0,i,1(1− Pd,i,1)]i−k , 1 ≤ k ≤ n.
(41)
The elements of the transition matrix are given by ak = p0k,
b0 = p
1
−1, b1 = p
1
0 and bk+1 = p
1
k ∀k > 0 where
p0k =
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,0 (1− Pd,i,0)k×
× [1− P0,i,0(1− Pd,i,0)]i−k , 1 ≤ k ≤ n,
(42)
p1−1 = q0
n∑
k=0
(
n
k
)
qk(1− q)n−kP0d,k [1− P0,k,1(1− Pd,k,1)]k,
(43)
p1k = (1− q0)
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−iP k0,i,0×
× (1− Pd,i,0)k [1− P0,i,0(1− Pd,i,0)]i−k +
+q0
n∑
i=k
(
n
i
)(
i
k
)
qi(1− q)n−i(1− P0d,i)P k0,i,1×
× (1− Pd,i,1)k [1− P0,i,1(1− Pd,i,1)]i−k +
+q0
n∑
i=k+1
(
n
i
)(
i
k + 1
)
qi(1− q)n−iP0d,iP k+10,i,1×
× (1− Pd,i,1)k+1 [1− P0,i,1(1− Pd,i,1)]i−k−1 ,
(44)
p10 = 1− p1−1 −
n∑
i=1
p1i . (45)
The probability that the queue in the relay is empty is given
by (30), where the expressions for A
′
(1) and B
′
(1) are
A
′
(z) =
(
n∑
i=0
aiz
−i
)′
= −
n∑
i=1
iaiz
−(i+1)
⇒ A′(1) = −
n∑
i=1
iai ⇒ A′(1) = −
n∑
i=1
ip0i = −λ0,
(46)
B
′
(z) =
(
n+1∑
i=0
biz
−i
)′
= −
n+1∑
i=i
ibiz
−(i+1)
⇒ B′(1) = −
n+1∑
i=i
ibi = −b1 −
n+1∑
i=2
ibi = −1 + p1−1 −
n∑
i=1
ip1i .
(47)
Then the probability that the queue in the relay is empty is
given by (8).
Average Queue Length: As we showed in Appendix A, the
average queue length is given by Q = −S′(1), where S′(1) =
s0
K
′′
(1)
L′′ (1)
. The expressions for K
′′
(1) and L
′′
(1) are given by
(35) and (36). The expressions for A
′′
(1) and B
′′
(1) are
A
′′
(z) =
(
−
n∑
i=1
iaiz
−(i+1)
)′
=
n∑
i=1
i(i+ 1)aiz
−(i+2)
⇒ A′′(1) =
n∑
i=1
i(i+ 1)ai =
n∑
i=1
i(i+ 1)p0i ,
(48)
B
′′
(z) =
(
−
n+1∑
i=i
ibiz
−(i+1)
)′
=
n+1∑
i=1
i(i+ 1)biz
−(i+2)
⇒ B′′(1) =
n+1∑
i=1
i(i+ 1)bi = 2− 2p1−1 +
n∑
i=1
i(i+ 3)p1i .
(49)
Following the same methodology as in Appendix A, we obtain
that the average queue length given by (10).
Condition for the stability of the queue: As in
Appendix A, the queue is stable if λ1 < µ⇔
∑n
k=1 kr
1
k < µ,
where r1k = (1−q0)Ak+q0Bk and µ = q0A. The expressions
for A,Ak, Bk are :
Ak =
n∑
i=k
(n
i
)(i
k
)
q
i
(1− q)n−iPk0,i,0 (1− Pd,i,0)k [1− P0,i,0(1− Pd,i,0)]i−k,
(50)
Bk =
n∑
i=k
(n
i
)(i
k
)
q
i
(1− q)n−iPk0,i,1 (1− Pd,i,1)k [1− P0,i,1(1− Pd,i,1)]i−k,
(51)
A =
n∑
k=0
(
n
k
)
qk(1− q)n−kP0d,k. (52)
The values of q0 for which the queue is stable are given by
q0min < q0 < 1, where
q0min =
n∑
k=1
kAk
A+
n∑
k=1
kAk −
n∑
k=1
kBk
. (53)
APPENDIX C
PROOF OF THEOREM V.1
We first present the analysis for the average delay Di
required to deliver a packet from source i to the destination.
This delay is the summation of the transmission delay from the
source (to either the destination directly or the relay node), the
queueing delay at the relay node, and the transmission delay
from the relay to the destination.
When a packet is transmitted from the i-th source, there
is a probability that this packet reaches the destination di-
rectly, which is TD,i. In the case that the transmission to the
destination is not successful but is successful to the relay, the
packet enters the relay queue, this is with probability TR,i. The
total time that the packet entering the relay queue reaches the
destination is denoted by DQ. If the transmission from the
source to the destination is unsuccessful to both destination
and relay nodes, then it remains at the source for future
retransmission (with probability 1− TD,i − TR,i).
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The average delay Di is given by Di = TD,i +
TR,i (1 +DR)+(1−TD,i−TR,i) (1 +Di), which after some
simplifications results in
Di =
1 + TR,iDR
Ti
. (54)
The expressions for TR,i, TD,i, and Ti, are given in Section IV.
When the packet from source i that enters the queue waits,
while other packets in the queue are transmitted, this waiting
time is the queue delay and is denoted by DQ. When the
packet that waits at the queue reaches the head of the queue,
then it is transmitted from the relay with a probability (due to
the random access assumption), the transmission delay from
the relay to the destination is 1µ , where µ is the service rate.
The total delay in the relay node is denoted by DR. The
expression for DR is DR = DQ+µ+(1− µ)
(
1 + 1µ
)
, which
is
DR = DQ +
1
µ
. (55)
From Little’s law, we obtain that DQ = Qλ , where Q is
the average queue length for the relay and λ is the average
arrival rate. The expressions for Q and λ are presented in
Section III. After substituting (55) into (54), we obtain (17)
in Theorem V.1. Note that in our study we do not take into
account the processing and the propagation delay.
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