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ABSTRACT 
The class of the s-transitive (resp. w-transitive) fuzzy matrices contains properly the 
class of the max-min transitive fuzzy matrices for which reduction models are already 
known. It is shown that some basic properties of these models remain valid also for 
s-transitive (resp. w-transitive)fuzzy matrices. 
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1. INTRODUCTION 
The problem, enunciated in the title, was already considered in connec- 
tion with the reduction of fuzzy information retrieval systems [1, 2] or of 
fuzzy matrices representing acyclic graphs [3, 4]. The question consists in 
the reduction of a given fuzzy matrix to a simpler form, with less number 
of nonzero entries, in order to obtain a document-term atrix when 
information retrieval models [5] are considered or in the elimination of 
transitive arcs from an acyclic graph and the reduced matrix is the 
adjacency matrix of the reduced graph. In the above-mentioned papers, 
the fuzzy matrix to be reduced is assumed to be max-min transitive. 
In this paper we reduce s-transitive (resp. w-transitive) fuzzy matrices. 
The concept of s-transitivity (resp. w-transitivity), more general than the 
max-min transitivity one, was introduced by the second author [6] as a 
property of fuzzy preference relations used for the resolution of certain 
decision problems. Many theoretical and applicational aspects of these 
matrices were already presented in [6, 7-12]. 
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In the sequel we show that several basic properties of the reduction 
schemes formulated by Hashimoto [1, 4] for max-min transitive fuzzy 
matrices remain also valid for s-transitive (resp. w-transitive) fuzzy matri- 
ces. We also provide some examples in order to support the theoretical 
contents of this paper. From now on, we say simply matrix instead of fuzzy 
matrix. 
2. BASIC DEF IN IT IONS 
Throughout his paper, let A = [aij]mxn , n = [bij]mxn, R = [ l ' i j ]nXn  , 
S = [Sij]rn×m and Q = [qu]n×p be matrices with elements in the unit 
interval. In accordance with the usual symbology (e.g. [1]), we define the 
following operations: 
A v B = [aij v bij]mxn,where x vy  = max{x,y}; 
AoQ=[~t(a ikAqk j )  1 ,wherexAy=min{x ,y} ;  
k=l  mxp 
A6)B = [au®bij]m×n,where xOy = Ix  for x >y ,  
0 fo rx  <y;  
] (x -y  for x >y ,  
ABQ= (aik B qkJ) mxP ' where x B y = 0 fo rx<y.  
k=l  
Here x,y ~ [0, 1] and we note that "O" is the dual operation of 
residuation "a"  defined in [0, 1] (cfr. [13]) as aab = sup{c ~ [0, 1]: a /x 
c < b} = 1 if a < b, aab = b if a > b. Moreover, we put down: 
AR = [rijOrji]n×n ; 
A /R  =AO(A o R); 
A/ / (S ,  R )  = AO(S  o A o R); 
R' = [rji],x n (the transpose of R); 
R I=R,R  k+l=R koR,k= 1,2 . . . .  ; 
the entries of R k are denoted by r ~, i.e., R k = [r~],x,;  
R += R v R e V R 3 v --- V R" (the max-min transitive closure of R [14]); 
A < B iff au < bii for all i, j; 
A ~ B i f f for all i , j  such that bu = 0, then au = 0; 
A •B  i f fA  -< Band B -<A. 
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It can be easily noticed that "= " is an equivalence relation on the set 
of all the m × n matrices. In other words, A ~ B means that A and B 
have the same number of zero-entries placed correspondingly. We recall 
that a matrix R is reflexive iff r u = 1 for all i, irreflexive iff rii = 0 for all 
i, (perfectly) antisymmetric ( fr. [20, p. 81], [16]) iff rij > 0 implies rji = 0 
for all i , j  with i ~ j ,  nilpotent iff R n = 0 (here 0 stands for the zero 
matrix), max-min transitive iff R 2 < R, w-transitive [6] iff rik /X rkj > 0 
implies rij > 0 for all i, j, k or equivalently iff R: - R, s-transitive [6] iff 
ril ~ > rki , and rkj > rj~ imply rq > rji for any i, j, k such that i 4: j, j ~ k, 
i 4= k or equivalently [8, Theorem 3.1] iff (AR) 2 -< AR. 
It is evident that a positive matrix R (i.e., rq > 0 for all i, j)  is always 
w-transitive. 
Remark 2.1. Let R be antisymmetric. Then R is w-transitive iff R is 
s-transitive. 
It is easily seen that if R is max-min transitive, then R is w-transitive, 
too. Similarly, we have that if R is max-min transitive, then R is s-transitive 
[6, Theorem 2.2]. 
Examples can be given in order to show, that the class of s-transitive 
(resp. w-transitive) matrices is essentially larger than the class of max-min 
transitive ones. From [8, Theorem 3.2], we have that 
THEOREM 2.2 I f  R is s-transitive, then AR is w-transitive and nilpotent. 
Since any irreflexive and w-transitive matrix is antisymmetric, hence 
R = AR, we obtain by Remark 2.1. and Theorem 2.2., that 
THEOREM 2.3 Any irreflexive and w-transitive matrix is also nilpotent. 
Theorem 2.3 generalizes Lemma 1 of Hashimoto [1] concerning max-min 
transitive matrices (if R is a Boolean matrix, cfr. Lemma 2 of [15]). 
3. REDUCTION OF A FUZZY INFORMATION RETRIEVAL 
SYSTEM 
We analyze the general reduction scheme of matrices, considered in 
[1], concerning a product of three matrices. If A is an m × n (document- 
term) matrix, R is an n ×n (term-term) matrix and S is an m xm 
(document-document) matrix, we have that [1, Theorem 1]: 
THEOREM 3.1 I f  R and S are max-min  transitive and P is an n × n 
nilpotent matrix such that P < R,  then 
S o (A / / (S ,p ) )o  R = S o A o R (1) 
for any matrix A.  
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Theorem 3.1, generalizes Theorem 1 of Hashimoto [15] in the case that 
all the involved matrices are Boolean. If S is the m x m identity matrix 
(i.e. sq = 0 if i ~ j, sq = 1 if i = j), we deduce from Theorem 3.1. the 
following Corollary (cfr. Lemma 4 of [2] and Corollfiry 2 of [1]): 
COROLLARY 3.2 I f  R is max-min transitive and P is an n x n nilpotent 
matrix such that P <_ R, then 
(A lP )oR  =A oR (2) 
for any m X n matrix A. 
Corollary 3.2. extends also, for Boolean matrices, Corollary 2 of [15]. It 
follows from the definition of the operation "®," that values of the matrix 
(A / / (S ,  P)) are either zero or equal to the respective values of A. The 
relationships (1) and (2) determine the method for simplifying the descrip- 
tion of the documents by means of the terms without changing of t,~e 
information contents of the system(S oA o R). In other words, some part 
of information contained in the matrix A can be retrieved from S (that 
represents a fuzzy hierarchy of documents) and R (that represents a fuzzy 
hierarchy of terms). 
EXAMPLE 3.3 
documents by 
following data: 
tl 
dl 
0.6 
d2 0.8 
A = d 3 0.6 
d 4 0.2 
d5 0.6 
0.6 
d6 
Reduce 
means 
the description of the set {dl, d 2 . . . . .  d 6} of six 
of the set {tl, tz, t3, t4} of four terms using the 
t2 t3 t4 
0.6 0.8 0.9) 
0.4 0.9 0.8 
0.7 0.7 0.6 , 
0.8 1.0 0.8 
O.3 0.4 1.0 
0.7 0.9 0.6 
t 1 
R = t 2 
t3 
t4 
ta t2 t3 t4 
1.0 0.2 0.2 0.2~ 
0.2 1.0 0.3 0 .7 / -  
0.2 0.3 1.0 0.3 
0.2 0.7 0.3 1.0 
Moreover, we assume R to be a similarity matrix (cfr. [20, p. 77], [16]) 
(i.e., reflexive, symmetric, and max-min transitive), where r u denotes the 
degree up to which the terms t i and tj can be considered to be similar. 
Now, let 
0.0 0.0 0.0 0.0} 
p= 0.2 0.0 0.0 0.7 <R 
0.2 0.3 0.0 0.3 - 
0.0 0.0 0.0 0.0 
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be the nilpotent matrix by means of which we reduce A. In accordance to 
the Corollary 3.2., we obtain the following simplified (i.e., with more zero 
entries) representation of the document-term atrix A without loosing 
any important information for the retrieval process: 
A/P  = 
1.6 0.6 0.8 0.9 
0.8 0.4 0.9 0.8 
.6 0.7 0.7 0 
0.8 1.0 0.8 
0.6 0 0.4 1.0 
0.6 0.7 0.9 0 
By using the method of proof of Hashimoto [1, Theorem 1], we now give 
the main theorem of this Section. 
THEOREM 3.4 Let R and S be w-transitive matrices. I f  P is an n × n 
nilpotent matrix such that P -< R, then S o( A / / (S ,  P))o R -~ S o A o R for 
any m × n matrix A.  
Proof We define the matrices B = [bij]m× n = S o (A / / (S ,  P) )o  R and 
C = [ci j ]mxn = S o A o R. Thus 
bij = Sik A aktO (Skf A afg A Put) A rlj , 
k=l  /=1 1 g=l  
c i j=  ~/ ~[ (S ih /~ah lAr l j ) ,  
h=l  /=1 
where P = [Pifln×n" 
It suffices to show, that B >- C since B < C and hence B -< C. Assume 
that bij = 0 and % > 0 for some i, j. Then there exist h 0 and t o such that 
S~h ° > O, ahoto > 0 and rto j > 0. Since bij ~ O, we have that 
~/ (Sho f A afg A Pgto) >_ ahoto > O. 
f=l g=l 
Then we get, for some fl and gl, that Shofl • O, af~g, > O, Pgvo > 0 and 
rglt ° > O. Therefore sir ~ > O, aflg ' > O, rg d > 0 and Pg,to > O. Since bij = O, 
we have 
n 
V (sylf A afg/~ pggl) >__ aflg I > O. 
f=l g=l 
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Then there exist fz and g2 such that sfl h > 0, af2g 2 > O, Pgzg~ > 0 and 
rg2g ' > 0. Therefore sih > O, af2g 2 > O, rg2j > 0 and 2 Pglto > 0. By repeating 
the same argument, we obtain Sir ~ > O, af .g.  > 0, rg.j > 0 and Pff,~0 > 0. 
This contradicts the fact that P is a nilpotent matrix. 
Of course, by Theorem 2.3., it is enough to assume P in Theorem 3.4. to 
be irreflexive and w-transitive (cfr. [1, Theorem 3.2.]). Now if S is the 
m x m identity matrix in Theorem 3.4., we obtain that 
COROLLARY 3.5 Let R and P be n × n w-transitive matrices. I f  P is 
irreflexive and P -< R, then 
(ALP)  o R -~ A o R (3) 
for any m × n matrix A.  
By analyzing the proof of Theorem 3.4., we see that the following 
theorem can be proved in an analogous way (cfr. Corollaries 1 and 3 of [1] 
and [15]): 
COROLLARY 3.6 Let R and S be w-transitive matrices. I f  P is an m x m 
nilpotent matrix such that P -~ S, then S o( A / / (  P, R))o R ~ S o A o R for 
any m x n matrix A.  In particular, So(AO(po  A) )  -~ So A if  R is the 
n x n identity matrix. 
By using Theorems 3.4. and 3.6. the following Corollaries, concerning 
the reduction via s-transitive matrices, can be obtained: 
COROLLARY 3.7 Let R and S be s-transitive matrices. I f  P is an n x n 
nilpotent matrix such that P -~ AR,  then AS  o (A / / (AS ,  P))o AR -~ 
AS o A o A R for any m × n matrix A.  
COROLLARY 3.8 Let R and S be s-transitive matrices. I f  P is an m x m 
nilpotent matrix such that P-< AS, then ASo(A / / (P ,  AR) )oAR = 
AS o A o AR for any m X m matrix A.  
EXAMPLE 3.9 Returning to the Example 3.3., we can just look at rij as a 
degree to which the term tj is considered to be of broader semantic 
meaning than the term t i. This means that R is irreflexive, antisymmetric 
and w-transitive. For instance, we put down: 
d 1 
A = d 2 
d3 
da 
tl t2 t 3 t4 
0.0 0.5 0.3 0.6~ 
0.0 0.0 0.0 0.0)" 
0.0 0.4 0.0 0.0 
0.0 0.2 0.9 0.0 
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t 1 is the most detailed in the set of terms, t 2, t3, t 4 can be considered the 
semantic extension of t 1 to a certain degree. Such a situation allows to 
eliminate the redundant information from the document-term description. 
Namely, it seems reasonable to reject from the description of the docu- 
ments by means of t2, t3, t4 the semantic ontents common to t 1. Thus it is 
enough to reduce the matrix A, following the formula (3), by using the 
following matrix: 
0.0 1.0 1.0 1.0 / 
0.0 p= 0.0 0.0 0.0 <R.  
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
Since R and P fulfill the assumptions of Corollary 3.5., we obtain 
0.6 0 0.8 0i9 ] 
0.8 0 0.9 
(A /P )= 0.6 0.7 0.7 
o6O O: loO os)1 
0.6 0.7 0.9 
The accomplished operation finds a natural practical meaning: from the 
description of the documents, we can eliminate any term which has a value 
not greater than the value of another term with more precise semantic 
meaning, if such a term exists. 
Nilpotent matrices play an important role in the considered reduction 
scheme. An interesting class of such matrices is provided from Theorem 
2.3. The following simple result allows to generate another class of 
nilpotent matrices. 
THEOREM 3.9 For any m × n matrix A ,  S = A [] A '  is irreflexive and 
max-min  transitive, hence nilpotent. 
Proof Let  S = [sij]mx m, i.e., sij = A nk=l(aik [] ajk). The irreflexivity is 
obvious. To prove that S is max-min transitive, let sit A stj > sij >_ 0 for 
some i, 1, j. Then sij = (aik [] ajk) for some k, (aik [] alk) >__ Sil > 0 and 
(alk [] ajk) > stj > 0, i.e., aik > alk > ajk. Thus (sit [] stj) > sij = aik - 
ajk = (aik - alk) + (ark -- aik) > sit + stj, a contradiction. 
Let A i be the i-th row of A. If a i )" a j ,  i.e. air > ajt for  any t = 
1,2 . . . .  ,n, then sij > 0, where sij is the ( i , j )  entry of S = A [] A'. sij 
denotes, in accordance to the definition of the operation " [ ] "  [17], the 
strict preference of A~ over A i. Thus S gives the hierarchy of the rows of 
A. If A is a term-document matrix, S represents the fuzzy strict preference 
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among the terms (the hierarchy of the terms via ni lpotent and non-ni lpotent 
matrices is developed in [2], too). 
4. REDUCTION OF A N ILPOTENT FUZZY MATRIX  
In this Section we prove that some propert ies of reduction of ni lpotent 
matrices of Hash imoto  [4] remain valid for w-transitive and s-transitive 
matrices. 
We start with the following theorem: 
THEOREM 4.1 I f  R is an irreflexive and w-transitive, then (R /R)  +-~ R. 
Proof  Let T = [tij]n× n = R /R ,  i.e., tij = r/j~9 V ~=l(rik A rkj). In order 
to prove that T+-<R,  we assume r i j=O and t~ > 0 for some k, i.e., 
tih 1 > O, thlhz > O, . . . , thk_ l  j > 0 for some indexes h 0 = i ,h  I . . . . .  hk_ 1, 
h k = j .  This implies that rib I > O, thin2 > 0 . . . . .  rhk_l j > 0. NOW, using the 
w-transitivity of R, we obtain rij > 0, a contradiction. We now show, that 
R < T +. By Theorem 2.3., R is nilpotent, so also T since T _< R. Suppose 
that r i j> 0 and t~ =0,  i.e. t k=0 for every k= 1,2 . . . . .  n -  1. Since 
ti j = 0, we have rih 1 >__ rij > O, rhl j >_ r/ j  > 0 for some h 1 and consequently 
r~ > 0. We now show that tip > 0 and rpj > 0 for some p. If  tih ~ = 0, then 
rih 2 >_ rih I > O, rhzhl >__ rih ~ > 0 for some h 2 and consequently r3 > 0. Of  
course ,  rh2 j > O. I f  tih 2 = 0, then rih 3 >__ rih 2 > O, rh3h2 >__ rih 2 > 0 for some 
h 3 and consequently r4 > 0. Of  course, rh3 j > 0. By repeating the same 
argument,  we would obtain r/~ > 0, which is impossible because R is 
ni lpotent Thus we have tih > 0 and r h > 0 for some p Since t~ = 0, we 
• p p J  • j 
have t h = 0 and consequently r h k > rh > 0, r~ > rh 2 . > 0 By repeating pJ p -- pj ] -- pj • 
the above argument,  we obtain t h /2 > 0, for some 12 and consequently 
t2  > 0 (ll = hp). By continuing th~is procedure,  we would have t/~, > 0, 
which contradicts the fact that T is nilpotent. This completes the proof. 
From Theorems 2.2. and 4.1., it follows that 
COROLLARY 4.2 I f  R is s-transitive, then ( A R /AR)+ = A R. 
THEOREM 4.3 Let U be an n × n w-transitive matrix and R be such that 
U+.~ R. Then R /R  -< U 2 -< U -< R. 
Proof  From the assumptions, it follows that, since U k < U ÷, U k -< R 
for k = 1, 2 . . . . .  n. In particular, we have U -< R. Thus, to prove the thesis, 
it is enough to show, that R/R-< U 2. Let T = [to.] = R/R ,  i.e., tij = 
FijO V ~_ l(rik /k rkj). Suppose that tij > 0. Then ti j = rq > 0 and hence 
u~ > 0. On the other hand, we have for some h, 1 < h < n: 
Ul0ll A Ullt2 /~ .." /~ Ul~ _,t~ = U/~ = U~ > 0 
for suitable indices ll, l 2 . . . . .  lh_l(h > 1), where l 0 = i and l h = j .  
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Then uith_ 1 > 0 from the w-transitivity of U and Ulh_llh > O, i.e. u2j > 
Uilh 1 /k Ulh lJ ~ O. 
It is proved in [4] that from U += R, it follows that R/R  < U < R while, 
if R is an irreflexive and max-min transitive matrix, then R/R  < U < R 
implies U += U v U 2 v ... v U n- 1 = R. Similarly, we have the following 
result which reserves, in a certain sense, Theorem 4.3. 
THEOREM 4.4 Let  R be irreflexive and w-transitive and U be an n x n 
matrix such that R /R  -< U < R. Then U + ~ R. 
Proof We notice that from 
E-<G and F -<H,  (4) 
it follows that 
(E o F)  -< (G o H)  (5) 
for any n × n matrices E, F,  G, H.  Because of (4) we have that e i j> 0 
implies g,j > 0 and fij > 0 implies h~j > 0. Thus, if (ei~ /x f~j) > 0 for 
some k (i.e., the entry (i, j )  of (E o F) is positive). This is equivalent to (5). 
Then, f rom R/R  -< U, we obtain (R /R)  k -< U k for all k, which means 
that (R /R)+-< U + and by Theorem 4.4., R < U +. On the other hand, 
using the w-transitivity of R, we have U 2 < R 2 -< R, U 3 < R 2 < R, U 4 < 
R 2 < R and so on. Thus U+< R. 
We explicitly note that Theorem 1 of Hashimoto [18] is a consequence 
of Theorems 2 and 3 of [4]. 
EXAMPLE 4.5 Consider the following irreflexive and w-transitive matrix, 
whose digraph is depicted easily. 
0.0 0.4 0.6 
0.0 0.0 0.5 R= 
0.0 0.0 0.0 
0.0 0.5 0.9 
07) 
0.0 
0.0 
0.0 
The reduced version of R and its transitive closure, calculated in 
accordance with Theorem 4.1., are the following: 
0.0 0.0 0.0 0.7/ 
R/R= 0.0 0.0 0.5 0.0 
0.0 0.0 0.0 0.0 ' 
0.0 0.5 0.9 0.0] 
The reduced matrix R/R  is pointed out in the digraph of R by means of 
bold arcs. We see that not all transitive arcs were deleted but those ones 
only, which had weights not greater than the strength of the respective 
0.0 0.5 0.7 ) 0.7 
= 0.0 ~ / , tR/R~+ 0.0 0.0 0.5 
0.0 0.0 0.0 0.0 " 
0.0 0.5 0.9 0.0 
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linkage calculated with the max-min composition. In other words, the 
proposed reduction scheme deletes "weak" transitive connection between 
nodes of the digraph. 
We finally observe that (R /R)+= R and we put T = R/R .  It is easily 
+ 
seen that tij > rq for arcs (i, j )  deleted after the reduction and t~ < rq 
for the remaining transitive arcs (i, j )  of the digraph. 
5. REDUCTION OF THE MODUS PONENS FUZZY INFERENCE 
RULE 
The modus ponens principle consists in the determination of the fuzzy 
consequent B (fuzzy set) for a given antecedent A (fuzzy set, too) and an 
implication A =* B. Usually, the conditional statement A ~ B is modeled 
by means of a matrix R and B is calculated (of course, in this Section we 
assume m = 1) as 
B = A o R. (6) 
This form of the inference rule enables to use the theory of fuzzy 
relational equations [7]. Results presented here are quite general in that 
theory. 
It seems to be important, when using modus ponens rule (for instance, 
in expert systems), to simplify formula (6) to a more convenient form for 
manipulation on numerical data. From a comparison of (6) with (2) or (3), 
it is clear that the considered reduction schemes can be used for this 
purpose. Using directly Corollaries 3.2. and 3.5., we obtain the following 
theorem: 
THEOREM 5.1 Let A ,  B be given. 
(i) I f  R is max-min  transitive such that B = A o R, P is an n x n 
nilpotent matrix and P < R, then 
(ALP)  o R = B. (7) 
(ii) I f  R and P are n X n w-transitive matrices, P is irreflexive, P -< R 
and B = A o R,  then 
(A /P )  o R = B. (8) 
We now give a brief comment to the assumptions of Theorem 5.1. for 
some its possible applications. We point out that R can be expected to 
be transitive in a certain sense, since it modelizes a transition between 
states of a certain process. If we accept an approximative type of the 
equality (7), it is possible to extend the range of validity of the reduction 
scheme by using (8). We emphasize that if R is w-transitive, then the 
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fuzzy consequent B is undervaluated by (A /p )o  R, less than B since 
AlP  < A and hence (ALP)o  R < A o R = B. 
Many further questions, connected with the reduction of the modus 
ponens rule, in this paper are not considered. Given A and B, we ask 
for the change of the set of all the matrices R satisfying (6) after the 
reduction in accordance with (7). Thus, let f~ = {RIA o R = B} and E be 
the set of all max-min transitive matrices in fL It is proved in [19] that 
1"~ 4: O iff E 4: O, moreover there exists in E the greatest element T, 
i.e., R _< T for all R ~ E, and a finite number Lx, L 2 . . . .  , L r of minimal 
elements, i.e., R <_ L k for some k and R ~ E implies that R = L k. In 
[19], efficient methods for the calculation of T and L k (k = 1, 2 , . . . ,  r) 
are also given. 
THEOREM 5.2 Let f~ 4: 0 .  I f  P <_ A ~= 1 Lk is an n × n nilpotent matrix, 
then (A /P )o  R = B for any matrix R such that L k <_ R <_ T for some 
k ~ {1,2,. . . , r}.  
Proof Since P _< L k _< T for any k = 1, 2 . . . . .  r, Theorem 5.1.(i) implies 
that (A /P )oLk=(A/P )oT=B for any k= 1 ,2 , . . . , r .  From Lk_< 
R _< T for some k, follows that B = (A /p )oL  k <_ (A lP )oR  < 
(ALP)  o r = B, i.e., (ALP)o  R = B. 
Remark 5.3. Theorem 5.2. differs from already known reduction 
schemes because no transitivity on R is requested. Further, the hypothesis 
that L k (resp. T) is a minimal (resp. the greatest) element of E is not 
essential in the proof of Theorem 5.2. It is enough to take two elements 
Rx, R 2 ~ E such that R 1 < R2, P _< Rx and to verify Theorem 5.2. for any 
matrix R such that R 1 < R <_ R e. The minimal elements of E are useful 
for those reduction schemes where matrices with many zero entries apply. 
EXAMPLE 5.4 Let n = 3, A and B are given by 
A = [0.7 0.9 0.6] and B = [0.7 0.6 0.8]. 
The set ~ of max-min transitive solutions of equation (6) for the above 
data is non-empty and we have (cfr. [2]): 
(1 o.61) o o) 
T= 0.7 0.6 0.8 , L1 = .7 0.6 0.8 , 
0.7 0.6 1 0 0 
L 2 
o o ) 
0.6 0.8 
0 0 
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with r = 2. We now select the nilpotent matrix P satisfying the assump- 
tions of Theorem 5.2. as 
(oo ) (00 
P= 0 0 .6 < 0 0.6 .8 =L~ /xL  2. 
0 0 0 0 
Finally, we obtain 
(A /P )  = [0.7 0.9 0.6]0[0 0 0.6] = [0.7 0.9 0]. 
For instance, all R between L 2 and T (which seems to be not very 
restrictive in the considered case) satisfy (7). 
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