In this paper I report a pedagogical derivation of the unconventional electronic hydrodynamics in graphene on the basis of the kinetic theory. While formally valid in the weak coupling limit, this approach allows one to derive the unconventional hydrodynamics in the system which is neither Galilean-nor Lorentz-invariant, such that hydrodynamic equations can not be inferred from symmetry arguments. I generalize earlier work to include external magnetic fields and give explicit expressions for dissipative coefficients, the shear viscosity and electrical conductivity. I also compare the resulting theory with relativistic hydrodynamics.
residual resistance in metals. At high temperatures the main scattering mechanism is the electron-phonon interaction. In many conventional (or "simple") metals at least one of these two scattering mechanisms is more effective than electron-electron interaction. In terms of the associated length scales, this statement can be formulated as ℓ ee ≫ ℓ dis , ℓ e−ph (with the self-evident notation). On the other hand, if a material would exist where the opposite condition were satisfied at least in some non-negligible temperature range, then one could be justified in neglecting the momentum non-conserving processes and applying the hydrodynamic theory. For a long time such a material was not known and as a result most people working in condensed matter physics weren't interested in hydrodynamics. In recent years, the situation has drastically changed as several extremely pure materials became available bringing electronic hydrodynamics within experimental reach. The best known such material is graphene [1, 2, 7, 8] .
The purpose of this paper is to provide a pedagogical derivation of the unconventional hydrodynamics in graphene. Low energy excitations in graphene have linear dispersion and hence are not Galilean-invariant. Their motion is restricted to the two-dimensional (2D) plane of the graphene layer, but they are coupled via the classical, three-dimensional (3D) Coulomb's interaction, such that the electronic system in graphene is not Lorentz-invariant either. As a result, one cannot simply apply neither the usual nor relativistic hydrodynamics. Instead, one has to derive the hydrodynamics equations for the electronic system in graphene from scratch. The resulting set of equations forms the "unconventional" hydrodynamics in graphene.
Kinetic theory of Dirac fermions in graphene
For the purposes of this paper, I will assume the existence of a parameter range where the low energy excitations in graphene can be described by a kinetic (Boltzmann) equation (see Ref. [9] for a detailed discussion and derivation from the quantum many-body theory). I will further assume that at least some part of this parameter range overlaps with the applicability region of the hydrodynamic theory. In that region, the hydrodynamic equations can be derived from the kinetic theory. The extension of the resulting theory beyond the applicability region of the kinetic equation can then be justified by the assumption of universality of the hydrodynamic approach.
The necessary condition for the validity of the hydrodynamics is that the electron-electron interaction is the dominant scattering mechanism in the system such that the typical length scale corresponding to electron-electron interaction, ℓ ee , is the shortest length in the problem ℓ ee ≪ ℓ dis , ℓ e−ph , ℓ R , etc.
(
Here ℓ dis , ℓ e−ph , and ℓ R are the length scales characterizing disorder scattering, electron-phonon interaction, and quasiparticle recombination [10] processes. All other scattering mechanisms are encoded in "etc". Lowering temperature towards zero, ℓ ee is expected to diverge, while ℓ dis is not. As a result, the inequality (1) can be expected to be fulfilled at temperatures which are high enough to justify the use of the kinetic equation even at charge neutrality (but not too high, so that the electron-phonon interaction could still be considered as subleading). The general form of the kinetic equation [5] can be seen as a formal equality between the Liouville's operator and the collision integral. In a two-band electronic system, the kinetic equation can be written as
with (here E and B are the electric and magnetic fields) L = ∂ t + v·∇ r + (eE + e c v×B)·∇ k .
Labeling single-particle states by the band index λ = ± and the momentum k, one can denote the distribution function by f = f λk . The collision integral comprises three parts: St ee [f ] describes electron-electron interaction, St R [f ] -electron-hole recombination, while the remaining term in Eq. (2a) describes disorder scattering. The latter involves angular averaging defined as
where ϕ is the polar angle describing the direction of k. The form of the Liouville's operator is independent of whether the underlying microscopic physics is classical or quantum, at least as long as there is no spin-orbit interaction. The collision integral is more sensitive to the microscopic details of the system. In particular, the τ -approximation employed in Eq. (2a) to describe disorder scattering is almost certainly an oversimplification. Even then, τ dis is a model-dependent function of energy [7] . However in the limit of weak disorder, required by Eq. (1), one may assign a particular large value to τ dis (as determined by the temperature, T , and chemical potential, µ) such that most physical observables (with the notable exception of thermal conductivity) will be insensitive to the choice of the impurity model. Furthermore, the collision integral in Eq. (2a) disregards any "quantum" or "interference" corrections to quasiparticle transport [11] . Below, I treat St ee [f ] at the Golden Rule level. While affecting the numerical values of theoretical estimates for dissipative coefficients, this approximation has no bearing on the form of hydrodynamic equations, which is the main goal of this derivation.
In this paper, I derive the hydrodynamics equations in graphene following the standard textbook steps [5] : (i) integrating the kinetic equation (2) , I obtain continuity equations expressing conservation of the particle number (or electric charge), energy, and momentum; (ii) assuming local equilibrium, I relate the quantities appearing in the continuity equations to macroscopic quantities characterizing the electronic fluid (i.e., particle and energy densities and the flow velocity) and thus determine the equations of ideal hydrodynamics in graphene (i.e., the generalization of the usual Euler equation); (iii) using an approximate solution to the kinetic equation, I establish the leading dissipative corrections to the ideal hydrodynamics and establish the generalization of the main equation of the usual hydrodynamics, i.e., the Navier-Stokes equation. At the latter step I determine the explicit expressions for the dissipative coefficients, such as shear viscosity and quantum conductivity.
Ideal hydrodynamics in graphene

Continuity equations
Hydrodynamics is a direct consequence of conservation laws. These are commonly expressed in terms of continuity equations, which can be written on a phenomenological basis [3, 4] . Integrating the kinetic equation, one can not only "derive" the continuity equations, but also give explicit expressions for the corresponding densities and currents in terms of the distribution function.
Particle number conservation
The equation most commonly known as "the continuity equation" [3] expresses conservation of "mass" or "matter": the amount of fluid in any given volume can be changed only by means of fluid flow through the volume boundary. In an electronic system, this is equivalent to conservation of electric charge. Within the kinetic theory, this conservation law is manifested in the vanishing of the integrated collision integral in (or the right-hand side of) the kinetic equation
Here λ = ± is the band index, k is the momentum labeling single-particle states, and N is the degeneracy factor (in real graphene N = 4 due to spin and valley degeneracy). The continuity equation can be obtained by integrating the kinetic equation (2a) and has the usual form [3, 5] . The only subtle point arising in two-band systems is the treatment of the formally infinite number of particles in the filled band. However, assuming the contribution of the filled band to be constant, one can immediately see that it vanishes upon differentiation and does not contribute to the continuity equation.
Consider first the time-derivative term in Eq. (2b). Integrating this term over all states yields
defining the charge density, n, (up to the factor of electric charge). The definitions of the numbers of charge carriers in the two bands, n ± , are given in Appendix A.1.
Similarly, the gradient term can be integrated as
defining the electric current, j (up to the factor of the electron charge; see Appendix A.2 for explicit definitions of the quasiparticle currents, j ± and j).
Charge conservation requires that the electric field does not affect the continuity relation. Technically, this is expressed by means of the vanishing integral
The situation with the magnetic field is more involved. Integrating the Lorentz term in Eq. (2a), one finds
For any rotationally invariant spectrum, velocity and momentum have the same direction and the latter expression vanishes ∂v
Systems with anisotropic spectra should be considered separately. Such analysis is beyond the scope of this paper. Whatever the spectrum, the Lorentz force cannot violate charge conservation. Combining the above contributions, I find the standard continuity equation (usually, the continuity equation is expressed in terms of the charge density and electric current, which differ from the quantities n and j by a multiplicative factor of the electric charge)
which is valid for any electronic system (even if the kinetic equation itself is not). Multiplying the kinetic equation by λ and integrating over all states, one can find a similar equation for the imbalance current, j I , [see Eq. (A.3d)]
where the right-hand side describes the recombination processes [10] (within the τ -approximation; n I is the imbalance density, see Appendix A.1, and n
I is the equilibrium imbalance density). Technically this term appears from the integration of the collision integral St R [f ], which does not conserve the number of particles in each band individually. In monolayer graphene, the dominant process contributing to quasiparticle recombination is the impurity-assisted electron-phonon scattering [12] .
Energy conservation
In two-band systems with unbound (from below) spectrum, one has to define the energy density relative to the (formally infinite) energy of the filled valence band, see Appendix A.3.
Similarly to the particle number conservation, energy conservation leads to the vanishing integral
Multiplying the kinetic equation (2a) by the energy and integrating over all single-particle states leads to the continuity equation for the energy density [3, 5] .
Since the quasiparticle energies and the energy of the filled valence band (A.4b) are independent of time, integrating the first term in the Liouville's operator yields
where the energy density, n E , is defined in Eq. (A.4).
The integrated gradient term in the Liouville's operator defines the energy current, j E [see also Eq. (A.5)]
The electric field acting on an electronic system leads to Joule's heating. Integrating the electric field term in the kinetic equation one finds
Finally, the Lorentz force cannot lead to any change of energy since it does not do any work. Indeed, integrating the Lorentz term in Eq. (2b), one finds (for a rotationally invariant system)
Here the energy ǫ λk is not differentiated since this would just yield a velocity and a cross product of two velocities is zero. The last term is similar to that in the continuity equation.
Combining all of the above, I find the continuity equation for the energy density
where the right-hand side describes the Joule's heat.
Momentum conservation
Multiplying the kinetic equation by the momentum and integrating over all states, one finds that the collision integrals due to electron-electron interaction and quasiparticle recombination vanish
Impurity scattering, however, may relax momentum so that (unlike in the two previous cases) the impurity contribution to the collision integral does not vanish. Within the τ -approximation [see Eq. (2a)], one finds
where the momentum density, n k , is defined in Appendix A.4. The time derivative term in Eq. (2b) is treated same as before
Integrating the gradient term, one finds the momentum flux tensor (A.7)
The external forces can also change the momentum density. The electric field term can be integrated as follows
The Lorentz force can change the direction of momentum. Integrating the Lorentz term similarly the above I find
where at the last step I relied on rotational invariance.
Finally, I find the following equation
which differs from the usual continuity equation for the momentum density [5] by the presence of the electromagnetic fields and the weak disorder scattering term. The latter has to be small [see Eq. (1)], otherwise the discussion of hydrodynamics makes no sense. However, the arguments leading to Eq. (6) are rather general: they do not rely on Eq. (1) and are justified in the whole applicability region of the kinetic equation (2).
Summary of the continuity equations
To summarize this section, I list all four continuity equations for a two-band electronic system (the above arguments are not specific to graphene)
Local equilibrium
The main underlying assumption of the hydrodynamic theory is that of the local equilibrium established by the electron-electron collisions [5] on length scales much larger than ℓ ee . The corresponding distribution function can be written as [12] 
where µ λ (r) is the local chemical potential and u(r) is the hydrodynamic (or "drift") velocity.
In order to use the distribution function (8) in practical calculations, one needs to specify the quasiparticle spectrum (the above general form of the continuity equations is valid for an arbitrary two-band electronic system). In this paper, I will employ the following notations for the Dirac spectrum (the chirality λ = ± distinguishes the conduction and valence bands)
and velocities (hereafter e a denotes a unit vector in the direction a)
Using the distribution function (8) and the Dirac spectrum (9) in the definitions (see Appendix A) of the hydrodynamic quantities featuring in the continuity equations (7), one can arrive at the equilibrium expressions for the macroscopic densities and currents. In particular, the quasiparticle currents (A.3c) and (A.3d) can be expressed in terms of u and the corresponding densities, as one might expect
while the "charge" and "imbalance" densities defined in Eqs. (A.2) are given by
where Li n (z) is the polylogarithm. For the simplest case µ ± = µ, the total quasiparticle density (12b) simplifiesñ
The energy current (A.5) can be expressed in terms of the energy density (A.4)
where the energy density is given by
The momentum density n k is proportional to the energy current, see Eq. (A.6). The momentum flux tensor (A.7) is also expressed in terms of the energy density (14)
Finally, the local equilibrium distribution function (8) can be used to compute the thermodynamic quantities. Introducing the linear combinations of the two chemical potentials µ ± (i.e. defining the thermodynamic variables conjugated to n and n I ),
I can define the compressibilities
In the simplest case µ ± = µ (i.e., µ I = 0) the expression (17b) simplifies to
in obvious agreement with Eq. (12c). In the same case, the compressibility (17a) can be re-written with the help of the short-hand notation
with T = T ln 1+e µ/T + ln 1+e
The hydrodynamic pressure (A.12) is proportional to the energy density
and hence for the enthalpy one finds
As a result, the expressions for the energy current (13) and momentum flux tensor (15) can be re-written as
Generalized Euler equation
Substituting the above hydrodynamic quantities into the continuity equations (7), I obtain the equations of the ideal hydrodynamics in graphene. Consider first the equation (7d) representing momentum conservation. Using Eqs. (20) and (A.6), I find for the two derivative terms in Eq. (7d):
The last term can be found from Eq. (7c) where one can use the energy density from Eq. (19) and the energy current from Eq. (13)
Combining the above three equalities, I find
As a result, I find the generalization of the Euler equation for graphene taking into account weak disorder and external electromagnetic fields (cf. the standard Euler equation [3] comprising the first three terms in the left-hand side)
Combined with the continuity equations (7), Eq. (21) describes the ideal electron-hole fluid in graphene. Hydrodynamics of an ideal fluid is well-studied [3, 5] . In what follows, I relate Eq. (21) to the standard Euler equation and its relativistic counterpart as well as consider the simplest solutions of the ideal hydrodynamics.
Entropy flow
Within the usual hydrodynamics, the ideal flow is isentropic [3] and hence one can derive a "continuity equation" for entropy, which provides a definition of the entropy current. The entropy density of a system of fermions is defined in terms of the distribution function as
Treating this integral as
can represent any derivative of s in the form
Multiplying the kinetic equation in the absence of external fields by the derivative ∂S[f λk ]/∂f λk and summing over all states I obtain a macroscopic equation
In the left-hand side of Eq. (23), s is the entropy density (A.16) and the vector j S can be interpreted as the entropy current
Since the function S vanishes as k → ∞, one may integrate by parts:
Using the explicit form of the derivative, this expression can be re-written as
which yields upon the substitution of the definitions (A.3), (A.4), (A.5a), and (A.7)
Finally, using the explicit expressions for the macroscopic quantities in Eq. (25), I arrive at the result
where s is the entropy density (A.16). Now, the right-hand side of Eq. (23) is the integrated collision integral
Evaluating the derivative of S for the local equilibrium distribution function (8) explicitly, I find
The first term does not contribute to the integral due to energy conservation. In the simplest case, µ ± = µ, the second term also vanishes due to charge conservation. However, if the quasiparticle imbalance becomes important, i.e., in the presence of a temperature gradient [10] , the second term yields a non-vanishing contribution due to electron-hole recombination (since the collision integral St R [f ] does not conserve the number of particles in each individual band. This situation is outside of the scope of this paper and will be considered elsewhere. Finally, the last term yields the following contribution due to disorder scattering (which does not conserve momentum)
Combining the above arguments, I obtain the final form of the continuity equation for the entropy density in graphene in the absence of temperature gradients (i.e., for µ ± = µ)
The ideal hydrodynamic flow in the electronic system differs from its usual counterpart by the presence of weak disorder scattering that is all but unavoidable in any real solid.
Relativistic hydrodynamics
The linear spectrum of the elementary excitations in graphene, Eq. (9), suggests the possibility to observe relativistic hydrodynamics in a solid-state laboratory experiments. In this section, I compare the above ideal hydrodynamics in graphene to the relativistic hydrodynamics in 2D [13] .
Hydrodynamic quantities in the relativistic theory
The above ideal (Euler) hydrodynamics can be compared to the standard relativistic hydrodynamics [3, 13] in 2 + 1 dimensions, with v g playing the role of the speed of light. The central quantity in this theory is the relativistic stress-energy tensor
where w and p are the enthalpy and pressure, respectively, in the local rest frame. T ik comprises the energy and momentum densities as well as the 2 × 2 momentum flux tensor. Explicitly, the individual components of T ik are as follows: the energy density is given by T 00 ,
the momentum density is given by T 0α /v g (in this section, Greek indices refer to space and Roman -to space-time),
and the momentum flux density is given by T αβ ,
The energy flux density is proportional to the momentum density and is given by v g T 0α . Resolving Eq. (19) for the energy density n E , I find
This expression is similar to Eq. (28b) since in the local rest frame w = 3p. However, unlike the pressure p (defined in the local rest frame), P is the thermodynamic pressure calculated with the local equilibrium distribution (8) in the "laboratory frame" with u = 0. The momentum density, n k , can be expressed in the form similar to Eq. (28c) by combining Eqs. (20), (A.6), and (19):
Again, the difference between the two expressions is that between p and P . Finally, the momentum flux (15) can be re-written similarly to the relativistic expression (28d) as well
As a result, all three expressions (29) are similar to their relativistic counterparts (28), but are determined by the pressure P defined in the "laboratory frame", see Eq. (A.12), instead of the "relativistic" pressure p defined in the local rest frame. On one hand, the reason p is typically defined in the local rest frame is simply the lack of a better definition: the standard argument [3] relies on the Pascal law that is valid only in the local rest frame. On the other hand, the difference between the two theories is significant: expressions (29) cannot be obtained from their rest-frame counterparts by the Lorentz transformation. The reason for this is that the local equilibrium distribution function (8) is not relativistic. This can be traced to the classical (i.e. non-relativistic) nature of the Coulomb interaction in graphene that is ultimately responsible for equilibration.
Relativistic Euler equation
Let me now compare the generalized Euler equation (21) to the standard equations of relativistic hydrodynamics. These are encoded in the relation [3] 
Substituting the stress-energy tensor of the ideal fluid (28), one arrives at the equation [3] 
The relativistic generalization of the Euler equation is typically obtained [3] by projecting Eq. (31) on to the direction orthogonal to u i . This is achieved by considering the combination
which vanishes upon multiplication by u i . Using Eq. (31) and the standard properties of the relativistic 3-velocity (in 2D)
one finds [3]
The Euler equation is contained in the spatial components of Eq. (34)
This equation can be simplified with the help of the time component of Eq. (34). Indeed, the time component of the left-hand side of Eq. (34) reads
Combining Eqs. (35) as
one finds the relativistic version of the Euler equation:
Similarly to the hydrodynamic quantities in Eqs. (28), the relativistic equation (36) differs from the generalized Euler equation in graphene (21) in the absence of the electromagnetic fields and disorder scattering insofar it contains the rest frame pressure p instead of the hydrodynamic pressure P . Taking into account the electromagnetic fields, one replaces Eq. (30) by
However, this would be wrong since the left-hand side transforms with the Lorentz transformation with the velocity v g , while the right-hand side with c ≫ v g . The authors of Ref. [13] suggested to rectify this issue by modifying the electromagnetic field tensor, F ik , and the 3-current, j k , such that the above equation made sense. Indeed, replacing the textbook expressions by
one can recover Eq. (7c) and the field dependent terms in Eqs. (7d) and (21) . Consider, however, Maxwell's equations
Using the above expressions, one can directly verify, that the two Maxwell's equations containing only electric and only magnetic fields are preserved:
However, the two remaining equations coupling the electric and magnetic fields are clearly violated. Therefore, one should use the relativistic approach with care.
Thermodynamic quantities and entropy
Combines the equation of motion (30) with the relativistic continuity equation
one can derive the relativistic analog of the continuity equation for the entropy density (27). Indeed, projecting Eq. (30) onto the direction of the 3-velocity,
and using the thermodynamic (Gibbs-Duhem) relation w = µn + T s, dp = ndµ + sdT, where s is the entropy density (in the rest frame), one finds
The first term vanishes due to Eq. (38) and thus
Here
Thus the relativistic continuity relation has a similar form to the continuity equation for the entropy in graphene (with the entropy density s and current j S combined into a 3-current su k ) in the absence of disorder scattering.
Similarly to all above cases of such correspondence, the entropy density in the relativistic theory is defined in the local rest frame, unlike the entropy density in graphene (19) which is defined with the local equilibrium distribution of a moving electronic fluid in the laboratory frame.
Dissipative corrections to electronic hydrodynamics
The above derivation of the generalized Euler equation (21) relies on the assumption of local equilibrium that is supposed to be established by electron-electron collisions. The same scattering processes are responsible for dissipation, i.e. irreversible charge and momentum transfer from faster elements of the electronic fluid to the slower ones. The general form of the dissipative corrections follows from general arguments [3] . Hydrodynamic quantities are supposed to vary slowly over long distances, such that their gradients should be small. Consequently, the dissipative correction to the momentum flux tensor Π αβ E should be linear in the gradients of velocity. The specific form of the correction is governed by rotational invariance and in 2D in the absence of external magnetic field is given by
The shear and bulk viscosity coefficients (η and ζ, respectively) can be found by a solution of the kinetic equation [5] . In the usual case of, e.g., a dilute gas, one can solve the Boltzmann equation by means of the perturbative Chapman-Enskog method [14] [15] [16] [17] [18] . Same results, although with a less clear justification, may be obtained using the Grad method [19] .
Following the standard derivation of hydrodynamic equations from the kinetic theory [2, 5, 12, 13] , I will look for the dissipative corrections to the ideal hydrodynamics (21) within linear response. The "linear response" solution should be obtained by linearizing the collision integral in Eq. (2a) in the small deviations from local equilibrium, δf = f − f (0) , while leaving only f (0) in the left-hand side:
Note that by definition, St[f (0) ] = 0. Within the classic approach [5] , one evaluates the Liouville's operator in the left-hand side of the above expression explicitly (with u = 0), then uses the ideal Euler equation and thermodynamic relations to express the result in the form explicitly containing the dissipative terms (again, with u = 0) as "external forces". The goal of such calculation is to find the coefficients describing the dissipative corrections, i.e. viscosity and thermal conductivity. This approach hinges on the fact that the general form of the dissipative terms is known from symmetry arguments (up to the coefficients).
In pure (disorder-free) graphene, the conserved current is the energy current (since it is proportional to the momentum density), hence the dissipative coefficients include viscosity and electrical conductivity. My goal here is not only to determine these coefficients, but also to establish the form of the dissipative corrections. Therefore, instead of the direct evaluation of the Liouville's operator, I will integrate the kinetic equation (41) following [12] .
For Dirac fermions in graphene the solution of the kinetic equation is simplified by the kinematic peculiarity of electron-electron scattering known as the "collinear scattering singularity". For Dirac quasiparticles moving along the same direction the energy and momentum conservation laws coincide leading to a formal divergence of the collision integral. Although the divergence is regularized by dynamical screening, the resulting scale separation allows for a nonperturbative solution.
Collision integral due to electron-electron interaction
The local equilibrium distribution function (8) nullifies the collision integral. Assuming that the external fields and other perturbations lead to "small" deviations from local equilibrium, the collision integral, St ee [f ], can be linearized in the small, non-equilibrium correction to f (0) λk [5] 
The linearized collision integral can be written as [5] (the summation runs over all single-particle states up to the degeneracy factor which is written down explicitly)
The transition probability W 12,1 ′ 2 ′ can be written using the Fermi Golden Rule (e.g., neglecting interference effects [11] )
where U stands for the dynamically screened Coulomb interaction.
Nonequilibrium correction to the distribution function
The two δ-functions in Eq. (43b) represent energy and momentum conservation in an electron-electron "collision". For Dirac fermions moving in the same direction they are identical and St ee [f ] diverges for a generic h λk . There are however three exceptions,
In the first case, the collision integral vanishes due to momentum conservation, while in the other two the collision integral vanishes for collinear particles. As a result, one can limit the mode expansion of the nonequilibrium correction to the distribution function, h, to the above three modes.
Adopting the "three-mode approximation", I can write the correction h in the form [12] 
where . . . stands for higher-order tensors and the "three modes" are expressed by means of
In accordance with the general strategy of evaluating the dissipative corrections in the co-moving frame [5] , all the coefficients have to be considered in the limit u → 0 (assuming they are independent of velocity, at least for small enough u). This allows for a separate calculation of the vector and tensor quantities. The coefficients h (i) and h
αβ in Eq. (44a) satisfy general constraints [5] based on the fact that electronelectron collisions do not alter conserved thermodynamic quantities. To maintain momentum conservation, I should set
In the presence of weak disorder momentum is no longer conserved and the energy current also acquires a dissipative correction. In this case, I have to keep a nonzero h (3) and then study the (nontrivial) limit τ dis → ∞. Now, to maintain conservation of the number of particles and energy I set Tr h
The remaining coefficients can be determined by an explicit evaluation of the corresponding macroscopic quantities [12] . The macroscopic currents associated with the three modes φ i are the electric, imbalance, and energy currents. Using the nonequilibrium distribution function in the definitions, Eqs. (A.3c), (A.3d), and (A.5a), I define the dissipative corrections
Substituting Eq. (44a) and evaluating the integrals (the tensor terms do not contribute for u → 0), I find the following relation between the three corrections (45) and the vector coefficients h
where the matrix elements of M h are expressed in terms of the equilibrium densities (12), (14) and compressibilities (17) . The tensor coefficients, h
αβ , in the second term of the nonequilibrium correction (44a) are similarly related to the dissipative corrections to the three macroscopic tensor quantities (A.7), (A.8), and (A.9)
Substituting the distribution function (44a), one finds essentially the same integrals as in the case of the currents (now only the tensor part of the nonequilibrium correction yields a nonzero contribution) such that 
Electrical conductivity
The relation between the coefficients in the nonequilibrium distribution function (44a) and the macroscopic currents, Eq. (46), suggests the following method of solving the linearized kinetic equation (41). Integrating the kinetic equation, one obtains equations for the currents. Then using the relation (46) one finds dissipative corrections to the currents as linear functions of external fields.
Macroscopic equation for the electric current
The equation for the electric current is obtained by multiplying the kinetic equation (2a) by the velocity and integrating over all single-particle states [cf. Eq. (A.3c) ]. The resulting equation will have the form
where
Integrating the Liouville's operator term by term with the local equilibrium distribution function (8) one finds
where e B is the unit vector in the direction of B, the tensors Π αβ and Π αβ λ are defined in Eq. (A.8), the "band currents", j λ are defined in Eqs. (A.3), ω B is the generalized cyclotron frequency, T is defined in Eq. (17e), and the vector quantity K defined as
has dimensions of the current. The last term in the left-hand side of Eq. (50) stems from integrating the Lorentz term in Eq. (2a). As usual in solid state physics, the magnetic field is not treated within linear response. Indeed, in the limit u → 0 the vector K vanishes in equilibrium. In order to capture the effects of the magnetic field (e.g., the classical Hall effect) one needs to evaluate Eq. (51) with the nonequilibrium distribution (42). In that sense, the Lorentz term is treated similarly to the collision integral.
The rest of the left-hand side of Eq. (50) can be further simplified in the limit u → 0 by using the equations of ideal hydrodynamics. In particular, the Euler equation (21) can be used to express the time derivative of the velocity in terms of the pressure gradient and electromagnetic fields. The pressure gradient can be expressed in terms of the gradient of n E using the equation of state (18) . Finally, density gradients can be expressed in terms of gradients of temperature and chemical potential. As a result, I arrive at the equation
Evaluating the integrated collision integral and the vector K using the nonequilibrium distribution function (44a) yields a linear function of the coefficients h (i) . Details of the calculation are relegated to Appendix B.1 and Appendix C.1. The result is summarized below together with the equations for the two other macroscopic currents.
Macroscopic equation for the imbalance current
The equation for the imbalance current is obtained similarly to Eq. (52): one multiplies the kinetic equation by λv λk and integrates over all single-particle states [see the definition (A.3d)]
where I 2 [δf ] is the integrated collision integral. Following the same steps as in the above derivation of Eq. (52), I find
The integrated collision integral I 2 and the vector K I are calculated in Appendix B.1 and Appendix C.1, respectively.
Macroscopic equation for the energy current
The equation for the energy current is given by Eq. (7d), multiplied by v 2 g . Substituting the ideal quantities into the left-hand side and setting u → 0, one finds that the time derivative, gradient, and electric field terms cancel, leading to the equation
The right-hand side yields the explicit form of the integrated collision integral (due to disorder only since the electron-electron interaction conserves momentum). The simple form of Eq. (56) has a simple physical meaning. Since the energy current is proportional to the momentum density, it cannot be relaxed by electron-electron interaction (which conserves momentum). Consequently, a steady state cannot be achieved without disorder scattering contradicting the use of timeindependent corrections to macroscopic currents (45).
Dissipative corrections to quasiparticle currents
Combining the integrated equations for macroscopic currents (52), (54), and (56) with the integrated collision integrals (see Appendix B.1) and Lorentz terms (see Appendix C.1), I obtain the final set of linear equations for the dissipative corrections to macroscopic currents (45)
where I define the following matrices (and their dimensionless counterparts)
The matrix M n describes the left-hand sides of Eqs. (52) and (54), while the matrix T m comprises the "scattering rates" appearing in the integrated collision integrals (B.4). These two terms determine the dissipative corrections δj and δj I in the absence of disorder and magnetic fields [12] . The second term in the right-hand side in Eq. (57a) describes the effect of disorder scattering. In the absence of the magnetic field disorder scattering yields only a small correction to the effect of electron-electron interaction represented by T m . In the presence of the magnetic field the role of disorder is more pronounced: it is necessary to establish the steady state in the system as follows from Eq. (56). The effect of the magnetic field is described by the vectors K and K I , which are linear combinations of the dissipative corrections. The coefficients in these combinations, as well as in Eq. (56), form the matrix (hereafter I consider the standard case µ ± = µ or µ I = 0)
Introducing the dimensionless counterpart of the matrix M h
I re-write Eq. (57a) in the form
where t d is the dimensionless impurity scattering time defined similarly to the matrix T.
In general,the 6×6 matrix in the right-hand side of Eq. (57e) may be inverted as follows. Introducing the short-hand notations,
(58) I can re-write Eq. (57e) as follows M n E = S xx h + S xy e B ×h.
Multiplying this equation by e B (using the fact that this vector product acts in the position space and hence commutes with all the matrices), I obtain M n e B ×E = S xx e B ×h − S xy h.
The two equations can now be solved as a usual system of two linear equations with the only difference, that the coefficients are now matrices that do not commute. Hence, one has to keep track of the order in which they are multiplied. The resulting solution has the form 
which reminds one of the standard form of magnetoconductivity in the Drude theory
The result (59) expresses the dissipative corrections to the macroscopic currents in the system as a function of the electric field (more precisely, of the gradient of the electrochemical potential) defining the dissipative coefficients in analogy with the thermal conductivity in the traditional hydrodynamics [3] .
Viscosity
Within the usual hydrodynamics [3] , shear and bulk viscosities are defined as the coefficients in the leading term in the gradient expansion of the dissipative correction to the momentum flux tensor, see Eq. (40). In this section, I establish the form of this correction in graphene following the same steps leading to the corrections to the quasiparticle currents, Eq. (59). Because I am now looking for corrections to a tensor quantity, the second term in the nonequilibrium distribution function (44a) is going to contribute.
Macroscopic equations for tensor quantities
Although the viscosity is defined though the dissipative correction to only one macroscopic tensor quantity, the momentum flux tensor Π αβ E , the three-mode approximation adopted in this paper requires one to consider equations determining the three macroscopic tensors: Π αβ , Π αβ I , and Π αβ E . Similarly to the corresponding currents, these equations can be obtained by multiplying the kinetic equation by v α v β , λv α v β , and ǫv α v β /T (respectively) and integrating over all states. The direct integration yields the three equations (where the external electric field is set to zero since I am looking for viscosity as a function of magnetic field only).
∂Π
The third-rank tensors Υ αβγ , Υ αβγ I
, and Υ αβγ E appear in the integrated equations (60) in the same way as the second-rank tensors Π αβ , Π αβ I , and Π αβ E appear in the integrated equations for the macroscopic currents. Similarly to the evaluation of the left-hand sides of the integrated equations for macroscopic currents, these quantities have to be computed with the local equilibrium distribution function (8). In the limit u → 0 these quantities are linear in u and would be discarded if it were not for the fact that Eqs. (60) contain only gradients of these quantities. The straightforward calculation yields
Now, in the limit u → 0 the second-rank tensors are proportional to the corresponding densities, see Eq. (15) . Using the continuity equations to express the time derivatives of densities in terms of gradients similarly to the transformations used to derive Eqs. (52) and (54), one can simplify the left-hand sides of Eqs. (60). The result can be expressed in vector form as
Comparing the left-hand side of Eq. (62) to the definition (40), I can already conclude that the bulk viscosity in graphene vanishes (at least within the approximations adopted in this paper). 
where the coefficients in Eq. (C.4) are combined into the matrix (57c). Note, that according to the definitions (C.3) the matrices Ξ iβ n are symmetric, but not necessarily traceless. However, the matrices h (n)
iβ are traceless, see Eq. (44d), hence the matrices Ξ iβ n are traceless as well. Traceless, symmetric, 2 × 2 matrices contain only two independent elements. Consequently, the last two terms in Eq. (62) must be related to each other [in other words, Eq. (62) as a system of two linear equations for the two matrix elements of Ξ iβ n ]. Indeed, evaluating the spatial components explicitly, I find
which are identical, since
Using the explicit form of the collision integrals (B.14) and the quantities Ξ iβ , Eq. (63), and taking into account the above argument, I can express the vector in the right-hand side of Eq. (62) as
where T Π is the matrix of electron-electron scattering rates, see Eq. (B.14), in the dimensionless form (57b). Now I can solve Eq. (62) similarly to the solution of Eq. (57). Introducing the notation [cf. Eq. (58)],
I may re-write Eq. (62) as
Multiplying this equation by e B , I obtain [similarly to the calculation below Eq. (58)]
Similarly to Eq. (59), I find the solution in the form (I am only interested in δΠ
Generalizing the definition of the viscosity (40) to the case of nonzero magnetic field,
I obtain the final expressions for the shear and Hall viscosities in graphene
The sign of the shear viscosity η is fixed by the laws of thermodynamics [3, 5] . In contrast, Hall viscosity is non-dissipative (since the Lorentz force does not perform any work) and may have an arbitrary sign which is technically determined by the quasiparticle charge and direction of the magnetic field. In this paper, I choose the η H to be positive for electrons by analogy with Hall conductivity [20] .
Generalized Navier-Stokes equation
Substituting the dissipative correction δΠ αβ E into the continuity equation for momentum density (6) and repeating the steps used to derive the Euler equation (21) I find the generalization of the central equation of the traditional hydrodynamics, the Navier-Stokes equation [3] to the electronic system in graphene
Combined with the expressions for viscosities (66) and dissipative corrections to currents (59) this equation represents the central result if this paper. Previously, the generalized Navier-Stokes equation in graphene was derived in Ref. [12] in the absence of disorder and the magnetic field and in Ref. [21] in the absence of disorder and the external fields (both electric and magnetic).
Discussion
The purpose of this paper was to derive the hydrodynamic equations for the electronic fluid in graphene in the presence of electromagnetic fields and weak disorder as well as to obtain closed expressions for shear and Hall viscosities and electrical conductivity in graphene (the latter being an analog of the thermal conductivity in the traditional hydrodynamics). Despite the conceptual simplicity of the assumptions leading to the hydrodynamic description, the Navier-Stokes equation is known to yield a large number of important solutions, see Ref. [3] . It is therefore impractical to include even a small subset of these solutions into a single paper. Nevertheless it is important to show that the cumbersome expressions for the dissipative corrections to quasiparticle currents (59) and the shear viscosity (66a) yield the well-known results in the simplest limiting cases.
Quantum conductivity
Consider first the electrical conductivity at charge neutrality in the absence of the magnetic field, known as the "quantum" (or "intrinsic") conductivity [2, 21] . In this case the equation (59) 
where t 11 and t 22 are the diagonal elements of the matrix T, see Eq. (57b), and
At charge neutrality, the correction to the electric current, δj, represents the "whole" current, since the "ideal" part of the current vanishes, see Eq. (11) . At the same time, the Navier-Stokes equation (67) admits a stationary and uniform solution, u = 0. Therefore, for the stationary and uniform fields the energy (as discussed above) and imbalance currents vanish, see Ref. [22] ,
The solution (68) for the dissipative correction to the electric current yields the resistivity of undoped graphene [22] R(µ = 0; B = 0) = π 2e 2 T ln 2
where σ Q is the "intrinsic" conductivity of disorder-free graphene at the Dirac point. Previously, the coefficient A was reported to have values A = 0.12 [23] and A = 0.19 [12] . Evaluating the integral for t 11 (0) numerically for unscreened Coulomb interaction (as was done in Refs. [12, 23] ), I obtain the value A = 0.113 ± 0.03, where the error comes from systematic differences between various numerical methods (note, that the present calculation neglects the exchange contribution ∼ 1/N , which was shown to be numerically small in Ref. [23] ).
Electrical conductivity in the degenerate regime
Away from charge neutrality, the electric current is no longer determined by the dissipative correction alone. The "ideal" contribution to the current is governed by the hydrodynamic velocity u, see Eq. (11) . The velocity u is a solution of the Navier-Stokes equation (67). Within linear response and in the absence of the magnetic field, the uniform and time-independent solution to Eq. (67) is simply the Ohm's law with the Drude formula for conductivity
In the absence of magnetic field, Eq. (56) yields the vanishing dissipative correction to the energy current, δj E = 0. However, in the degenerate regime, µ ≫ T , all three dissipative corrections δj, δj I , and δj E are proportional to each other, since the three rows of the matrix M h [see Eq. (46)] are identical (in this limit n = n I = µ 2 /(πv 2 g ) since only one band contributes and n E = 2µ 3 /(3πv 2 g ), with N = 4). This means that all three dissipative corrections vanish and, in particular,
The total electric current J = ej is then determined by the "hydrodynamic" contribution alone
Thus, the conductivity of graphene in degenerate regime is given by the Drude result (due to disorder), in agreement with the leading-order result of the linear response theory [22] .
Magnetoconductivity at charge neutrality
Similarly to the discussion in Sec. 4.1, the equation for the dissipative corrections (57) simplifies at charge neutrality. Instead of using the general solution (59), it might be instructive to represent Eq. (57) as three vector equations and solve them directly. Indeed, using the parameter values listed in Sec. 4.1 one can represent the matrix equation (57) 
The last equation yields the energy current
Substituting that result into the preceding equation, one finds for the imbalance current
Finally, excluding the imbalance and energy currents from the first equation, one finds
The fact that the electric current in magnetic field is parallel to the electric field can be expressed in terms of vanishing Hall coefficient, physically due to the exact electron-hole symmetry,
At the same time, Eq. (71c) yields positive, longitudinal magnetoresistance (previously found in Refs. [22, 24] )
Shear viscosity at charge neutrality in zero field
The expression for the shear viscosity also simplifies at charge neutrality (the Hall viscosity vanishes at this point altogether). The vanishing combination of the distribution functions (B.10b), I(x = 0) = 0, leads to vanishing of the two scattering rates 
and hence
wheret ij are the elements of the matrix T η . This result was previously found in Ref. [21] with the numerical value of the coefficient B = 0.45 (evaluated for unscreened Coulomb interaction in the absence of disorder).
Evaluating the dimensionless scattering rates t ij numerically, I find B = 0.446 ± 0.005 where similarly to the coefficient A in Eq. (69) the deviation is due to differences between various numerical methods. The exchange contribution is again neglected, but this does not seem to lead to any appreciable error. Finally, I can use Eq. (A.16) to compute the ratio of the shear viscosity to the entropy density at charge neutrality. Indeed, for µ ± = 0 the entropy density is determined by pressure, s = P/T , which in turn is proportional to the energy density. As a result,
Dividing the viscosity (73) by the entropy density (74) one finds
This should be compared with the conjectured lower bound [25] η s
The shear viscosity to entropy ratio was discussed in detail in [21] , where it was shown that renormalization of the coupling constant leads to a logarithmic temperature dependence of the above ratio [formally, by replacing α 2 in denominator by the renormalized value α 2 (T ) ≈ 16/ ln 2 (T Λ /T ), where T Λ is the cut-off scale]. Hence the ratio is expected to grow as one lowers the temperature. At high enough temperatures, the ratio decreases with the growing T , never quite reaching the lower bound [21] .
Summary
In this paper I have presented a detailed derivation of the hydrodynamic theory of electronic transport in graphene in the presence of the external magnetic field and weak disorder. The main results of the paper are the generalized Navier-Stokes equation (67), explicit expressions for the shear and Hall viscosity (66) and for the dissipative corrections to the quasiparticle currents (59). This results agree with the previously reported values of the quantum conductivity [23] and shear viscosity [21] at charge neutrality in pure graphene in zero field, providing an extension to arbitrary doping levels, (non-quantizing) magnetic fields, and weak disorder. This is equivalent to the electron-hole transformation (A.1) based on the following observation
As a result, one may re-write Eq. (A.4c) as
where the subscript "e" stands for "electrons" and replaces the index + in Eq. (A.4c), while the subscript "h" stands for "holes" as defined in Eq. (A.1).
Appendix A.4. Energy current
The calculation of the energy current can be performed along the same lines. In graphene, the energy current, j E , is defined as
(A.5a)
In terms of band contributions, the energy current has the form j E = j E+ + j E− , (A.5b) where
The additional unity in (A.5d) serves to demonstrate convergence, although the integral with unity vanishes anyway due to rotation invariance. Alternatively, one may re-write the energy current (A.5a) using the electron-hole transformation (A.1) as
(A.5e)
Note, that in graphene the energy current (A.5) is proportional to the momentum density [due to Eq. (10)]
(A.6) Appendix A.5. Momentum flux tensor Similar calculation can be performed for the momentum flux tensor (also known as the stress-energy tensor or the energy-momentum tensor)
Formally, the expression (A.7) is divergent and (similarly to the quasiparticle and energy densities) has to be defined up to the formally in finite contribution of the filled band. However, in all hydrodynamic equations I will be dealing with derivatives of Π αβ E which allows me to subtract this contribution. Note, that in a rotationally invariant system, the kinetic definition (A.7) is manifestly symmetric.
In addition two further tensor quantities can be formed (by analogy with the three macroscopic currents): the "velocity flux tensor" Hereafter I use dimensionless variables (the dimensionless frequency W should not be confused with the enthalpy)
The Coulomb interaction has the form U (ω, q) = 2πe
where ε is the effective dielectric constant describing the electrostatic environment and U accounts for screening effects. 
