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We study the tunneling dynamics of few dipolar bosons in one-dimensional double-wells. Increas-
ing the interaction strength, by studying one-body observables we cover the pathway from tunneling
oscillations to self-trapping and to a regime exhibting an equilibrating behaviour. The corresponding
two-body correlation dynamics exhibits a strong interplay between the interatomic correlation due
to non-local nature of the repulsion and the inter-well coherence. We further make a link between
the correlation dynamics and the occupation of natural orbitals of the one-body density matrix.
Four kind of tunneling dynamics are found and discussed.
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I. INTRODUCTION
The study of the tunneling quantum dynamics of ul-
tracold atoms in double-well potentials is a major tool to
investigate macroscopic coherent effects and many-body
properties [1]. Given the very high level of manipulation
and control of quantum gases, the direct observations of
tunneling and nonlinear self-trapping is experimentally
possible for ultracold bosons [2–11] and fermions [12–15]
both for double- and multi-well potentials.
When in the uncoupled wells the system can be de-
scribed by macroscopic wavefunctions, one has that the
superfluid dynamics in the double-well potential real-
izes the so-called Bosonic Josepshon junction (BJJ). For
a Bose-Einstein condensate in a double-well potential,
interactions between the particles plays a crucial role.
When the initial population imbalance of the two wells
is below a critical value, Josephson oscillations are pre-
dicted [1, 16]. These two different dynamical regimes,
Josephson oscillations and nonlinear self-trapping, for a
BEC in a double-well potential are commonly described
at the mean-field level [1, 17–20]. To study effects of
quantum fluctuations and collapse-revival, one may re-
sort to quantum two-mode models [21–28]. Beyond
mean-field effects are very important for coupled one-
dimensional systems [29–34].
The solution of the time-dependent many-boson
Schro¨dinger equation sheds light to several intriguing fea-
tures, including the role played by natural orbitals (i.e.,
the eigenstates of one-body density matrix) correspond-
ing to the eigenvalues smaller than the largest one [35–
38]. The many-body tunneling dynamics in one dimen-
sional double-well trap with contact interactions has been
also studied considering the full crossover from weak in-
teraction to the fermionization limit, and also attractive
interactions with [39–43].
The experimental realization of dipolar gases, achieved
with ultracold dipolar atoms of chromium [44, 45], dys-
prosium [46] and erbium atom [47], further enlarged the
range of phenomena that can be studied [48, 49], such
as coupled one-dimensional systems with tunable dipo-
lar interaction [50]. The non-local nature of the dipo-
lar interaction motivated several studies having as a goal
the comparison of results for the quantum dynamics with
non-local interactions with the corresponding short-range
findings and with recent results for quantum systems
with long-range couplings [51–60].
The ground state properties of ultracold trapped
bosons with dipolar interactions have been studied exten-
sively both at mean-field level and in the one-dimensional
limit [61–67] (see more refs. in [48, 49]). Properties of
dipolar bosons in a double well potential were studied by
mean-field [68] and by the quntum two-mode model [69].
The many-body dynamics of bosons with non-local inter-
action has been recently studied in [70, 71], addressing
the effect of a finite-range interaction on density oscilla-
tion, collapse and self-trapping and focusing on the com-
parison between the many-body and mean-field proper-
ties. The tunneling dynamics is studied for an interaction
potential modeled as W (r) = λ0√
(r/D)2n+1
with tunable
strength λ0 and half width D.
In the present article we would like to address the
quantum dynamics of few dipolar bosons in a double-
well. The main motivation is to make a link between the
observed dynamics of quantum correlations with the in-
teratomic and inter-well correlations. The observed tun-
neling dynamics is also connected with the occupation of
the natural orbitals. The non-local, dipolar interaction
is modeled as
W (r) =
gd
r3 + α0
(1)
(r = |xi − xj | being the distance between two particles
located in xi and xj),where gd is the strength of dipolar
interaction and α0 is a cutoff parameter to avoid the di-
vergence at xi = xj (see the corresponding discussion in
[62]). gd is determined by the scattering length and trans-
verse confinement [72]. In the follwing we keep gd > 0,
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2corresponds to repulsive dipolar bosons. We prepare the
initial state with complete population imbalance in the
asymmetric double-well, with all bosons stayng in the
right well. The asymmetric double-well is modeled for
simplicity as a superposition of three terms: a harmonic
oscillator, a Gaussian with a central barrier and a linear
external potential [39]. In dimensionless units V reads
V (x) =
1
2
x2 + V0
e−
x2
σ2√
piσ
− dx, (2)
with the parameter d is initally kept sufficiently large to
make the right well energetically favorable. The initial
state is prepared with practically all atoms in the right
well. To study the dynamics in the symmetric double-
well, d is then instantaneously ramped down to zero at
t = 0. We solve the time-dependent Schro¨dinger equa-
tion for N = 6 dipolar bosons. The tunneling dynamics
is monitored by the one-body density, the population in
the right well, the population imbalance and the two-
body density for various choices of gd. At gd = 0, we
observe pure Rabi oscillation [73]. With very weak in-
teractions, the Rabi oscillation is modified in amplitude.
With larger gd, self-trapping is observed. When gd is
sufficiently strong, a new regime sets in and the bosons
appear to equilibrate in two wells. These four kind of
dynamics are further linked with intricated interplay in-
teratomic correlation and inter-well coherence. We ob-
serve that, for the considered number of particles, the
many-body state occupies many natural orbitals in this
one-dimensional setup also when gd is small. A marked
occupation of different natural orbitals is observed for
very high value of gd, where a vanishig population imbal-
ance is observed for large times.
The structure of the paper is as follows. In Sec. II we
discuss the setup and give a brief introduction to the used
numerical method. In Sec. III we present our results,
while summary and conclusions are given in Sec. IV.
II. THE MODEL
The time-dependent many-body Schro¨dinger equation
for N interacting bosons is given by
i∂t|Ψ〉 = Hˆ|Ψ〉 (3)
(with ~ = 1). Here, the Hamiltonian Hˆ is given by
Hˆ(x1, x2, ..., xN ) =
N∑
i=1
hˆ(xi) +
∑
i<j=1
Wˆ (xi − xj). (4)
hˆ(x) = Tˆ (x) + Vˆ (x) is the one-body term in the Hamil-
tonian, with the potential V given by Eq. (2) with d = 0
during the dynamics and chosen (for t < 0) to be large
to determine the initial state as described in the Intro-
duction. W is the interparticle potential, given in Eq.
(1). The total Hamiltonian Hˆ is written in dimensionless
units, as obtained by dividing the dimensionful Hamilto-
nian by ~
2
mL2 (m is the mass of the bosons and L is an
appropriately chosen length scale).
In the following Eq.(4) is solved by the numeri-
cal many-body method called multi-configuration time-
dependent Hartree method for bosons (MCTDHB) [74,
75]. The MCTDHB has been extensively used in dif-
ferent trapping potentials and interactions [76–88]. A
review and details on the numerical implementation are
found in [89, 90].
The many-body wavefunction in a complete set of
time-dependent permanents, distributing N bosons in M
time-dependent single particle orbitals. Thus the ansatz
for the many-body wavefunction is
|Ψ(t)〉 =
∑
n¯
Cn¯(t)|n¯; t〉, (5)
with
|n¯; t〉 =
M∏
i=1

(
b†i (t)
)ni
√
ni!
 |vac〉. (6)
In Eq. (5) the summation runs over all possible configu-
rations
Nconf =
(
N +M − 1
N
)
.
The |n¯; t〉 = |n1, ...., nM ; t〉 (with
∑
i ni ≡ N) are the
time-dependent permanents, the operators b†i (t) create a
boson in the ith single particle state φi(x, t), and |vac〉 is
the vacuum. The bosonic annihilation and corresponding
creation operators obey the canonical commutation rela-
tion [bk, b
†
j(t)] = δkj at any time. It is important to em-
phasize that in the ansatz (5) both the expansion coeffi-
cients {C~n(t);
∑
i ni = N} and the orbitals {φi(xi, t)}Mi=1
that build up the permanents |n¯; t〉 are time-dependent
and fully variationally optimized quantities.
In the limit of M → ∞, the expansion (5) is exact.
However, we limit the size of the Hilbert space dur-
ing our computation requiring proper convergence. As
permanents are time-dependent, a given degree of accu-
racy is reached with a shorter expansion compared to
time-independent basis. To solve the time-dependent
wavefunction Ψ(t), we utilize the time-dependent vari-
ational principle [91, 92]. We substitute the many-body
ansatz into the functional action of the time-dependent
Schro¨dinger equation and require the stationarity of the
functional action with respect to {Cn¯(t)} and {φn(r¯, t)}
which lead to the working equations of the MCTDHB
method [75, 90].
III. RESULTS
To prepare the initial state, we propagate the equa-
tions of motion in imaginary time starting for an initial
3FIG. 1. Tunneling dynamics of N = 6 interacting dipolar
bosons in the double-well potential for different interaction
strengths gd. The population of the left and right well as a
function of time is presented. (a) gd = 0, Rabi oscillations.
(b) gg = 0.002, deformed Rabi oscillations. (c) gd = 0.02,
self-trapping in right well. (d) gd = 0.2, equilibration in both
wells.
guess, so to have the ground state of N = 6 interacting
bosons in the right well of the asymmetric double-well
V (x) given by Eq. (2) at t < 0. Chosen values of the
parameters are V0 = 8.0 and σ = 0.7. To study the
dynamics in the symmetric double-well we ramp down
d → 0 at t = 0. We consider increasing values of gd.
We choose gd = 0, 0.002, 0.02, 0.2 in our numerical simu-
lations, as represenatives of the different regimes we ob-
served. Throughout our work, we perform the computa-
tion with M = 10 orbitals to have converged results. We
observed negligible quantitative difference between the
computed quantities with M = 10 and M = 12 orbitals.
Convergence is also assured as the occupation in the last
orbital is close to zero.
We observe that for the considered values gd =
0, 0.002, 0.02, 0.2, the ratio between the height of the
potential, V0, and the chemical potential, µ is, respec-
tively, 3.61, 3.44, 2.52, 0.69. Since in general the two-
mode ansatz is expected to reasonably work when V0/µ &
1, then varying gd we pass from a regime in which V0/µ
is well larger than 1 to the one in which smaller than 1.
The tunneling dynamics is presented through the
study of the following quantities:
(a) One-body tunneling dynamics:
From the many-body wavefunction ψ(x1, x2, . . . , xN ; t),
FIG. 2. Time evolution of the relative population in the right-
hand well (NR(t)
N
) for N = 6 dipolar bosons in double-well
potential for different interaction strengths gd.
the reduced one-body density matrix ρ(1) is calculated
as
ρ(1)(x′|x; t) = N
∫
dx2dx3...dxN
ψ∗(x′, x2, . . . , xN ; t)ψ(x, x2, . . . , xN ; t).
(7)
Its diagonal gives the one-body density ρ(x, t), defined as
ρ(x; t) = N
∫
dx2dx3...dxNψ
∗(x, x2, . . . , xN ; t)
ψ(x, x2, . . . , xN ; t).
(8)
It gives the density at the position x and time t, when
the contribution of other particles is traced out.
For each choice of gd, we calculate ρ(x, t) till time
t = 150. We present ρ(x, t) in Fig.1 for different values
of gd. Comparison is made with the non-interacting
case. In absence of any interactions (gd = 0), the
atoms simply exhibit Rabi oscillation between both
wells. For gd = 0.002 (a very small value), we observe
tunneling dynamics, with the frequency and amplitude
of oscillations significantly affected by the repulsive tail
of non-local interaction. We do the computation for
several other number of dipolar bosons, N = 3, 4, 5 and
observe the same dynamics. For gd = 0.02, the tunneling
dynamics exhibits a kind of self-tapping. The popula-
tion in the right well is nearly stationary even for long
time. The self-trapping at a relatively weak interaction
appears to be a consequence of long-range repulsive
tail of the dipole interaction. For contact interaction
(not shown here), we find the self-trapping behaviour
but for much higher interaction strength. We report
also the computation with N = 3, 4, 5. We observe
clear signature of self-trapping at short time dynamics.
However, as expected, due to quantum fluctuations, the
bosons do not remain in the self-trapped state for very
long time irrespective of the particle number. For much
4higher interaction strength, with gd = 0.2, we observe
equilibration dynamics. An equal number of particles
settle in the two wells.
(b) Population imbalance:
We further calculate the population in the right well us-
ing
NR(t) =
∫ ∞
0
ρ(x, t)dx, (9)
and plot NR(t)N in Fig. 2 for the same choice of the values
of gd. For gd = 0, we again observe pure Rabi oscillations
as expected. For gd = 0.002, as we introduce small
correlations, we observe two different scale of dynamics.
Up to a time t ' 80, the number of bosons in the right
well fluctuates. At longer time dynamics, we observe a
trend of partial equilibration, with the value of NR(t)N
trying to saturate at 0.5. When gd = 0.02, which is ten
times larger than the previous one, we observe a single
scale of dynamics, with NR(t)N remaining close to unity
throughout the dynamics. From the direct calculation
of the population in the right well, we estimate that
for this choice of gd, the self-trapping is close to 90%.
When we analyze the dynamics with gd = 0.2, the
system shows a different type of single scale dynamics
i.e. equilibration. With NL(t) =
∫ 0
−∞ ρ(x, t)dx, we find
in this state NL ' NR ' 3. Thus when the strength of
dipolar interaction is tuned, we observe four kinds of dy-
namical features: pure Rabi oscillation, deformed Rabi
oscillation with some signature of partial equilibration
at large times, nonlinear self-trapping and equilibration.
We also compute the population imbalance as
Z(t) =
NR(t)−NL(t)
N
(10)
and its average value calculated as
Zavg =
1
t
∫ t
0
Z(t′)dt′ (11)
We plot Zavg as a function of gd in Fig. 3. It exhibits
a kind of crossover between the four kind of dynamics
reported above. Zavg is zero for the two extreme cases,
namely Rabi oscillation for non-interacting limit and
equilibration dynamics for strong interaction. Whereas
maximum population imbalance occurs at some inter-
action strength gcd which corresponds to self-trapping.
Thus the width of the curve qualitatively gives an
estimate to have the interaction regime for self-trapping.
(c) Two-body correlation dynamics:
Next we calculate the time evolution of the two-body
density and investigate how the effect of two-body corre-
lation comes in the dynamics increasing gd. The second
FIG. 3. Time evolution of average value of population imbal-
ance as a function of the interaction strength gd. The peak
point corresponds to the maximum self-trapping.
FIG. 4. Time evolution of the two-body density for gd =
0.002.
order reduced density matrix is defined as
ρ(2)(x′1, x
′
2|x1, x2; t) = N(N − 1)
∫
dx3dx4....dxN
ψ∗(x′1, x
′
2, x3, ..., xN ; t)ψ(x1, x2, ...xN ; t)
(12)
and the diagonal part of the two-body density is given
by
ρ(2)(x1, x2; t) ≡ ρ(2)(x′1 = x1, x′2 = x2 | x1, x2; t). (13)
5FIG. 5. Time evolution of spatial two-body density for gd =
0.02.
Fig.4 - Fig.6 plot the results for the spatial two-body
density for gd = 0.002, 0.02 and 0.2 respectively. Non-
interacting bosons tunnel independently and they are not
shown. For inteacting atoms, the effect of two-body cor-
relation is measured by the competition between the non-
local interaction and the inter-well coherence. Thus the
two-body correlation dynamics expected to be compli-
cated. For larger separation |x− x′| >> a⊥ (characteris-
tic length of transverse confinement), the interaction po-
tential varies as W (x−x′) ∼ 1(x−x′)3 where |x−x′| 6 a⊥,
for small separation the transverse confinement induces a
short range cutoff α0 = a⊥. Snapshots of two-body den-
sity ρ(2)(x1, x2; t) for gd = 0.002 are presented in Fig. 4
for different times. At such a weak interaction, the many-
body states are fully coherent, with the six bosons clus-
tered in the right well. However, during the tunneling, we
observe competition between the correlation due to non-
local interaction and the inter-well coherence. With evo-
lution of time, due to the repulsive tail in the interaction,
the atoms repel each other and the atoms start to tunnel
(snapshot at time t = 10). At larger times (e.g. t = 18),
we observe four equal bright spots, two diagonal (x = x′)
bright spots corresponding to equal number of bosons re-
siding in the two wells, and the other two bright spots
along anti-diagonal (x = −x′) expressing the fact that
the inter-well coherence is maintained. Thus interatomic
correlation and inter-well correlations are maintained in
the same scale. During the course of tunneling, we can
also verify that at this later time, NR(t)N ' NL(t)N ' 0.5
from Fig. 2. At laters time (e.g. t = 29), we observe
highly coherent cluster set up in the left well, showing the
loss of the inter-well coherence and the prevalence of the
interatomic correlations. With time evolving, we observe
a rather complex competition between the interatomic
correlations in either well and inter-well coherence, which
results in the Rabi-like oscillations shown in Fig. 2. At
longer times, we observe only two bright spots along the
diagonal which again corresponds to equal population in
two wells (t = 150). Comparing with the snapshot at
time t = 18, which also corresponds to equal population
in two wells, at time t = 150 the equal population is
obtained at the cost of losing inter-well coherence.
In Fig. 5, we plot the two-body density taking snap-
shots at different times for gd = 0.02. In this case,
the initially coherent cluster settled in the right well re-
mains same all throughout the time which corresponds
to self-trapping as shown in Fig. 2. The interatomic cor-
relation plays the crucial role. However some faded off-
diagonal patches appear which signify that exactly 100%
self-trapping is not obtained. It is in good agreement
with Fig. 2 which exhibits that for gd = 0.02, about 90%
self-trapping. Thus the effect of inter-well coherence is
very small.
In Fig. 6, we present the two-body density for stronger
interaction gd = 0.2 at different times. Initially at t = 0
we observe the strong effect of the tails of the repulsive
interaction tails: the many-body state is incoherent and
diffused unlike the case reported in Fig. 4 and Fig. 5. In
Fig. 6 we observe that at time t = 10 four bright spots
are developed which corresponds to the equal population
in the two wells. However comparing this with the
snapshot at time t = 18 of Fig. 4, we can clearly identify
that the bright spots are now diffused which signifies
that three bosons residing in a well feel the effect of the
tails of repulsive interaction. Thus atoms are incoherent
in each well. With time, the equilibration is almost
maintained, however the interatomic coherence in each
well depends on time. The equilibration dynamics for
gd = 0.2 is also remarkably different as compared with
the case for gd = 0.002 (Fig. 4). At time t = 150 of
Fig. 4, we observe almost equal population in both wells,
but absence of inter-well coherence whereas at the same
time in Fig. 6, equilibration is maintained in presence of
inter-well coherence. Thus we conclude that the observed
dynamics for different choices of interaction strength is
fundamentally governed by the interplay between the
interatomic correlation and inter-well coherence.
(d) Fragmentation dynamics:
In mean-field theory, one orbital is macroscopically oc-
cupied and the system is condensate. However the phe-
nomenon of fragmentation comes in the picture when
more than one orbital is significantly occupied. In our
case with N = 6 particles, we define a quantfier of the
observed fragmentation in the dynamics as
F (t) = 1− 1
N
∑
i
ni(t) (14)
where ni(t) are the time-dependent natural occupations.
Thus F (t) quantifies the contribution coming from other
6FIG. 6. Time evolution of spatial two-body density for gd =
0.2.
significant orbitals. For gd = 0.002, and 0.02, F is close
to zero all throughout the time evolution. However for
gd = 0.2, even at t = 0, the system is initially frag-
mented which is also seen in Fig. 7 (t = 0). In a very
short time, F increases and reaches a constant value.
Then the plateau is maintained for the rest of the time.
The plateau corresponds to the equilibration dynamics
when the bosons equally distributed in the two wells. In
the long-time dynamics (not shown here), we observe the
plateau nature is maintained. As F does not increase any
more, the occupation in the orbitals remain unchanged:
interatomic correlation does not increase further. There
is no competition any more between the inter-well coher-
ence and interatomic correlation: thus the equilibration
dynamics is maintained for very long time.
IV. CONCLUSION
We studied the quantum dynamics of few dipolar
bosons in a symmetric double-well. We present the path-
way from Rabi oscillation in the non-interacting limit
to self-trapping and finally equilibration dynamics for
strong interaction. The complete dynamics for different
choices of the interaction strength is presented through
the one-body tunneling dynamics. We further consid-
ered the average population imbalance in the two wells
as the figure of merit of the tunneling dynamics. The
structure in the average population imbalance qualita-
tively describe the range of interaction strength to have
FIG. 7. Plot of F (t) for different interaction strengths. For
gd = 0.002 and 0.02, system is less fragmented whereas for
gd = 0.2 system is more fragmented and shows a plateau
structure.
self-trapping, as seen in Fig. 3. We observed the very
interesting dynamics in the two-body density and estab-
lished the link between the tunneling dynamics and the
role played by the interatomic correlation and inter-well
coherence. The most subtle dynamics is observed at the
strong interaction strength when the many-body dynam-
ics exhibits equilibration. Finally we observed that for
equilibration dynamics, the many-body state is initially
fragmented and then exhibits a plateau structure in the
long time dynamics.
Several open questions are suggested by the results pre-
sented in this paper. Since for very large values of gd,
dipolar gases exhibits crystallization (see e.g. [93, 94]),
the double-well dynamics in this regime would be inter-
esting to study. We also mention that in the standard
quantum two-mode model one can rewrite the density-
density interaction term between the populations of dif-
ferent wells in terms of the local interaction term: there-
fore, for high barriers, one could ask whether the tun-
neling dynamics in double-well potentials can be written
in terms of an effective contact interaction and how the
possibility of performing such a mapping depends on the
dimensionality of the systems. We finally mention that
the study of the quantum dynamics in presence of both
non-local or dipolar and contact interactions in double-
well potentials is also to a deserving subject of future
investigation.
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