As robots are gradually leaving highly structured factory environments and moving into human populated environments, they need to possess more complex cognitive abilities. They do not only have to operate efficiently and safely in natural, populated environments, but also be able to achieve higher levels of cooperation and communication with humans. Human-robot collaboration (HRC) is a research field with a wide range of applications, future scenarios, and potentially a high economic impact. HRC is an interdisciplinary research area comprising classical robotics, cognitive sciences, and psychology. This article gives a survey of the state of the art of human-robot collaboration. Established methods for intention estimation, action planning, joint action, and machine learning are presented together with existing guidelines to hardware design. This article is meant to provide the reader with a good overview of technologies and methods for HRC.
Introduction
Human-robot Collaboration (HRC) is a wide research field with a high economic impact. Robots have already started moving out of laboratory and manufacturing environments into more complex human working environments such as homes, offices, hospitals and even outer space. HRC is already used in elderly care 1 , space applications 2 , and rescue robotics 3 . The design of robot behaviour, appearance, cognitive, and social skills is highly challenging, and requires interdisciplinary cooperation between classical robotics, cognitive sciences, and psychology. Humans as nondeterministic factors make cognitive sciences and artificial intelligence important research fields in HRC.
This article refers to human-robot collaboration as opposed to human-robot interaction (HRI) as these two terms hold different meanings 4 . Interaction is a more general term, including collaboration. Interaction determines action on someone else. It is any kind of action that involves another human being or robot, who does not necessarily profit from it. For an overview of HRI see Fong et al. 5 and Kiesler et al. 6 . Yanco et al. 7 provide a taxonomy to classifying HRI by eleven categories, including task type, robot morphology, interaction roles, time, and space. Collaboration means working with someone on something. It aims at reaching a common goal.
Humans and robots collaborating on a common task form a team. A team is defined 8 as a small number of partners with complementary skills who are committed to a common purpose, performance goal, and approach for which they hold themselves mutually accountable. The same holds for human-robot teams where the partners are humans and robots, committed to reach a common goal through collaboration.
Efficient collaboration requires a common plan for all involved partners. To gain a joint intention they need to know the intentions of the other team members and what they are doing. Based on that knowledge a robot can plan its own actions that will eventually lead to fulfil the joint intention and reach a common goal. Therefore they need the abilities of perceiving and comprehending their environment, decision making, planning, learning, and reflection, which will be used as a definition of cognition in this article Fig. 1 gives an overview of the internal mechanisms of a cognitive robot leading to joint actions and collaboration. This is an example of an architecture for collaboration. Other architectures may have different sequences, but the main mechanisms are basically the same. The environment and the partners are observed by sensors. This sensor data is processed to gain an understanding of the environment and provides perception. The perceived data is used firstly to learn and expand the own knowledge, then to gain an understanding of the state of the environment and the partners, and to estimate the intention of the partners. When partners are collaborating, a joint intention is retrieved from the single intentions. A set of actions leading to fulfil the joint intention is found by action planning. At last actions are taken either by single partners or jointly that lead to transitions in the state of the environment. The loop is closed, as the robot observes the actions of itself and of others and the change in the environment. The methods indicated in grey in Fig. 1 are further analyzed in the following chapters. Sensors and perception have to be chosen and implemented individually depending on the purpose and desired abilities of the robot. The knowledge database has to be programmed and trained, according to the desired abilities. Perception and knowledge database will not be further discussed, given the various possibilities of those methods and the limited space in this article.
This article gives an overview of HRC. Components and methods that robots need for HRC are analyzed. The article gives only brief abstracts of the single methods, due to the limited space, though each of those topics could fill separate survey articles. In Section 2 mechanisms leading to collaboration are described, consisting of intention estimation and joint intention in Section 2.1, action planning in Section 2.2 and joint action in Section 2.3. Section 2.4 gives an overview of machine learning methods, that are used in the various fields of joint action. Finally in Section 3 thoughts about robot hardware design for HRC are given. In Section 4 examples of applications for HRC are presented.
Collaboration
HRC can be realized through actions of the individual partners aiding in fulfilling a joint intention or joint actions carried out jointly by multiple partners. Steps leading to joint action are joint intention, action planning and action. To work cooperatively on something the partners need to agree on a common goal and a joint intention to reach that goal. In human-robot collaboration it will be usually the human who states that goal, while it is the task of the robot to assist the human and take on the humans intention as its own and therefore as the joint intention of all. The human displays an intention to reach a certain goal. It is the robots task to estimate this intention which may be communicated by the human explicitly or implicitly. The intention of the robot becomes to help the human reach his or her intended goal. Thus human and robot obtain a joint intention to reach a certain goal.
When two or more partners have a joint intention they have to plan their actions according to the partners actions. These actions combine to joint actions. To plan an action the peer needs information about the actions and intention of the peers as well as knowledge about the abilities of all partners and about the state of the environment. Based on that knowledge a proper action has to be chosen out of a set of possible actions, that aids in fulfilling the joint plan and not obstructing any peer in its own sub plan. Subsequently that action can be executed either by one partner alone or jointly with other partners. If one of the partners acts in a way that was not foreseen by the other peers, actions have to be re-planned. Accordingly intention needs to be re-estimated all the time as states and intentions change over the time.
Intention estimation and joint intention
A team is considered a collection of partners to which the mental state of joint intention can be assigned. Joint intention is defined as a joint commitment to perform a collective action while in a certain shared mental state 9 . To obtain a joint intention the partners have to be able to estimate intentions of others and agree on reaching the intended goal jointly. In a human-robot team it will mostly be the human who assigns a goal for the team and who therefore has an intention to reach that goal. In order to assist the human in achieving a set goal, it is the task of the robot to estimate this intention and to act accordingly. A person can communicate his or her intention either deliberately by explicit communication or implicitly by actions.
In Fig. 2 ways of communicating intention are shown. Some of these intentions are communicated explicitly and some are communicated implicitly and sometimes unconsciously, indicated in grey. The main ways of communicating one's intention are speech, gesture, actions, haptic signals and physiological signals. Speech provides explicit information about intentions through words and sentences, but can also provide information about emotions implicitly. Gestures are another means of communication. There are head, arm and body gestures. Head gestures are mostly facial expressions that often occur involuntarily and eye gaze direction that hints to what object a partner is referring to. Explicit hand and body gestures are communicative gestures that can be pointing gestures, primitive signs, or sign language gestures, holding complex information. Implicit hand and body gestures are called manipulative gestures. Manipulative gestures are actions partners take in the environment, these can be manipulating objects or motions. Though a partner does not necessarily want to communicate through these manipulations or motions, intention can be derived by others nevertheless. Another action that can convey intention is proactive task execution, which is used by one partner to detect the exact intention of another partner through provoking an action. When partners are connected haptically either directly or through an object they both manipulate, intentions can be communicated haptically. Haptic communication can occur through applied forces and torques or joint angles and orientations. Intentions are also communicated involuntarily through physiological signals such as heart rate, brain or muscle activity, they can give information about human approval and arousal. All of these ways of communicating intentions are described below more precisely.
Explicit communication
Using explicit communication a partner makes sure the peer receives certain information about his or her intention. Explicit communication may happen through diverse channels, such as speech, gesture, or haptics.
To humans speech is a very natural way of communication and it can convey a huge amount of complex information. However it takes a big effort for a computer or robot to extract that information. An acoustic signal, captured by a microphone has to be converted to a set of words through speech recognition. The theoretical bases for speech recognition have been established by Davis 10 and Fry 11 . For speech recognition the captured acoustic data is mapped to frequency domain via a Fourier transform then the most likely sequence of phonemes and subsequently the most likely words composed of those phonemes are found e.g. by hidden Markov models.
If more complex information is needed the recognized sequences of words have to be analyzed further, speech comprehension needs to be done. The most important approaches to speech comprehension are semantic networks 12 and conceptual dependency 13 . A detailed overview of the history of spoken language communication with computers is given by Pieraccini 14 . Furthermore emotion of the speaker can be detected in human speech 15 . Not only can robots understand human speech but they can also synthesize speech to convey information and intention themselves. An overview of speech synthesis and speech recognition is given by Nugues 16 . It is even possible for a robot to express emotion though speech 17 and thereby convey intention implicitly. Methods for speech recognition and speech synthesis are advanced and even available as commercial products. Whereas the following methods of intention estimation are not jet technically mature and will need more developing until robustly deployable.
Another very basic manner of communicating intention is by producing visual signals such as gestures and facial expressions. Robots can derive intentions from gestures through gesture recognition. Gestures are classified into manipulative and communicative gestures, the communicative ones are subdivided into pointing gestures, primitive signs and sign languages. Manipulative gestures 18 are often done unconsciously, and implicit communication of intention happens through performed actions. Communicative gestures are meant to tell the peer explicitly about the own intention, though even for humans it may sometimes be hard to interpret these. Pointing gestures are supposed to call the peer's attention to a certain object or location. Whereas some gestures are primitive signs that have a predefined meaning. Examples for primitive signs are stop, start, and turn. A widely used form of gestures are all sign languages used by deaf people in lieu of speech. Sign languages are the most developed and numerous gestures with well defined rules and grammar. Gestures are created by static hand or body pose, or by physical motions. Gestures can be recognized and translated into either symbolic commands or trajectory motion commands by robots. Input modalities for gesture data are touch screens, data-gloves or camera systems, the last being the most natural and unobtrusive to humans.
Two methods for visual interpretation of hand gestures are reviewed by Pavlovic 19 . The first method uses a 3D hand and/or arm model to determine gestures through joint angles and palm position. The other approach is appearance based using parameters such as images, image geometry, image motion, fingertip position, and motion to identify the observed gesture. A System developed by Murakami inputs the gesture data via a data-glove 20 . The gestures are identified by a neural network which has been trained on a finger alphabet containing 42 symbols. The ALIVE II system 21 identifies full body gestures, through basic image processing techniques. The system uses kinematic information from a gesture as part of a control command. Some HRI approaches use predefined gestures, which the robot may be able to recognize and choose an appropriate action 22 . One of the most structured sets of gestures are those belonging to any of the several sign languages. In sign language, each gesture already has assigned meaning , and strong rules of context and grammar are applied. To identify American sign language gestures Starner and Pentland's system uses an Hidden Markov Model method 23 . The system is able to recognize forty sign language gestures by running acquired hand feature vectors through all possible sets of five-word sentences.
Important information about the human's intention can also be derived from head gestures such as eye gaze direction 24 or facial expressions 25 . Humans often express their emotions through facial expressions. By interpreting these expressions robots can gain information about approval or mood. From eye gaze direction robots can derive what the human is focussing on. Some robots also are able to convey their intentionality through facial expression 26, 27 and thereby act socially. Also some robots are able to generate hand and arm gestures 28 to communicate with their partners.
Haptic communication is another way of conveying intention in HRC. For example two partners carrying a big object together may know the peer's intended direction of motion from the applied forces or torques, this is researched by Kosuge 29, 30 . Both the human and the robot can act as the leading part, the other partner estimates the peer's intention and by acting to fulfil this intention becomes the follower. Besides force and torque, angles and orientation can be used as information in haptic communication. Humans and robots can not only collaborate haptically by manipulating objects but as well interact directly for example in dancing 31, 32 or handshaking 33 .
Implicit communication
In implicit communication of intention there is a lot of interpretation to be done by the peers. One partner may derive the intention of others from watching their actions and behaviour, that is manipulative gestures. This is a very complex and difficult task and requires a high level of cognition. Also if actions are to be recognized by visual sensors this entails a very advanced standard of image processing. Many researchers use vision techniques to recognize actions 34, 35 as these are very natural and unobtrusive. Some actions and thereby the intention can be recognized by the objects that are being manipulated 36 . Humans are able to discern intentions of other humans by observing them in motion 37 . In particular a human judges another's action as arising from an intention only if they believe the other human desires a goal and that he or she can achieve it. Thus it seems very reasonable that a robot needs some model of the human partner to be able to tell whether he or she is able to achieve a desired goal and derive an intention.
Bobick 38 presents methods to discern simple movements, activities and complex actions. Movements are defined as motions whose execution is consistent and easily characterized by a definite space-time trajectory. The appearance of the motion can be described reliably in terms of the motion of the pixels in images. The pixel-based description of the motion under different viewing conditions is the only knowledge required to see the movement. An activity is described as a statistical sequence of movements, the recognition of which requires knowledge about both the appearance of each constituent movement and the statistical properties of the temporal sequence. Finally actions are defined to include semantic primitives relating to the context of the motion. For a system to recognize actions it must include a rich knowledge base about the domain and be able to hypothesize and evaluate possible semantic descriptions of the observed motion.
It is also possible to mark objects with RFID-tags and have the human partner wear a glove with an integrated RFID-reader to recognize, which objects are being used and hence derive the executed action 39 . However in a long term in a more natural working environment it is not practicable to mark every single object with an RFID-tag and furthermore the human is probably obstructed by the glove.
A way of communicating one's intention implicitly is to provoke a reaction of the peer by proactive task execution 40 . This can be utilized by both robots and humans to figure out which of multiple possible intentions the peer has. For example one partner holding an empty glass might want to put it down somewhere or want to get it refilled. To find out which of those possibilities applies in that moment, an other partner might approach the glass with a bottle of water. If the glass is withdrawn, the other partner most likely does not want to get it refilled.
Physiological signals can be measured to deduce the level of approval and arousal 41 and from that derive an intention. Suitable physiological signals are brain or muscle activity, heart rate, and galvanic skin response. Heart rate analysis 42 and multiple physiological signals can be used to estimate human stress levels and act accordingly. Approval and arousal can be derived from these and other unconscious signals that give away emotional states. However, measurements of physiological signals require devices attached to the human that may hinder natural movement.
Ultimately as the term intention estimation implies, the intention of the peer is not exactly measured but the most probable intention is found. Of course errors such as non-understanding or misunderstanding can occur. Non-understanding denotes the case when no information whatsoever can be derived. In the case of misunderstanding an intention is estimated but it is inconsistent with the real intention. Also an intention can change during interaction. This has to be kept in mind as intention estimation is crucial for joint intention which is the base of the entire HRC.
When intention is estimated correctly and all partners agree on that intention a joint intention emerges. Based on this joint intention joint actions can be planned and executed to reach a common goal.
Action planning

McDermott
43 defines planning as the part of the robot's program whose future execution the robot reasons about explicitly.
In planning it is typical to define a problem as a set of states with a set of possible associated actions. These actions may cause a transition from one state to another. Ideally a transition is caused from the current state to a desired state which is derived from joint intention. The general problem of planning is deciding upon a series of actions that will lead to reaching a goal, given the current state. Hence the peers need to know the state of the environment, of themselves and of the partners, as well as the abilities of all partners.
In real world problems the environment is not static and the outcome of actions and the transitions from one state to another may be uncertain. In addition, the state of the environment may not be known to a robot due to imperfect or insufficient sensors or partial observability of the environment. These complications have to be taken into account in planning for HRC. Some popular planning methods for real world scenarios are presented.
Decision theoretic planning 44 defines goal achievement through maximizing reward. Decision theoretic planning uses sequential decision models to decide on a sequence of actions to take in a series of states, rather than a one-time decision. There are sequential decision models that represent uncertainty, time-dependence, history dependence, and partial observability. However, decision theoretic planning is not suitable for reasoning about multiple partners with different goals. Multiple partners are combined into a model that presents the entire group as one single entity. In order to find a policy for only one partner acting in the presence of other partners, the other partners and their actions must be modelled as part of the state of the environment.
In multi-body planning 45 and partial-order planning 47, 48 . In total-order planning a plan is produced from sub plans chronologically from a starting state or to an end state. It is defined as a search in the action space, as suitable actions are found chronologically for the sub problems. The linearization of the sub plans happens during the whole planning process. In partial-order planning sub problems are solved independently with sub plans, that are finally combined. Partial-order planning is defined as a search in the plan space, as first suitable plans are found for single sub problems. Linearization of actions happens in the end allowing for a higher flexibility. The advantage is flexibility in the order in which an action plan is constructed. Obvious and important sub goals can be planned first, rather than working in chronological order.
Independent of the planning strategy, plan libraries need to be created 49 first to have a suitable and sufficient set of actions available for given tasks.
Applications for planning in HRC are motion planning 50 and high level planning for complex cooperation 51 . Also safety aspects are very important in HRC and are being comprised in action planning 52 . Action planning needs still more resarch and combination with machine learning, to run more robustly and be able to react to new and unforeseen events.
Actions may have to be re-planned based on observations of the environment and intention of the peers. After planning actions that are supposed to lead to the desired goal, these actions are executed either by single partners or cooperatively.
Joint action
HRC is adopted in various fields and environments, thus actions and joint actions are manifold. Robots can move to target positions, fetch, hold, and support objects, carry them cooperatively with humans, speak or communicate in other ways, or search for something or someone. Some examples for robots, able to collaborate with humans are given below. Leonardo 53 is a humanoid robot that is able to cooperatively solve a button pressing task, whilst communicating through gestures and understanding human speech and gestures. The mobile robot helper 30 is able to share a load and handle an object in collaboration with a human. Both Leonardo and Mobile Robot Helper are shown in Fig. 3 When robots are acting jointly with or close to humans safety is a crucial aspect. Dangers in actions might arise from robots or their arms when they have no or insufficient collision detection sensors. A robot that tips over might fall onto a human peer and injure him or her. Safety in HRC was a neglected research field for a long time but currently it is being contemplated 52,59 .
Machine learning
Machine learning is a very large and complex research field. The methods of machine learning are complex and still developing. Due to the limited space, only a brief survey of machine learning is given here. Often new and unforeseen situations arise in HRC, that can not all be programmed into a robot. Robots need the ability to adapt to unforeseen events, extend their knowledge and abilities, and learn new behaviours, actions and ways of estimating intent.
Machine learning algorithms are classified into supervised learning, unsupervised learning, reinforcement learning, learning to learn, and combinations of those. Supervised learning creates functions from training data, consisting of pairs of input objects and desired outputs. The task of the supervised learner is to predict values of functions for any valid input object after having been trained by a number of training examples. Unsupervised learning is distinguished from supervised learning by the fact that it models a set of input data and there is no a priori output. Reinforcement learning 60 is the closest to the human technique of learning. It is based on the principle of reward. Actions are taken so as to maximize some long-term reward. Reinforcement learning algorithms map states of the environment to actions the partners ought to take in those states. In learning to learn the algorithm learns Human-Robot Collaboration: A Survey 11 its own inductive bias based on previous experience.
Machine learning has been widely investigated in recent works on cognitive robotics and intelligent agents. For gesture and speech recognition mostly pattern recognition techniques such as hidden Markov models 61 or artificial neural networks 20 are used. Pattern recognition systems are based on supervised learning and require a huge amount of training data. The approach of reinforcement learning in HRC 62 is to probabilistically explore states, actions, and outcomes, requiring a large amount of examples as well. Thus these techniques are often not appropriate in real collaborative environments where the number of examples may be small or may change quickly.
Recently classical approaches have been combined with psychological mechanisms like imitation, curiosity, selective attention, and memory. In new methods derived from nature, learning and teaching form a coupled system in which the learner and the teacher work together. Ideally, the teaching and learning process are closely coupled, well tuned, and transparent. Much attention has lately been given to the methods of robot imitation 63 and rhythm entrainment 64 . In robot imitation a robot learns motions and actions by imitating a human partner. In rhythm entrainment the imitation is taken one step further to perform a joint action synchronously with a human partner through evaluating frequency and phase shift. Other methods in HRC are imitative learning 65 and interactive teaching 66 . These machine learning techniques have applications in intention estimation, human-robot communication, action planning, interaction, and all other aspects of HRC.
Design of Collaborative Robots
Robots that are meant to collaborate with humans certainly require special abilities and design features, even more so when collaborating with fragile people such as children, elderly or disabled people.
The first thought while designing a robot for HRC must be on safety. A robot must not endanger a human under any circumstances. Since the very beginning of robotics this has been an evident fact and has been formulated by Isaac Asimov 67 in his famous Three Laws of Robotics. Safety issues have already been discussed in Section 2.3 for collaborative actions. Furthermore the hardware of the robot must not be dangerous for humans, banning sharp edges, points and accessible electric current. Danger might arise when a robot loses balance and falls, this has to be avoided through control and suitable hardware design.
Depending on the desired abilities and the purpose of the robot, software and hardware have to be carefully chosen. Possible software skills have been presented in Chapter 2. A humanoid hardware design is sensible when robots are supposed to collaborate naturally with humans. It could also have some features humans lack of, to supplement them. Depending on the robots task, sensors and actors may vary widely and have to be customized according to the area of application.
Thought has to be given also to the appearance of robots for HRC, as humans might allocate emotions to it and these emotions might effect the human performance. A robot supposed to collaborate with humans should not look threatening but friendly. Artificial skin of some kind helps to hide the metal skeleton, the actuators and wires which might look distressing to some humans. Actuators should not look dangerous, for example anthropomorphic hands will probably induce more of a feeling of safety than powerful looking gripper. A lot of thought is given to designing robot heads 68 . Depending on the purpose and character of the collaborations facial features can be included and the robot can look more or less similar to a human.
Mori 69 found a function that maps similarity to acceptance. He states that acceptance increases the more similar a robot becomes to a human, until a point is reached where the similarity is not quite 100% and subtle deviations from human appearance and behaviour create an unnerving effect. The ratio between humanness and machine-likeness is uncomfortable to humans at that point. The effect is called the uncanny valley, see Fig. 4 . This uncanny phenomenon is symptomatic of entities that elicit our model of human other but do not measure up to it. The human can obviously see that the peer is not human, but he or she doesn't know exactly what it is and what its abilities or possible dangers are. The class of very humanlike robots is often referred to as androids. An example for an android, is the ReplieeQ2 70 , developed at Osaka University. The face of the ReplieeQ2, is an average composite face of several young Japanese women. The android has 42 air actuators for the upper torso, including 13 to realize facial expressions. The actuators enable unconscious movements, such as breathing and facial expressions, as well as conscious large movements of the head and arms.
Contrary to design policies that attempt to make robots more similar to humans a study by Yamada et al. 71 suggest that robots with typical robot appearence and a primitive expression of emotions are more easily understood by humans than more life-like appearing robots with complex ways of expressing emotions. This might be due to the present primitiveness of the cognition of robots. While a human like appearance, speech, and complex facial expressions give the impression of highly developed intelligence, a human is disappointed when finding that the robot is not as clever as it looks. Thus the robot's appearance and expressions should resemble its abilities.
Finally, another aspect that has to be taken into account, is the cultural environment a robot is supposed to work in. There are differences in the acceptance of robots by people with different cultural background 72 . Especially in Japan robots are accepted more positively than in European and American countries. Much of the research in robotics is done in Japan, and also the market for robots is already great there. Probably the acceptance of robots in the rest of the world will grow bringing along a high economic impact.
Applications for Human-Robot Collaboration
Applications for human-robot collaboration are manifold, the main application arreas being healthcare, construction, space applications, search and rescue, tour guiding, and home service as well as entertainment. All of these areas have different requirements and the degree to which they are integrated varies.
Diverse healthcare robots are being developed, such as robots that guide the blind 57, 73, 74 , robotic walkers 75 and wheelchairs 76 , elderly care robots 77, 78 , and robots for the therapy of autistic children 79 . These robots are all designed to aid diseased or fragile humans and must be especially well designed and scrutinized. Ethical issues have to be considered particularly in the field of healthcare and medicine. Therefore in these areas few collaborative-robotic products are commercially available jet, though they are a major field of research.
A seminal field for HRC is construction, where robots can relieve human workmen of carrying heavy loads and ease repeating construction tasks. First steps toward joint construction have been taken by the mobile robot helper 30 that can share loads and handle objects in collaboration with a human. The JAST human-robot dialogue system 80 is capable of solving a construction task collaboratively with a human. Recently NASA has developed the robonaut 22 for space construction applications. Robonaut is currently teleoperated but may gain more autonomous abilities in the future. The advantage of having robots support humans in outer space is, that they are impassible towards the low temperatures and thus do not need long prearrangements before going into outer space. Also they can stay at the site, i.e. the space station, while human astronauts need to return to the earth and be replaced by others, which is very costly.
Another field, where robots support humans and take on dangerous tasks is urban search and rescue 81 . Robots are designed to move into collapsed buildings, collect data, and try and find human victims, who can then be rescued by human staff members. Robots for urban search and rescue need to be small, to get to inaccessible places. Also crawler tracks 82 or tires with a distinct tread pattern are major features as these robots have to move on uneven grounds. Favorable are shape-shifting robots 83 , as they can go on even when they have tipped. Some robots are already used as tour guides in Museums 55 and office environments 56, 84 . They can guide humans to certain rooms or exhibitions and give information. Robotic guides may also in the future be deployed in shopping malls to show human visitors where to find what they are looking for, or as tour guides for tourists in city centers. Tour guide robots need the abilities to navigate safely through their specified human populated environment, and to communicate with humans explicitly.
Home service will be a major application area for HRC in the future. First robots have been developed that vacuum-clean and act as home security 85 , registering intruders and capturing pictures of them. The household robot Wakamaru 86 developed by Mitsubishi is commercially available. It can connect itself to the network to provide necessary information for daily life, look after the house while the inhabitants are absent, and communicate. Truly collaborative home service robots are still a matter of research, such as a robot in an assistive kitchen 87 , that can get plates and glasses from a cupboard and set the table.
Various entertainment robots capable of interaction are already commercially available. There are robotic pets 88 and humanoid robots 89, 90 that communicate with humans and each other.
Though most of these systems are still a matter of research, it is only a matter of time until truly collaborative robots will be commercially available and part of our everyday lives.
Synopsis
HRC requires a common plan for all partners to fulfil a joint intention. The intentions of the other team members and what they are doing have to be known to gain a joint intention. Based on that knowledge robots can plan their own actions that will lead to reaching a common goal. Therefore, they need to be able to perceive and comprehend their environment, make decisions, plan their actions, learn, and reflect upon themselves and their environment. An architecture of the processes necessary for HRC has been presented.
A robot perceives the environment and the partners. Upon this information the robot can gain an understanding of the environment, estimate the intention of the partners, learn, and expand its knowledge. To collaborate the partners agree on a joint intention, derived from the single estimated intentions. The joint intention provides a common goal. Action planning is used to find a set of actions that will lead to that common goal. Finally joint actions are taken. The processes of intention estimation, action planning, joint action and machine learning have been reviewed. Additionally thoughts on robot hardware design have been given. Robots for HRC need to be safe and may under no circumstances endanger humans. Furthermore the robot's appearance can affect human emotions and needs to be carefully designed in order to gain acceptance.
The methods that make up HRC, come from the different research fields of cognitive sciences, artificial intelligence, mechanics, and psychology. While many researchers consider only a single aspect of HRC and research it thoroughly, they merely add other aspects if necessary. An all-embracing consideration of HRC and comprised methods is necessary to create really collaborative systems.
