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ABSTRACT We explore the possibility of virtual transfer in the primary charge separation of photosynthetic bacteria within the context of
several types of experimental data. We show that the peak that might be expected in the virtual rate as electric fields vary the
intermediate state energy is severely broadened by coupling to high-frequency modes. The Stark absorption kinetics data are thus
consistent with virtual transfer in the primary charge separation. High-frequency coupling also makes the temperature dependence weak
over a wide range of parameters. We demonstrate that Stark fluorescence anisotropy data, usually taken as evidence of virtual transfer,
can in fact be consistent with two-step transfer. We suggest a two-pulse excitation experiment to quantify the contributions from
two-step and virtual transfer. We show that virtual absorption into a charge transfer state can make a substantial contribution to the Stark
absorption spectrum in a way that is not related to any derivative of the absorption spectrum.
INTRODUCTION
There has been much discussion recently concerning the
role of virtual intermediates in the photosynthetic elec-
tron transfer reactions of purple bacteria. In the case of
the long-range charge recombination P+HQA -* PHQA,
several authors ( 1-3) have noted the consistency of the
observed rate and the virtual transfer rate through
P+H-QA estimated from the rates ofP+H QA -) PHQA
andPH-QA -* PIHQA%. One ofthe most pressing ques-
tions surrounding the primary charge separation is
whether it occurs predominantly by a two-step process
or by virtual transfer (often termed a "superexchange
process"). The early monomer band kinetics data (4-6)
and the fluorescence anisotropy data (7) point toward
virtual transfer, while more recent absorption kinetics
data (8, 9) (but not reference 10) seem to suggest a two-
step process. In a two-step picture the first step occurs
with a rate equal to the observed 4 X I0' s'-, and taking
k23- 30k12 (11) yields a reaction time for the second
step of 100 fs. Vibrational relaxation in P+B- is likely
to compete with such a fast second step, implying that
the second step is nonexponential. This does not in and
of itself rule out a two-step picture, however, since the
second step need not have a well-defined rate constant;
its nonexponential character will go unnoticed if it oc-
curs on time scales much faster than k12. It is important
to emphasize that virtual transfer can occur even if the
virtual intermediate state is energetically between the ini-
tial and final states.
In virtual transfer, the phase of the wave function is
not randomized while the system passes through the in-
termediate state. We have previously shown that the de-
tection ofbleaching in the monomer band can be consis-
tent with virtual transfer ( 12). After introducing a class
of models, we now consider the effects of coupling to
high-frequency modes, finding that weak dependence of
Dr. Joseph's present address is Laboratory of Sensorimotor Research,
National Eye Institute, NIH, Bethesda, MD 20892.
the rate on electric fields and temperature can also be
consistent with virtual transfer. However, we also show
that the Stark fluorescence anisotropy data can be con-
sistent with two-step transfer. In the hopes of resolving
this issue, we suggest a two-pulse excitation experiment
to distinguish between these two mechanisms. Progress
toward the resolution of this issue could also be made by
obtaining an experimental estimate ofthe electronic ma-
trix element for the first charge transfer transition. We
suggest that absorption directly into P+B- through P* as
a virtual intermediate is likely to make a significant con-
tribution to the Stark absorption spectrum that, al-
though not related to any derivatives of the absorption
spectrum, is related to model parameters and could in
principle be extracted. We conclude with a summary of
these results.
THE CLASS OF MODELS
We work with models of three electronic states, each
providing a potential for the nuclear degrees of freedom;
this class of models is defined by the Hamiltonian
H = Ho + H', (1)
with
3
Ho = z i> i Hi(ya, Pa)
i=l
(2)
and
H'= V1211>21 + V2312>K31 +hermitianconjugate, (3)
where the i> are three electronic states and ya,, andp, are
vibrational coordinates and momenta, respectively. We
take the direct matrix element VB3 = 0 for convenience,
although it can be included in a straightforward manner
by the same methods. Treating the electronic matrix ele-
ments perturbatively and within the Condon approxi-
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mation (assumed to be independent of vibrational coor-
dinates and momenta), the virtual rate from state 1)
(initial state) to state 3 ) (final state) is ( 13, Joseph and
Bialek, submitted for publication)
k3= fdr dsi ds2C(T s, r,S2, ), (4)
where
T I, 'T2, 73' 74) H1l2(l) 1123(T2)1f 32(r3)13i21(T4)>l
- K12(rl)H21 (T4)) IKH23(T2)H32(r33))2 (5)
and the time-dependent operators are in the interaction
picture with initial values of Hij(O) = Vij i> <Kj . The
angle brackets with subscripts denote thermal averages
over (ya:, Pa) in the indicated electronic states. This as-
sumes that the rate ofthermal equilibration in the initial
state is fast compared with the virtual rate itself.' We
have also assumed that the second rate k23 ofthe concur-
rent two-step process is slow compared with the equili-
bration rate in the intermediate state.
Specializing to the case ofharmonic modes Q, linearly
coupled to the electronic transitions and damped by a
large collection of harmonic oscillators XI, the Hamil-
tonian becomes
H= Ho + H' (6)
N p2 3
Ho>=E 2r + Ii)il Vi(Q,, .. ., QN) + Hdamping (7)
~ ~ 2:W2 qi)
=l. QN)=Ei+ 2 rQr -7r (8)
p2 N 2
H&amping= 2 +2 iE l(XIi2 ClrQr) (9)
H' = V121 1)K21 + V2312><31 + hermitian conjugate. (10)
In this case the virtual rate is
k13 = (V,2V23/h2)22 dr ds, ds2
X exp[fA(T, si, S2)/h]{exp[fB(-r,SI, S2)/h] l} (11)
where
A(T, SI, S2) iE13T + iE12(S2 S)
N
+ v qr,12[Kr(T- S + S2) -Kr()]
r=l
N
+ E qr,23[Kr(T) -Kr(0)] (12)
r=l
N
fB(T, SI, S2) E qr, 2qr,23
r=l
X [Kr(T s-) Kr(-S) +Kr(T +S2) -Kr(S2)] (13)
and fie = E-Eyj qr,ij - qir -qjr. The coupling to a bath of
harmonic oscillators results in linear frequency-depen-
vnbrcational coordinate Q
FIGURE 1 The three-state problem, showing the semi-classical energy
denominator E.
dent damping yr( Q). While we know that
-y,r( Q) 0 as
Q oo, we will assume that this function is approxi-
mately flat up to a frequency w, that is much higher than
any other frequency in the problem. We work within this
"ohmic limit" because it is the simplest form of dissipa-
tion. Assuming underdamped modes, we then have
(14)
where wr is the frequency', nr = (ehwr/kBT 1)-1 is the
thermal mean number of phonons in the rth mode, T is
the temperature, and Yr iS the damping coefficient ofthe
rth mode.
Semi-classical expansions of the virtual rate can be
performed for large and small values ofthe semi-classical
energy denominator E. This quantity is defined geomet-
rically in the case of one mode in Fig. 1. In the case of
two or more modes, E is defined by the expansions. The
semi-classical expansions use the saddle point approxi-
mation (or method of steepest descent) and assume the
saddle points are narrow compared with their separ-
ation. To further simplify the calculations leading to
the following results, we assume h rw zN= IYp( flp +
/-2)l/2q,2Wlp/h), and similarly for qp,23. Here qr,ij
-ir qjr.
For a high-energy intermediate state with large E, the
virtual rate is that of a two-state problem involving only
the initial and final states, coupled by an effective matrix
' Recent experiments cast doubt on this assumption. See reference
15.
2 Because ofthe damping, the oscillation frequency ofthe correlation
function Kr(-r) is different from the parameter wr appearing in the Ham-
iltonian. From here on, w, will refer to the oscillation frequency.
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element V12 V23/E(2, 13, 16, 17). As we lower the inter-
mediate state, this description becomes invalid when E
becomes smaller than an energy on the order of h/
TFC12 = [r=1 Xr,12hWr(i+ 1/2)1/2 . HereXr,ij = 1/2qrjWyr is
the contribution from the rth mode to the reorganiza-
tion energy of the transition from state i to state j. The
"Franck-Condon time" TFC12 is interpreted as the time
for two wavepackets moving separately on surfaces 1
and 2 to lose overlap with each other.
At small E, we assume that two or more modes are
coupled to the transitions, and that they have compara-
ble frequencies w and damping coefficients y. Upon ex-
panding the exponent of the rate integrand about the
saddle point in this case, we find a null eigenvector, forc-
ing us to go beyond quadratic terms. For activationless
reactions, this gives ( 13, 14)
k3 1h 23 bo[I + b2E2] (15)
to 0(E2), where
bN 2ir -1/4,bo = s h 3A 2 u
Ns = coth (ury/w),
A =
-2 {[ E r,12K'(0)][>i qr,13Kr(O)]
[ qr, 1i2r,13Kr(O)]}
[qr,12r,23Kr (°) r, 12Kr(0)
2h 3A4
ets have to overlap with each other, TFC12. The factor NS
arises due to the contributions of that many saddle
points. After a wavepacket is transferred to the interme-
diate state surface, it passes through the intermediate/
final state crossing roughly NS times before equilibration
occurs in the intermediate state. Population is trans-
ferred to the final state on each pass, contributing to the
rate k13.
The rate as a function ofthe intermediate state energy
can be fit by a gaussian with the correct small Ebehavior.
The virtual rate at large E is then underestimated by such
a fit, since in that limit it falls offonly as IE2. Fig. 2 a
shows a plot ofthe gaussian approximation to the virtual
rate as a function of the energy of the intermediate state
in one example. We see that the rate remains finite as the
energy denominator vanishes, but it can display a rather
pronounced peak or resonance. By experimentally vary-
ing the energies ofthe suspected virtual intermediate and
the initial and final states, one might hope to see a reso-
nant peak in the rate constant as the energy denominator
in the effective electronic matrix element vanishes. Cou-
pling to high-frequency modes can flatten this depen-
dence significantly.
(17)
and
b=_{I + I[ q2K" )][ q2K"O)]}/2 h2A4 r,1~~2K, 0)][ r,13Kr o)]}
[4 r,12Kr() (20
The magnitude of the rate at E = 0 has a compli-
cated form because of the null eigenvector. At low
temperatures, it is on the order of k13 (E = 0) -
(V12 2V3/h4)NSTSFC4, where the coupling constant is
on the order S Ihw. In most problems of interest,
S1/4 - 1, and we may interpret this expression as having
an effective energy denominator h/T-FC. This means that
the mixing of amplitude from one state into another is
limited by the time scale TFC, which is just the time two
wavepackets on different energy surfaces have to over-
lap. As E is varied from E = 0, the rate falls off at an
energy comparable to h /TFCI2. This is physically reason-
able, since we may think of h IE as the time the system is
allowed to spend in the virtual intermediate state by the
uncertainty principle. The rate falls appreciably when
this time becomes shorter than the time two wavepack-
EFFECTS OF HIGH-FREQUENCY MODES
ON THE VIRTUAL RATE
There is evidence that high-frequency modes, such as
carbonyl stretches or porphyrin breathing modes, are sig-
nificantly coupled to at least some ofthe photosynthetic
electron transfer reactions (18-22). "Significant cou-
pling" means that either SH12 1/2qH12CHI/h or SH23
'/2q2H23wH/ h is not 4 1. By "high-frequency" mode we
mean any vibrational motion whose quanta approach
the magnitude ofthe reorganization energies ofthe reac-
tion. These frequencies may range from hwH 400 cm-'
for some distributed porphyrin modes to almost hWH
2,000 cm-' for some local stretches.
It is natural to ask if such quantum effects invalidate
the approximation of the three-state system as a two-
state system with an effective matrix element. In the two-
state problem, the inclusion of high-frequency modes
has the qualitative effect of making the rate nearly inde-
pendent of both temperature and energy gap over wide
ranges. In the three-state problem, these modes can also
render the virtual rate only weakly dependent on the
energy of the intermediate state. Strongly quantum-me-
chanical modes also make the weakness of the tempera-
ture dependence robust to changes in the energy gaps of
the reaction.
While the semi-classical methods used to obtain the
above expressions may be used to treat low- and high-
frequency modes on the same footing, the qualitative
effects of coupling to the strongly quantum-mechanical
high-frequency modes are more easily seen by treating
them differently from the more classical low-frequency
modes (23, 24). We completely ignore the damping of
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FIGURE 2 (a) Virtual rate versus the energy ofthe intermediate state in the gaussian approximation. Because the matrix elements and the factor N,
do not affect the dependence on E2, they have been factored out. For simplicity, the initial and final electronic states are held fixed in an
activationless relationship while the intermediate state energy is varied. The plot shown is for the case oftwo modes with the equilibria ofthe three
states arranged equilaterally, as shown in the inset. Parameters are E13 = =X =1 23 = 1,200 cm-', hw, = hw = 200 cm-'. T = 100 K(dotted
curve) and T = 3000 K (solid curve). The zero for the energy E2 is taken as the point where the semi-classical energy denominator vanishes (in this
case, where E12 = 1,200 cm-'). (b) Including a high-frequency mode with hwH = 1,000 cm-'. The high-frequency reorganization parameters are
'12412H H = 1,000 cm- ' and qH23 = -qH 12. The sharp peaks merge, and the rate varies by less than a factor of 3 over an energy range of 2,000 cm-'.
The inclusion of more high-frequency modes would make this curve even flatter. T = 100 K (dotted curve) and T = 3000 K (solid curve).
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the high-frequency modes, since these relatively local-
ized modes probably have very long lifetimes, and sim-
ply insert complete sets of states into the correlation
function appearing in the rate integral. Considering only
one high-frequency mode for the sake of illustration, the
rate in the two-state problem is of the form
00
k = : |I0IT(qH)ln>12kL(E- nhwH)-
n=O
(21)
Here T(qH) exp(iPHqH/ h ) is the translation operator
for the high-frequency mode, PH is the momentum oper-
ator, qH is the coordinate displacement between initial
and final states, hwH is the high-frequency quantum, and
kL is the rate as a function of the energy gap in the ab-
sence of high-frequency modes. The rate vs. free-energy
curve of the system including the high-frequency mode
is the superposition of various rate vs. free-energy curves
for a system without the coupling to the high-frequency
mode displaced by multiples of hwHand weighted by the
high-frequency Franck-Condon factor. If the width of
each constituent curve is comparable to or larger than
the high-frequency quantum, the free-energy depen-
dence is mostly washed out over much of the inverted
region. Also, any point in this region is near the peak of
one of the substituent curves, so the temperature depen-
dence is that ofan activationless reaction (i.e., weak and
inverted). These qualitative features are present regard-
less of the detailed shape of the underlying constituent
curves. While coupling to modes in the intermediate
range of 100-400 cm-' broadens each ofthe constituent
curves, high-frequency coupling has a more dramatic ef-
fect on the energy gap and temperature dependences. If
we include several high-frequency modes instead ofjust
one, these weak dependences become even weaker.
The three-state problem with high-frequency modes
may be handled in an analogous way. Not only is the rate
nearly independent of temperature and the overall en-
ergy gap over wide ranges, but it can also be nearly inde-
pendent of the energy denominator over a substantial
range of energies. We find the virtual rate
k = dT ds1 ds2
-
0
o
X I KHl2(T - sI)Iml>(mIIH23(r)In>
MI,M2,n -0
x <nIH32(s2)1m2>Km2IH21(0)>1
- KHI2(T-sI)ImI>KmlIH21(0)>)
m1,m2=O
X KH23(T)Im2Km2IH32(s2)>2J. (22)
In each thermal average, the high-frequency mode
may be taken to be frozen in its ground state. This ex-
pression refers to only one high-frequency mode; several
such modes may be included in precisely the same fash-
ion. For each set of the high-frequency quantum num-
bers, the integral to be done involves only correlation
functions of the low-frequency modes. Semi-classical
saddle point methods can be applied to yield useful ap-
proximations to these integrals (13, 14). The large-E
expansion has the leading term
k1°) = (V12 23/ h )2 2i TFC13(n)ef('(n)OO)/ h
n=O
1 2
X E(n, m) (°I (qH12)Im><mlT(qH23) In> . (23)
The various terms are weighted by the appropriate
Franck-Condon factors for the high-frequency modes; T
is the translation operator. The quantities T*(n) and
TFC13(n) are just the saddle point location and width for
a system without high-frequency modes, but with the
energy of the final state raised from its actual value by
n hwH. There is a different semi-classical energy denomi-
nator E( n, m) for each set of high-frequency quantum
numbers. This is illustrated in Fig. 3. E(n, m) is just
what we would find for the semi-classical energy denomi-
nator E if there were no high-frequency modes in the
problem, but with the final state raised by n hwH and
with the intermediate state raised by mhcH. Note that
the sum over m, the intermediate state high-frequency
quantum number, is a coherent sum; i.e., the amplitudes
must first be summed and then squared to yield the rate
constant. The effect of high-frequency modes in modify-
ing (or "renormalizing") the free-energy change of a
two-state reaction has already been discussed. An impor-
tant aspect of this (23 ) is that a system with e > X (the
"inverted region") can effectively be activationless if it is
coupled to high-frequency modes, because one or more
terms in the sum can raise the final state enough to make
the reaction activationless. In the three-state problem,
we find that the emission of high-frequency quanta im-
plies that the energy denominator does not have a
unique value, and that its dominant value (the smallest)
may differ significantly from the value it has before the
electronic states are raised by high-frequency quanta.
The most dramatic case here is one in which the domi-
nant set of high-frequency quantum numbers causes
E(n, m) to be so small in magnitude that the leading
term is no longer a good approximation. The rate inte-
gral is then better approximated as having a nearly van-
ishing semi-classical energy denominator.
We now turn to some ofthe experiments that attempt
to vary the energies of the pertinent states in photosyn-
thetic reaction centers of Rhodobacter sphaeroides and
Rhodopseudomonas viridis. In isotropic samples, with
external electric fields up to 106 V/cm, the fluorescence
quantum yield (25) is seen to increase by a factor ofonly
- 1.3. Furthermore, these experiments showed that the
fluorescence Stark effect in quinone-containing RCs re-
mains nearly quadratic with the electric field throughout
the range of the field strength.
The dependence of the primary separation rate k
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FIGURE 3 Coupling to a high-frequency mode leads to a variety of semi-classical energy denominators. The vibrational coordinate Q is a low-fre-
quency mode. For the high-frequency quantum number m = 0, the energy denominator in this example is large, while form = 1 it is smaller by the
quantum hwH. For m = 2 the semi-classical energy denominator nearly vanishes.
(=k12 + k13) on external electric field has been extracted
from absorption kinetics measurements (26). These em-
pirical facts suggest that the primary rate varies by no
more than a factor of 3 as the energy ofP+B- varies over
+ 1,000 cm-l andP+H- varies over ± 1,800 cm-l, assum-
ing a local field correction of 1.2 and using macrocycle
center-to-center distances as estimates of the dipole mo-
ments. Theoretical estimates (27) based on virtual
transfer using the large E effective matrix element,
VI2 V23/E, and not including coupling to high-frequency
modes, lead one to expect the fluorescence quantum
yield to change more dramatically than is seen.
With coupling to a 1,000 cm-' mode, Fig. 2 b shows
that varying the intermediate state energy by 2,000 cm-'
changes the virtual rate k13 by less than a factor of 3.
Emission of high-frequency quanta3 effectively brings
the state back up into a situation with E 0. For high-
frequency coupling constants close to 1, the resonance of
the type shown in Fig. 2 a is reproduced possibly several
times on one side ofE = 0 with the spacing hwH. The
vibrational structure that is present at low temperature
with only one high-frequency mode in the model is
blurred out if there are just a few high-frequency modes
of incommensurate frequencies. Similar considerations
lead to a weak dependence on the energy ofthe final state
in the inverted region. Thus even an experiment that
varies both the intermediate and final state energies,
3 For simplicity, only the terms with high frequency quantum num-
bers m, = m2 and n = 0 are included here. Including other terms does
not effect the curves significantly.
such as electric field effects, may still reveal only weak
changes in the rate. We note that these qualitative fea-
tures are present regardless of the detailed shape of the
individual resonant peaks of Fig. 2 a, and regardless of
their overall strength, and thus are present over a wide
range of vibrational coupling parameters. This aspect of
the data can be understood without detailed knowledge
of the underlying parameters.
The weak energy gap dependence seen experimentally
can be qualitatively understood in terms of coupling to
high-frequency modes even if we suspect that the reac-
tion proceeds by virtual transfer. Such a weak depen-
dence ofthe virtual rate on the intermediate state energy
may make it unnecessary to calculate the energy pre-
cisely from microscopic considerations (28), as long as
the intermediate state is not more than -h/hrFC12, a few
hundred wavenumbers', above P*. If it is higher than
that, we have difficulty understanding the weak field de-
pendence. However, it can be as much as -2,000 cm-l
below the initial state without showing energy depen-
dence. This explanation of the apparent lack of field de-
pendence rests on the state P+B - being either activation-
less or in the inverted region with respect to P*. If this is
the case, the first rate kl2 ofa two-step process is also only
weakly dependent on energy gap and temperature. Thus,
the weak field dependence does not in and of itself rule
out virtual transfer, but it does place an upper bound on
the intermediate state energy.
STARK FLUORESCENCE ANISOTROPY
Stark fluorescence anisotropy measurements were pio-
neered by Lockhart et al. (7, 25, 29) to determine the
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initial electron acceptor. These experiments attempt to
determine the angle between the transition dipole mo-
ment and the permanent dipole moment of the initial
charge transfer state. This was done by applying an elec-
tric field to immobilized, randomly oriented reaction
centers and measuring the polarization dependence of
the change in the fluorescence intensity. The results sug-
gest that the bacteriopheophytin is the initial acceptor,
apparently providing evidence against a two-step mecha-
nism. We argue that the possibility remains open that the
primary charge separation proceeds mainly by two-step
transfer, but that the Stark fluorescence anisotropy result
comes about due to a small contribution from virtual
transfer that has a stronger dependence on the energy
gaps.
The contribution to the fluorescence intensity F from
reaction centers of a particular orientation is approxi-
mately proportional to
(24)
where k is the rate of the primary charge separation, e is
the polarization vector ofthe fluoresced photon, and p is
a unit vector along the fluorescence transition dipole
moment.
It was assumed in references 7, 25, and 29 that the
electron transfer rate is affected by the electric field only
through its dependence on the energy gap between the
initial and final states. In other words, a two-state analy-
sis was performed. The change in the fluorescence spec-
trum due to the electric field is mostly proportional to
the 0th derivative ofthe spectrum, although there is also
a first derivative component. By Taylor-expanding 1/k
for sufficiently weak electric fields and averaging uni-
formly over the orientation (assuming the reaction
centers are identical aside from orientation), one arrives
at the expression for the 0th derivative component ofthe
change in fluorescence intensity,
AFXoc 19e2IEI2{ + l[(4 ^ )2 33][(Ee)2 _j}
(25)
Here E is the change in the internal electric field due to
the externally applied electric field. This is larger than
the applied field by a factor called the "local field correc-
tion"f, which has been estimated to be between 1.2 and
1.8 (30-32). We will assume that the local field correc-
tion is homogeneous and isotropic, and that polarizabil-
ity differences are negligible. The last factor involves the
internal electric field and the polarization of the fluo-
resced photon. A fit to the dependence on the angle be-
tween these vectors determines the angle between the
transition dipole and the difference dipole ',. After sepa-
rating out the effect of the emission difference dipole
(29), the result in Rb. sphaeroides at 770 K was 65 + 2°
suggesting that the bacteriopheophytin is the initial ac-
ceptor.
Now if virtual transfer ("superexchange") is suggested
by this result, we must deal with the fact that the virtual
rate in general depends not only on the overall energy
gap of the reaction but also on the initial/intermediate
energy gap. This leads us to a three-state analysis of the
experiment that is independent ofany model forthe reac-
tion.
We consider three electronic states, 1, 2, and 3, with
the two energy gaps, £12 and (23, and assume that the
primary separation rate depends on no energy gaps other
than £12 and £23. Here ij = Ej - ej. In the general situation,
the electric field affects the electron transfer rate through
its effect on both of these energies, so the Taylor expan-
sion for weak fields is a bit more complicated:
0l2(I1/k) __- )(1 )AF oc d2z ('912 * E )(e *p )
+ 2 2( 1/k) I*2)(i23* * p)del12 23
a2( I/1k) * )2(e . p)2>
+ 2 ((AA23 E)2e~ p)2 (26)
Here jA12 is the difference dipole between states 1 and 2,
and g23 is the difference between states 2 and 3. The
angled brackets denote the orientational average. The
first and last terms have the same form required for the
two-state analysis; this expression has been calculated
previously (33). The mixed term is shown in the Appen-
dix to be given by4
K(12 E)(423. E)(e 92)2>= /9i2v A23
+
'/5[( L12 * f)( '23 * P) - 1/3Ii2 * Ml23][(E ) - 1/3] (27)
where a ^ denotes a unit vector.
Putting the terms together, we find that the depen-
dence on the angle x between the electric field and the
fluorescence polarization is precisely the same as in the
two-state analysis:
AF oc '/9 + '/5 [ COS2 1eff/3[ COS2 X- 1/3]. (28)
In the two-state analysis, the angle teff is just the angle
between the transition dipole and the difference dipole
moment between the initial excited state and the final
state ofthe reaction, the first charge transfer state. In that
interpretation,
4 An average of the same form enters into an analytical disentangle-
ment of the emission difference dipole effect (first derivative compo-
nent) from the total Stark fluorescence anisotropy spectrum.
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Cos eff = g.P, (29)
where j,et is a unit vector along the difference dipole mo-
ment between P* and the primary charge transfer state.
The angle effwas experimentally determined to be 650.
The three-state analysis gives
+ 2 [(gj2 P)6i23 P) --jI12- 1L23]
02( [k 23.
-)2 -1 2
X 2 ()_ 2 k( / ) M12- 23(12 - 23
a2 ( /k) 2] (30I)
It is important to note that these expressions for the
Stark change in fluorescence and the effective angie ge.
are independent of any models that one might propose
for the primary charge separation.
In contrast to the result of the two-state analysis, the
effective angle hef depends on the second partial deriva-
tives of the reciprocal electron transfer rate with respect
to the energy gaps, or on two ratios ofthese three quanti-
ties. It also depends on the difference dipole moments
and the angle between them. If the primary separation
proceeds purely by direct transfer, then all the deriva-
tives are equal and the expression reduces to the two-
state result with cos Aeff= 1l3^ 'i. Ifthe reaction proceeds
purely by a two-step mechanism, then only the second
derivative with respect to 12 is nonzero, and the expres-
sion reduces to the two-state result with cos ;eff = 12 P.
If virtual transfer plays a role, however, or iftwo or more
of these mechanisms contribute significantly, the ob-
served angle is a complicated combination of various
parameters of the system.
It is then natural to ask iftwo-step transfer might actu-
ally be dominating the reaction, while a small contribu-
tion to the rate from virtual transfer affects the experi-
mentally observed angle eff. The dependence of the ob-
served angle on the energy gap derivatives suggests that
this might be possible ifthe virtual rate has a sufficiently
strong dependence on the intermediate/final energy gap
E23 . We will make a rough order ofmagnitude estimate of
how strong this dependence must be if it is to affect our
conclusions about the mechanism.
The observed angle places a severe constraint on the
dependence of the rate on the energy gaps. We consider
the three states that might be involved in the initial
charge transfer to be P*, P+B-, and P+H-. We will as-
sume the difference dipoles are given by the center-to-
center distances between the macrocycles. The values we
use are taken from the Rps. viridis structure (34, 35); the
values for Rb. sphaeroides (36) are nearly identical. The
centers ofB and H are taken to be the average ofthe four
central nitrogens; the center ofthe special pair is taken as
the average ofthe centers ofeach ofitsconstituent mono-
mers. We neglect the dipole moment of P*. Following
references 7 and 37 we take pA. = cos 45.9° and p-
57.70. (Let g.21 = 1.2 -, s12 and similarly
for the other difference dipoles.)
The Stark fluorescence data together with the above
expressions then lead to the following constraint:
-2. 2(1/k) 0.8 2(1/k) 2(1k)
CIE 12 Clf124E23 de23 (31)
We now suppose that 90% ofthe primary separation rate
is the first rate of a two-step process, which we will as-
sume to be independent of 23. For the sake ofour calcu-
lation we take the remaining 10% to be due to virtual
transfer. The above constraint suggests that all three de-
rivatives are of the same order of magnitude, since the
coefficients are of order unity. This can be satisfied ifthe
energy bf23 over which the virtual rate varies appreciably
is roughly three times smaller than the energy bf12 over
which the total rate undergoes significant variation. If
this is the case, SE12 is given by the scale ofthe energy gap
dependence seen in Stark absorption kinetics studies
(38). The experiments (38) showed the rate dropping
from its peak by a factor of e'12 over an energy range of
800 cm-'. This curve was presented with a value off=
1 for the local field correction. If we assume a value of
1.5, this energy scales to 1,200 cm-'. We must also
account for the fact that the curve in reference 38 was
calculated assuming a dipole moment of 82 D for the
initial charge transfer state. Since we are considering the
possibility that the monomer is for the most part the
initial acceptor (with a dipole moment of -50 D), we
must scale the energy down by the ratio of these mo-
ments, giving b'E2 750 cm-'. This means the virtual
rate must fall significantly from its peak as we vary the
energy ofP+H- by -250 cm-'. If this order of magni-
tude for the dependence ofthe virtual rate on the second
energy gap is implausible, then the data implicate virtual
transfer as the dominant process in the transfer.
We must ask how strong the virtual rate dependence
on E23 can plausibly be. The expressions for the virtual
rate at the small energy denominator given above show
that the virtual drops by e-l2 when the P+B- energy is
varied by <(2XI2hco)/2, where X12 is the reorganization
energy between P* and P+B- and c is a typical mode
frequency coupled to the transition (assuming hw >
5 In this section we consider varying E23 while keeping E12 fixed, which
is equivalent to varying the P+H- energy. This changes both the energy
denominator and the activation energy. The estimate for 6E23 is based,
however, on calculations in which the P+B- energy is varied, which
only changes the energy denominator. We assume that the resulting
energy changes are of comparable magnitude.
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FIGURE 4 Simple picture of three states with amplitude loss. The vir-
tual rate depends on 13, while the first rate ofthe two-step transfer does
not. In the perturbative limit, the virtual rate is proportional to 1/13,
regardless of the intermediate state energy.
kBT). We assume that either coupling to high-frequency
modes is insignificant or that e23 is in or near the normal
region. Taking X12 300 cm-l and hw 200 cm-'
gives6 6623 - 350 cm-'. Although the approximations
used in this order of magnitude estimate were crude, the
proximity ofthis scale ofvariation to that required opens
the possibility of a reinterpretation of the experimental
result.
In summary, we have described a scenario, consistent
with the Stark fluorescence anisotropy data, in which
virtual transfer contributes only 10% to the primary
charge separation, while the apparent angle between the
transition dipole and the dipole moment of the initial
acceptor state is close to the observed 650. To open this
alternative interpretation, however, we had to go to the
limits of physically plausible energy gap dependences.
A TWO-PULSE EXCITATION EXPERIMENT
We have seen that several experiments aimed at eluci-
dating the mechanism of the primary charge separation
are inconclusive when considered individually. Al-
though we might hope that the body of data taken as a
whole will be consistent with only one of the proposed
mechanisms, the large number ofparameters in the mod-
els might not allow such a firm conclusion. We now pro-
pose an experiment to distinguish between virtual and
two-step transfer processes, with the aim of finding a
signature that is independent of the underlying system
parameters over a certain range.
The idea is motivated by the simple picture of three
levels shown in Fig. 4. The virtual rate depends on r3,
while the first rate ofthe two-step process is independent
of r3 ( 12). The virtual rate is proportional to 1 / r3, as-
suming the perturbative approximation V12, V23 < r3
and the larger ofE and F2. This holds regardless of the
energy of the intermediate state. If we can increase F3
experimentally, a decrease in the rate will indicate vir-
tual transfer while no change is indicative of a two-step
process.
6 With these parameters values, the semi-classical approximation
used to produce this expression is close to breaking down.
In Fig. 4, r3 is the rate at which the coherent mixing
from state 2 decays. How can we increase this experimen-
tally? One way is to remove amplitude from the P+H-
levels with radiative excitation in the H- band at 665
nm.7 The idea is to excite the system at 870 nm with a
pulse oftypical energy and duration, and after an appro-
priate amount of time excite the system with an intense
pulse centered at 665 nm. During the H- excitation,
pulses probing the stimulated emission8 should detect a
slowing down ofthe kinetics. Ourjob now is to calculate
the intensity and duration oftheH- pulse required to see
an effect in the event of virtual transfer.
How large is r3? To know how much of an effect to
expect, we need an upper bound on the natural value of
r3. While Fig. 4 seems to suggest that r3 is the dephasing
rate ofthe participating excited P+H- levels, it might be
even faster than that. If a vibrational wavepacket on the
P+H- surface moves away from the P+B- crossing
point before it dephases, but dephasing occurs before
the completion of one vibrational period, the amount
of mixing from P+B- is limited not by the dephasing
rate but rather by the time to move away from the
crossing point ( 17). At low temperatures this is given by
(Xhco) 1/2/h, where X is the P+B-/P+H- reorganization
energy and w is the frequency of a typical semi-classical
mode coupled to the transition. For an upper bound on
F3, we use the reorganization energy of the overall P*/
P+H- reaction, assumed to be 1,200 cm-'. For a
semi-classical mode of relatively high frequency we use
hw 200 cm-'. This gives an upper bound of hr3 <
500 cm-', or r3 c 1 X 1014 S-. It is important to note
that while model parameters were used to obtain this
upper bound, the underlying vibronic parameters need
not be known to interpret the experimental results as
long as we are in the perturbative regime (and in the
absence of the complications noted below).
We require the H- pulse to be intense enough to
change the time constant by more than the experimental
error. At 8K the time constant is 1.2 ± 0.1 ps (39). The
increase ar3 must therefore be at least
br3 = r3 °12 8 x 1012 S-. (32)
Denoting the absorption cross-section at 665 nm by U665,
the required intensity by I665, and the photon frequency
by Q, the rate of radiative amplitude loss is given by
-r 1I 6651I665
=2 hQ665
(33)
The factor of 1/2 is due to the fact that r3 corresponds to
amplitude loss, not population loss. The cross-section
7 The numbers quoted here refer to Rb. sphaeroides. Analogous state-
ments hold for Rps. viridis.
8 Note that probing the appearance of the P+ band rather than the
stimulated emission could be deceiving because vibrational relaxation
could cause spectral changes during the experiment.
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has been measured in the Rb. sphaeroides (40) to be
about a665 = 5.8 X l0-'" cm2. This yields a required
intensity of I665 = 8 x 1010 W/cm2.
If we are to avoid nonlinearity in the H- absorption,
we are limited in the total energy per unit area 6 of the
H- pulse. The highest we can go is given by
'O O'665
~(34)
hQ0665
which limits us to 6 < 5 x 10-3 J/cm2. To achieve the
required intensity, the pulse duration must then be no
greater than -60 fs. The rate of stimulated emission
decay could be probed during the H- excitation. Be-
cause the half-width ofthe P band at low temperatures is
;200 cm-', the probe pulse cannot be shorter than 30
fs. The best signal to noise ratio should be obtained ifthe
H- pulse is delivered after the initial rise in the stimu-
lated emission, but less than one l/e time thereafter.
Suppose we do see the rate decrease. It could be that
virtual transfer makes only a small contribution, but that
r3 is smaller than we thought. To remove this ambiguity,
we need a measurement at another value of br3, which
could be obtained with 30-fs pulses in the H- band. Such
pulses have a spectral width no greater than that of the
H- band at low temperatures (41 ). If the pulses can be
timed with sufficient accuracy, and with enough averag-
ing, it will be possible to obtain measurements ofthe rate
constant in the H- excitation window. Together with the
rate measurement at br3 = 0, we would then have three
measurements available, and we could fit the rate to the
functional form
k( 1'3) = a + b, (35)F3 + 6F3
adjusting the parameters a, b, and r3. The additive con-
stant is the first rate ofthe two-step process. We can then
determine whether two-step transfer dominates the de-
cay of P*.9
We anticipate certain problems with this experiment.
The values ofthe center frequency, width, and cross-sec-
tion of the H- band we have used in these calculations
are those at 20-30 ps after the initial excitation. It is
conceivable that due to vibrational relaxation in P+H-
these values are different from those relevant on the fem-
tosecond time scale. The relevant values can in principle
be determined experimentally. The intensity of the H-
excitation might cause nonlinear optical effects in the
medium surrounding the reaction centers, although
such effects could be characterized on blank samples. A
problem that is perhaps more serious is the presence of
absorption in the vicinity of 665 nm in the ground state.
The transitions responsible for this absorption could
9 A contribution from direct transfer, mediated by direct coupling
between P* and PI H-, is indistinguishable from virtual transfer in this
experiment.
complicate the interpretation ofthe data. Ifthese transi-
tions can be identified, their effect on the data could be
estimated and accounted for. Manufacturing the re-
quired pulses may also pose a problem. Pulses of suffi-
cient energy and brevity have been produced (42), but
these had a center wavelength of 625 nm.
To summarize, we have suggested an experiment to
distinguish two-step transfer from virtual or direct
transfer in the primary charge separation. The procedure
can be outlined as follows:
(I) Pump the system in the P band with an energy to
excite <20% of the reaction centers.
(2) Shortly after the rise in the stimulated emission,
excite the system in the H- band with a 60-fs pulse of 5
mJ/cm2.
(3) Probe the stimulated emission during the H- ex-
citation with 30-fs pulses.
(4) Repeat using a 30-fs pulse for the H- excitation.
(5) Use the three available rate measurements to fit
the functional form
k(6L3) = al(F3 + br3) + b.
This determines whether the first rate of the two-step
process, b, is greater than the sum of the virtual and
direct rates, a/r3. In the perturbative regime, one can
interpret the data in this way without a detailed Hamil-
tonian to describe the system.
ABSORPTION THROUGH P*
AS A VIRTUAL INTERMEDIATE
Second-order perturbation theory allows some absorp-
tion from the ground state to a charge-transfer state,
since the ground state is radiatively connected to P*
while P* is connected to charge transfer states by elec-
tronic matrix elements. This has been discussed previ-
ously by several authors (43, 44). While there is the possi-
bility ofa transient intradimer charge transfer state in the
wild-type (45-47) and in heterodimer mutants (48, 49),
we will focus our discussion on absorption into P+B-. It
is natural to ask if this absorption plays any functional
role in facilitating charge transfer, and whether it can
affect any of the experimental data used to probe the
primary charge separation. To answer these questions,
we need to estimate this cross-section and its dependence
on the photon frequency Q.
One way to calculate a cross-section that emphasizes
the similarities to a rate calculation is to put the system
in a large box of volume CV. There is one photon of fre-
quency Q in this box, so the photon density is 1 /IV and
the flux density J of the light impinging on the reaction
center is cl C, where c is the speed oflight. We then have
to calculate the rate k, to go from the ground state PB to
the charge transfer state (P+B-). The cross-section for
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QFIGURE 5 The cross-section to absorb from the ground state into P+B- is proportional to the rate constant to go from state 1 to state 3 virtually
through state 2. The vibrational surface ofstate 1 is that ofthe ground state raised by the photon energy h Q (shown for two values ofQ), while state 2
is P* and state 3 is P+B-. The figure defines the energy gaps e* and E23 referred to in the text. The dashed curve is the state 1 surface for a photon
frequency at the peak ofthe absorption into P+B-, where states 1 and 3 are in an activationless relationship; hQ = X13 - e* - E23. The dotted curve is
the peak of the absorption into P*, where states 1 and 2 are in an activationless relationship; h Q =-,2 - e*.
the absorption into P+B- is then av = kv/lI. We can
calculate this rate to lowest nonvanishing order in the
perturbations
-p * E and V( 12 > 31 + hermitian conju-
gate), where p is dipole moment operator and E is the
electric field operator (50). We have denoted the inter-
mediate state P* by 12 > and the final state P+B- by 13 >.
The electronic matrix element coupling these states is V,
which is equal to the matrix element V12 we referred to in
the discussion of the primary charge separation. I as-
sume that there is no transition dipole matrix element
between PB and P+B-, and we make the Condon ap-
proximation for the transition dipole (it is independent
of the vibrational coordinates and momenta). We then
have a virtual rate calculation that is formally identical
to the virtual electron transfer rate calculations. After the
electric field acts on the photon part of the state vector,
the vibrational surface of the ground state is raised by
hQ, and we can consider this the initial state (state 1 ) of
the reaction. This is illustrated in Fig. 5.
At a given photon frequency, the ratio ofthe cross-sec-
tion into P+B- to the cross-section into P* is precisely
equal to the ratio of the virtual rate in Fig. 5 to the first
rate of the two-step process (i.e., the rate from state 1 to
state 2). In general, as shown in Fig. 5, the peak frequen-
cies ofthese two cross-sections are different, so the bands
do not necessarily coincide. The P+B- cross-section has
a peak at hg =XI3 - E* - E23, while the P* cross-section
has a peak at h Q = XI2- . Under the same simplifying
assumptions used in the electron transfer calculations,
the ratio ofthe peak absorptions ofthese two bands is on
the order of
v2
6Vmax/0'*max -- coth (-x/'y') S 1/4X12hco (36)
at low temperatures, with the appropriate modification
at high temperatures. The ratio may be smaller than this
ifthe energy denominator at the virtual absorption peak
is large. Here w is the frequency of a typical vibrational
mode with damping coefficient y and dimensionless
coupling S. We tentatively assign the half-width at half-
maximum of the P band ( 200 cm-' at low tempera-
tures) to the vibronic energy fluctuation (X12h) 112. As
an estimate we also take V 20 cm-', w/((ry) 3, and
S'/ 1. With these numbers, the strength of the P+B-
absorption band is a few percent of the P band maxi-
mum. The process may be only a slight perturbation to
the ground state absorption spectrum. Nonetheless, we
will see that the effect of virtual absorption on the Stark
absorption spectrum can be potentially severe.
It is interesting to note that the absorption into P+B-
may actually have two peaks, even ifthere is no coherent
vibrational recurrence. Kharkats and co-workers (51)
showed in the case of one mode with equal displace-
ments in the transitions that the activation energy ofthe
virtual rate is given by the energy from the equilibrium
of the initial state to the higher of the initial/interme-
diate and intermediate/final crossings, if these are both
lower than the initial/final crossing. In the example of
Fig. 5, this other peak in the virtual cross-section coin-
cides with the peak ofthe P band. In Fig. 6, however, we
give an example in which this "Kharkats peak" is at a
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QFIGURE 6 A second peak in the spectrum of virtual absorption into
P+B- may exist. In the example shown here, this peak (solid state 1
curve) is at a higher frequency than the P band peak (dashed state 1
curve).
higher frequency than the P band. To be resolvable, this
peak must be separated from all others by at least each of
their widths. Unfortunately, the assumptions made in
the calculations do not allow us to estimate the strength
or width of this peak.
While it does not appear likely that virtual absorption
into P+B- contributes significantly to the ground state
absorption spectrum, it may have a severe effect on the
Stark absorption spectrum, since the dipole moment of
P+B- could be an order of magnitude greater than the
difference dipole between P and P*. Because the Stark
effect probes the nature of the initial states involved in
electron transfer, we would like to understand other pro-
cesses that can affect these data.
Consider a sample of immobilized and randomly ori-
ented reaction centers subjected to an external voltage
that changes the internal electric field by E. Let the total
absorption cross-section be a - a* + av. Let a = a/
[ Q(E * p)2], and likewise for a* and av. We know that a*
is a function of e* + hQ, while -avis a function of e* + hQ
and also E23. The Stark absorption change is
A(sQ) = ( )(U**E2
+ 2 fdd ((i pj)2(jj,. E)(g23. E)>
+ a (( . 1)2(-*. 2(37)
Here e is the polarization vector ofthe absorbed light, p is
the unit vector parallel to the transition dipole, u* is the
difference dipole between the ground state and P*, and
i23 is the difference dipole between P+B- and P*.
To obtain an indication ofwhether virtual absorption
into P+B- can have a serious effect on the Stark spec-
trum, we assume that the P+B- dipole is given by the
macrocycle distance, '231 50 D. The Stark spectrum
of the P band has been used (31, 32, 52) to determine
- 6.5-7.0 D/fat 77 K. Assuming for now that this
determination was not significantly affected by the Stark
effect on virtual absorption, it appears that the difference
moments may differ by almost an order of magnitude.
We saw earlier in this section that the strength of the
virtual absorption may be a few percent of that of the
absorption into P*. Assuming that the angular factors
and energy differentiations do not alter the relative order
of magnitude ofthe terms, we see that the last term (due
to virtual absorption) may be comparable to or even
larger than the first term (due to absorption into P*).
The location of these two Stark bands in the spectrum
may be quite different, however. The virtual absorption
can therefore have a serious effect on the deductions one
draws from the Stark spectrum.
The shape of the virtual contributions to the Stark
spectrum can potentially differ greatly from the second,
first, or zeroth derivatives that are commonly used to
interpret such spectra. The first term is proportional to
the second derivative of the absorption spectrum. The
other two terms, however, are not related to any deriva-
tives ofthe absorption spectrum; the differentiation with
respect to E23 in general allows them to be completely
unrelated functions of Q. The similarity between the sec-
ond derivative and Stark effect ofthe Pband ( 3 1, 32, 52 )
then suggests that any peaks due to virtual absorption
into P+B- are somewhere else in the spectrum. This in
turn implies that the value quoted above for the differ-
ence dipole between P and P* has not been per-
turbed significantly by the virtual absorption Stark ef-
fect.
If the Stark effect could be sufficiently well under-
stood, including other effects such as polarizability
changes, it is conceivable that it could be used to place an
upper bound on the electron transfer matrix element of
the first charge transfer transition in the reaction center.
Some of the strong deviations from a second-derivative
shape seen outside the P band may be due to virtual
absorption into a charge-transfer state, and could be the
subject of future experimental and modeling efforts.
SUMMARY
We have examined some experiments on the primary
charge separation in terms of virtual and two-step elec-
tron transfer. The weak energy gap and temperature de-
pendences ofthe observed rate constant could be generi-
cally achieved in the presence of coupling to high-fre-
quency vibrational modes, providing the energy gaps are
in the inverted region. This robustness ofan experimen-
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tal feature with respect to the many parameters of the
model allows us to simplify the parameter space we need
to consider. Nonetheless, we have not been able to con-
clusively deduce from the available experimental data
whether virtual transfer makes a significant contribution
to the primary charge separation. The Stark fluorescence
anisotropy data, indicative of virtual transfer, allow an
interpretation in terms of two-step transfer within a
plausible value for the intermediate state energy range
over which the virtual rate varies appreciably.
In the hopes ofdetermining the mechanism ofthe pri-
mary separation, we have suggested a two-pulse excita-
tion experiment that distinguishes two-step from virtual
or direct transfer, and discussed the associated problems
and their potential solutions. It is certainly conceivable
that, together with the body of data already accumu-
lated, it will be possible to determine the contributions of
virtual, two-step, and direct transfer to the primary
charge separation.
We considered absorption into P+B- virtually
through P* and found that its peak cross-section is likely
to be much smaller than that ofabsorption into P*. How-
ever, the band can be centered at a different frequency,
so this virtual transition could conceivably contribute to
the ground state absorption spectrum and affect the ki-
netics after excitation. Absorption into P+B- can also
have an appreciable effect on both the size and shape of
the Stark absorption spectrum. If the center of this band
were known, it might be possible to use the Stark absorp-
tion data to place an upper bound on the electron
transfer matrix element connecting P* with PI B-. Mod-
els used to fit other experimental data predict the parame-
ters of this band, so experimental investigations in this
direction have a hope of measuring one of the most im-
portant quantities relating to the primary charge separa-
tion.
piece ofthis four-index object. We break the problem up by decompos-
ing the two-index objects ua,u, and v,w, into their spherical tensor com-
ponents. We have
UaUi6 = (UaUi5 - '/3U23aj,) + /3U 6a (40)
In terms of the ranks of the spherical tensor components, this is of the
form 2 (00. Similarly,
DzW5 = ['/2 (vzwb + v6w7,) -1/3V * W35ti]
+ '/2(V,W, - v,6w) + '/3V * W3... (4 1 )
This is of the form 2 (0 1 (0 0.
By the same rules used in the addition ofangular momenta in quan-
tum mechanics (53), the outer product oftwo spherical tensors can be
decomposed into tensors of only certain ranks:
jl+12
,V(l) ® %(i2) = z (J)
j=lil-121
(42)
This is a property of the irreducible representations of the rotation
group in three-dimensional space. Therefore, the rank 0 piece of the
product consists of only the 00)0 product plus the rank 0 piece of the
2 E) 2 product. This last piece can be calculated if we think of each
traceless symmetric rank 2 tensor as a five-component vector with one
index corresponding to the pair of Cartesian indices (a,3). The 2 (0 2
object with four Cartesian indices we are considering then becomes the
dyadic product of two such vectors, and its rank 0 component is just
one-fifth its trace multiplied by the appropriate 5 x 5 identity matrix.
The trace is easily calculated by contracting the index (a13) with the
index (yby). We need to identify the 5 x 5 identity matrix. The obvious
starting point is aibal This must be modified, however, because it is
going to act in the space oftraceless symmetric 3 x 3 matrices and must
share those properties. To insure tracelessness upon contraction be-
tween a and fd and also between -y and 6, we make the replacement
baaybM - 6aay6 - 1/36 ,63 (43)
It must also be symmetric between a and ,B and between -y and 3.
Symmetrizing over both these pairs of indices finally gives
5x
-5X 1/2 ( 6,,, 6 + 3 ) - 1/36 -ap'5,y5 62 ~ 65-y a5 # y
Extraction of the rank 0
tensor component
In our discussion of the Stark fluorescence anisotropy data, we use the
fact that
A(412 E)(i23 E)(e P)> =/9l,2 23
+ '15[(1L12 * )(423* fP) - 1/3g12.* 23][(E*e)2 - /3], (38)
where the angled brackets denote an orientational average. We now
prove this.
For brevity of notation, let u = p, v = A12, and A23. Let the
Cartesian components ofa vector v be denoted by va,, where a = 1, 2, 3,
and adopt the Einstein summation convention for repeated indices. It
will suffice to show that
UaU"VyW > = |/9U V _W3arty
+ '/5 [ '/2 ( 3ay366 + ba53rty ) 1/36a66yb I
X [(U-_ V)(U- W) -1/3U2V. W.
Contracting between the rank 2 tensor indices (a#) and ( yb) gives the
value 5, as expected. Putting these pieces together and expressing the
quantity of interest as
K(fl12- E)0223. E)(e" p)2> = eaertEyE6paPt,612z2_>(45M )
gives the desired result. Similar methods could be used to compute the
Stark fluorescence change at higher powers of the electric field.
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(39)
To do this, we remember that only spherical tensors ofrank 0 survive a
spherical orientational average. We must therefore find the rank 0
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