McMillan degree to matrix-valued functions in the real Hardy space of the complement of the unit disk endowed with the Frobenius L 2 -norm. We describe the topological structure of the set of approximants in terms of inner unstable factorizations. This allows us to establish a two sided tangential interpolation equation for the critical points of the criterion, and to prove that the rank of the error F ? H is at most k ? n when F is rational of degree k and H is critical of degree n. In the particular case where k = n, it follows that H = F is the unique critical point, and this entails a local uniqueness result when approximating near rational functions.
Approximation rationnelle matricielle dans H 2 , degr de Mac-Millan x : points critiques et rang de l'erreur.
R sum : Ce rapport traite de l'approximation rationnelle matricielle degr de Mac-Millan x dans l'espace de Hardy r el du compl mentaire du disque unit muni de la norme de Frobenius L 2 . La structure topologique de l'ensemble des approximants est d crite en termes de factorisation int rieure instable. Cela permet d' tablir une quation d'interpolation tangentielle bilat rale satisfaite par les points critiques du crit re, et de prouver que si F est rationnelle de degr k et H un point critique de degr n alors le rang de l'erreur (1) as H ranges over p m rational matrices of McMillan degree at most n with real coe cients that are analytic for fjzj 1g including at in nity. Here, the symbol Tr stands for the trace and the superscript denotes transpose conjugate. We may in fact dispense with the analyticity requirement on H for it is an elementary remark (see below) that any minimizer of (1) actually belongs to H p m 2 when F does. Changing z into 1=z yields an equivalent formulation in the Hardy space H p m 2 of the disk, and our choice of working with functions analytic outside rather than inside the unit circle is merely a question of convention; the one we use sometimes simpli es the matter because it avoids considering poles at in nity. Compared to L 1 meromorphic approximation which has been extremely popular ever since its connection to operator theory was rst established in 1], and subsequently carried over to the matrix case notably in 2], 35 Therefore, though we shall be working entirely on the circle, everything translates to the half plane setting and to transfer functions of continuous time systems whose impulse response is square summable. The present introduction may thus be understood in either setting replacing Fourier series by Fourier integrals. Incentives to study this problem lie mostly with approximate modelling and identi cation of linear dynamical systems. While rational approximations to transfer functions are generally seeked because nite-dimensional linear models dwell within a rich and e ective theory, speci c connections between the error in the time and frequency domain respectively are induced by L 2 criteria. To illustrate this, observe from Parseval's identity that any minimizer of (1) also minimizes the L 2 error between impulse reponses; this quantity is in turn equivalent (equal in the scalar case) both to the operator norm L m 1 Another application of Parseval's theorem shows that kF ? Hk 2 is also the variance of the Euclidean norm of the di erence between the output of F and the output of H when both are driven by the same white noise input. To lend perspective to the discussion, let us brie y digress on the more general case where the input is an arbitrary stationary process. Applying the spectral theorem to the shift operator on the Hilbert space of the process allows one to compute the variance of the output error as a weighted L 
where the non-negative matrix-valued measure is the so-called spectral measure of the input process (that reduces to Lebesgue measure times identity when the latter is white noise) and F now has to belong, say, to the weighted K, as soon as F is close enough to F 0 in L 2 -norm. In spite of its weakness, this seems to be the rst result available on uniqueness in the matrix case (some more is known in the scalar case, see 13] and 12]). Note that we did not assert, this time, uniqueness of a critical point over the whole manifold of matrices of degree n. Such a property would require L 1 rather than L 2 -small perturbations, and is beyond the scope of the present paper.
2 The H 2 approximation problem.
Let T be the unit circle and L 2 (T) the real Hilbert space of square-summable functions satisfying the conjugate symmetry f(e ?i ) = f(e i ) or, equivalently, whose Fourier coe cients are real. Let also L 1 (T) be the Banach space of essentially bounded functions with this conjugate symmetry. The Hardy space H 2 (resp.H 1 ) of the unit disk is the closed subspace of L 2 (T) (resp.L 1 (T)) consisting of functions whose Fourier coe cients (a n ) satisfy a n = 0 when n < 0; symmetrically, the conjugate Hardy space H 2 (resp. H 1 ) consists of functions for which a n = 0 when n > 0, and we further single out in H 2 the subspace H 2;0 of functions such that a 0 = 0. Note the orthogonal decomposition L 2 = H 2 H 2;0 : It is well-known (see e.g. 30]) that members of H 2 turn out to be the nontangential limits on T of functions holomorphic in the unit disk including at in nity, and satisfying the growth condition Members of H 1 correspond to bounded holomorphic functions in this process. Symmetrically, members of H 2 are nontangential limits of functions holomorphic outside the unit disk and satisfying an analogous growth condition for r > 1; the subspace H 2;0 then consists of functions vanishing at 1. Thus, f belongs to H 2 (resp. to H 2 ) if, and only if, it can be written as 33]). The McMillan degree will be denoted by deg; whereas it agrees with the usual notion of degree for polynomials, it is no longer so for polynomial matrices and we shall write pdeg to mean the polynomial degree of such a matrix which is, by de nition, the maximum of the degrees of its entries. Two properties of the McMillan degree that we tacitly use are invariance under a M bius transform of the variable and invariance under taking the inverse when the later is de ned. We only consider rational matrices that are conjugate symmetric; this is equivalent to the requirement that the entries be rational functions with real coefcients, and the matrices A; B; C; D appearing in (6) 3 Structure of the set of approximants.
We rst describe the manifold 0 p;m (n) in way which suits our purpose better than classical parametrizations in terms of nice realizations 16] 29] 27].
Recall that Q 2 H p p 1 is said to be inner if the matrix Q(e it ) is unitary a.e. on the unit circle. Naturally associated to Q is the space QH p 2 H p 2 which is invariant by the shift operator (i.e. the multiplication by z), and it is a celebrated theorem by Beurling and Lax that any closed and shift-invariant subspace of H p 2 which has full range (i.e. which is of complex dimension p a. e. when evaluated pointwise on the disk) arises in this manner from some inner matrix Q which is unique up to a right orthogonal factor (see e.g. 22] or 30]). This, actually, is a real version of the Beurling-Lax theorem because we work in the real Hardy space so we require conjugate symmetry throughout; however, the classical proofs given in the references apply mutatis mutandis to this case (see e.g. 11]). If P is another matrix-valued function in H p m 1 , the subspace generated by Q and P has full range, since it contains QH p 2 . 
is the linear isomorphism which solves for P with the principal indeterminates v. which is clearly one-to-one since by de nition DQ(u) and P(u; :) are.
2
Functions of the form Q ?1 P with (Q; P) 2 B n are rational by the above theorem, but not necessarily of degree n for Q and P may fail to be left coprime at certain points. However, we need only discard those in order to obtain the topological version of Theorem 1 we seek: 1 , and where left coprimeness is replaced by right coprimeness. We shall now take advantage of this symmetry. To avoid confusion, we shall designate by Q 0 and P 0 the left factors that we have been using up to now, while Q 1 and P 1 will stand for the right factors. Thus, we shall write H = Q ?1 0 P 0 = P 1 Q ?1 1 : (19) Note that the right factor Q 1 is obtained by applying the Beurling Lax theorem to the closed shift invariant subspace S R (H) = fv 2 H m 2 ; H v 2 H p 2 g; (20) and is characterized by the fact that S R (H) = Q 1 H m 2 . We shall also de ne F R (Q 1 ) to be the set of matrix-valued functions P 1 
In the scalar case, a classical result states that a best approximant has to interpolate the function with order two at the reciprocal of its poles. It is perhaps interesting to point out that (22) are the reciprocal of their poles (by the inner property) whereas the latter are also the poles of H (by realization theory). The way in which the directions of the zeroes are taken into account in the matrix case depends, as we now see, from the Douglas-Shapiro-Shields factorization. We will nd it useful to rewrite (22) XL + Y M = I m : (27) Left coprimeness is de ned similarly by transposing everything. We need a basic lemma about coprime factorizations which is of constant use in Fuhrmann's realization theory 23] where it is phrased over the polynomial ring. To any p m matrix N de ned over the quotient eld of R, let us attach a submodule of R m de ned by W(N) = fx 2 R m ; Nx 2 R p g; (28) which is an algebraic analog to S R de ned in (20 ! ; (30) where Tor stands for the torsion submodule. These are nitely generated torsion modules, and as such can be decomposed as direct sums of cyclic submodules whose anihilators form a increasing sequence of ideals (see e.g. (26) N if and only if some index is negative. The sum of the negative indices is called the degree of the pole and agrees with its multiplicity in the polynomial of poles. Similarly, a is termed a zero of N if some index is positive, the degree of the zero being the sum of the positive indices which is also its multiplicity in the polynomial of zeros. Note that a pole may well be at the same time a zero.
31], 34]). If we denote by

Lemmata
We gather in this subsection three technical results that are used in the proof of Proposition 2. We begin with a specialization of the Smith-Mc-Millan form over G a to the e ect that the matrix V in (25) 
and MR = V X: (41) From (36), (40) and (41) (42) and (44) : (48) Because we work in the local ring G a , (48) (45) We took in this paper a few basic steps in H 2 matrix rational approximation, establishing a two sided tangential interpolation equation for the critical points and deriving from this a bound on the rank of the error when the function to be approximated is itself rational. This enabled us to obtain a local uniqueness result when approximating near rational functions. Concerning the uniqueness issue, which is of great importance from the computational viewpoint, it would be interesting to know whether the interpolation property we just mentioned entails, as in the scalar case, uniqueness or asymptotic uniqueness for certain classes of functions like matrix valued Markov functions or exponentials 13] 12]. Note that a major technical piece is missing there, as there is no matrix analog so far to the index theorem 10]. Also, a natural generalization is to adjoin a weight in the criterium and this is quite important for System theoretic applications. This generalization is still wide open, even in the scalar case. Note, however, that the rank of the error may no longer be bounded as in Proposition 2 if a weight is added, even in the scalar case 46].
