The extreme large size of typical seismic imaging problems has been one of the major stumbling blocks for a successful application of iterative techniques from numerical linear algebra to attain accurate migration amplitudes. These iterative methods are important because they complement theoretically-driven approaches that are hampered by mundane differences to control problems such as finite-acquisition aperture, source-receiver frequency response, and directivity. To solve this problem, we apply the well-know technique of preconditioning that significantly increases the convergence of iterative solvers, making least-squares migration more tangible. First, we discuss different levels of preconditioning that range from corrections for the order of the migration operator to corrections for spherical spreading and position and reflector-dip dependent amplitude errors. While the first two corrections correspond to simple scalings in the Fourier and physical space, the third correction requires an intricate phase-space scaling, which we carry out with curvelets.
INTRODUCTION
Over the years, extensive research has been done to reduce the computational costs of (least-squares) seismic imaging. Improvements in this area are particularly important during iterative least-squares migration, where the linear Born scattering operator is inverted with iterative Lanczos methods, such as LSQR (Paige and Saunders, 1982; De Roeck, 2002) .
Examples of these methods can be found in the literature (see e.g. Nemeth et al., 1999; Chavent and Plessix, 1999; Hu et al., 2001; Kuhl and Sacchi, 2003; Yu et al., 2006) .
The most successful methods to reduce the cost of migration are the so-called scaling methods where the action of the compound linearized modeling-migration operator-known as the Hessian or normal operator-is replaced by a diagonal scaling in some domain, see e.g. contributions by Claerbout and Nichols (1994) ; Rickett (2003) ; Guitton (2004) ; Plessix and Mulder (2004) , and more recently by Symes (2008) and Herrmann et al. (2008a) . These methods vary in degree of sophistication with regard to the estimation of the diagonal through migrated-image to remigrated-image matching. They also differ in the way the scaling is applied-i.e., by 'division' in the physical domain or via sparsity promotion in the curvelet domain, as reported recently by Herrmann et al. (2008a) . During all these methods, imaged amplitudes are restored by applying scaling as a post-processing step after migration.
In this paper, we take this line of research a step further by using the above scaling argument to apply the proper preconditioning to the system of equations involved in linearized Born scattering. To illustrate the improvements in migrated images and in the convergence of least-square migration, we consider three levels of preconditioning. First, we correct for the order of the normal operator by introducing a left preconditioning, consisting of a fractional time integration that corresponds to a scaling in the Fourier domain. This first 3 level of preconditioning follows directly from earlier work on migration-amplitude recovery reported by Herrmann et al. (2008a) and Symes (2008) . The next level of preconditioning consists of a canonical diagonal scaling in the physical domain that compensates for spherical spreading of seismic waves. As a final step, we also include a curvelet-domain scaling as part of the right preconditioning. This final step corrects for the remaining amplitude errors that vary spatially as a function of the reflector dip. We conclude by studying the performance of these different levels of preconditioning on the SEG AA' Salt model (O'Brien and Gray, 1996; Aminzadeh et al., 1997) , using a reverse-time 'wave-equation' migration code with optimal checkpointing (Symes, 2007) .
PROBLEM FORMULATION
During seismic imaging, the following system of equations needs to be solved
where b is the known data vector, A the linearized Born scattering operator, and x the unknown model vector. Contrary to many inverse problems, the matrix A, albeit extremely large, is reasonably well behaved and a migrated image can be obtained by applying the adjoint of A to the data vector-i.e., x = A * b with A * the migration operator. The symbol * denotes the adjoint, and x is the estimate (denoted by the ) for the migrated image.
Unfortunately, the output of the above procedure, called migration, produces erroneous results for the amplitudes of the imaged reflectors. To restore these amplitudes, the matrix in Equation 1 can be inverted using the method of least-squares-i.e.,
with A * A the normal or Hessian operator and the symbol † reserved for the pseudo (or generalized, Vogel, 2002) inverse of A (the system A is overcomplete and does not permit a straightforward matrix inverse). This expression explicitly solves the following optimization problem:
which corresponds to finding an image vector, x that after modeling fits the data vector, b.
Since A is large, the least-squares inverse needs to be calculated with iterative matrix-free methods such as LSQR (Paige and Saunders, 1982) . Even though these iterative methods converge relatively quickly for an accurate background velocity model (see e.g. Nemeth et al., 1999; Chavent and Plessix, 1999; Hu et al., 2001; Kuhl and Sacchi, 2003; Yu et al., 2006) , the sheer size of the imaging problem calls for a reduction in the number of iterations-i.e., the number of matrix-vector multiplies. Apparent issues with convergence in practical circumstances, where noise is present and the velocity model is not known exactly, are also a concern for these iterative methods.
In a perfect world, with infinite computational resources, the ideal preconditioning for the algorithm in Equation 1 corresponds to
with the right-preconditioning matrix, M R := A * A 1/2 , given by the 'square-root' of the normal operator. Here, the symbol := refers to 'defined as'. In this ideal case, migration recovers the image vector x, exactly. Unfortunately, in practice (albeit some recent exciting progress has been made by Demanet and Ying, 2008 , using discrete symbol calculus for smooth symbols, a development on which we intend to report in the future) the quantity A * A 1/2 cannot be computed and we have to resort to appropriate approximations.
In this paper, we propose a combination of left and right preconditioning-i.e., we replace
with M −1
L the left-preconditioning matrix. The migrated and least-squares migrated images are given by
L b, respectively. Our preconditioners are derived from the following three observations: (i) the normal operator is in d dimensions a (d − 1)-order pseudodifferential operator (ΨDO, see e.g. recent work by Herrmann et al., 2008a; Symes, 2008, and the references therein), (ii) migration amplitudes decay with depth due to spherical spreading of seismic body waves, and (iii) zero-order ΨDO's can be approximated by a diagonal scaling in the curvelet domain (see e.g. Herrmann et al., 2008a) . These observations allow us to define a series of increasingly more accurate approximations to the 'square-root' of the normal operator, leading to better and better preconditioners. Finally, we also argue that using curvelets will add a certain robustness to noise and errors in the velocity model, an observation substantiated by successful applications of this transform in signal separation problems that are hampered by noise and moderate kinematic errors (Wang et al., 2008) .
PRECONDITIONING
In this section, we introduce different types of preconditioners based on the aforementioned observations. For each preconditioned system, we study the migrated images-i.e., the action of the adjoint of the preconditioned system for scattering. Later, we study the convergence of the iterative solver. The examples are computed for the reflectivity and smooth velocity background model plotted in Figure 1 . To test our preconditioner, data with 324 shots is generated using Equation 1. Each shot consists of 176 traces of 6.4s and with a trace interval 6 of 24m. The maximum offset of the data is 4224m.
Left preconditioning by fractional differentiation
As stated before, the normal operator corresponds under certain conditions-such as the high-frequency limit and smooth background velocity models-to a (d − 1)-order ΨDO. In 2-D image space, this operator corresponds to the leading-order behavior of a Laplacian-i.e., the action of − ∆ · in the physical domain, or to |ξ| 2 · with ξ the wave vector in the spatial Fourier domain. In data space, this action corresponds to a multiplication by |ω| in the temporal Fourier domain (Herrmann et al., 2008a) . We compensate for this action by defining the following left preconditioning:
where ∂ 
Right preconditioning by scaling in the physical domain
To further correct the amplitudes, we propose to apply a scaling to compensate for the leading-order amplitude error, namely the linear amplitude decay with depth. This decay is linear because the reflected waves travel from the source at the surface down to the reflector, experiencing an amplitude decay proportional to the square-root of the reflector depth (in 2-D), and back up, experiencing another decay-hence the linear dependence. We correct 7 for this linear amplitude decay by defining the following right-preconditioning matrix:
where 
Right preconditioning by scaling in the curvelet domain
After applying the left preconditioning, the Hessian can be modeled by a zero-order ΨDO whose action corresponds to that of a non-stationary dip filter-i.e., we have
with Ψ the Hessian for the preconditioned modeling operator and a(x, ξ) a space-and spatial-frequency dependent filter known as the symbol. We use the symbol to indicate a high-frequency approximation. As shown in Herrmann et al. (2008a) , the action of the ΨDO can, after discretization, be approximated by a scaling in the curvelet domain-i.e.,
we have the following approximate identity
accurate for a reference vector r close enough to the actual image. In this expression, the matrices C and C * stand for the 2D discrete curvelet transform (see e.g. Candès et al., 2006) for which the adjoint equals the pseudoinverse-i.e., we have C T C = I with I the identity matrix. The reciprocal of the curvelet-domain scaling coefficients, d −2 , is found by a remigrated image-to-image matched-filtering procedure that involves the reference vector, typically derived from a conventional migrated image, and the remigrated reference vector.
Hence, the cost of calculating the above approximation (cf. Equation 9) is roughly one modeling and one migration (for further details refer to Herrmann et al., 2008a,b) . As we will show below, these additional costs are well offset by increased convergence.
By including the above approximation, we define the right preconditioning matrix
which approximately compensates for the remaining amplitude errors. Even tough Equation 9 is only an approximation-with an accuracy that improves for increasing wavenumbers-we are in a good position because there is no need for high accuracy when defining preconditioners. We call the combination of Equations 6 and 10, the level III preconditioner. The image obtained with this system is plotted in Figure 2 (c) and shows, as expected, further improvement in the amplitudes for the migrated image. Despite this improvement, image artifacts and amplitude errors are still present and can be attributed to the approximation in Equation 9 and to the fact that migration does not correspond to inversion-i.e., A * A = I .
CONVERGENCE OF LEAST-SQUARES MIGRATION
Even though the different preconditioning operators defined so far lead to improvements, problems remain in getting high-fidelity images. As reported in the literature, the image quality can be further improved by replacing migration with least-squares migration, as long as the background velocity model is known sufficiently accurately. In that case, the (preconditioned) scattering matrix is inverted, using an iterative method such as LSQR (Paige and Saunders, 1982) . After a limited number of iterations, this method inverts the (preconditioned) system of equations approximately-i.e., the optimization problem of Equation 3 is solved to some problem-dependent accuracy.
The performance of iterative solvers depends on certain properties of the (preconditioned) matrix A, which include its condition number (ratio of the largest to smallest singular value) and the clustering of the singular values (see e.g. De Roeck, 2002, where these quantities are discussed for a relatively small Kirchoff-based imaging problem). Unfortunately, the size of typical imaging problems precludes actual computation of these properties for the different levels of preconditioning.
Because LSQR minimizes the residual during each iteration (cf. Equation 3), studying
its progress as a function of the number of iterations gives us some way to gauge its performance. For this purpose, we introduce the normalized log-based least-squares residual as µ k = 20 log Au k − b 2 / b 2 , with u k the solution of the (preconditioned) system after k iterations. Following De Roeck (2002), we also track the log-based least-squares model-space residual-i.e., ν k = 20 log A * Au k − b 2 / A * b 2 . Note that in practice, these latter residuals are never computed because they are not a by-product of LSQR, and require additional matrix-vector multiply per iteration. Contrary to data-space residuals, which possibly contain unmodeled components that may not be in the range of the modeling operator, the model-space residual typically converges to zero.
We use both these quantities to empirically establish the performance of the different levels of preconditioning that were introduced earlier. The results of this exercise are summarized in Figure 3 , which plots the decay of µ k and ν k as a function of the number of iterations k. Remember, the cost of each iteration is dominated by a matrix-vector multiply by A and by A * and the overhead of level III preconditioning corresponds to one iteration.
As we move from a single left preconditioner, towards left and right preconditioners, the data residual errors decay faster with a significant improvement obtained by the curveletdomain scaling. For instance, the residual after 10 iterations for level II (fractional integration and depth weighting) preconditioning is attained by only 5 iterations of the level III preconditioned system (including curvelet-domain scaling), whereas the result after 10
iterations is approximately 2 dB better. Including the computational overhead of the level III preconditioning, there is a net gain of 4 iterations for an improvement of 8 dB in accuracy.
Even though the picture for the model space residual is less clear-because of more significant iteration-to-iteration variations, and unexplained behavior for the systems without curveletdomain preconditioning-a similar trend can be observed for the level III preconditioning.
For instance, after 10 iterations, we have an improvement of approximately 4.5 dB.
These improvements in convergence for the preconditioned system also reflect into the 
DISCUSSION
Aside from the reported improvements in convergence from the curvelet-domain scaling, we
argue that this choice of a transform has the additional benefit of adding robustness to the presence of (coherent) noise and moderate errors in the linearized Born modeling operator.
Our arguments in support of this important claim for the practicability of our algorithm are:
• The well-documented approximate invariance of curvelets under the linearized Born scattering operator (Candès and Demanet, 2005; Douma and de Hoop, 2007; Chauris and Nguyen, 2008; Anderson et al., 2008) . As a consequence, the curveletpreconditioned system (cf. Equation 10) has columns that are 'curvelet like'-i.e., the data space is spanned by elements that share the beneficial multiscale and multidirectional properties of curvelets. For instance, small shifts over the support of a curvelet will not adversely affect the corresponding curvelet coefficient.
• The redundancy of curvelet frames (frames are redundant signal representations that generalize the notion of a basis) makes this transform less prone to errors in individual entries in the curvelet vector.
• The redundancy of curvelets spreads (coherent) noise over more coefficients and this property in tandem with their 'locality'-i.e., only a small subset of the curvelet coefficients contribute to the reconstruction of a particular localized feature in the image space-leads to robustness because only a small fraction of the 'noise' will contribute to the reconstruction.
CONCLUSIONS
Because of the size of the seismic imaging problem, preconditioning of least-squares migration is an elusive topic, where traditional approaches from linear algebra have not yet found their way. Lack of direct access to the matrices involved and the cost of evaluating matrix-free implementations of the operators are both to blame. Nonetheless, the first few iterations of the LSQR algorithm towards the solution of least-squares migration are known to make significant progress towards the solution in cases where the background-velocity model is known with sufficient accuracy. Unfortunately, even for this limited number of iterations, the computational costs are often still prohibitively large for practical problems. Moreover, there may be (coherent) noise, and velocity models may contain errors, which may in certain cases lead to divergence as the number of iterations increases.
The method presented in this paper partly resolves these issues through left and right preconditioning, combined with the use of redundant curvelets. We found that the inclusion of the curvelet-domain scaling as a right preconditioner is important because it restores the amplitudes and leads to faster convergence, at a relatively small computational expense.
Aside from this tangible reduction in computational costs of roughly 50%, the use of curvelet frames will add robustness, which in practice translates into less sensitivity to (coherent) noise and errors in the velocity model. This property adds to the practicability of our method.
Finally, our approach can also be generalized to exploit well-documented curvelet-domain sparsity on the image.
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