Abstract. In our previous work, by using Kolyvagin derivatives of elliptic units, we constructed ideals C ell i of the Iwasawa algebra, and proved that the ideals C ell i become "upper bounds" of the higher Fitting ideals of the one and two variable p-adic unramified Iwasawa module X over an abelian extension field K 0 of an imaginary quadratic field K. In this article, by using "non-arithmetic" specialization arguments, we prove that the ideals C ell i also become "lower bounds" of the higher Fitting ideals of X. In particular, we show that the ideals C ell i determine the pseudoisomorphism class of X. Note that in this article, we also treat the cases when the p-part of the equivariant Tamagawa number conjecture (ETNC) p is not proved yet.
Introduction
Let K be an imaginary quadratic field, and K 0 /K a finite abelian extension. We put ∆ := Gal(K 0 /K). For each prime ideal l of K, we denote by D ∆,l the decomposition group of ∆ at l. We fix a prime number p not dividing #∆ · #(O where the group G Qp := Gal(Q p /Q p ) acts on ∆ by σψ := σ • ψ for any σ ∈ G Qp and ψ ∈ ∆. For any Λ-module M, we define M ψ := M ⊗ Λ Λ ψ .
For any number field F , we denote the ideal class group of O F by Cl(F ), and put A(F ) := Cl(F ) ⊗ Z Z p . Let IF be the set of all intermediate fields F of K ∆ ∞ /K satisfying [F : K] < ∞. We define the unramified Iwasawa module X by X := lim ← −F ∈IF A(K 0 F ). Note that X is a finitely generated torsion Λ-module.
In this article, we study the pseudo-isomorphism class of the Λ ψ -module X ψ . The pseudo-isomorphism class of a finitely generated torsion Λ ψ -module is determined by the higher Fitting ideals. In our paper, by using Kolyvagin derivatives of elliptic units, we study the higher Fitting ideals {Fitt Λ ψ ,i (X ψ )} i∈Z ≥0 of the Λ ψ -module X ψ . Note that in this article, we also treat the cases when the p-part of the equivariant Tamagawa number conjecture (ETNC) p is not proved yet, namely the cases when p does not split in K, or the cases when p divides the class number of K. (As we shall see later, under assumption of (ETNC) p , Burns, Kurihara and Sano have already given the description of Fitt Λ ψ ,i (X ψ ) by using Rubin-Stark elements.) In order to state the assertion of our results, let us introduce the following notation. Let I and J be ideals of Λ. We write I ≺ J if and only if there exists an ideal A of Λ of height at least two satisfying AI ⊆ J. We write I ∼ J if and only if I ≺ J and J ≺ I. Note that by the structure theorem, the equivalent classes of the higher Fitting ideals with respect to the relation ∼ determine the pseudo-isomorphism class of a finitely generated torsion Λ ψ -module. (For instance, see [Oh2] Remark 2.4.)
In our previous work [Oh1] , by using the Kolyvagin derivatives of the Euler system of elliptic units, we defined the ideals C The strategy of the proof of Theorem 1.1 is as follows.
(I) First, by using standard arguments of Euler systems as in [Ru1] §4, we shall prove Proposition 5.1, which is the "non-variable" version of Theorem 1.1 for general one dimensional Galois representations. (II) As in [Oh2] , by using the arguments in [MR] §5.3, we shall reduce the proof of Theorem 1.1 in the one variable cases, namely the cases when Γ ≃ Z p , for general one dimensional Galois representations to the results on the nonvariable cases. (See §6.1.) (III) Finally, by specializing at a "good" height one prime, we shall reduce the proof of Theorem 1.1 for the two variable cases to that for one variable cases. Note that in this step, use a lemma close to [Oc] Lemma 3.5 in order to choose a good hight one primes. (See §6.2.)
In the steps (II) and (III), we may use "non-arithmetic" specializations in the following sense: the module obtained after the specialization is not "the dual fine Selmer group" of (a Galois deformation containing) a Galois representation coming from a motive. So, in the steps (I) and (II), we need to work in the setting of general one dimensional Galois representations.
Note that a certain "weak specialization compatibility" of C ell i,ψ (Lemma 4.9 and Lemma 4.10) is a key of the proof of Theorem 1.1. By using weak specialization compatibility and the class number formula in terms of elliptic units, we can also obtain the following Theorem 1.3, which implies that the ideal C By Theorem 1.3, we immediately obtain the following corollary, which says that the ideals C ell i,ψ determines the cardinality of a minimal system of generators of X ψ . Corollary 1.4. Let ψ ∈ ∆ be as in Theorem 1.1. Let r ∈ Z ≥0 . We have Fitt Λ ψ ,r = Λ ψ if and only if C ell r,ψ = Λ ψ . In particular, the cardinality of a minimal system of generators of the Λ ψ -module X ψ is equal to the minimum of {r ∈ Z ≥0 | C ell r,ψ = Λ ψ }.
In the cases when (ETNC) p holds, stronger assertions were proved by Burns, Kurihara and Sano. By using (higher order) Rubin-Stark elements, they constructed ideals which coincides with the higher Fitting ideals of (a quotient of) ray class group. (See [BKS] Corollary 1.7.) Bley proved (ETNC) p over imaginary quadratic fields in the case when p splits completely in K/Q, and does not divide the class number of K.
(The case when p does not split, equivariant Tamagawa number conjecture is still open.) In this paper, when p splits completely in K/Q, we compare our ideals C speaking, the assertion of the comparison result is as follows. (For the precise statement, see Theorem 7.19.) Theorem 1.5. Suppose that p splits completely in K/Q, and p is prime to #Cl(K). Let F ∈ IF be any element. We take a character ψ and finite sets S, T of places of K suitably. Then, for any i ∈ Z ≥0 , we have
Here, C ell i (F/K) ψ is the finite layer version of C ell i,ψ . (See Definition 4.5.) By this comparison, the following corollary immediately follows from [BKS] Corollary 1.7. Corollary 1.6. Suppose that p splits completely in K/Q, and p is prime to #Cl(K). Let ψ ∈ ∆ be a non-trivial faithful character such that ψ| D ∆,v = 1 for any finite place v in S. Moreover we assume that if K 0 contains µ p , then ψ = ω. We have
for any i ∈ Z ≥0 .
By combining Theorem 7.19 with our previous result ([Oh1] Theorem 1.1), we obtain a results on the structure of the pseudo-null part of the unramified Iwasawa module in one-variable cases. Keep the notation and assumptions as in Corollary 1.6. Furthermore, we assume that Γ ≃ Z p . Let X fin,ψ be the maximal pseudo-null Λ ψ -submodule of X ψ . In [Oh1] , we proved that ann Λ ψ (X fin,ψ ) Fitt Λ ψ ,0 (X ψ /X fin,ψ ) ⊆ C ell 0,ψ . Since we have Fitt Λ ψ ,0 (X ψ ) = Fitt Λ ψ ,0 (X fin,ψ ) Fitt Λ ψ ,0 (X ψ /X fin,ψ ) ⊆ ann Λ ψ (X fin,ψ ) Fitt Λ ψ ,0 (X ψ /X fin,ψ ) Theorem 7.19 implies the following corollary, which constrains the structure of the pseudo-null part X fin,ψ .
Let us see the contents of our article. In §2, we introduce Selmer groups and Iwasawa modules which we study. In §3, we recall the definition of Euler systems and their Kolyvagin derivatives. In §4, we construct certain ideals C i (Z) of the Iwasawa algebra by using Kolyvagin derivatives, and show some basic properties of C i (Z) including the specialization compatibility. In §5, we address the step (I) in the above strategy, and prove Theorem 1.3. In §6, we deal with the steps (II) and (III), and completes the proof of Theorem 1.1. In §7, we compare our ideals with Burns-Kurihara-Sano's ideals.
Notation. Throughout this paper, we fix K 0 /K and K ∞ /K be the extensions of an imaginary quadratic field introduced in §1, and let define G = ∆ × Γ similarly. We fix an algebraic closure Q = K of Q (and K). In this article, an algebraic number field is an intermediate field of Q/Q which is finite over Q. For any field F , we denote by G F the absolute Galois group F .
We fix embeddings Q ֒→ C and Q ֒→ Q p , and we regard Q ⊆ C and Q ⊆ Q p via the fixed embedding.
For any number field F , we denote by P (F ) the set of all places of F . Let L/F be a finite extension of number fields, and n a non-zero ideal of O F . We denote P (L) n be the set of all places of F prime to n, and Prime L (n) be the set of all prime ideals of O L dividing n. For simplicity, we write Prime(n) := Prime F (n).
Let F be an algebraic number field, and L/F a Galois extension. Let λ be a prime ideal of O F , and λ ′ a prime ideal of L above λ. We denote the completion of
We fix a collection of embeddings {l K : K ֒→ K l } l:prime satisfying the condition (Chb) as follows:
(Chb) For any subfield F ⊂ K which is a finite Galois extension of K and any element σ ∈ Gal(F/K), there exist infinitely many primes l such that ℓ is unramified in F/K and (l F , F/K) = σ, where l F is the prime ideal of O F corresponding to the embedding l K | F .
We can easily show the existence of the collection satisfying the condition (Chb) by using the Chebotarev density theorem.
Let R be a commutative ring and ρ : G K −→ O × a continuous character. We denote by R(ρ) a free R-module of rank one with a fixed basis e R,ρ equipped with a continuous action of G K via ρ. (We often write e ρ := e R,ρ for simplicity.) For any R-algebra S, we identify S ⊗ R R(ρ) with S(ρ) by the isomorphism defined by 1 ⊗ e R,ρ → e S,ρ . We define a G K -equivariant pairing
By this pairing, we identify the
For each N ∈ Z >0 , we denote the group of N-th roots of unity contained in Q by µ N := µ N (Q), and put ζ N := e 2πi/N ∈ Q ⊆ C. (Recall that we have fixed an embedding Q ֒→ C.) Then, we obtain a basis (ζ p n ) n ∈ lim ← −n µ p n . We denote by
We write M ⊗ρ := M ⊗ R R(ρ), and m⊗ρ := m⊗e ρ for any m ∈ M. We define a homomorphism
Let R be a commutative ring, and M an R-module. For any a ∈ R, let M[a] be the R-submodule of M consisting of all a-torsion elements. For each x ∈ M, the annihilator ideal of x is denoted by ann R (x; M). We denote the ideal of R consisting of all annihilators of M by ann R (M). Let G be a group, and suppose that G acts on the R-module M. Then, we denote by M G the maximal subgroup of M fixed by the action of G.
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Selmer groups and Iwasawa module
Here, we set the notations of Selmer groups and Iwasawa modules which we study. Throughout this section, we use the same notations as in the previous section. For instance, we fix K 0 /K and K ∞ /K be the extensions of an imaginary quadratic field introduced in §1, and put G := Gal(K ∞ /K) = ∆ × Γ. We denote by IF the set of all intermediate fields
We fix a finite extension field L of Q p , and define O to be the ring of integers in L. We fix a uniformizer π ∈ O, and put k := O/πO. We define Λ :
In §2.1, we set our notation of Selmer group, and in §2.2, we introduce the Iwasawa modules arising from our Selmer groups.
2.1. Selmer groups. Here, we recall the notation of Selmer groups, and review some basic properties briefly.
× be a continuous character. Let Σ(ρ) be the set of primes of O K consisting of all primes above p and all primes above where the character ρ is ramified. We denote byρ : G K −→ k × the modulo-π reduction of ρ. Letχ cyc : G K −→ k × is be the modulo-π cyclotomic character. We assume the following hypotheses:
Ifρ is unramified at a place v ∈ P K , then ρ is unramified at v.
Here, we denote by
Definition 2.1. Let F be any algebraic number field containing K, and n a non-zero ideal of O F . We define
If no confusion arises, we write X(F, ρ) :
Lemma 2.2. Let F ∈ IF be any element, and n a non-zero ideal of O K .
where the inductive limits are taken with respect to the systems given by the restriction of the injections
Proof. Let l ∈ Σ(ρ) be any element prime to p, and w a place of F above l. Note that the prime l is ramified in K 0 /K. By the assumption (C3), we have 
2.2. Iwasawa modules. Now, let us recall some basic facts in the Iwasawa theoretical setting. First, let us define the Iwasawa module which we mainly study.
Definition 2.5. We define
is a finitely generated Λ-module. If no confusion arises, we write
Note that the assumptions (C1)-(C3) on the character ρ imply that the character ρρ
The following lemma plays an important role in the reduction arguments.
Lemma 2.6. Let ρ ′ : Γ −→ 1 + πO be a continuous character.
(ii) Suppose that Γ ≃ Z 2 p , and γ 1 , γ 2 are topological generators of Γ with ρ ′ (γ 2 ) = 1. For each i ∈ {1, 2}, we denote by Γ i the closed subgroup of Γ topologically generated by γ i . We put Λ :
Proof. We omit the proof of the first assertion since it is proved similarly to the second one. Suppose that Γ ≃ Z 2 p . We denote ρ or ρρ ′ by χ. Then, by Lemma 2.3, Shapiro's lemma and [Ta] Corollary 2.2, we have
Since the p-cohomological dimension of G K,Σ(ρ) is 2, we obtain
Hence we obtain X(K
Let tw : Λ −→ Λ be the continuous homomorphism of topological O-algebras defined by tw(σ) = ρ ′ (σ) −1 σ for any σ ∈ Γ. Let Λ ′ = (Λ, tw) be the Λ-algebra whose underlying ring is Λ, and whose structure map is tw. Then, we have a Λ ′ -isomorphism
where we regard the right hand side as a Λ ′ -module via the equality Λ = Λ ′ of the underlying rings. Hence we obtain X(K
, we obtain the isomorphism as desired.
Euler systems
In this section, we recall the notion of Euler systems (in the sense of [Ru5] ) for one dimensional Galois representations, and their Kolyvagin derivatives. We use the same notations as in the previous section. Let ρ :
× be a continuous character satisfying the conditions (C1), (C2) and (C3) introduced in §2.1. We fix a finite set Σ of primes of O K containing Σ(ρ).
In §3.1, we recall the definition of Euler systems. In §3.2, we recall the Kolyvagin derivatives of Euler systems. In §3.3, we recall the Euler systems of elliptic units.
3.1. Euler systems. In this section, we recall the definition of Euler systems. We denote by N the set of all ideals of O K decomposed into square-free products of prime ideals not contained in Σ. For each prime ideal l ∈ N , we denote the p-ray class field modulo l by K l . Then, for any n ∈ N with prime ideal decomposition n = l 1 · · · l r , we define the composite field K n := K l 1 · · · K l r . For any n ∈ N and F ∈ IF , we define F n := F · K n to be the composite field.
Definition 3.1. We call a family
(ES2) Let F ∈ IF and n ∈ N . Then, for any prime divisor l of n, we have
, where Fr l ∈ Gal (F n/l /K) is the arithmetic Frobenius element at l.
We denote by ES
Twist of Euler systems is a key in the specialization arguments in §6. 
) for each F ∈ IF and n ∈ N . We call c ⊗ ρ the twist of the Euler system c by the character ρ.
3.2. Kolyvagin derivatives. Let us recall the definition of Kolyvagin derivatives. For any prime l of O K not contained in Σ, let I l be the ideal of O generated by
Let n ∈ N be any element. Suppose that n ∈ N N has prime factorization n = l 1 · · · l r . We define the ideal
These groups are identified via the above natural isomorphisms. Definition 3.3. Let N ∈ Z >0 and F ∈ IF be any element. We define a set P F,N (ρ) of prime numbers by
Then, we define
For simplicity, we write P F,N := P F,N (ρ) and N F,N := N F,N (ρ). We also write
Let l ∈ P N be any element. We shall take a generator σ l of H l as follows. 
and λ 1 := l K l be the place of K l below l K . We identify Gal K l λ 1 /K O λ 0 with H l by the isomorphism induced from the natural embeddings of fields. Let ̟ be a uniformizer of K l λ 1 . We fix a generator σ l of H l such that
where m λ 1 is the maximal ideal of K l λ 1 . Note that the definition of σ l does not depend on the choice of ̟.
In order to review the definition of Kolyvagin derivatives, we need to introduce Kolyvagin operators. Definition 3.6. For l ∈ P N , we define D l :=
Take any F ∈ IF and n ∈ N F,N .
By (C2) and Hochschild-Serre spectral sequence, the restriction map
is an isomorphism.
We define
By Lemma 3.7, the definition of the cohomology class κ F,N (n; z) is independent of the choice of the lift N F . We call the cohomology class κ F,N (n; c) the Kolyvagin derivative.
Proposition 3.9 ([Ru5] Theorem 6.5.1). For any F ∈ IF and any n ∈ N F,N , we
3.3. Elliptic units. Here, we recall Euler systems of elliptic units briefly, and set some notation. We consider the following conditions on the pair (a, g) of ideals of
The ideal a is prime to 6g, and the natural map
Suppose that a pair (a, g) satisfies the condition (I) 1 . Let K(g) be the ray class field of K modulo g. Then, we have an elliptic unit a z g ∈ K(g) × in the sense of [Oh1] Definition 2.3. The element a z g satisfies the following properties.
Proposition 3.10. Let (a, g) and (b, g) be pairs the conditions (I) 1 .
where we write the scalar action of 1 − Fr
where for any ideal c of O K prime to g, we write τ c := (c, K(g)/K). (See, for instance, [dS] 2.4 Proposition, or [Ka] the equality (15.4.4) in page 253.)
Definition 3.11 (elliptic units). We denote by Σ(K 0 /K) by the set of primes of O K consisting of all primes dividing pO K , and all ramified primes in K 0 /K. Let ψ ∈ ∆ be any element, and put
. Let F ∈ IF , and (a, g) a pair of ideals of O K satisfying the conditions (I) 1 and (I) 2 . We denote by h by the conductor of F/K. For any ideal n of O K prime to a, we define
Then, we obtain an Euler system
We define the set Z ell of Euler systems of elliptic units by 
Construction of the ideal
× be a continuous character satisfying the assumptions (C1), (C2) and (C3). We fix a finite set Σ of primes of O K containing Σ(ρ). We fix a non-empty set Z = a Z a of Euler systems, where a runs through all ideals of O K not divided by primes contained in Σ, and
In this section, we shall construct ideals
by using Kolyvagin derivatives, and show some basic properties of C i (Z).
In §4.1, we define the ideals C i (Z), and in §4.2, we show some basic properties of the ideals C i (Z).
Construction of
. We need the following notion introduced by Kurihara [Ku1] .
Definition 4.1. An element n ∈ N F ′ ,N (ρ) O is well-ordered if and only if n has a prime factorization n = r i=1 l i such that l i splits completely in K( i−1 j=1 l j ) for each i ∈ {1, 2, . . . , r}. We denote by n ∈ N wo F ′ ,N the subset of N F,N consisting of all the well-ordered elements.
Let n ∈ N wo F,N (ρ) O with the prime factorization n = r j=1 l j . We write Z n = a Z a , where a runs through all ideals of O K not divided by any prime contained in Σ ∪ Prime(n). Let c ∈ Z a be any element. We denote the number of prime divisors of n by ǫ(n), that is, ǫ(n) := r. We define an ideal
Definition 4.2. For any i ∈ Z ≥0 , we denote by C Lemma 4.3. Suppose that F 1 , F 2 ∈ IF and N 1 , N 2 ∈ Z >0 are elements satisfying
commute, where the left vertical arrow Cor F 2 /F 1 is the corestriction map, and the right one is the natural projection.
(ii) Assume that N 1 = N 2 , and put
which makes the diagram
Proof. By (C2), the restriction map
is free of rank one. By taking care of these facts, we can prove Lemma 4.3 by similar arguments to those in the proof of [Oh2] Lemma 4.13. Indeed, the proof of Lemma 4.3 is reduced to the following two cases:
In each case, we can deduce the assertions as desired similarly to loc. cit. by using the facts noted above.
Let F 1 , F 2 , N 1 , N 2 and n be as above. Then, Lemma 4.3 and the norm compatibility (ES1) of the Euler systems imply that the image of C
We obtain the projective system of the natural homomorphisms
of Λ-modules. We define C i (Z) as follows.
Definition 4.4. For any i ∈ Z ≥0 , we define the ideal
We put
The definition of the ideal C ell i,ψ is as follows.
Definition 4.5. Let ψ ∈ ∆ be any element, and Z ell ψ be the set of Euler systems of elliptic units introduced in Definition 3.11. We put
Remark 4.6. Under the assumption that ψ| D ∆,p = 1 for any prime p above p, we have c
pair (a, g) and any n. So, the Euler systems of elliptic units which we use coincides with those in [Oh1] . By the fact noted in Remark 3.4, we can easily show that our ideals C ell i,ψ coincides with those defined in [Oh1] Definition 4.5.
Remark 4.7. Let F ∈ IF , and N ∈ Z >0 . Let ψ ∈ ∆ be a character such that ψ| D ∆,l = 1 for any l ∈ Σ(K 0 /K), and ψ = ω as a character of G K . In this situation, we can write C i,F,N (Z ell ψ ) in simpler form. Let f be the conductor of the extension K 0 /K, and g ψ the conductor of ψ. By Chebotarev density theorem, we can choose
ψ . So, by Proposition 3.10, for any pair (a, h) satisfying the condition (I) 1 and (I) 2 , there exists
Basic Properties of
Here, we show two basic properties of the ideals C i (K ∆ ∞ /K, Z), namely the compatibility for scalar extension of the coefficient ring and that for specialization via the character of Γ.
First, let us show the property on the scalar extension of the coefficient ring. Let L ′ be a finite extension field of L, and O ′ the ring of integers of L ′ . We naturally
Proof. Let F ∈ IF and N ∈ Z >0 be any elements. We denote by e the ramification index of L ′ /L. By definition, we have N w.o.
F,N (ρ) O be any element, and and take any c ∈ Z n . In order to prove Lemma 4.8, it suffices to show that
Let π be a prime element of O, and
where y i ∈ R for any i ∈ {1, . . . , n}. We put
Then, for each i ∈ {1, . . . , n}, we can define the R-linear map
Since R is an injective R-module, for each i ∈ {1, . . . , n}, we the exists an R-linear
This completes the proof of Lemma 4.8.
Next, let us study the (weak) stability of
First, we state the two-variable version.
Lemma 4.9 (The weak specialization compatibility). Suppose that Γ ≃ Z 2 p , and let γ 1 , γ 2 be topological generators of Γ. For each i ∈ {1, 2}, we define Γ i to be the closed subgroup of Γ topologically generated by γ i , and identify Γ 2 with Gal(K
Proof. We denote by ord L : L × ։ Z the additive valuation. We put u := ρ ′ (γ 1 ), and m := ord p (u − 1) ∈ Z >0 . For each n 1 , n 2 ∈ Z ≥0 , let K n 1 ,n 1 be the maximal subfield of
We can extend the characterρ n to a homomorphism
whose kernel is (γ 1 − u). In order to prove Lemma 4.9, it suffices to show that
Note that we have P Kn,n,mn (ρ) = P Kn,n,mn (ρρ
Kn,n,mn (ρ) be any element. Take any element c ∈ Z a ⊆ Z n . We fix an R n -linear map f :
In order to prove Lemma 4.9, it is sufficient to prove that evρ′ n (C Kn,n,mn (n; c))
. By the definition of c ⊗ ρ ′ and Kolyvagin derivatives, we have κ Kn,n,mn (n; c ⊗ ρ ′ ) = κ Kn,n,mn (n; c) ⊗ρ
commute, where pr is the projection, and twρ′ n denotes the homomorphism of Omodules given by twρ′ n (σ ⊗ρ
This completes the proof Lemma 4.9.
Similarly, we obtain the following one variable version. 
By the arguments in the proof of Lemma 4.9, we immediately obtain the following.
Preliminary results on the ground level
In this section, we introduce a preliminary result on non-variable cases, namely Proposition 5.1. In this section, all notations follow to those in 4. In particular, we fix a character ρ : G K −→ O × satisfying the assumptions (C1), (C2) and (C3), and fix a set Z = a Z a of Euler systems for (K ∆ ∞ /K, O(ρ)). The following proposition is obtained by standard arguments of Euler systems.
Proposition 5.1. Suppose #X(K, ρ) < ∞. For any i ∈ Z ≥0 and F ∈ IF , we have In §5.1, we recall the evaluation maps which map elements of the Galois group to linear forms on Selmer groups. In §5.2, we prove Proposition 5.7, which becomes a key of the induction arguments using Euler systems. In §5.3, we complete the proof of Proposition 5.1. In §5.4, we prove Theorem 1.3 by using Proposition 5.1 and the analytic class number formula. 5.1. Evaluation maps. In this and the next subsections, we fix a positive integer N ∈ Z >0 . Here, we introduce some "evaluation maps" from a Galois groups to the dual of a Galois cohomology groups. Note that various important maps in the theory of Euler systems, like finite singular comparison maps, are described in terms of evaluation maps.
× be the modulo-π N reduction of ρ, andχ cyc,N the modulo-π N reduction of the cyclotomic character. We define Ω N to be the composite field of K(µ p N ) and (K Σ ) Kerρ N . By (C2), the restriction maps
are injective. By the identifications
via the choice of basis, the restriction maps induce the group homomorphisms
called the evaluation maps. Note that the assumption (C2) implies that
So, the following lemma follows from similar arguments to those in the proof of [Ru5] Lemma 7.2.4.
Lemma 5.2. For any integer N 0 satisfying N ≥ N 0 , we have
Let l ∈ P K,N . By the Hochschild-Serre spectral sequence, we have isomorphisms
where K ab l (resp. K ur l ) denotes the maximal abelian (resp. unramified) extension field of K l So, we have the following lemma.
Evaluating cocycles on Fr l and σ l induces isomorphisms Definition 5.4. Let l ∈ N K,N be any element. We call the composite map
the localization map, and the composite map
Remark 5.5. Let l ∈ P N (ρ). Then, we haveσ l , Fr l ∈ G Ω N , and the following hold. Then, for any prime divisor l of n, we have (κ K,N (n; c))
5.2. Application of the Chebotarev density theorem. Recall that we have fixed a collection of embeddings {l K : K ֒→ K l } l satisfying the condition (Chb) in §1. We can deduce the following lemma by the standard arguments using the choice (Chb).
Proposition 5.7. Let N and N 0 be integers satisfying N ≥ N 0 > 0, and F ∈ IF any element. Let n ∈ N w.o. F,N (ρ). Suppose that the following are given:
Then, there exist infinitely many q ∈ P F,N (ρ) satisfying the following.
, and there exists an element
Proof. Let L 1 be the maximal subfield of K fixed by the kernel of the evaluation map Ev * N,X :
, and L 2 that fixed by the kernel of
and Gal(L 3 /Ω N ) are abelian p-groups equipped with the actions of Gal(Ω N /K). We define the composite field
Note that the extension L/K is Galois. By (C1) and (C2), the fields L 1 , L 2 and L 3 are linearly disjoint over Ω N . Indeed, the Jordan-Hölder constituents of the
′ be a finite set of prime ideals of O K contained in Σ consisting of that contained in Σ, that dividing n, and that ramified in L/K. By the choice of the collection {l K : K ֒→ K l } l , there exist infinitely many primes q not contained in Σ ′ such that the arithmetic Frobenius at q L in Gal(L/K) coincides with σ. Such primes q are contained in P F,N (ρ), and satisfy (i), (ii) and (iii).
5.3. Proof of Proposition 5.1. Now let us complete the proof of Proposition 5.1. We assume that the order of X(K, ρ) is finite, and let E be the length of the O-module X. Fix F ∈ IF . We put N > 2E. For each pair (m 1 , m 2 ) ∈ Z Fix i ∈ Z ≥0 . Let n ∈ N w.o F,N (ρ) be an element satisfying ǫ(n) = i, and take any element c ∈ Z a ⊆ Z n . We denote by Y the quotient O-module of X(K, ρ) by the submodule generated by the subset {Ev * Take any O-linear map f :
In order to prove the first assertion of Proposition 5.1, it suffices to show that
Indeed, by the definition of higher Fitting ideals, we can easily show the following.
Lemma 5.8. Let R be a commutative ring, and M a finitely presented R-module. Let s ∈ Z >0 be any positive integer, and M ′ an R-submodule of M generated by s elements x 1 , . . . , x s ∈ M. Then, we have
We put W 0 := O · κ K,N (n; c). By Proposition 5.7, there exists an element l 1 ∈ P F,N (ρ) prime to a satisfying Ev * N (Fr l 1 ) = c 1 and
Let us take l 2 , . . . , l r+1 ∈ P F,N (ρ) not dividing a satisfying the following properties.
(a) For each j ∈ {2, . . . , r + 1}, the prime l j splits completely in F n j−1 /K, where we put n j−1 := n 
In order to take such a sequence {l j } r+1 j=1 , we need to prove the following lemma. Lemma 5.9. Let j be an integer with 2 ≤ j ≤ r, and l 2 , . . . , l j ∈ P F,N (ρ) primes satisfying the conditions (a), (b) and (c) above. Then, there exists an O-linear map
Proof.
be the isomorphism of O-modules defined by a → aπ e j . We shall define the map
) for any a ∈ O. Once suchψ j is defined, the map ψ clearly satisfies the desired condition. In order to prove Lemma 5.9, it is sufficient to show thatψ j is well-defined.
Suppose that an element a ∈ O satisfies ax = 0. Then, we have
where
Put m := max{d − N j , 0}. Then, by definition, we have 0 ≤ m ≤ e j . By Lemma 2.2, we have a surjection
There exists an elementȳ ∈ Sel
, the global duality of Galois cohomology implies that (ȳ)
(For instance, see Theorem 1.7.3.) So, we have
Hence by (4), we obtain (ax)
= 0. This implies that the mapψ j is well-defined.
Proof of Proposition 5.1. Let j ∈ {1, 2, . . . , r}. Suppose that we have taken primes l 1 , . . . , l j ∈ P F,N (ρ) satisfying (a), (b) and (c). Let us take the next prime l j+1 . By Proposition 5.7, we can take a prime ideal l j+1 ∈ P F,N (ρ) splitting completely in F n j /K, and satisfying Ev *
is the map introduced in Lemma 5.9. This prime l j+1 clearly satisfies (a), (b) and (c). By using the sequence {l j } j , we have
Hence we obtain (3), and complete the proof of the first assertion of Proposition 5.1.
Let us show the second assertion. Suppose that the ideal C 0 (K, Z) is equal to Fitt O,0 (X(K, ρ)). We take an integer N satisfying N > 3E. Since any ideal of O/π N O is principal, we have an element c ∈ Z and a homomorphism
We put n := O K , and Y := X(K, ρ). We newly write X(K, ρ) = . We take a sequence of primes {l j } r+1 j=1 ⊆ P F,N (ρ) satisfying the conditions (a)-(c) for the new tripe (n(= O), {c j } j , f 0 ). Then, for any i ∈ Z with 0 ≤ i ≤ r, we have an equality
Since we assume that C 0 (K, Z) is equal to Fitt O,0 (X(K, ρ)), it follows from the equality (5) for i = 0 that the element φ
So, by the equality (5), we obtain
for any i ∈ Z ≥0 . Hence by combining with the first assertion, we obtain the second assertion of Proposition 5.1.
5.4.
Proof of Theorem 1.3. Let ψ ∈ ∆ be a character satisfying ψ| D ∆,p = 1 for any prime p above p. If K 0 contains µ p , we also assume that ψ = ωψ −1 and ψ| D ∆,p = ω| D ∆,p for any prime p above p. Recall that we put O ψ := Z p [Imψ] and X ψ = X(χ cyc ψ −1 ) in §1. Here, we shall prove Theorem 1.3, namely the assertion that for any i ∈ Z ≥0 , we have
First, let us recall a result related to the analytic class number formula. Let C be the
-submodule generated by all the roots of unity contained in K 0 and c a g (K; O) ψ for any pair (a, g) satisfying (I) 1 and (I) 2 . Note that we have a natural isomorphism Ru3] , since ψ| D ∆,p is non-trivial for any prime p above p. We also note that our C ψ coincides with the O ψ -submodule C(K 0 )
ψ of E(K 0 ) ψ in the notation of [Ru3] . Recall that we write A(K 0 ) ,ψ := X(K, χ cyc ψ −1 ) in the notation of §1. By Proposition 5.1 for i = 0 and ρ = χ cyc ψ ′ −1 (with general non-trivial ψ ′ ∈ ∆) combined with the analytic class number formula described in terms of elliptic units, we have Theorem 6.1. Suppose that the Iwasawa µ-invariant of X is 0. Let i ∈ Z ≥0 , and P a height one prime ideal of Λ containing Fitt Λ,i (X). We define two integers α = α i (P) and β = β i (P) by Fitt Λ P ,i (X P ) = P α Λ P and
Proof. We shall prove Theorem 6.1 by using the method developed in [MR] §5.3. Since the µ-invariant of X is 0, we may assume that P = πΛ, namely, the ideal P is a principal ideal generated by an irreducible distinguished polynomial f (T ) ∈ O[T ]. Let c ∈ L be a root of f (T ), and put L ′ := L(c). By Lemma 4.8, we may replace L by L ′ , and let f (T ) = T − c. For each n ∈ Z >0 , we put f n (T ) = T − c − π n , and P n := f n Λ. Definition 6.2. Let {x n } n∈Z ≥0 and {y n } n∈Z ≥0 be sequences of real numbers. We write x n ≺ y n if and only if lim sup n→∞ (y n − x n ) < ∞. We write x n ∼ y n if and only if we have x n ≺ y n and y n ≺ x n .
By the structure theorem of finitely generated torsion Λ-modules, we can deduce the following lemma immediately.
Lemma 6.3. Let Y be a finitely generated Λ-module, and C a non-negative integer satisfying
Then, we have C(n) ∼ Cn.
Let ρ ′ n : Γ −→ 1+πO the unique continuous character satisfying ρ ′ n (γ) = 1+c+π n . By Lemma 2.6 (i), we have X ⊗ Λ (Λ/P n ) ≃ X(K, ρρ ′ n ) and by Lemma 4.10, the image
By Proposition 5.1 and Lemma 6.3, we have
Hence we obtain α i (P) ≤ β i (P). This completes the proof. 
ψ be the set of Euler systems of elliptic units introduced in Definition 3.11, and we write
In order to prove Theorem 1.1, it is sufficient to show that C i ≺ Fitt Λ,i (X) for any i ∈ Z ≥0 .
We fix topological generators γ 1 and γ 2 of the group Γ ≃ Z 2 p . We define
By definition, for any (a 1 , a 2 ) ∈ E, the closed subgroup H topologically generated by γ 
Proof. Take topological generators
Let Γ 2 be the closed subgroup of Γ topologically generated by γ ′ 2 . Then, we have Λ/(γ
On the other hand, the O-algebra Λ/(γ
This completes the proof of Lemma 6.4. Lemma 6.5. Let I and J be ideals of Λ whose heights at least two. Then, there exists an element (a 1 , a 2 ; u) ∈ E × (1 + πO) such that the images of I and J in Λ/(γ Proof. In order to prove Lemma 6.5, we shall introduce some notations. Let I be an ideal of Λ. We denote by Assoc(I) be the set of associated ideals of the Λ-module Λ/I whose height is two. Since the ring Λ is Noetherian, the sets Assoc(I) is a finite set consisting of all minimal prime ideals containing I. We define the subset Assoc 0 (I) of Assoc(I) to be the collection of all the elements written in the form (γ
Let q ∈ Assoc(I) ∪ Assoc(J ) be any element, and put
2 − u ∈ q}. Let us show the following claim.
Claim 6.6. We have #S(q) ≤ 1.
Proof of Claim 6.6. Suppose that there exist two elements u 0 , u 1 ∈ 1 + πO satisfying γ
However, by Lemma 6.4 and the choice of (a 1 , a 2 ) ∈ E, the prime ideal q never belongs to Assoc 0 (I) ∪ Assoc 0 (J ). Hence we deduce that
Let us complete the proof of Lemma 6.5. We put
It follows from Claim 6.6 that S is a finite set. Let u ∈ (1 + πO) \ S be any element. Then, by definition, for any q ∈ Assoc(I) ∪ Assoc(J ), we have γ 2 − u) whose heights are at least two. Hence we obtain Lemma 6.5.
Proof of Theorem 1.1. Let i ∈ Z ≥0 . We fix F, G ∈ Λ satisfying Fitt Λ,i(X ψ ) ∼ F Λ and C i ∼ GΛ. By the inequality (1) following from [Oh1] Theorem 1.1, there exists an element A ∈ Λ satisfying F = AG. Put I := F −1 Fitt Λ,i(X ψ ) and I := G −1 C i,ψ . Let (a 1 , a 2 ; u) ∈ E × (1 + πO) be as in the the assertion of Lemma 6.5, and letF (resp. G andĀ) denotes the image of F (resp. G and A) in Λ := Λ/(γ
2 . There exists a unique continuous character ρ
2 ) = 1. By Lemma 2.6 (ii) and Lemma 4.9 imply that we havē
By Theorem 6.1 for ρ := χ cyc ψ −1 ρ ′ , there exist an elementB ∈ Λ satisfyingḠ =BF . So, we obtainḠ =BĀḠ. Since Λ is an integral domain, we haveBĀ =1. This implies that A ∈ Λ × . Hence F Λ = GΛ.
Remark 6.7. In Ochiai's article [Oc] , he used linear elements (of the ring of power series) in the specialization arguments. Instead of linear elements, we use continuous characters of Γ ≃ Z Remark 6.8. The inequality (1) allows us to simplify the arguments in this subsection significantly. In general, without the inequality like (1), we need to take infinitely many specializations in order to reduce a two variable problem to one variable problems. (For instance, see [Oc] Proposition 3.6.) However, we have just seen that thanks to the inequality (1), we may take only one good height one prime in order to reduce the problem in the two-variable case to that in the one-variable case.
7. Burns-Kurihara-Sano's ideals and C ell i
All the notation of this section follows §1. We fix an imaginary quadratic field K, and the extension K ∞ /K.
Under the assumption of the equivariant Tamagawa number conjecture in a certain form, by using Rubin-Stark elements, Burns, Kurihara and Sano constructed certain ideals which is equal to the higher Fitting ideals of an S-truncated, T -modified Selmer group. In this section, we compare our ideals C ell i (F/K) with the ideals constructed by Burns-Kurihara-Sano. When p is a prime number splitting in K/Q, and not dividing #Cl(K), we shall prove that C ell i (F/K) ψ coincides with the ψ-part of BurnsKurihara-Sano's ideal for certain characters ψ ∈ ∆.
In §7.1, we introduce the p-part of three conjectures (restricted to our setting): the leading term conjecture LT(M/K) p , the Rubin Here, we set the general notation used in this section. Let M/K be a finite abelian extension. We put G := Gal(M/K). For any subset Q of P K , we denote by Q M the set of all places of M lying above a place contained in Q. Let S be a finite set of places of K containing all infinite places and all ramified places in M/K. Let T be a non-empty finite set of finite places of K such that
is a torsion free Z-module. We denote by Cl Let A be a commutative ring. We denote by P(A) the category of graded invertible A-modules in the sense of [KM] Chapter I. We denote by D pis (A) be the subcategory of the derived category D(M≀⌈ R ) of R-module whose objects are perfect complexes, and whose morphisms are quasi-isomorphisms. In [KM] , the determinant functor det A : D pis (A) −→ P(A). is defined. For details, see [KM] Chapter I, in particular Definition 1.
Let us recall the definition of L-functions which we consider. Let G := Hom(G, Q) be any character, and we regard χ as a C-valued character via the fixed embedding Q ֒→ C. Then, we define
Note that this product absolutely converge in the domain defined by Re(s) > 1. The function L K,S,T (χ, s) can be meromorphically continued to the whole plane C, and holomorphic on C \ {1}. Let r χ,S be the vanishing order of L K,S,T (χ, s) at s = 0. For each positive integer r ≤ r χ,S , we define
Then, we put
where e χ is the idempotent of C[G] corresponding to the χ-component. We define 'the leading coefficient' θ * M/K,S,T (0) at s = 0 by
Note that θ Here, we endow this complex with the contragredient action of G. In our setting, the complex RΓ T ((O M,S ) W , G m ) is perfect, and concentrated in degrees zero and one:
-module which has a canonical exact sequence
(For details, see [BKS] Proposition 2.4 (iii), (iv) and Remark 2.7.) In particular, after taking R ⊗ Z (−), we have the regulator map
By using this isomorphism, we can define the map
to be the composite
where we regard R[G] as a module of degree zero.
The element z M/K,S,T is called the zeta element of G m for (M/K, S, T ). (See [BKS] Definition 3.5.) The following conjecture LT(M/K) is the p-part of the leading term conjecture.
Conjecture 7.1 ( [BKS] Conjecture 3.6, LT(M/K) p ). We have
Remark 7.2. The validity of LT(M/K) p does not depends on S and T . (See [BKS] Proposition 3.4.)
7.1.2. Rubin-Stark conjecture. We denote by P K (M) be the set of all the places of K splitting in M/K. We fix a subset V = {v 1 , . . . , v r } ⊆ S ∩ P K (M), and put S = {v 0 , v 1 , . . . , v r }. For each v i ∈ S, we fix a place w i ∈ S M above v i . The regulator map λ M,S induces an isomorphism
We define the r-th order Rubin-Stark element to be the unique element
In order to review the statement of Rubin-Stark conjecture, we need to introduced by the notion of "exterior power biduals". 
Remark 7.5. Let R be a Noetherian commutative ring, and X a finitely generated R-module. If X is a projective R-module, then the map ξ [Ru4] .) In such cases, Rubin defined it as an O-lattice of Q i R X. In [BS] , Burns and Sano generalized Rubin' lattice over general commutative rings by using "exterior power biduals". In this paper, we follow Burns-Sano's definition. Note that later, we need to treat the case when R is a group ring over Z/p N Z.
The following conjecture RS(M/K, S, T, V ) p is called Rubin-Stark conjecture.
Burns-Kurihara-Sano proved that the p-part of the leading term conjecture implies the p-part of the Rubin-Stark conjecture. 7.1.3. Mazur-Rubin-Sano conjecture. Here, we shall introduce the assertion of (the p-part of) Mazur-Rubin-Sano conjecture in our setting. Recall that we have fixed an extension K ∞ /K in §1. Let F ∈ IF be any element. We put M := K 0 F O K , and G := Gal(M/K). We take any N ∈ Z >0 and any n ∈ N wo F,N (χ cyc ψ −1 ) \ {O K }. We write n = l 1 · · · l i , where l ν is a prime of O K for each ν, and put W := Prime K (n) We define L := M n . We put G := Gal(L/K), and
Suppose that S consists of all infinite places and all ramified places in M/K. We put S ′ := S ∪ W . We also put U := {∞}, and V := U ∪ W . Note that we have
Here, we assume that both
Recall that for each prime l, we fixed an embedding l K : K ֒→ K l , and denoted by l M the prime of O M corresponding to l K | M . For each l ν ∈ W , we write D lν be the decomposition subgroup of G at l ν . Since n is well-ordered, we may assume that
−→ D lν be the local reciprocity map, and define the
Then, the maps Rec lν induce the Z[ G]-linear map
where we regard (J W ) H := J W /I H J W as a trivial G-module. We have a natural
where we declare that the action of G on
In our setting, the assertion of the Mazur-Rubin-Sano conjecture is as follows.
, and it holds that
The following lemma implies that the map N H is closely related to the Kolyvagin operator
Lemma 7.10 ( [BS] Lemma 4.27 and Lemma 4.28). We put
For each ideal d of O K dividing the ideal n, we denote by 
where D n is the Kolyvagin operator.
Burns-Kurihara-Sano proved that the p-part of the leading term conjecture implies the p-part of the Mazur-Rubin-Sano conjecture. 7.2. Conjectures over imaginary quadratic fields. In [Bl] , Bley proved the equivariant Tamagawa number conjecture over imaginary quadratic fields in certain cases. Here, we review this work briefly.
Keep K to denote an imaginary quadratic field. Bley proved the following theorem. For any i ∈ Z ≥0 and any subset Q of P K , we define V Q i (M/K) to be the set of all the subset W of P K (M) satisfying #W = i and W ∩ Q = ∅. We put U := {∞} = S ∩ P K (M). (Note that by the assumption on ψ, the primes above p do not split completely in M/K.) Definition 7.15. For any i ∈ Z ≥0 and any subset
Burns, Kurihara and Sano obtained the following result. 
Suppose that ψ = ω as characters of G K . Then, the Chebotarev density theorem implies that there exists a finite place v of K with w(v) = 1, not contained in S and satisfying ψ| G Kv = ω| G Kv . We can take T as a singleton containing such v. Then, we obtain A T (M) ψ = A(M) ψ . By combining Theorem 7.16 with Proposition 7.12, we obtain the following corollary.
Corollary 7.17. Suppose that p splits completely in K/Q, and p is prime to #Cl(K). Let F ∈ IF be any element. Let ψ ∈ ∆ be a non-trivial faithful character such that ψ| D ∆,v = 1 for any finite place v in S. Moreover we assume that if K 0 contains µ p , then ψ = ω. ψ = ω as characters of G K . Let l be an ideal of O K with w(v) = 1, not contained in S and satisfying ψ| G K l = ω| G K l . We put T := {l}. Let N be any positive integer, and put (F ; N) ) ψ Remark 7.18. In the arguments in proof of [BKS] Theorem 7.9 using Chebotarev density theorem, the sets V ′ are taken from V ′ . However, after taking the ψ-part, more careful arguments implies that it suffices to take the sets V ′ from V 7.4. Comparison of ideals. Let K ∞ /K be as in §1. Fix F ∈ IF , and put M := K 0 F . We denote by S the subset of P K consisting of all infinite places and all ramified places in M/K. We put U := {∞} = S ∩ P K (M). Here, let us show the following theorem, which says that the ideal C 7.19 . Suppose that p splits completely in K/Q, and p is prime to #Cl(K). Let ψ ∈ ∆ be a non-trivial faithful character such that ψ| D ∆,v = 1 for any finite place v in S. Moreover we assume that if K 0 contains µ p , then ψ = ω. Let l be an ideal of O K with w(v) = 1, not contained in S and satisfying ψ| G K l = ω| G K l . We put T ; = {l}. Then, for any i ∈ Z ≥0 and any F ∈ IF , we have
Let us introduce some notation. We put G := Gal(M/K), and put R := Z p [G] . Let ψ ∈ ∆ and T := {l} be as in Theorem 7.19. We put R ψ := O ψ [Gal(F/K)]. Let ν ∈ Z >0 ∪ {∞} be any element. We put R ν := R/p ν R, and R ν,ψ := R ψ /p ν R ψ . Let N ∈ Z >0 be any element, and n ∈ N wo F,N (χ cyc ψ −1 ) an element prime to l. We put
Note that since we assume that
Let us consider the modulo p ν reduction of the ideal Θ RS S,T,i (M/K). We need the following lemma.
Then, for any ν ∈ Z >0 , the modulo p ν map X * ∞ −→ (X ν ) * ν becomes a surjection. In particular, we have an
Proof. Let ν ′ ∈ Z >0 ∪ {∞} be any element. We define a projection map
where e G denotes the identity element of G, and define
Note that P ν ′ is a bijection since the map
becomes the inverse of P ν ′ . Since X is a torsion free Z p -module, we have a commutative diagram Proof. By the definition of exterior power biduals, the R-module i+1 R U n,∞ is torsion free. So, by Lemma 7.20, we have By the definition of the Rec W and Corollary 7.21, we obtain the commutative diagram
Now, let us complete the proof of (7). Let f : H 1 (F, (Z/p N Z) ⊗ χ cyc ψ −1 ) −→ R N,ψ be any R N,ψ -linear map, and denote by f 0 the restriction of f to U n,N,ψ . By Hochschild-Serre spectral sequence, we have an natural injection ι n,N,ψ : U n,N,ψ ֒→ U n This implies the inequality (7).
Next, let us show (8). Again, we fix n = l 1 · · · l i ∈ N wo F,N (χ cyc ψ −1 ). We take arbitrary maps Φ ν ∈ H n,N,ψ with 1 ≤ ν ≤ i + 1.
We follow the arguments in the proof of [BKS] Theorem 9.6. By the Chebotarev density theorem, we can take an ideal r = q 1 · · · q i+1 ∈ N wo F,N (χ cyc ψ −1 ), which is prime to n satisfying the following properties.
(i) For any ν ∈ Z with 1 ≤ ν ≤ i, the class [l For each j ∈ Z with 1 ≤ j ≤ i, we put n j ; = j ν=1 q ν i µ=j+1 l µ , and define W j := Prime K (n ′ j ). We put S ′ j := S ∪ W j , and V j := U ∪ W j . We also put n 0 := n, and define S (12) via the regulator, we deduce that the ψ-component of (12) This congruence and the induction hypothesis imply (10) for j = j 0 .
Let us show (8) by induction on i. When i = 0, the inequality (8) clearly holds.
Let i 0 ∈ Z ≥1 , and suppose that (8) for i = i 0 − 1 holds. We take any element n ∈ N wo F,N (χ cyc ψ −1 ) with ǫ(n) = i 0 . In order to prove (8) for i = i 0 , it suffices to show that Θ N (n) ⊆ C i 0 ,F,N ({c l f,ψ }).
Let r be as in Lemma 7.24 (corresponding to present n), and put H ′ := H r . Similarly to the proof of (7) Hence we obtain (8). This completes the proof of Theorem 7.19.
