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Com o aumento e:çonencial de informação disponível na Internet e devido ao facto
da maioria desta estar num formato não estruturado, surgiu o conceito de htracção
de Informação cujo principal objectivo consiste na transformação da informação
desorganizada e não estruturada oum formato adequado aos sistema§ informá,ticos.
Este trabalho incide sobre a ktracção de Informação de Documentos, mais
precisa,mente na língua Portugueso, sobre os quais é desennolvido um sistema de
extraação baseado em regras e padrões, e realizados testes comparativos entre o sis-
tema e os principais métodos de aprendizagem automática (Hidfun Marlau Model,
Hidden Serni-Markou Model, Mosi,mum Entropy Marlcou Model, Conditionol, Ran'
d,om Fietds e Support Vector Machines). O domínio utilizado é na rárea dos anúncios
de venda de automóveis, cujos resultados obtidos são em média superiores a 
g0To
paÍa o sistema dmenrrclvido. Numa segunda fare são efectuados vários testes com
conjuntos de documentos de üferentes dimensões no domínio dos anúncios de venda
de casas, utilizando métodos de aprendizagem automrítica. Os resultados obtidoe
visa,m apurar as rmriações produzidas nas medidas de avaliação.
I
Abstract
lnformation Extraction from Portuguese Documents
With a oçonential growth of available information on Internet, and due to most
of that being in a non-structured format, has emerged the Information Extraction
concept, which principal objective cousists on transformation of unorganized and
non-structured data to use in information systems.
This work is related with Information Er<traction from Portuguee documents,
where is developed a rules and patterns based extraction system, whose results are
compared with machine learning methods (Hidden Markou Madel, Hidden Serni-
Markoa Mod,el, Mosimum Entropy Marlçoa Model, Conditional Rnndom Fields e
SupWrt Vutor Machines). The derrcloped system achiened more than 90% (f-
measure) in car sales listings domain. On a second stage tets, are used document
sets with different dimensions using machine learning algorithms, in houm sales
listings domain, to eyaluate changes on performance mea§ure8.
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Com a ocplosão da, popularidade e crmimento a larga. escala, da Inte.rnet tambfu
a quantidade de Infmm@o disponírrcl aumentou e"xponencialnnemte. Vintê e cinm
mil milhõ6 de página§ \4reb são o vdor esüimado de endereçus indomdos pelm
principie motore de pquisa no ano de ãXI$ (Wmld$Iide\MeHiize, m). $[o
entanto, apem,r deeúa quanüidade gigantesca de fontee de Inform@ disponíveis na
IVe§ as me$nas ffim de hderogmeidade e de falta de ffiirtura D6üe modo, o
únioo método de acm a ta,manha quanüidade de dados re$lmsoê à navegação e
@uíBaÉ Â B<tra@o de trnforma@ é um üipo de pquisa docummtal $rc üm
oomo principal objetiro a eertraoção de informação não estmüurada a parü,ir de
fontm documentais e a pmtairor rre*üruüura$o d€§ta em enüidadeq rela@e entre
entidades e atributoe dmitorea de srtidadm. ke método permite uma melhor
pquira do qrrc e luocura pm palanras.chane rum mjunto não organizado. A
estnrturação da informação § rrm plocem complerco que pode ser múto diÍÍcil de
concrcüiear e é um denafio paramuitas quipa de invwtigadores de todo o mundo
que há duas déeadas se ddica,m à Brtraogão de Informa$o de Documenüoe.
tr definição de ertra@o de Informa@ é descritÀ pelÀ autma [doeos (2006), de
uma forma sirrplee e mncina: "A Mr@ k InÍommçfu é a úfuntáfi"ryfu, c&;*
sáfuÃçfu e esfrrtfutryfu an ebssas sanfus, e Wwwçfu eWâfia 6à@nttvdú
1
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em lorúes rfu e&rtúrnúor*, tais wnw ilmmanf,os. O ohiútúw é a twwtormqfu
wmlowfu mw;* @affi atnretre de pxwsssntcnto pr ptn bs s*rtartus fu
únímrnaçfu".
A f,hrh'a@o de Inform@odivide.se em várias fas6 de aaondocom ainforma@
que Be pretende ecürair: a primeira fare denomina"m r€onhffiimento de nome e
entidadm e &fine,ee pelo rcmuhmfumemto e eJamífic@o de nome m dmurnentos
(pessoas, localizações, companhias, enür,e ouüros); a, eegUnda fam traüa do reonhe-
cimento de rela@ enüre entidades, nomeadamente entre &ras 0ü mais emidadesi
a teroeira fare efe,üua o reconheimento de regras sennânüicâs entre os vrírios cons-
tiüuintm sinüác:üioog da fram; e quarüa e qufulta fases trata,m da rwh$o de m'
referências entre nome e pronomes e eatre vários doc.umentos do conjunto; por fim
a ee»<ta fas reeli%a a o mnhecimento de nrimeros e eurpr# te,mporais, maie
precisamentê a deteogão de ecprdee temporais (rela,üiraas, absolutas e relaüirns a
everntm) e a deüeeção e reconhecirnento de nrlmeoos e a slÀ orropondente atri-
bui@/resolução.
h modo a realizor as faffi & ortr@o definidas anteriormente, tlrr, si§temnÀ de
&rüraação de Informação dividese e,m dois pro@ de modo a tratar cada uma
dmas fama Dmte modo, os púooessoo geraia de um aistemÀ de &rüra@o de In-
forma@ têm a mguinte apresenta,ção: o proc@ inicial denomina-se Tokanàzú,àon
e oonsiste naparti@ do tocto e,m unidades básica§ (patavras, framn paráSrefo§) que
mrão analisadas pelo sisemE o úlüimo pmceffi enalisa' os dados obüidos anterior-
mmüe no âmbito do dmíDio dcftxido aptricaado o método de €ncürâqão e realizando
a publicaçâo dos reeultâdos obüidoe.
Oadois principaia dtodosuüilizados na tsctra@o de Idormação de Doamen-
tos dmominam-re: métodos baseadoe em padrões e regras e métodoo de aprendiza'
gem automráÍic.a. Inioialmemte sur$âm os métodoo baseâdos em pafuôes e f,qraa,
que tal eomo o norne indieâ, utilizam uma base de conheimento ou um conjunto
de rqgraa dgdâs e padrões na Brha@o de trnform@o de Docurnmtoe. Com o &u-
mento da capacidade de pnocem,m,ento dos sistemâs informrítioos, demnvolreeram-se
2
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várioe dgoritmoe de apmdizagm automática t1rre na,úIüima dfude foram a prin-
cipel áüeÀ de eshdo de várias qlipas de inrmtiga&res.
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1.1
O principal objectivod*teAfueotaçãofoi a Mra@ de Infmmação de Documen-
too e.m língua Porüugum.e dividiu-ee noe eeguintm proeffi:
Deemvolvimenúo de um sist€mâ de Elrtracgão de trnformação
Deemvolvimento de um Bistema de enrtracção de müidafu pare um domínio
defrnido uüilizando as témicas preeentm no modeJo de regras e padrões.
Comparação de resultados obtidos entre vários sisteünas
Rcdizaçao de um conjunto de tmües ompa,rativm enhe o aisteme desenr,olvido
e ouüros sisüe.ma.§ bamadm em algoritmoo de aprendizAgem automática.
Effiudo da variagão da taxa de enctracgão srüre co4iuntoe de documentos
Estudo e comparação de roultadoe pa:ra vrfoios coqirmtoe de documentoa de
difenenües dimensões de urn fuínio efimido, uüitrizando vários algoritmos de
aprendizagpm automáüica
1,2
Os sisüe"mas e tstee dese"nrroü$idos nesta. dissta,so dividira,m-m nas mguintm fases:
e ktha e pmepara@ doe mnjmüoo de doclüneNltoe a uüilizar: escolha dos
domínioe e müidades; reatização dae anotações neoe#rias de modo a eer
posffimX aohüem@ de rmultadm"
o Desemmlvimento do nist€ma pmposto:
- Criaço de uma bam de mnheaimmto eohtre o domínio.
erAPfrÍrw r. nflrnoDuçÃo
- De$nição dm padrõe e llegra§ a, uüilizar para mda müidade ddnida"
- nemçao do sismÀ de resotu@ de conflitoe entre rqras.
- Compara@ entre os reqltadoe do sisüemÀ e oe rcsultadoe anotadoe e
obtem@ das re"spffie,ivas medidas de avalia@-
o Realização de testes om sidema de apmdizagem automáüic,a:
- Uüitização dm ptincipais algoritmoe de apendizag€m automátiw Iíd&
den Ma;*oa Ã{úrA Hildun Ssrú.Ma*ou Ã[odcl, Mrctumsn finhupy Ãdw-
Mt Me\ Cudlútirlrul Rruturn F;ms e &ryprú Udff trtw)t*w*
- Comparaçãodoe rcultados obtidoo: com oe do si§ümadesenvolüdo para
o mmo domÍoio e omlrntode documentoe; paramniuntos de &clmen-
tm de diferentm dimensõas dentro do msmo domínio.
1.3 Estrutura do Documento
p6m dissertação mmntra-m estruturada em 5 capíüulos de acordo com o mguinte
formato rm Capítuh 2 ê aprmenüado o ktado daArte cujo mnteúdo é relacionado
com oa principais métodoo, algoritmos e sistêmae de Brüraogão de Informação; o
Capítulo 3 apeaeuta a Arquitecüura Fropoaüa pa,re a Giação e demvolvimmto de
1m sistemade Brtraoção de Informa@; o Capítulo 4 trata de um Esüudo de Gam
no quat se aplice o ei$ema dmnrlolüdo na üemáüica dos antlncioo de vmda de
alrtom6neis e caseq por fim, no Capíüulo 5 apmentem-se as onclusõe obüidas e
prroeo*as dG ideiâs pamo tuahdho fufuuo"
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Capítulo 2
A Brtraqão de Informação de Documentos tm como principal objmüivo a o(-
tnaoção de infomação não estruturada a prüir de fodes documentais e a postedor
rmtruturação deüa para utilização mrma ba,m de mnheimento. Inicialmente fo'
ram usados métodm bmadm em regms que maia tarde, devido à sua fragilidade
enoluÍra,m para métodoe de apremdizagem auüomática.
Xrlmüe capítulo eão apremtadas várias aUomaagpms no que diz rmpito aoe formÀ-
toe e sistemas bamadoe em padrfu e r€raq am quais negpida,mmte m aprmnta'm
oe principeia métodos de apre.ndizaggm arúomáüica- Por fim, So dffiita§ as medi-
das de avaliação utilizadaa na Bcüraação de Informação de docummtos.
2.1 Métodos Baseados em Padrões e Regras
Oe méüodos de &tracção de Informa@o amtm em fi€tas evoluíra,m ao longo do
tempo. Os pdmeiroo métodm dê exdrâoção eram baseados em dicionátios (padr66)
aos quais m seguiram a uüiliz@o de um oonjunto de rqras rígidâs aodificadas
manlalmente. Como a inae,r@o de rcgraa era üIna üarefa müito dmorada e tedioea
d66yolvmam-se de aprendiaagem automáticaqlre se ocuPavsür de criar
aB rsgras a putir de m,mplm (Âiükerq ffifz)"
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Ilm sietema de enrtracção baffido em fiEraB é em,nciahnente mnstiüúdo por
duas parües qlre ompõm o método. .4, primeira parte é o muiuato de rqras
que vão se aplicadas. A eeg@da, parte do método ê o sisüema de controlo das
regras exisüente e ddroidas na primeira parte. Fste sistme de controlo @e ser
consüiüúdo de várias formas, tais como: o llso desorde.nâdo das rqras e sobre as
queis erdste um siste.me,que rwolre osconflitmquando tudstem inmteas; o uso de
prioridade (ordma6o) nâs rqgra§. O modelo de eurüraoção baseado e'm regras t,em
ooilro 1xincipal van@w a poesibilidade de mumlidan ou antmedar o mnjurúo de
ft€ran de modo a obten melhorm resultâdoe
Oe sist€mâB bamdm em rqfas oonsistem de um aonflunfro de rryae gerais de.
finidas que efmüuam ema tanefa. Dmüro dos sistêmas de padr6ee e fttgras erristem
afude dois mjuntm pdncipais: G que utilizam rcErâs definidas manuahanente e
os que contfu métodos para aprender e adicionar no\,as r€ras ao eistemâ. .A,s
duas principais anorAryms qistmtc nm eiskmÀs aubmatizadoe de rqraa são: o
m&odo ürlficrrra-up que aplica as r€ras a parüir de casoe epmiais pâra câsos gaaie e
o método que realiza easa tamefa e.m sentido oontrrf,rio, ou seja, dae rqras
gerais paf,a a.s epeiais.
A aretora Saramgi (ãn8), deome;ve a forma brísica de uma regIa no formaú,o
pàrão cmtfdwl + rcçfu em que o pfu:m contdual consistê no us) de um ou
rnais @rõm etiqudadoe que capüuram várias prryriedafu e aont€§r&og fl6 rrma
ou várias enüidadee na. forma @mo epaf,eaem no documento. Os pa&ões podem
ffir run& e:rprmão xqular dcfinide sobr€ as propridadm e coütffito qtre os ffialus
aprem.nfulm no tsrto. Á, parte M ff4fu é utilizada para aplicar oe várim formatoe
g@is de mgras definidm.
Um conjunto de rqras Im,rao reoonhecimento simplea de umaentidade consiste
m tmfu tipos de paaraea:
o Um padrão (opcional) que capüura a informa@ de aontosto antee do inicio
damtictade.
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r O reonhecimento doe úo&ens da mtidade atrav& de padrões de reconheci-
nento.
o Um padrão (opional) que ca4»üura, a informação de contecrto depoie do fim da
didade"
&idem ainda outras aMqg@g pârâo caso de enüidade mais complorasr em
$lG se utilizam várias fi€ra§ tnas eurüre.midades das entidades e todo o drtÍrnior êt
oonsiderado qlrno uma enüidade. São ainda utilizadas vríriae regras para euctrair
múItiptas entidadq êm quê tmlÀ olt mais ryms fauem o reonhmimento das várias
enüidades eimultileam.e-
A organizaéo das regrae implementadas é üambém uma imporüante üâsefs num
sisüma de regras na mdida em que grande parte do sucem na Brtra,qão de In-
fonma@ depende da ordenaçao dffitâs tçgras e da rmlu$ode mnflitoo.
kistm várias etraÍégias paxa a. ordmação e remlução de conflitos, das quais
se &cam as duas mein relernentÊs:
o Thaúamento das regras de uma forrra dmndemada e independente. Quando
erdst€ln conflitm e,nüre rs$as difsemtes que cobrem o mesrrro t6do deve.ae
uüilizar a, rqgfâ que cobre maior parte do hxto e em Gatr) de empaüe emlhe
a Gom maior prioridade olr rcalizar a jun@ da inform@o guando as regra§
em conflito são para a atribui@o da mma. enüidade.
I Uüiliza@ de utt sistcma completo de prioridade êrn qrrc todâ§ a§ xqras
defioidas apreenhm uma prioridade. A emolha. ê.rn caso de conflito recai
sobre a de maior ptioridade.
A maioria doe sisü@âs apreseffi, a nemidade de um conjunüo muito elenado
rcgras dtamente pnecieas para realizar a üauefÀ de Búraqão de Inform@. .A'
tarcfa de oonatrução de regras neoemita de codificação por parte de um @nilrnto
de pmas muito expsiemtesno dmfuio e qlre ee aplica o sistêma, o que pode m
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uma tarefa muito ux[oea" É com base ni$o que re dese$rrolvserr sistemas qlre
efecüuam e aprmdizqgcm arrtomáüicade regras a parüir de doq[rentos etiquetados
para o deib. O alguiümo de funcionamenb da maimia dm eisüemas que uüiliza,m
este método aprenta a ryuinte definição (§arawagi, 2ÍX)8):
1. B: mnjunto de rqgrasn inicia,lmenüe vazio.
2. Enquâoto e.isüh uma enüidade t e. D que não temhs fuura pü ullls
qualquer rqra de IL
a) C:riar norma r€raa eobre rr.
b) Adicionar âs nosaa regras a IL
& Realizar uma tarefa de refinameato de modo a retirar regras redundantm.
Para o método de cria$o de regras Dmitton-up o algoritmo fui a ffiguinte imple-
mentação:
1. Para cada tipo de eüiqueta ?
a) Cria@ de uma r€re selmerúê pâra runa instância não abransidÀ. Unna
r€ra re.memte eonsiste no uÍD de uma instância â que não hur qual-
quer regra amiada Dâ quâl ee oolocam um oonjunto de fo&ens u à
eque.nda e direiüa de f € c dando origem a urt& regrâ no formato
*á-,,,t.".tfii-1cin.--r8i+t, -+ T em que ? ffireponde à posigão i de r.
b) Genealizaçâo da re,gra aêrnentê
c) R€moção das insú"âmcias oberüas pelas nows regras
0 modelo tap-dou,n tê,m uma a,bordagem diferente do antsiorn iniciandose a
partir das rqraa ryeclamaaAas. Deste modo, & §u& definição é a mguinte §eia fio
e ÍàSra mente maie especieliuade a parbir da qud ee define a aprendizagem até
2u poei@. É aenmao ainda um parâmetrc s que indica a abnangência trlínirna de
cada rqra. O algoriümo aprwnta a ryuinte formulação:
8
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1. & : mnjunto de regras de nível 1 que tem. uma ondição numÀ das 2ul
posições e urra afrangencia sup€dor e §"
2. Pam um nírml L:2 até 2u:
a) Ba : Regras formadas pela intersecÉo de duas r€ras e'm R1,-1 que são
mmpaüíveie em todas as mdi@ & L - 2 orcepto numa
b) R€moção das regras de Ra com abrangência menor que s
O resultado é um conjunto de rqras que cobrem. Rs e têm t'ma. abrangência de
pdo menm s.
Depois de dee«ib o funeiona,mento dos Bistemae bareados em padrfu e regrÀs,
são apresmtade algtms dos Bistêmas na área dÀ Etuacção & Informação que fa-
zem uso destes métodos nâ sua implementa@: fsramenta FA,STUS que efetua
a EI a parüfu de um sistme de regras predefinidas (Hobbs et al., 1993); sistema
de aia@ de regras a parüir de üeurtoe anotadoe denominada CRYSTAL (Sodertand
fuúoSWTS que conniste num sisüema de criação de regras a parüir de documentos
não etiquetados (Ritoff, 1990); sisüema de cria@ e aprendizaeem de rqras a partir
de docnmentoe semi-estruturados e não etnrüurados dmominado WHISK (Soden-
Iand, 1909); fenamenta de aia@ autmática de regras a partir de documentos
etnrüurados e não eüruturadoe denominada BI4TI Gkitag and Kushmeriek, ãXX));
§kt€ma de EI de páginas HTML que utiliza rcgras definidas nrrnl linsuagpm declÀ-
raüirm denominada .E@ e publica o resulhdo obüido no formato XML (Baurugartnen
d d", Mf)t femamenta de cmstnrção aummática de regras baseada m padrões
e oom uülização de pÁ,g!na"c na Inte,raet (HTML) oorro fonte ao invés de conjuntos
de docuurcntos üreinadoe (hui Ctâng and Lui, mf)t sistemÀ de EI de entidades
e rela@s em arüigos biom&iooa aom recllffio a padrõe e analisadore sintácüicoo
(Yakushi$ et aL, mf); desmrmlvimmto e uüilização de vários métodoe, errtre os
quais um baseado em regraa, na EI de enüidade de mensagens de wierw,il (Hrreng
d il, mf); uüilização da lilguagcm dffilarâtiva Prfu para coasünrção de rqras
I
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de E[ de entidade (fums, 2001); deeemolvimenb de um si§temô de miação de
ÍEras a partir de exemplos denominado (LP)'(Cirarrcgnar mf); ferrammtas de
EI que utiliza,m um oonjunto de regras declaraüivas cuia sintaxe é smelhante ao
,9QI (Jayram d ú, 2Í[6; frisUnamrtUy eü d.n mB).
2.2 Métodos de Aprendizagem Automática
Os m&odos bareados em aprmdizqgem automática eurgira,m @mo forma de ultra-
pastr as debilidade do um doe sist€mas de regras no qlrc diz twpeito ao anmmto
do conjurúo de regras que pde Eer uura tarcfiileurhemamemh omplicada e ao hcto
dos sistmas baseadoe em rqgtas ffirem muiüo dependentm do domfuio no qual se
inserem" Ao longo dos anoq devido ao aumento do @en compúacional, fuam
demvolvidos várioe mêtodoe de aprendizagem auüomáf,ica
Neeta eqão, são apreentados várioe algoritmm de aprendizagem automáticat
com inicio no Hiilst Marbt Md*A ao qual çguidamenh se apresenüam duas
errulu@ disüintas dete modelo, o Hülfun Semi-Mor*oü M&l e o Muirmnn Ew
tmpy Mar*m À{dd também denominado de Gorrdifionol Medüu MofuL O quarto
elggdtmo a ser enalisado é o Corrydttional R$fum Ftet* e por fim o &tryt Vdor
Mrchircs-
2.2.1 HHden Markou Modd (HMM)
A treoria dw Hâdfun Mukou M&ls (IIMÃf) na Brüraoção de Informa@o é um
mnceito om vários mtudos rm.lizadoe por várias qripas de inrmtigadom da áxea.
O modelo clíssico do HhúM foi prülicado nuura s&ie de ârtigos ns final da deada
de fr) e inieio de ?0 peloe autme Baum and Fagon (1967); Baum d a[ (1970);
Banm and Peürie (1966). Ao conürário dw Mwhou fuÍdels em que sã,o mnheeidoe
oe esüados e os rlniooe parâmetroe são as probabilidadm de transição de estadoe, no
HMhd oe esüados nâo eão dirmtammte viefireis e apenas são oonhecidoe os reatrltadoo
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de saída e não a sequêacia de mtados que levou & essa saídâ- O funcionamento
do HMM é dffiito por Rabiner md Juaag (2003) através da resolu@ de três
problemas chane do modelo:
1. Dada nma mquência de obrerva@ O : OyOz, ---,Or, oomo calcular a pn>
babilidade da oqu&cia obetrvade P(OlÀ)?
2. Dada uma ryuência de obmrva@ O : O*@,*,Or, oomo eecolhs a
squfucia de estadoe f :'it,*2r...,áa ópüima?
3. Como ajustar os parâmetros do moddo, de modo a ma:rimizar P(OlÀ)?
As repoeüas a stas quetfu e que dmeve.m o funcionamento do algoritmo
HMM eão as ryuinb:
L. .A resposüa ao problema é dade pelo crilculo da probabilidade da sequência
okvada O dado o modelo À atrav& da emrmeração de todas as eoquências
de eatâdos de omprimento ?. Paracada sequfocia fxade esüados I : â*z...kr
a probabilidade da sequência obssuada O ê P(OV,À), onde:
P(OE' À) : üu (or )ôa(o")..'üff (or)
Por outro ladon a probabilidade de uma squência de eshdos f é dade por:
P(IlÀ) : rfl qtiâanz,s .--ery-r,r
Deste modo a probabilidade onjunta de O e f é dada pon
P(O, ÍlÀ) : P(OII, À)P(rl.\)
Ftnalmente a probabilidade de O é obtida pela soma da pnobabilidade oqiunta
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Ir$o entonto o crílculo desúaprobabilidadeé umatarefamtrr nm custotempond
da orde,m de (tI - l)ilar (Rabiner and Juang, ãm) o que toma neaessária
ume nova a,bordagem no dlculo da probabilidade de O'
O procedimento implmentado pua rmohre o custo tenpord denomina'm
método Forua'd,-Bae.Irra6rld (Rabiner, 1S0; Rabinm and Juang, ffi3) orjo
autor refere que coln estc método o cgsto temporal obtido é da ordem It{â,T,
ou seja, muito menor do que utilizando o cflculo dhecüo daprobabilidade de
o.
O dgoritmo Fo71na'/.-Bar*ic6glÚ, degc1ito por Hob«man and Durand (2006)
no seu onjunto de notm têm a mguintê defini@:
r O algoritmo Forward é 1m método dinâmico para cdcular o rmlor de
P(OlÀ). De notar que não m conheoe a sequência de 6tados, ou seja, é
necmsário considerar todas as sequências ecriSentm'
Assim, o rnalor é obüido atravê do cálmlo da probabilidade de wtar no
estâdo d após a ggração da quência até, ao uaulor obrerrnado ot. E§h
valor tem a equinte defini@:
arG) : P(O*Oz,Os, "', Or, ft : 'St)





at+r(i): f or(f) *aii*e5(Osa1\
Ft
- A probabilidade de obffinar toda a sequfuGia é dada pel,a aoma de
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r O algoritmo Bu;fuwd,funcionaem s€ntido onkário do algoritmo Fonnard,
ou sejq p€rmite o cálcllo do valor da probabilidade de O partindo do
foal dâ oequência" seia s(c) a probabilidade da§ últimâs obmrvaçõee
T -t que terminam no estado i:
§*(á) : P(Ot+t, O*2, 0*+s* "',Orlq, : sd)




Êr-Á*l :l1r{i} * &ai * ei(o.r't
r,=7
- Comry,ndo em. T e perwrendo até l, celculando ft(d) obtfu-re a




2. A rqosüa do problema 2 mnsiste ra eoolha da melhon quência de eta'
doe. O método utilizado pa,ra enmntrar e§8& aequfocia denomina-se algOritmo
de Viterúi (Vikrbi, 2[03; Forne;r, 19m) eujoo autores decrevem Gomo um
método recursivo paraencontrar asolu@o ideal no problemadaesüimação da
squência de cshdoe obeerrmdo rrrrm proffio de Markov'
Os aubres Rabiner and Juang (mm) demevem o firncionamento formal do
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b) Pam r@ursi\lo:
Para2 3tín, 1<i<IV
õrtil : maxl<d<ff [ôl-, (e)oi]ài (O.)
úrfu ) : arpaxl<;ss[&*, (t)o,il
e) TerminaSo:
F - max15;ay[d7(d)J
'í.f" : argmaxl<r<* [ôr(d)J
d) Bacfuvlchiríq da squência de estâdos:
Paraú -T- 1,f -2,..-,1
Ê: !úr+r(ri*r)
3. A repmüa ao úlüimo problema coneiste no ajuste de parâmetros do modelo
de nodo a ma:<imizar a probabilidade da mquência observada' O método que
permite realiza,r 6gte târefe é um método iteratirn da femflia doe alggriümoe
F.ryecta*mvMuern*zAtm (EM) (Dempeter et d., 19|"í) e denomina"se algo
ritmo BmrwWekh @aum d d., 1970). Os autore Hoberman and Durand
(2000) desmeven nâs suas notas o firncionamento detalhado deste algoritmo-
Dados os estados ouozr..., é neceesário determinar os parârnehm que mani-
miz.rm À - q,iei(.),ri, mâ§ deüdo ao facto de ser intratável encontrar üm
máximo globd é nreegário eluunerar tdoe oe oonjlnüm de parâmet'roe '[ e
emüão Gatculatr:
§cor{,le) :L*(Ol, À*) : TDPTO[]&, q)d aa
1lua cada À*.
CAFÍTWOL E§1f,ADODÁÁMÉ
Paraumadadasequêneia d aprohbilidade de Uandtar de um estado d para
j numdadotempoü 6:
P(ú : i,d*r: 51ff,h| :
15
P(ú:t, :i,
A desi@ dos texmosdÀ êquado anterion eão oB sê8uint6:
r O termo o1(i) repmnta a probabilidade do modelo h emitido o oon-
jrmto de símbole oi...q edando no etado §i no tempo t. FÁte valot
pode ser obüido utilizando o algoriümo Fmnord''
r Atrav& do algoritmo Bu.knoil é pomível obter o vdor de &+r(f) que é
aprobabilidade de misão do reto da sequênciaestândo no etado j no
tempo ü + 1.
r os termos @,5 e e5(@*r) indicam a probabilidade de tran§içao de d para
j e a emissão do vaulor em Ú * 1
.Àssim é poesírnl Btirnâr:
&i : + ;@Ç 
a{t, tlo'5q(d,+,} fl {t+ 1, i)
e
&{o\: T ;@ ,op*r*,ã}fr(t,i)
rrnarmente, a puüir de 4i e &ío) é pffií'trd re-trtinar m parâmetros-
O algoritmo BmmvWeloh cr1jo funcionarnenb é se.melhânte aos algoritmoe
EÀe[, ou eejq Eão atribúdo§ rldorm iniciais e dimada a vmoaimilhança doe
dados cujo rcsultado é utilizado para rê.Güimâr os parâmetros afé ser obtido
um máximo lo@t. Deste modq & 8uÀ definição é a seguinte:
a) &colha de vatmes iniciais para À(r,qi,ei(.))
b) Dettrminação dos poÊsí\ieig caminhos @ : d,ú,"'
c) contag",- do possíreInlfunero de transi@s 4i do estado i até j' dede
a etimatirna de À
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d) entagpm de ^s(o), ou sia, a esúimd,iv8 do nrímeno de wes 
que foi
e,mitido o a partir do estâdo á
e) Btimação de À(r,c6,ei(.)) aparüir de 4i . frb)
f) S" não conveqgh, vrdtâr ao Paw 2
euanto à p5<tr@o de Inform@, a utilização do modeto HMM foi efectuada
em várim estude dos quais se des*acam: o §i§têmô NWúlÊ (BikBt d d', 1907)
que uüiliza o modelo HMIU na EI de nomes e ouhas entidadm não rmursivas sn
têxtog, apreentando resultâdos de medida F superiores a g07o e qlre oe aut,or€§
refenem como "tt€f,tr-ttlufi:aalà p'farnuatw'; o sisüema de EI de nomee de gene e
localiza@ a partir de texte científios (L€ek, 1992); as ermluções ao modelo HMM
(Fheitag and, Nlccallum, L999) que utiliza,m o mnceito de stlrin&age pâra afeir as
probahilidades de emissão em oonjuntm de heino de dimensão limitâdÀ diminuindo
atét 4lMo de üa:ra de erro relaüirm,mente aos siste.mas anteriores; o sistma de EI
de ca@alhc de artigos científim (Seymore et aü., 1999) que utiliza o aoneito
de múltiploe estados por entidade, obtendo melhore resulüados do que o uso de
um wtado epenas; o sisteme de EI de restaurantes (nome, telefone e horário de
funciona,mento) (Zhâng, 2001) a partir de ficheiros HTML; a ferrammta de EI de
estilos bibliqg3ráficoe (Connân and Omlin, 2000) que utiliza o HMM para eurtrair
o estilo das referências no doqrmento e a parüir das quais efmtua a eurtracção da
informação de entidades (.,rtor*, titulo, ano de publica@, etc...)i o programa de
EI de anúncios de enrprego (Au and cheung, 200+)t o si§teme de rrconheimento
de entidads na líneu6 Cueana (Yun, 2010) cSa defini@ morfológica e sintríctica
das pdavras mrma enüidade esúÁi relacionada corn as palavras circundantes e nã,o
perterceltm a essa mtidade.
2,2.2 Hidden Semi-Markou Model (HSMM)
O lIidful Silú-Maílçu, Mdet (frSMM) é visto qlulo uma eu<tensão ao modelo
defnido anteriormente,o Eilfun Ãdwkmt MdeL Â. principal difenençaentre oedois
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Eodetos rside no facto do HSMM de"finir-m pelo um de uma cadeia s€mi-@âdida
63 Ma*ov assim Gorno pdo facto dc câdâ estado ter uma dura@ \nariár,el. Outra
difmça importante é o facto de no HMM r.r assumida uma obserua@ por etado
enquanto no IISMM cadÀ estado pode emitir urns ou várias obeenna@ sequenciaie.
O modelo geal do Eildffi SrlríLi,Mechoa MothÊt (ESMfuÍ) dwrib por Yu (m)
evidência o frrncbnamento dste método. Assino, além d8 notação d€finida para o
dgoritmo HMM aseürnese tambfu a druação d de um estado dâdo. O nírmero
de obmrrna@ efectuadâs enquânto no estado d 6 dete,rminada pelo t€mpo gâsto
nesn estado (d). Amrmindo uma cadeia econdido de Markov discreta tempo
ralmente com um oonjudo de estade ^9 : lr..-,M. A squência de wtadm
define-m por §lc, ê slr...r& onde .st €,s é o esüado no momento ü. Denota"
seaqnênciadeobaerva@O,ràOr-''Oronde06€'véobeervárrclnum
mommto temporal t e v: U*llJr..-,ü& o conjlnto de vaüoreS observáveis' Para
a seqrÉncia de obserrna@ Orr, a seqúncia & estâdos subjamnte é dada por
,Srar} :'ú1r§Xar+rdr+aa} : err-..rSHr+.-.*dn-r*t:dr+...+&l : \u as üransi@ 
de estado
So (4,*, ül - {t,'+tr&*t) p.r"m: 1, .--,n-L, onde la*:T;útr"',à € §, e
dt,...,&*€ D. Defineou a prcbabilidade de tramigo ffàrA* de (i,d) - çi,ü
parad*iW*:
qvlyôfiA P[^9p+u*a :il&-a+r*1 :'É]
srjeita a » lAonWA: 1 mm pdabilidde úEno Ír& tra'rei@ para o
iÉs\ti! dED
meãilno 6üad;, oanXuur: $, onde â,i Ç S e driÍ € D. A partir d€§tâ defuição
nerifim.-se qlrc o esta&r aúsior a d inieiou-ee em ú - i§ + te tÊflninou em ú mm a
drra6o d e kamsitorparâo €etâdo j oomduraqão ddeacmdo com a probsbilidâde
de transi@o de stado a6"ü»$,t. O estado j começaró ern ü* 1 e tetá término eln
t * d, ou mjq quer o etado quef, e druação são dependente do estâdo e duração
antsio1Bg. No estado j serão efectuadas d observa@ a*l,H,ta emitidâ§. Define-m
a prohahilidade da emisão Por:
üida*ror) à Plo*r*+alSr+r*+a: jl
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que ge e,ssume independente no tcmpo t. Seia a dietribui@ inicial do esüado
rrii L P[§p-a+r4 : í1, t S 0,d e' D
que reprmenta a probahilidade do esüado iniciel e a $ta duraçao antes de ü : 1,
ou antes da obten@ da primeira observa@ o1. Entâo, o oqiunto de prâ'metroe
do modelo IISMÀÁ denota"se:
\ 1 o rr,n»g i), b i,a{*r.*r), T ila
onde, ú, jr€ S, d,d € D e upsa repre§eilúa ulr"'u&d €' v x "' x u'
Os méúodos de cálculo dm várim naloes definidos anteriorrnente são múto se'
melhante aos de.finidm no HMM. Deste modo, o HSMM utiliza uma eurtensão dos
dgoritmos FonuarúBu.lamrd (Rabiner, 19fl); Rabiner 6lrfl Jrrang,2003) e Vitefii
(Viterbi, 2003; Forney, 19?3) bem como uma variação do modelo EM (De'mpsúer
et al., 1977) na estimação dm padmetros-
Quanto à uüilização deste dgoritmo, o autor Yu (2m9) evidencia atsumas dB§
ríreas e.m que foi aplicado, nomeda,mente, no reoonhecimento de actividade hu-
mant na detecção de anomalias em tnáfego de rdes, no rc@nhffiimento e sÍrtffi
de discrrrsots, na mgmentação de imagens, entre outros.
No qle diz rmpeito à EI de docurentoso 6h algoritmo foi apücado principal-
ment€ na rírea de reoonhecimento de texto impresso e manuscrito. Ma§ aplicações
detacam-se as seguintm: reconhecimenb de texto e sprffifu (Ch* et' al', 1993;
Cai and Liu, 1g99), quer na língua ingtesa, quen noutras Ungtrâgen§ (Safabakhsh and
Adibi, 2fi)5; Benouareth et al., mO); H de ârtigos biomffims em formato di$tal
(George R. Thoma and Misrs, 2m5) paraconstnrção de uma base de oonhecimento
composüa por um conjqnto de meüa dadoe eobre a informa@ exüraída-
2,2., Maximum Ertrcpy Markou Model (MEMM)
O M6rrinwrn BúTqy Merkoil M&t (MâfuÍM),tambémdenominado de Cuad,itiorad
MN*ffi Mdct é visto como una extensão ao moddo Hidncn Modmt Ãtdcl A
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principal diferença mtne oe dois modelos reside no facto de o MEMM utilizar o
coneito de murimização da entropia (Jaynes, 1957).
Os autores Mccallum and Fleitag (2000) aprm.ntam o rcdelo do NIEMM' a
partir do modelo HMM. Assiq no MEMM ae frrn@s de traosi@ e oboervação de'
finidâs no HMM são sub§tiüuídâs por runa funçáo aPenn^c P(sld' o) que se denomina
a probúilidade do estâdo actual s, dado o etado anterior / e a obserração actual
o. Também, em mntraste oom o HÀdM no qual as observa@s apena§ dependem. do
edado actual, no ME[\1[M podm depender do estado anterior.
Uma da.q alte"rações deste método relaüivame"nte ao HMM reside no facto de
redefinir alguns métodos definidos anteriormente, Gomo por exemplo, o dgoritmo
Forworg'Brekwd O Foruaú, definido no HMM oomo a probabilidade de obter
uma sequência de obeerra@ até qm detnrminado tempo ü, redeúne-se:
ct+r(s) : f or(4 * Ps(s[qa1)
19
d€§
O algoritmo Bu-krud é também redefinido e representa-ffi por:
fir(-', : E P("ls', or) * &+, (s)
€§
O mneito de mríxima entropia é utilizado pmaestimâr distribui@ de proba-
bilidade a partir de dados. É Uamaao no princípio que o melhot modelo para os
dadoe é o que tem melhor consistênciâ «lm certâs rcstriç6es derirnadas dos dados
de üreino. Cade resüriç§o dispõe de dguma característica dos dadoe de treino qre
deve ser presente na disfuibui@. Esas restriçôes pode sen representadas por várias
caracterísüicas binríriasn somo por o<emplo, 'a obsentqão @flrcgÀ pr uma lntm
moüísailo" ou 'o odseruo4;fu é un wúmeÍo', €ntúe outros.
De notar que as características não dependem apenas da obmrrnação mes também
doreslltadoprevistopelafirnçãoamrmodelada. DeÊtenodo'decadacaracterística
a obtém-se uma frrn@ fr(r,s) em que o é a obserração actual e s o posdvel noro
estado actual" Asim, e definindo cada a eomo um par a : (D,s) em que à é uma
c*imnoz. ESTADoDAAxlr,
wac"tsí*ica binrária e s é o etado de ddino, obté.m-m:
20
Íwt(.or,*\:
se e(q) é rremdade, e 8: §ú
eso oontrário0,
1
4(slr) deve obedeaer à propriedade
fifir"w,o,\:fiÉ!
A distribúçfrg de máxima entropia que satidaz essas restri@ é ímica (Pietra
et aI-, 199?), e te.m a reguint'e fórmula euçonencial:
P,,(slo) : fr *X;r'f,(o, r))
Formalmelrtg para cada estado anterior C e característica a a função de transi@
em que Ào são os parâmetros que §e pretendem estimâr e Z(od) o factor de
normalização.
O método iterativo utilizdo paraestimff os valores de Ào que formam a solu@
denomina.* Gensaltued lterutiue Soatirry GIS) (Darroch and Raf,cliff' 1972). A
definiç§p do atgoritmo GIS, para aprender a função de transição P* Para o estado
d, é ompoeüa peloe mguintes Passos:
1. CáIculo dos dâdo§ médios de treino de cada cararterística a
F,::f Í"{*,'o)fllc É.1
2. Inicio da iter5rç§o 0 do GI§l com uns quaiequer valores arbitrfuios para os
parâmefuos
3. Na iterado j, usar o rnalor conente a" 19) em ff;)14o1 para calcular o riralor
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4. Mudar cada L de modo e que o don estimdo de cada característica se
aprourime damédiados dâdo§ de treino mrrespmdente
À9*'):ÀÍr)*|r*fSl
5. Aüé ser obtida a convergência pretendida" rnltar ao paso 3
O frrncionarnento do MF,fvÍM é então dmcritono seguinte onjunto de itens que
reflrme a sua implementação:
o lttícb: Umaquênciade observaçõee arr.-.r6ma qtre corrrffiponde urna quência
de etiquetas lr,...,h. Um conjgnto de dados, cads um Gom rrme eüiqueta,
umaetruturade tranei@ sqieita aretrições e umconjunto de caracterísüicas
okváveis no estado.
o Determinar a sequência de esüados associada à *quência de eüiquetas obser-
uâdâ"
r Depoaitar os pares obseva$o - etado (sro) noe estâdos anteriore C corres
pondente, como dados de tneino para cada frtnção de transição de estâdo§
PsGlo).
o Obter a solução om máxima entropia Imra a função discrimfuratira de cada
6tado através do algoritmo GIS.
o Fim: O modelo do MEMM que utiliza uma sequência de obeerva@ não
etiquehdas e rcdizaa comespondente prenisão desas etiqueüas.
Quanto à utiliza@ deste algoritmo n& H, eldstem vrfuios estudos deselnDlvidos
por vrffioo autores doe quais ae evidenciam os seguintes; E[ de artigm da Usmd,,
nomeadarnente do cabeçalho, oorpo, e perguntas.repostas (Mccallum and Fheitag,
2000); EI de nomes e organizações em várias tinguâgens (Holandês e Espanhol) com
recruso ao algoritmo MEMM (Jansúe, 2U)2); identific@ e exüm4ão de nomes
e entidades em arüigoe biomédicm (feng Lin et aI., 2004; Dingare et al., 2005; Kim
2t
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et al., 2005); utilização de um ei§temâ híbrido que engloba o algoritmo MEMM e
um conj1111to de regras nô EI de elrtidades (F}esko et al., il05); rediza@ de vrí,rios
testeg com utilização de várioe conjuntos de documentm e métodos de etiqueta8ern
do corjunto de treino na EI de entidade (t«strnan and Ganapathy, 2ü)5); gt
de documentoe através do desenvolyimento de um novo algorit'mo que utiliza as
vantagens do MEMM e do HMM (ti et al., ã[)9); rmnhecimento de nomes de
pffias em terctoe antigw de fontcs em rrau estado (Paclrcr et al., il104) utilizando
o algoritmo MEN{M entre outros;
2.2.4 Conditionat Random Field§ (CRF)
As Go*dttional Rwfunt Fletls foram deeenrmlvidos mÍro rtma melhoria às detili-
dadm erist€ntes noe algoritmm Hilrfun Marlmt M&l e Mmánwrn Entrvpy Mwbu
MdEt no que diz respeito ao problema de ful bdas (as tran§i@ a partir de um
estado mmpetem apenascontra as deese estado ao invés de toda§ as transiçõesexis.
tente no modelo) (ta,fie*y, 2001). O meemo autor decreve o funciona'mento do
CRF, através do mguinte conjunto de definiçõe:
Seja X uma variável aleatória sobre um onjrmto de dâdos a ser etiquetado
e Y a vüiá\nl aileaüória mbre as quências de etiquetas mrepondeotes. Todos
oo componentes E de Y pertenem a up domínio finito'y- Por ocemplo, na EI de
enüidades X corresponde ao terto eobre o qual re efectua a extrac@n Y e,orreeponde
às entidades presentm nem texto e 7 todas as entidndee definidas no modelo.
seja G : (%E) ,r* safo tel que Y : (Y*).,ev, no qual Y é indexado pelos
vértioes de G. Então, (X,n é o wndiM rcrfun fuil no Gaso em que quando
condicionado em X, as rnariárais deatórias Y, obedecm à pmpridade de Mwba
no que diz respeito ao grafio, p(YolX,Y-,w * a) : p(Y"lX,Y*,u - o), onde ur ^' u
sipificaque u, e u são vizinhm em G-
Comparatimmente ao algoritmo MEMM definem-se um conjunto de caracterísüica§
que expressa,m dgume informâção nm dadoe de treino que dew ser utilizada no Íro-
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deto. Ascaracterfuticaspodemserdo ttpo estilos(36,roi) aluhwrlsliçfuü(g;-1,316,c,i)
on eg6-1 efl5 sãoos estadog o asequênciadeentradaei aposiçãodeentrada'
Quando i é 1 (estado itriciÀI da *qgência), ü(gb-r,!ru,s,i) :0. Abaixo são apresen-
tados dois exemplos de caractenísticas:
s5(|Y,qi}:
1 ee a oU*rmçao na posi@ i é a plavra'ol#
0 cam ontrário
1 * Sr-, te.m a e*,iquda'nome' egc eetiqueta'üítulo'
0 caso mddrio
ti{Y;-1,gs,r,i} :
As firnç56g de características dependem erúão do estado actual (fun@ de es-
úado) ou do esüâdo actual e anterior (frnção de trulr;cição). É posstva utilizar uma
frmç5p de ca,rrcterístiçss Íi global, que pode ser uma frtn@ de estado, si(y1,t,i) :
si(gt-r,gr,r,i) ou uma firn@ de trarusiçfu ti(ya-uqur,i), que se representa por
Íi(gr-t,gr,r,i\'
O vector globrl Fi@,g) para a requência de entrada r e squência de estados gr
define-ee: T
Fi(',sl : E rr(sn- r, ut, n, i|
Ê1
Considerando k firnções de caractenísticas a disüdbuição de probabiüdade con'
dicional definida Pelo CRF é:
P (vl*\ : I *Ei orrr*-r, 3b,', á))
f-Â i:t
P(ul*\: à*rE \iLi(r,s|
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Dada a equâção anterior, a sequênciÀ com maior probabilidade para' um conjtmto
de obeenmses de entrado c define-se:
g* : argmru(P(glr)
qqe pode rer eficientemmte cahulade utilizando uma variação do algoritmo de
VilEtii (Vit€rbi, 2ü)3; Fbrney, 19?3). O cálculo da probabilidade das transi@ uti'
liza ta,mbém uma rmriação do algoritmo Foff.oatd:Bu.k.Í,0rd (Rabine.r, 1990; Rabiner
and Juang, m3) definido ante'riormente-
os pariametros podem mr obtidos aüravés do um de um etimador de mrilxima
veroeimilhança devido ao facto do CR^F ter muitas das raantagens do MEMM, entre
as quais, uma fun@ de vermimilhança convexa que ga,rante qrre o procG§o de treino
conrrcrge para o máximo global (PenS and McCdlum, 2006)'
Deste modo, algoritmoe eomo o Gqeralàzed lfuCItàÜe §mling ot' Imryoud ltn'
rúhn scatiíLg (Pietra et al,, 1997) podem s€r utilizados pars o treino do cRF-
No mtanto, foi prornado que o algoritmo ffMsrú-Nerrrrtot gurdierú'clirÍúel^ têm uma
conversão mnis rápida (Matoú 2002; Sha and Pereira, 2003)'
Devido ao facüo do CRF apreentar rrantagens em, relação aos métodos baseadog
em cadeias de Mwbg foi utilizado Gom $rcerso por vários inrrcstigadores na área
da H, dos qua.is se destacam os reguintes trabalhm: evolu@ do algoritmo CRF e
comparação gom o modelo inicid tra H de entidades (McCallum, 2003); sistema de
EI de enüidades a partir de hbelas (Pinto eü atr., mOa)t EI de ontactos e redes mciais
a parüir de docrrmentos de oorreio electr6nico e Internet (Cutotta et al., 2004; Minkov
and Wang, 2005); femamenta de EI de entidades e.m artigoe biom&icos (Settles,
ilM; Mcdonold and Pemeira, 2005; PonomaretB eü d., 2006; Klingen et al', il07);
sistem&de E[ de enüidade aparüir de arüigos cientjficos (PmS and McCallum, 2ü)6);
utiliz@o do CRF na EI de docnmentos na línguâ chinesa (!tlu and Zhou, 2008);
ferra,mentade EI deentidade e rda$e em. rede mciais académicas (inve*igadore§
e publica@) (TanS et al., ffig)t comparação entre algoritmoo e sistemâs na EI de
tromes de pesoas a partir de fonB wm núib (Pacl3er d d-, 2010b); sistemâ' de El
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de entidadç num conjunto de docunentos clÍnicos (Delienis and Velupillai, 2010)'
2.2.5 Support Vecttr Maúines (SVM)
b &qprt Veú,cr Ma,ehôncs (Co"tes and Vapnik, 1995), definido como um classifi-
cador é utilizado na E[ na medida em que a fll& aplicação p€mite analisar dados e
reconhm padrõe. Como o SVM é um clasifrcadon, dado trm aonjunto de tteino
anotado oom categorias, ele consüói um modelo e aplica-o a novo§ dados (não trei-
nadm) identificando e que catqoria pertencem'
O algoritmo SVM, descrito por Moens (2006) divide-se em várias fases: numa'
primeirafa& é redizadaade§niSo paradadoslinearmente separárrcis; nasegunda
fase é generalizado para dados não separárrcis; na teteira e última fase é demons'
txado o u8o de frrn@ de &ernet para ddos que não m pdem repreentar por
dffiisão lineu.
Ddo um conjunto de carrcterísüicasr nllma clsssificaçao linear' cqio objmtino ê
obten o melhor plano que diüde essas caracteríryticas nas clasres pretendidas. AEsim,
esm plano define.se dado o conjunto S com n exemplos ^9 
: (*r,gr)r"',(fr,,,!/"),
onde 11 e SP (espaço dimensional p) e Ur € {-1,1} que indica Que s1 é posititto
ou negativo, rwpecüirmmente. Quando * üreina rrm coqiunto de dados linarmente
separáveis as$lme.se que euriste alggm plano que os s€paro em pmitinoe e negativoe'
Os pontm erdstentG nre plano saf;idarem (r'rr) * Ô : 0, onde u representa a
direcção prpendicular(normal) ao plano e D o vdo que move o plano paralelamente
a si pr6prio. A distârciâ perpenaicufar eútre o p}ano e a origem define-se pot Íffi,
mde filtu[l representa a trorrla Euclidiama de ur'
§ejaÚI+(d-), adistânciamâisclrrt8que§eparso planodo ralor positino(nqatirrc),
define a, m*rgem do plano. O objectiro é mtão enoontrar o plano com a maion mar-
ggm Po§sfi,eL






que se mmbinam na inequação
gh((ü,.rr)*D)-1>0
m
para !fi : 1
para gd : -1
para i: 1r...rrl
Os planos que definem as margens representam-se:
E1:$a.ri)+D:1
Hz: kD. rr) * D: -1
cr{ias distôncias à origem são:
dnt 11-bl: lFil
d^r:#
onde, 4: rL: Ém e e DÍrargsm : fifu
De modo amaximizar a margem, é aplicada a seguinte finção,
Minimizar w,b: (w'u'1
Sujeito a: gri((ul ' ,o) * ó) - 1 ? 0, i: l, ---,rt
Devido ao facto de ser complicado aplicar inequações de restri@, é introduzido
o us) de rutttiptàúrvs de lqrange À. A frmção resultantê é a seguinte:
Maximisan +Ir(À) : É^o -ifr:r**,{rr'*i')




Como são apenas realizados prútúns intemos mtre os exemplos de treino, pode-
Be ex(presaf, a flmção como uma combinação linear de pontos. Rsohrcndo o pro-
blema de optimiza@ quadrática é obtida a seguinte firnção de decisão h(r):
Ia(r): ss (Í(r))
iil
Í(c) : Er.tut"r - r) +&
Ê!
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A função anterior ôpenas depende de rrcetore§ de srrporte em que À > 0, ou seia,
apenas os euremplos de treino gue são vectorcB de suporte têm influência na firnção
de decisão.
Caso os exemploe §ejam linearmente sepa'rrive§ m&§ & sua separação contenha
alguns erros (ruído), é possível redefinir o modelo anterior de modo a que seja tido
em conta a ocorrência de erros €., cUra soma não pode euteder um valor predefinido.
Assim, os phnos que definem as rrra,rgens replesentam-se:
H1:(w'si)+ô:1-€i
Hz:(w.íBi)+b:-1*€r
E a respectiva frrnçao que maximiza a marggtn:
n
Minimizar €,u,ó: {ra . ur} + CIe
i:l
§ujeitoa: gri((ü-si) +ã)- 1+€r à 0, d : 1,---,n
em que Ég" repreente o emo por clasiftação €flnada e C o fa.,frw pso.
i-,4
Quando re clasifie dâdffi de linguagem Ilem ffimpÍre é posírml §eParar lirneer-
mente os dadoe. Nesse caso é nffirio mâpeax eses dâdos parâ uma dimen§ão
onde sejam linearmente separáveis. No entanto, trabalhar com grandes dimensões
leva a problemas de ordem omputacional. Desüe modo, o llso de fun@s de kemel
é necessrírio namedidaern «[üe estas funções projectam os dâdos para umadimensão
mars elernada na qual é mais fácil a separação linear. Fornalmente uma firn@ de
*rrnct K &fine-se:
K(p., *i\ : ! drl*) $*@il : {d{q}' ú{*tll
&
Por outras palawas nma firnção & lceralr,l é um produto interno num outro
espaço (potencialmente muito complexo). A filação de krncl tem de preencher
nma série de ryuisitos, ou sejq tem de ser eimétdca lK(r,6c') : K(ri,oi)l e
definida positirmmente. Desüe modo, a matriz nx n definida por G;; : K(ns,ti\,
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denominada de matriz & kcrrtet tamHm o é. Dada a matriz G é elrtão encontrado
o plano com maior uurgem que sq)ara as ircüânciâs das diferente8 classes.




Í{*') :E,UtatOto) 'fl")} -F â: f ror.r{a,n) +b
d=l f-l
No que diz r6gpeito ao uso do SVM na EI, o<istem vrírias solu@ implementadas
das quaig re deüacam as squintes: EI de entidades utilizando o algoritmo S\IM com
vrí,rias raria$es de modo a obter a melhor relação extracção/te'mpo (Isozaki and
Kazawa, mZ); ferramenta de EI de entidadm em artigos biomédicoe om utilização
do algoritmo S\rlrd (Kazama et al., 2002; Takeuchi and Collier, 2003; Yang et d',
2010; Súa d d., 2010); dmnrnlvimento de uma ferramenta para EI de entidades
de qm conjunto de artigos científicos (Giles et al., 2mg); E[ de entidades om
utiliz@ de um conjunto de documentos do domÍnio das informaSes de actos
terroristas (Sun et al., 2003); apresenta@ de um sistema de EI de entidades aom
uso de vffos conjuntos de documentos (aprse.nt@ de reminr{rios e anúncio§ de
emprego), reatizaçao de tesües comparativoe com outros algoritmos e ferrarnentas de
EI (Li et aÀ., 2005); siste,ma de EI de nome, organizaçfu e erçre$e temporais
a partir de texüos escritos na línguâ Grqla (Lucarelli et al., mf); realização de
run conjunto de teües com utilização de várias abordagens (*gfat e aprendizagem
altomá,tica), entre as quais o SVM na EI de entidadea (Mansouri et aI., 2008);
dmnrrulvimento de um sistêma, que utiliza o algoritmo SI/M na EI de entidade
em tabelas de gm conjunto de documentm eobre muta@ genéticas (\MonS et al.,
mm)t
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2.3 Medidas de Avaliação
De modo a ara,liar a performance de um sistemâ, de EI é utilizado um onjunto
de medidas de ayaliação. O sistemâ apresentado por Makhoul et aI- (1999) visâ
uniformizar o cálculo destas medidas de modo a tomar compadveis oB re§ultadog
obtidos pelos várioe sistemas. Assim,' definem-se as mguintes rnriárrcis:
o C - Nrrimero de tenmos corrssto§, que estão pmtes na hipótese e validados
na referência.
e S - Nrimem de termos incorrectoe, que estão na hipotese e na referência mas
são erradog.
o D - Número de termos exist€nte§ na referência que não figura,m na hipótese
o I - Nrúmero de termos existentes na hipótese que não figUra,m na referência
Deste modo, as mdidas de analiação têm a seguinte representação:
o Precieão: Thata dos emos de srüsüituição e de inserç§o.
G
rteisão :6[661;
o Abrangência: Thata dos emoB de zubstitú@ e de elimina@.
Abmangfucia :#
r Medida F: Também denominada de F-scu?n F-measure ou F|-s@tYn define-
Be pela mflia harmrónica da precisão e da abrangência-
MedidaF: 2 





N6te capÍtulo são apresentadas as fe.rra.mentas utilizadas na EI de documentos de
acordo oom as duas grandes categorias de sistemas: os sistemes baseados em oon-
juntos de regras, que uüilizarr um conjunto de regras para a extracção das entidades
pretelrdidas; os sisüemas bareadoe em aprendizagem aUtomática, que utilizârn um
conjunto de treino a partir do quâI é aplicado um algoritmo de EI e gerado um
conjlnto de anotações que seguida,mente são aplicadas no aonjunto de documentos
efectuando a EI para as entidade treinadas-
Assim, no primeiro zubcapítulo é apresentada a fe-ra,menta ExtrAuto que utiliza
um sistemâ de regras, as suâs frrncionalidades e interfam e a demrição do funciona-
mento interoo no que diz nespeito às regras utilizadas ra H. No segundo subcapítulo
é realizada a demi@ do progra,ma MinorThird (cohen, 20044) que é ba,seado num
sistema de eprendizagem automática
3.1 Programa ExtrAuto
para a realização da enctraqão de informação de anrlncios de autmóveis deeenvolvi
u-a aplica@ ba§eada num si§temâ de regras de nome BctrAuto.
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Fsta aplicação é imple,mentado na Iinguaçm Java e permite realizar a extracção
de informação das €lrtidâdes usuais presentea no domínio doe anúncio§ de venda de
automôrei§, mais precisalmentg amâÍca, o modelo, o pl€ço, acilindrada, apotência,
o alro do regisüo do rmículo, a data do anrincio, a localiz@ da venda, o ntlmero
do anuncio, o nlmeno de quilómetros efectuadoe, a lotação do rrcículo, o número de
portas, o nome do anunciante, os contactos do anunciante (telefone, telemóvel, emâil
e endeneços da Internet), a eucistência e validade da inspecdo peniódica obrigatória
e o combustível do veículo'
para além das entidade definidas ante,riormente são também extraíde vÁrios
eqgipamente prem.ntes num rrciculo nomedamente, o ah, o esp, os vidros eléctricos'
o ar ondicionado, o rádio, as jantes de liga leve, o feúo aentralizado, a direcção
as8istidq os espelhoo elfotricos, o alarme, os baoos regúíveis em alttua, o vo-
Iante regUlável em dturq o airbag, o cruise contro\ os sen§orcs de estacionamento,
o sistema de navqação, os bancos em pele, os faÍóis de nerneiro, o imobilizador
electrónico, os bancos a,quecidos, os espelhos aquecidos, m üdros em'urecidos, os
bancos @m regulado eléctrica os faróio xénon, o tecto de abrir, os bancos d€s'
portivos, a pintlra metdizadA os faróis com regUlação em altpra, os sensores de
chuva, o omputador de bordo, o spoiler traseiro, oo banoos traseirm rebatírrcis, as
barras no tejadilho, o §ensor de luminosidâde, a suspensão desportiva, o relógio, o
conta-rotações, o lava-faróis, o §i8tema. iÊofu, o apoio de braço, a capota eléctrica
nos veículos cabriolet, os enostos de cabeça traseirosn o volante com regUlação em
prúmüdade e o rrulante desPortivo-
Depok de identificadas as mtidades que o programô permite exürair é descrito
ne próxinâ Strbse@o corrlo se proffisa, o frmciona,mento interno do programa e
quais as regras gerais qlre permitem efectuar a er<tracção de uma enüidade'
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3.1.1 Funcionalidades do programa
O progra,ma EcürAuto reatiza na tarcfa de EI duas frrnções distinta8 de aoordo oom
as preferências do uüilizador.
Seguidamente à inicielização do programa é efectuâda a selecção das dircctorias
que contém os ficÀeiros com os anúncios de rrcnda de automóveis (CD)' das anotações
realizadas pa,ra o CD utilizado e da coloca@ de fiúeiros gerados pelo progra'ma'
A interface do programa é bastante simples onforme se pode verificar pelÀ fi-
gura 3.1 e a partir da quat se realiza,m as escolhas sobre as vrírias funcionalidades
disponírrcis. Todas as mensagens de execu@ do programa são mo§trada§ na janela
o que permite uma fiícil intervençao em @so de fathas ou reultadoe não previstos.
Figua il.I: hrüerhce do programa BrtrAub
A primeira firncionalidade implementâdâ é a de extr@o única ou simples que
consiste na EI da pasta definida com o CD e aprw.nta os resultado§ na janela de
e,:recução ou num ficheiro de torto caso a opção "Actirmr Bcrita de Relatório Deta-
lhado»esteja activada futa firncionalidade dispõe ehda de um sistema de escolha
deatória doe documeúrtog presentes no CD que permite que o conjunto escolhido
E lctrrr esia * ogo 66 rlfle&
E AEeiB E'trilã dc n#irh§ct*u&
E âÊür,s !,lodo dea0ree6s @r
iünuro da mtffits (l -3{€} i1_:]
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pelo progra,ma contenhe rrn nrineno de elementos deúnido na caixa "Ntlmeno de
Ficheiros"e sem que enistam elementos rcpetidos. No caso de colocação o rnlor 0 o
progra,ma efectla a ortra4ão de todoe os ficheiros disponfircis na pasta-
A mgunda fqncionalidade consiste na realiz@ da tarefa de EI à quel Be sê8ue
a ompara@ com o conjunto de anota@es e onmquente esaita de resultados num
ficheino de folha de cálculo para posterior análise-
Esta tarefa é activa qlando não está seleocionâdâ a opção "Activar Modo de Ex-
tracsão Simples"permitindo aindâ a eecolha das op$es'Actiraar Eecdta de Folha
de Cálculo"(não disponível na e»ctracção simples) e "Escrita de Relatório Deta-
lhado''que escne\re nrrm ficheiro de tCIrto oe r€sriltados da tarefa de EI.
Os flcheiros anotados são parte emencial desta segunda funcionalidade pois é
a partir deles que é efectuâdâ a ta,refa de EI. Um ficheim anotado é constitÚdo
por um formato próprio parecido com âs etiquetas HTML que o diüde em várias
parües estrqturâdas, nomeada,mente, no nrimeno do ficheiro no CD, no antincio a
que corresponde e nas anotaçõe§ realizadas-
As anotações efectnadas num ficheiro de ano@ão são tamMm elas próprias
providas de um formato estnrturado que permite a identificação da categoria a
qge pertencem (informações do veículo, ombustível e equipa,mentos do veículo), da
entidade que a identifica e do valor anotado para essa entidade que é rnariável na
categoria das informa$es/combustível e que apresenta o valor afirmativo/negatiro
" SIM/NÃO" na categoria eqúpa,mentos.
A§sim, a segunda funcionalidade implementada processârse da squinte forma:
r O programa rrcrifica quâis os ficheiros existentes na pasta das anotações e
carlega para memória as entidades e rnalore anotados;
o Para ç6414 rrm dos ficheiros anotados presentes na etrutura que suporta as in-
formações recolhidas é efectuâdâ a tarefade EI pâmo anúncio correspondente
(identificado pelo seu número ffi*);
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I I ulfima fase dmte proffio é variárrcl de amrdo com as opções escolhida§
pelo utilizador. A opção mais usuâI é a de asüivü acaixa "Activaf, Ewita de
F€üha de Cflculo"que ef,ectua a essita dos retrltados obtidos num ficheiro do
p1ograma Microsoft &cel 2000/XP/2003 (**ls). Neste frcheiro é atribuída a
cada entidade uma folha @m a resürição de as primeiras tr& folhas mrnteúem
as seguintes informa$e: a folha um é compoeta por informa@ sobre o CD;
a folha dois contém os dadm anotadoe dispostos numa tabela em que a cada
elrtidade comesponde uma coluna e a cada linha o ficheiro anotado; a folha três
é semelhante à folha dois mas contém os dados o<traídos pelo programa' Nas
restantes fiolhas (uma por entidade) oe dâdos obedrem ao seguinte formato:
a primeira coluna é composta pelm dados das anotaSes; a segUnda coluna
pelos dadm CIdraído§.
A wolha de gma folha de cáilculo para a colocação dos dados anotados/extraídos
é efectuada por dlas razões principais: para a reAizaçao de comparações de resul-
tados e cálcglo de medidas (abrangênciq precisão e medida F); para ser facilitada a
i6erç5p dos dados exüraídos na base de dados que suporta a tarefa de EI, pois actu-
almente existem vrírias fe.mamentas de suporüe aos SGBD que permitem a inmrção
de dados a parüir de folhas de cálculo-
Depois de apreentado o funcionarnento para o utilizador do progra.mâ ExtrAuto
é tratado na próxima subeeqão o funciona,mento intenno do programa, mais preci-
§ementê do sistema de EI, e das regras de enrtracção das entidadee que o onstituem.
3.1.2 Funcionamento do sistema de El
Antes da descri$o do sistema de H é neoeseírio evidenciar o funcionamento da
base de oonhecimento que servê de suporte âo prograilra"
A BD é constitúda pon vr{.rios flcheiros com informação relacionada @m o
domínio em estudo (anrlncioe de rrenda de automóveis). Um doe ficheiros onsti-
tuintes é a lista de vocríbulos admitidoe como noIIIe púprios na nação Portuguesq
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disponibilizeda pelo Instituto doe Registos e do Notariado e prer,nte no sÍtio de
Internet da instituição em http:/ lvrlrn.tra.uj .pt-
O ficheiro principal da BD é o qtre identifica os Bnrpos e eatidades e Bara cada
um destes elementoe oontém as palavras que o decrevem no anúncio. Este ficheiro
está dÊfinido de lma forma que permite a fácil âdição de norms palarnas ao sistema
possibilitando o refinarnenrto da EI. O formato definido neste ficheiro é definido pela
orpressão tgnryoJ I [entidadel > [palawa 1] # . '. * [palawa x] # em
que I cada entidade enneeeonae uma linha.
Por exemplo, pü& a entidade mârca a linha do ficheiro que a contém repremnta-
se pela seguinte opressão:
inf6 | !{arca > amc # aro * acura # alfa rooeo g alXrina * asEm
Earrüin # audi # austin # &r # bentley # biuick # corr # cadillac
# caparo # caiberhm * chesnolet f cbr5rsler * citroên * citroen
# cobra S cornrette # daci.a # daeroo # daihaüsn # datEun * dodge
# ferrari # fiat # ford * freigSEliner * gmc S graber # heiakel
# houd,a # humer s byurodai * ihc * iueco # iafitriti * isuzu ü
jryuar * jeep f kia # Iada g ]amhor$ini * lancia # laad rov6r
* Iemrc * nigier # Lotus * rcc # ng # mack * mserati. # mtra
pazda # rercedeE * sencedss beúz # mercedee benz * nerellry *
# nitsubishi. # @rgaa * rsu # aas.h # nissatr # oldsoobile #
opel # pcugeot * pontiac * porsche # Protot s renault # rolls
royce * royce # rover # Eaab * seat # skoda * sealrt * ssa4grong
# subarrr # Euzuki * üsr # talbot # tata # toyota f trtumPh # tm
* vauxhaLl * nolga * volkuagen # nonvo * raltburg # yugo * mr
Conforme ee pode rrcrificar na defiaição da entidade estão preentes quase to-
dos os construtores mundiais de automóveis, incluindo ta,mbém uranca§ clíssicas já
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ertintas (Mum^, Thlbot, Umq Yugo, ete...) e ruüeas exclusivas/raras.
Terminada a definição da BD de suporte ao progrdnâ, descreve'§e abaixo o frrn-
cionamento do sistema na realização de tarefa de EI de anúncios de rrcnda de au-
tomóveis.
A primeira fase da tarefa de EI do programa ExtrAuto é definida pelo uso de
qm andisador LALR pa,ra octracção de entidades. Fbran utilizados as mguinte
ferramentas para gerar o código Java neoessário ao progrêma:
o Analisador l€rdcal JFloc disponível em urr.Jfler.de e deecrito oomo um
gerador de código Jara para utilização @m um analisadon LALR.
o Progra,ma CUP üsponível em http:/lrrrrz.cs.tun.edÚprojects/cup/ e
que permite a definição de um analisador LALR a partir de um conjunto de
regra§. Esta ferramenta utiliza o código gerado pelo progra,ma JFlor para
criar oe ficheiros que implementa,m o LALR definido e gerar mdigo final na
tinguagem Jarm, que permite a flu, integração oom a aplicação desenrrclüda.
O uso de gm analisador sintáctioo tem como principal função a extracção das
entidades preço, localização, data do anúncio e nrlmero do anúncio. A mríquina
de estados cujas regras criam s rnalisador LALR utilizado estão representadas na
figura 3.2. As entidades definidas anteriormente estão especificadas Do CD de modo
a ser possível a utilização desta ferramenta ra tarefa de EI.
Pa,ra além das entidades obrigotórias é também poedrrcl extrair mais algumas
entidades com eeüa ferramenta dependendo da sua presnça e localiza$o nos do-
cumentoe do CD. Ou seja, o analisador IALR desenriolvido está apto a octrair a
rrrarrca, o modelq o ano do veículo, a «)r, o númem de quilómetros e a potênciâ.
A segqnda fâse de ta,refa de EI onsiste na extraqão das entidades pettencentes
ao gnrpo dos contactos. As entidades que pertene.m a ete grupo são: os números
de telefone e telemórrcl; oe eodereçoe de correio electrónioo; oB endereços da Internet
presentes no anúncio.
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Figura 3.2: Mríquina de estados finitos do parser LALR do progra.ma BrtrAuto
O flqxogra.ma presente na figura 3.3 representa como se proce§sa esta fase. De




Figura 3.3: Fluxograma da EI do grupo contactos.
Conforme se pode verificar no fluxograma a extracção das entidades do grupo
dos contactos é baseada num conjunto de regras pa,ra aferir a qual entidade per-
tene a palavra em anáIise. A primeira regra utilizada é a verificação se a palavra
é qm número ou não, o que permite sepâxar entre as entidades números de tele-
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que não é um número, deüdo à especificidade das entidades endereço de correio
electrónico (utilização do caracter '@' ou da zub-palavra " [atl") e endereço da Inter-
net (inÍcio da pala;*rra pela expressão "www."ou "http://") é facilmente ideatificável
uma palavra perüencnnte a estas duas entidades'
A palavra que na primeira regra é idenüificada como um número é submetida a
runa regra de dimensão de modo a aferir se possui o número de cara,ctercs correspon-
dente a gm número de telefone/telemóvel (em Portugal são utilizados nove dígitos)
e no câso de sucesso desta regla a uln& de verificação de qual o tipo de dispositivo
(telefone e telemóvel) através dos caracteres iniciais da palawa, ou seja, um número
de telemóvel em Portugal é identificado no início do seu número pelos rnlole§ "96",
"91", "93"e "92"enquanto um número de telefone identifica-se pelo valor "2"'
Na terceira e últirr,a fase são tratados os restantes grupos de entidades (equi-
pamento e informações). Para melhor §e compreender o sistema de EI para estas
entidades que podem ter na sua constitúçao uma ou mais palawas é apresentado
na figura 3.4 o flgxogfa.ma que evidência o mecanismo de procura paxa uma ou mais
palawas.















Figura 3.5: Fhrxogra.ma.de EI pa,ra uma palawa identificada na BD
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As entidades inspecção periódica obrigatória (IPO) e a sua data estão ligadas
entre si e são as próximas a serem processadas. Quando é identificada na BD uma
referência ao IPO é realizada a atribuição à entidade correspondente. A entidade
d.ata do IPO é pesquisada nas palavras seguintes até um máximo de cinco palavras.
Durante esta pesquisa é verificada a existência de um conjunto mês/ano ou apena^s
ano através de valida4ão das palavras. Quando não é encontrada qualquer valor
paxa a entidade data do IPO é apena,s atribúda a entidade IPO à palavra em
processamento.
A próxima fase de processâmento é igual para um conjunto de entidades, no-
meadamente, o número de portas e lugares, a cilindrada, a potência, o número de
quilómetros, o ano e a cor. A verificaçáo destas entidades baseia-se no seguinte for-
mato: quando é encontrada uma entidade perüencente a este grupo é efectuada uma
verificação nas palavras seguintes do valor correspondente. Se esse valor for vrálido
é atribuído à entidade correspondente. No caso de não se encontra,r um valor nas
palavras seguintes é efectuada uma procura nas palawas anteriores e efectuada a
respectiva validação. Em caso de sucesso é realizada a atribuição e no ca§o contrário
é processada a palawa segünte pois apesar de ser sido encontrada uma referência
a uma entidade esta não tem um valor váIido.
A validação dos valores encontrados é efectuada de uma forma diferenciada de
acordo com a entidade identiflcada. Os valores de validação estão contidos num
flcheiro de conf.guração podendo ser alterados a qualquer momento. Assim para
cada entidade são utilizados os seguintes valores:
r Na entidade número de portas os valores possíveis pertencem a,n intervalo 2 a
5.
o Para a entidade número de lugares os valores estã,o no intervalo de 2 a 9.
o Na entidade cilindrada o valor tem de estar compreendido entre 500 e 8000, ou
no caso de ser utilizado o formato convertido para decímetros cúbicos, entre
0,5 e 8,0.
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o Para a entidade potência os valores de validação são entre 30 e 700.
o A entidade número de quilómetros apresenta valores entre 500 e 300000.
o O ano do veículo têm valores de validação no intervalo 1950 até ao ano cor-
rente(2010).
o Os valores de validaçã,o da entidade cor estão presentes na BD e sã,o verificados
através de pesquisa.
A úItima fase de processamento pertence à atribuição da entidade combustÍvel.
O processo é semelhante ao das entidades do grupo dos equipamentos, ou seja, é
feito de acordo com a identificaçã,o na BD.
Por fim são apresentadas as entidades atribúdas para cada documento de acordo
com a,s escolhas do utilizador na interface gráflca.
Após a descrição da ferra,menta ExtrAuto é apresentado no subcapítulo seguinte
o programa MinorThird (Cohen, 2004a) que utiliza algoritmos de aprendizagem
automática na EI.
3.2 Prograrna MinorThird
O prograpa MinorThird (Cohen, 2004a) define-se como uma ferramenta que per-
mite realizar a categorizaçã,o e extracção de documentos. Está disponível em http:
//mírc*lird.sourceforge.rret/ e apresenta vrírios modelos de extracçã,o e clas-
sificaçã,o automática de documentos dos quais se destacam os seguintes:
. Classificação
K Neâ,rest Neighbors (KNN)
rúoted Perceptron (VP)
Support Vector Machines (SVM)





HIvIM (Hidden Nlarkov Model)
CIvIM (Conditional Markov Model)
CRF (Conditional Random Fields)
SMM (Hidden Semi-Markov Model)
IvIEMIvI (Moimum Entropy lVlarkov Model)
Relativamente aos modelos de algoritmos de EI descritos acima a ferramenta
MinorThird implementâ um conjunto de algoritmos de modo a obter a melhor
relação tempo/qualidade de extracção. Assim, são implementados os seguintes al-
goritmos: VPHMM (Collins, 2A04 que utiliza o Voted Perceptron para estimar os
pa.râmetros do HMM; VPCMM, semelhante ao anterior mâ§ parâ o algoritmo CMM;
VPSMM e VPSMM2 (Cohen, 2004b) que utilizam o Voted, Perceptron para estimar
os parâmetros do SMM; SVMCMM, que utiliza o modelo SVM para o algoritmo
cMM; MEMM (Mccallum and Freitag, 2000); cRF (La,fierty, 200L; sha and Pereira,
2003); SemiCRF (Sarawagi and Cohen, 2004).
De modo a utilizar as várias flncionalidades do programa de uma forma simpli-
ficada é disponibilizad.a uma interface grráfica que permite a escolha das tarefas a
realizar (classifi.cação ou extracção) existindo dentro de cada categoria uma interface
de escolha de qual o tipo de acção (treino; teste e resultados; treino segudo de teste
e resultados) a efectuar.
Depois de escolhida a acção a realizar é apresentada uma janela com vrírias opções
e uma consola de resultados. Das vrárias opções destaca-se a de escolha/configuraçã,o
do método a utilizar que permite preparax uma tarefa de EI, nomeadamente, na
escolha do CD a treinar, na entidade a extrair, na escolha do CD a testar e no
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algoritmo a utilizar (cada algoritmo dispõe ainda de uma #rie de configurações de
acordo com a sua implementa,ção).






Figura 3.6: F\rncionamento do progrâ,ma lvlinorThird
O método de ftrncionamento do programa paxa umâ ta.refa completa de EI (treino
e teste) descreve-se pela figura 3.6 que mostra como se processa a EI. Cada uma das
fases é deflnida por:
o Fase de Tfeino: O CD previa.rrente anotado é treinado paxâ a entidade e
algoritmo escolhidos e classificado de modo a obter um conjunto de dados
anotados pelo programa.
o Fase de Teste: É realizada a compaxaçáo de resultados entre o conjunto ano-
tado e o conjunto que sê pretende testar. De notar que o conjunto de teste têm
de estar anotado paÍa que o programa efectue esta fase com sucesso' Por fim
são apresentados os resultados dos testes ao utilizador, dos quais se destacarn
a abrangência, a precisão e a medida F.
ürfúdÊüü Treinaüo
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Para identificar quais as entidades a extrair o progralna utiliza um formato de
marcação com etiquetas XML, ou seja, cada palarra(as) odstentes no documento e
que descreyem uma entidade .5p [nseddas dentro da etiqueta que indica as palawas
e a entidade a que pertencern. Por ercemplo, um documento de entrada com a frase:
,rPar.úo da Gama aumpanhut o seu, irmão vaso h Gama na d,esenkrta d,o
umfutho nw,ritüno Wru a Ínüa "
e no qual se pretende anotar a entidade norne apresenta o seguinte formato de
entrada no programe:
(nome)Paulo da Gama(/none) acoupa.nhou o seu imão (noue)Vasco da
Gana</nonê> na descoberta do caninho narÍtino para a Índia
O modelo de extraoção gerado a partir das entidades no progralna MinorThird
utiliza gm método de classiflcação dos termos existentes num te»rto. Assim, começe
por gerar um conjunto de características para cada um dos termos do documento-
Por exemplo, na frase anterior e utilizando o método pa,ra extrair a entidade nonxe
são ma,rcados çgmo POS todos os termos que pertencem à entidade e NEG aos que
não pertencem. De acordo com o algoritmo escolhido podem existir ainda outras
categorias. Por exemplo, os termoe POS no algoritmo CRF dividem-§e em três ca.
tegorias: BEGIN que indica o termo inicial de uma entidade a extrair; CONTINUE
que é associado a um termo que da entidade que não é o inicial nem o final; END
que indica o termo final. Às características obtidas para cada termo é associado
um peso. Cada característica é ainda composta por um conjunto de propriedades
do documento, nomeadamente: marcações pâra o formato do termo (se está escrito
apenas com caracteres minúsculoe/maiúsculos ou Be o primeiro caxâcter é maiúsctrlo
e os seguintes minúsculos); número de termos à esquerda ou direita da entidade a
61<trair qlre se podem considerax características; classificação do termo anterior e
actual.
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O modelo gerado é consüitúdo pelas características e seu peso a partir da ex-
tracção do teurto anotado, que é guardado posteriormente como um objecto Jara
(Armotator) e que permite a realização de testes nos documentos aos quais se pre-
tende entrair informação.
Depois de analisadas as ferra,mentas propostas paxa â realização de EI de docu-
mentos, no capítulo mguinte é apresentado um estudo de caso que engloba o uso
destas em dois domínios distintos na área dos anúncios de venda.
Ca 4
Ca
Neste capítulo será realizado um estudo de caso a um problema de Exüracção de
Informação mais prrcisa,rnente nâ rárea doe anúncios.
Os anúncios tal como os conhecemos, apresenta,m uma forma desorga.nizada e não
estruturada Informação sobre um darlo produto/serviço que se pretende anunciar.
No âmbito deste estudo de caso foram utilizados para teste e avaliação de resul-
tados anrlncioo de dois domínios distintos que são os seguintes: anúncios de venda
de automóveis; anúncios de venda de casas.
Assim, na secção 1 são apresentados os vrírioe conjuntos de documentos de cada
domínio utilizados no estudo. Na secção 2 definem-se as vrírias entidades utilizadas
por cada domínio bem como a estrutura das bases de dados que a,s suportam. Segui-
damente, na secção 3, é realizado o estudo sobre o domínio dos automóveis que se
divide em três fases distinta"s: na, primeira fâse é utilizada a aplica$o ExtrAuto; na
segunda fase a aplicação MinorThird; na terceira fase são comparados os resultados
das dlas soluções anteriores. Finalmente, na seoção 4 é estudado o domínio das
casa,s no qual se realizarn estudos com dois CD e a aplicação MinorThird de modo
a aferir quais os melhores algoritmoe na erctracção de cada entidade.
o
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4.1 de
Para a realiza$o do conjunto de testes e arnaliação de resultado§, forarn cliados dois
conjuntos de documentos, tm para cada domínio (automóveis e casas).
A tarefa de preparação dos docqmentos dividiu-se em várias fases:
L. Recolha dos documentos na Internet
Na fase de recolha de documentos, foi usado um programa denominado Pa-
geNest, disponível em www.PAgenest. con e que tem como principal função a
recolha completa de sítios na Internet para üsualizasa no computador e sem
recurso a uma ligação à Internet.
Fbi utitizado paxâ, a recolha de anúncios o sítio da Internet mm.slando.pt,
onde se coloca,m pequenos anúncios de particulares ou empresas sobre os mais
variados temas. Para o trabalho em questão extraíra,m-se as categorias de
anúncios de venda de automóveis e anúncios de venda de casas com reflrrso
ao programa descrito acima.
2. Preparação dos documentos recolhidos
Na preparação dos documentoe recolhidos foi usado um pequeno programa em
Java (pa.rser HTML) para exürair de cada anúncio o texto correspondente ao
anúncio em si, retirando todos os elementos supérfluos existentes no código
fonte da página (HTML). Cada um dos anúncios extraídos foi colocado num
documento de texto e colocado em pastas de acordo com o domínio que repre-
senta.
Seguidamente analisâram-se oe doeuÍnentos recolhidos e foram retiradoe todos
os documentos que não estarmm escritos em língua Portuguesa bem como os
docgmentoe que não pertencia,m aos domínios em estudo ma,§ que estavam
colocados, de uma forma errada, nessas categorias no sítio da Internet dos
anúncios.
No total fora,m obtidos L552 anúncios de c&sas e2449 anrincios de automórrcis.
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3. Criação dos conjuntos de documentos
De modo a criar qm conjunto de documentos diversificâdo utilizou-se um pe-
queno programe em Java para escolher aleatoriamente do conjunto inicial um
conjunto menor que representa os anúncios que vão ser estudados e analisados.
No domÍnio dos anúncios de casas foi criado, um conjunto inicial com 150
anríncios e um segundo conjunto com 300 anúncios que corre§ponde aos 150
do primeiro conjunto mais 150 novos anríncios.
No domínio dos anúncios de automóveis foi criado epenas um conjunto @m
250 anúncios que posteriorrnente foi duplicado para utilização no programa
MinorThird
Depois da criação dos conjuntos de documentos, um documento apresenta o
seguinte formato:
Apartaneato Tt Totalnente Equipado (ê49 000,00 ) Localização:
Seixal. Data: terça 8 dezenbro 2O09. N: 16765693 De:
967054208 contactar anunciante DisponÍvel a partir de:
2OAgtt2lO8 Apartanento Tt totalnente equipado (nobiliário e
electrodonésticos), tudo Praticaneate Dovo, sala con kitchnette,
chão nosaico e grande roupeiro encastrado, varaada, quarto con
chão flutuante, duas jaaelas, garagem (parqueaneato), freguesia
da Arrentela, próxino da estagão conboio do Fogueteiro. Inóve1
com elevadores - 4o. aadar - gas canalizado, tv caborProtrto a
habitar. Vendo por 49.000 €
Nos conjuntos analisados pelo MinorThird foi criado o formato de dados reco-
nhecido pelo progra,ma e que consiste no uso de etiquetas XML para cada uma das
entidades usadas.
Cadâ gma destas etiquetas tem um nome único pâ,ra a entidade que identifica
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e permite que o prografira reconheça essas entidades e as classifique durante a sua
execução.
Dos vários coqjuntos de documentos criados rea,lizara,m-se anotações nos dois
conjgntos de anúncios de casas e em um dos coajuntm de anúncios de automórrcis.
Um documento etiquetado no formato requerido apresenta a seguinte repre-
sentação:
<t ipo-de-casa>Apartanent o(/t ipo-de-casa) (tananholt2</t ananho>
qr (condJechado)condoninio f echado</condJechado> (€<preco> 130
000,O0</preco> ) Localização: <localizacao>s-felix da
narinha</localizacao). Data: quarta 25 novembro 2009.
N: 16310623 De: contactalr anunciante DisponÍvel a Parüir
de: <disponivel-eu>2009/tl/24</disponivel-em> Vendo
<tipo-de-casa)apartanento(/tipo-de-casa> (tanarho>T'2</tananho>
em exceleute (condje chado)condoninio f echado</condjechado)
con anplos jardins. Con <wc-equipanento)banheira
hidromassagefi/uc-equipanento), tecto com focos,
<garagem>garagen< /garag€m> privada.
Depois de apresentadoe oe conjuntos de documentos a usâr serão dscritas no
próximo subcapítulo quais as entidades utilizadas em cada um dos domÍnios.
4.2
Durante o processo de Extracção de Informação é necessário efectuar a escolha das
entidades qge se pretendem octrair. Neste caso especÍÊco escolheraÍn-se vrírias enti-
dades, de acordo 6gm o domínio em caus& e do método de Extracção de Informação
utilizado.
É tu*M* necessrírio criar o sistema de Base de Dados, que vai receber os da-




dos depois de extraÍdos e que representa a fase final da tarefa de Extracção de
Informação.
De notar que o sistema de Base de Dados demonstrado é um sistema genérico e
não um sistema especifico. A representa,ção da Base de Dados serve como meio de
supoúe à escolha das entidades.
4.2.L Domínio dos Automóveis
Para melhor entender quais as entidades utiüzadas paxa representar este domínio




















ü NOMC CONIACIO; VARCHAR
tl Loca$dade Contecto: VARCFIAR
{r Preço: If{TEGER
* Data de Anuncio: DATE
ü Inspecdo: BOOL







Figura 4.1: Base de Dados do domínio dos anúncios de automóveis
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As entidades eseolhidas dividem-se em dois grandes grupos de acordo com â,
tfuica utilizada:
1. Os anúncios processados com o ExtrAuto tem um oonjunto composto por 62
entidades.
2. Nos anúncios analisados pelo MinorThird estão definidas 6 entidades-
O primeiro conjunto de entidade (BrtrAuto) 6 mmposto pelos ca,mpos das
seguintes tabelas:
o Tabela "Anuncio Auto'
- Id, Marca, Modelo, Ano, Data do Anuncio, Preço, Localização, Cor, N'o
Quilómetrog, N,o Lugares, N." Portas, Cilindrada, Potência, Inspecção
Periódica Obrigatória (IPO), Data do IPO, Nome, Combustível;
r Tabela »Contactos'
- Telefone, Telemóvel, Email, Sitio da Internet;
o Tabela'Equipamentos"
- ABS, ESP, Vidros Eléctricos, Ar Condicionado, Rr{rlio, Jantes de Liga
6ve, Fecho Centralizado, Direcçã,o Assistida, Espelhos Eléctricos, Alarme,
Bancos Reguláveis em Altgra, Volante Regulível em Altura, Airbag,
Cruise Control, Sensores de Estaciona,mento, Sistema de Navega$o, Ban-
cos de Pele, Faróis de Nermeiro, Bancos Aquecidos, Imobilizador, Espe-
lhos Aquecidoe, vidros Eecuros, Bancos Eléctricoe, Faróis xénon, Tbcto
de Abrir, Bancos Desportivos, Pintura Metalizada, Faróis com RegUlação
em Altura, Sensores de Chuva, Computador de Bordo, Spoiler Thaseiro,
Bancos T[aseiros Rebatíveis, Barras no Tbjadilho, Sensor de Lumino-
sidade, suspensão Desportira, capota Eléctrica (cabrio), Encostoe de
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Cabeça taseiros, Volante Desportirrc, Volante com Regulação em Pro-
fundidade, Apoio de Braço, Sistema Isofx, Lava Faúis, Relógio, Conta
Rotações;
O segrudo conjunto de entidades é composto por elementos que representa,m,
de uma forma geral, entidades presentes nas tabelas anteriors e que são escolhidos
para a análise compa,rativa de Extra,cção de Informação entre os dois programas
(ExtrAuto e MinorThird).
Assim, as entidade utilizadas estão representadas na tabela 4.1.
Entidade XML da Entidade
Marca <[arca>. . . </narca>
N." Lugares




Tabela 4.1: Entidades do domínio dos automóveis pâxa o programe MinorThird-
4.2.2 Domínio das Casas
TaI como no caso anterior, foi criada uma Base de Dados para o domÍnio das casas
e que é apresentada na figura 4.2.
Este domÍnio apresenta um oonjunto de entidades definidas para o progrâ.ma Mi-
norThird e é composto por 18 entidades seleccionada,§ a partir das tabelas definidas
na Base de Dados.
Deste modo, o conjunto de entidades é composto por entidades das seguintes
tabelas:
o Tabela "Anuncio Casa0'
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Figura 4.2: Base de Dados do domínio dos anúncioe de casas
- Tipo de Casa, Preço, Disponíyel em, Ta,manho, Piso, Área Total, Estado,
Localização, Condomínio Feúado, Garagem
o Tabela "Quatrtos", "Sdad', "Cozinhas"e "Casa,s de Ba,nho"
- Árca Quartos, Quartos Fquipamento*, Ár"a Salas, §alas F4uipamentoe,
Á,rea Cozinhas, Cozinhas Equipament*, Á*"" Casas de Banho, Casas de
Banho Equiparnentos
Para a representação no programa MinorThird são utilizadas, pa,ra as entidades






























Área Cozinhas <cozinha-area> . . . </cozin[a-area>
./
Área Salas <salas-area>. . . </salas-arêa>
<wc-area> . . . </tlc-area>Área Casas de Banho
Casas de Bantro EqúPamentos
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Tabela 4.2: Entidades do domínio das casas paxa o programa MinorThird'
4.3 Extracção de lnformação em Anúncios de Au-
O primeiro domínio a ser estudado é o dos anúncios dos automóveis no qual se
apresenta,m os resultâdos da aplicação de duas ferra,mentas sobre o CD escolhido. A
primeira fase do estudo oorresponde à extracção utilizando a ferramenta ktrAuto
(baseada num siste,ma de regras). A segunda fase é definida pela e»ctracção de
um conjunto de entidades escolhidas utilizando a ferramenta MinorThird (utiliza
algoritmos de aprendizagem autom,rítica). Por ffm, na tenceira fase é efectuado
um estudo comparativo entre as entidades presentes nos estudos das duas fa,ses
anteriores.
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4.3.1 Extracção com o programa ExtrAuto
Nesta fase é analisado o nível de extracção do programa ExtrAuto através de um
conjunto de testes realizados e de medidas calculadas-
Para se realizar a análise dos dadog foi criada uma folha de crálculo @m o§ dados
extraídos pelo progra,rna na qual adicionaram-se os dados que contém as anotações
sobre oe dâdos do conjunto. SegUida,rmente, procedeu-se à comparação/contage,m
dos resultados obtidos através de um conjunto de regras'
As regras de comparação/ontagem são definidas por númeroe de um a cinco em
que a cada um dos ralores é atribuído o nome correspondente. Assim, ao ntfunero
1m que corresponde a umfl, enctracção correcta é dado o nome de rrcrdadeiro positivo
(C de acordo com as medidas de avaliação definidas anteriormente). O número
dois é descrito como uma extracfao incompleta (S oas medidas de avaliação). Ao
número três é utilizada a descrição de extracção incorrecta e dado o nome de falso
negatiyo (D nas medidas de araliação). O nrimero quatro corresponde à ausência de
valores nos dois elementos. Por fi-, o número cinco é descrito como uma e»<tracção
inorrecta mas diferente da três e deigna-se por falso poeitivo (definido por I nas
medidas de avaliação).
Depois de criadas as regra"s realizara,m-se os cálculos das medidas de precisão e
de abrangência que levara.m posteriormente à aplicação da fórmula de crílculo da
mdida F.
Estes processos fora,m utilizados em todas as entidades do progra,rra ExtrAuto
de modo a aferir qual a capacidade de extra,qão desta fenramenta.
para lma melhor apresentação dos resultados criara,m-se dois grupos de enti-
dades com as seguintes designações: gnrpo das informa@s (contém as entidades
relatiyas à informação do veiculo e do anunciante); grupo dos equipa,mentos (contém
as entidades doo equipamentos do veieulo).
A tabela 4.3 contém os resultados paxa o grupo das informações apresentando
na flta estrutura a entidade em estudo e o número de elementos pertencentes a cada
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uma das regras definidas acima.
Tir] liÉl R4 lill
250 u 0 0 0l
Marca 246 1 3 0 0
Modelo 2/17 0 2 0 1
238 0 3 8 L
Data do Anuncio 250 0 0 0 0
Preço 247 0 3 0 cl
Localização 250 tl 0 0
LT
0
x}t 0 2 0
N" de Qúlómetros 216 6 4 23 1
N" de Lugares 33 0 u 2t6 L
37 0 0 213 0
Cilindrada 165 2 11. 7L 1
Potência 163 0 td 77 4
IPO 35 8 0 206 1
Nome t7 1 3 228
Contactos 191 0 3 55
Combustível 2/t5 0 b 0 0
Tabela 4.3: Contagens do grupo de informa@es dos antincios automórrcis
Na tabela 4.4 mostra,m-se os resultados dos cráIculos efectuados, nomeada,mente,
a precisão, abrangàrcia e mdida F.
para ilustrar os resultados obtidos é apresentada na figura 4.3 o grráfico corre§-
pondente aos dados da tabela 4.4 que nâ qual se @mparam os vários valores obtidos,
com destaque pa.ra a medida F.
De notar que os resultados deste grupo fora.m bastante satisfatórios, pois fora,m
obtidos valores para a med.ida F superiores agS%o na grande maioria das entidades
presentes no estudo (14 em 16 entidades) o que demonstra a eficiência do progra'ma
ExtrAuto nesta tarefa de Brtracção de Informação.
Na segunda fase são analisadas as contagens e resultâdo§ para o grupo dos equi-
pa,mentos. Este grupo é mais CIdenso que o anterior devido ao elevado número de
equipamelrtos disponírrcis nos automóveis modernoe e ao facto de ser atribÚda a
cada equipamento uma entidade.
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Entidade Abrangência Precisão Medida F
Id 1,0000 1,0000 1,0000
Marca 0,9840 0,9960 0,9899
Ivlodelo 0,9920 0,9960 0,9940
Ano 0,9876 0,9958 0,9917
Data do Anuncio 1,0000 1,0000 1,0000
Preço 0,9880 1,0000 0,9940
Locahzaçã,o 1,0000 1,0000 1,0000
Cor 0,9914 1,0000 0,9957
No de Quilómetros 0,9558 0,9686 0,9621
No de Lugares 1,0000 0,9706 0,9851
No de Portas 1,0000 1,0000 1,0000
Cilindrada a,g27a 0,9821 0,9538
Potência 0,9645 0,9760 a,9702
IPO 0,8140 0,7955 0,8046
Nome 0,8095 0,8947 0,8500
Contactos 0,9845 0,9948 0,9896
Combustível 0,9800 1,0000 0,9899





















0,7000 0.7500 0,8(N)O 0,8500 0,9000 0§500 1,0000
Figura 4.3: Gráfico dos resultados do grupo de informações dos anúncios automóveis
E
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A tabela 4.5 mostra a contagem dos elementos pertencentes a cada uma das
regxas. Nesta tabela verifica-se a e:cistêocia de um metroÍ rnlor de entidade associ-
adas à regra número um. Isso dene-se ao facto de nem todos os anúncios conterem
informação sobre os equipamentos (alguns apresentam âpenas informação sobre o
veiculo e vendedor).
Seguida,mente à tabela de contagens apresenta-re a tabela 4.6 que contém os
resultados das vrírias medidas calculadas. A figura 4.4 apresenta o grrífico que
representa oe dados presentes na tabela 4.6 com principal destaque pare a, medida
F.
Pela anáIise dos dados presentes no grráfico rrerifica-se que a maioria das entidades
apresenta resultados para a medida F acima dos g5% (32 em 44 entidades). Do
entidades reatanrte, 9 apresentam resultados entre 80% egí%. Apenas 3 entidades
tem resultados abaixo dos 80%, mas superiors a 65%.
Existem ainda 18 entidades que apresentam 100% na medida F, ou seja, foi atin-
Srda a capacidade mi{xima de extracção em aproximada,mente  lVo da^s entidades.
Os resultados obtidos são bastante satisfatóriog na medida em que a maioria
das entidades apresenta elevadas ta>ras de extracção. A menor ta:<a de extracção
nalgumas entidades pode ser entendida por problemas de ambiguidade que lera,m o
programa a assumir a entidade errada.
Depois de analisada o nível de emtracção do programâ ExtrAuto é tratada no
próximo subcapítulo a extracção com recurso ao progra,ma Minorthird, que utiliza
métodos de aprendizagem automática para treinar o conjunto de documentos.
4.3.2 Extracção com o programa MinorThird
Depois de realizada a extraação com o prograrna B<trAuto é realizado um conjunto
de testes com o progrilna MinorThird.
Para a realização deste teete fora,m escolhidas algumas entidades do domÍnio
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Entidade R1 n2 riF] RE] R,5
63 0 0 187 0
33 3l 1 2L6 0
Vidros Elfuricos M 0 t.l:ll 158 0
92 0 1 155 2
Rárlio 82 0 1 t67
Jantes de Liga Lerrc irxl 0 1 0




Espelhos Eléctricos 4l 0 2l r.j 0
em
39 0 0 ztt U
2 Íl 2 a$ 0
Volanté Resulá\rel em Altura 6 0 0 ?A4 0l
Airbag 0 3 r.88 0
Cruise Control 29 0 0 22L
Sensores de Eetacionainento 21 0 1 228
Sistema de Navegação ?tl 0 225 1
Bancos de Pele w) 0 220 1
Faróis de Nevoeiro 40 0 zto 0
Baneos Aquecidos 11 0 2 237 3l
Imobilizador 23 0 0 227 0
5 0 b 240
0b 0 0 al:5
Bancos Eléctricos 4 0 4 vl:z
0n 0 230
Gto de Abr'lr 2n 0 221 2
Bancos Desportivos td 0 3 0
49 0 3 3
GOm em 5 0 1 2M 0
Sensóres de Chuva 0 0 242
Computador de Bordo 31 0 1 2L8
Spoiler Tbaseiro 3 0 0 ?/l:7 0
Tancos T[aseiroe Rebativeis 23 2 220 5
Bamas no Tejadilho 7 0 24:2 1
Sensor de Luminosidâde td 0 0 4
6 0 0 :ll
ffi 0 0 ?A!9 0
@Thaseiros 0 tl 24:2 0
Volante Desportirm 5 ttl u %l:5 0
4 0l %L:5 L
Apoio de Braço 1L 0 ,ãH 0
Sistema Isofix I 0 0 2/19 0
1 0 0 249 0
1 0 0 74*) .11
I 0 0 249 U
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Tabela 4.5: Contagens do grupo de equipa,mentos dm anúncios automóveis
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Entidade Abrangência Precisão Medida F
1,0000 1,0000 L,0000
0,9706 1,0000 0,9851
Vi&os Eléctricos 0,9130 1,0000 0,9545
E-eonaicionado 0,9892 0,9787 0,9840
Rrídio U,gUUU 1,0000 0,9939
0,9894 1,0000 0,w47







em 0,5000 1,0000 0,6667
em 1,0000 1,0000 1,0000
Airbae 0,9516 L,0000 o,9752









Bancos Aquecidos 0,8462 1,0000 0,9167
Imobilizador L,0000 1,0000 1,0000
0,5000 1,0000 0,6667
Vidros Escuros 1,0000 1,0000 L,0000
Bancos Eléctricos 0,5000 1,0000 0,6667
Fa,róis Xénon l,wuu 1,0000 1,0000
Tbcto de Abrir 0,9630 0,9286 0,9455
0,6667 1,0000 0,8000
Tintura Metalizada 0,9423 a,9423 0,9423
com em u,õ:t:r3 1,0000 0,9091







Sensor de Luminosidade 1.,0000 0,6000 0,
1,0000 1,0000 1,0000





Sistema Isofix 1,0000 1,0000
Lara Faróis L,0000 1,0000 1,0000
1,0000 1,0000 1,0000
I 1,ooo0 1,0000 1,0000
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Tabe}a 4.6: Reflrltados do grupo de equipa,mentos do§ anúncios automóveis
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Cruise Control
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Valante Hegulável em Altura
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dos automóveis. Deste modo foram seleccionadas seis entidades de aoordo com as
seguintes regra,s:
o Tlês entidades de cada grupo (três do grupo das informações * três do grupo
dos equipa,nrentoe);
o As entidades de cada grupo fora,m escolhidas de acordo com o número de re-
ferências a essâ, entidade no mnjunto de documentos, ou seja, como se pode
ver na, tabela 4.7 u entidades escolhidas de cada grupo são: para o grupo
das informa,@s, uma, entidade presente em pouco§ documentos (n." de lu-
gtr6), uma com gma representação acima da média (potência) e uma com
representação em todos os documentos (marca); no gnrpo dos equipa^mentos
o número de referências nos documentos é menor mâs o critério de escolha é
o megmo, ou seja, as entidades definidas são os bancos traseiros rebatíveis (30









Tabela 4.?: Nrimero de documentos que contém uma entidade
Para realizar este teste fora,m escolhidos uma série de algoritmos de aprendi-
zagem presentes no programa MinorThird. A escolha foi feita de acordo com a§
características de cada algoritmo, de modo a serem algoritmos diferentes entre si,
ou no caso do VPSMM Learner e VPSMM Learnen 2 que utilizam o memo algo-
ritmo mas tem implementa,@s distintas. O VPSMM Learner utiliza mais iterações,
rms const)me menos memória e lera mais tempo a concluir, enquanto o VPSMM
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I-earner 2 utiliza uma iteração apenas mas tem maior cortsumo de memória e menor
tempo de execução.
Deste modo, os algoritmos utilizados são os seguintes:
r VPIIMM Learner (Voted Perceptron Hidden Markov Model)
o vPcMM Learner (Voted Perceptron conditional Markov Model)
o CRF Annotator Learner (Conditional R^andom Fields)
o SVMCMM Learner (Support Vector Machine Conditional Markov Model)
e VPSMM Learner (Voted Perceptron Hidden Semi-Markov Model)
o VPSMM Learner 2 (Voted Perceptron Hidden Semi-Markov Model, imple
mentação 2)
o MEMM Learner (Manimum Entropy Markov Model)
De notar que foram utiüzadas todas as opções predefinidas nos algoritmos im-
plementados no programa MinorThird.
Na realização deste teste fora,m ainda utilizados os seguintes pa,râmetros: Uti-
ltzarraade validação cruzada com 5 pastas como método de estimação de resultados;
Teste com o conjunto de documentos de modo a aferir quâI o valor máximo de
ortracção paxa, a entidade em cada algoritmo.
Neste primeiro teste é anatisada a entidade marca. Na tabela 4.8 estão âprcsen-
tados os resultados da medida F para cada um dos algoritmos a teste para os dois
métodos usados. Os resultâdoo são apresentadoe no gráfico 4.5 do qual re retiram
as seguintes ilações:
o Todos os algoritmos apresenta,m uma taxa de e»ctracção supenior a85Vo. Como
esta eürtidade está premnte em todos os documentos é de esperar que a taxa
obtida seja elevada em todos os algoritmos.
Algoritmo Validação C. (5 Pastas I Pasta CD
VPHMIvI Learner 0,9333
VPCMM Learner 0,9107 0,9851
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Figura 4.5: Grrífico dos resultados do prograrna MinorThird paxa a entidade marcâ
o O algoritmo SVMCMM é o que apresenta melhores resultados no teste de
validação cruzada cnm 94,52Tq seguido do cRF com 92,4670 e do VPSMM
com9L.62Yo.
o Quanto à comparação entre as duas implementa4ões do VPSMM, a imple-
mentação 1 (mais iterações) apresenta melhores resultados, 9L.62Yo contra
86,76Vo da implementaqã,a 2.
o No que diz respeito à,s diferenças entre os dois métodos (validaçao cruzada e
pasta CD) sã,o da ordem de 7% aproximadamente.
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A próxima entidade do teste é o N." de Lugares. Esta entidade apresenta re'
ferências em 34 documentos (o menor do grupo de informações). Na tabela 4.9
apresentam-se os valores da medida F para os métodos utilizados e no gráfico 4.6
üsualizam-se esses resUltados, dos quais se retiram as seguintes conclusões:
Algoritmo Validação C. (5 Pastas' Pasta CD
VPHMM Learner 0,0000 0,0513
VPCMIvI Learner 0,2609 a,6429


















Figura 4.6: Grrífico dos resultados do programa MinorThird paxa a entidade número
de lugares
o Os resultados obtidos são medianos, com oscilações entre 0% para o VPHMM
e 72.46% para o SVMCMM.
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o O algoritmo com melhor resultado é o SVMCMM com 72.46Vo seguido do
VPSMM com 61,54% e do CRF com52,63Yo.
o No algoritmo VPSMM a implementaçã,o 1 continua a obter melhores resultados
61,547o contra 42,31%.
o As diferenças entre os dois métodos são da ordem dos 34% aproximadamente.
A úttima entidade do grupo das informações a ser analisada é a potência. Os
valores relativos aos cálculos da medida F são apresentados na tabela 4.10 e no
gráflco 4.? que ihrstra esses resultados cujas conclusões são apresentadas abaixo:
Algoritmo Validação C. I 5 Pastas Pasta CD
VPHMM Learner 0,8378 0,9052
VPCMM Learner 0,8802 a,9474





Thbel a 4.10: Resultad.os da medida F pura a entidade potência
o É atingida uma t»ra de extracção elevada para todos os algoritmos utilizados,
acima dos 83%.
o O algoritmo que apresenta melhor resultado é o SVMCMM (94,61%) seguido
do CRF(94,43V0) e do VPSMM (93,58%). A diferenp entre estes três algorit'
mos é aproximada^mente de L%.
o O algoritmo VPSMM implementaçao 1 obtém melhores resultados que a im-
plementação 2.
o As diferenças entre os dois métodos situa,rr-se nos 6% aproximadamente.
Depois de analisados todos os elementos do grupo de informações são tratados
os resultados do grupo dos equipamentos. A primeira entidade a ser estudada é a













Figura 4.7: Grrífico dos resultados do prograrna MinorThird parâ a entidade
potência
entidade vidros eléctricos que está representada em 92 documentos. Os resultados
obtidos são apresentados na tabela 4.11 e gní^fico 4.8. São evidenciadas as seguintes
conclusões:
Algoritmo Validação C. (5 Pastas Pasta CD
VPHMN{ Learner a,7432 0,7432
VPCIvIM Learner a,7347 0,8253





Th,bela 4.11: Resultados da medida F para a entidade vidros eléctricos
o Sã,o obtidos resultados acima dos72Yo pa,ra todos os algoritmos à excepção do
MEMM que apresenta 8,9Vo.













Figura 4.8: Grrffico dos resultados do programa MinorThird pa,ra a entidade vidros
electricos
o As melhores ta:ras de extracção são obtidas pelos algoritmos SVMCMM (91,67To),
CRF (91,47%) e VPSMM (86,05%) respectivamente.
o A implementação 1do VPSMM apresenta uma taxa de 86,05% contra 72,3lyo
da implementaçáo 2.
o As diferenças entre os dois métodos em estudo situam-se aproximadarnente
em 8%.
A entidade bancos rebatíveis é a que apresenta menos referências no conjunto
de documentos, apenas 30. Os valores da medida F são ilustrados pelo gráfico 4.9 e
pela tabela 4.12 cujas ilações são as seguintes:
r A ta:ra de extracção é media baixa, inferior a50% na maioria dos algoritmos,
excepro nos algoritmos cRF (90,29%),svMcMM (88,15%) e vPCMM(78,65%)
cdrÍr[JLo 4. ESTUDa DE cAso 7A
Algoritmo Validação C. (5 Pastas Pasta CD
VPHMM Learner 0,3385 0,5600
VPCMM Learner 0,7865 0,9515


















Figura 4.9: Gráfico dos resultados do progra.ma MinorThird para a entidade bancos
rebatíveis
\
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. Na compâÍação entre as implementa,ções dos algoritmos VPSMM, a imple-
menta4ãCI 1 apresenta 46,7570 enquanto a implementeçáo 2 não obtém qual-
quer valor.
o As diferençâs entre os dois métodos cifram-se nos LIYI.
A última entidade do grupo equipamentos é a pintura metalizada. Esta entidade
está presente em 55 documentos do conjunto. Os resultados da medida F obtidos
são apresentados no gráflco 4.10 e na tabela 4.13. Da anáüse dos dados obtém-se as
seguints conclusões:
Algoritmo Validação C. (5 Pastas' ) Pasta CD
VPHMM Learner 0,3303 0,4483
VPCMIVI Learner 0,6901 0,7143





Tabela 4.13: Resultados da medida F para a entidade pintura metalizada
r A taxa de extracção obtida é superior a 69% pa.ra os quatro melhores algorit-
mos e na ordem dos 40% para os restantes.
o Com 85,54y0,6 a]goritmo SVMCMM é o que apresenta melhores resultados.
Seguem-se o algoritmo VPSMM com 78,48% e o CRF cam72,6%-
o Mais uma vez a implementação 1 do algoritmo VPSMM obtém melhores re-
sultados, 78,48% contra 36,7% da implementa4;fu 2.
o Os dois métodos em estudo têm uma diferença de 16% aproximadamente.
Depois de analisadas cada uma das entidades no Minorthird são observadas as
seguintes conclusões âcerca da extracção de informação no domínio dos automóveis:













Figura 4.10: Grríflco dos resultados do programa MinorThird para a entidade pin-
tura rnetalizada
o Os três algoritmos que apresenta.m maiores taxas de extracção são o SVMCMM,
o CRF e o VPSMM. Pelo contrário o algoritmo com piores resultados é o
VPHMM que necessita de uma maior quantidade de documentos de treino do
que os outros algoritmos.
o O algoritmo SVMCMM apresenta resultados superiores a72To para todas as
entidades em estudo e na maioria das entidades superiores a85To, ou seja, é o
algoritmo com melhores resultados do teste.
o Na compâxa,ção directa entre as duas implementações do algoritmo VPSMM,
a implementação 1 (mais tempo, menos memória) obtém sempre melhores
resultados que a implementaçãD 2 (mais memória, meno§ tempo) em todas as
entidades no estudo.
Seguida^rnente à fa,se de anrílise de extracçã,o dos programâs ExtrAuto e Mi-
northird realiza-se no próximo subcapítulo um estudo comparativo sobre os resul-
tados obtidos.
\
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4.3.3 comparação de resultados (ExtrAuto vs MinorThird)
Depois de analisados cada um dos progra,mas de extracção nos capítulos anteriores
é realizado um estudo comparativo entre os dois sistemas'
Neste estudo são utilizad.as as medidas F calculadas anteriormente para cada
um dos programas da seguinte forma: No ExtraAuto é utilizada a medida calculada
para cada uma das entidad.es; no MinorThird é utilizada a medida F calculada no
teste de validação cruzada com 5 pastas.
Os resultados obtidos nos testes anteriores estã,o presentes na tabela 4.L4' De
notar que no estudo com o MinotThird apenas foi utilizada a medida F do algoritmo
com maior tara de cada entidade.
Entidade MinorThird ExtrAuto
Algoritmo Medida F Ivledida F
Ivlarca SVMCMMLearner a,9452 0,9899
N.o de Lugares SVIvICNIMLearner a,,7246 0,9851
Vidros Eléctricos SVIvICNIMLearner 0,9767 0,9545
Bancos RebatÍveis CRF Annotator Learner 0,9029 0,8679
Pintura lvletalizada SVIvIClvllvll,ea,rner 0,8554 0,9423
Potência SVMCIVIMLeaTneT 0,9461
Tabela 4.14: Resultados da extracçã,o dos prograrnas ExtrAuto e MinorThird
Os dados apresentados da tabela 4.1,4 estão representados no gráfico 4.11 que
ilustra a compaxa,ção dos dois programas e do qual se retiram as seguintes conclusões:
o O programa ExtrAuto apresenta uma medida F superior ao MinorThird em
cinco das seis entidades utilizadas.
o No programa ExbrAuto a medida F é superior a 85% em todas as entidades.
o No MinorThird a.s entidades que apresentam piores resultadoo são consequen-
temente as com menor presença no conjunto de documentos, ou seja, as enti-
dades n." de luga.res, bancos rebatíveis e pintura metalizada. No entanto todas
as entidad.es apresentam valores paxa a medida F superiores a 72%.
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Figura 4.11: Grráfico da comparaçã,o de resultados dos progralnâ^s ExtrAuto e Mi-
norThird
o A diferença média entre os dois sistema,s, com yantagem pâxa o ExtrAuto,
situa-se nos S% aproximadamente-
Assim termina este subcapítulo no qual são analisadas as duas soluções (de
regla.s e de aprendizâgem automática) para a Extracção de Informação no domínio
dos automóveis. No próximo subcapítulo é efectuado o estudo sobre o domínio das
ca§a"s no qual é utilizad,o um sistema de aprendizagem automática e conjuntos de
documentos de diferentes dimensões.
4.4 Extracção de tnformação em Anúncios de Casas
Depois de conclúdo o conjunto de testes no domínio dos automóveis é apresentada
uma nova fase de testes que incidem sobre um novo domÍnio, mais precisamente, o
domÍnio dos anúncios de venda de casas.
Na realização deste conjunto de testes foi utilizado o progrilna MinorThird de
modo a aferir qual o melhor algoritmo de aprendizagem automática a usar e quais
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as relações entre o número de elementos a treinar e os valores da medida F obtidos.
Nmte esüudo foram utilizadas as dezoito entidades deúnidâ§ anteriormente para
este domínio e os seguintes algoritmos de extracção:
r VPHMM Learner (Voted Penceptron Hidden Markov Model)
o vPCMM Learner (Voted Perceptron conditiond Markov Model)
r CRF Annotator Learnen (Conditional Random Fields)
o SVMCMM Learner (Support Vector Machine Conditional Markov Model)
o VPSMM Iaarner (voted Perceptron Hidden semi-Markov Model)
o vPsMM Learner 2 (Voted Perceptron Hidden semi-Markov Model, imple
mentação 2)
o MEMM Learner (Maximum Entropy Markov Model)
De notar que o critério de ecolha foi baseado na va,riedade de algoritmos de
modo a compaxax todas as soluções conhecidas e que no caso dos algoritmos VPSMM
Learner e VPSMM l,earaer 2 o algoritmo de aprendizagem é semelhante, no entanto,
as implementa@es de cada um são distintas: o VPSMM utiliza menos memória mas
tem gm maior tempo de execução, enquanto o VPSMM 2 utiliza uma quantidade
de memória mais elevada mas tem um tempo de execução menor deüdo ao facto
de efectuar uma iXffação apenas. Para cada algoritmo testado são utiüzadas as
condições predefinidas do progra,ma MinorThird.
Quanto aoe dois conjuntos de documentos em estudo, o primeiro onjunto é
composto por 150 documentos e o segundo conjunto por 300 documentos dos quais
metade são do primeiro onjunto.
Na realização deste teste fora,m usados os seguintes parâmetros para cada um
dos conjuntos de documentos a etudo: no primeiro conjunto de documentos foi
utilizada validação cruzada com 5 pastas como método de estimação de resultados;
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no segundo conjunto de documentos foi utüzada validação cruzada com 10 pastas.
A escolha deetes valores incide no facto de o número de documentos a teste no
intervalo ser igual nos dois conjuntos, ou seja, em 150 documentos por 5 pastas, são
atribúdos 30 docgmentos por interra.lo, o meelno valor para 300 documentos em 10
pastas.
Durante o estudo foi atribuído aos rezultados dos algoritmoo da tarefa de ex-
tracção do progra,ma o valor mínimo de 0,001 na medida F para os rezultados cujo
yalor obtido foi zero. Esta medida, senre para que seja possírrcl calcular o valor da
variação relativa cujo cáIculo não era possível por ceusa da üvisão por zero'
Para melhor analisar os resultados obtidos realizou-se a contagem do número de
ocorrências e o número de docunentos para cada entidade presente no estudo. Os
resultados dessas contagens estão presentes na tabela 4.1.5 pâra o§ dois conjuntoe de
documentos utilizados.
4.4.1 Análise de resultados de cada entidade
A primeira entidade a ser analisada é a área total cujos resultados para cada algo-
ritmo testado estão representados na tabela 4.16 através da medida F para os dois
conjuntos de doclmentos e das variações absoluta e relati,ra e a partir da qual se
retiram as seguintes conclusões:
o A entidade apresenta 48 ocorrências em 38 documentos do CD(150) e 90
ocorrências em 88 documentos para o CD(300). Esta entidade é essencial-
mente representada por caracteres mrméricos que a descrevem.
o No CD(L50) os algoritmos com melhores reultadoe são o SVMCMM com
62,5670 seguido do cRF com 47,47Yoe do vPSMM com 45,33Y0, âo pa,sso que,
no cD(300) a üsta é composta pelo cRF com 73,85% seguido do SvMCMM
com7l,7\Yo e do VPSMM com 6L,33%-
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CD rso) cD( 3oo)
Rffi. N" Docs. RefiB. No Docs.
Cozinhas 19 19 46 M
199 118 389 236
Á.rea WC's 2L 12 37 23
em
150 351 7*E)
L50 L50 300 300
r37 T3 220 L23
Quartoe 43 20 94
4L
Total 40 38 90 88
162 38 250 68
232 134 452 270
30 24 4.6 37
Salas 4l 31 75 62
74 60 t47 122
96 56 L94 122
98 74 L92 143
1,6seüzação 300 t49 615 299
13 10 29 21
WC's Fquipamentos 57 35
g2 62
Tabeta 4.15: Resultados das contaçns de ocorrências e número de documentos 
para
cada entidade.
CDt I5U t CD( 300 Variação







Tabela 4.16: Re$iltados do programâ MinorThird para, a entidade rírea total
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o A maior variação absoluta pertence ao algoritmo CRF que obtém um aumento
de 0,2638 na medida F enquanto o algoritmo SVMCMM é um dos que regista
menor au.mento (0,0919). Quanto à variação relatiraa, nestes dois algoritmos
situa'se nos 55,570 e L4,69Yo respectivamente.
o Relatirmrrente aos algoritmos com pior performance, o destaque vai para o
MEI{M que não apresenta qualquer ralor para oe dois cD e para o vPCMM,
VPHMM e VPSMM2 que apenàs apresentam resultados pâra o CD(300).
o Quanto às duas implementações do algoritmo VPSMM, a implementação um
obteve melhores resultados nos dois CD.
o Os resultados obtidos são um pouco díspares pois apenas os três algoritmos
com melhores resultados apresenta,m uma tana de ortracção satisfatória en-
quanto os restantes apenas apresentam resultados residuais ou nulos.
A segunda entidade a ser analisada é o condomÍnio fechado e cujos resultados
estão apresentados na tabela 4.17 e a partir dos quais se retiram as seguintes ilações:
Tabela 4.U: Resultados do prograÍna MinorThird para a entidade oondomínio fe-
chado
o Esta entidade é a que está menos reprmentada nos conjuntos de documentos,
ou seja, no CD(150) apenas apresenta 1.3 ocorrênciâs em L0 documentos e no
CD(300) 29 em 21 doormentos. Esta entidade é representada pelas palavras
que identificam a casa oomo pertencente a um oondomínio feúado.
Algoritmo cD (L50 CD IrítTtl Variação
Absoluta
Variação
Relativa (%)Medidâ F' Medidâ F
VPHMM Learner 0,000L 0,0241 0,0240 24000,00
VPCMM Learnen 0,4Í|48 -0,0117
CRF Annotator Learner
SVMCMMlearner 0,828 0,3994 93,19
VPSMMlearner 0,4Í148 0,&437 79,05
VPSMMLearnen2 0,1777 ,00
MEMMLearner 0,1364 0,1363 1.36300,00
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o Os algoritmos com melhoree reultados para o CD(150) são oB seguintes:
VPCMM (4 ,48%\,VP§MM(4S,48%) e SvMCMM(42,86%). Para o CD(300)
a melhor performance pertence ao CRF com 84,35% seguido do SVMCMM
(82,80%) e do VPSMM enm77,,85%o.
o Quanto às variações entre os dois CD, os tnês algoritmos com melhores re-
sultados apreentam aumentos absolutos de 0,4799, 0,3994 e 0,3437, respec-
tivamente. Esta rariação transmite-se numa rmriação relatira da ordem dos
80% para o algoritmo VPSMM chegando w L32% para o CRF. De notar
que o algoritmo com melhor resultado no CD(150) (VPCMM) apresenta uma
variação negativa, ainda que quase nula.
o os piores resultados são atribúdos ao vPHMM, MEMM e VPSMM2 que
não apresentam valores para o CD(150) e que no CD(300) apresentam valores
residuais(VPHMM) ou inferiores a 20%.
o A implementação um do algoritmo VPSMM apresenta melhores resultados do
que a segunda implementação, ou wjar 77,85Yo contra L7,78%'
o Apesar desta entidade ter pouca representação no CD os resultados obtidos
são bastante satisfatórios para os três melhores algoritmos que atingem ta-
xas superiores a 77Yo. No entanto, pil& os restantes os resultados são muito
diminutos.
A próxima entidade é a rírea da oozinha da qual são apresentadoe 06 reultados
obtidos na tabela 4.L8 e evidencia,m-se as seguinte conclusões:
r A entidade estó pouco representada no CD, ou seja, são obtidas 19 ocorrências
em L9 documentos paxâ o CD(150) e 46 em 44 documentos pa,ra o CD(300).
Esta entidade é representada por caracteres numéricos que identifica,m o ele-
mento que se pretende extrair.
r No CD(150) os algoritmos com melhores reultados são o SVN{CMM com
66,04T0, o CRF com 51,68% e o vPSMM com 18,95%, enquanto, no cD(300)
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Algoritmo CD( 150 I cD (3oo) Variação
Abmluta
Variação
Relaüira (%)Mdida E. Medida F
VPHMM Learner 0,0897 0,0896 89600,00
VPCMM Learner 0,0882 0,40&4 0,82M 363,M
CRF Annotator Learnen 0,5169 0,7705 0,2536 49,06
SVMCMMlearner 0,8509 0,1905 28,85
VPSMMlearnen 0,1895 0,5656 0,3761 1.98,47
VPSMMlearner2 0,0001 0,0001 0,0000 0,00
ME}IMLearner 0,101.9 0,1018
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Tabela 4.18: Resultados do programa MinorThird paxa a enrtidade rí,rea da cozinha
os melhores continuam a ser os mesmos algoritmos na mesIIIâ ordem ma§ com
rmlores de 85,09%, Tí,O5To e 56,ffiTq respectiramente.
o Nesta entidade a maior variação absoluta é obtida no algoritmo VPSMM com
0,3761 seguido do VPCMM com 0,3202. No que diz rmpeito aos algoritmos
com melhores resultados, a va,riação absoluta é de 0,1905 paxa o SVMCMM e
de 0,2536 paxa o CRF. As varia$es relatirms pâÍa os tr'es melhores algoritmos
são de 28,8570,49,06 e 198,47% (SVMCMM, CRF e VPSMM).
o O algoritmo com piores resultados é o VPSMM2 que apresenta valores nulos
paxa os dois CD. Os algoritmos VPHMM e MEMM ta,mbém obtém ralores
muito baixos (infeniores a IDYo).
r Devido ao facto da implementação dois do VPSMM apresentar valores nulos,
rrerifica-se que a, implementa,ção um volta a obten melhores resultados.
o Os resultados obtidos são satisfatórios para os dois melhores algoritmos (SVMCMM
e CRF) que atingem tanas superiores a TlYo. No entanto parâ os restantes
algoritmos os resultados não são suficientes, ape§a.r de no VPSMM e VPCMM
ee obterem resultados na ordem dos 50%, oo algoritmos MEMM, VPIIMM e
VPSMM 2 apresentam resultados diminutos-
Os equipameutos e»cistentes numacozinhasão apróximaentidade a ser analisada.
Os crálculos realizados são apresentados na tabela 4.19 e evidencia,m as seguintes
101800,00
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conclusões:
Tabela 4.19: Resuttados do programa MinorThird para a entidade equipamento da
cozinha
o Esta entidade apresenta uma boa quantidade de ocorrências para os dois mn-
juntos de documentos(162 no CD(150) e 250 no CD(300)) e está presente
aproximadamente em 1/5 dos documentos de cada CD. Esta entidade é essen-
cialmente definida pelas palawa"s que definem os vários eqüpa.mentos enisten-
tes numa cozinha.
r Quanto aos algoritm(N com melhore resultados observa-se o seguinte: no
CD(150) o SVMCMM obtém 79,63Yo, o CRF 7t,39% e o VPSMM 4L,94To; no
CD(300) os algoritmos com melhores rmultados continua,m a ser os mesmos
mas o CRF obtém melhor resultado que o §VMCMM (79,13Yo aontra 75Vo) e
o VPSMM continua no terceiro lugar com 5L,5%.
o A maior variação absoluta pertence ao VPHMM com 0,1452 enquanto todos os
outros apresentam variações inferiores a 0,1. Dos três algoritmos com melhores
lesultadoe a maior variação relatira foi obtida no VPSMM enm 22r79flo m
passo que o SVMCMM apresenta uma variaçâo negativa de 5,81%.
o O algoritmo com pior performance é o MEMM que para além de apresentar
uma variação negativa os seus resultados são inferiores a 6%. Th,mbém os
dgoritmos VPHMM e VPSMM2 apresentam resultado§ diminutos.
Algoritmo cD (15o) CDr 30(} ) Variação
Absolrúa
Variação
R"elativa (7o)Medida E" Medida F"
VPHMM Learner 0,0099 1 0,1452 1466,67
VPCMM Learner 0,3436 0,3398 -0,0038 -1,1.1,
CRF Annotator Learnen 0,7L39 0,7913 0,a7v4 10,84
SVMCMMlearner 0,?963 -0,046:I -5,81
VPSMMlearnen 0,4194 0,515 0,0956 22,79
VPSMMLearner2 0,12L2 0,L456 0,02u 20,1.3
MEMMLearner 0,0533 0,037 -0,0163 -30,58
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o Na comparação sntrrc implementa,@s do VPSMM, a implementação um apre-
senta melhores reultados.
o Para os dois algoritmos com melhor performance' o CRF e SUVÍCMM os
resultados são satidatórioe e na ordem dos ?5%. Mas, para a maioria doe
algoritmos os resultados são muito baixos. No VPSMM e VPCMM são da
ordem doe 40% mas nos restantes são infeniores a 16%.
A entidade disponível em identifica-se como a data a partir da qual uma casa
fica disponírrcl paxâ, §er hâbitadâ. Os reaultados dos cálculoe para esta elrtidade são
úsualizados na tabela 4.20 e permitem tirar as seguintes ilações:
Tabela 4.20: Resultados do programa, MinorThird para a entidade disponível em
o Esta entidade está representada em todos os documentos dos dois CD e apre-
senta um nrimero de ocorrências semelhante ao número de documentos. É,
definida por palavras que descrevem a data a ser e»rtraída.
o Devido à representação desta enrtidade no conjunto de documentos verifrca-se
que no caso do CD(150) os algoritmos com melhores resultados são o CRF e
SVMCMM aom 100% e o MEMM com 97,05%. No CD(3ffi) oe resultados são
semelhantes aos do CD(150) mas o terceiro algoritmo com melhores resultados
é o VPHMM com 99,37%.
o As variações absoluta e relatira são baixas ou nulas em todos os algoritmos
srcepto no vPcMM que obterrc 0,131? de variação absoluta e 15,83% de
Algoritmo CDI 150 CDr ro) \Iariagão
Àbsoluta
Variação
Relativa (%)Medida F Mdida F
Learner 0,0241
VPCMM Learnen 0,831,8 0,1,317 L5,83
CRF Aruootator Learner 1 1 o,0oo0 0,ffi
SVMCMMlearner 1 1 0,0000 0,00
VPSMMLearner 0,0001 0,0000 0,ffi
VPSMMLearnen2 0,0001 0,0001 0,ffi
MEMMLearner -0,0206 -2,L2
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yariação relatira. O único algoritmo a obter variações negativas, apesar de
quâse nulas, foi o MEMM com '2,L2Yo-
o Os piores resgltados são os do algoritmo VPSMM nas suas duas implementaç&s
que apreeenta,m resultados nulos paxa os dois CD. Na comparação entre as
duas implementa@es veriâca-se um empate apesax de não existir qualquer
significado nete resultado.
o Os rmultados obtidos nesta entidade são excelentes pois a tana de extracção
é superior agiófioem 5 dos 7 algpritmos e de 1ü)% em 2. No entanto em 2 dos
algoritmos os resultados são nulos.
A entidade estado é definida pela apresentação em que a câ§a se encontra e
é definida pelas palawas que descrevem essa entidade. Os resultados obtidos são
mostrâdos na tabela 4.2L e erridenciam-se as mnclusões abaixo:
Tabela 4.21: Hesultados do programa MinorThird para a entidade estado
r No CD(150) esta entidade está presente em74 documentos em 98 ocorrências,
enquanto no CD(300) os rnlorm são de 192 e l4?, respectivarnente.
o Os algoritmos com melhores resultados na medida F são: paf,a o CD(150)
o svMCMM com 61,04To, o vPSMM om 58,21% e o cRF com 49,3%; no
CD(300) os algoritmos são os me$no§ mas com maiores taxa"s de o<tracção
69,85%, 68,MYo e 64,857o respectivamente.
A§oritmo CDI 150 CDI t{lIll Variação
Absoluta
Variação
Relatina (%)Mdida F' Medida f'
0,m01 0,0961
VPCMM Learner 0,L796 0,336 0,L564 87,08
CRF Annotator Learner 0,6485 0,1555 31,54
0,0881 L4,43
VPSMMLearner 0,5821. 0,6844 0, ,57
VPSMMlearnen2 0,3947
MEMMLearner 0,10L4 768,18
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o A meior variação absoluta ocome no algoritmo VPSMM2 @m um aumento de
0,2822. Nos algoritmos 6gm melhor ta:ca de e»rtracção (svMCMM, VPSMM
e cRF) a variação absoluta é de 0,0881, 0,1023 e 0,1555 o que resulta muna
variado relatira de !4,43Yo, 17,57Yo e 31,64To.
o No que diz repeito ao piores rsultados, o vPHMM e o MEMM são os que
menor taxa de extracção apreseatam (inferior a l}Yo). Os resultados paxa o
VPCMM e VPSMM2 ta,mbém são baixos, na ordem dos 35%.
o O algoritmo VPSMM na implementação um apresenta melhores resultados do
que a segunda implementação
o Os resultados obtidos nesta entidade são satidatórioo para os três algoritmos
com maior valor na medida F (na ordem dos 677o), no entanto para os restantes
são obsenndm resultadoo baixoe, ou diminutoe.
A entidade gâÍagem define se uma casa está equipada com um ou mais lugares
de estacionamento coberto e é representada pelas palavras que a identifica,m. Os
resultados obtidos paxa os dois CD utilizados e as va,riações absoluta e relativa são
apresentadâs na tabela 4.22 a partir da qual se mostram as seguintes conclusõe:
Tabela 4.22: Resultadoe do progremâ MinorThird para, a entidade garâgem
o Esta entidade para o CD(150) está representada em 60 documentos com 74
oorrências e pare o cD(300) eml22 docrmrentos e 147 omrrências.
Algoritmo CDt 150 CDt 30o) Variaçáo
Absoluta
Variagão
Relativa (%)Medida f- Medida F
VPHMM Learner 0,000L 0,432L 432100,00
VPCMM Learnen 0,8132 0,L252 18,20
CRF Annotator Learner 0,0578 7,03
SVMCMMlearner 0,8649 0,0314 3,ffi
VPSMMlearner 0,8754 0,1186 1.5,67
0,8836 0,2116 31,49
MEMMLearner 0,5143 0,0663 12,89
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o Para o CD(150) os melhores reultados são obtidos pelo algoritmo SVMCMM
(86,49%) mguido do cRF (s2,27Yo\ e do vPSMM (75,68%). No CD(300)
o com maior medida F é norm,mente o svMcMM (89,63%), em segundo o
VPSMM2 (88,36%) e por fim o CRF (88,05%).
o As maiores rariações absolutas são do VPHMM que tem um aumento de
0,432L e do VPSMM2 com 0,2116, o que lhe permite obter um dos melhores
resultados no CD(300). Quarrto aos restantes algoritmos, CRF e SVMCMM
a variação absoluta é baixa (cRF -" 0,0578 e S{MCMM + 0,0314) o que se
reflecte numa variação relativa também baixa (CRF + 7,03Yo e SVMCMM +
3,63%).
o o \IPHMM e o MEMM são os que apresenta,m piores resultados. o VPHMM
a,pesar de ter a maior variação apena§ obtém 43,22Yo no CD(300) enquanto o
MEMM apresenta uma rariação relativa de L2,89To e assim obtém 58.06% no
mesmo cD.
o Nesta entidade o algoritmo VPSSM na segunda implementação obteve melho-
res resultados do que na Primeira.
o Esta entidade apresenta resultados bastante satisfatórios pois a maioria dos
algoritmoo utilizadoe, 5 em7, obteve resultados acima dos 81%. Noe restantes
algoritmos os resultados são baixos, da ordem dos 50%.
A localização é a próxima entidade a ser analisada. Esta deffne-se como o local
onde está situada uma ca^sa e representa-se pelas palavras que a identifica,m. Os
reeultados obtidoe pelo prograrna são ilustrados na tabela 4.23 a partir da qual se
evidenciam as seguintes conclusões:
r Esta entidade está presente em quase todos oe docum€ntos e com um nrlmero
de ocorrências superior ao número de docgmentos no CD. Assim, pa,ra o
CD(150) está, inserida em 149 documentos e ocolre 300 vezes enquanto no
CD(300) esses valores são 299 oeorrências e 615 documentos'
Algoritmo cD (150, cD (30o Variação
Âbsoluta
Variação
Relativa (%)Mdida F Medida F.
VPHMM Learner 0,5238 0,6933 0,1695 32,36
VPCMM Learner 0,1525 31,13
CRF Annotator Learnen 0,7591 0,0658 8,67
MÍeN[iv nen 0,7579 0,8218 0,0639 8,€
VPSMMlearner 0,5638 0,0638 t2,76
VPSMMlearner2 0,392 0,L084 ,65
MEMMLearner 0,0916 0,0838 -0,0078
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Tabeta 4.23: Besultados do progra,m.â, MinorThird parâ a entidade localização
o No que diz respeito à anríJise dos valores da medida F para cada um dos
cD rrcrifica,se que paxâ o cD(150) os algoritmos cRF (75,91%), SVMCMM
(T1,TgYo) e VPHMM (52,38%) são os que apresentam resultados mais elevados-
No CD(300) os algoritmoe são os mesmos mas os valores obtidos são mais
elanados, 82,49Yo, 82,L8% e 69,33%, respectivamente.
o Com uma ra,riação absoluta de 0,1695 e relativa de32,36% o VPHMM foi o
algoritmo que mais evoluiu na análise aos dois CD. TamMm o VPCMM e
o VPSMM2 tivera^m \xariâçges semelhantes ao VPHMM. Os algoritmos com
melhores resultados na medida F (CRF e SVMCMM) tivera,m uma variação
absoluta beixa que conesponde a uma variação relatirn aproximada de 8%'
o O algoritmo com pior performance nesta entidade é o MEMM que apresenta
resultados residuais e obtém variação relativa negativa no teste.
o Nesta entidade a implementação um do VPSMM têm resultados mais elevados
do que a segunda implementação do algoritmo.
r Os resultados obtidos pa,ra a entidade localizaçâo são satisfatórios para 2 dos
? algoritmos do teste que apresenta,m resultadoe superiores a 80% e razoáveis
para 4 dos 5 restantes com resultados na ordem dos 60%. Os pior resultado é
obsermdo no algoritmo MEMM com 8,38% apena§.
c
'8,52
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A entidade apresentada na tabela 4.24 define-se pelo piso em que a casa §e insere.
Esta entidade é esrencialmente representada no CD por o núm€ro que a identifica
ou, em elguns cÀsotr, pela palawa. De acordo com os resultados obtidos obserrrarn-se
as seguintes conclusõe§:
Tabela 4.24: Resultadoe do Progrelnâ MinorThird parâ a entidade piso
o Esta é uma entidade que está presente em poucos documentos e com pouca's
ocorrências no cD. Assim, no cD(150) tem 30 referências em 24 documentos
e no CD(300) 46 em 37 documentos.
o Para o CD(150) m algoritmos oom melhorm resultados são o SVMCMM com
60,69% e o VPSMM wm57,69Yo enquanto os restantes apenas apresentam
resultadoB residuais. No CD(3ffi) o SVMCMM volta a apresentar o melhor
resultado (65,43%) seguido do CRF(63,94Yo)-
o Neeta entidade o CRF é o algoritmo que apresenta maior variação relativa,
pois no CD(150) apresenta um resultado nulo enquanto no CD(300) é o se-
gundo melhor do tete. O melhor do teste CD(300) (SVMCMM) apresenta
nma variação relativa de 7,8L7o. De nota,r que o VPSMM e o MEMM so-
frem vari@s negatirnas com destaque paxa o VPSMM que atiuge -2015670 de
variação relativa.
r Os piores algoritmos do testê são o MEMM e o VPIIMM que apresentam
resultados nulos ou residuais (MEMM - |Yo VPHMM + 7,79Vo). Tanbém o
.@mo eu (rro) cD (soo' Variação
Absoluta
Variação
Relatira (7o)Medida F Mdida F
VPHMM Learner 0,0001 0,0779 0,0778
VPCMM Learner 0,1852 0,1939 0,0087 4r'
ERFEotator Learnen 0,0001 0,6394 0,6393
SW[-CMMlearner 0,6069 0,04-74
VPSMMlearner 0,5769 0,4583 -0,1186 -20,56
ESMMlearnsz 0,06 0,1852 0,1252 208,67
TÍEMNúearner 0,0412 -0,041.L -99,76
639300,00
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VPCMM e o VPSMIú2 apresenta,rn resultados muito baixoe'
o A implementação um do VPSMM aprwnta melhores rezultados do que a
segunda rmriante, ou seja, 45,83Vo contra 18,52Yo.
o Os resultados obtidos para esta entidade são pouco satisfatórioe na medida
em que apenas 2 algoritmos obtém resultados da ordem dos 60% enquanto os
restantee apreentam reultados muito baixos ou diminutos.
A entidade que se segue é a mais importante em qualquer anúncio de venda, ou
seja, o preço. Na tabe}a 4.25 mostra,rm-Ee os resultados da medida F para os vários
algoritmos a teste e evidenciam-se as seguintes conclusões:
Tabela 4.25: Resultados do programa MinorThird paxe a entidade prego
o Esta entidade é apresentada no CD pelo valor numérico que a identifica e
descreve. Para o CD(150) é referenciadâ 176 \rez6 no§ 150 documentm do
conjunto. No CD(300) os valores calculados são de SSL ocorrências em 299
documentos.
o Neste conjunto de testes os algoritmos com melhores resultados são: CD(150)
SVI\{CMM (96,28Vo), VPSMIyI2 (}A,LTYo) e CRF (93,73%) ; CD (300) SVMCMM
(94,64%), CRF (96,44%) e VPHMM (95,88%).




CRF Annotator Learner 0,9378 0,0266 2rM
SVMCMMlearner 0,9664 0,0136 1,43
0,0217 2,Al
VPSMMlearner2 0,9417 0,0134 L,42
MEMMlearner 0,0256 -0,3007 -92,L5
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o Todos os algoritmos apresênte.m variações muito baixas à occepção do VPCMM
que aprmuta, umâ vadação relativa de 231210Á e do MEMM que apresenta rmla
rmriaçã,o negativa muito acentuada de 92,L5To.
r O pior algoritmo deste teste é o MEMM que apresenta resultados muito baixoe
nos dois CD com especial destaque paÍa o CD(300) onde obtém resultados
reiduais (2,ffiYo).
o Na entidade preço a segunda implementação do VPSMM apresenta melhores
resultadoo nos dois CD do que e primeira. No entanto os obtidos resultados
são muito semelhantes pa,râ o CD(300).
o Os resultadoe obtidos neste teste são excelentes pois em 5 das 7 entidades são
obtidos valores acima dos 95%. No entanto o algoritmo MEMM apresenta
resultados residua,is pa,ra eta entidade.
A entidade cujos resultados do teste estão representados na tabela 4.26 édescrita
pela rírea que um quarto ocupa, nulrâ, casa. As conclusões acerca do teste da entidade
rírea do quarto são as seguintes:
Tabela 4.26: Rezultados do programe MinorThird para a entidade á,rea dos quartos
o A rírea dos quartos é descrita no CD pelo valor ntrmérico que a identifica.
Para o CD(150) osorre 43 veze em 20 documentoe e no cD(1.50) 94 em 41
documentos.
CD IOU CDr EIIU Variação
Absoluta RelatinaMedida F Medida F
VPHMM Learner 0,0001 0,1166 0,1tr65
VPCMM Learner 0,161.? 0,L135
CRF Annotator Learner 15
--TF75rt 91,13
SVMCMMlearner a,6227 0,8838 0,261l. 41.,93
VPSMMLearnen 0,2592 125,7O
VPSMMlearnen2 r 0,0000 0,ff)
MEMMlearner 0,0366 0,0019 5,19
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o Os algoritmos com melhores resultados são: paxa o CD(150) o algoritmo
svMcMM gom62,27Yo e o CRF com 41,15%; no cD(300) oe algoritmos são
os mesmos m&s oE valores mais elevados (88,38% e 78165%o).
o Na entidade área doe quarüos as maiores variações absolutas perteacem aos
algoritmos CRF e S\n\dCMM que tirzeram um aumento de 0,3750 e 0,261l' que
se traduz numa variação relativa de 91,18% e 41,93Y0, respectira,mente.
o Os piores resultados são obtidos pelo VPSMM2 (resultado nulo nos dois CD)
seguido do MEÀ{M com rmlores residuais e do VPHMM e VPCMM com re'
sultados inferiores a LAo.
o Nesüe algoritmo a primeira implementação do VPSMM obtém melhores resul-
tados pois na segunda variante não são observados resultados nos testes.
o Esta entidade apresenta reultados satisfatórios paxa 06 dois algoritmos aom
melhores resultados (SVMCMM e CRF) mâs nos restante 5 algoritmoe obsenram-
se renltados muito bai:ros, menore qrrc2L%o.
A tabela 4.27 apresenta os resultados obtidos paxa a entidade equipamento dos
quartoe que é representade pelas palarrras que descrevem cada um dos eqúpamentos
existentes nesta divisão da casa.
Tabela 4.27: Resuttadoe do programa Minot'Ihird pera, â entidade equipamento doe
quartos
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Algoritmo cDt :150 CD :300, Variação
Àbsoluta
Variação
R"elativa (%)Medida F Medida F'
VPHMM Learner 0,0001 0,1058 0,1057 105700,00
VPCMM Learner 0,281 0,097L 52,80
CRF Annotator Learner 0,5559 0,0662 11,91
MMMlearner 0,5577 0,5734 0,0157 2,82
VP§MMlearnen 0,5691 0,0929 1.9,51
VPSMMLearnen2 0,1654 0,3079 186,15
MEMMLearner 0,0502 0,1781 0,1279 254,,78
I
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o Com 137 ocomências em 73 documentoe pa,ra o CD(150) e 220 ocorrências em
123 docqmentos egta entidarle aprrsenta'm em média quantidade nos dois CD.
r para o CD(150) o SVMCMM com 76,15% é o algoritmo com melhores resulta-
dos. No eegundo tmte com o CD(300) o SVMCMM volta a apresentar o valor
mais elevado (78,a9Yo) ssguido do cRF com76,32To e do vPSMM 59,50%.
e Doe algoritmos oom melhores rresultados a maior rariação abooluta e relativa
perüene ao CRF com 39,30% de rariação relatira. De notar que as va,riações
no SVMCMM são muito reduzidas (va,riação relativa de 3,0?70)'
o No CD(L50) três dos algoritmos apresentam resultadoe nulos (VPHMM, VPSMM2
e MEMM) enquanto no CD(3ffi) os piores são o MEMM com um valor residual
e o VPSMM2 com um resultado abaixo dos 15%.
o A implementação um do VPSMM apresenta maior rmlor na medida F do que
a segunda implementação.
o Para esta entidade os resultados obtidos são satisfatórios para os três algo-
ritmos com melhor performance (svMCMM, CRF e VPSMM) ** para os
restante6 são baixoe, inferiorm alLflo e no ca^so do MEMM residuais.
A entidade área das salas é definida pelo número que a representa no CD. Os
resultadm obtidos para os dois CD em estudo são apresentados na tabela 4.28 e
obtém-se as seguintes ilações:
r Esta eutidade está presente em 31 documentos com 41 oeorrências paxa o
CD(150) enquanto no CD(300) os rmlores são de 75 ocorrências em 62 docu-
mentoe.
o No CD(150) o algoritmo com melhor resultado é o SVMCMM com 76,l5Vo
enquanto o CRF e o VPSMM apresentaln valores da ordern dos 50%. Nos







C  Learner 0,298 0,1401 88,73
0,7692 0,2153 39,30
SVMCMMlearner 0,7615 0,7&[9 0,02u 3,07
VPSMMlearner 0,595 0,1165 an$5
0,1226 0,1225 122500,00
MEMMLearner 0,0001 0,04 0,0399
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Tabela 4.28: Resultados do programa MinorThird para a entidade rí,rea das salas
mais elevado mm 78,49Yo seguido do cRF com 76,32Y0 e do vPSMM com
59,50To.
o A maior yariação absoluta do teste paxa os algoritmos com maior medida
F pertence ao CRF com 0,2153 â que corresponde uma variação re}ativa de
39,30%. o IPSMM apresenta uma variação relativa de 24,36vo enquanto o
SVMCMM aprerenta uma variação muito bâixa (3,07To)'
o Os piores valores no CD(150) são atribuídos a três algoritmos que apremnta'm
resultados nuloe (VPHMM, r/PSMM2 e MEMM). No CD(300) o pior reultado
é atribúdo ao MEMM que apresenta um ralor residual e ao VPSMM2 cuja
medida F é abaixo dos 15%.
o A primeira implementação do VPSMM apresenta melhores resultados do que
a segunda noe dois CD.
o Os resultados obtidos são satisfatórios para os dois melhores algoritmos (SVMCMM
e CRF) com rmloree na ordem dos 77Yo. Os restaÍrtes não acompanham esses
resultados, apenas o VPSMM obtém 59,6Yo enquanto nos outros os valores são
abaixo dos 32%.
Os equipa,mentos existentes nas salas são a próxima entidade em estudo cujos





Relativa (%)Medida F Medida F
VPCMM Learner ü,4414 0,0196 4rM
CRF Arurotator Learner 0,6145 -0,ü284 -4rA
SVMCMMlearner 0,631 -0,0392 -5,85
VPSMMlearnen 0,3448 0,18% 52,90
VPSMMlearner2 0,0696 0,3551 0,2855 4L0,24
MEMMLearner 0,19L1. -0,1119 -36,93
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Tabela 4.29: Reultados do progra,nra Minot'Third para a entidade equipamento das
salas
r No CD(150) existem 96 referências à entidade em 56 documentos enquanto no
CD(300) esses valores são de 194 e L22, respectivamente'
o os maiores valores de medida F obtidoe são: para o cD(150), svMcMM
(67,02%)e CRF (M,29%); no CD(300) SVMCMM (63,10%) e CRF (6L,45%)'
o Os algoritmos com melhores resultados apremnta,m wriações relativas nega-
ti\âs (ainda que pouco acentuadas) na ordem dos 5%. As maiores variações
absolutas pertencem à's duas implementações do algoritmo VPSMM.
o No conjunto de tete do CD(150) os piores resultados são obtidos pelo VPHMM
e peto VPSMM2 que apresentarn valores residuais. Para o CD(300) o VPHMM
e o MEMM são os com pior performance.
o A implementação um do VPSMM aprcsenta maiores valores de medida F do
que a segunda implementação do algoritmo.
o Nesta entidade os reslltados obtidoe são pouco satidatórios. São obtidos no
máximo valores da ordem dos 60% paxa os dois melhores algoritmos. Dos 5
algoritmos restantes o VPSMM e o VPCMM obtém números da ordem dos
48Vo e os outros abaixo dos 20%.
O ta,manho da casa é a próxima entidade estudada cujos rcsultadoe estão repre-
sentados na tabela 4.30 e a partir dos quais se retiram as seguintes conclusões:
93
AlgeritmCI CDi m) Variagão
Ahsoluta
Variagão
Relativa (%)llfedida E. Medida F.
VPHMM Learner 0,0641 7,62
o,76y) o,ü2s 3,89
-CRF 
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Thbela 4.80: Resultadoe do progrune MinorThird pare a entidade tamanho
o Esta entidade é das que mais referências obtém nos CD. Deste modo, no
CD(150) está presente em 134 documentos com 232 ocorrências e no CD(300)
esses rralores sobem para 270 e 452 respectira,mente'
o Para o CD(150) oe melhores resultadoe pertencem ao SVMCMM (96,30%) e
ao cRF (95,66%) enquanto no cD(300) o cRF com 94,33% é o algoritmo com
valor mais elemdo e ao qual se s(ryue o SVMCMM e VPSMM2 mm 93,8270 e
92,llTo.
o A maior variação relatira positiva perteo@ ao VPSMM2 oomlL,{$ffo enquanto
os outros algoritmos com melhores resultados (SVMCMM e CRF) obtém va-
ria@s negatirms na ordem doe 370.
o O MEMM é o pior algoritmo nos testes desta entidade, pois obterae no CD(150)
nm resnltado de 35,99% que no segundo teste baixa pam L3,77Yo o que dó uma
variação relatira negativa de 6L,74Tu
r A segunda implementação do VPSMM apresenta melhor resultado do que a
primeira vensão do algoritmo.
o Os resultadoe obtidos para a entidade ta,maúo são muito bons pois 5 dos 7
algoritmos apresentam valores superiores a90%. No entanto nota'se noe algo-
ritmoe oom melhores resultados uma rnariação negativa que indica um número
elevado de elementos de treino-
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A entidade tipo de casa é definida pelas palavras que a identifica,rn (aparta,mento,
moradiq vivenda, etc...) e cujos reeútado§ pare o8 dois cD são apreentados na
tabela 4.31 e a partir dos quais se retiram as seguintes ilações:
Tabela 4.3L: Resultados do progra,rna MinorThird para a entidade tipo de casa
o Esta entidade é das que mais referências têm no CD(150) onde são identiflcadas
1gg ocorrências em 118 documentos. No CD(300) existem 389 ocorrências em
236 documentos.
r Para o CD(150) os tr& algoritmos eom melhor performance são o CRF eom
g6,22Y0, o SVMCMM com g5,Og% e o vPCMM com 93,96%. No CD(300) o
melhor resultado é obtido pelo SVMCMM (91,35%) seguido do CRF (90,04%)
e do VPSMM2 (89'45%).
r Nesta entidade à excepção do VPHMM que apresenta uma rariação relatira,
positiva (8,27Yo) todos os restantes algoritmos apresenta.m variações negativas
com ptincipal destaque para o MEMM que apresenta uma rmriação de'24,21To'
o Devido à sua prestação no CD(300) o MEMM é o algoritmo com pior resultado
do teste apresentando uma medida F de 66,23%.
o A seglnda implementa4ão do VPSMM apresenta melhores resultados do que
a primeira nos dois CD.
o os resultados obtidos na entidade tipo de casa são muito bons pois fora,m
obtidoe valores supaiores a 87To em 5 dos 7 algoritmos e noo restânte 2
Algoritmo cD (150, ) cD (30o, Variação
Absoluta
Variação
Relativa (7o)Medidâ F Medida F
VPHMM Learner 0,8284 0,0633 8,27
FCMM Learner -0,0592 -6,30
CRF Annotator Learnen 0,9622 0,9004 -0,0618 -6rA
TWÍeNFML,earner 0,9509 0,9135 -0,0374
VPSLlMLearnen 0,8789 -0,0349 -3,82
VPSMMLearne2 0,9288 -0,ff!43 -3,69
MEMMLearner 0,8739 0,6623 -0,2L16 -24,21
-3,93
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supeniores a 66%. No entanto, os resultadoo Gom o CD(150) são superiores
aos do CD(300) o que indica que çom um maior nfinero de dadoe de treino
não são obtidos melhores resultadoe nesta entidade'
A entidade área da câsa se banho é a penúltima entidade a ser analisada e é
caracterizada pelo nrlmero que a identifica no CD. Os resultados obtidos nos testes
com oB dois CD são moetrados na tabela 4.32 eobserrra,rn-se as seguintes conclusões:
Tabela 4.32: Resultados do prograrnâ MinorThird pa,ra â entidade á,rea das câsa,§
de ba,nho
o A entidade é a que têm menos presenças nos dois cD, ou seja, no cD(150)
existe emL2documentos ctlm 2L ocorrências e no CD(300) em 23 documentos
e 37 ocorências.
o Para o CD(150) o melhor algoritmo é o SVMCMM com 77,37Vo enquanto
os resta,ntes são obtidos valores muito baixos. No CD(300) o CRF 6 o que
apresenta a melhor performance com 77,50% seguindo-se o SVMCMM com
72,37Yo.
o Nos algoritmos mm melhores resultados a maior variação relatira, pertence ao
CR^E'com }lr|it%. O SVMCMM apresenta uma, yaria.$o negativa de ô,46%.
o Devido ao facto desta entidade estar em reduzido número nos CD, os algorit-






Mdida E Medída f'
VPHMM Learner 0,00
0,0001 0,L817
ERilAnnotator Learner 0,775 0,1857 31,51
SVMCMMlearner -0,0500 -6,46
0,283 -0,0163 -5,
0,0001 0,0001 0,0000 0,oo
MEMMLearner 0,0000
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Deste modo, s, implementação um do VPSMM obteve melhor resultado do que
a segunda variante.
o Os resultados obtidos para os dois algoritmos com melhor performance são
satisfatórios mâs par6 os re§tantes cino não se pode referir o mesmo pois
obtiverarn-se valores baixos ou nulos.
A última entidade a ser analisada é oo equipa,mentoo da casa de banho' Os
resultados dos testes efectuados com os dois cD são visunlizados na tabela 4.33 a
partir da quâl se retiram as seguintes ilações:
Tabela 4.33: Reeultados do programa MinorThird para a entidade quipamento das
casas de banho
e Esta entid.ade apresenta-se mm 57 ocorrências em 35 documentos para o
CD(150) e 92 ocor:ências em 62 documentos no CD(300)'
o São obtidos valores pouco satisfatórios no CD(150) no qual o SVMCMM com
57,027o é o algoritmo cam melhor resultado. Para o CD(300) o SVMCMM
obteve 70,93Yo seguido do cRF com 66,86% e do vPsMM mm il,86%o.
o Nesta entid,ade todos os algoritmos sofrem rnriações positiva.s. o svcMM e o
CRF apresenrtâÍn uma rari@o relativa de2/L,39Yo e 39,93%, rrespectira,mente.
o O VpHMM têm a pior performance dos testes pois apresenta um resultado
nulo no CD(150) e um valor reidual no CD(3ffi)
Variação
Absoluta Relativa
Âlgoritmo CDI ÍFíü CDi 30o)







MEMMLearner 0,2204 0,1772 410,1g
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o Com 64,B6yoa primeira implementação do VPSMM moetra melhores resulta-
dos do que a segunda implementação em ambos oe CD'
r Para a entidade equipamento da casa de banho os resultados obtidos são pouco
satidatórios pâxa os três algoritmos com melhores resultado§ (SVMCMM,
CRF e VPSMM) e baixos para os restantes 4 algoritmos o que mostra a
necessidade de uma maior presença da entidade nos CD'
Depois de efectuada a análise a cada uma das entidades definidas nos anúncios
de casa§ é realizado na secção seguinte um eetudo comparativo dos algoritmos com
melhores resultados obtidos.
4.4.2 Estudo comparativo dos melhores re§ultados obtidos
Nesta última secção do caso de estudo é realizado um estudo comparativo entre
os melhores algoritmoe de cada entidade eetudada de modo a afenir qual o melhor
algoritmo a usa,r na tarefa de extracção de informação de anrincios de rrcnda de
casa§.
Na tabela 4.34 mostraln-se os valores da medida F para o algoritmo com o
resultâdo mais elevdo de cada entidade estudâda. Para ete estudo comparatirrc
forarn escolhidos os algoritmos do cD(300) pois é o que contém maior número de
documentos e que de uma forma geral apresenta melhores resrrltados para, o domÍnio
em estudo. A última coluna da tabela é composta pelo tempo de execução, em
segundoo, doe algoritmos utilizadoe.
De modo a obter tempos de execução comparáveis entre si foi utilizada em todos
os testes uma máquina com as seguintes características de hardware e software:
Intel DgBo 8.0 Gbz com 2.5 Gb de memória Ra,m e disco rígido de 500 GB; Siste,ma
Operativo Linux Kubuntu e JavaSE 6; Para enrecutar o progrilna MinorThird numa
tarefa de e:<traoção é necessário aumentar a me,mória da mríquina de Java para
L024IvIb para, qtre não ocorra'm etros.
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Entidade Algoritmo
Área Tbtal CRF Annotator Learnen 0,7385 9777
CRF Annotator Learne 5904
Qsuinha SVMCMMLearner 0,8509 L75
@tna FAnnotator Learner 0,7913
Disponírael em
-SVMCMMlearnerSVMCMMlearner 0,6985 628
Garagem Tvnncmtnearner 0,8963 327





ffiamentoQúarto ERilAnnotator Learnen 0,622'1.
Área SAa SVMCMMlearner 0,7849 221
Equipa,mento Sala --TWÍCMMlearner 0,6310 774




Área WC CRF Annotator Learner 0,7750 6653
ilpamento WC SVMCMMlearner 0,7093 377
Tabela 4.84: Algoritmos com melhor resultado para âs entidades analisadas no
MinorThird
os resultados da med.ida F obtidos são ilustrados no gnífico 4.12 e a partir do
qual se retiram as seguinte conclusões:
o A ta.:ra mínimâ obtida ê de 62,21% para a entidade Equipa,mento do Quarto e a
segunda menor é para o Equipa,mento da SaJa. De notar que todas as entidades
baseadas em equipa,mentos das vrá,rias divisões obtém resultados abaixo dos
79,L3To (Equipa,mento da Cozinha) apesar destas entidades terem uma boa
presençâ, no CD.
o O SVMCMM é algoritmo com melhores resultados nas várias entidades, mais
precisa,mente em 11 das 18 estudadas. Este algoritmo é ta,mbém o que âpre-
senta um menor tempo de execução, abaixo dos 800 segUndos em todas as
entidades estudâda§.
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Figura 4.12 Gráfrco da comparação dos melhores resultados de cada entidade
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r O CRF apresenta melhores resultados em 7 das 18 entidads estudada§. No
entanto o tempo de execução é basta,nte elevado qqando mmparado com o
SVMCMM.
r Nas entidade em que o CRF apresenta melhores reultados do que o SVMCMM
e pela anríIise das tabelas da seoção anterior verifica-se que nestas entidades
a diferença entre as medidas F dos dois algoritmos é: oa Á*a Total é 2,lTo;
no condomínio Fechado é 1,56%; no fuüpa,mento da cozinha é 4,L3vo; ta
Locatização é 0,31%; oo fuuipa.mento dos Quartu é 4,87Yo; no Tamanho é de
0,5LTo; o" Átea do WC é 5,l3Vo. No entanto as diferenças entre os tempos
de execução são aprorimada.mente 10 rrczes maiores no CRF relativamente ao
SVMCMM.
o No que diz respeito à ta:ca de e»ctracção das vrírias entidades, 4 das 18 entidades
apresentam valores superiores ag0%,5 das 18 valores entre 80% eglTo,5 das
18 valores entre 70To e 80Yo e as restante 4 dores abaixo doe 70%. E§te§
resultados dão origem a uma média de80,7Yoe â um desvio padlão de L1,53%.
Assim termina o estudo de caso nos anúncios de rrenda dos domínioo das casâs
e dos automóveis. No capítulo seguinte são analisadas as conclusões obtidas e o
trabalho futuro na rírea da EI.
Capítulo 5
0c nclusões e Trabalho Futuro
os trabalhos apresentados nesta dissertação tiveram como objectino o estudo da
Extracção de Informação de documentos em língua PortugUesa, nomeadamente na
rá,rea dos anúncios de venda de automóveis e c&sas. Utilizara,rn-se as duas grandes
abordagens no que diz respeito a sistemas de Extracção de Informação, ou mja,
foi desenvolvida uma ferramenta baseada no sistema de regras (ExtrAuto) p"r,
a Extracso de Informação de anrlncios de venda de automóveis e foi utilizada
uma ferramenta que implementa vários algoritmos de aprendizagem automática
(MinorThird (cohen, 200aa)) pa,ra, a realização de testm de análim de algoritmos
com vários conjuntos de documentos na rírea dos anúncios de venda de casas e
para eompâração de resultados entre si e o programa ExtrAuto nos anúncios de
automóveis.
5.1
No que diz respeito ao domínio dos anúncios de automórrcis, o desenvolvimento da
ferra,menta ExtrAuto permitiu a realização da tarefa de &tracção de Informação
para 1m conjunto composto por 250 anrincios escolhidos aleatoria"mente de um con-
junto inieial de ?,449 provenientee de uma fonte na Intennet (http://ttwtl.slando.
L02
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pt). O programa desenvolvido é composto por um co4iunto de entidades sobre o
domínio em causa em que para cada uma são implementadas regras em conjunto
com uma fonte de conhecimento. Este formato pennite a Extracção de Informação
quando no docunento em anáIise uma entidade é identificada na bare de couheci-
mento e consequentemente aplicada a(s) regra(s) de extracção para essa entidade.
Por fim, os elementos extraÍdos para cada documento do conjunto são escrito§ num&
folha de cráIculo jnnta,mente com os resultados anotados manualmente e calculadas
as mdidas de precisão, abrangência e medida F para cada uma das eatidade'
Para o progrâma, ExtrAuto foram definidas um total de 62 entidades divididas
em dois grupos principais (informaçoes e equipa,mentos) de aaordo com a temática
a que pertencem. Para as L6 entidades do grupo das informações fora,m obtidos
resultados na medida F superiore a 80% em todas as entidades. Em 14 das 16
obtineram-se resultados superiores agí% e em 8 dessas superiores ag9%- O grupo
dos equipameutos, constitúdo por 44 entidades, apreeenta renrltados superiores a
gSYo em 32 entidades, entre 80% e 95% para 9 entidades e entre 65% e 80% para
as B entidades restantes. Este conjunto de resultados evidência a boa prestação
da aplicação na ktracção de Informação de anúncios de venda de automóveis na
medida em que a maioria apresenta resultados superiores agí%.
Para o conjunto de testes efectuados com a ferramenta MinorThird foram esco
lhidâs 6 entidades dÀs 62 definidas anteriormente. Os critérios de escolha utilizadoe
definem-se pelo grupo a que pertencem (informações e eqüpamentos) e pelo número
de ocorrências no conjunto de doormentos (bôixa, média e alta). Na primeira fase
o conjlnto de testes visa apurar qual o algoritmo com maior valor na medida F
para cada entidade. Na segrrnda fase é comparado esee resultado @m o obtido pelo
programa ExtrAuto para ssa entidade. Os valores da medida F obtidos na primeira
fase variam entre w 72Yo egsTocom 4 das 6 entidades a obterem vdore acima dos
g0%. Quanto aos algoritmos com melhor performan@, em 5 das 6 entidades foi 
para
o SVMCMM esga atribúção e na entidade restante pa,ra o CRf'. Na comporação
das medidas F entre as duas ferramentas o sisternâ ExtrAuto apresenta melhores
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resultados em 5 das 6 entidades apresentando uma diferença mrádia de 8To entre si
e o MinorThird, ou seja, rrcrifica-se a vantagem da fera,menta baseada no sistema
de regras, relativa,rnente ao sistemâ, de aprendiza1ern automática paÍa as entidades
em estudo.
De notar, que a ferra,menta ExtrAuto apenâs pode ser utilizada no domínio em
causa e no caso da modificação deste são necemrárias alterat'oes profundas no sis-
tema (dicionrírio e regras) que pode ser uma tarefa muito morosa. A ferra,menta
MinorThird pode utiliza,r um qualquer domínio desde que se proceda,m à's orrm-
pondentes anota,@s nos conjuntos de documentos de treino.
No segundo domÍnio em estudo, os dois conjuntos de documentos utilizados fo-
ram escolhidos aleatoriamente de uma fonte na Internet(wrw. slando.pt), composta
por 1552 anúncios de venda de casas. O primeiro conjunto é composto por 150 do-
cumentos e o segundo por 300 documentos (150 anteriores + 150 norrcs). O conjunto
de tesbes neste domínio é efectuado pe}a, ferra,menta MinorThird, visa rrcrificar as
alterações na medida F para cada algoritmo e qual o algoritmo com melhores perfor-
mances para os conjuntos de documentos em L8 entidades escolhidas paxe o efeito.
Nos testes com os dois conjuntos de documentos verifica,-se um aumento da me-
didâ F na grande maioriados casos até mr atingido um ponto de saturação, ou seja,
quando os elementos utilizados como treino no primeiro conjunto de documentos
são em quantidade e qualidade, os resultados obtidos oom e§se eonjunto e com o
segundo conjunto são muito semelhantes existindo apenas diferenças residuais nos
rnlores da medida F. Nos restantes casos existe uma va,riação absoluta poeitirra que
é mais ou menos acentuada de acordo com a entidade em estudo e com o algoritmo
utilizado.
No que diz respeito aos algoritmos com melhores e piores resultados, o SVMCMM
é o que obtém melhores resultados seguido do CR"F. Quanto aos valores da medida
F, estes variam errtre 62,2L% e LCfl%. Os algoritmos HMM e MEMM são os que
apresentam piores resultadoo, apreentando em alguns casos valores nulos paf,â o§
dois conjuntos estudados. Relativa,mente a estes algoritmos verifica-se a influência da
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qualidade e quantidade do conjunto de treino, na medida em que paxâ âpresentarem
bons resultados necessiteÍn qrrc 6se conjunto tenha mais elementos e de melhor
qualidade do que pâra os algoritmos cRF e SVMCMM. No entanto, quando o
conjunto é completo os resultados obtidos são múto semelhantes am obtidos pelm
algoritmos com melhor performance'
5.2 Trabalho Futuro
De modo a aumentar os valores da medida F obseruado§, no sistema desenvolvido
para a EI de anrlncios de automóveis (E\<trAuto), a utilização de um método de
desa,mbigua,ção para os casos em que existem dificuldades na atribúção de entidades'
O *so de ,m sistema de prioridades é uma das vfuias solu@s disponírreis pâxa a
resolução deste Problema.
o aumento do número de elementos presentes na base de conhecimento para as
expressões que identificam os equipa.mentos/informações dos veículos é ta'mbém uma
forma de aumentar a mdida F das entidades extraídas pelo progra,ma ExtrAuto.
Quanto aos anúncios de venda de casas e ao conjunto de 
testes com a ferra'menta
MinorThird, e de modo a aumentar oe valore§ da medida F obtidoe: a utilização de
grupos nas etiquetas XML nas entidades que no CD estão colocadas sequencialmente
e ffipâradas por virgulas; o tuningdos algOritmos e»cistentes na ferramenta através da
alteração dos vários parâmetros e op{oes oristentes pa'ra cada algoritmo utilizado;
a criação de gm CD com informação em maior quantidade e qqalidade para as
entidades que a,presentam piores resultados globais'
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