Summary & Conclusions -This paper studies 2 models for communicating recovery blocks (RB) with statisticallyindependently failing software versions where versions are executed sequentially. Model #1 considers 2 RB: RB-1 & RB-2, where RB-2 receives some data from RB-1. Thus, if a version in RB-2 fails then RB-1 has to rollback to its initial state. Model #2 considers 2 RB i n conversation: both blocks must satisfy their respective acceptance tests before any of the blocks are allowed to exit from the conversation. Simple expressions for the reliability of the system are derived for models #1 & #2, and it is proved for them that the reliability of a RB consisting of versions ordered from smallest to largest based on failure probability is as reliable as any other list of the versions. Optimization models are developed for models #1 & #2. The paper presents efficient branch & bound procedures to solve the optimization models
INTRODUCTION

Acronyms'
B&B branch and bound RB recovery block CRB communicating RB DRB distributed RB LB, UB [lower, upper] bound TestSeg testing; segment One approach tio overcoming software failures is to use RB [3, 6, 8 -10, 12, 141. In a R.B, there exist several versions of a program and an acceptance test. Upon invocation of a RB, a primary version is executed first and the output is then submitted to an acceptance test. Whenever an output is rejected by the acceptance test, the succeeding version is executed. This procedure is continued until: 1) an output of a version is accepted, or 2) the output of the last version is rejected.
If the software system consists of many R.B which do not interact with each other, then the recovery of the input state upon failure of a version in a R.B is purely local to the failing RB. However, if two or more RB interact in some way, then the stake recovery becomes complicated by the lThe singular & plural of an acronym are always spelled the same.
fact that the state recovery in one RB might be propagated to another R.B. For example, consider two RB, RB-1& RB-2. Let RB-1 generate some data and transmit it to RB-2. If an error occurs in RB-2 (and hence RB-2 is restored to its initial state) then it might be necessary to restore RB-1 also to its initial state, even though the TestSeg accepts the output from RB-1. Suppose that there are several such CRB. Then the state recovery might be propagated to all the RB upon failure of a single RB. In some cases an uncontrollable activity might propagate through the system in a kind of domino effect [6, 12, 131 . One method of avoiding a domino effect and coordinating state recovery of CRB is by enclosing interactions in conversation [12, 131.
An initial study on CRB (also called DRB) was done by Randell [12] , which presents techniques for structuring CRB and RB in conversation. Russel [13] developed sufficient conditions for a system to be domino free, and obtained bounds on the amount of unnecessary state restoration for certain classes of systems. Kim [7] provides a detailed study on DRB as an approach for realizing both hardware & software fault tolerance in realtime distributed and parallel computer systems. Ref [7] also discusses the application and limitations of the DRB scheme for local area network (LAN) based systems and highly parallel multi-computer network (HPM) based systems. Dugan [4] presents two models, one based on fault tree and the other on Markov process for analyzing DRB; her paper presents simple expressions for failure of DRB by considering:
. failure of both primary & secondary versions because of two unrelated or a single related fault;
. failure of hardware;
. 2. Versions in a RB are executed sequentially starting from the primary version (or first version).
3. All versions produce an output: the software does not stop executing without producing an output. 4 . Failure of common platform services such as communication network, operating system, and device drivers are ignored. 4 
CRB WITH DOMINO EFFECT
This section considers the problem with the following additional assumptions; A2 -A5 simplify the presentation.
Al. CRB has the domino effect: state restoration in one block can force all the other interacting R.B to return to their initial state.
A2. There are 2 RB (RB-1 & RB-2). A3. RB-i has n, s-independent versions, i = 1,2; where A4. RB-1 generates and transmits data to RB-2. Upon
A5. In case of error in the primary version of RB-2, the TestSeg activates the first alternative version. This forces RB-1 also to be restored: RB-1 is also run using an alternative version, even though the output from the primary version of RB-1 is accepted by the TestSeg.
A6. RB-1 transfers data to RB-2 only after the acceptance test accepts the output of a version in RB-1.
Notatzon for Section 2 event: version j of RB-i produces: 1) an incorrect result, and the TestSeg rejects it, or 2) a correct result and the TestSeg rejects it; in either case, the TestSeg performs a successful recovery event: version j of RB-i produces correct output and the TestSeg accepts the correct output reliability of R.B-1 (in absence of RB-2) with
reliability of RB-1 (in absence of RB-2) with
, the corresponding probabilities for this model are:
The reliability of RB-f in the absence of RB-2 is [l]:
Eq ( 5 ) reflects that:
. upon invocation of CRB, both RB-I1 & RB-2 are executed sequentially simting from version 1 to version n, . for successful completion of the program, an output of a version in RB-1 must be accepted followed by the acceptance of an output of a version in RB-2. The number of outputs accepted in RB-1 is equal to the number of versions executed in RB-2.
Theorem 1. For CRB with n s-independent versions in each block, the list ordered from smallest to largest based on failure probabilities is at least as reliable as any other list of the versions. 4 
Mathematical F'rogramming Formulation
Redefine €21, Ri-, R;', R:k.
The reliability of inter-dependent RB is:
The corresponding optimization problem is:
Subject to:
. The objective function (11) maximizes reliability.
. Constraint (12) guarantees that the total expenditure is Constraint (13) reflects that if a version is executed in . Constraint (14) reflects that each position can be occuno more than the available budget.
RB-2 it occupies at most 1 position.
pied by at most 1 version in the block #2.
The B&B Procedure
The optimization problem in section 2.1 can be solved using an efficient B&B technique. Without any loss of generality, in each block let the versions be numbered based on their rankings, beginning with the most reliable version (smallest probability of failure).
Step 1 Choose Versions of Block #1
. At tree-level #1, it is determined whether version #1 of block #1 should be selected (~1 :~ = 1) or not (~1~1 = 0).
. At tree-level #2, it is determined whether version #2 of block #1 should be selected (21:2 = 1) or not (21~2 = 0).
. And so on.
When all versions of block #I have been considered, then consider block #2.
Step 2 Choose Versions of Block #2 
The LB is the reliability of versions: 
Upper bound
The UB is the reliability of the best possible solution, including the partial solution that ignores cost. This is given by: {z1:1,21:2,. . . , z I : j ; z1:k = 1 for k = j + I , . . . ,n; yz:j,j = 1 for j = 1,. . . , n ) for PI; { z~j for j = 1 ,... ,n; 7 2 : j , k for k = l , . . . ,i and k = 1,. . . ,n; ~2 : i + j ,~~+ j = 1 for j = 1,. . . , n -i} for P2. 0960 .1890 ,2356 .2821 This problem can be solved using the B&B method in * is inserted also under nodes on the message exchanged between the RB, then a domino effect is always possible. One approach to coordinate state recovery (and hence avoid a domino effect) in an interdependent RB is by enclosing process interactions in a conversation. In a conversation, all blocks engaged in that conversation must satisfy their respective acceptance tests before any of the processes are allowed to exit the conversation. If the acceptance test of any R.B fails, all the RB 3. CRB IN CONVERSATION CRB with domino effect can result in an avalanche of state restoration, which can even lead to the initial state of the system. Ij' the acceptance tests of RB are established independently and if there is no restriction imposed in the conversation must return to the point when they entered the conversation in order to resume execution.
Consider 2 RB (RB-1 and RB-2) in Conversation. Assume that each block has n s-independent versions. Let Uz be Pr{output from at least 1 of version i in RB-1 or RB-2 is rejected by the acceptance test}: Uz = Pr{zl,z}. P r (~2 ,~) + Pr{yi,,} . P r {~2 ,~} + Pr{z1,,) . Pr(y2,z) (15) The reliability of two RB in conversation is:
Theorem 2. For CRB in conversation, the list ordered from smallest failure probability to largest failure probability, is at least as reliable as any other list of n versions.
Mathematical Programming Formulation
The reliability of the 2 RB in conversation is:
The optimization problem is:
The objective function (19) maximizes reliability. Constraint (20) guarantees that the total expenditure does not exceed the budget. Constraints (2l), (23) reflect that if a version is executed in RB-2, RB-1, respectively, that version occupies at most one position.
Constraints (22), (24) reflect that each position can be occupied by at most 1 version in RB-2, RB-1, respectively.
Constraint (25) guarantees that the same number of versions are selected in RB-1 & RB-2.
The B&B Procedure
This procedure can solve the optimization problem in section 3.1. Without any loss of generality we assume that, in each block, the versions are arranged from the smallest failure probability to the largest failure probability. At tree-level #1 it is decided whether version #1 of block #1 is selected or not. If version #1 is selected: ~1 : 1 , 1 = 1, and y1 1 , k = 0 for k = 2,3,. . . ,n. If version #1 is not selected:
At tree-level #2 it is determined whether to select version if version #1 is already selected then we select version #2 or not; if version #2 is selected: 
Etc
Once all the versions of block #1 are considered it is decided whether to select version #1 of the block #2 in a similar way as explained in section 2.3 . Continue until all versions of the block #2 are considered.
For each partial solution, LB & UB can be computed in a similar way to those computed in section 2.3. Any partial solution can be eliminated (fathomed) from further consideration by using the conditions explained in section 2.3 , with the addition that unfeasibility of a partial solution can occur also if there is no possibility to satisfy constraint (25). Figure 2 shows the B&B tree for this example. 
#2:
Example
LIMITATIONS
The models require point estimates of all reliabilities. It is assumed that the various versions are s-independent. These models should be modified to model software systems with s-dependent versions for which reliabilities are estimated in the time domain. Our models neglect the time it takes to transfer data from one RB to another; these models should be modified to consider this time, as well as the mean tiime of running the versions -because they are important for systems like avionics and nuclear reactors.
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versions Z and 1 + 1 in RB-1.
Inequality (A-3) is true iff pz,i+l 2 m,i.
A.1.2 Case 2
(A-3) ' . ' 9 (1, n); (2, I>, . . . , (2, I ) , (2, + 11, ' . ' , (2,n)) Let n = 2.
Then, Consider the list of versions {(l,l), (1,2); (2,1), (2, 2) ).
Consider the list of versions {(1,2), (1,l); (2,1), (2,2)}. Suppose the theorem holds for n; we prove it for n + 1. Let R3(n + l), R4(n + 1) be respectively the sum of all possible terms of R:k,(n -t l), R:b(n + 1) that correspond to versions ( l , n + l ) , (2,n+l) . For example, for n + l = 3, Note that R3(3) = jq4(3); this is true for any n, ie, R3 ( n ) = R4 (n). Obviously,
A.2 Proof of Lemma 1
The proof is obvious, since the 1.h.s. of the expression can be written as:
Q.E.D.
A.3 Proof of Theorem 2
There are 2 cases:
. Case 1 assumes that both lists are identical except for . Case 2 assumes that both lists are identical except for versions i and i + 1 in RB-1. versions i and i + 1 in RB-2.
A.3.1 Case 1
Let RE be the rieliability of CR.B in conversation for list IC = 1,2.
list 1: {(I, I), . , . , ( I , i -I), (I,i) , (1,1!+ I), . . . , (1,n); ' (2, I), . . . , (2,2), ( 2 , i -I-I), . . . , (2,ia)) list 2: {(I, I), . . . , (1,i -I) , ( I , i + I) , ( I , i ) ,
(1,2+2), I . . , (1,n); (2, l), . . . , (2,i), ( 2 , i+l) , . . . , (2,n))
