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Project planning and project scheduling have been the subject of scientific
research for many years. Yet it is still common to hear of projects that wildly
exceeded their budget and time estimations. Research indicates that large
discrepancies still exist between project management theory and project man-
agement practice. It seems that the theories and techniques developed by
academia have struggled to find their way into project management practice.
There is a desperate need for industry specific research that can help bridge
the gap between project scheduling theory and project scheduling in practice.
In very few industries are project escalations as commonplace and severe
as in the civil engineering sector. Civil engineering projects that exceed their
deadline and/or budget estimations seem to be the norm rather than the excep-
tion. This dissertation therefore focussed on project scheduling in the civil en-
gineering context. One specific phase of the engineering process received focus,
namely the engineering-planning phase. The scheduling requirements of the
engineering-planning phase were investigated, and the attributes of high qual-
ity baseline schedules defined. The dissertation took a critical look at whether
the scheduling techniques used in practice, or the scheduling techniques pro-
posed by academia can fulfil the rigorous demands of the engineering-phase.
It became evident that both of these spheres fall short in this regard.
Scheduling techniques used in practice are not optimised, and they ignore
some of the most important project constraints. Academic scheduling tech-
niques are not geared for projects of practical size, and the resulting schedules
often lack resource-constrained critical paths. Neither of the two spheres pay
ii
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much attention to the uncertainties that is inherent to the engineering-planning
phase.
A scheduling framework is introduced that aims to address these shortcom-
ings. Two specific aspects required original work. Meta-heuristic scheduling
techniques had to be adapted for projects of practical size, and slack centric
resource allocation algorithms had to be developed. The relationship between
the input parameters of meta-heuristics and project complexity is investigated,
and a new slack maximisation resource allocation algorithm is presented.
This dissertation therefore not only provides new insights into the schedul-
ing requirements of the engineering-planning phase, but it also offers project
managers with new tools and techniques to generate high quality baseline
schedules.
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Chapter 1
Introduction
In this chapter, project management and project scheduling are introduced to
the reader. The gap between project scheduling theory and project scheduling
in practice is illuminated, and a path towards unification is discussed. Project
scheduling in the context of civil engineering will receive focus, and the main
objectives of this thesis will be presented. An outline for the remainder of the
document is also given.
1.1 Project management and project
scheduling
Management problems have been the subject of scientific literature for many
years. Project management is one branch of management that has been receiv-
ing a growing amount of attention in recent years (see Kerzner, 1998, Meredith
and Mantel, 2000). It is becoming increasingly popular for companies to adopt
a project-based structure when organising their work-flow. This has sparked
an interest in project management from both practitioners and researchers.
Leus (2003) informally defines a project as a ‘unique undertaking, consisting
of a complex set of precedence-related activities that have to be executed using
diverse and mostly limited company resources’. He identifies the involvement
of project management in both the selection and initiation of projects, as well
as the operation and control of projects.
Project scheduling forms an integral part of project management. Project
scheduling is concerned with the sequencing of project activities and the al-
location of scarce resources. Scheduling plays an important role at almost all
levels of project management. Schedules are essential for estimation, plan-
ning, execution and control. Of obvious practical importance, project schedul-
ing has been the subject of scientific literature since the late 1950’s. An
impressive amount of literature is available on the subject, and the reader
is encouraged to read Demeulemeester and Herroelen (2002) for an exten-
sive overview. The first formalised scheduling techniques that were developed
1
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ignored resource-constraints and only regarded the technological precedence
constraints of project networks. However, it soon became apparent that re-
source demand and availability have to be explicitly modelled if realistic sched-
ules were to be obtained. This realisation sparked an interest in the field
of resource-constrained schedule optimisation. Several different optimisation
problems have been formulated, and various exact and sub-optimal proce-
dures have been proposed as solutions to these problems. (Refer to Hartmann
and Briskorn, 2008, for a comprehensive overview of the resource-constrained
project scheduling problem and all of its variants.) Several project scheduling
software packages have been developed over the years, and most commercial
project management software provides some basic scheduling capabilities.
1.2 Theory and practice
Despite all of the attention that project management and scheduling have
received, it is still common to hear of projects that far exceed their initial
budget and deadline estimates. Several high-profile projects come to mind:
The Brandenburg Airport in Berlin, Germany, 4 years behind schedule at
the time of writing, The Channel Tunnel connecting the United Kingdom
and France, exceeded estimated budget by 80%, and The Boston Big Dig,
completed 9 years behind schedule and more than 190% over budget. These
escalations are however not limited to large projects, with smaller projects
frequently suffering a similar fate. Numerous publications have also reported
on the matter, refer to Schonberger (1981), Group (1994), Winch (1996), and
Yourdon (2003) for detailed examples.
Several authors have made an effort to classify the critical factors that de-
termine the success or failure of a project. Noteworthy studies include the
work of Pinto and Prescott (1990), Pinto and Mantel (1990), Belassi and
Icmeli Tukel (1996), and Keil et al. (2003). Herroelen (2005) investigated
the results of these studies, and came to the following conclusion: Workable
project and contingency plans, as well as effective and efficient project mon-
itoring and control procedures, are crucial to the success of a project. It is
interesting to note that all of these factors are closely related to project schedul-
ing, and that most of these aspects have received considerable attention from
academia. This seems to indicate that the academic work done in the field
of project scheduling has yet to find its way into daily project management
practice. Herroelen (2005) confirmed this suspicion when he conducted an in
depth study that documents the state of project scheduling theory and project
scheduling in practice. He found that serious discrepancies still exist between
the two spheres, with very little of the academic work being used in practice. It
seems that project managers are reluctant to incorporate resource-constraints
in the scheduling process, and that schedule optimisation techniques are rarely
used. This becomes apparent when popular project management literature is
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reviewed. Most project management text books dedicate a complete chapter to
unconstrained scheduling techniques such as the Critical Path Method (CPM),
but only a few sentences to resource-constrained project scheduling. The PM-
BOK® Guide (PMI, 2013), which is arguably the most popular project man-
agement reference used by project managers, dedicates a paragraph of only
13 lines (pg 179 - 180) to resource-constrained project scheduling. Herroelen
(2005) notes that the PMBOK does not even recognise the essential difference
between resource levelling (the smoothing of resource profiles over the project
horizon) and resource-constrained optimisation (minimising the duration of a
resource-constrained project). These publications tend to promote the idea
that resource-constraints are somehow unimportant, and that unconstrained
scheduling techniques such as the CPM are sufficient for planning purposes.
This however stands in sharp contrast to the findings of academia. Some publi-
cations even go one step further and refute the usefulness of project scheduling
entirely. The popular work of Goldratt (1997) is an example of this line of rea-
soning (pg. 217 – 221). Herroelen and Leus (2005a) critique these viewpoints,
and illuminate the significant impact that resource-constraints can have on
a project schedule. They stress the importance of selecting the appropriate
scheduling techniques for the specific problem at hand. Their findings indicate
that the accuracy of estimation and project planning can be greatly improved
if these techniques were to be used more frequently in practice.
Reviews of commercial scheduling software tend to enforce the above men-
tioned ideas. Very few of the schedule optimisation problems addressed by
academia are implemented by commercial scheduling software packages. Com-
mercial scheduling packages tend to focus exclusively on the classic resource-
constrained project scheduling problem and on resource levelling. Most of
the other scheduling problems and optimisation techniques discussed in liter-
ature find no implementation in any of the commercial scheduling packages.
The scheduling techniques used in commercial scheduling packages are mostly
proprietary and their inner workings are rarely revealed to project managers.
There is very little evidence of exact scheduling procedures being used in a
commercial setting, with most popular software relying on basic priority rules
for the generation of feasible schedules (Herroelen, 2005). Several studies have
shown that these commercial scheduling packages are easily outperformed by
the state of the art scheduling techniques discussed in literature (Kolisch, 1999,
Debels and Vanhoucke, 2004). It is also rare to find any of the standard project
scheduling terminology used in any of the commercial project scheduling soft-
ware packages. Most commercial packages use their own jargon, and largely
ignore the internationally accepted terminology used in scheduling literature
(De Wit and Herroelen, 1990). Despite all of these factors, project scheduling
software still remains popular amongst project managers. Surveys indicate
that almost 80% of project managers use some form of project scheduling soft-
ware, with Microsoft Project and Primavera Project Planner being the two
most popular scheduling packages (Bounds, 1998). Studies have however indi-
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cated that these scheduling tools are very rarely used for schedule optimisation
or resource planning. Several surveys conducted in Europe indicate that most
companies use scheduling software mostly for communication and presentation
(De Reyck and van de Velde, 1999, Deckers, 2001). These studies also make it
clear that project managers have limited knowledge of the software tools that
they are using.
1.3 Bridging the gap
There is a desperate need for research that can help bridge the gap between
project scheduling theory and project scheduling in practice. Several re-
searchers have suggested key areas that still need to be addressed. This section
will highlight the most important aspects of project scheduling that still re-
quire further research.
1.3.1 Applying problem specific scheduling techniques
Amultitude of different scheduling problems have been identified, with academia
proposing several techniques to solve these problems. It is important that
project managers correctly identify the scheduling techniques that they require
for the specific scheduling problem that they are attempting to solve. This is
however not always an easy task considering the wealth of information that is
available on the topic. Hierarchical planning frameworks have been proposed
by several researchers to divide project planning into more manageable parts.
Most researchers divide planning problems into three categories: strategic,
tactical and operational. Some researchers also classify tactical/operational as
another intermediate level. An example of a hierarchical planning framework
for project organisations is shown in figure 1.1 (based on De Boer, 1998). Each
level of the hierarchy has its own input data, planning horison, and output re-
quirements. Different scheduling techniques need to be applied at each level
of the hierarchy.
The scheduling techniques used at each of these levels will also be indus-
try dependent. An additional positioning framework has been proposed by
Leus (2003) to account for this (see figure 1.2). His positioning framework
uses two key determinants to classify planning problems: The degree of vari-
ability in the work environment and the degree of dependency of the project
(Leus, 2003, Herroelen and Leus, 2004). The variability is a measure of the
uncertainty that results from a lack of information available at the time of
scheduling. Uncertainty can stem from various sources, these include activity
durations, availability of resources, scope of work and unclear objectives. The
dependency is a measure of the extent to which the project is dependent on ex-
ternal influences. These influences can come from outside of the organisation,
examples include dependency on subcontractors and suppliers. Dependencies
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Figure 1.1: Hierarchical planning framework (based on De Boer, 1998)
can also come from within the company itself, for example shared resources
amongst various projects. Applying this positioning framework at each level
of the hierarchical planning framework, provides a universal mechanism for
positioning the planning problems of almost all project based organisations.
Figure 1.2: Positioning framework
Herroelen (2005) realised the importance of making project scheduling
theory more accessible to project managers. As a first step towards this
goal, he organised all of the different project planning problems identified
by academia according to this hierarchical positioning framework. He high-
lights the scheduling techniques that are available to solve these problems, and
identifies key areas that still require further academic attention. His work is
an important step towards ensuring that project managers apply the correct
techniques applicable to their specific problem. Industry specific research is
however still required to help project managers classify and orientate their
scheduling problems within this hierarchical positioning framework.
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1.3.2 Scheduling in the face of uncertainty
It becomes clear from Herroelen’s (2005) work that planning problems in the
LL- and LH-environment of the positioning framework have received the bulk
of academic attention. Projects that fall in these categories are typically
executed in deterministic environments, and academia has proposed several
scheduling techniques to address these problems. Scheduling problems that
fall in the HL- and HH-environment have however received limited academic
attention. These problems are subject to uncertainty, and very few scheduling
techniques can adequately account for this. Several of the solutions that have
been proposed do not incorporate resource-constraints at all. Ignoring these
constraints will however lead to inaccurate schedules in almost all cases. The
Project Evaluation and Review Technique (PERT) is an example of such a
technique that is popular in practice. Unfortunately the few approaches that
do attempt to incorporate resource-constraints also have some serious short-
comings. The Critical Chain Method is arguably the most popular of these
methods, but researchers have pointed out that it seriously oversimplifies the
problem (Herroelen and Leus, 2001, Herroelen et al., 2002). Some promising
work has been done in the field of proactive/reactive scheduling techniques in
recent years (see Leus, 2003, Leus and Herroelen, 2002, Van de Vonder et al.,
2005). Instead of attempting to explicitly model uncertainty, these methods
focus on generating stable schedules that are not sensitive to disruptions. This
is achieved by intelligent resource allocation that optimises the slack distribu-
tion of a schedule. These methods have only started to appear in literature in
recent years and have yet to reach maturity. Considering the inherent variabil-
ity common to most real-life projects, it makes sense to dedicate more research
effort to scheduling under uncertainty.
1.3.3 Identification of resource-constrained slack and
critical paths
The reluctance of project managers to adopt resource constraints in the plan-
ning process has been noted by academia. Several factors have been identified
which seem to contribute to this problem. Bowers (1995) argues that central
to this problem lies the fact that it is difficult to interpret the results of a
resource-constrained analysis. For the unconstrained case, the Critical Path
Method (CPM) helps project planners to identify the slack of activities as well
as critical paths. This is invaluable management information. Project man-
agers can focus their attention on the critical path as well as activities with
limited slack. Slack values can be carefully monitored during project execu-
tion, and project managers can assure that the best resources are assigned
to critical activities. Unfortunately the familiar concepts of slack and critical
paths are not readily available after resource-constrained schedule optimisation
has been done. With no slack or critical paths to manage, project managers
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are forced to micro-manage the project schedule, attempting to execute every
activity exactly as planned. This might be feasible for small projects, but it
quickly becomes an unrealistic approach as projects grow in size. As a result,
project managers tend to avoid resource-constrained optimisation, relying on
the CPM to provide them with critical paths and slack values. Unfortunately
these values will almost always be inaccurate due to the CPM’s inability to
account for resource-constraints. Project managers are therefore basing their
management decisions on incorrect data. For resource-constrained optimisa-
tion to really gain momentum, it must be possible to identify slack and critical
paths in resource-constrained schedules. Some work has been done in this
regard in the late 1980’s and early 1990’s (see Willis, 1985, Ragsdale, 1989,
Bowers, 1995). Researchers showed that it is possible to identify critical paths
and slack in resource-constrained schedules with minimal effort. Bowers (1995)
showed that resource allocation plays a central role in this process. Unfortu-
nately these ideas never reached academic maturity. Some much needed work
still has to be done to bring these concepts to their full potential.
1.3.4 The need for scheduling software
Another major factor that is prohibiting the widespread use of sophisticated
scheduling techniques is the lack of appropriate software tooling. Schedule
optimisation cannot be done without the aid of a computer. Project managers
typically do not have the time nor technical expertise to implement the sched-
ule optimisation procedures that they require. Open source scheduling frame-
works need to be developed that can be used by project managers. Several of
the most important schedule optimisation algorithms need to be implemented
before they will really gain popularity in practice.
1.4 Scheduling in civil engineering
As previously mentioned, it is very common to hear of projects that fail to
meet their initial time and budget estimations. In very few industries is this
problem as severe and commonplace as in the civil engineering industry. Apart
from the high profile projects mentioned in section 1.2, most readers will be
able to recall a civil engineering project close to home that failed to meet
its planned objectives. Whether it be the construction of a shopping center,
the design of a new bridge, or the maintenance of a road, it is typical for
these projects to finish behind schedule and over budget. With such a vast
amount of research stressing the important role of planning and scheduling in
the success/failure of a project, it makes sense to study these factors in the
context of civil engineering. Several questions still remain unanswered: What
is the role of scheduling in each phase of a civil engineering project? What
techniques are being used by project managers to generate these schedules?
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Does academia propose different techniques for solving these problems? Is
there a need for additional research in this field? Can commercial software
cope with the scheduling needs of the civil engineering industry?
Answering all of these questions for each phase of a civil engineering project
is beyond the scope of a single study. Instead, the different phases of a civil
engineering project will have to be identified, and these phases will have to
be addressed one at a time. Civil engineering projects can be broadly di-
vided in two phases: The engineering phase, and the construction phase. The
engineering phase refers to the design work involved in a project, and the con-
struction phase refers to the physical implementation of the design. Typically
the construction phase spans over a much longer time period than the design
phase. However, this does not mean that the design phase cannot contribute to
project delays. The construction phase is highly dependent on the information
generated in the design phase, and it is important to deliver design documents
in a timely manner. The construction phase can suffer serious delays if docu-
ments such as drawings or environmental impact assessments are not delivered
on time. With fast-tracked projects becoming increasingly popular, this issue
becomes even more important. In fast-tracked projects the construction phase
begins before all of the design work is completed, and it is therefore impera-
tive for the engineering phase to meet all of its estimated deadlines. Both the
engineering phase and the construction phase can be further divided into two
sub-phases: The planning phase, and the operational/execution phase. The
planning phase refers to the preparation that needs to be done before work can
commence, and the operational phase refers to the execution of the planned
work. These phases are closely related, with the execution phase highly de-
pendent on the information generated in the planning phase. Scheduling plays
an important role in all four of these phases. Further investigation is required
to ensure that the correct scheduling techniques are being employed in each of
these phases.
1.5 Thesis objectives
The focus of this thesis will be on the engineering-planning phase of civil
engineering projects. The engineering-planning phase is concerned with setting
up a road map for the engineering-execution phase. During this phase, project
managers need to determine what work needs to be done, what resources will
be required, when work will have to be completed, and how much the project
will cost. The deadlines and estimates set up in this phase will not only be used
by the design team, but it will typically also be communicated to the client
and to the contractor. In most cases, the company in charge of the design will
be contractually obliged to meet these deadlines and estimates. Failure to do
so could lead to penalties, delays and ultimately damaged reputations. It is
therefore important for this project plan to be as accurate as possible.
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This project plan is typically expressed in the form of a so called base-
line schedule or pre-schedule. This schedule gives a project manager a clear
indication of the scope of work to be completed, and the time-line involved.
Milestone estimations, budget projections and resource planning are typically
based on this schedule. The role of a baseline schedule is however not limited
to projections and estimations, it also plays a vital role in project monitoring
and control. Project managers will closely monitor the baseline schedule dur-
ing project execution to ensure that the project stays on track. It therefore
needs to provide project managers with performance measures and warning
flags for when the project starts to fall behind. Critical paths and activity
slack play an important role in this process.
Developing a high quality baseline schedule is the first step towards a suc-
cessful project. It is therefore of utmost importance that project managers
use sophisticated scheduling techniques that are tailored to their working en-
vironment. The scheduling needs of the engineering-planning phase has re-
ceived very little academic attention, and as a result no guidance is available
for civil engineers when they need to construct baseline schedules. Most en-
gineers therefore blindly rely on commercial scheduling software to generate
these baseline schedules, without a proper understanding of whether these
tools fulfil their actual requirements.
The goal of this study is therefore to explore the scheduling needs of the
engineering-planning phase, and to provide engineers with technical guidance
for generating high quality baseline schedules. Four key objectives are identi-
fied:
Define the role of baseline schedules in the engineering-planning con-
text: Baseline schedules are used intensively by project managers during
the engineering-planning phase. It is important to clearly stipulate the pur-
pose that these schedules are meant to serve during this phase. This can be
achieved by studying the inner workings of both the design phase and the
planning process of a civil engineering project.
Define the criteria for high quality baseline schedules: In order to
evaluate schedules and scheduling techniques, it will be necessary to define the
characteristics of a high quality baseline schedule. The worth of a scheduling
framework can then be judged based on its ability to produce schedules that
conform to these characteristics.
Evaluate the state of the art: With clearly defined criteria for high quality
baseline schedules, it will be possible to provide a critical evaluation of the
scheduling techniques used in practice, as well as the academic scheduling
strategies available. This evaluation should deliver a verdict on the usefulness
of these techniques in the engineering-planning phase.
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Propose a scheduling framework: Project managers will need to be pro-
vided with a strategy to generate high quality baseline schedules. It will be-
come clear from the literature review that neither academia, nor commercial
scheduling tools can fulfil this need. A new scheduling framework, capable of
producing high quality baseline schedules for the engineering planning phase,
will therefore have to be developed. The core algorithms of this framework
will have to be discussed, and appropriate tooling will have to be provided to
make this framework practically viable.
The section that follows will define the outline of the dissertation, which
should give the reader an idea of how these objectives will be achieved.
1.6 Dissertation outline
What follows is a brief discussion of each of the chapters included in this
dissertation. This should provide the reader with an overview of the document
structure, and it will hopefully help to orientate the reader as he/she progresses
through this dissertation.
1.6.1 Chapter 2: Engineering planning and baseline
schedules
In Chapter 2, the reader will be provided with an introduction to the engi-
neering planning phase. Both the design phase and the planning phase will
be discussed, highlighting the working environment and primary objectives of
these phases. The role of baseline schedules in this context will also be dis-
cussed, and the criteria for a high quality baseline schedule will be defined for
the engineering-planning phase of civil engineering projects.
1.6.2 Chapter 3: State of the art
Chapter 3 will serve as a literature review, discussing the state of the art in
baseline scheduling methods. Both the scheduling methods used in practice
as well as the scheduling methods proposed by academia will be discussed.
An inquiry will be made into whether these methods are capable of producing
high quality baseline schedules as defined in Chapter 2.
1.6.3 Chapter 4: Method overview
Based on the findings of the literature study, a scheduling framework will be
proposed that caters for the unique needs of the engineering planning phase of
the civil engineering industry. An overview of this framework will be presented
in Chapter 4. The system consists of two core phases, namely the scheduling
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phase and the resource allocation phase. Both of these phases along with their
chief objectives will be introduced in this chapter.
1.6.4 Chapter 5: Resource-constrained scheduling
Chapter 5 will focus on the scheduling phase of the proposed framework. This
phase is concerned with the makespan optimisation of resource constrained
schedules. Even though a multitude of different algorithms have already been
developed to solve this problem, only the most basic of these procedures have
made their way into project management practice. This chapter offers insight
as to why this might be the case. An attempt is made to bridge this gap,
by providing practical enhancements to an existing Ant Colony Optimisation
algorithm. Special attention is given to the selection of appropriate parameter
values, and tooling is provided to better interpret the results of such an anal-
ysis. This chapter, along with chapter 6 provides most of the technical depth
of this dissertation.
1.6.5 Chapter 6: A heuristic approach for maximising
slack in resource constrained schedules
Chapter 6 will take a formal look at the importance of resource allocation in the
generation of high quality baseline schedules. These allocations not only make
it possible to identify slack and critical paths in resource-constrained schedules,
but they also influence the total slack and slack distribution of a schedule. This
chapter will formalise the resource allocation process, and discuss strategies
for maximising the slack of resource-constrained schedules. A generic resource
allocation algorithm will be introduced, and eight different heuristic allocation
strategies will be explored. Detailed experiments will also be performed to
show the practical implications that intelligent resource allocations can have
on the planning of a baseline schedule. A brief discussion of the implementation
and tooling of this phase will also be included in this chapter.
1.6.6 Chapter 7: Maintaining the process model
Baseline schedules are not only useful for projections and estimations, but they
also play an important role during project execution. Although it is beyond the
scope of this study to address the scheduling needs of the engineering execution
phase, certain scenarios still need to be discussed that might compromise the
integrity of the baseline schedule during project execution. Chapter 7 will look
at these scenarios and explain the necessary precautions that management will
have to take to maintain the integrity of the baseline schedule and the process
model.
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1.6.7 Chapter 8: Conclusion and recommendations
The final chapter of this dissertation will conclude the study and recommend
potential areas for future research. The main findings of the study will be
summarised, and specific aspects that still require further attention will be
discussed. Potential research opportunities will also be identified, and a rec-
ommended plan of action will be proposed for each of these research areas.
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Engineering-planning and baseline
schedules
Before scheduling techniques can be developed for the engineering-planning
phase, it will first be necessary to define the work environment and to discuss
the role of baseline schedules in this setting. This section will provide an
informal introduction to the design environment and the planning phase of
civil engineering projects. This will be followed by a detailed discussion of
the role that baseline schedules play in the engineering-planning phase. To
conclude this chapter, the characteristics of high quality baseline schedules
will be presented.
2.1 Design environment
In the previous chapter, the engineering phase of civil engineering projects
was defined as the design work that needs to be done before construction can
commence. To understand the unique needs of this phase, it will be necessary
to take a closer look at the working environment of a design office. Two aspects
need to be discussed: The nature of the work, and the resources involved.
2.1.1 Nature of work
The main concern of a design office is the preparation of design documents
required by the construction phase. Whether it be the design of a road, dam,
building or bridge, the design process generally follows the same outline. Based
on the specification of the client, preliminary models are developed for testing.
These models are analysed and refined until they meet the standards prescribed
by the codes of all applicable civil engineering disciplines. Once feasible designs
have been established and approved, the final design documents can be drafted.
These could include technical drawings, bending schedules, soil reports and
several other key documents required for construction. The design cycle of
13
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a civil engineering project requires input from various disciplines within the
civil engineering sector. It is therefore typical to subdivide such a project
into functional units called work-packages. These work-packages can then be
further divided into executable units called activities. Activities represent
the actual work that needs to be done, and they should have well defined
boundaries. Each activity will have specific resource requirements, and there
will exist interdependencies between most project activities. Take for example
the design of the foundation of a building: If the geo-technical soil report is not
complete, then foundation design cannot commence. Such interdependencies
between project activities will be referred to as technical precedence relations
from here onwards.
Even though each engineering project is unique, there exists many simi-
larities between projects. Take for example the design of two unrelated office
buildings. Even though the geometry will differ from one building to the next,
the work-packages of each project will look very similar with many overlap-
ping activities. Experienced engineers would therefore typically be able to
provide accurate estimates for the activity durations, resource requirements
and technical precedence relations of newly acquired projects.
2.1.2 Resources
The resources involved with design projects can be broadly classified into two
groups: personnel and tools (Eygelaar, 2008). Personnel refers to the human
resources executing the work, while the tools mostly refer to the software used
to complete designs and reports. The personnel of a design office will typically
consist of a large number of skilled individuals. These could include draftsmen,
structural engineers, hydraulic specialists, geotechnical engineers and many
more. The skill level of personnel members can vary from personnel-in-training
to experienced workers. Personnel will typically be structured in functional
departments such as the water department or the structural department. At
any given moment, most personnel members will be involved with multiple
projects. These projects won’t necessarily have the same project manager, and
the project teams might even consist of personnel from several different offices.
The interdependency of design work, and the presence of multiple deadlines
often times lead to a highly pressurised work environment. Personnel will be
expected to complete work in a timely manner to ensure that projects stay
on track. Deadlines for activities from unrelated projects might coincide, and
personnel will often have to work overtime to reach their targets. Assigning
personnel members to activities will therefore require careful consideration. It
is important to ensure that critical activities are not assigned to individuals
that are overloaded with work. Ideally the pressure of a project will be evenly
distributed among its team members.
Since personnel members are often highly specialised, it can be difficult
to acquire additional expertise on short notice. Project managers therefore
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need to treat personnel limitations as a project constraint. Software tools on
the other hand are much cheaper and easier to acquire on short notice. It is
therefore not necessary to treat these tools as project constraints. For this
reason, personnel resources will be the focus of this dissertation. The usage of
the word resources will therefore refer to personnel for the remainder of this
document. The term resource type will refer to the specific skill of a resource,
for example a structural engineer.
2.2 Planning phase
The planning phase of an engineering project refers to the preparation work
that needs to be done after a tender application has been successful, and before
the actual design work can commence. The main goal of this phase is to develop
a preliminary project plan. This project plan should provide an overview
of the expected evolution of the project, and it is often referred to as the
baseline schedule. Constructing this baseline schedule will require a detailed
decomposition of the anticipated design process. Capturing and documenting
this information produces a so called process model. This section will look at
the work involved in setting up such a process model. Two questions need to
be asked: What information will be available, and what information will have
to be generated? The following sections will aim to answer these questions.
2.2.1 Available information
Since the planning phase follows the tendering phase, certain key project pa-
rameters will already have been agreed upon by both the client and the design
company. These will include the scope of work, the project deadline and pro-
fessional fees. The client might allow for some minor flexibility regarding these
parameters, but generally they would be fixed contractually.
Before the tendering phase starts, top level management would also de-
termine how many office resources can be offered to the new project. They
achieve this by evaluating the capacity levels of all of the different resource
types in the office. A portion of the remaining capacity can then be allocated
to the new project, and these resource levels can be regarded as constraints
in the planning phase. Note that it is resource capacity that is allocated to
a project, not necessarily individual resources. In other words, if a company
has 5 draftsmen, and a capacity of 2 draftsmen is allocated to a project, then
it does not necessarily mean that two specific individuals are assigned to the
project. It should rather be interpreted that at any given stage there should
be the equivalent of two draftsmen available to work on the project. Which
individual draftsmen will actually do the work will only be decided during
project execution.
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2.2.2 Information to be generated
In order to set up a project plan, a process model will first have to be devel-
oped that documents the work that needs to be done. A process model evolves
in three phases (Eygelaar, 2008): In the first phase, all project activities will
have to be identified. This will require the preparation of a complete Work
Breakdown Structure (WBS). A WBS divides a project into its different work
packages, and it documents the activities that need to be completed in each
work package. Activity durations and resource requirements are also deter-
mined in this phase. These estimates require careful consideration, and it is
normally done by a group of specialists from the applicable fields. Once this is
done, phase two can commence. Phase two is concerned with the identification
of the interdependencies that exist between project activities. Project man-
agers need to identify the so called “has to be executed before” relation that
exists in the set of activities. This is not always a straightforward endeavour,
and various strategies exist to achieve this. The reader is encouraged to read
the work of Eygelaar (2008) for a more detailed explanation of this phase. At
the end of this stage a basic process model will be available. The final phase
involves the review and evaluation of the process model. If the results are not
satisfactory, then the process model will have to be adapted and re-evaluated.
Once it has been approved, the process model will be used to derive the
baseline schedule of the project. In its simplest form, the baseline schedule
simply provides project managers with the expected start and end dates of
activities. However, project managers use a baseline schedule for much more
than just this. The following section will give a detailed overview of the most
important functions of a baseline schedule.
2.3 Role of baseline schedules
As stated in the previous section, the baseline schedule represents the pre-
liminary project plan. Project managers typically don’t expect to execute a
baseline schedule exactly as planned, but they rather aim to defend a baseline
schedule as best as possible. It should therefore be seen as a management
tool rather than a project plan. What follows is a list of the most important
functions of a baseline schedule:
1. Estimation of deadlines and milestones: During the engineering-planning
phase the client will expect the project manager to set up important
milestones and deadlines. These will not only allow the client to track the
project progress, but it will also notify the construction company when
specific design documents will be ready for collection. Once all parties
have agreed on these deadlines, the design company will be contractually
obliged to meet these delivery dates. Failure to do so will typically
result in costly penalties, project delays and damaged reputations. It
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is therefore essential for these deadline estimates to be as accurate as
possible and that the project manager has a high level of confidence in
meeting these dates.
2. Budget estimation and cash-flow projections: Both the client and the
design company need to know what their expenditure will be for the first
phase of the project. Both the total cost and the cash-flow requirements
of the project need to be known. The baseline schedule provides a basis
to calculate these costs and it ensures that the required capital can be
secured in advance.
3. Resource planning: During the planning phase, the project manager
will need to determine what the resource needs of a project will be.
In order to secure appropriate resources in a timely manner, the skill
requirements and resource distribution of a project will have to be clear.
The resources types and the resource quantities of a project therefore
need to be established before a project starts. The project manager
must ensure that his most experienced resources are assigned to the
most critical activities, and he needs to be assured of their availability.
Since most of the personnel in a design office will typically be working
on multiple projects, the project manager will have to book certain key
personnel in advance to ensure their involvement in his project. The
baseline schedule helps project managers establish resource demand over
time, and it can be used for most resource planning needs.
4. Project monitoring and control during project execution: It is important
for the project manager to track the progress of a project once the ex-
ecution phase begins. Certain performance measures therefore need to
be set up during the planning phase to achieve this. Project managers
need to identify critical activities that require special attention, and they
need warning signs to notify them when corrective action needs to be
taken. Baseline schedules need to provide project managers with critical
paths and slack values to assist with this process. This will allow project
managers to focus their attention on critical activities whilst monitoring
activity slack to identify potential problems.
5. Contingency planning and risk management: Uncertainty and risk is a
reality in all engineering projects. The project manager needs to identify
certain high risk areas in the schedule so that contingency plans can be
put in place. These high risk areas can include resource bottlenecks and
the convergence of several critical paths. The baseline schedule should
not only assist the project manager with the identification of these high
risk zones, but it should ideally attempt to minimise the existence of
these situations. Having sufficient slack and time buffers in a schedule is
one strategy to deal with this problem.
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6. Visualisation and communication: All engineering projects have several
key role players and stakeholders. These include the design company,
the construction company, the client and investors. It is important that
all of these role players have a common basis for communication and
decision making. Key handover points need to be agreed upon, and cost
and time projections need to be clear. The baseline schedule provides
a road map for a project that can be used for this purpose. Presenting
the schedule with a visualisation tool such as a Gantt chart will give
all interested parties a clear picture of the expected development of a
project.
2.4 Criteria for high quality baseline schedules
In this section the attributes and characteristics of high quality baseline sched-
ules will be discussed. A baseline schedule can be considered of high quality
if it can offer all of the above mentioned functionality to a project manager.
Four key aspects are identified below which play a role in the generation of
high quality baseline schedules.
2.4.1 Complete and accurate input data
Estimations and projections cannot be expected to be accurate if the input
data of a schedule is inaccurate or incomplete. Even though certain detailed
information will not be readily available at such an early stage of the project,
the information that can be supplied should be as accurate and complete as
possible. Accurate estimates for activity durations and resource requirements
are required, and they can typically be provided by experienced professionals.
It is also important that constraints such as activity interdependencies and
limited resources are accounted for. Even though detailed information about
specific resources will not be available in advance, capacity levels of resource
types will typically be known. Failure to identify these resource constraints as
input to the scheduling phase will result in incorrect estimations and inaccurate
schedules. Care will have to be taken during the scheduling process to ensure
that all of these resource constraints are respected. Baseline schedules that are
of high quality will be based on accurate input data and they will not violate
any scheduling constraints identified during the planning process.
2.4.2 Plan for uncertainty
All engineering projects will be subject to uncertainty and disruptions regard-
less of the accuracy of the input information. Several factors contribute to this
problem: Activities might take longer than planned, resources might become
unavailable, the project team might be under pressure to meet deadlines of
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unrelated projects, the project scope might change etc. High quality baseline
schedules will be able to absorb these disruptions so that the project plan re-
mains largely unaffected. They achieve this by having certain safeguards in
place to deal with uncertainties. Several strategies can be employed to meet
this end. The intelligent distribution of slack and time buffers is one exam-
ple of such a strategy that will safeguard a schedule against disruptions and
uncertainties. Failing to include such safeguards in the baseline schedule will
increase the risk of exceeding planned estimations and projections.
2.4.3 Critical paths and activity slack
High quality baseline schedules need to provide project managers with critical
paths and activity slack values. Several of the most important functions of a
baseline schedule discussed in section 2.3 will become meaningless if critical
paths and slack values are unclear.
Identifying critical paths and activity slack is central to project monitoring
and control. Having access to activity slack allows project managers to focus
only on critical activities during project execution whilst monitoring the slack
of near critical activities. Resources can be allowed to function almost au-
tonomously, and project managers will only need to intervene if resources are
starting to use up too much slack to complete activities. Without these slack
values project managers will be forced to micromanage resources in an attempt
to ensure that activities are executed exactly as planned. This might be pos-
sible for very small projects, but for projects of significant size this method of
monitoring and control becomes will become near impossible.
Critical paths form a crucial part of resource planning. If activity slack is
not known, then it becomes difficult for project managers to ensure that their
best resources are working on the most critical tasks. This might result in
inexperienced personnel working on tasks that might delay the project if they
are not completed in a timely manner.
Critical paths are important for contingency planning and risk manage-
ment. Corrective strategies need to be planned for the events which might
disrupt activities on the critical path in any way. This might include booking
extra resources in case of resource shortages or working overtime to make up
for critical activities that took longer than planned.
It is important to note that slack and critical paths are characteristics of
all project schedules. The difficulty however lies in correctly identifying these
values in a schedule. In some rare cases, such as the schedules produced by the
Critical Chain Method, it is trivial to identify slack. In most cases however, it
is necessary to perform certain calculations post scheduling to calculate these
values. An example of this is the Critical Path Method/Analyses (CPM/CPA)
that can be applied to an unconstrained schedule to calculate slack and critical
paths. Calculating these values for resource-constrained schedules is however
not such a straight forward endeavour. Certain structural changes will have
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to be made to the underlying process model during project scheduling to facil-
itate these calculations. More specifically, resource induced precedence edges
will have to be introduced to the process model. These concepts will be fur-
ther explained and developed as this dissertation progresses. At present it is
however just important to keep in mind that the structure of a schedule should
be in a state that accommodates the calculation and identification of critical
paths and activity slack.
2.4.4 Optimisation
Several feasible schedules exist for any project. Determining the order in which
activities are executed is not an easy task and it can greatly influence the out-
come of a project. Project managers should always have specific objectives in
mind when setting up the baseline schedule. Several properties of a schedule
can be manipulated, and it makes sense to optimise those aspects most impor-
tant to the project and environment under consideration. For the engineering
industry, some of the most important factors include the project duration, the
resource usage, and the amount of slack available in a schedule: Shortening
the duration of a project will be financially beneficial to the client and it will
ensure that the design company stays competitive; Efficient resource usage will
allow the design company to take on more projects simultaneously; Increasing
the amount of slack available in a schedule will take the pressure off the project
team and lower the risk of missing deadlines. Choosing scheduling techniques
that can optimise these factors would therefore greatly benefit both the client
and the design company. Baseline schedules that have not undergone any
form of optimisation cannot be regarded as high quality in an environment as
competitive as the engineering industry.
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State of the Art
The previous section introduced the role of baseline schedules in the engineering-
planning phase. The characteristics of high quality baseline schedules have
been identified, and this naturally leads to the following question: Are project
managers equipped with sufficient tools and techniques to help them generate
baseline schedules that are of high quality? This section will set out to an-
swer this question by investigating the state of the art scheduling tools used
in practice, as well as the state of the art scheduling techniques proposed by
academia. These tools and techniques will be evaluated according to the cri-
teria of section 2.4. To facilitate this evaluation process, an example project
has been created to showcase the results of the different scheduling methods.
The basic process model of this example project is shown in figure 3.1. The
figure shows the technical precedence network, activity durations and resource
requirements of the project. Only one resource type is considered for the sake
of simplicity. A resource constraint of 3 is imposed on this resource type. Note
that activity s and e represent dummy start and dummy end nodes.
Figure 3.1: Example project
3.1 A Note on the Critical Path Method
Before discussing any scheduling techniques, it is necessary to stop for a mo-
ment to discuss the Critical Path Method (CPM). The CPM has become so
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synonymous with project scheduling that it often becomes difficult to discern
between the two topics. Even though popular project management literature
promotes CPM as a scheduling method, one should not forget that its chief
concern is to calculate critical paths and activity slack in a project network.
It achieves this by calculating the earliest start dates and latest start dates of
project activities by applying a simple path traversal algorithm to the project
network (refer to section 6.2.2 for a more detailed discussion of the inner work-
ings of CPM). The early start date of an activity represents the earliest possible
moment in time that an activity can start if all of its predecessors are executed
according to plan. The latest start date of an activity represents the latest
point in time that an activity can start without delaying the project end date.
Activity slack is calculated as the difference between the latest start and ear-
liest start date of an activity, and the critical path of a project consists of all
of the activities with zero slack. It is important to note that the CPM does
not consider the scheduled starting times of activities when it calculates these
slack values. Only the precedence constraints and the activity durations of
the underlying project network are used for calculation purposes. If the CPM
is therefore applied to a schedule whose underlying project network only con-
tains technical precedence constraints, then it will produce unconstrained slack
values, regardless of whether the schedule accommodates resource constraints.
To successfully apply the CPM to resource-constrained schedules it will be
necessary to alter the underlying process model during the scheduling process
so that it includes not only technical precedence constraints, but also resource
induced precedence constraints. This concept will be discussed in detail in
chapter 6. For now it is however sufficient to note that the CPM will pro-
duce erroneous results if it is applied to a resource constrained schedule whose
underlying process model only contains technical precedence constraints.
3.2 Scheduling in practice
Project managers are highly dependent on scheduling software for the genera-
tion of baseline schedules. For anything but small projects, manually schedul-
ing projects is time consuming and error prone work. Most project managers
therefore rely on the scheduling capabilities of commercial project manage-
ment software tools for the generation of baseline schedules. These tools will
dictate the input data that needs to be captured, the scheduling techniques
which will be used, and the format in which schedules will be presented. In or-
der to evaluate the scheduling techniques used in practice, it will be necessary
to investigate the scheduling techniques used by these commercial scheduling
software packages. Even though several commercial project management and
scheduling packages are available, surveys and studies indicate that Microsoft
Project (MS Project) and Primavera Project Planner are by far the most
popular planning tools in the civil engineering sector (Liberatore et al., 2001,
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. STATE OF THE ART 23
Liberatore and Pollack-Johnson, 2003, Kastor and Sirakoulis, 2009). The con-
struction industry seems to favour the use of Primavera, whereas MS Project
dominates the engineering industry (J. van Huyssteen, Executive at AECOM,
personnal communication, June 12, 2012). This section will therefore take
a critical look at the scheduling capabilities of MS Project. Only the core
scheduling techniques of MS Project will be analysed, without getting caught
up in all of the different software features. Two aspects will be given special
attention: MS Project’s unconstrained schedules, and MS Project’s resource
levelling. These two complimentary techniques should actually be used in con-
junction, but since resource levelling is largely ignored by more than 50% of
project managers, these two topics will have to be treated separately (Lib-
eratore et al., 2001, Kastor and Sirakoulis, 2009). To conclude this section,
a verdict will be given on the ability of MS Project to generate high quality
baseline schedules for the engineering-planning phase.
3.2.1 Unconstrained Scheduling Method
When setting up a new project, MS Project will automatically generate an
initial project schedule for the user. This schedule corresponds to a classic
early start schedule, and it is safe to assume that this schedule is generated
with a technique similar to the CPM. This initial schedule can be derived with
minimal input, requiring only the project start date, activity durations and
technical precedence constraints from the user. This schedule does not account
for any resource constraints, and is typically referred to as an unconstrained
schedule. Applying this method to the example project will produce a schedule
similar to the one shown in figure 3.2.
Figure 3.2: Unconstrained schedule
Since the source code of MS Project is proprietary, it is impossible to say
with certainty whether these schedules are actually derived with the CPM.
To avoid confusion, this scheduling technique will therefore be referred to as
Microsoft’s Unconstrained Scheduling Method (MS-USM) for the remainder of
this document. Research indicates that a large percentage of project managers
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tend to use these unconstrained schedules as baseline schedules (Kastor and
Sirakoulis, 2009). Unfortunately these schedules do not meet the criteria of
high quality baseline schedules. This becomes clear when MS-USM schedules
are judged by the criteria defined in section 2.4:
3.2.1.1 Complete and accurate input data
The major drawback of the MS-USM is the fact that it does not account for
resource constraints in the scheduling process. Since resource constraints are
a reality in all engineering projects, these constraints have to be incorporated
into the scheduling process. Resource constraints will impact the duration of
a schedule as well as the starting times of activities. In most cases, the MS-
USM will produce unrealistically short schedules with inaccurate start dates
for activities. These schedules should therefore not be used for estimation
purposes. Not only will this lead to erroneous deadline estimates, but it will
also have a negative impact on aspects such as resource planning.
3.2.1.2 Plan for uncertainty
The MS-USM assumes that projects are executed in a strictly deterministic
environment with perfect input data. As a result, the schedules generated by
the MS-USM do not have any safeguards in place for possible project disrup-
tions. Engineering projects are prone to disruptions, and there is always a
degree of uncertainty involved in the planning of these projects. Failing to ac-
count for these uncertainties and disruptions increases the risk that a project
will not go according to plan. The failure of MS-USM to adequately protect a
schedule against such disruptions makes it a poor choice for the generation of
stable baseline schedules.
3.2.1.3 Critical paths and activity slack
Performing a CPA on the MS-USM schedules will produce slack values and
critical paths corresponding to an unconstrained project. This is however
as expected, since MS-USM schedules do not incorporate any resource con-
straints. This lack of resource constraints will unfortunately produce overly
optimistic results in almost all cases. The slack values produced by these sched-
ules will typically be grossly inflated, and their critical paths can be incom-
plete or inaccurate. Resource constraints will inhibit activities from starting
as early as the computed early start dates, and it will require that activities
be completed before the latest finish dates. As a result, the critical paths
of resource-constrained schedules will differ from those produced by uncon-
strained schedules. They might include additional activities, or even consist
of a completely different set of critical activities. The inflated slack values
produced by MS-USM schedules give project managers a false sense of secu-
rity and it lets them focus on erroneous critical paths. Using the MS-USM to
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generate baseline schedules will therefore have a detrimental effect on aspects
such as project monitoring and control.
3.2.1.4 Optimisation
Since the MS-USM does not account for resource constraints, the resulting
schedules will be in their most compressed form. Unless activity durations
are altered, the duration of these schedules cannot be shortened and the slack
values can not be increased. Optimising these two properties is therefore not
applicable in this case. Compressed schedules will typically lead to high re-
source usage, and optimisation effort could have a positive impact on this
property. The MS-USM does not attempt to optimise the resource usage of
its schedules in any way.
3.2.2 Resource-Constrained Scheduling Method
It is obvious that MS-USM’s inability to account for resource demand and
availability severely detracts from its value as a scheduling tool. Limited re-
sources are a reality in almost all projects and the effects of these restrictions
need to be reflected in project schedules. To address this need, MS Project
provides functionality to incorporate resources into the process model. Project
managers can create resources of any type, and even set up resource calendars
indicating the availability of these resources throughout the project. The re-
source demand of activities can be configured, and constraints on resource
types can be set. This additional input might however lead to inconsistencies
in the MS-USM schedules. Consider the schedule of figure 3.2. Activity 1, 2
and 3 are scheduled to be executed in parallel. This configuration will how-
ever create a resource demand of four resources. Since there are only three
resources available for the duration of the project, these three activities can
not be scheduled in parallel. The schedule is said to contain a resource conflict.
In order to resolve this resource conflict, one of these activities will have to
be shifted to the right to start at a later stage. Deciding which activity to
reschedule is not a straightforward task, since each move will have a different
downstream effect on the schedule. Resolving all resource conflicts of a project
will produce a schedule that does not resemble the original MS-USM schedule.
The schedule duration would typically be longer, and its resource usage would
be different. Figure 3.3 shows how resource constraints influence the structure
of the unconstrained schedule of figure 3.2.
MS Project provides two methods for resolving the resource conflicts in
MS-USM schedules: The project manager can resolve them manually, or MS
Project can do it automatically. Manually resolving resource conflicts involves
shifting activities around by hand until no more conflicts are present in the
schedule. This process is however tedious, and it will produce suboptimal
schedules for all but small projects. The automatic procedure relies on a
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Figure 3.3: Resource-constrained schedule
scheduling algorithm to shift activities around until all resource conflicts are
resolved. MS Project refers to this process as resource levelling. It is important
to note that scientific literature differentiates between resource levelling and
resource-constrained optimisation. Resource-constrained optimisation refers to
the process of resolving resource conflicts whilst keeping the project duration
to a minimum. Resource levelling refers to the process of resolving resource
conflicts whilst keeping resource usage as even or smooth as possible. It is
unclear whether MS Project’s use of the term resource levelling is consistent
with that of academia, or whether it also includes some resource-constrained
optimisation. Unfortunately the official documentation does not shed much
light on the matter either (Chatfield and Johnson, 2013, p.259). To avoid
any further confusion between the two terms, MS Project’s resource levelling
algorithm will be referred to as Microsoft’s Resource-Constrained Scheduling
Method (MS-RCSM) for the remainder of this document. This section will
discuss whether MS-RCSM is better suited for the generation of high quality
baseline schedules than MS-USM. Once again, the criteria of section 2.4 will
be used:
3.2.2.1 Complete and accurate input data
The MS-RCSM significantly improves the accuracy of MS-USM schedules by
incorporating resource constraints in the scheduling process. These schedules
will be much more realistic, and they will offer much more accurate estimations
than MS-USM. If project managers ensure that all input data is accurate, then
it can be concluded that MS-RCSM meets the criteria of having complete and
accurate input data.
3.2.2.2 Plan for uncertainty
Unfortunately MS-RCSM still assumes deterministic input data, and the method
does no more to protect schedules against disruptions and uncertainties than
MS-USM does. It might offer improved estimations over MS-USM, but there
is still the risk that these schedule estimates will become invalid due to disrup-
tions and uncertainties. Since MS-RCSM does not factor in these concerns, it
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can not be regarded as a good choice for the generation of high quality baseline
schedules.
3.2.2.3 Activity slack and critical paths
There is one major disadvantage to using the MS-RCSM: MS Project cannot
calculate the slack or critical paths in a schedule once MS-RCSM has been
applied to it. If a CPA is applied to one of these schedules, it will simply
produce the same results as for the unconstrained case. This is directly related
to the fact that MS-RCSM does not alter the structure of the underlying
process model during scheduling. It simply calculates appropriate start dates
for activities, whilst displaying the results with a Gantt chart. The resource
dependencies that the method sets out to resolve, are not reflected in the
process model at the end of the scheduling process. The process model will
therefore still only contain technical precedence constraints, and the CPM will
produce slack values and critical paths applicable only to MS-USM schedules.
Failing to correctly identify slack and critical paths in a schedule has a negative
impact on several aspects of project management.
• Project control becomes nearly impossible if there are no critical paths
or slack values to monitor.
• Managing risk and developing contingency plans rely heavily on the ex-
istence of critical paths.
• Activity slack is central to resource planning. Without these values it
becomes difficult to ensure that the best resources are working on the
most critical tasks
These factors severely detract from the usefulness of MS-RCSM for the gener-
ation of high quality baseline schedules.
3.2.2.4 Optimisation
Since the source code of MS Project is proprietary, it is difficult to determine
which schedule optimisation algorithms are used by MS-RCSM. Several re-
searchers have investigated the matter, and their findings seem to suggest that
MS-RCSM employs basic priority rules to resolve resource conflicts. These pri-
ority rules deliver suboptimal solutions, and they are easily outperformed by
the state of the art schedule optimisation techniques developed by academia
(Kolisch, 1999, Debels and Vanhoucke, 2004). Herroelen (2005) notes that
meta-heuristic algorithms such as ant colony optimisations or genetic algo-
rithms could greatly improve the performance of commercial scheduling tools.
MS Project will also have to provide project managers with more clarity re-
garding the objective function(s) that their scheduling algorithm is attempting
to optimise. Baseline schedules have very specific properties that need to be
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optimised, and it is important that the scheduling engine is tailored to these
objectives.
3.2.3 Verdict
The scheduling capabilities of MS Project do not fulfil the unique needs of
the engineering-planning phase. The two scheduling techniques offered by the
tool are incapable of generating schedules that meet the demands of high qual-
ity baseline schedules. The inability of MS-USM to model resource demand
and availability renders it incapable of providing project managers with ac-
curate schedule estimations. It does provide project managers with valuable
management information such as activity slack values and critical paths, but
unfortunately these values are overly optimistic in almost all cases. To com-
pensate for these shortcomings, MS Project allows for MS-RCSM to be applied
to MS-USM schedules. Even though MS-RCSM is far from optimal, it does
offer more realistic schedules than MS-USM. There is however one major draw-
back to using this functionality: critical paths and slack values are no longer
available once schedules have been subject to MS-RCSM. The absence of ac-
tivity slack and critical paths make these schedules very difficult to manage or
control.
In an effort to overcome the individual shortcomings of each of these tech-
niques, project managers might attempt to combine the two approaches: Using
the more accurate resource-constrained schedules for estimation purposes, and
the MS-USM schedules with slack and critical paths for management and con-
trol. This might seem like a meaningful approach, but since MS-USM slack
values are inaccurate, it does not offer much of an improvement. The failure
of both of these techniques to account for uncertainty further detracts from
the usefulness of this approach1.
Even though there are several alternatives to MS Project, none of these
tools are equipped with the additional functionality required to produce high
quality baseline schedules. Primavera does offer superior optimisation be-
haviour compared to MS Project (Liberatore et al., 2001), and also offers
some PERT functionality in an attempt to deal with uncertainty. Similarly the
scheduling package @Risk attempts to incorporate uncertainty in the schedul-
ing process by running Monte Carlo simulations on schedules. Both PERT
and Monte Carlo simulations attempt to answer certain "What if?" scenarios,
but do not provide project managers with a single baseline schedule to defend.
These methods give no indication as to which activities are critical and where
project managers should focus their attention during project execution. The
lack of resource-constrained critical paths in the schedules produced by these
1 It should be noted that it is possible to use the Critical Chain Method (CCM) instead
of CPM in MS Project via a third party plug-in, such as CCPM+. The CCM does attempt
to compensate for uncertainties in the planning process, but it will become clear in the
following section that this method also has several drawbacks.
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method still severely detracts from their usefulness in the engineering-planning
phase.
Its seems as if most commercial scheduling packages attempt to be too
general purpose, with the hope of attracting a wide variety of industries. The
end result is however generic scheduling tools incapable of addressing the spe-
cific needs of specialised fields such as civil engineering. There is a great need
for industry specific scheduling software that can offer specialised scheduling
functionality to project managers.
3.3 Academic scheduling
It should be clear that the scheduling techniques used in practice are not ca-
pable of producing high quality baseline schedules. This section will therefore
investigate whether academia can provide any better alternatives. A multitude
of different scheduling problems and techniques have been discussed in schedul-
ing literature, and this section will focus on the techniques most applicable to
the engineering-planning environment. In order to achieve this, it will be nec-
essary to position the baseline scheduling problem of the engineering-planning
phase within the hierarchical planning framework discussed in section 1.3.1.
This will make it possible to identify the academic scheduling techniques most
suitable to this scheduling problem. These techniques will be summarised and
their ability to produce high quality baseline schedules conforming to the crite-
ria of section 2.4 will be discussed. This section will conclude with a discussion
of the additional research that still needs to be done to fulfil the scheduling
needs of the engineering-planning phase.
3.3.1 Positioning the scheduling problem
Before the scheduling problem can be positioned, it will first be necessary to
take a closer look at each of the levels of the hierarchical framework shown in
figure 1.1:
At the top of the hierarchy is strategic resource planning. Not to be con-
fused with the resource planning of a project, this level refers to the global
resource planning of a company. Top level management needs to determine
the global capacity levels of the organisation’s resources and ensure that it is
in line with the company’s long term goals. If the company’s resources will
not be able to cope with the number of projects that the organisation would
like to take on, then additional staff will have to be required, or the company
will have to re-evaluate its subcontracting policies. If management finds that
its resources will be under-utilised for the foreseeable future, then the organi-
sation will either have to shift its goals to acquire more projects, or staff will
have to be laid off. The planning horizon of this strategic resource planning
level might cover anything from one to several years.
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One level below strategic resource planning is the tactical level. At the
tactical level, decisions are made regarding the acquisition of new projects.
This level is closely related to the tendering phase of projects. Even though
detailed project information will not be available at this level, management still
needs to commit to several targets. Decisions will have to be made regarding
the amount of company resources available for each individual project, and
important project milestones and deadlines need to be set up. The planning
horizon of the tactical level is typically between one and two years.
Following the tactical level, is the tactical/operational level. This level
refers to the detailed planning of individual projects. Once a project has been
accepted, more detailed information becomes available, and detailed project
plans can be developed. Work packages can be broken down into individual
activities, and the duration, interdependence, and resource demand of these
activities can be determined. The resource levels determined in the tactical
phase will be taken as constraints for the tactical/operational phase. Since
the planning horizon of the tactical phase is quite long, it is still possible to
acquire additional resource capacity at this level, and the resource levels of
an individual project can be regarded as decision variables during this phase.
However, since the planning horizon of the tactical/operational phase is con-
siderably shorter, it becomes increasingly difficult and disruptive to acquire
additional staff at such short notice. As a result, these resource levels need to
be considered constraints for the tactical/operational phase. The project plans
derived in this phase will therefore have to account for these constraints. The
planning horizon of the tactical/operational phase can stretch from several
months to a year.
At the bottom of the hierarchy is the operational phase. The operational
phase refers to the execution phase of a project. Project managers need to
determine what activities need to be completed on a week to week basis, and
they need to ensure that the appropriate resources are working on these activ-
ities. The project progress must be closely monitored, and corrective action
needs to be taken if necessary. The planning horizon of the operational phase
covers anything from a week to a month.
It should be clear that the baseline scheduling problem of the engineering-
planning phase best fits into the tactical/operational phase of the hierarchical
framework. Now the scheduling problem needs to be placed within the position
framework.
As stated in section 1.3.1, the vertical axis of the positioning framework
represents the degree of variability in the work environment, and the horizontal
axis represents the dependency of the project. Since almost all engineering
projects are executed in a multi-project environment, the dependency of these
projects is typically quite high. Most of the personnel in an engineering office
will be involved with more than one project, and they will typically focus their
attention on the project with the most immediate needs. This often results in
activity delays due to resources being occupied with more pressing activities
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from unrelated projects. To make matters worse, it will not even be clear how
many projects a resource will be involved with once a project starts, since
engineering companies acquire new projects on a continuous basis. It should
therefore be clear that the high dependency of civil engineering projects are
mostly a result of shared resources.
Uncertainty in civil engineering projects stems from various sources: The
project scope may change, activities might take longer than planned, and
resources can become unavailable at critical phases of the project. On first im-
pression it therefore seems that civil engineering projects suffer from very high
uncertainty. However on closer examination it becomes clear that several of
these factors are not as severe as they seem. Consider the uncertainty related
to the change in scope of a project. The client will typically be contractually
obliged to compensate the design company for any extra costs incurred due
to changes in project scope. It is therefore not necessary to incorporate the
uncertainty pertaining to scope changes in the baseline schedule. The uncer-
tainty of activity durations can be a result of several factors. Engineers might
be unsure of the nature of work involved with an activity, leading them to un-
derestimate the time required to complete the activity by a large margin. This
scenario is however uncommon. Most design projects have many similarities,
and activities are often similar in nature from one project to the next. Expe-
rienced engineers will typically be familiar with the type of work that needs
to be done, and in most cases they will be able to give accurate estimations
for activity durations. The uncertainty of activity durations are more often
than not a direct result of the uncertainty regarding the resources that will be
responsible for the execution of the activity. Inexperienced personnel might
take much longer to complete activities than their more experienced peers, or
the experienced workers might delay the duration of an activity due to being
overloaded with work from unrelated projects. Since it is not clear who will
be responsible for which activity at the start of a project, these variations in
duration are typically not accounted for in the baseline schedule. This uncer-
tainty is therefore actually a direct result of the high dependency of engineering
projects. This is also true for the availability of resources. It is more likely
that resources are unavailable due to commitments from other projects than
for unpredictable reasons such as illness or resignation. Even though the vari-
ability in the work environment of civil engineering projects cannot be ignored,
it leans more towards medium than high on the uncertainty scale.
It can therefore be concluded that the baseline scheduling problem of the
engineering-planning phase falls in the high-dependency, medium-uncertainty
region of the positioning framework. The work done by Herroelen (2005)
suggests that projects with high-dependency should be scheduled using multi-
project scheduling methods. When the uncertainty of these projects are high,
stochastic scheduling methods and proactive strategies are proposed. These
methods will be discussed in more detail in the following sections.
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3.3.2 Multi-project scheduling methods
Multi-project scheduling methods attempt to incorporate the schedules of var-
ious projects into one large schedule that not only reflects interdependencies
within each project, but also reflects the interdependencies that exist between
projects. Since the interdependencies between engineering projects are typi-
cally resources, it would be possible to generate such a multi-project schedule
by simply concatenating the process models of the individual projects and then
feeding this information into a scheduling system. This would certainly pro-
duce a more accurate result than simply scheduling a single project in isolation,
but unfortunately such a multi-project schedule cannot really be classified as
a baseline schedule. It must be possible to manage individual projects in a
modular fashion since neither the client nor the contractor would be interested
in seeing information from unrelated projects in the baseline schedule. This
would only serve as a distraction and it may even lead to confusion. This
however does not mean that multi-project scheduling methods are worthless
in the civil engineering context. They could prove to be valuable in the tactical
level of the planning hierarchy. Top level management could make use of these
methods to help them decide whether the company has the capacity to take
on a new project. Unfortunately they are of little use for the generation of
high quality baseline schedules.
3.3.3 Stochastic scheduling methods
Stochastic scheduling methods are concerned with minimising the expected
duration of resource-constrained projects with uncertain activity durations.
Uncertainty is explicitly modelled, typically by using distribution functions to
represent the variation in activity duration. Selecting appropriate distribution
functions is not always an easy task, and it often requires the experience of
field experts. To minimise the expected duration of these projects, stochastic
scheduling methods rely on so called scheduling policies to help project man-
agers determine which activities should be started at various decision points
throughout the course of the project. These decisions are based, in part, on
the observed past, and can therefore only be made during project execution.
Stochastic scheduling methods therefore do not construct a complete schedule
at the start of a project, but the schedule is rather built up as the project
progresses. Such scheduling strategies might be useful for short term planning
or during project execution, but unfortunately the engineering-planning phase
requires that a baseline schedule be set up before the project starts. These
stochastic scheduling methods are therefore not applicable to the problem at
hand, and they will receive no further attention.
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3.3.4 Proactive scheduling methods
Explicitly modelling all of the uncertainties associated with a project is a
near impossible task. Take for example the duration of an activity. There are
numerous factors that can influence the duration of an activity: The amount of
work that an activity requires might have been underestimated; The resources
working on an activity might be too inexperienced to complete it in due time;
The resources working on an activity might be too busy with other work to
give the activity the attention it requires; There might be hold-ups due to
incomplete information; Etc. etc. Attempting to factor in all of these possible
disruptions in a schedule is not feasible. The best one can hope for is to set
up a project schedule that is less sensitive to disruptions in the project input
data. This is what most proactive scheduling methods set out to achieve. They
aim to generate schedules that are able to absorb disruptions. They achieve
this by distributing the project slack in an intelligent way, or by inserting
time buffers at certain critical points in the project schedule. Disruptions can
influence various properties of a schedule. These can include the starting times
of activities, the project deadline, activity slack, and resource usage. Several
objective functions can be formulated to ensure that disruptions affect these
factors to a minimum.
One proactive scheduling technique that has gained popularity over the
years is the Critical Chain Method (CCM), developed by Goldratt (1997).
Several software implementations exist for the CCM, and it is actively used
in practice. Even though the CCM has been heavily criticised by Herroelen
and Leus (2005a), it will still be discussed here for the sake of completeness.
Besides the CCM, very little work has been done in the field of proactive
scheduling. One noteworthy study is the dissertation by Leus (2003) concern-
ing the generation of stable baseline schedules. His scheduling technique and
methodology will also receive attention in this section.
3.3.4.1 Critical Chain Method
The CCM is a scheduling method developed by Goldratt in the late 1990’s,
resulting from the application of Theory of Constraints (TOC) to project man-
agement. Since the publication of Goldratt’s book Critical Chain in 1997
(Goldratt, 1997), the technique has gained in popularity, and it is arguably
the most popular alternative to the CPM used in practice today. Numerous
books (Newbold, 1998, Leach, 2000) and articles (Globerson, 2000, Patrick,
1999, Rand, 2000, Schuyler, 1997, 1998) have appeared in journal publications
and popular project management literature, praising the method’s innovative
approach to project management. Several peer reviewed papers that have been
published on the topic have however not been so generous in their appraisal of
the method. Noteworthy studies include the work of Herroelen et al. (2002),
Herroelen and Leus (2001) and Pinto (1999). Of these studies, Herroelen and
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Leus (2001) provide the most in depth analyses of CCM. They scrutinized
all assumptions, theories and results related to CCM, and back up up their
findings with a full factorial experiment. The aim of this section is therefore
not to provide a full analysis of the CCM, since there is very little to add to
this conclusive study. This section will simply provide the reader with a brief
overview of the fundamentals of CCM, highlighting its merits and pitfalls as
documented by these studies. A critical look will also be taken at whether
CCM can produce high quality schedules as defined in section 2.4, based on
the findings of above mentioned studies.
Overview The CCM is a scheduling methodology built on the assumption
that project disruptions and uncertainty are common to all projects. The
CCM attempts to provide schedules with adequate protection against disrup-
tions, whilst trying to avoid project delays caused by a phenomenon known as
Parkinson’s law (work expands to fill the time allowed (Gutierez and Kouvelis,
1998, Parkinson, 1957)). Several mechanisms are employed to achieve this end.
The CCM requires the same input as the classic resource-constrained schedul-
ing problem, with one notable deviation: Activity durations used by the CCM
will be significantly shorter than those used by more traditional scheduling
methods. Goldratt (1997) argues that the duration of an activity can be ac-
curately modelled by a probability distribution that is skewed to the right.
To minimise the impact of Parkinson’s law, Goldratt (1997) suggest that the
median value of such a distribution should be used as the scheduled duration
of an activity. This corresponds to activity durations that management have
a 50% confidence level in achieving. Figure 3.4 shows the process model of the
example project adapted for the CCM.
Figure 3.4: CCM process model
CCM schedules are initially constructed by placing activities at their latest
start times as provided by an unconstrained CPA. If the resulting schedule
contains resource conflicts, then appropriate activities will have to be shifted
back until all conflicts are resolved (Herroelen and Leus, 2001). The critical
chain of such a schedule is defined as the longest unbroken chain of activities
that determines the duration of the project. It is important to note that
this critical chain takes into account both the technical precedence constraint
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and resource dependencies that exist between activities. This critical chain is
shown in red in figure 3.4.
To compensate for the shortened durations of the project activities, a
project buffer is added to the end of the critical chain. Goldratt (1997) sug-
gests that the buffer size should be 50% of the length of the critical chain. So
called feeding buffers are also inserted wherever a non-critical chain of activ-
ities joins the critical chain. This is done in order to prevent disruptions of
non-critical activities from propagating through to the critical chain. Resource
buffers, usually in the form of advanced warnings, are also inserted between
successive critical chain activities that are not executed by the same resource.
These resource buffers are meant to act as a wake-up call to the resources
that will be working on approaching critical activities. Figure 3.5 shows the
resulting CCM schedule for the process model shown in figure 3.4. Note the
use of buffers.
Figure 3.5: CCM schedule
Goldratt (1997) suggests that a so called roadrunner approach should be
followed during project execution. In other words, activities should be started
as soon as possible, regardless of scheduled starting times. This should be
done for all activities, except those activities with no predecessors besides the
dummy start node. The start dates of these so called gating tasks should
coincide with their scheduled starting times. This is done in an attempt to
decrease the system wide Work In Progress (WIP).
The CCM encourages project managers to monitor the consumption of
buffer zones instead of the progress of activities. If there is still a sufficient
portion of the buffer zone available, all is assumed to go well. Project man-
agers only need to take corrective action once buffer consumption reaches a
predefined critical point. This is an important shift of focus that fits in well
with industries where micromanagement of activities is not practical.
Complete and accurate input data The CCM includes all of the most
important constraints and parameters in the scheduling process. These in-
clude activity durations, technical precedence constraints, resource demand,
and resource constraints. There is however concern regarding the accuracy of
activity durations as specified by the CCM. Criticism is specifically directed
at the fact that a fixed right skewed distribution function is typically used for
all activities in a project. Herroelen and Leus (2001) state that this approach
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“may prove to be inappropriate”, whereas Dlowinski and Hapke (1999) reject
it outright. Herroelen and Leus (2001) also point out that a fixed distribution
function might not even hold for the execution period of a single activity. They
also criticise the use of the median as the most realistic estimate of an activity’s
duration. They argue that mean values offer much safer estimates for activ-
ity durations, backing up their claims empirically. With so much uncertainty
surrounding the accuracy of these activity durations, it becomes difficult to
have a high level of confidence in the estimations and projections produced by
a CCM schedule.
Plan for uncertainty The CCM’s main advantage over traditional deter-
ministic scheduling methods, is the fact that it makes a conscious effort to
protect schedules against disruptions and project variability. Besides trying to
capture the statistical variation of activity durations, the method also offers
buffer zones as a means of protection against uncertainty and possible disrup-
tions. This strategy bodes well with management, since they can focus their
attention on these buffer zones, without having to micromanage each individ-
ual activity and resource. Only when activities start to eat away at buffers do
management need to react by applying corrective strategies. At first glance
this seems like a sound strategy, but unfortunately the CCM’s implementation
of these buffer zones is overly simplistic. Take for example the scenario where
a disruption results in an activity penetrating a feeding buffer. It is very likely
that this buffer penetration will result in resource conflicts that will have to
be resolved. These conflicts could affect the critical path which the feeding
buffer was meant to protect in the first place. Feeding buffers therefore offer a
false sense of security to project managers. Herroelen and Leus (2001) provide
an illustrated example of this scenario. Neither Goldratt (1997) nor any of
the main proponents of the CCM offer any thoughts on the matter, and the
issue remains unresolved. Besides these issues with feeding buffers, criticism
has also been directed at the size of the project buffer. Herroelen and Leus
(2001) have shown that the default 50% rule most commonly used for buffer
sizing may lead to serious overestimations. They also reject Newbold’s (1998)
popular root-square-error method as an alternative to the 50% rule. It should
therefore be clear that even though the inclusion of buffer zones is a step in
the right direction, project managers should not be overly confident in CCM’s
ability to adequately protect schedules against uncertainty and disruptions.
Activity slack and critical paths The CCM correctly argues that the
length of a project is not only a function of activity durations and technical
precedence constraints, but also of resource demand and availability. The crit-
ical chain therefore not only incorporates the technical precedence constraints
of a project, but it also reflects the resource dependencies that influence a
project’s duration. This important shift of focus was long overdue in the field
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of project scheduling. Goldratt (1997) was however not the first person to
identify the existence of critical chains. Wiest (1964) as well as Woodworth
and Shanahan (1988) discussed the concept of so called critical sequences long
before the existence of CCM. Unfortunately these studies did not gather much
momentum nor industry attention, and the term critical chain has since be-
come synonymous with CCM.
It is important to note that there can be more than one critical chain
in a project schedule. When more than one critical chain is present, Goldratt
(1997) suggests that the scheduler should simply pick any chain he/she desires.
The selection of the critical chain will however have a significant impact on as-
pects such as feeding buffers, and will ultimately determine the final structure
of the schedule. The critical chain of a schedule will also depend entirely on the
scheduling method used to generate the initial schedule. A sophisticated opti-
misation algorithm will produce a very different chain of critical activities than
for example a simple heuristic scheduling algorithm. Goldratt (1997) however
sidesteps the issue, arguing that the choice of critical chain and scheduling
method is unimportant. Several authors however disagree with this sentiment.
Both Leach (2000) and Newbold (1998) state that the selection of the critical
chain is an important strategic decision that could influence the outcome of a
project. Herroelen et al. (2002) support this line of thinking, and they pro-
vide a detailed example to back up their claims. It becomes clear from these
studies that the selection of the critical chain requires careful consideration.
Literature on this topic is however scarce, and there is a need for additional
research to assist project managers with this difficult topic.
Besides these issues with the identification of critical chains, there is also
concern regarding the slack values of activities. The CCM schedules activities
as late as possible, and they therefore don’t have any slack besides the buffer
zones that have been inserted in the schedule. Several inconsistencies regarding
these buffer zones have however been revealed in the previous section, which
make them an unreliable source of slack. Inconsistent buffer zones could lead
to an overestimation of activity slack, which might result in a mismanagement
of near-critical activities. There is a desperate need for a more reliable measure
of slack in these resource-constrained schedules.
Optimisation The CCM promotes makespan minimisation as its number
one objective, but does very little to actually achieve this goal. The CCM
requires a resource-constrained schedule as starting point, but does not give
any indication as to how this schedule should be set up. Resource-constrained
scheduling is an NP-hard problem, and failing to optimise these schedules
could have a drastic impact on the duration of a project. Most commercial
implementations of CCM do not employ optimisation techniques when gen-
erating resource feasible schedules, but rather rely on basic priority rules to
construct these schedules (Kolisch, 1999, Debels and Vanhoucke, 2004, Lib-
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eratore et al., 2001). As explained in section 3.2.2.4, these schedules are far
from optimal. Goldratt (1997) downplays the issue by stating that the impact
of the scheduling method used, is small in relation to the uncertainty of the
project. The factorial experiment conducted by Herroelen and Leus (2001)
clearly show that this is not the case. Their study indicates that sophisticated
branch and bound algorithms can have a significant impact on the makespan
of CCM schedules.
The CCM also attempts to minimise the schedule’s Work In Progress
(WIP), by not letting gating tasks start before their scheduled starting times.
Herroelen and Leus (2001) however show that the effect of this strategy is
negligible, and that much better results can be achieved if sophisticated opti-
misation procedures are employed.
It can therefore be concluded, that the optimisation efforts of the CCM are
not sufficient to produce high quality schedules.
Conclusion The few studies that have taken a critical look at the CCM all
seem to be in agreement that the method has acted as an important eye opener
to an industry where resource constraints and uncertainty are largely ignored.
Most of the CCM’s underlying assumptions are valid, but the danger lies in
the overly simplistic way in which the method has been implemented. The
method claims to incorporate resource constraints but in actual fact provides
very little guidance or support for resolving resource conflicts. This becomes
evident when one starts to examine the inner workings of mechanisms such as
feeding buffers. Both the insertion and the penetration of feeding buffers can
quite easily cause resource conflicts with which the CCM can not cope. When
CCM schedules are evaluated against the criteria for high quality baseline
schedules, it falls short in almost every aspect. Although it is without a doubt
a step in the right direction, the CCM can not fulfil the unique demands of
the engineering-planning phase of civil engineering projects.
3.3.4.2 Stable baseline schedules
Besides the CCM, very little academic attention has been paid to resource
constrained scheduling subject to uncertain input parameters. One study that
is however of interest, is the dissertation produced by Leus (2003). The aim of
his study was to develop a scheduling framework capable of producing stable
baseline schedules for industries prone to uncertainty. The method provides an
innovative approach to scheduling under uncertainty, centred around the idea
that resource allocations should be leveraged to optimise the slack distribution
of a schedule. The reader is encouraged to read the research report of Leus and
Herroelen (2002) for an in depth discussion of this method. A brief overview
of the framework will be presented in this section, highlighting its advantages
and disadvantages. Once again, the schedules produced by the framework will
be evaluated against the criteria for high quality baseline schedules as defined
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in chapter 2. For convenience sake, this scheduling framework will be referred
to as the Stable Baseline Scheduling Method (SBSM) from here onwards.
Overview The chief objective of the SBSM is schedule stability. Leus (2003)
defines stability as “a quality that is associated with a schedule when this sched-
ule is able to suppress propagation of disruptions both within the individual
project as well as towards other projects”. He proposes that the stability of a
schedule be measured in terms of the stability of the starting times of activi-
ties. If random fluctuations in activity durations cause little to no disturbance
in the starting times of downstream activities, then a schedule can be said to
be stable. The SBSM therefore aims to maximise the stability of a schedule
as best as possible. A two phased strategy is employed to achieve this goal.
The first phase is known as the scheduling phase, and it is concerned with
generating a resource feasible baseline schedule. This phase requires the same
input as the classic resource-constrained scheduling problem. Activity dura-
tions are fixed, negating the need for cumbersome probability distributions.
The SBSM prescribes no objective function or scheduling method for this
phase, with the only restriction being that the resulting schedules must contain
no resource conflicts.
The second phase is known as the resource allocation phase, and it takes
the resource-constrained schedule generated in phase one as input. Whilst
the scheduling phase is concerned with calculating when activities have to be
executed, this phase is concerned with calculating who (or which resource)
should be responsible for executing activities. The importance of resource al-
locations was first mentioned by Bowers in 1995. His work made it clear that
resource allocations play a central role in both the calculation and distribu-
tion of resource-constrained slack. These concepts will be explored in detail in
chapter 6 of this dissertation. For now it is sufficient to just be aware of the
following key points: If resource assignments are done during/post scheduling,
then resource dependencies can be reflected in the process model by simply
inserting edges wherever individual resources are transferred between activi-
ties. This so called resource flow network can be combined with the technical
precedence network to accurately represent all of the precedence constraints
of a resource-constrained schedule. Applying a CPA to a schedule in this
state will produce resource-constrained slack and critical paths. Figure 3.6
shows a feasible resource flow for the example project of figure 3.1. Note the
resource-constrained critical path shown in red.
It is important to note that more than one feasible resource allocation/flow
can exists for a single schedule. The selection of a feasible flow will influence
both the total slack and the slack distribution of the schedule. Leus (2003)
realised that he could exploit this fact to improve the stability of a schedule.
The resource allocation phase of the SBSM therefore attempts to optimise
the slack distribution of a schedule by means of intelligent resource allocation.
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Figure 3.6: Feasible resource flow
This is achieved by employing a branch and bound procedure that explores
different feasible resource flows in a schedule. For each feasible flow pattern,
activity slack is computed, and tests are performed to measure how well the
schedule can absorb the random disruptions of activity durations. When this
phase is complete, activity slack and critical paths will be readily available, and
the schedule’s slack should be optimised for stability. Due to the complexity of
this phase, SBSM was developed for projects that use only one resource type.
Complete and accurate input data The SBSM includes all of the most
important constraints and parameters in the scheduling process. These in-
clude activity durations, technical precedence constraints, resource demand,
and resource constraints. Unfortunately the SBSM can only cope with one re-
source type in its current state. Civil engineering project are typically multi-
disciplinary, requiring various different skills and resource types for a single
project. Leus and Herroelen (2002) suggest that the resource type acting as
the bottle neck in the system should be chosen if more than one resource type
is present. They give no indication as to how this decision should be made.
This decision is however not trivial, since it will have a major impact on the
final structure of a schedule. The matter is further complicated in civil en-
gineering projects, since there is typically no clear bottleneck resource type.
Estimations and projections will also be inaccurate if only one resource type is
considered. The SBSM will have to be adapted to cope with multiple resource
types before it can be successfully applied to civil engineering projects.
Plan for uncertainty The SBSM deals with uncertainty in an implicit man-
ner. Instead of attempting to explicitly model the variation of activity dura-
tions, the method aims to protect the starting dates of scheduled activities
from possible disruptions, by means of intelligent slack distribution. Instead
of artificially inserting slack into a schedule, the SBSM relies on a resource
allocation algorithm to optimise the slack distribution of a schedule. This in-
novative approach avoids many of the issues involved with the artificial buffer
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zones of CCM. Concerns regarding buffer sizing and buffer insertion are no
longer relevant when the SBSM is used. Although several other authors have
noted the importance of resource allocation in resource-constrained schedules
(Bowers, 1995, 2000, Wiest, 1964, Woodworth and Shanahan, 1988), Leus and
Herroelen (2002) were the first to exploit this strategy to combat uncertainty
and disruptions.
The SBSM will be appealing to industries that require an execution sched-
ule that closely resembles the original baseline schedule. Leus and Herroelen
(2002) provide the example of airline scheduling, where it is of utmost im-
portance that flights take off exactly when scheduled - no later and no earlier.
Stable baseline schedules that protect the starting times of activities are a nat-
ural fit for these types of industries. The same can however not be said of the
engineering-planning phase of civil engineering projects. If an activity is feasi-
ble for execution, then there is no point in delaying its execution so that it can
correspond with its original starting date as specified by the baseline schedule.
Doing this would only increase the risk of schedule overruns, since the activity
might take longer than anticipated. If the necessary resources are available,
then it makes sense to complete an activity as soon as possible. In engineering
projects it is often the high workload of resources that leads to project delays
and schedule disruptions. Ensuring that resources have sufficient slack could
therefore go a long way in protecting a schedule against possible overruns. In-
stead of trying to keep the starting dates of activities stable, it might be more
meaningful to employ slack maximisation strategies for these situations. No
such resource allocation algorithms exist, and they will have to be developed
if the SBSM is to gain any traction in the civil engineering sector.
Activity slack and critical paths One of the advantages of using the
SBSM is the fact that resource constrained slack and critical paths can be cal-
culated with minimal effort in schedules produced by the method. Once the
resource allocation phase is complete, the resource flow edges can be fed back
into the process model where they will represent resource induced precedence
constraints. Applying a CPA to the process model in this state will produce
resource-constrained slack values and resource-constrained critical paths. This
is a major step forward, since it provides project managers with valuable man-
agement information which has been lacking in resource-constrained schedules
for a very long time. The SBSM is firmly rooted in graph theory, and it is
therefore easy to verify that these slack values and critical paths are indeed
correct. This stands in sharp contrast to the CCM whose assumptions lack
a strong mathematical foundation. The fact that most project managers are
familiar with CPA further adds to the value of the SBSM.
Optimisation The SBSM allows for optimisation in both the scheduling
phase and the resource allocation phase. For the scheduling phase, any re-
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. STATE OF THE ART 42
source constrained optimisation procedure can be used, in conjunction with
any objective function. This is convenient, since a wide variety of sophisticated
optimisation procedures have been developed over the years, and it makes sense
to reuse some of these tried and tested procedures. Leus and Herroelen (2002)
chose to treat the scheduling phase as a classic Resource-Constrained Project
Scheduling Problem (RCPSP), where makespan optimisation is the number
one objective. They made use of a branch and bound procedure developed
by Demeulemeester and Herroelen (1992) to achieve this goal. This algorithm
might however not be well suited for civil engineering projects, where the num-
ber of activities often times reach the hundreds or even thousands. Branch
and bound procedures are typically computationally intensive, and they of-
ten cannot cope with problems of this size and complexity. It would make
sense to use an algorithm more geared towards performance, for these situa-
tions. Meta-heuristic scheduling methods such as Ant Colony Optimisations,
Genetic Algorithms, and Tabu Search Algorithms are all suitable candidates
for this purpose.
During the resource allocation phase, the SBSM aims to optimise the sta-
bility of the schedule. It achieves this by employing a branch and bound
procedure that explores different feasible resource flows in a schedule. Net-
work flow calculations are unfortunately computationally expensive, and the
performance of this algorithm will suffer as problem instances grow in size.
The introduction of more than one resource type to the algorithm will further
exacerbate the situation. Literature on the topic is scarce, and the author of
this dissertation could not find any other resource allocation algorithms that
alleviate this problem. As a first approach, it would be meaningful to develop
heuristic resource allocation algorithms. These algorithms would be much
more suited for problems of practical size, and their objective functions can be
better adjusted to the needs of the civil engineering sector. These algorithms
might not be optimal, but they would provide a good starting point for future
researchers.
It can therefore be concluded that even though the schedules produced by
SBSM are optimised, the methods used are not geared for problems of practical
size and complexity. Fortunately the method’s flexible structure would easily
be able to accommodate alternative optimisation procedures and objective
functions.
Conclusion Of all of the different scheduling methods discussed, the SBSM
comes closest to matching all of the criteria of high quality baseline schedules
as demanded by the engineering-planning phase. The method’s use of resource
allocation and resource flow to protect schedules against disruptions is nothing
short of revolutionary. The resource-constrained slack and critical paths that
the method produces as by-products, further confirms this view. It is unfortu-
nate that the method does not account for more than one resource type, since
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. STATE OF THE ART 43
multiple resource types are commonplace in most industries. The stable ac-
tivity start date objective function that the method employs is also not really
applicable to the engineering-planning phase. Slack maximisation strategies
could prove to be more meaningful in the engineering context. Regardless of
these shortcomings, one very important point should still be taken from this
method: Resource allocation plays a very important role during scheduling.
Firstly, it allows for the identification of activity slack and critical paths in
resource-constrained schedules. Secondly, it will influence the amount of slack
and slack distribution in a schedule. Intelligent resource allocation algorithms
could therefore be employed to protect schedules against disruptions and un-
certainty. It makes sense to exploit this fact when attempting to generate high
quality baseline schedules for the engineering-planning phase of civil engineer-
ing projects.
3.4 Chapter summary
This chapter took a critical look at the state of the art scheduling methods
on offer for the engineering-planning phase of civil engineering projects. Both
the scheduling techniques of commercial software, and the most applicable
academic scheduling algorithms were evaluated. Unfortunately, none of these
methods could satisfy the unique scheduling needs of the engineering-planning
phase. The scheduling methods used in practice are incapable of producing
high quality baseline schedules due to several key issues. The major concerns
are the absence of resource constrained slack, inadequate protection against
project uncertainty, and limited schedule optimisation. Academia offers su-
perior solutions, but unfortunately none of these methods are 100% suited to
the engineering-planning environment. The buffer centric approach of CCM
may sound very appealing to management, but unfortunately the method suf-
fers from some serious over simplifications. The SBSM offers a much more
accurate alternative, based on sound mathematical principles. Unfortunately
the method’s objective functions and optimisation algorithms do not fit the
high pressurised work environment of the engineering-planning phase where
large project networks are common. It should therefore be clear that there
is a need for a scheduling framework tailored to the needs of the engineering-
planning phase. The remainder of this document will attempt to develop such
a framework. This framework will share many similarities with the SBSM, but
it will be customised to the unique needs of the engineering-planning phase.
An overview of this framework is presented in the following chapter.
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Framework overview
4.1 Introduction
The previous chapter evaluated some of the most popular and most applicable
scheduling techniques on offer to the civil engineering industry. Unfortunately
none of these methods could satisfy all of the criteria required to generate
high quality schedules for the engineering-planning phase. Even though these
methods are not necessarily a perfect fit for the civil engineering industry,
they do still provide valuable insights and concepts which have the potential
to be further developed. This is particularly true for the SBSM. Of all the
scheduling techniques discussed, this method comes closest to providing high
quality baseline schedules for civil engineering projects. The method’s inno-
vative strategy for dealing with project uncertainty, and its ability to produce
resource constrained slack, sets it apart from all of the other scheduling tech-
niques discussed thus far. Besides these advantages, the method also offers
several additional benefits that makes it a good choice for the civil engineering
industry. The most important of these are:
Minimal user input: The SBSM requires the same input as traditional resource-
constrained scheduling methods. No additional information is required
for the method to adequately protect a schedule against possible disrup-
tions. This should make the method very appealing for engineers, since
this input is essentially the same as the input required by MS Project. It
will therefore not be necessary for engineers to adapt their information
capturing procedures in order to use this method successfully.
Modular structure: One of the great strengths of the SBSM is its modular
structure. Even though the resource allocation phase depends on the
schedule produced in the scheduling phase, the two procedures can es-
sentially function independent from one another. This allows for great
flexibility, since the objective function of one phase could be adjusted
without affecting the other phase. Each of these phases could therefore
44
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be geared towards the specific needs of the engineering industry. This
modular structure also lends itself out to the reuse of previously devel-
oped algorithms. Several sophisticated scheduling algorithms have been
developed over the years, and it makes sense to reuse these methods.
Deterministic input data: The SBSM implicitly deals with uncertainty by
means of intelligent slack distribution. It is therefore not necessary to
model the durations of activities with cumbersome probability distribu-
tions. These probability functions are not an exact science, and it would
require engineers with a background in statistics to produce accurate
values. The activity durations of the SBSM are simply modelled as fixed
durations, corresponding to a realistic estimate of an activity’s duration.
This bodes well with engineering management, since it is in line with the
estimation strategies currently used in practice.
Provides additional management information: Once both phases of the
SBSM is complete, project managers will not only know when activities
need to be executed, but they will also know who needs to be responsible
for executing these activities. This is valuable management information
that will be useful for both the planning and the execution phase of
a project. None of the scheduling methods discussed in the previous
chapter offer this benefit. As a result, project managers typically perform
resource allocations without the aid of computer software. This process
is both laborious and inefficient. The SBSM will relieve project managers
of this burden.
Considering all of these factors, it makes sense to use the SBSM as a starting
point when developing a scheduling framework for the engineering planning
phase. The structure of the SBSM will be reused as a base on top of which
this scheduling framework will be built. In other words, a two phased strategy
will also be employed, consisting of resource constrained schedule generation,
followed by a resource allocation phase with a slack based objective. The
algorithms and objectives of these phases will however differ from those used
by the SBSM, since they will have to be geared for the specific needs of the
engineering planning phase. In the sections that follow, an overview will be
given of the objectives and general approach of each of these phases. The
scheduling framework will be referred to as the BaSE (Baseline Schedules for
Engineering) framework for the remainder of this dissertation.
4.2 Phase 1: Resource-constrained scheduling
The first phase of BaSE is concerned with generating a schedule free from any
resource conflicts. The input data required by this phase is in accord with the
data that is available during the engineering-planning phase. This includes:
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Activity durations: An accurate estimate will need to be provided for the
duration of each project activity. Similar to the SBSM, these durations
do not need to reflect the variable nature of these activities, but they
simply have to represent a realistic estimate of the most probable du-
ration of each activity. These durations can typically be provided by
experienced engineers, or it can be derived from historical data.
Technical precedence constraints: The BaSE framework requires the tech-
nical precedence constraints that exists between activities. This so called
“has to be executed before” relation in the set of activities can either be
derived with the method described by Eygelaar (2008), or it can be spec-
ified explicitly. The latter approach is standard practice in engineering
offices, while Eygelaar’s (2008) method has mostly been limited to the
academic sphere. Either of these methods can be used to provide the
BaSE framework with technical precedence constraints, as long as the
results are consistent.
Resource requirements: The resource requirements of each activity needs
to be known before the scheduling phase can commence. It needs to
be clear how many resources of each resource type every activity will
require. Experienced engineers from applicable disciplines can typically
provide project managers with these values.
Resource constraints: Resource limitations are a reality in all design offices,
and these constraints need to be reflected in the schedule. The BaSE
framework requires that the constraint of each resource type be fixed
before scheduling can commence. It needs to be clear how many resources
of each type will be available for the duration of the project. Since
specific personnel members are normally not assigned to a project in the
planning phase, these constraints will have to be based on the capacity
level of each resource type assigned to a project. Top level management
typically fix the resource capacity levels of individual projects during the
tactical phase of the hierarchical planning framework discussed in the
previous chapter (Leus, 2003).
With the input data in place, scheduling can commence. A multitude of dif-
ferent feasible schedules can be generated for a single project, and it is im-
portant to have an objective in mind when choosing a scheduling strategy.
Several different objective functions have been formulated over the years for
resource-constrained scheduling problems. The reader is encouraged to read
the paper by Hartmann and Briskorn (2008) for an extensive overview of all
of the variants of the resource-constrained project scheduling problem. They
divide scheduling objectives into eight broad categories:
Robustness-based objectives: These objectives functions are concerned with
improving the robustness or stability of a schedule. Since the resource
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allocation phase of BaSE will address this issue, the scheduling phase
does not need to consider this objective.
Objectives for rescheduling: It is not uncommon for projects to deviate
from the initial project plan, and rescheduling is often required at some
point during project execution. Rescheduling objectives are concerned
with keeping the rescheduled project plan as close to the initial project
schedule as possible. These objectives would be useful during the engineering-
execution phase, but they are not applicable to the engineering-planning
phase.
Objectives based on renewable resources: Increasing the size of the project
team can often times significantly reduce the makespan of a project. This
increase in resources will however raise the total cost of a project, and
therefore requires careful consideration. Objectives based on renewable
resources are concerned with assisting project managers with these de-
cisions. Hiring additional personnel is typically not an option during
the engineering-planning phase. Staffing levels need to align with the
company’s long term goals, and hiring policies are typically fixed during
the strategic resource planning phase of the hierarchical planning frame-
work discussed in the previous chapter. As a result, very little room is
left for hiring additional personnel during the tactical-operational phase
of project planning. The difficulty in acquiring skilled labour on short
notice further exacerbates the problem. These objective functions are
therefore not practical for the engineering-planning phase.
Objectives based on non-renewable resources: These objectives functions
serve a similar purpose as those discussed in the previous paragraph,
with the only difference being that they are focused on projects where
non-renewable resources are dominant. Non-renewable resources refer
to consumable resources such as building materials, whereas renewable
resources refer to non-consumable resources such as personnel. Non-
renewable resources are common during the construction phase of engi-
neering projects, but they are typically not relevant to the engineering-
planning phase.
Net present value objectives: Maintaining a positive cash flow is often
times crucial to the success or failure of a project. The execution of
activities and usage of resources will induce cash outflow, whereas cap-
ital investment and payments will produce cash inflow. The structure
of a schedule plays an important role in the cash flow distribution of
a project. Cash flow centric objective functions are referred to as net
present value objective functions. In civil engineering projects, the costs
associated with the construction phase are typically much higher than
the cost of the design phase. Cash flow problems are therefore much
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more relevant to the construction phase than to the design phase. Cash
flow concerns should therefore not be the main driving force when setting
up a baseline schedule for the engineering-planning phase.
Cost-based objectives: Besides the net present value objectives, several
other cost based objectives have been formulated for the resource con-
strained scheduling problem. Scheduling problems that use cost-based
objective functions typically allow the duration of activities to be short-
ened at an additional cost. The objective is then to reach the deadline
of a project at the lowest possible cost. This process is also referred
to as project crashing. These objective functions become relevant to
the engineering-planning phase when the project team do not have the
capacity to reach the deadline of a project. This situation will require
personnel to work overtime at additional cost to complete the project.
Cost-based objectives will have to be used to ensure that the cost of such
a baseline schedule is as low as possible. It is however debatable whether
such a crashed schedule should be used as a baseline schedule. A base-
line schedule that contains crashed activities will place enormous pressure
on the project team, and it should be a warning sign to project man-
agers. These situations indicate that additional resources are required,
or that certain parts of the project be subcontracted. These cost-based
objectives might become more relevant during the engineering-execution
phase if a project falls behind schedule, but it is best avoided during the
engineering-planning phase.
Multiple-objectives: It often meaningful to have more than one objective
in mind when setting up a project schedule. Several scheduling strate-
gies aim to optimise a combination of several of the objective functions
already discussed. The BaSE framework will follow a multi-objective
strategy by optimising different objectives in the scheduling phase and
the resource allocation phase. The respective phases will however be
limited to one objective function each.
Time-based objectives: These objective functions are concerned with op-
timising some time-based aspect of a schedule. Examples of these ob-
jectives include optimising the deadline or milestones of a project, and
minimising the lateness or tardiness of individual activities. In the engi-
neering phase, the finishing dates of individual activities are not nearly
as important as key milestones and the final deadline of the project. The
client is typically quite lenient regarding the finishing dates of individ-
ual activities, as long as the key milestones and final completion date of
a project is maintained. Failing to complete the engineering phase be-
fore the prescribed deadline will typically delay the construction phase
and lead to costly penalties. Minimising the deadline or makespan of a
project should therefore be the number one objective of the scheduling
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phase. It will not only increase the probability of completing the project
before its due date, but it will also allow the design company to take
on more projects in a shorter amount of time. Employing such optimi-
sation strategies will make a design company more competitive, whilst
increasing profit margins.
It should therefore be clear that the main concern of the scheduling phase of
BaSE will be to minimise the makespan of the project schedule. Makespan
minimisation of resource-constrained projects is a well studied problem, and is
referred to as the Resource-Constrained Project Scheduling Problem (RCPSP)
in academic literature. Several exact and sub-optimal solutions have been de-
veloped for the RCPSP over the years (see Artigues et al., 2008, for an extensive
overview). Some examples include branch and bound algorithms, genetic algo-
rithms, tabu search algorithms and ant colony optimisations. Devoting more
academic attention to this topic might therefore seem unnecessary. While
this statement does have merit, it should be noted that virtually none of the
more sophisticated scheduling algorithms have found their way into project
management practice. Most studies that have investigated the matter are in
agreement that the scheduling capabilities of commercial scheduling software
can be greatly improved if more sophisticated scheduling algorithms were to
be used (Kolisch, 1999, Debels and Vanhoucke, 2004, Herroelen, 2005). It is
therefore necessary to understand what is hindering the acceptance of these
algorithms in practice. Chapter 5 will investigate the matter, and also provide
practical enhancements to an existing ant colony optimisation to make it more
usable for the civil engineering industry. The selection of appropriate parame-
ter values will receive special attention, along with development of specialized
tooling.
4.3 Phase 2: Resource allocation
The scheduling phase of BaSE does not account for uncertainty or project dis-
ruptions in any way. Since makespan optimisation will often lead to a tightly
compressed schedule, project disruptions could very easily disturb the comple-
tion time of a project. It is therefore of critical importance to build safeguards
into these schedules in order to minimise the risk of project overruns. The
ability of a schedule to absorb project disruptions is often referred to as ro-
bustness in academic literature. Schedule robustness is classified in one of two
categories: quality robustness and solution robustness. Quality robustness of
a schedule refers to the stability of the schedule makespan, whereas solution
robustness refers to the stability of the starting times of activities (Kobylan-
ski and Kuchta, 2007). Although some work has been done in this regard
(see Van de Vonder et al., 2005, Al-Fawzan and Haouari, 2005, Kobylanski
and Kuchta, 2007), the field has yet to reach academic maturity. A standard
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measure of schedule robustness is lacking in most of the available research,
and as a result, these studies tend to lack focus. Most of these researchers
attempted to increase schedule robustness during the scheduling phase, where
resource-constrained critical paths are absent. Measuring the impact of project
disruptions on a schedule without critical paths is very difficult, since these
disruptions will more often than not require a complete reschedule to resolve
the conflicts that they cause. As a result, most researchers investigating the
matter came up with their own measure of robustness to avoid this cumber-
some reschedule. The SBSM developed by Leus (2003) is the only method
that attempts to optimise schedule robustness post scheduling. Leus (2003)
realised that different resource allocations/flows can have a significant impact
on the total slack and slack distribution of a schedule. His method leveraged
this fact in order to improve the solution robustness of a schedule. Having
access to resource-constrained critical paths allowed Leus (2003) to accurately
measure the impact of project disruptions, by comparing the early start sched-
ules produced by applying a CPA to the process model before and after project
disruptions. The result is a much more standardised and accurate approach to
measuring the robustness of a schedule. As previously discussed, the stability
of activity starting times is not nearly as important to the engineering-planning
phase as the realisation of the project deadline. Resource allocation and slack
distribution can however also be exploited to adequately protect the deadline
of a project and improve the quality robustness. An optimisation process will
have to be developed in order to find a resource allocation that best serves this
purpose. Before this can however be done, a slack based objective will have
to be identified that fits the engineering-planning environment. Unfortunately
scientific literature is virtually void when it comes to the topic of resource
allocation. Besides the stability objective that Leus (2003) investigated, no
other slack based objectives have been identified for the resource allocation
phase by academia. It is therefore necessary to look at the primary sources
of uncertainty in the engineering-planning phase, and to derive a slack based
objective based on this information. Uncertainty essentially stems from two
sources: Uncertainty relating to project information, and uncertainty relat-
ing to project resources. Uncertainty relating to project information typically
arises when the project scope is not clearly defined, or when the nature of
work is unfamiliar. As discussed in the previous chapter, the design company
should be able to claim for any project delays resulting from scope changes.
The contract must therefore cover this aspect of uncertainty. Scenarios where
the nature of work is unfamiliar, are not that common in civil engineering
projects. The project activities of most engineering projects will typically be
familiar to experienced engineers. Activity durations are therefore fairly accu-
rate. Even though unique projects do exist, their unfamiliar activities would
typically be limited to a handful per project. Uncertainty regarding project
resources are normally a much bigger concern during the engineering-planning
phase. The completion time of an activity is often times highly dependent on
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the experience and workload of the resource responsible for executing it. Since
it is not always clear who will be responsible for an activity that will only
be executed in the distant future, uncertainty starts to creep into the activity
durations. This is further complicated by the fact that individual resources
are typically involved with multiple projects with different project managers.
This issue, along with the fact that projects are acquired on a continuous basis,
make it very difficult for project managers to judge the workload and potential
performance of their resources. A mechanism that could reduce the pressure
on the project resources could therefore go a long way in lowering the risk of
missing project deadlines. This can be achieved by increasing the total slack
of the project. This will give resources more time to complete activities, and
it will reduce the number of critical activities. The objective of the resource
allocation phase will therefore be to maximise the total slack of a project sched-
ule. Maximising the total slack of a schedule has been attempted before by
Al-Fawzan and Haouari (2005), but they did not approach the problem from
a resource allocation point of view. With no critical paths to their disposal,
they could not measure the impact of their objective function on the quality
robustness of a schedule. Their work has been criticised by Kobylanski and
Kuchta (2007), who attempted to standardise the way in which quality robust-
ness is measured. Their schedules however still lack critical paths, and as a
result they do not really improve on the situation of Al-Fawzan and Haouari
(2005). This dissertation will attempt to maximise the total slack of a schedule
by means of intelligent resource allocation. The resource induced precedence
edges produced by the resource allocation phase will make it possible to clearly
see the impact that this objective function has on the quality robustness of a
schedule. Since no work has been done in this field, a heuristic algorithm will
be developed as a first approach to solving the problem. Chapter 6 will set out
to achieve this goal. Eight variants of the same heuristic allocation algorithm
will be discussed, and experiments will be set up to measure the performance
of these algorithms. The impact of these algorithms on the quality robustness
of a schedule will also be tested on a large benchmark library for the first time.
The alert reader might however raise an objection at this stage: How can
meaningful resource allocations be done during the engineering-planning phase
if there is so much uncertainty regarding the future workload of personnel mem-
bers at this stage of a project? Surely it would be more sensible to do resource
assignments during project execution when more information is available re-
garding the whereabouts and workload of individual resources. While this is
indeed true, it should be noted that the resource allocation phase does not
necessarily imply that a specific individual be assigned to an activity. Proxy
resources can be assigned to activities during the planning phase, and replaced
with individual personnel members only when more information is available.
Chapter 6 and 7 will further clarify this point. For now it is however sufficient
to keep in mind that the resource allocation phase is not at odds with the
information available in the engineering-planning phase.
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Chapter 5
Resource-constrained project
scheduling for the
engineering-planning phase
5.1 Introduction
In the previous chapter it became apparent that the RCPSP adequately cap-
tures the requirements of the first phase of the BaSE framework. The RCPSP
is concerned with the optimal scheduling of project activities, such that the
project duration is minimised, without violating any of the resource or tech-
nical precedence constraints. (Refer to Hartmann and Briskorn, 2008, for an
overview of the RCPSP and all of its derivatives.) Both the input parameters
and the objective function of the RCPSP are therefore in line with the needs
of the engineering-planning phase. A solution to the RCPSP will therefore
also be a solution to the first phase of BaSE.
The RCPSP was one of the first scheduling problems to incorporate re-
source constraints, and it finds application in a wide variety of industries. Due
to its practical appeal, several exact and suboptimal procedures have been
proposed as solutions to the RCPSP. Unfortunately, the exact procedures of-
ten prove too complex for problems of practical size. At present, these exact
procedures are useful for projects with up to about 60 activities, but after
this computation times quickly become impractical. These algorithms would
therefore be of little value to the civil engineering industry where projects can
contain hundreds if not thousands of activities.
Several meta-heuristic procedures have however been formulated that are
capable of producing high quality solutions for large problem instances. Exam-
ples include genetic algorithms, tabu-searches and ant colony optimisations.
Although these procedures cannot guarantee optimal solutions, they do still
provide sophisticated optimisation behaviour, capable of shortening a project’s
duration by a significant percentage. The computation times of these algo-
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rithms are typically short, and they are not limited by the size or complexity
of a problem instance. These algorithms therefore have the potential to be
successful employed in the civil engineering industry.
Unfortunately these meta-heuristic algorithms have not found their way
into daily project management practice. Most of the commercial scheduling
packages in use offer solutions to the RCPSP, but these solutions are mostly
derived using basic priority rules. Kolisch (1999) investigated the performance
of these commercial scheduling packages, and found that on average they are
suboptimal by 5%, with a range of 0% to more than 50%. It should however be
noted that these test were performed on projects containing no more than 30
activities and four resource types. The performance of these basic priority rules
can be expected to be significantly worse for larger projects. This proved to be
the case when Debels and Vanhoucke (2004) compared these priority rules with
state of the art meta-heuristic algorithms on projects with 300 activities. The
meta-heuristics procedures outperformed the priority rules by a large margin,
and proved to be capable of producing high quality solutions in a short amount
of time. Large cost and time savings could be reported if these meta-heuristic
algorithms find their way into civil engineering practice.
Meta-heuristic scheduling techniques have been around for more than ten
years, with several researchers reporting on the potential benefits of these al-
gorithms. It therefore seems odd that these techniques have not gathered more
attention from project management practice. Several factors however still seem
be hindering the acceptance of these algorithms in practice. Herroelen (2005)
cites a lack of software support and limited know how of project managers as
two factors contributing to this problem. Another complicating factor might
be the fact that many meta-heuristic procedures are plagued by numerous
input parameters. The selection of good parameter values is not always an
easy task. Several meta-heuristic procedures have a random component, and
it is often difficult to judge whether it is a change in parameter value or a
random event that is influencing the solution quality. The process is further
complicated by the fact that different problem instances might not respond
the same to identical parameter values. Most researchers test their algorithms
on the problem instances contained in PSPLIB (available at http://www.om-
db.wi.tum.de/psplib/). This popular library contains a test bed of problem
instances that consist of 30, 60, 90, and 120 activities with 4 renewable resource
types. Most of the instances in the 90 and 120 problem sets have not been
solved to optimality, and researchers often focus their attention on these prob-
lems. The result being that many of the algorithms and their parameters have
been tailored to these specific problems and problem sets. Various industries
need to schedule projects with more than 120 activities. In the engineering
industry, projects can have as many as 1000 activities. This number might be
even higher for construction projects. For these types of projects, the com-
putation times of these meta-heuristic algorithms might become significant.
Project managers do not necessarily have the time nor technical expertise to
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experiment with various parameter settings. Academia has said very little
about the selection of parameter values for such large projects. For these
scheduling techniques to really gain traction in the civil engineering industry,
project managers will have to be provided with guidelines for the selection of
parameter values that can produce good solutions in a reasonable amount of
time.
In order to successfully use one of these meta-heuristic procedures dur-
ing the first phase of BaSE, it will be necessary to investigate the additional
enhancements required to make these algorithms more usable for the civil
engineering industry. Instead of therefore developing a new solution for the
RCPSP, this chapter will study an existing meta-heuristic algorithm, with the
goal of improving its usability. An Ant Colony Optimisation (ACO) that has
proved to produce high quality solutions for the RCPSP will be the subject of
discussion. A study will be made of the influence that parameter values can
have on the solution quality of problems with different properties. The rela-
tionship between the pheromone evaporation rate and the convergence speed
of a colony will receive special attention. Guidelines will be proposed for the
selection of parameter values based on the properties of a specific problem
instance. The practical requirements for a usable implementation of this algo-
rithm will also be discussed.
The chapter is organised as follows: Section one will formally define the
RCPSP. This will be followed by an overview of the ant colony algorithm,
discussing both the approach and inner workings of the technique. Section
three will take a look at the practical requirements that need to be fulfilled
by the ACO to be useful in practice. Experiments and test are performed in
section four, accompanied by a discussion of the significance of the results.
Section five proposes an implementation and graphical interface for the ACO.
Conclusions and recommendations are made in section six.
5.2 Definitions and problem statement
In this section formal definitions and notations will be introduced that will be
used for the remainder of this dissertation. To start, a resource-constrained
project will be defined, along with a feasible project schedule. This will be
followed by a formal description of the objective function and problem state-
ment of the first phase of the BaSE framework. An illustrated example is used
throughout this section to clarify definitions for the reader.
5.2.1 Resource-constrained project and feasible
schedule
A resource-constrained project consists of J = {0, 1, . . . , n+ 1} activities that
have to be completed. Every activity j ∈ J has a duration dj ∈ N. All activ-
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ities have a non-zero duration, with the exception of the dummy activities 0
and n+1 for which d0 = dn+1 = 0. A finite set of resources, R = {i, ii, iii . . .},
is available for the duration of the project. Let Q = {RA, RB, . . . , RK} be
a partition of R according to resource types A,B,C, . . . ,K. The cardinality
of each of these subsets represents the constraint of each resource type. For
example, if |RI | = 4, then four resources of type I are available for the dura-
tion of the project. Every activity j ∈ J has certain resource requirements.
These resource requirements can be conveniently represented by a | J | × | Q |
matrix N of natural numbers. The row numbers represent the activity num-
bers and the column numbers correspond with the resource types. Let every
element, njI , of the matrix represent the number of resources of type I re-
quired by activity j. The dummy start and end activities have zero resource
requirements. Technical precedence relations exist between activities, and is
represented by the set E. This set contains the pairs of activities between
which there is a finish-start precedence relationship. It is assumed that graph
G(J,E) is acyclic. The dummy start activity j = 0 is the only activity with
no predecessors, and dummy end activity j = n + 1 is the only activity with
no successors. Figure 5.1 shows an example of a resource-constrained project.
J = {0, 1, 2, 3, 4, 5, 6, 7}
R = {i, ii, iii, iv, v}
RA = {i, ii}
RB = {iii, iv, v}
Q = {RA, RB}
A B
0 0 0
1 1 0
2 1 1
3 1 0
4 0 1
5 1 2
6 0 2
7 0 0
N =
0 1
2
3
4
5
6 7
d0 = 0 2
2
3
6
3
2 0
Figure 5.1: Resource-constrained project
A schedule S can be represented by a vector {s0, s1, . . . sn+1}, where sj
represents the starting time of activity j ∈ J . Let fj = sj + dj represent
the finish time of activity j ∈ J . It should be clear that the start time and
finish time of a schedule equals s0 and fn+1 respectively. The makespan of
a schedule is computed as the difference between its finish and start time.
Let Jt = {j ∈ J | sj ≤ t < fj} denote the activities that are active during
time instance t. A schedule is considered feasible if it satisfies the following
constraints:
1. No activity j ∈ J can be scheduled to start before all of its predecessors
have been completed, i.e. ∀(i, j) ∈ E : fi ≤ sj.
2. All resource constraints have to be respected, i.e. s0 ≤ t < fn+1 ∧ ∀RI ∈
Q :
∑
j∈Jt njI ≤ |RI |
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Figure 5.2 shows a feasible schedule for the example project.
10 2 3 4 5 6 7 8 9 10 11 12 13
1
2
3
4 5 6
t
S = {0, 0, 0, 2, 2, 8, 11, 13}
Figure 5.2: Feasible schedule
The problem statement of the first phase of BaSE framework (which cor-
responds to the RCPSP), can therefore be described as follows:
Problem statement 1: Given a resource-constrained project, find a feasible
schedule S such that the project duration, fn+1 − s0, is minimised.
5.3 Ant Colony Optimisation Overview
Many meta-heuristic algorithms have been proposed as solutions to the RCPSP.
Several of these have proved to deliver excellent results. Some of the top per-
forming algorithms include a self-adapting genetic algorithm Hartmann (2002),
a simulated annealing algorithm Bouleimen and Lecocq (2003) and a tabu
search algorithm Nonobe and Ibaraki (1999). For the purpose of this study, it
was decided to focus on the Ant Colony Optimisation (ACO) that was devel-
oped by Merkle et al. (2002). This algorithm was chosen for several reasons:
1. The algorithm is one of the top performing meta-heuristics developed
to date. It has been tested on the largest problem set of the PSPLIB,
where it outperformed several of the most sophisticated meta-heuristics.
Furthermore, the algorithm was limited to evaluate only 5000 schedules
for each problem instance, showing its efficiency and potential for solving
large problem instances.
2. A background in optimisation is not necessarily required to understand
and use the algorithm. The algorithm is based on a process occurring in
nature, and it is therefore not as abstract as several other optimisation
algorithms. Several aspects of the algorithm map to real world phenom-
ena, making it easy to visualise and understand. This is an important
factor, since the project managers that will be using the algorithm will
typically not have received any formal training in optimisation.
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3. Several of the algorithm’s input parameters have already been studied
and fine tuned. The work that still needs to be done is therefore limited
to only a few parameters.
In this section, a broad overview of the algorithm and its parameters will be
given. Refer to Merkle et al. (2002) for a more detailed description.
5.3.1 Biological ant system
The ACO draws inspiration from the strategy that a colony of ants employs
when searching for food. Being familiar with this process makes it easier to
understand the optimisation algorithm.
A colony of ants always attempts to locate the food source closest to their
nest. They achieve this by following a simple yet effective procedure. At first,
all ants in the colony walk around at random searching for a food source. If
an ant locates a food source, it will take a portion of the food back to the nest
and mark the path that it follows with a trail of pheromone. Pheromone has
two special properties:
1. Pheromone evaporates with time, so the further an ant has to walk, the
more time the pheromone has to evaporate. The result is that shorter
paths have a stronger scent than longer paths.
2. Ants are attracted by the scent of pheromone. If an ant finds a trail of
pheromone, it will follow the trail to the food source and further enhance
the scent of the trail by marking it with its own pheromone.
Given enough time, all of the ants in a colony should converge on the path
that leads to the food source located closest to the nest.
This same strategy has been effectively applied to find paths in networks.
Several artificial ants are allowed to traverse a graph, looking for paths with
specific properties. Ants mark the edges of the graph with a trail of pheromone
if a desired path is found. Similar to the biological ant system, pheromone
evaporates with time, and ants are attracted to pheromone trails. Given
enough time, all of the artificial ants should converge on the path with the
most desired properties. The Ant Colony Optimization has been adapted to
solve various different network based problems, but the basic idea always re-
mains the same.
5.3.2 Schedule generation
Before the ACO scheduling algorithm can be discussed, it is necessary for the
reader to understand how a feasible schedule is constructed. Two scheduling
schemas have received the bulk of academic attention: The serial schedule gen-
eration schema (SSGS) and the parallel schedule generation schema (PSGS).
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Merkle et al. (2002) investigated both of these procedures, and found that the
ACO performed best in combination with the SSGS. This section will there-
fore only be discussing the SSGS. The reader is encouraged to refer to Kolisch
and Hartmann (1999) should he/she be interested in understanding the inner
workings of the PSGS. Note that the section that follows is largely based off
the work of Merkle et al. (2002).
5.3.2.1 SSGS
The SSGS constructs a feasible schedule in n stages. It starts out with a partial
schedule, containing only the dummy start activity scheduled at time 0. One
activity is added to the partial schedule in each stage, completing the project
schedule at the end of stage n. During each stage g, one activity is selected for
scheduling from a set of eligible activities j ∈ ξ(g). An activity is considered
eligible for scheduling if it has not already been scheduled, and if all of its
predecessors have been scheduled. The SSGS will always attempt to schedule
activities as early as possible. In other words, an activity will be scheduled in
the first resource feasible time slot available after the latest completion time
of its predecessors. Algorithm 1 outlines the flow of SSGS.
Algorithm 1 Serial Schedule Generation Schema
1: procedure SSGS
2: for g = 0 to n+ 1 do
3: compute eligible set ξ(g)
4: select one j ∈ ξ(g)
5: schedule j at earliest technical- and precedence- feasible start time.
6: end for
7: end procedure
The SSGS can also be supplied with an ordered list of activities, in which
case it will schedule the first eligible activity in the list during each stage.
It has been proved that for every resource constrained project, at least one
sequence of activities exists which will produce an optimal schedule if used by
the SSGS (Kolisch and Hartmann, 1999).
5.3.3 Algorithm
The goal of Merkle et al. (2002) was to develop an ant colony optimisation
that attempts to find a sequence of activities which will produce a good solu-
tion if used by the SSGS. This section will give a brief overview of the inner
workings of this algorithm. Only the basic outline and flow of the algorithm
will be discussed in this section. Section 5.5 will delve into more details of
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the algorithm, by taking an in depth look at the specific parameter values and
adaptations that can influence the behaviour of the algorithm.
5.3.3.1 Basic ACO
The ant algorithm developed by Merkle et al. (2002) was largely based on
an ACO called the Ant System Travelling Salesperson Problem (AS-TSP)
(Dorigo, 1992, Dorigo and Gambardella, 1997). The algorithm consists of a
colony of ants that spawn g generations of m ants each. Each of the m ants in
a generation is responsible for constructing one feasible activity list. An ant
will build such an activity list in n phases, incrementally appending activities
to the list. In each phase, an ant will have to decide which eligible activity
should come next in the list. Ants will base their decisions on a combination of
pheromone as well as heuristic information. Pheromone information is built up
by ants that found good solutions in previous generations, and is conveniently
represented in an i × j pheromone matrix τ . A high pheromone value τij,
indicates that previous generations of ants found good solutions when activity
j was placed in position i in the activity list. Heuristic information is derived
from a problem dependent heuristic that is typically fixed at the start of the
algorithm. Heuristic information is denoted by ηij. A normalised version of
the latest start heuristic is used for the ACO developed by Merkle et al. (2002):
nij = (maxk∈ξLSk)− LSj + 1 (5.3.1)
where LSj is the latest start time of activity j, calculated by applying the
CPM to G(J,E). 1
The probability distribution over the set of eligible activities ξ is calculated
as shown in equation 5.3.2:
pij =
[τij]
α[ηij]
β∑
h∈ξ[τih]
α[ηih]β
(5.3.2)
Where parameter values α and β respectively control the relative influence
that pheromone and heuristic values will have on the decision of an ant.
At the end of each generation, the pheromone matrix is updated according
to the best solution found in the current generation, as well as the best solution
found so far by the colony. This is known as an elitist strategy, since it will force
the ants to search around previously found good solutions. Before this update
can take place, a portion of the pheromone will first evaporate according to
τij = (1− ρ) · τij (5.3.3)
where ρ denotes the evaporation rate. This is be done to ensure that old
pheromone information does not influence the behaviour of ants for too long.
1Please refer to section 6.2.2 to see how this calculation is performed.
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For every activity in the project, a portion of pheromone is then added to
element τij, where i is the position of activity j in the activity list of the best
solution found in the current generation of ants. This is also done for the
activity list of the best global solution. Pheromone is updated according to
τij = τij + ρ · 1
2T ∗
(5.3.4)
where T ∗is the makespan of the solution under consideration. The algo-
rithm terminates after a fixed amount of generations, or when the average
solution quality has not improved for a predetermined number of generations.
5.4 Practical considerations
Optimisation procedures can rarely be used without any knowledge of the
inner workings of the algorithm. This is also the case with the ACO. Due
to the unique nature of every problem instance, the behaviour of the ACO
might not always be 100% predictable. Project managers can therefore not
blindly accept the final schedule that the ACO produces. The behaviour of
the algorithm will have to be monitored, and the appropriate adjustments
will have to be made if results are not as desired. The project manager will
therefore require certain skills and have specific responsibilities during the
schedule optimisation process. The most important of these are listed below:
• A basic understanding of the algorithm is required. Project managers
need to understand the flow of the algorithm, as well as basic mechanisms
such as pheromone evaporation and updating.
• Project managers need to be familiar with the most important input
parameters of the algorithm. They need to understand the role of each
parameter, and they need to be able to make educated predictions as to
what might happen if certain parameter values are adjusted.
• Project managers need to be able to interpret the output of the algo-
rithm. They need to be able to evaluate the convergence behaviour of
the algorithm. If the algorithm converged prematurely, then parameter
values will have to be readjusted so that a wider area of the solution
space can be covered. Similarly, if the algorithm did not converge, pa-
rameters need to be adjusted so that the search can be intensified around
good areas of the solution space.
Some guidance and tools will however have to be provided to facilitate project
managers with the optimisation process. Some of the most important aspects
are listed below:
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• Project managers need to be provided with an implementation of the
algorithm. Most project managers will not have any programming ex-
perience, and they cannot be expected to implement the algorithm on
their own. Preferably the implementation should have a graphical user
interface, where the project manager can enter the required input and
evaluate the calculated output.
• Project managers will require some form of guidance when selecting pa-
rameter values for an optimisation. The ACO has several input param-
eters that need to be fixed. These values will influence the convergence
behaviour and solution quality of the algorithm significantly. Since each
project is different, with its own unique properties, it can be quite a
difficult task to find the right parameter values for a specific problem
instance. Experimenting with different parameter values is tedious and
time consuming work, and project managers should be relieved of this
burden as far as possible. Ideally good starting values should be gener-
ated for all input parameters based on the characteristics of the problem
instance at hand. The project manager should then only have to perform
minor adjustments to these values to achieve the desired output. Auto-
generating good starting values might however prove to be difficult for
the more complex input parameters. For these parameters, the project
manager will have to be involved in the selection of starting values. This
selection process will be significantly easier if the relationship between
a parameter value, project complexity and solution quality is clear. At
present these relationships are not clear for all input parameters, and
further experiments are required to rectify this situation. The results of
these experiments should facilitate the decision making process of project
managers when selecting starting values for input parameters.
• The output and results of the algorithm should be presented in a for-
mat that allows the project manager to analyse the behaviour of the
algorithm. The convergence behaviour of the colony should be clear and
easy to track. This can be achieved in several ways, but preferably it will
be done visually with the aid of a graph that tracks the solution quality
over time.
• Ideally the process will be interactive. The project manager should be
able to pause the algorithm, and analyse the behaviour of the colony at
intermediate stages of a run. If results at intermediate stages are not
satisfactory, then the algorithm can be reset with adjusted parameter
values. This will allow the project manager to quickly understand the
influence that parameter values can have on the behaviour of the colony,
without having to wait for a run to finish.
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In the sections that follow, the aspects mentioned above will be discussed in
more detail.
5.5 Discussion of parameter values
Most meta-heuristic procedures are built on the idea that the optimal solution
to a problem will be in the vicinity of other good solutions in the search space.
The aim is therefore to target areas of the search space where good solutions
are located. Parameter values play an important role in guiding the colony into
good areas of the solution space. They not only influence the location where
the colony should search, but they also influence the width and intensity of the
search around these locations. Some parameters influence only the location or
only the width of the search, whereas others have an influence on both aspects.
When Merkle et al. (2002) developed their ACO algorithm, they limited
the number of schedules that could be analysed to 5000. This limitation meant
their algorithm could only explore a small region of the solution space. It was
therefore of utmost importance for them to make sure that their colony only
explored very good areas of the solution space. As a result, they paid special
attention to the parameters that influence the location and direction of the
colony in the search space. Parameters influencing the width and intensity of
the search received limited attention.
In a commercial setting, the number of schedules that can be evaluated
will not be fixed, and it will be up to the project manager to decide how much
time he is willing to dedicate to schedule optimisation. The goal is therefore
to recommend parameter values to the project manager that can produce a
good solution in a specified amount of time. It makes sense to focus the search
around good areas of the solution space, regardless of the problem instance
under consideration. For this reason, several of the recommended parameter
values will be in accord with the suggestions of Merkle et al. (2002).
Deciding how wide an area should be explored around these locations will
be largely dependent on the amount of time that is available for the optimisa-
tion and the complexity of the problem under consideration. The parameter
values controlling this aspect will therefore require careful consideration. If
the search is too wide, then the colony might not converge on a good solution
in the allotted time. If the search is too concentrated around a certain area,
then the colony will converge prematurely, possibly missing better solutions in
the wider search area. Ideally the colony of ants should converge on the best
solution only towards the end of the run. This gives an indication that the
allotted time was put to good use by thoroughly exploring as large an area of
the solution space as possible.
What follows is a discussion of the various parameter values influencing
the ACO. The role of each parameter will be discussed, and guidelines will be
given for the selection of good starting values for each of these parameters.
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A summary of the work done by Merkle et al. (2002) will be given for the
parameters that they have already investigated.
5.5.1 Balancing the influence of pheromone values and
heuristic values
Parameters α and β control the relative influence that the pheromone values
and heuristic values have on the decision of an ant. For most ACO algorithms
these parameters are constant for the duration of the run. However, since a
static heuristic is used, the danger exists that the ants could concentrate their
search too much around the heuristic solution. This could lead to premature
convergence and suboptimal solutions. Ideally the heuristic should guide the
first few generations of ants to good solutions, but it should not hinder the ants
from following good pheromone trails in later generations. With this idea in
mind Merkle et al. (2002) decided to start with a relatively high heuristic value
and to decrease its influence after each generation of ants. They set β = 2 at
the start of the algorithm, and linearly decreased it so that it becomes zero
after half of the generations have been completed. The pheromone influence
was set to α = 1 for the duration of the run. They found that this set-up
produced superior results when compared to a constant value of β = 1 and
α = 1. It is therefore recommended that similar set-up with identical values be
used. Only one slight modification is proposed: The beta value should influence
a fixed number of generations, and not necessarily the first 50 percent of the
generations. Their algorithm only analysed 850 generations, and the beta value
therefore only affected the first 425 generations. If however 10 000 generations
are analysed, the heuristic influence should not be present for the first 5000
generations. It is therefore recommended that the heuristic influence should
not be present for more than 500 generations. This allows for more than
enough ants to build up good pheromone paths, without allowing the heuristic
to dictate the locations of the search for too long. This value should only be
increased if the colony shows little to none convergence behaviour during this
heuristic dominant period of the algorithm.
5.5.2 Number of ants per generation
The number of ants per generation controls the intensity of the search at a
specific location. The more ants per generation, the more thoroughly a spe-
cific region of the search space will be explored. Since Merkle et al. (2002)
analysed a restricted number of schedules, they only allowed 5 ants per gen-
eration. However, they did note that the solution quality can be improved if
this number is increased. It is therefore recommended that at least 15 ants
per generation be used. This number of ants will allow for an intensive search,
without increasing the runtime of the algorithm by too large a factor. If time
is not a factor, then this number could be increased to improve the solution
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quality. It should however be noted that increasing the number of ants by a
factor x will typically also increase the runtime of the algorithm by a factor
x. Discretion should therefore be used when increasing the number of ants for
large problem instances.
5.5.3 Discarding the elitist solution
As previously stated, two pheromone updates are done after every generation.
One for the best solution in the current generation, and one for the best so-
lution of the colony. The idea is that the ants should pay special attention to
the area where the best solution was found. However, if the best solution of
the colony does not change for several generations, then the strong pheromone
trails around this solution might prohibit ants from exploring a wider search
area. For this reason, Merkle et al. (2002) introduced the parameter gmax. This
parameter limits the number of generations that an elitist solution is allowed
to influence the pheromone updates. If the elitist solution does not change
after gmax generations, then it will be replaced with the best solution in the
current generation. They experimented with various different values ranging
from 0 to 200, and they found that gmax = 10 produced the best results. High
values of gmax led to premature convergence, and low values did not give the
ants enough time to thoroughly explore the good areas of the search space.
It is therefore recommended that gmax = 10 be used as a starting value for
all problem instances. For complex problems where the solution space is re-
ally large, slightly higher values of gmax could help speed up the convergence
behaviour of the colony.
5.5.4 Initialising the pheromone matrix
Before optimisation can begin, all entries in the pheromone matrix need to be
initialised. Merkle et al. (2002) give no indication as to what values were used
for the initialisation of their pheromone matrix. The initial values can influence
the convergence behaviour of the colony, and should not be chosen at random.
If the initial values are too high, then the effects of pheromone updates might
not be significant enough, and the colony could take a long time to converge.
If the initial values are too low, then the pheromone updates might cause
the relative difference between entries to be too high, and the colony might
converge early in the run. It is suspected that Merkle et al. (2002) initialised
the pheromone matrix with
ρ · 1
2T ∗
(5.5.1)
where T ∗ was taken as the duration of a schedule derived with the latest
start heuristic. This is a strategy often used in other ant systems, and it should
provide reasonable results in most cases. There is however a risk that the
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heuristic solution might not be very good, which would result in the pheromone
matrix being initialised with very small values. This could very easily lead
to premature convergence and poor solution quality. This problem will be
amplified for complex problem instances where heuristic schedules will be far
from optimal. For this reason it was decided to modify the pheromone update
procedure in a way that would eliminate the effect that the initial values have
on the behaviour of ants . Instead of updating pheromone values according to
τij = τij + ρ · 1
2T ∗
(5.5.2)
it is proposed that
τij = τij + a · ρ (5.5.3)
be used instead, with a ∈ R. This configuration simply adds a constant
amount of pheromone to the solution trail, without considering the makespan
of the schedule under consideration. This set-up might seem odd at first, since
it does not favour shorter schedules, but it does still lead to a convergent
colony. This convergence will stem from the high pheromone values associated
with the most popular solutions. The heuristic will initially lead ants to good
solutions, increasing the pheromone of these areas in the solution space. The
pheromone of these areas will then be further enhanced by the elitist solution,
eventually driving the colony towards convergence. This set-up has two advan-
tages: Firstly, if the pheromone matrix is initialised with a, then all elements
in the matrix will always have a as a common factor, regardless of the number
of times pheromone evaporates or is updated. Factorising equation 5.3.2 would
therefore result in both the dividend and the divisor having a common factor
of a, thus eliminating the impact that the initial pheromone will have on any
probability calculations. Secondly, an element of the pheromone matrix will
never exceed its initial value of a if exactly one pheromone update is applied
after each evaporation phase. If a specific element of the pheromone matrix
receives an update from every generation of ants, then its pheromone value
will be equal to a at the end of the run. This is illustrated below, where an
element initialised with a undergoes evaporation and a pheromone update in
succession:
a · (1− ρ) + a · ρ = a− a · ρ+ a · ρ = a (5.5.4)
The result is a very controlled environment, where pheromone values have
an upper limit of a2. This stands in contrast to traditional ant systems where
2The ACO described developed in this dissertation executes two pheromone updates
after each evaporation phase: One for the best solution in the current generation, and one
for the best global solution. It is therefore not entirely accurate to say that the maximum
value of any entry in the pheromone matrix is a, since an entry can receive a double update
for one evaporation phase. Pheromone values above a are however very rare, since it is
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there are no restrictions on the values that entries in the pheromone matrix
could grow to. These systems are at risk of early convergence if the pheromone
build-up on some entries reach very high values compared to the rest of the
matrix. This risk is eliminated to a large degree by the proposed set-up.
Any rational number can be used for a, as long as the same number is used
consistently throughout the run of the algorithm. For this dissertation a value
of a = 1 was used in all calculations.
5.5.5 Direct evaluation and summation evaluation
When ants employ equation 5.3.2 during the activity selection process, they are
said to be following a local or direct evaluation strategy. This stems from the
fact that ants only inspect the pheromone value τij when evaluating the prob-
ability of scheduling activity j in position i. An alternative set-up, known as
summation evaluation, has however also been proposed by Merkle et al. (2002).
Summation evaluation gives ants a more global overview of the pheromone val-
ues by allowing them to evaluate
∑i
k=1 τkj instead of only τij when calculating
the likelihood of scheduling activity j in position i. Equation 5.5.5 shows the
probability distribution associated with the selection of activities when ants
follow a summation evaluation strategy:
p′ij =
(
∑i
k=1[γ
i−k · τkj])α · [ηij]β∑
h∈ξ((
∑i
k=1[γ
i−k · τkh])α · [ηih]β)
(5.5.5)
Where γ > 0 controls the relative influence of pheromone values corre-
sponding to preceding positions. Summation evaluation has been successfully
applied to the single machine total tardiness problem, where it is crucial for
jobs not to be scheduled too late. For the RCPSP it is important that certain
activities are not scheduled too late, since it could have dire implications on
the deadline of the schedule. Summation evaluation is well suited for these
situations. Resource feasible time slots are however irregular, and it is very
possible that an activity can be scheduled in two different positions and still
produce a good schedule, whereas all positions in between might have less
than desirable results. For these situations, direct evaluation provides a better
fit. With this in mind, Merkle et al. (2002) decided to make use of a hybrid
approach where a combination of direct and summation evaluation is used
to calculate probabilities. They still made use of equation 5.3.2 to calculate
probabilities, but instead of using τij, a modified value τ ′ij was introduced:
τ ′ij = c · xi · τij + (1− c) · yi ·
i∑
k=1
(γi−k · τkj) (5.5.6)
unlikely that a single entry would receive a double update for every single generation of the
algorithm.
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With xi =
∑
h∈ξ
∑i
k=1(γ
i−k · τkh) and yi =
∑
h∈ξ τih.
Parameter value c controls the relative influence of direct evaluation and
summation evaluation, with c = 1 leading to direct evaluation only, and c = 0
corresponding to pure summation evaluation. Its not always easy to predict
what might happen if parameter values c and γ are adjusted. For this reason
Merkle et al. (2002) experimented with various values and combinations for
these two parameters to better understand the influence that they can have
on the colony’s performance. They found that the combination of c = 0.5 and
γ = 1 produced the best results. If project managers want to adjust these
values, then low values of γ and high values of c should be avoided, since these
proved to deliver the worst results.
5.5.6 Pheromone evaporation rate
The pheromone evaporation rate controls how wide the colony of ants will
search around good solutions. A low evaporation rate allows the colony to
investigate a wide search area, but it might take a long time to converge on a
really good solution. With a high evaporation rate, ants tend to concentrate
around a specific area in the solution space. This might lead to ants getting
stuck in local optima, resulting in premature convergence. Selecting an ap-
propriate pheromone value is therefore crucial to the optimal functioning of
the ACO. This selection process is however not trivial, and it is complicated
by the fact that different problem instances will have a different response to
the same pheromone value. Merkle et al. (2002) do not experiment with dif-
ferent pheromone values, but they simply start off with a pheromone value of
ρ = 0.025 which is increased to ρ = 0.075 for the last 200 generations. The
idea being that the colony should start with a low pheromone value to explore
a wide area of the search space, which needs to be increased to a higher value
towards the end of the run to ensure that the colony can converge in the allot-
ted 850 generations. They do however note that a lower pheromone value can
increase the solution quality of the colony if the algorithm run time is not a
concern. This is also confirmed in an experimental study conducted by Dorigo
and Stutzle (2001). Their experiments indicate that a lower pheromone evapo-
ration rate produced superior solutions to higher values in almost all instances.
It therefore seems that if time is not a factor, lower evaporation rates should
be preferred. It is however important to give the colony sufficient time to reach
convergence if these lower evaporation rates are used. Should the algorithm
be terminated before convergence is reached, solution quality might be poor.
The amount of time needed for convergence is however highly dependent on
the problem complexity, and the pheromone evaporation rate. For complex
problem instances a large number of generations of ants might be required
before convergence is reached. Computation times might become impracti-
cal for these scenarios. Engineering projects can vary in size and complexity,
and project managers will need guidance to select a pheromone evaporation
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rate that can produce a high quality solution in a reasonable amount of time.
An understanding of the relationship between pheromone evaporation, colony
convergence and problem complexity is therefore required. Unfortunately aca-
demic literature on this topic is sparse to non-existent. An experimental study
is therefore required to better understand these relationships. This experimen-
tal study will be the focus of the section that follows.
5.5.7 Experiments
The amount of time that project managers can invest in schedule optimisa-
tion is very much project specific. For large projects with a restricted budget,
schedule optimisation can result in large cost savings, and both the client
and the project manager would be more than willing to invest a significant
amount of time on schedule optimisation. This might not be the case for
smaller projects where the impact of schedule optimisation might be minimal.
It therefore makes sense to let the project manager dictate how much time
should be allotted to the runtime of the ACO. This time restriction can also
be expressed in terms of the maximum number of generations that a colony
can spawn. (This can be approximated by dividing the specified time limit by
the runtime of one generation of ants.) Project managers are therefore faced
with the task of determining a pheromone evaporation rate that will allow the
colony to converge on a good solution within the allotted number of genera-
tions. The complexity of the problem instance under consideration will also
have to be taken into consideration, since this could also influence the conver-
gence behaviour of the colony. Academia provides almost no information as
to how this selection process should be approached. The goal of this section
is therefore to conduct an experiment that can give insight into the influence
that pheromone evaporation and project complexity can have on the conver-
gence behaviour of the colony. Since the ACO has a random component, the
convergence behaviour of a colony of ants will never be 100% predictable. The
end goal of this experiment is therefore not to find a hard rule that project
managers must use to select a pheromone evaporation rate, but rather to pro-
vide a guideline that can be used as a good starting point when choosing the
input parameters of the ACO.
5.5.7.1 Setup
Due to the extensive research that the RCPSP has enjoyed, several bench-
mark libraries have been developed for researchers to test their algorithms
on. One of the more popular libraries, PSPLIB (available at http://www.om-
db.wi.tum.de/psplib/), is of particular interest. Not only is this one of the most
popular and largest project libraries on offer, but the researchers who devel-
oped the library Drexel et al. (1995) also devoted much attention to classify
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the complexity of a resource-constrained project instance. Three parameters
were identified as being key to measuring this complexity:
Network complexity Network complexity (NC) is an indication of the den-
sity of the technical precedence graph of a project. It is measured as the average
number of non-redundant edges per node (activity) in the technical precedence
graph. Interestingly, projects with a higher network complexity are generally
easier to solve than projects with a lower network complexity (Alvarez-Valdes
and Tamarit, 1989). Increasing the network complexity of a project leads
to a more constrained environment, with less possible schedule combinations.
The eligible sets generated by the SSGS will typically be smaller, leading to a
smaller solution space, and also faster computation times.
Resource strength Resource strength (RS) is a measure of the resource
scarcity of a project. It is meant to express the relationship between the
resource demands of activities and the resource availability of a project. Re-
source strength was first introduced by Cooper (1976). Drexel et al. (1995)
provided several enhancements to the way in which resource strength should be
measured, and they also normalised RS over the interval [0, 1]. With RS = 0
corresponding to projects with just enough resources to generate a feasible
schedule, and RS = 1 corresponding to the unconstrained case. Projects with
a low resource strength are therefore harder to solve than projects with a high
resource strength. The resource strength of a project is said to be type depen-
dent, since different resource types will not necessarily have the same resource
strength.
Resource factor The resource factor (RF) of a project reflects the average
diversity of the resource usage of project activities. In other words, how many
different resource types are included in an activity’s resource requirements.
The resource factor was first introduced by Pascoe (1966), and only slightly
modified by Drexel et al. (1995). RF is also normalised over the interval [0,
1]. If RF = 1, then every activity in the project requires at least one resource
of each resource type. If RF = 0, then all activities in the project have
zero resource requirements. Projects with a high resource factor are generally
harder to solve than projects with a low resource factor.
Besides these three factors, the number of activities obviously also influences
the complexity of a project. Drexel et al. (1995) developed a random network
generator called ProGen, capable of generating fictitious projects of any size,
network complexity, resource strength and resource factor. They dedicated
significant effort to ensure that the projects produced by ProGen are realistic,
which arguably led to ProGen being one of the most popular random net-
work generators around. All of the problem instances in the PSPLIB were
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also generated using ProGen. ProGen is therefore a logical choice for gen-
erating project instances for experimentation purposes. It offers a controlled
environment where the relationship between pheromone evaporation, project
complexity and ant colony convergence can be studied. ProGen can be used
to generate a fixed number of problem instances conforming to predetermined
size and complexity settings. These problems can then be scheduled with a va-
riety of different pheromone evaporation rates, to see if there is any correlation
between convergence speed, project complexity and pheromone evaporation.
PSPLIB already contains a large number of project instances varying in
complexity and size. The most complex problem sets in the library consist of
120 activities each. Informal surveys indicate that the number of activities in
the design phase of civil engineering projects typically range between 60 - 1000.
Several of these problem instances are therefore useful, but it was necessary
to generate additional problem sets with a higher activity count.
In the end, a total of 100 projects were selected for experimentation pur-
poses. Ten problem sets consisting of ten projects each were used. All projects
in a problem set were generated with the same complexity parameters. These
parameters are shown in Table 5.1. Note that the project sets are listed in
order of increasing size and complexity.
Table 5.1: Complexity Parameters of Problem Sets
Problem Set j NC RF RS
1 60 2.1 1.00 0.2
2 60 1.5 1.00 0.2
3 120 2.1 0.5 0.3
4 120 1.5 1.00 0.1
5 250 2.1 0.5 0.3
6 250 1.5 1.00 0.1
7 500 2.1 0.5 0.3
8 500 1.5 1.00 0.1
9 1000 2.1 0.5 0.3
10 1000 1.5 1.00 0.1
Problem sets 1-4 were acquired from the PSPLIB, whilst problem sets 4-
10 were newly generated with ProGen. Problems sets 1-4 correspond to the
PSPLIB problem sets J60-45, J60-13, J120-48 and J120-16 respectively. Three
different solutions were generated for each test project with the ACO described
in section 5.3.3. A different pheromone value was used for each run. Slightly
higher pheromone values were used for the bigger problem instances, since they
were expected to take too long to converge with small pheromone values. The
pheromone values used for each problem set is shown in Table 5.2:
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Table 5.2: Pheromone Values for Respective Runs
Problem Set ρ1 ρ2 ρ3
1 0.01 0.025 0.05
2 0.01 0.025 0.05
3 0.025 0.05 0.1
4 0.025 0.05 0.1
5 0.05 0.1 0.15
6 0.05 0.1 0.15
7 0.1 0.15 0.2
8 0.1 0.15 0.2
9 0.1 0.2 0.3
10 0.1 0.2 0.3
In order to minimise the impact of the random component of the ACO, this
whole process was repeated three times. This gives a total of 3×3×100 = 900
ant colonies that can be analysed. Each colony was allowed to run until conver-
gence was reached. The number of colonies required to reach convergence was
noted, along with the run time and schedule makespan. All tests were written
in the Java programming language, and executed on a personal computer with
a 3.10 GHz Intel quad core processor.
5.5.7.2 Results
The results for each problem set are summarised in tables 5.3 - 5.12. Several
properties are noted for each problem set (PS ):
g : The number of generations needed for convergence was noted for each of
the different pheromone values. The numbers shown are averaged over
the three runs that each problem set was subject to.
t: The average runtime until convergence is shown for every pheromone value
and problem set combination. Values are presented in seconds.
dev : For each pheromone value, the best solution (shortest makespan) ob-
tained in the three runs was noted. The best solutions obtained with
each of the pheromone values were then compared to each other. The de-
viation from the minimum of these values were noted for each pheromone
value. The results are shown in the dev column of the tables. Values are
presented as percentages. A value of 0% is therefore an indication of the
pheromone value that achieved the best solution for a specific problem
set.
When analysing the results shown in the tables below, it is important to
compare problem sets that only differ in regard to one parameter. In other
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words, problem set 1 can be compared to problem set 2, since they only differ in
regards to their network complexity. It is therefore possible to say that problem
set 2 is more complex than problem set 1, since all of their other complexity
parameters are equal. The same can however not be said for problem set 4 and
5 for example. Even though problem set 5 has more activities than problem set
4, problem set 4 has lower NC and RS values, as well as a higher RF value. It is
therefore not clear which problem set has a higher total complexity. Problem
set 4 and 6 could however be compared, since problem set 6 definitely has a
higher complexity than problem set 4.
Table 5.3: Convergence Results: Problem Set 1
ρ = 0.01 ρ = 0.025 ρ = 0.05
PS g t dev g t dev g t dev
1-01 5137.67 39.31 0.0 1638.0 13.63 1.01 288.0 2.51 5.05
1-02 6167.0 52.88 0.68 1410.33 13.89 0.0 374.33 3.92 3.38
1-03 7500.33 69.88 0.67 1348.33 13.3 0.0 493.33 5.02 0.67
1-04 5992.67 47.14 0.0 1073.67 8.97 0.0 368.33 3.19 0.89
1-05 7679.67 63.63 0.0 1617.67 14.47 0.92 382.33 3.5 1.83
1-06 7757.33 70.78 0.0 1446.67 14.0 0.0 419.33 4.16 1.34
1-07 6198.33 47.36 0.0 1491.33 13.44 0.0 340.0 3.28 1.6
1-08 5316.33 45.25 1.52 993.67 9.36 0.76 422.0 3.99 0.0
1-09 6105.33 51.49 2.33 1103.0 9.81 0.0 376.67 3.52 0.0
1-10 8092.0 65.49 1.67 1209.0 10.52 0.0 366.67 3.32 1.67
Avg: 6594.67 55.32 0.69 1333.17 12.14 0.27 383.1 3.64 1.64
Table 5.4: Convergence Results: Problem Set 2
ρ = 0.01 ρ = 0.025 ρ = 0.05
PS g t dev g t dev g t dev
2-01 12467.0 132.1 0.0 2158.67 24.94 0.85 662.67 7.88 1.69
2-02 7569.0 71.85 0.91 1945.0 21.45 0.0 529.67 6.19 2.73
2-03 12627.33 119.12 0.0 2395.67 25.39 1.1 787.33 8.96 1.1
2-04 8431.0 80.92 0.0 1811.0 19.95 0.0 428.67 4.85 0.94
2-05 8973.67 88.27 1.0 2189.0 22.45 0.0 460.67 4.88 1.0
2-06 12410.67 122.43 0.0 2047.67 22.06 1.03 380.67 4.3 3.09
2-07 10357.67 99.52 2.22 2194.33 24.0 0.0 650.67 7.44 0.0
2-08 9511.33 85.98 0.0 2065.67 23.18 1.6 489.33 5.77 1.6
2-09 7337.0 59.18 0.0 1561.0 13.79 0.95 341.67 3.19 0.95
2-10 9474.0 89.96 0.0 1937.0 21.39 0.83 626.33 7.4 0.83
Avg: 9915.87 94.93 0.41 2030.5 21.86 0.64 535.77 6.09 1.39
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Table 5.5: Convergence Results: Problem Set 3
ρ = 0.025 ρ = 0.05 ρ = 0.1
PS g t dev g t dev g t dev
3-01 4871.67 111.36 0.0 1072.33 26.41 0.0 282.0 7.16 0.0
3-02 4989.33 121.58 0.86 1309.33 34.68 0.0 321.67 8.64 0.86
3-03 5300.33 127.8 0.0 1096.0 27.09 0.0 248.33 6.33 2.54
3-04 6256.67 151.54 0.0 1225.0 30.59 0.0 318.33 8.08 2.22
3-05 4548.33 102.72 0.0 1084.67 25.81 0.87 226.33 5.7 0.87
3-06 7447.33 175.62 0.0 871.33 21.77 0.0 267.0 6.99 0.0
3-07 5025.0 119.57 0.0 1113.0 27.68 1.8 341.33 8.66 1.8
3-08 3866.33 83.07 0.0 687.33 16.11 0.83 233.67 5.75 0.83
3-09 6357.33 147.35 0.0 1093.33 27.57 0.0 238.0 6.32 1.69
3-10 3657.0 84.04 0.0 913.33 21.96 0.86 281.33 7.02 0.86
Avg: 5231.93 122.46 0.09 1046.57 25.97 0.44 275.8 7.07 1.17
Table 5.6: Convergence Results: Problem Set 4
ρ = 0.025 ρ = 0.05 ρ = 0.1
PS g t dev g t dev g t dev
4-01 13722.33 467.34 0.0 1989.33 78.73 1.44 549.0 22.19 3.85
4-02 10396.33 375.77 0.41 2091.67 86.81 0.0 473.67 20.37 1.63
4-03 11856.33 463.21 0.0 2142.33 92.6 0.8 440.0 19.8 2.81
4-04 13043.0 457.17 0.94 2754.33 106.99 0.0 645.67 25.31 1.89
4-05 8725.33 300.65 0.0 2046.67 75.22 0.0 569.67 21.09 2.35
4-06 8675.33 335.39 0.0 2558.67 106.41 1.86 642.67 28.03 4.19
4-07 9344.67 355.98 0.0 2220.67 92.91 2.06 521.0 22.44 2.58
4-08 9526.0 364.46 0.0 2147.0 87.45 0.49 510.0 21.54 2.43
4-09 9975.67 409.5 0.0 2031.33 88.28 0.93 581.33 26.26 2.31
4-10 10283.33 379.74 0.44 1856.67 77.64 0.0 509.33 21.85 1.76
Avg: 10554.83 390.92 0.18 2183.87 89.3 0.76 544.23 22.89 2.58
Table 5.7: Convergence Results: Problem Set 5
ρ = 0.05 ρ = 0.1 ρ = 0.15
PS g t dev g t dev g t dev
5-01 2368.67 306.28 0.0 1192.0 158.25 0.0 414.33 55.63 0.74
5-02 3399.0 444.16 0.0 880.0 118.84 0.0 342.0 46.72 0.66
5-03 2843.67 377.82 0.65 681.0 92.38 0.0 283.0 39.01 0.0
5-04 2099.33 300.19 0.0 681.33 104.4 0.0 356.0 54.34 0.0
5-05 2174.67 295.83 0.78 967.0 136.59 0.0 397.67 57.45 0.0
5-06 975.67 138.65 0.0 308.67 46.86 0.0 257.33 38.05 0.0
5-07 4178.33 524.14 0.0 771.0 101.99 0.71 326.67 44.03 0.0
5-08 2122.33 283.06 1.33 1286.33 182.53 0.0 351.0 49.94 0.0
5-09 3895.0 491.85 0.62 1010.67 132.31 0.0 401.67 53.78 1.23
5-10 4543.33 626.01 0.8 858.33 120.14 0.0 497.33 69.62 0.8
Avg: 2860.0 378.8 0.42 863.63 119.43 0.07 362.7 50.86 0.34
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Table 5.8: Convergence Results: Problem Set 6
ρ = 0.05 ρ = 0.1 ρ = 0.15
PS g t dev g t dev g t dev
6-01 11576.67 2353.34 0.0 1944.0 413.14 1.52 527.0 114.2 1.83
6-02 9607.67 2166.42 0.0 1581.67 370.03 0.33 523.0 125.06 2.63
6-03 9072.67 1922.58 0.0 1731.67 379.9 0.0 584.67 129.62 1.08
6-04 7743.33 1702.13 0.0 1528.67 345.07 0.68 607.33 138.61 1.71
6-05 9764.33 2085.29 0.0 1375.67 298.7 0.99 531.33 118.86 1.66
6-06 9711.0 2100.08 0.0 1447.0 317.94 2.05 532.67 121.07 1.71
6-07 9734.0 1950.04 0.0 1680.67 339.31 2.03 485.0 98.68 2.7
6-08 8231.67 1615.33 0.0 1486.67 295.18 0.71 507.33 101.89 2.47
6-09 8555.0 1703.62 0.0 1572.33 325.82 0.82 557.0 117.11 1.65
6-10 9589.67 2099.61 0.0 1383.67 311.62 1.06 543.67 124.47 2.11
Avg: 9358.6 1969.84 0.0 1573.2 339.67 1.02 539.9 118.96 1.96
Table 5.9: Convergence Results: Problem Set 7
ρ = 0.1 ρ = 0.15 ρ = 0.2
PS g t dev g t dev g t dev
7-01 422.67 360.87 0.61 224.67 194.98 0.0 121.33 109.12 0.61
7-02 906.67 741.29 0.58 377.33 310.73 0.0 216.67 179.11 0.0
7-03 338.67 276.1 0.0 224.67 189.94 0.0 221.33 185.43 0.0
7-04 431.0 343.17 0.0 283.67 233.91 0.56 183.33 151.01 0.56
7-05 507.0 431.79 0.0 274.0 242.13 0.0 134.67 119.02 0.59
7-06 351.33 273.82 0.59 224.33 178.09 0.59 213.67 169.53 0.0
7-07 437.67 374.33 0.0 297.0 256.86 0.0 223.33 192.75 0.66
7-08 472.67 405.48 0.0 699.33 618.21 0.51 347.33 305.86 0.51
7-09 921.67 821.24 0.5 622.0 567.95 0.5 332.67 296.2 0.0
7-10 1072.67 1002.58 0.0 268.0 254.19 0.0 198.33 192.2 0.0
Avg: 586.2 503.07 0.23 349.5 304.7 0.22 219.27 190.02 0.29
Table 5.10: Convergence Results: Problem Set 8
ρ = 0.1 ρ = 0.15 ρ = 0.2
PS g t dev g t dev g t dev
8-01 1341.33 1523.84 0.0 939.33 1074.95 0.33 351.0 405.28 0.65
8-02 1170.0 1430.82 0.3 993.67 1235.17 0.0 491.67 598.07 0.59
8-03 4002.33 5077.55 0.0 1056.67 1313.22 0.57 538.67 677.23 1.14
8-04 2961.0 3548.86 0.0 936.67 1108.67 0.0 421.0 497.31 0.8
8-05 4075.67 5097.41 0.26 1189.67 1481.82 0.0 491.0 615.31 1.03
8-06 2631.67 3164.64 0.84 1029.33 1243.26 0.0 456.67 554.39 0.84
8-07 924.0 1188.45 0.37 624.33 807.36 0.0 289.0 374.12 0.75
8-08 3590.0 4411.36 0.0 1036.0 1282.56 0.0 374.0 464.69 0.57
8-09 1863.33 2303.95 0.0 904.33 1118.43 0.0 441.67 551.32 0.0
8-10 2098.33 2571.55 0.0 923.67 1153.29 0.0 459.67 569.29 0.58
Avg: 2465.77 3031.84 0.18 963.37 1181.87 0.09 431.43 530.7 0.7
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. RESOURCE-CONSTRAINED PROJECT SCHEDULING FOR
THE ENGINEERING-PLANNING PHASE 75
Table 5.11: Convergence Results: Problem Set 9
ρ = 0.1 ρ = 0.2 ρ = 0.3
PS g t dev g t dev g t dev
9-01 373.67 2034.52 0.5 151.0 832.22 0.0 98.0 582.57 1.01
9-02 370.0 1985.77 0.0 167.33 927.4 0.47 88.0 523.22 0.93
9-03 324.67 1741.42 0.49 219.67 1235.12 0.0 90.33 548.29 0.99
9-04 272.33 1582.95 0.0 89.67 554.16 0.0 122.0 767.97 0.0
9-05 404.67 1962.7 0.0 143.0 738.19 0.0 80.33 439.89 0.51
9-06 353.0 1835.76 0.0 146.67 787.37 0.0 141.0 799.05 0.0
9-07 312.33 1728.19 0.0 257.0 1465.28 0.52 159.67 913.89 0.0
9-08 655.67 3247.76 0.0 208.33 1060.34 0.0 64.67 361.11 1.08
9-09 291.67 1701.3 0.54 166.67 1000.59 0.0 100.67 650.05 0.54
9-10 357.0 2049.56 0.0 101.67 614.18 0.0 74.33 477.5 0.56
Avg: 371.5 1986.99 0.15 165.1 921.48 0.1 101.9 606.35 0.56
Table 5.12: Convergence Results: Problem Set 10
ρ = 0.1 ρ = 0.2 ρ = 0.3
PS g t dev g t dev g t dev
10-01 1036.67 8376.5 0.0 362.0 3033.52 0.49 242.33 2019.07 0.74
10-02 1205.33 10022.65 0.0 330.0 2788.9 0.23 197.0 1692.41 0.45
10-03 826.67 6168.69 0.0 332.33 2538.12 0.0 151.33 1198.19 0.26
10-04 1102.33 8855.8 0.0 369.67 3013.7 0.29 145.0 1237.47 0.57
10-05 784.0 6690.9 0.0 235.67 2047.79 0.28 191.0 1698.21 0.28
10-06 740.67 5858.59 0.0 306.0 2476.36 0.53 178.0 1464.8 1.06
10-07 915.0 7239.7 0.0 493.67 3953.63 0.48 254.33 2077.79 0.48
10-08 771.33 5826.51 0.0 257.33 1996.94 0.56 173.67 1371.09 0.83
10-09 623.33 4881.95 0.0 212.0 1744.86 0.32 130.33 1099.7 0.95
10-10 671.33 5454.63 0.0 346.67 2859.72 0.0 254.0 2129.54 0.0
Avg: 867.67 6937.59 0.0 324.53 2645.35 0.32 191.7 1598.83 0.56
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5.5.7.3 Remarks and Observations
Several interesting observations can be made when analysing the data of the
convergence experiment. The most noteworthy ones are discussed in this sec-
tion.
Inverse relationship between pheromone value and generations re-
quired for convergence If the complexity of a project is fixed, then an
inverse relationship exists between a colony’s pheromone evaporation rate and
the number of generations required for convergence to be reached. Increasing
the pheromone value of a colony, decreases the number of generations required
for convergence and visa versa. This holds true for every single problem set.
This was however expected, and also correlates with previous research.
Low pheromone values do not always guarantee the best solution
Previous research has indicated that lower pheromone values should be pre-
ferred over higher values, since they will produce superior solutions if runtime
is not a factor. The data of this experiment has however shown that this is not
always true. ρ2 produced superior results to ρ1 for several problem sets. The
performance difference was however small, and ρ1 never produced a schedule
that exceeded the makespan of the best solution by more than 1%. ρ3 consis-
tently offered the worst performance, but also did not deviate from the best
solution by more than 3%. These differences might become more pronounced
if pheromone values differed by a larger margin. Overall, the lower pheromone
values did however perform the best, and as a rule of thumb low pheromone
values should be preferred to high pheromone values. The performance gain
in solution quality is however not always worth the additional run time.
Runtime becomes significant for large problem instances For the
larger, more complex problem instances the algorithm needed a significant
amount of time to converge. Problem set 10 is the most complex problem set
investigated, and required roughly 8 seconds to complete one generation. Two
operations performed by the ACO are computationally expensive: Finding a
resource feasible slot for each activity, and pheromone evaporation. Increasing
the number of activities in a project will also increase the complexity of these
two operations. Algorithm runtime is therefore strongly correlated to the
number of activities in a project. Project managers should keep these run
times in mind when setting up the input parameters of an ACO, since it could
possibly take several hours to reach convergence for large projects.
Relationship between pheromone evaporation, project complexity
and convergence The results of these experiments suggest that a fixed re-
lationship does indeed exist between pheromone evaporation, project complex-
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ity, and the number of generations required to reach convergence. Inspection
revealed that this relationship can be approximated by
g =
1
ρx
(5.5.7)
where x is a function of j, NC, RS and RF. To illustrate this relationship,
the x value for each of the problem sets analysed was calculated. The results
are shown in table 5.13.
Table 5.13: x -values of problem sets
x -values
Problem set ρ 1 ρ 2 ρ 3 Ave.
1 1.91 1.95 1.98 1.95
2 2 2.06 2.09 2.05
3 2.32 2.32 2.44 2.36
4 2.51 2.56 2.73 2.6
5 2.66 2.93 3.1 2.9
6 3.05 3.19 3.3 3.18
7 2.77 3.08 3.34 3.06
8 3.4 3.62 3.77 3.6
9 2.57 3.17 3.84 3.19
10 2.94 3.59 4.37 3.63
The x values of problem sets with the same complexity tend to be con-
stant, with minor deviations from the average. This relationship does however
break down for high pheromone values, where deviations become more accen-
tuated (refer to problem sets 9 and 10). Premature optimisation is much more
likely to occur with higher pheromone values, and is most likely the cause
of the slightly erratic behaviour observed in the larger problem sets. Further
research might refine the relationship presented in equation 5.5.7, but the ran-
dom component of the ACO will always inhibit this relationship from being
captured with 100% accuracy for all problem sets. Nevertheless, equation 5.5.7
still provides a good heuristic for selecting an appropriate initial pheromone
value for an optimisation process. If the total project complexity is known, and
a corresponding x value is available, then a project manager could use equa-
tion 5.5.7 to calculate a pheromone value that would let the colony converge
in the desired number of generations. Unfortunately there exists no formula
to calculate an x value based on the project complexity at present. It seems
like more complex problem instances require higher x -values, but the matter
still requires further research. If no fixed relationship can be found, then it
might be necessary to calculate these x values empirically by generating an
even larger test case than the one provided in this dissertation. This process
could also be done over time by crowd-sourcing results from project managers
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using the tool. For the time being, project managers will have to base their x
values off the results of this experiment, by means of basic interpolation. This
should already provide a very good starting point for finding an appropriate
pheromone evaporation rate.
5.6 Implementation details - ProBaSE
For the ACO to become practically useful, a software implementation is re-
quired that can be used by project managers. At the time of writing, no
commercial scheduling packages have incorporated an ACO in their schedul-
ing engines. Without the appropriate software tools, the ACO can never be
expected to gain traction in the civil engineering industry. It was therefore
important to develop a software package that not only implements the ACO,
but also implements the complete BaSE framework. This goal was achieved
with the development of ProBaSE, which is a prototype Java implementation
of the BaSE framework. ProBaSE along with source code is provided on the
supplementary material CD accompanying this dissertation. This section will
focus on the ACO capabilities of ProBaSE, and will illustrate how they can
facilitate project managers during the resource-constrained scheduling phase.
5.6.1 A graphical user interface
ProBaSE provides the project manager with a graphical user interface from
which all scheduling related activities can be initiated. Some of the core fea-
tures pertaining to resource-constrained scheduling include:
• Importing resource-constrained projects.
• Analysing project complexity.
• Adjusting the ACO input parameters.
• Analysing the behaviour of an ant colony.
• Viewing an optimised schedule.
• Exporting the optimised schedule.
Figure 5.3 shows the main screen from where these activities would be
launched.
5.6.2 Preparing for schedule optimisation
Two steps are required from the project manager before schedule optimisation
can commence. A resource-constrained project needs to be imported, and the
input parameters of the ACO need to be fixed.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. RESOURCE-CONSTRAINED PROJECT SCHEDULING FOR
THE ENGINEERING-PLANNING PHASE 79
Figure 5.3: ProBaSE - Main View
Importing the project is trivial, and simply requires the project manager
to open an appropriate input file from the main window. The format of this
input file will be the subject of discussion in section 5.6.6.
Figure 5.4: ProBaSE - ACO window
With a resource-constrained project loaded, project managers can navigate
to the ACO window shown in figure 5.4 to launch the scheduling process. Here
project managers can define the values of input parameters, and initiate the
ACO. To assist with the selection of appropriate parameter values, the most
important properties of the imported project will automatically be calculated
and displayed. This will include the number of activities, the number of re-
source types, the network complexity, the resource scarcity and the resource
strength of the project. The guidelines provided in section 5.5 should then
be used to select appropriate input parameters. Most of these fields will al-
ready be populated with good starting values by default, but parameters such
as pheromone evaporation and the number of generations might still require
adjustment depending on the complexity of the project, and the amount of
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time available for optimisation. Functionality is provided to estimate the run-
time of the ACO based off the input parameters provided. This is achieved by
simply performing a short dry run, and estimating the time of one generation
of ants. This information should help a project manager decide on the maxi-
mum generations of ants that the colony can be allowed to spawn. A suitable
pheromone value can then be calculated using equation 5.5.7. x values should
be interpolated from the values provided in section 5.5.7.3, or it can be based
off historical data.
5.6.3 Analysing the behaviour of the colony
As stated in section 5.4, it must be possible for the project manager to evaluate
the performance and behaviour of the algorithm. To facilitate this process, a
graph is presented to the user that tracks the change in solution quality over
time. On the x-axis, the number of ant generations analysed is displayed. On
the y-axis, the makespan of the best solution found in a specific generation
is shown. By analysing this graph, project managers can get an idea of the
convergence behaviour of the colony. Ideally the colony would only converge
on the best solution towards the end of the run. If premature convergence is
evident, then a lower pheromone value should be used in order to explore a
larger region of the solution space. An example of this is shown in figure 5.5.
If the colony does not display convergence behaviour, then a larger pheromone
Figure 5.5: Premature convergence
value should be used or the colony should be allowed to spawn more generations
of ants. Such behaviour is displayed in figure 5.6. Functionality is provided
to pause the ACO at any stage during a run. Convergence behaviour can
therefore be monitored at intermediate stages, without having to wait for a
run to finish. If the progress of the colony is not satisfactory, the algorithm
can be reset with more suitable parameter values. This should hopefully speed
up the process of finding a good solution. Figure 5.7 shows the results of a
colony that displayed good convergence behaviour in the allotted amount of
time. The data for these plots are also presented to the user in table form, so
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Figure 5.6: Non-convergent behaviour
Figure 5.7: Convergent behaviour
project managers could analyse the behaviour of a colony with any statistical
tool of their liking.
5.6.4 Configuring the project calendar
The results produced by the ACO scheduling algorithm are based on time in-
crements, and do not factor in any calendar related time information. Projects
executed in the real world are however very much calendar based, and the
schedule needs to reflect information such as the project start- and end-date,
as well as project off days. Functionality is therefore provided for the project
manager to specify this information. The project start date can be specified,
as well as the durations of a standard work week. Calendar days that do not
conform to the specifications of a standard work week can also be configured.
All of this information can be specified in the project input file, or it can be
done graphically using the calendar tool shown in figure 5.8. The schedule
produced by the ACO will then automatically be mapped onto this calendar,
to provide project managers with realistic activity start- and end-dates. Re-
fer to the source code of ProBaSE to see exactly how this is achieved. Since
ProBaSE is meant to be used during the engineering-planning phase, detailed
information regarding the shifts of individual resource would not be available.
Resource calendars therefore need not be specified at this stage of project
planning.
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Figure 5.8: ProBaSE - Project Calendar
5.6.5 Viewing the optimised schedule
ProBaSE presents the optimised schedule to the user in the form of a Gantt
chart. Gantt charts have been widely used by project managers for many years
now, since they offer such an effective way to visualise a project schedule. Im-
portant project information such as activity start- and end-dates, precedence
relations and critical paths can easily be presented on a Gantt chart. The
Gantt chart viewer of ProBaSE is shown in figure 5.9. Chapter 6 will explain
the functionality of this viewer in more detail.
5.6.6 XML based project files
Most commercial project management packages in use offer much more func-
tionality than just scheduling. The goal of ProBaSE is not to replace these
project management packages, but rather to facilitate with one of the more
complicated phases, namely resource-constrained scheduling. It is therefore
important that information can be easily exchanged between ProBaSE and
commercial packages. With this in mind, it was decided to make use of the
well known XML format for the storage of project files. The minimum in-
put file will consist of the project specifications, and it will include activity
names, activity durations, a project calendar, resource constraints, resource
requirements and all activity dependencies. ProBaSE can then automatically
append all of the scheduling information that it generates to this file. This will
include scheduled start and end dates, as well as resource allocations. There
are several advantages to storing these files in this format:
• XML is an industry accepted file format for the exchange of information.
Most software developers are familiar with it, and it would be straight
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Figure 5.9: Gantt-chart viewer
forward to export and import information to and from an XML file.
Commercial software vendors could easily develop such bridges if they
want to use the sophisticated scheduling engine of ProBaSE.
• XML is human-readable. If no bridge is available between a commercial
software package and ProBaSE, then the conversion process could easily
be done by a human. Granted it will take more time, but it allows project
managers to use any project management package of their choice.
The input and output files for an example project are given on the CD accom-
panying this dissertation.
5.7 Chapter summary and recommendations
This chapter investigated a solution for the resource-constrained scheduling
phase of the BaSE framework. An ant colony optimisation was proposed as
a viable solution to this problem. Not only has this optimisation proved to
be one of the most effective meta-heuristics available for the RCPSP, but
it also has the advantage of being very understandable and time-effective.
This is important for the engineering industry where project managers do not
necessarily have a background in optimisation and where problem sizes can
become cumbersome.
The ACO finds no implementation in commercial software, and this chapter
attempted to take the first steps toward making the ACO practical and usable
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for the civil engineering industry. Two areas were identified as being key to
this process: There has to be more clarity and guidance regarding the selection
of good parameter values for the ACO, and a usable software implementation
of the algorithm has to be provided.
Although Merkle et al. (2002) did experiment with different parameter
values for the ACO, their experiments were limited to projects containing 120
activities. Engineering projects can vary in size and complexity, and parameter
values often times will have to be tailored accordingly. One specific aspect
that was left unexplored by Merkle et al. (2002), was the relationship between
pheromone evaporation, problem complexity, and the convergence speed of a
colony. Pheromone evaporation is one of the most important mechanisms to
control the search behaviour of a colony, and for large problem instances it
is crucial that an appropriate value is chosen. Experiments were therefore
set up to gain a deeper understanding of this relationship. The results of
these experiments seem to suggest that a fixed relationship does in fact exist
between these parameters, and that this relationship can be approximated
with the equation g =
1
ρx
, with x being a function of the project complexity.
Unfortunately it is not clear how this x value can be calculated based on the
project complexity alone, and further research is required into the matter.
Options such as crowd-sourcing should be explored, where ProBaSE could
automatically build up a database off x values, by tracking the convergence
results of projects scheduled by users. This process will however require a
significant amount of time and users before it can truly be effective. It will also
require the consent of the companies that use the tool. The x values derived in
this dissertation can however be used for the time being, and should provide
a good starting point for most engineering projects.
An implementation of the ACO was also developed, complete with a graph-
ical user interface. The implementation, named ProBaSE, offers a platform
from which all schedule related activities can be performed. ProBaSE makes
it easy to view the project complexity, experiment with different parameter
values, analyse the behaviour of a colony and view optimised schedules. It
accepts XML input files, and can export schedules in the same format. These
file formats allow ProBaSE to be used in conjunction with other project man-
agement tools. Some tooling is still required to export and import these XML
files into the more popular project management packages. Most of the estab-
lished project management tools, such as MS Project, do however offer open
API’s, so the IT staff of an engineering company should not have too much
trouble achieving this. The exporting/importing process could also be done
manually if no software bridges are available.
Stellenbosch University  https://scholar.sun.ac.za
Chapter 6
A heuristic approach for
maximising slack in
resource-constrained schedules
6.1 Introduction
In the previous chapter, a complete solution was developed for the first phase
of BaSE. The schedules that this phase will produce conform to two of the
four characteristics of high quality baseline schedules as defined in Chapter 2:
1. They will be based on complete and accurate input data. The ACO in-
corporates all of the most important constraints that are present during
the engineering-planning phase. It accounts for both resource constraints
and technical precedence constraints, and should produce accurate esti-
mates if realistic activity durations are provided by project managers.
2. The schedules will be optimised. The ACO offers very sophisticated
optimisation behaviour, and the makespan of the resulting schedules will
be competitive with those produced by the best resource-constrained
scheduling algorithms in the world.
Two aspects are however still not addressed at the end of this phase:
1. Critical paths and activity slack are absent in the schedules produced by
the ACO. For the unconstrained case, the Critical Path Method (CPM)
helps project planners to identify the slack of activities as well as critical
paths. This allows project managers to focus their attention on the
critical path as well as activities with limited slack. Unfortunately the
familiar concepts of slack and critical paths are not readily available
after a resource-constrained schedule optimisation has been done. With
no slack or critical paths to manage, project managers will be forced to
85
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micro-manage the project schedule, attempting to execute every activity
exactly as planned. This, however, is not a desirable way to manage a
project, and in most cases totally unrealistic. Bowers (1995) goes as far
as saying that the lack of critical paths and activity slack in resource-
constrained schedules are central to the slow adoption of these methods
in practice.
2. The schedules do not account for project uncertainty. The input data of
the ACO is strictly deterministic. Activities are modelled to have fixed
durations, and resources capacity levels are assumed to be constant for
the duration of a project. Uncertainty and disruptions are however com-
monplace during the engineering-planning phase, and schedules that fail
to account for these factors will not produce reliable estimates. Schedules
produced by the ACO therefore need to undergo some form of processing
post-scheduling, that will help protect them against possible disruptions
and project uncertainty.
It should therefore be clear that after the first phase of BaSE has been
completed, another phase will have to be initiated to account for the above
mentioned issues. The additional steps required to complete this phase will be
the focus of this chapter.
Several researchers have already discussed the need for a new measure
of slack in resource-constrained networks (see Willis, 1985, Ragsdale, 1989).
Wiest (1964) argued that critical paths should be replaced with critical se-
quences which account for precedence links as well as resource dependencies.
Bowers (1995) built on his work, and developed a generic procedure that makes
it possible to identify slack and critical paths in resource-constrained schedules.
His strategy involved documenting the specific resources assigned to activities
during scheduling, and then inserting resource links wherever resources are
transferred between activities. Artigues and Roubellat (2000) represent these
resources transfers between activities with a so called resource flow network.
Combining a resource flow network with a technological precedence network
leads to a standardised way in which resource-constrained slack can be mea-
sured.
Bowers (2000) points out that various feasible resource allocations/flows
exist for every schedule. Even though the resource allocation will not alter
the scheduled starting times of activities, it could have a significant impact
on the slack distribution and the total slack of the schedule. Both of these
properties can greatly influence the outcome of a project. Distributing slack in
an intelligent way, can make a schedule more robust to disruptions/uncertainty,
and it could help to distribute pressure more evenly among project resources.
Increasing the total slack of a schedule can greatly reduce the risk of schedule
overruns, and reduce the total pressure on the project team. The more slack
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a schedule has, the less chance there is of exceeding the project deadline, and
the more time everyone has to complete their work.
Resource allocations therefore not only make it possible to measure resource-
constrained slack in optimised schedules, but it could also be used to protect a
schedule against disruptions and uncertainty. To achieve this, an appropriate
slack based objective function will have to be defined for the resource alloca-
tion phase. None of the researchers mentioned above approached the problem
in this manner. They rather focused their attentions on the identification of
critical paths and the measuring of resource-constrained slack.
To the best of this author’s knowledge, Leus and Herroelen (2002) are
the only researchers that approached resource allocation as an optimisation
problem. Their technique, referred to as the SBSM in this dissertation, has
already been introduced to the reader in Chapter 3. They were concerned with
resource allocations that lead to stable base-line schedules. Their objective was
to distribute the slack in such a manner that disruptions in activity durations
would have minimal affect on the starting times of other activities. Their
resource allocation algorithm is based on a branch and bound procedure that
incrementally adds edges to the resource flow network until a feasible flow is
attained. Unfortunately their algorithm can only handle one resource type,
whereas most projects in practice require multiple resource types. Even so,
their work still forms an excellent basis for further research into the generation
of stable base-line schedules.
This chapter will attempt to develop and incorporate a resource allocation
algorithm into the BaSE framework. This will allow for resource-constrained
critical paths to be identified in the ACO schedules, and also protect these
schedules against possible disruptions and project uncertainty. The objective
function of this resource allocation phase will be concerned with maximising
the total slack available in a resource-constrained schedule. Multiple resource
types will be accounted for.
This objective function is straight forward, but bodes well with the engineering-
planning phase where much uncertainty stems from the availability and/or
workload of resources. Engineering projects are often executed in a high pres-
sure environment with strict deadlines. Increasing the total slack of a project
will alleviate the pressure on the project team, and ultimately lower the risk
of missing project deadlines. Since there has been such limited work done in
this field, a heuristic strategy will be adopted as a first approach to solve the
problem. Hopefully this research could serve as a basis for future work – either
in the form of seed solutions for more complex optimisation procedures or as
inspiration for more sophisticated heuristics.
This chapter is organised as follows: The problem statement is formulated
in Section 2, along with some formal definitions and notations. Section 3
discusses the approach and methodology. A generic procedure is developed for
allocating resources, and slack maximisation strategies are discussed. Eight
heuristic allocation algorithms are presented which aim to maximise schedule
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slack. These algorithms are then compared to each other in Section 4, and
the experimental results are presented. An implementation of the algorithm
is discussed in Section 5, and Section 6 will conclude the chapter.
6.2 Definitions and problem statement
In this section formal definitions and notations pertaining to the resource al-
locations phase will be introduced. To start, resource allocation matrices and
resource induced precedence edges will be discussed. A definition of resource-
constrained slack will follow, along with formulae for calculating these values.
Finally the objective function and problem statement will be formulated. Note
that this section builds on the notations and examples defined in the previous
chapter. The reader is therefore encouraged to refer back to section 5.2 of
Chapter 5 before continuing with this section.
6.2.1 Resource allocation matrices and resource edges
Traditionally, scheduling problems are not concerned with the allocation of
resources. Once the scheduling phase has been completed, activity starting
times are known, but it is not clear which resource should be responsible for
which activity. Resource allocations are useful, since they can be used in con-
junction with a project schedule to identify additional precedence constraints
that are a result of resource dependencies. These resource induced precedence
constraints are required to calculate the slack of a resource-constrained sched-
ule (Bowers, 1995). It is therefore worthwhile to formally describe resource
allocations1.
The resource allocations of a resource-constrained project can be described
by a | R | × | J | boolean matrix M . The row indices represent the project
resources and the column numbers represent the projects activities. Each of
the elements of the matrix indicate whether a resource has been assigned to
an activity or not. Formally:
mrj =
{
0 if r ∈ R is not assigned to activity j ∈ J
1 if r ∈ R is assigned to activity j ∈ J (6.2.1)
A resource allocation matrix is said to be feasible if it resolves all of the
resource requirements of the resource-constrained project. Formally, condition
6.2.2 needs to be satisfied:
1Please note that these resource allocations do not necessarily imply that a specific
individual has be assigned to an activity. Proxy resources can be assigned to activities for
the time being, and the actual individual that will execute an activity can be resolved at a
later stage when more information is available. This concept will be discussed in detail in
Chapter 7
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0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
i 0 1 0 0 0 0 0 0 i 0 1 0 0 0 1 0 0
ii 0 0 1 1 0 1 0 0 ii 0 0 1 1 0 0 0 0
iii 0 0 1 0 1 1 1 0 iii 0 0 0 0 1 1 1 0
iv 0 0 0 0 0 1 0 0 iv 0 0 1 0 0 0 0 0
v 0 0 0 0 0 0 1 0 v 0 0 0 0 0 1 1 0
MY = MX = 
Figure 6.1: Resource allocation matrices
∑
r∈RI
mrj = njI , ∀j ∈ J ∧ ∀RI ∈ Q (6.2.2)
Let Ar = {j ∈ J | mrj = 1} denote the set of activities to which r ∈ R
has been assigned. Since a single resource can only execute one activity at a
time, none of the activities contained in Ar can be executed in parallel. These
activities are said to have the same resource dependency.
The resource allocation matrix of a project is said to be compatible with
the project schedule if it does not prohibit the schedule from being realised
if everything goes as planned. A resource allocation will be compatible with
a schedule if none of the activities that need to be executed in parallel have
the same resource assigned to them. If the resource allocation matrix M is
compatible with the schedule S, it will be written as M ∼ S. Formally a
feasible resource allocation is compatible with a feasible schedule if condition
6.2.3 holds: ∑
j∈Jt
mrj ≤ 1 , s0 ≤ t < fn+1 ∧ ∀r ∈ R (6.2.3)
Figure 6.1 shows two different resource allocation matrices, both of which
are compatible with the example project’s schedule S (see figure 5.1 and 5.2).
Allocating resources to a schedule can induce additional precedence con-
straints. These additional precedence constraints are the result of the resource
dependencies that exist between activities using the same resource(s). These
resource induced precedence constraints can be represented by directed edges
between activities. If a feasible resource allocation matrix has been set up
that is compatible with a feasible project schedule, then these resource induced
precedence edges can be derived through inspection. The resource allocation
matrix can be used to identify these edges, and the schedule can be used to de-
termine their direction. This requires further explanation: By inspecting the
resource allocation matrix, edges can be inserted between all activities that
require the same resource. Since M ∼ S, no edges will exist between activities
that are scheduled in parallel. To ensure that the schedule can be executed as
planned, the direction of the resource induced edges need to be in accord with
the project schedule. This means that every edge must be directed from the
activity with the earlier starting time, to the activity with the later starting
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Figure 6.2: Resource induced edges
time. Formally, the resource induced precedence edges that are the result of
an M ∼ S pairing, can be represented by a set of activity pairs:
L = {(i, j) ∈ J × J | fi ≤ sj ∧ ∃r ∈ R : mri = mrj = 1} (6.2.4)
Figure 6.2 shows the resource induced edges for MX ∼ S and MY ∼ S.
6.2.2 Resource-constrained slack
The CPM provides a simple method for calculating the slack values of project
activities. It defines the earliest start time of an activity as the earliest point
in time at which the activity can be started, should all of its predecessors be
executed exactly as planned. Similarly, it defines the latest start time as the
latest point in time at which the activity can be started without delaying the
completion of the project.
Applying the CPM to a process model containing only technical precedence
constraints will produce the unconstrained slack values of activities. The un-
constrained earliest start time ESµj of an activity j ∈ J can be computed by a
forward pass as follows. Starting with ESµ0 = 0 define ES
µ
j = max{ESµi + di |
(i, j) ∈ E} for j = 1, 2, . . . , n + 1. The unconstrained latest start time LSµj
of an activity j ∈ J can be computed by backward recursion from an upper
bound T on the completion time of the project. Starting with LSµn+1 = T
define LSµj = min{LSµi − di | (j, i) ∈ E} for j = n, . . . , 1, 0. The CPM defines
an activity’s slack as as the difference between its latest start and earliest start
time, F µj = LS
µ
j − ESµj .
As previously mentioned, the CPM does not consider the scheduled start-
ing times of activities when slack values are calculated, but simply relies on
the precedence constraints of the underlying project network. If the CPM
is therefore applied to the schedules produced by the ACO, it will simply
produce slack values corresponding to the unconstrained case. These values
will however not be a true reflection of reality, due to the practical limita-
tions imposed by resource constraints. Resource dependencies may prevent
activities from starting at their unconstrained earliest starting times, and it
could require activities to be finished before their unconstrained latest starting
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times. The resulting slack values would therefore typically be grossly inflated.
Resource dependencies need to be taken into account if realistic slack val-
ues are to be obtained. The previous section showed that it is possible to
identify these resource dependencies if a feasible schedule and a compatible
resource allocation matrix is available. If these resource dependencies are fed
back into the process model, then the CPM can be used to calculate resource-
constrained slack values. Instead of only considering technological precedence
edges, the procedure will now also account for resource induced edges. Define
the resource-constrained earliest start time of an activity as the earliest time
instance at which an activity can be started if both technical and resource
constraints are accounted for. Let the resource-constrained latest start time
of an activity be defined as the latest time instance at which an activity can
be started without delaying the project completion date, if both technical and
resource constraints are accounted for. The resource-constrained earliest start
time ESςj of an activity j ∈ J can be computed by a forward pass as fol-
lows. Starting with ESς0 = 0 define ES
ς
j = max{ESςi + di | (i, j) ∈ E ∪ L}
for j = 1, 2, . . . , n + 1. The resource-constrained latest start time LSςj of
an activity j ∈ J can be computed by a backward recursion from an upper
bound T on the completion time of the project. Starting with LSςn+1 = T
define LSςj = min{LSςi − di | (j, i) ∈ E ∪ L} for j = n, . . . , 1, 0. Define
the resource-constrained slack of an activity as F ςj = LS
ς
j − ESςj . The total
slack of a resource-constrained project schedule can therefore be calculated by
SLςtot =
∑
j∈J F
ς
j . Let SLςave =
SLςtot∑
j∈J dj
represent the average slack per hour of
work in a resource-constrained schedule.
Take note that the computed slack will be a function of the resource alloca-
tion matrix. If resource assignments are changed in any way, then the slack will
have to be recomputed. Figure 6.3 shows the computed slack for the example
project. All latest start values were computed with upper bound T = 13. Take
note how the slack values differ when different resource allocation matrices are
used.
6.2.3 Problem statement
At present, two things should be clear to the reader:
1. Resource allocation is central to the calculation of slack in resource-
constrained schedules.
2. The total slack and slack distribution of a schedule is influenced by the
allocation of resources. (See figure 6.3)
Introducing a resource allocation phase to BaSE could therefore add im-
mense value to the scheduling framework. It not only provides project man-
agers with resource-constrained slack values, but it also offers the possibility
to protect schedules against disruptions and uncertainty. This can be achieved
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j ESµ LSµ F µ
0 0 2 2
1 0 2 2
2 0 11 11
3 0 10 10
4 2 4 2
5 8 10 2
6 8 11 3
7 11 13 2
SLµtot = 34
(a) Unconstrained
j ESς LSς F ς
0 0 0 0
1 0 0 0
2 0 0 0
3 2 5 3
4 2 2 0
5 8 8 0
6 11 11 0
7 13 13 0
SLςtot = 3
(b) MX ∼ S
j ESς LSς F ς
0 0 0 0
1 0 0 0
2 0 8 8
3 2 10 8
4 2 2 0
5 8 8 0
6 11 11 0
7 13 13 0
SLςtot = 16
(c) MY ∼ S
Figure 6.3: Differing slack values
without any additional input besides that already required by the first phase
of BaSE.
The objective function chosen for this resource allocation phase is con-
cerned with maximising the total slack of a project. This objective function
was chosen for several reasons. Firstly, it bodes well with the engineering-
planning phase, where uncertainty often stems from the variable performance
of resources in a pressurised environment. Secondly, it will give the reader a
clear indication of the practical implication that resource allocation can have
on the slack of a schedule. This is important, since limited work has been
done in the field of resource allocation, with almost no mention of the impact
that this process can have on project slack. This straight forward objective
function will make it possible to clearly show the real life impact that resource
allocation can have on the slack of a project. It also has enough practical
appeal that future researchers could expand and elaborate on this work.
Although resource-constrained scheduling and resource allocation can be
done in parallel, this dissertation will approach the two problems in series.
The resource allocation phase will follow the resource-constrained scheduling
phase, and accept the ACO schedules as input. Executing these two phases
in series allows for different objective functions to be used in the separate
phases, and also allows for any of the two phases to be easily replaced without
affecting the other. This is important, since future researchers might develop
more sophisticated algorithms for each of the respective phases.
The problem statement of the second phase of BaSE is thus as follows:
Given a resource-constrained project with a feasible schedule, determine a
compatible resource allocation matrix that maximises the total slack SLςtot of
the project.
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6.3 Methodology
Due to the limited work that has been done in the field of slack maximisation,
a heuristic approach will be adopted as a first attempt to solve the problem.
Several variations of the same heuristic will be explored and tested.
6.3.1 Generating a compatible resource allocation
matrix
Before describing the proposed heuristic, it is necessary to develop a generic
procedure that can be used to set up a feasible resource allocation matrix that
is compatible with the project schedule. To achieve this, all of the entries
of the resource requirement matrix N need to be resolved without violating
condition 6.2.3. Proceed as follows: Consider each of the elements of the
resource requirement matrix N . For a specific entry njI , select the required
number of resources from an eligible set of resources. A resource is considered
eligible if it satisfies the type requirement I, and if it has not already been
assigned to activities that overlap with activity j in the schedule. Assign all
of the selected resources to activity j by marking the appropriate entries in
the resource allocation matrix M as 1. Resource requirements can be resolved
in any order, as long as all elements of N are considered. To structure the
assignment procedure, the requirements of N will be resolved in one of two
ways: row by row, or column by column. In other words, each of the elements
in a specific row/column of N will be resolved before moving on to the next
row/column. Since the rows of N represent the project activities, the row
by row ordering implies that all of the resource requirements of one activity
will be resolved before moving on to the next activity. Since the columns of
N represent the resource types, the column by column ordering implies that
all of the resource requirements of a specific resource type will be resolved,
before moving on to the next resource type. From here onwards, the row by
row ordering will be referred to as the activity-wise allocation schema, and the
column by column ordering will be referred to as the resource-wise allocation
schema. The allocation procedure is shown for both an activity-wise allocation
schema (see Algorithm 2) and a resource-wise allocation schema (see Algorithm
3).
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Algorithm 2 Activity-wise allocation schema
ξ(j, I): all resources of type I that have not been assigned to any activities
that overlap with j.
1: initialise all elements of M to 0
2: for each activity j ∈ J do
3: for each resource type I ∈ {A,B, . . . ,K} do
4: for 1 to njI do
5: calculate eligible resource set ξ(j, I)
6: select one r ∈ ξ(j, I)
7: set mrj = 1
8: end for
9: end for
10: end for
Algorithm 3 Resource-wise allocation schema
ξ(j, I): all resources of type I that have not been assigned to any activities
that overlap with j.
1: initialise all elements of M to 0
2: for each resource type I ∈ {A,B, . . . ,K} do
3: for each activity j ∈ J do
4: for 1 to njI do
5: calculate eligible resource set ξ(j, I)
6: select one r ∈ ξ(j, I)
7: set mrj = 1
8: end for
9: end for
10: end for
6.3.2 Selecting a resource from the eligible set
For both of the two procedures outlined above,
∑K
I=A
∑
j∈J njI resource as-
signments will be done in total. For each of these assignments, a set of eligible
resources will be computed, from which one has to be selected for assignment.
If each resource assignment that needs to be done is seen as a level in a search
tree, and the resources of the eligible set are viewed as branching decisions for
each assignment, then a complete solution tree can be formed for a resource
allocation problem. If every branch of the solution tree is explored, then the
complete solution space will be covered and an optimal solution will be found.
Unfortunately this is not a practical approach. Due to the combinatorial na-
ture of the problem, solution trees would become enormous for problems of
practical size. As a heuristic approach, only one of the branches of the solu-
tion tree will be explored. Intelligent branching decisions will therefore have
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to be made at each level of the tree. In other words, intelligence will have to
be built into the process of selecting a resource from the eligible set.
In order to understand the reasoning behind the heuristic allocation rule
that was chosen, it will be necessary to explain the way in which resource
allocations impact the objective function. At any point during the allocation
procedure, the resource induced precedence edges can be computed based on
the allocations that have already been done. Let Li denote the resource edges
that are the result of i resource assignments. At the start of the procedure, be-
fore any resource allocations have taken place, the resource induced precedence
set L0 will be empty. If the total slack of the schedule is calculated at this
point, it will be the same as the total slack of the unconstrained schedule, since
E ∪ L0 = E. Once the procedure starts doing resource assignments, resource
edges will be induced, and set Li will grow. It should be clear that after i
assignments, the total slack of the schedule will either be less than, or equal to
the total slack of the schedule after i− 1 assignments. Based on this informa-
tion, a resource allocation rule has been devised for selecting a resource from
the eligible set ξ. The rule operates on the basis that the resource assignments
that have the smallest effect on the objective function at intermediate stages,
will also be good resource assignments for the global solution. This rule will
be referred to as the lowest impact resource allocation rule. The lowest impact
allocation rule can be best described with the following steps:
1. Consider the ith resource assignment that needs to be done.
2. Calculate the total slack, SLς∗tot(E ∪ Li−1), of the schedule after i − 1
assignments.
3. Calculate the eligible resource set, ξi, for the ith assignment.
4. Perform a mock assignment for each of the resources of ξi.
5. Calculate the total slack SLς∗tot(E ∪ Li) after each of these mock assign-
ments.
6. Calculate the decrease in slack, SLς∗tot(E ∪ Li−1) − SLς∗tot(E ∪ Li), that
result from each of these mock assignments.
7. Select the resource whose mock assignment results in the smallest slack
decrease for assignment.
Note that according to section 6.2.2, the resource-constrained slack of an
activity is calculated as the difference between its resource-constrained latest
start and resource constrained earliest start time. At intermediate stages of
the allocation procedure, the constrained earliest start and latest start times
will typically differ from the constrained earliest start and latest start times at
the end of the allocation procedure. Therefore, to get a more realistic view of
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the impact that a resource allocation will have on the final objective function, a
slightly modified slack calculation is used for the lowest impact rule. The slack
of an activity is calculated as the difference between its calculated resource-
constrained latest start time and its scheduled starting time, F ς∗j (E ∪ Li) =
LSςj (E ∪ Li)− sj.
6.3.3 Determining the allocation order
When using the lowest impact rule for resource allocations, it is important to
pay attention to the order in which resource allocations are done. The inter-
mediate impact that a specific resource allocation will have on the objective
function will be dependent on the resource assignments that have been done
in previous steps. Different solutions will therefore be produced depending on
the order in which resource allocations were done. It is therefore necessary to
formally identify and control the factors that influence the order of resource
allocation.
The allocation schema provides structure to the allocation process, but
it does not enforce a strict ordering. It specifies whether allocations should
be done activity-wise, or resource-wise, but it does not prescribe the order
in which the individual activities and resource types should be processed. In
other word, steps 2 and 3 of both allocation procedures still require formal
structuring. From here onwards, the order in which activities are processed
will be referred to as the activity queue, and the order in which resource types
are processed will be referred to as the resource queue.
For this dissertation, the activity queue will be arranged according to start
and end dates. Two orderings will be evaluated: Activities will either be
arranged according to increasing start dates, or they will be arranged according
to decreasing end dates. The former arrangement will be referred to as an
increasing activity queue, and the latter arrangement will be referred to as a
decreasing activity queue.
The resource types in the resource queue will be arranged according to
frequency of demand. This property indicates how many activities have a
non-zero demand of the resource type under consideration. Two orderings will
be evaluated: Either the resource types will be arranged according to increas-
ing frequency of demand, or they will be arranged according to decreasing
frequency of demand. The former arrangement will be referred to as an in-
creasing resource queue, and the latter arrangement will be referred to as a
decreasing resource queue.
6.3.4 Heuristic resource allocation algorithms
A heuristic allocation rule has been discussed that can be used to facilitate the
allocation process. The outcome of the allocation procedure will be influenced
by the order in which resource requirements are resolved, and it is therefore
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Table 6.1: Properties of algorithms
Allocation schema Activity queue Resource queue Allocation rule
Alg-1 Activity-wise Increasing Increasing Lowest impact
Alg-2 Activity-wise Increasing Decreasing Lowest impact
Alg-3 Resource-wise Increasing Increasing Lowest impact
Alg-4 Resource-wise Increasing Decreasing Lowest impact
Alg-5 Activity-wise Decreasing Increasing Lowest impact
Alg-6 Activity-wise Decreasing Decreasing Lowest impact
Alg-7 Resource-wise Decreasing Increasing Lowest impact
Alg-8 Resource-wise Decreasing Decreasing Lowest impact
Alg-R Random Random Random Random
necessary to do resource assignments in a meaningful order. Three structures
have been identified that influence the allocation order: the allocation schema,
the activity queue and the resource queue. Two unique arrangements have
been proposed for each of these ordering structures. An algorithm has been
implemented for each combination of these different arrangements, resulting
in 2 × 2 × 2 = 8 different resource allocation algorithms. A random resource
allocation algorithm, Algorithm-R, has also been implemented. This algorithm
allocates resources in an arbitrary order, and it selects resources for assignment
at random from the eligible set. Algorithm-R essentially models the process
that project managers currently follow for resource allocations, since they have
no tools to assist them with this process. Although project managers would not
assign resources at random, they typically do not perform resource allocations
with any slack objectives in mind. With the result being similar to a random
resource allocation. The properties of each of the nine algorithms are shown
in table 6.1.
6.4 Experiments and Results
Four different experiments were set up to evaluate the proposed resource allo-
cation algorithms. The first experiment offers a comparison of the performance
of the eight heuristic algorithms, whereas the last three experiments aim to
illustrate the practical implications of intelligent resource allocations. The
setup and results of each experiment is discussed in its respective subsection.
In order to successfully execute the experiments, a sufficient number of
test instances were required. As discussed in section 6.2.3, the resource allo-
cation algorithms require the same input as the classical RCPSP, as well as a
corresponding feasible project schedule. Besides these inputs, the resource al-
location algorithms have no additional input parameters which have to fixed.
This stands in contrast to the ACO that required extensive testing to un-
derstand the relationship between input parameters and project complexity.
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The relative performance difference between the proposed resource allocation
algorithms are not expected to differ much based on project complexity. Al-
gorithm runtime should also not be a problem, since these heuristic algorithm
do not suffer from the same complexity as more sophisticated optimisation
algorithms. The problem instances contained in PSPLIB were therefore suffi-
cient for test purposes, and no additional problems had to be generated. The
PSPLIB is divided into four problem sets: j30, j60, j90 and j120. For the j30
problem set, projects were generated using the parameter values NC = {1.5,
1.8, 2.1}, RS ={0.2, 0.5, 0.7, 1.0}, RF = {0.25, 0.5, 0.75, 1.0} and n = 30. Ten
projects were generated for every combination of NC, RS and RF, resulting
in 3 × 4 × 4 × 10 = 480 problem instances. Problem sets j60 and j90 were
generated in a similar fashion, the only difference being that n = 60 and n=
90 for j60 and j90 respectively. For the j120 problem set, parameter values NC
= {1.5, 1.8, 2.1}, RS = {0.1, 0.2, 0.3, 0.4, 0.5}, RF = {0.25, 0.5, 0.75, 1.0}
and n = 120 were used, resulting in 3 × 5 × 4 × 10 = 600 problem instances.
PSPLIB therefore contains a total of 480 + 480 + 480 + 600 = 2040 project
instances.
All of the experiments were performed by using project instances from
PSPLIB. The ACO discussed in the previous chapter was used to generate
the corresponding project schedules. For every problem instance, the ACO
analysed 1000 generations, each containing 15 ants per generation using a
pheromone evaporation rate of 0.25. All other input parameters were in ac-
cord with the proposed default values discussed in section 5.5 of the previous
chapter.
All algorithms and tests have been implemented in the Java programming
language. A personal computer with a 3.10 GHz Intel quad core processor was
used to execute the experiments.
6.4.1 Experiment 1: Comparison of heuristics
For this first experiment, tests were performed to see how the heuristic algo-
rithms perform in relation to each other. This will provide insight into how
different ordering structures influence the solution quality, and give a clear
indication of which algorithm is most suited to the problem.
6.4.1.1 Setup
To gain a thorough understanding of the behaviour of the different heuristic
resource allocation algorithms, every problem instance in the PSPLIB was
analysed. Eight solutions were generated for every problem instance, one with
each of the eight heuristic algorithms. The best solution to every problem
instance was noted, and the deviation of every solution from the best was
documented.
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Table 6.2: Comparison of heuristics
Alg-1 Alg-2 Alg-3 Alg-4 Alg-5 Alg-6 Alg-7 Alg-8
J30 (480 problems)
Nr of best solutions found 264 253 258 249 145 142 133 131
Ave dev from best solution (%) 5.3 5.52 5.92 6.11 16.16 16.29 16.74 16.88
Ave run time per solution (s) 0.12 0.12 0.13 0.11 0.11 0.12 0.13 0.14
J60 (480 problems)
Nr of best solutions found 141 127 153 138 111 120 50 50
Ave dev from best solution (%) 8.05 8.08 7.82 8.09 12.8 12.69 16 16.1
Ave run time per solution (s) 0.55 0.55 0.5 0.6 0.5 0.6 0.6 0.65
J90 (480 problems)
Nr of best solutions found 100 90 142 111 121 111 26 35
Ave dev from best solution (%) 9.52 9.61 8.73 9.97 11.86 12.26 16.5 16.93
Ave run time per solution (s) 1.5 1.7 1.6 1.6 1.5 1.6 1.8 1.8
J120 (600 problems)
Nr of best solutions found 129 124 154 168 145 132 41 45
Ave dev from best solution (%) 10.12 10.23 10.22 10.01 12.5 12.78 18.08 17.81
Ave run time per solution (s) 2.6 2.6 2.7 2.7 2.55 2.7 3 3
Overview (2040 problems)
Nr of best solutions found 634 594 707 666 522 505 250 261
Ave dev from best solution (%) 8.36 8.47 8.29 8.63 13.28 13.46 16.91 16.99
6.4.1.2 Results
The results of Experiment 1 are shown in table 6.2. The results for each
problem set are summarised, and an overview is also presented.
Remarks on Ordering Structures The results make it possible to com-
pare the impact that different ordering structures have on the solution quality.
When the influence of a specific structure is being evaluated, one should look
at algorithms that only differ in regard to this one property. For example, the
difference between using an increasing activity queue vs a decreasing activity
queue needs to be evaluated, then the results of the algorithms inside the pairs
(Alg-1, Alg-5), (Alg-2, Alg-6), (Alg-3, Alg-7) and (Alg-4, Alg-8) should be
compared. When comparing these pairs, special attention should be given to
the average deviation from the best solution. The number of best solutions
found is relevant, but it can be misleading if an algorithm performed well
for certain problems, but poorly for others. Comparisons below are therefore
based on the average deviation from the best solution.
Activity Queue: An increasing activity queue proved to be superior to a
decreasing activity queue for all problem sets, regardless of which allo-
cation schema or resource queue was used. This becomes clear when a
comparison is done between the results produced by the algorithms in-
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side the pairs (Alg-1, Alg-5), (Alg-2, Alg-6), (Alg-3, Alg-7) and (Alg-4,
Alg-8).
Resource Queue: An increasing resource queue proved to be superior to a
decreasing resource queue for almost all of the problem sets, regardless
of which allocation schema or activity queue was used. This becomes
clear when a comparison is done between the results produced by the
algorithms inside the pairs (Alg-1, Alg-2), (Alg-3, Alg-4), (Alg-5, Alg-6)
and (Alg-7, Alg-8).
Allocation Schema: A resource-wise allocation schema produces superior
results only when used in combination with an increasing resource queue
and an increasing activity queue. For the rest of the cases, an activity-
wise allocation schema produces the best results.
General Remarks
Run Time: All of the algorithms only require a few seconds to perform a
resource allocation. This makes them well suited to be used as heuristics.
The reader will note that there is very little difference in the run times of
the respective algorithms. Since the algorithms are of equal complexity,
this can be expected.
Nr of Best Solutions: The reader will note that the total number of best
solutions found for every problem set exceeds the number of problem
instances in the problem set. This is merely an indication that more than
one of the algorithms found the best solution for some of the problem
instances.
Best Algorithm: Algorithms 1 to 4 all produced comparable results, but in
the end, Algorithm 3 performed the best on average. Algorithms 7 and
8 produced the worst results for all of the problem sets.
6.4.2 Experiment 2: Comparison with random resource
allocation
For the second experiment, the best performing heuristic algorithm (Algorithm-
3) was compared to the random resource allocation algorithm (Algorithm-R).
The goal of this experiment is to illustrate that an intelligent resource alloca-
tion heuristic does indeed offer a significant increase in total slack compared
to allocating resources at random.
6.4.2.1 Setup
Two tests were performed to evaluate the performance of the heuristic algo-
rithms in comparison to the random resource allocation algorithm. In the first
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Table 6.3: Comparison with Algorithm-R: Test 1
Overview (2040 problems) Alg-1 Alg-2 Alg-3 Alg-4 Alg-5 Alg-6 Alg-7 Alg-8 Alg-R
Nr of best solutions found 634 594 707 666 522 505 250 261 27
Ave dev from best solution (%) 8.36 8.47 8.29 8.63 13.28 13.46 16.91 16.99 54.65
test, Algorithm-R was allowed to generate one solution for each of the problems
in the PSPLIB. The results were then compared to the results of Experiment 1.
If Algorithm-R consistently outperforms the heuristic algorithms, then there
is no need for project managers to prefer any of the heuristic algorithms above
their current procedure of resource allocations. It will be a clear indication
that the heuristics are of little value.
For the second test, only the problem instances that are considered to be
the most difficult to solve received attention. According to Leus and Herroelen
(2002), projects with a low NC, a high RF and a high RS are generally the
hardest to solve optimally2,3. Following this criteria, the ten most difficult
problems from each of the problem sets were chosen, giving a total of 40
problems instances. Algorithm-R was allowed to generate 100 000 solutions
for each of these problems. The worst solution, best solution, and average
solution that Algorithm-R found for each of these problems was documented.
The results were then compared to the solutions that Algorithm-3 produced
for these projects. Keep in mind that Algorithm-3 only generates one solution
per problem instance compared to the 100 000 that Algorithm-R is allowed to
generate. Should Algorithm-3 produce superior results, then it will be a clear
indication that the best heuristic is indeed of very high quality.
6.4.2.2 Results
Test 1 Table 6.3 shows the results of the first test. For the 2040 problem in-
stances analysed, Algorithm-R only managed to find 27 of the best solutions.
Algorithm-R’s average deviation of 54.65% from the best solutions, gives a
clear indication that the heuristic algorithms outperformed the random algo-
rithm by a large margin.
2Note that resource allocation problems that are hard to solve do not correspond to the
same complexity settings as problems that are hard to solve for the RCPSP. For resource
allocation problems, a high RS increases the possible number of resources that can be
allocated to an activity, and hence increases the complexity of the problem instance.
3Leus and Herroelen (2002) used the network generator RanGen for their experiments.
Problems generated with RanGen have a specific order strength OS, resource factor RF and
resource-constrainedness RC. This is similar to the NC, RF and RS parameters of ProGen.
The only difference being between RC and RS: They both give an indication of how resource-
constrained the project is, but they are calibrated in a different manner. A low RC value is
equivalent to a high RS value. When Leus and Herroelen (2002) therefore state that a low
RC value should be used to generate difficult problems, it is not at odds with what is being
said here.
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Table 6.4: Comparison with Algorithm-R: Test 2
Average slack per hour of work
J30 J60 J90 J120
Alg-Random: Worst 0.19 0.12 0.07 0.04
Alg-Random: Best 0.44 0.29 0.25 0.08
Alg-Random: Average 0.21 0.14 0.1 0.04
Alg-3 1.11 1.08 1.28 0.25
Test 2 The results of the second test are summarised in table 6.4. For each
problem instance the average slack per hour of work, SLςave, was calculated.
The results were summed and averaged for each problem set. Results are
presented in this format to give the reader an understanding of the practical
implications that different resource allocations algorithms can have on a sched-
ule. From table 6.4, it is clear that Algorithm-3 outperforms Algorithm-R by
a large margin. For all of the problem sets analysed, Algorithm-3 generates
almost three times the amount of slack as the best solutions produced by
Algorithm-R. This means that even if a project manager performed 100 000
different resource allocations by hand, his best result would still produce a
schedule with 3 times less slack than Algorithm-3 would produce. The sig-
nificance of this result can not be overstated. Increasing the total slack of a
project by a factor of 3 could have a major impact on the final outcome of
a project. It could be the difference between a highly pressurised work envi-
ronment, to one where resources have ample slack to compete activities. The
fact that project managers typically only perform resource allocation once,
and not 100 000 times will further exacerbate this situation in practice. It
should therefore be clear that the total slack of a project can be significantly
increased if an intelligent resource allocation algorithm is used. This could
have a very beneficial outcome on the pressure of a project team, and ensure
that deadlines are reached. It can therefore be concluded that Algorithm-3 is
a heuristic capable of producing very good solutions.
6.4.3 Experiment 3: Comparing unconstrained and
resource-constrained critical paths
For the third experiment, tests were performed to evaluate the difference be-
tween the unconstrained and resource-constrained critical path of a project
schedule. At present, project managers are basing most of their strategic deci-
sions on the unconstrained critical path, even though the resource-constrained
case offers a more accurate alternative. It is important to see how these two
critical paths differ in order to understand the impact that resource constraints
can have on the critical path of a schedule.
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6.4.3.1 Setup
In order to get a clear picture of how the unconstrained and resource-constrained
critical paths differ, every problem instance in the PSPLIB was subject to
analysis. A CPA was applied to the resource-constrained schedule before any
resource allocation were done, producing the unconstrained critical path. The
number of activities and working hours on the critical path were noted for
each problem instance. Each of these schedules then underwent a resource
allocation phase, by employing Algorithm-3. A CPA was applied to each of
these schedules post resource allocation to produce the resource-constrained
critical paths. Once again, the number of activities and working hours on the
critical paths were noted for each problem instance. The number of overlap-
ping activities between the unconstrained and the resource-constrained paths
was also noted for each instance. This had to be done, since it is theoretically
possible that the unconstrained and resource-constrained critical paths are of
the same length, but consist of an entirely different set of activities.
6.4.3.2 Results
The results of experiment 3 are summarised in table 6.5 and 6.6.
Table 6.5: Comparing activities on critical paths
PS Unconstrained (nr) Resource-constrained (nr) Overlap % Increase
J30 10.54 15.47 9.44 46.77
J60 13.96 26.8 12.9 91.98
J90 16.44 37.63 15.56 128.89
J120 17.95 72.63 15.65 304.62
Table 6.6: Comparing working hours on critical paths
PS Unconstrained (hrs) Resource-constrained (hrs) % Increase
J30 55.18 82.12 48.82
J60 76.39 146.63 91.95
J90 91.79 209.02 127.72
J120 100.23 402.93 302.00
These results make it very evident that resource constraints do in fact have
a huge impact on the critical path of a schedule. For even the smallest prob-
lem set, both the number of activities and the number of working hours on the
critical path is increased by more than 46%. These numbers increase as prob-
lem instances grow in size. For the largest problem set, an increase of more
than 300% has been noted. This should be an eye opening result to all project
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managers. It clearly shows that the unconstrained critical path grossly under-
estimates the number of critical activities in a resource-constrained project.
The number of overlapping activities between the unconstrained and resource-
constrained critical paths indicate that most of the activities considered critical
by the unconstrained analysis are also found on the resource-constrained crit-
ical path. This result is as expected, but it is interesting to note that a small
percentage of the unconstrained critical activities are in fact not critical in
the resource-constrained case. This shows that the unconstrained CPA not
only underestimates the number of activities on the critical path, but it also
wrongly identifies a small percentage of non-critical activities as critical. The
results of this experiment alone conclusively prove the necessity of resource
allocations in the planning of baseline schedules.
6.4.4 Experiment 4: Practical implications of slack
maximisation
The slack maximisation objective function investigated in this chapter, was
specifically chosen to protect a schedule deadline against project disruptions.
The idea being that a schedule with ample slack will be able to better absorb
activity and resource disruptions than a schedule with very little slack. For this
last experiment, this idea is put to the test by investigating the impact that
project disruptions will have on a schedule with optimised resource allocations,
vs a schedule with random resource allocations. This will give a good indication
of whether the slack increase produced by the proposed heuristic algorithms
actually offers any practical benefits for project managers.
6.4.4.1 Setup
Setting up this experiment required careful consideration. Deciding how project
disruptions will be modelled, and selecting appropriate problem instances for
experimentation purposes were two of the key decisions that had to be made.
Project disruptions can occur in many forms. Activities can take longer
than expected, resources can become unavailable on short notice, the start date
of activities can be delayed due to incomplete information etc. Most of these
project disruptions can however be accurately modelled by disrupting activity
durations. Take for example the case where the start date of an activity is
delayed. Even though the duration of the activity is not delayed in reality, the
impact on the schedule deadline can still be accurately modelled by increasing
the duration of the activity by the same time increment that the activity’s
start date is delayed by. The same is also true for the case where a resource
becomes unavailable. For this experiment, it was therefore decided to model
project disruptions by means of activity duration disruptions. This also seems
to be the most popular approach in academia, with several researchers making
use of the disruption of activity durations to model project disruptions (see
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Herroelen and Leus, 2005b). The frequency and severity of these disruptions
are also points to consider. These values can differ wildly from one project to
the next, depending on context and circumstances. This experiment is only
interested in measuring how well the proposed heuristic slack maximisation
algorithm can cope with disruptions when they do occur, and it is therefore
not that crucial to model the frequency and severity of disruptions of realistic
projects 100%. It was therefore decided to settle for a straight forward, but
meaningful approach: disrupt the durations of a fixed number of activities
by a fixed percentage. Three disruption scenarios were modelled for each
problem instance, with the number of activities disrupted being increased for
each scenario. The activities to be disrupted were selected at random, and
the number of activities selected for each scenario was 10%, 20% and 30%
(respectively) of the total number of activities of the project instance under
consideration. The duration of each selected activity was disrupted by 25%
of the activity’s original duration. This remained fixed for all three scenarios.
With this setup, it was not only possible to measure how well the heuristic
could absorb schedule disruptions, but to also see how this property changes
as disruptions become more frequent.
To obtain meaningful results from the experiment, it was necessary to se-
lect the appropriate set of problem instances from the PSPLIB for analysis.
The problem instances in PSPLIB were initially generated for testing RCPSP
algorithms. Most of these problem instances have therefore been generated
to be "complex" from a resource-constrained scheduling point of view. These
types of problems typically will not have much slack for activities to move
around in, and the resulting schedules will therefore typically be very com-
pact. Schedules with little to no slack should not be used to test how well
a schedule can absorb disruptions, since there is very little slack available to
actually absorb these disruptions to begin with. The complete set of problem
instances in the PSPLIB were therefore not used for this experiment. Instead,
the same subset of problem instances used for the second test in Experiment
2 were used for this experiment. These problem instances have a low net-
work complexity, which reduces the number of technical precedence edges and
increases the unconstrained slack, and they have a high resource strength,
which implies high resource availability vs demand, which should increase the
resource-constrained slack. These schedules should therefore have significantly
more slack than the rest of the problem instances in PSPLIB, making them
more suitable for a meaningful experiment.
For each of the problem instances selected for experimentation, the follow-
ing steps were performed for each disruption scenario:
1. Note the resource-constrained schedule makespan.
2. Perform resource allocation.
3. Select set of activities to disrupt.
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4. Disrupt activity durations.
5. Perform CPA on disrupted activity network
6. Calculate makespan of resource-constrained early start schedule.
7. Note the delay between original makespan and disrupted early start
makespan.
This process was repeated twice, first using Algorithm-3 for the resource
allocation phase, and then using Algorithm-R. For each problem instance, it
was ensured that the set of activities disrupted remained consistent between
applying Algorithm-3 and Algorithm-R. It is important to note that once a
project has undergone a resource allocation phase, all resource constraints are
modelled as precedence edges. It was therefore possible to modify activity du-
rations after the allocation phase, apply a CPA, and still obtain an early/late
start schedule free from resource conflicts. (This is another benefit of having a
resource allocation phase in place.) As stated at the beginning of this section,
all schedules for problem instances were generated using the ACO developed
in chapter 5. The SSGS of the ACO will always schedule activities as early
as possible. Therefore, if no activities were disrupted, and a CPA was applied
to the project network, the early start schedule will correspond to the original
schedule. That is why the makespan of these two schedules can be compared
to compute the delay caused by disruptions. The difference in makespan de-
lay when using Algorithm-3 versus Algorithm-R was noted for each problem
instance. If the makespans of the schedules that were subject to Algorithm-3
were disrupted by the same amount as those subject to Algorithm-R, then
the proposed heuristic offers no benefit to project managers. If the delays
produced in the Algorithm-3 schedules are however consistently shorter than
those of the Algorithm-R schedules, then the proposed heuristic does offer a
very practical advantage to project managers.
6.4.4.2 Results
The results for Experiment 4 are summarised in tables 6.7, 6.8, and 6.9. The
values shown are averaged out for each problem set.
Table 6.7: Absorbing disruptions: Scenario 1 (10% of activities disrupted)
Makespan delay (hrs)
PS Original Makespan (hrs) Alg-3 Alg-R difference in delay (%)
J30 49.05 2.33 3.2 27.19
J60 66.98 3.9 5.83 33.10
J90 77.45 4.6 7.23 36.38
J120 88.9 7.01 9.8 28.47
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Table 6.8: Absorbing disruptions: Scenario 2 (20% of activities disrupted)
Makespan delay (hrs)
PS Original Makespan (hrs) Alg-3 Alg-R difference in delay (%)
J30 49.05 4.08 5.67 28.04
J60 66.98 4.98 8.03 37.98
J90 77.45 6.65 10.25 35.12
J120 88.9 11.58 15.94 27.35
Table 6.9: Absorbing disruptions: Scenario 3 (30% of activities disrupted)
Makespan delay (hrs)
PS Original Makespan (hrs) Alg-3 Alg-R difference in delay (%)
J30 49.05 5.23 6.89 24.09
J60 66.98 8.21 10.95 25.02
J90 77.45 10.25 13.6 24.63
J120 88.9 14.33 18.83 23.90
Analysing the data in these tables make it very clear that Algorithm-3 does
offer significantly better protection against schedule disruptions than randomly
allocating resources. The makespan delays documented in the Algorithm-R
schedules were more than 20% longer than the makespan delays documented
in the Algorithm-3 schedules for all problem instances analysed. In the most
extreme cases, the delay times of Algorithm-R schedules were more than 36%
longer than the delay times of Algorithm-3 schedules. Project managers should
welcome these results, as they show the true potential that optimised resource
allocations have in the planning of baseline schedules. If a basic slack max-
imisation heuristic can already have such a positive influence on a schedule’s
ability to absorb disruptions, then there is great potential for more sophisti-
cated allocation algorithms. Besides this result, several other interesting points
can be observed. As expected, the delay times increased for both Algorithm-3
and Algorithm-R schedules as the number of disruptions were increased. The
difference between the two algorithms did however not increase as the number
of disruptions increased. For the first two scenarios, results were comparable,
but the additional protection that Algorithm-3 provides seems to be slightly
less for scenario 3. This can however be expected. As the number of disrupted
activities increase, the likelihood of critical activities becoming disrupted also
increases. Since there is no slack protection for critical activities, the results
produced by different slack maximisation algorithms can be expected to be-
come less noticeable as the number of disrupted critical activities increase. It’s
interesting to note that all of the problem sets produced comparable results.
Although Algorithm-3 offers increased protection for problems sets J60 and
J90 in scenarios 1 and 2, this difference was not observed for scenario 3. These
results seem to suggest that the size of problem instances do not really influ-
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ence the effectiveness of Algorithm-3, but more experiments will need to be
done in the future to confirm this observation.
6.5 Implementation details - ProBaSE
The benefits of optimised resource allocation algorithms have received very
little attention from academia, and it is therefore not surprising that no com-
mercial scheduling packages implement these algorithms in any way. The ex-
periments conducted in this chapter made it very clear that resource allocation
algorithms can have a significant impact on the outcome of a project, and it
is very important for project managers to be exposed to these concepts. The
ProBaSE scheduling package introduced in the previous chapter was therefore
expanded to include resource allocation functionality. Algorithm-3 was chosen
for implementation, since it delivered the best results of all of the investigated
algorithms. This section will highlight the resource allocation capabilities of
ProBaSE, and will illustrate how the output can be presented to the user in a
meaningful manner.
6.5.1 Required input
Similar to the ACO phase of BaSE, the resource allocation phase also re-
quires an XML based resource-constrained project file as input. Additional
scheduling info is however required before the resource allocation phase can
be initiated. Start and end dates need to be provided for all activities in the
project, so that a schedule that is free from resource conflicts can be formed.
These scheduling dates can either be supplied as additional information in the
input XML file, or it can be generated with the ACO capabilities of ProBaSE
itself. Contrary to the ACO, Algorithm-3 has no additional input parameters
that need to be adjusted, and the resource allocation phase can be initiated
with the click of a button from the main window of ProBaSE.
6.5.2 Viewable output
The resource allocation phase provides a wealth of information that needs to
be displayed to the user in a meaningful manner. ProBaSE divides this output
into three logical units, each with its own viewing pane: Dates, Resource Usage,
and Paths.
6.5.2.1 Dates
Before the resource allocation phase is initiated, some important dates will
already be known. The scheduled start and end dates of every project activity
will be available, and the unconstrained early start, late start and slack values
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can be calculated based on the technical precedence constraints of the process
model. Even though the unconstrained early/late start values are not accurate
for resource-constrained projects, they still do have value. They give project
managers an indication of the upper limits of activity start/end dates even if
the possibility is there to outsource work or to bring in additional resources.
The important resource-constrained early start, late start and slack value of
each activity will however only be known once the resource allocation phase is
completed. The importance of these dates have already been discussed, and it
should be clear that they need to be displayed to the user. ProBaSE provides
the user with the option to select individual activities in the Gantt chart, and
will then display all of these important dates to the user as shown in figure
6.4.
Figure 6.4: ProBaSE - Important Dates
6.5.2.2 Resource usage
The resource-constrained scheduling phase of the BaSE framework gives an
indication of when activities need to be scheduled, but it does not give any
information as to whom should be executing these activities. Assigning re-
sources to activities is the main concern of the resource allocation phase, and
ProBaSE displays this information to the project manager. This is very im-
portant information for staff management and long term resource planning.
Figure 6.5 shows how the user can view all resource usage related information
by selecting an activity from the Gantt chart.
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Figure 6.5: ProBaSE - Resource Usage
6.5.2.3 Paths
Gantt charts are excellent tools for displaying paths in project networks, and
the BaSE framework produces several interesting network paths. Three main
path modes are provided to the user: activity dependency paths, critical paths,
and resource paths.
The activity dependency paths give an indication of the predecessors and
successors of an activity. These dependencies are important because they not
only indicate the logical order of activities, but they can also help project man-
agers get a sense of how the disruption of one activity can affect other parts
of the project. ProBaSE provides users with the choice to view technical de-
pendencies, resource dependencies, or a combination of the two. Predecessors
of an activity are indicated with green, whilst successors are indicated with
orange. An example of such a dependency path is shown in figure 6.6.
The role of critical paths in project planning has been emphasized through-
out this dissertation, and there is no need to further stress their importance.
ProBaSE provides the user with the option to view either the unconstrained
or the resource-constrained critical path of a project. Critical activities are
displayed in red as shown in figure 6.7.
Resource paths give an indication of the course that a specific resource will
follow through a project. It clearly shows the activities which the resource
will be involved with, and in what order they need to be completed. This
path is essentially the to-do list of a resource, and of obvious importance.
These resource paths also play an important role during project execution,
where they will need to be monitored to ensure the consistency of the process
model. The chapter that follows will elaborate on this topic. ProBaSE allows
users to select individual resources from a drop-down list, and displaying the
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Figure 6.6: ProBaSE - Activity Dependency Path
Figure 6.7: ProBaSE - Critical Path
corresponding activity path in blue. Figure 6.8 shows an example of such a
resource path.
6.5.3 XML output
All resource allocation related information can be appended to the XML input
file by saving the project from the main view in ProBaSE. This information
can then be transferred to other commercial scheduling packages, or viewed
in ProBaSE at a later stage. Transferring the resource allocation information
to commercial scheduling packages might however not make too much sense,
since most commercial scheduling packages do not treat resource dependencies
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Figure 6.8: ProBaSE - Resource Path
as precedence edges. As a result, key information such as resource-constrained
critical paths will not be readily available in these packages. Gaining access
to this information was one of the main reasons for introducing the resource
allocation phase to the BaSE framework and project managers will therefore
have to manage this information from ProBaSE for the time being.
6.6 Chapter summary and recommendations
The optimised schedules produced by the first phase of BaSE do not fulfil
the criteria of high quality baseline schedules. They do not offer adequate
protection against project uncertainty and disruptions, and they lack resource-
constrained critical paths.
The need for a standard measure of slack in resource-constrained schedules
has been well documented. The work done by Bowers (1995) showed that it
is indeed possible to identify slack and critical paths in resource-constrained
schedules with minimal effort. The critical paths and slack that his method
produced is however fixed to a specific resource allocation. Various feasible
resource allocations exist for any project schedule, and they can have a signifi-
cant impact on the slack distribution and total slack of the schedule. Increasing
the total slack of a project will take pressure off the project team, and help
protect a project against uncertainty and disruptions. The influence that re-
source allocation has on the slack of a schedule has received limited attention
in scientific literature and it required further investigation.
This chapter therefore explored whether a resource allocation phase geared
towards slack maximisation could be beneficial for the BaSE framework. Due
to the limited work that has been done in this field, an heuristic approach was
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proposed as a first solution to the problem. Eight heuristic resource allocation
algorithms were proposed to maximise schedule slack. Each of these algorithms
followed a similar strategy to allocate resources. Resources were allocated
sequentially, using the lowest impact rule. The order in which resources were
allocated was unique to each algorithm, and it was fixed before any allocations
took place. This resource allocation order was a function of the resource queue,
the activity queue, and the allocation schema. Comparing the algorithms to
each other showed that the allocation order did indeed have a significant impact
on the objective function. Using increasing activity and resource queues, in
combination with a resource wise allocation schema delivered the best results.
Several experiments were also performed in to evaluate the practical im-
plications of intelligent resource allocations. A random allocation algorithm
was set up to mimic the resource allocation procedures used in practice. Tests
were performed to compare the performance of the heuristic algorithms to
this random resource allocation algorithm. All of the heuristic algorithms out-
performed the random algorithm by a large margin. For the most difficult
problem instances, Algorithm-3 produced almost three times more slack than
the random resource allocation algorithm could produce in 100 000 attempts.
This increase in slack will undoubtedly help relieve the pressure on the project
team.
Comprehensive tests were also performed to evaluate the difference between
unconstrained and resource constrained critical paths. The results clearly il-
lustrate that the unconstrained critical paths that most project managers rely
on are far from complete when resource constraints are introduced to the pro-
cess model. By incorporating resource induced precedence edges in the process
model, resource allocation algorithms provide project managers with accurate
critical paths, without requiring any additional input information. The heuris-
tic slack maximisation algorithms also provide significantly more protection
against project disruptions than schedules with random resource allocations.
This was demonstrated in the last experiment of this chapter.
These results should be an eye-opener for project managers. It proves
that resource allocations do not only help with the identification of resource-
constrained slack, but they can have a massive impact on the working environ-
ment of a project. These results were achieved by employing a basic heuristic
allocation algorithm. Developing more sophisticate resource allocation algo-
rithms can only improve the results of this study, and it will be exciting to see
how these algorithms could influence the outcome of engineering projects in
the future.
ProBaSE has been expanded to allow for a resource allocation phase, by im-
plementing Algorithm-3. This provides project managers with a user friendly
platform from which resource allocation can be initiated, and where key project
information can be viewed. Information such as resource-constrained critical
paths and resource paths which are absent from commercial scheduling pack-
ages, can easily be viewed in ProBaSE.
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It can therefore be concluded, that with the introduction of a resource al-
location phase, the BaSE framework is capable of producing schedules that
conform to the criteria of high quality baseline schedules as defined in chap-
ter 2. At present, no other scheduling framework can make this claim. The
first phase of BaSE generates highly optimised schedules that are based on
complete and accurate input data. These schedules are then protected against
disruptions and uncertainty by maximising the total slack of the project. The
resource allocation algorithm used to achieve this also has the added benefit
of producing resource-constrained critical paths in these schedules. This is
crucial for monitoring and control purposes, and it also helps with the identi-
fication of project risk. The development of ProBaSE provides the necessary
implementation for this framework, and has the benefit of being open source.
The real value of this system will however only become apparent once project
managers start using BaSE on real projects. Their feedback would provide
valuable insight into any shortcomings that the system might have, and would
provide direction for the future.
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Maintaining the Process Model
7.1 Introduction
The BaSE framework has primarily been designed for use in the engineering-
planning phase of a project. The baseline schedules produced by the method
will however have an important function during project execution. The critical
paths and activity slack values of a BaSE baseline schedule will be closely mon-
itored during project execution to ensure that the project stays on track, and
that the best resources are working on the most critical activities as described
below.
What makes BaSE different from other scheduling frameworks, is the fact
that it not only calculates activity start- and end-dates based on a specific
process model, but it also alters the underlying process model during the
scheduling process. The resource induced precedence edges that are produced
in the resource allocation phase are fed back into the process model, and used
for the calculation of resource-constrained slack and critical paths. Slack values
are therefore a function of a resource allocation matrix. Altering resource
allocations will therefore also alter the critical paths and slack values of a
schedule. It is very important that project managers adhere to the resource
allocations produced by the BaSE framework, or else the computed slack values
will become meaningless.
As previously mentioned, resource allocations will typically be done with
proxy resources during the planning phase, with individual project members
only being assigned to activities during the execution phase. Resolving re-
source assignments in this manner could however induce additional resource
precedence edges if certain precautions are not taken. The steps and precau-
tions necessary to sustain the integrity of the process model during project
execution will be discussed in this chapter. An extended example will be used
to facilitate this process.
This chapter is organised as follows: In section 7.2, a project team will
be introduced to the example project of chapter 5. Section 7.3 will discuss a
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strategy for resolving resource assignments in practice, along with some basic
rules to keep the process model consistent. The chapter will be concluded in
section 7.4.
7.2 Introducing the project team
Refer to the example project introduced in section 5.2 of chapter 5. Recall
that two resources types, RA and RB, were involved in the project. A resource
constraint of two and three were imposed on these resource types respectively.
Top level management typically derive these constraints by analysing the ex-
pected future workload of the office staff, and deciding how much capacity of
each resource type can be assigned to the project under consideration. This
process is normally done during the tendering phase of a project, and these
constraints will be fixed once the planning phase is initiated.
To illustrate how the resource constraints of the example project could
have been derived, a project team must be introduced. Table 7.1 shows
such a project team along with each staff member’s area of expertise. Let
Draftsman = RA and Structural Engineer = RB.
Table 7.1: Project team
Staff member Skill
Peter Draftsman
John Draftsman
Mary Draftsman
Sandy Draftsman
Andrew Structural Engineer
Rosy Structural Engineer
Mark Structural Engineer
Louis Structural Engineer
Xola Structural Engineer
Lumka Structural Engineer
Four draftsmen and six structural engineers have therefore been selected
to be involved with the example project. Most of these staff members will
however also be involved with several other projects, and as a result, top level
management has estimated that an effective capacity of only two draftsmen
and three structural engineers will be available at any stage during the execu-
tion of the example project. All activities requiring a draftsman for example,
would therefore be divided between the four draftsmen of the project team,
but an effective output of two draftsman can be expected at any time during
project execution. Assigning staff members to activities will only be done dur-
ing project execution when more information is available regarding resource
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availability and workload. Some form of resource allocation still however needs
to be done during the planning stage to identify critical paths, and maximise
the project slack. The proxy resources R = {i, ii, iii . . .} were therefore intro-
duced to act as place-holders for staff members during the resource allocation
phase. Let resource allocation matrix MY of section 6.2.1 represent the re-
source allocations of the example project. Table 7.2 shows the resulting to-do
lists of each of the proxy resources. The to-do list for every r ∈ R was derived
by ordering the activities of each set Ar in terms of increasing start dates.
Table 7.2: Todo-list
Proxy resource To-do list
i 1, 5
ii 2, 3
iii 4, 5, 6
iv 2
v 5, 6
Each of the staff members will be assigned a subset of a proxy resource’s
to-do list during project execution. This process will be referred to as the
resolving of resource assignments from here onwards. The section that follows
will introduce some basic rules for the resolving of resource assignments, to
ensure the integrity of the process model.
7.3 Resolving resource assignments
Recall from the previous chapter that the resource allocation matrix MY leads
to the formation of a set of resource induced precedence edges LY . The union of
LY and the technical precedence edges E, forms the complete set of precedence
edges of the process model. Resource-constrained slack values and critical
paths will depend on the consistency of this edge set. The to-do list of a
staff member essentially corresponds to the path that a resource will follow in
the process model when executing activities. The path of a resource should
be limited to existing precedence edges. If resources are transferred between
activities where no precedence edges exist, then additional precedence edges
will automatically be induced. This changes the structure of the process model,
and could corrupt the original slack values and critical paths. Statement 1
follows from this observation:
Statement 1. To ensure the integrity of the process model, the set of prece-
dence edges L ∪ E must remain unchanged during project execution.
This requirement can easily be satisfied by ensuring that the to-do list
of a staff member is a subset of the to-do list of one and only one proxy
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resource. The activities of a proxy resource’s to-do list can be allocated to
several staff members, but one staff member cannot execute activities from
the to-do lists of several proxy resources. The mapping from staff members
to proxy resources is therefore non-injective and surjective. As an example,
Peter and John could therefore share the workload of proxy resource i, without
causing any inconsistencies in the process model. This would however forbid
Peter or John from being assigned to any activities of proxy resource ii. Table
7.3 shows an example of a valid resource assignment that would ensure the
consistency of the process model during project execution.
Table 7.3: Valid resource assignment
Staff member To-do list
Peter 1
John 5
Mary 2
Sandy 3
Andrew 4
Rosy 2
Mark 4
Louis 5, 6
Xola 5
Lumka 6
Note that staff members could also work together on activities. This is not
shown in table 7.3, but Peter and John could work together on activities 1 and
5 instead of each being responsible for only one activity. This would cause no
inconsistencies, as long as Peter and John still adhere to the requirement of
not executing any activities of any other proxy resources besides i.
This requirement might however prove to be too limiting for a practical
environment. The to-do lists of proxy resources are automatically generated,
and project managers might find it difficult to ensure that one staff member
can only work on the activities of one proxy resource. For example, if activity
2 and activity 5 are very similar activities, it might be sensible to assign
them to the same staff member. This is however not possible due to the
way in which activities are automatically grouped by the resource allocation
algorithm. To make provision for this scenario, the requirements of statement
1 will have to be slightly relaxed. It is however possible to achieve this without
sacrificing the integrity of the process model. Observe that once an activity is
completed, it cannot alter the slack values of the remaining activities that still
have to be completed. Completed activities and their accompanying edges can
therefore be pruned from the process model without altering the remainder of
the project. If these completed activities are also removed from the to-do list
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of staff members, then it should be possible to adjust resource assignments to a
more desired state. Take for example the situation where it would be desired to
have Mary execute both activity 2 and activity 5. Since these activities belong
to the to-do lists of different proxy resources, this assignment is forbidden at
the start of the project. If Mary completes activity two in a timely manner,
then it can be pruned from both the process model and Mary’s to-do list. If
resource assignments are reviewed at this point in time, it will become clear
that Mary can now in fact take on activity 5 without compromising the slack
values of the remainder of the project. The restriction that a staff member can
only have the activities of one proxy resource on their to-do list at any point
in time therefore still holds, but if these to-do lists are revised as the project
progresses, then flexible resource assignment can be achieved.
7.4 Chapter summary
This chapter explored the management effort required to keep the BaSE pro-
cess model consistent during project execution. The biggest concern is that
activity slack values and critical paths might become corrupted during project
execution. This concern stems from the fact that the slack values and critical
paths produced by BaSE are specific to a resource allocation matrix. Since
resource allocations are done with proxy resources during the planning phase,
the danger exists that slack values might be altered if resource assignments
are not resolved in a manner consistent with the proxied resource allocation
matrix. This chapter proposed simple rules which can be followed to avoid
this situation. These additional steps might be seen as a hindrance by some,
since it requires more management effort than traditional scheduling methods.
The additional effort is however well defined and requires minimal adjustment
to the management procedures currently used in practice. This management
effort is a small price to pay for the additional benefits offered by the BaSE
framework.
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Conclusion and Recommendations
8.1 Conclusion
This dissertation set out to bridge the gap between scheduling in practice and
scheduling in theory within the context of the civil engineering industry. The
engineering-planning phase and the construction of baseline schedules received
focus. Four research objectives were defined at the start of this dissertation:
1. Define the role of baseline schedules in the engineering-planning context.
2. Define the criteria for high quality baseline schedules.
3. Evaluate the state of the art.
4. Propose a scheduling framework.
Some of these objectives have previously been the subject of academic dis-
cussion, but as a unit they have never been directed at the engineering-planning
phase of civil engineering projects. Not only were these four objectives met,
but several new findings were also uncovered.
8.1.1 High quality baseline schedules
The first two of these objectives were addressed in Chapter 2 of this disserta-
tion. The working environment of a typical engineering office was evaluated,
and the particular needs of the planning phase were discussed. Academic lit-
erature on this topic is sparse, but most of the conclusions that were drawn
regarding the working context of the engineering-planning phase should be
common knowledge to most practising project managers. With the schedul-
ing context clearly defined, it was possible to identify the specific roles of the
baseline schedule within the engineering-planning phase. A baseline schedule
differs from an execution schedule in the sense that it is not generated with the
idea to be executed exactly as planned. It is rather a management tool that
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project managers can query for critical project information. Multiple roles
were therefore identified, ranging from estimation to resource planning to risk
management as well as several others.
A baseline schedule needs to be versatile enough to serve all of these dif-
ferent purposes. Four schedule characteristics were identified as being crucial
to achieving such a high quality baseline schedule. This is a very important
finding, since it provides criteria against which existing and new scheduling
methods can be evaluated. This not only helps direct future research, but it
will also enable project managers to establish whether their scheduling software
is suited for generating high quality baseline schedules or not. Such guidelines
have been absent in the past, and this result should enable project managers
to make more informed decisions regarding the tooling they use.
8.1.2 State of the art
A thorough investigation of the state of the art in scheduling methods was
conducted in Chapter 3 of this dissertation. The criteria for high quality
baseline schedules served as a basis against which the scheduling techniques
used in practice as well as the scheduling techniques proposed by academia
could be evaluated.
8.1.2.1 Shortcomings of commercial scheduling software
Evaluating the scheduling techniques used in practice required an analysis of
the commercial scheduling software used by project managers. MS Project
dominates the engineering-planning phase and became the subject of discus-
sion in Chapter 3. Evaluating MS Project against the criteria for high qual-
ity baseline schedules revealed several of its flaws. The absence of resource-
constrained slack and resource-constrained critical paths in MS Project’s sched-
ules detracts from its usefulness as a tool for generating baseline schedules.
Without this information, project managers are forced to micro-manage a
schedule, attempting to execute each activity exactly as planned. This process
becomes unmanageable for all but the smallest projects. As a result, project
managers have to rely on the unconstrained slack values and critical paths to
make important management decisions. These slack values are however overly
optimistic, and the critical paths incomplete. This was clearly shown in the
experiments conducted in Chapter 6 of this dissertation. Project managers are
therefore basing some of their most strategic decisions such as resource alloca-
tion and risk management on incomplete and erroneous data. This should be
very troublesome news for most project managers.
The lack of transparency regarding the schedule optimisation algorithms
used by MS Project should also be an area of major concern for all project
managers. Microsoft regards the resource levelling algorithm of MS Project as
proprietary, and does not disclose its inner workings. It is not even clear what
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objective function the algorithm is actually attempting to solve - the smoothing
of resource profiles or makespan minimisation. Under no circumstances would
it be acceptable for a structural engineer to use design software that does not
disclose the theory on which its calculations are based. The same should also
be true for the field of project management and project scheduling. Scheduling
problems are by no means trivial, and they can have a major impact on the
outcome of a project. Project managers should either place pressure on Mi-
crosoft to be more transparent regarding the scheduling techniques that MS
Project employs, or they should start investigating open source alternatives
such as Libre Project.
8.1.2.2 Need for research
Investigating the state of the art in academic scheduling also revealed several
interesting insights. The first important finding was understanding where the
scheduling problems of the engineering-planning phase fit into the hierarchical-
positioning framework discussed in the opening chapter of this dissertation. A
critical analysis revealed that the baseline scheduling problem belonged in the
tactical/operational level of the hierarchical framework, and in the high de-
pendency, medium uncertainty region of the positioning framework. Proactive
scheduling techniques are best suited for these types of scheduling problems.
Research on proactive scheduling techniques is sparse, and there is much poten-
tial for future research. Chapter 3 focussed on the two most relevant proactive
scheduling methods, namely the CCM and the SBSM. Even though CCM has
received much more attention from popular project management literature
than SBSM, it performed significantly worse when evaluated against the cri-
teria for high quality baseline schedules. The criticism directed at the CCM
in this dissertation is in line with what other researchers have found: it relies
on oversimplified assumptions, and fails to provide adequate mechanisms for
resolving resource conflicts. Even though the CCM provides several advan-
tages over the traditional techniques used in practice, the assumptions that
the method are based on simply do not form a solid enough foundation to
build a high quality scheduling framework on. Project managers who insist
on using the CCM to generate baseline schedules should at the very least be
aware of the shortcomings and assumptions of the method.
The SBSM provides a refreshing alternative to the CCM. The method’s
innovative approach to effective slack distribution by means of intelligent re-
source allocation has a practical appeal which cannot be denied. The SBSM
relies on deterministic input data and avoids problematic stochastic probability
distributions and controversial assumptions. It requires exactly the same input
as traditional scheduling methods used in practice, but produces schedules of
much higher quality. Resulting schedules are not only buffered against un-
certainty, but they also contain resource-constrained critical paths and slack
values that are accurate. Surprisingly enough, the SBSM is one of the few
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 8. CONCLUSION AND RECOMMENDATIONS 123
methods that realises the advantages of optimising the resource allocations
of a resource-constrained schedule. Despite the obvious benefits of this pro-
cess, resource allocation optimisation has been rarely discussed in academia,
and has been completely ignored by practice. Researchers interested in proac-
tive scheduling methods are encouraged to take note of the strategy employed
by the SBSM, and to use intelligent resource allocations to their advantage.
Unfortunately the SBSM could not be directly applied to the engineering-
planning phase. The method was designed to cope with only one resource
type, and the stability based objective function is not in line with the needs
of the engineering-planning phase. The modular structure of the method does
however lend itself out for reuse, and made it the most viable starting point for
developing a scheduling framework capable of generating high quality baseline
schedules for the engineering-planning phase of civil engineering projects.
8.1.3 BaSE framework
The BaSE framework introduced in this dissertation represents the first at-
tempt towards a scheduling framework that can meet all of the unique re-
quirements of the engineering-planning phase of civil engineering projects.
The BaSE framework draws inspiration from the SBSM, and also employs
a two phased system of resource-constrained scheduling followed by a resource
allocation phase. The makespan minimisation and slack maximisation objec-
tive functions were specifically chosen with the working environment of the
engineering-planning phase in mind. Engineering projects are typically exe-
cuted in high pressure environments, with timely execution of projects being
of the utmost importance. Minimising the makespan of the baseline sched-
ule will ensure that projects are executed in the shortest possible time with
the available resources. Not only will this allow companies to take on more
work in a shorter time-frame, but it will assure that the largest possible time
buffer is available between the planned project completion date and the project
deadline. The slack maximisation objective function chosen for the resource
allocation phase aims to decrease the total pressure on the project team. Re-
sources in engineering projects typically work on multiple projects at any given
moment, and will have to cope with the pressure of several deadlines of un-
related projects. Increasing activity slack will decrease the impact of activity
disruptions, and lower the risk of missing the project deadline. This unique
objective function has never before been discussed in the context of resource
allocation, and represents a unique contribution to the field of project schedul-
ing.
8.1.3.1 Practical enhancements to an ACO
Makespan minimisation of resource-constrained schedules have received am-
ple attention from researchers, and it might have seemed redundant to give
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the topic any more attention. The size of engineering projects are however
well beyond the limits of the problem instances discussed in literature, and
the topic required additional research. Meta-heuristic optimisation algorithms
were deemed to be the best fit for engineering projects where the number of
activities can be in excess of a few hundred. Most of these algorithms suffer
from numerous input parameters, and the selection of appropriate starting val-
ues is crucial to the success of these procedures. To assist engineers with this
process, it was necessary to gain a deeper understanding of the relationship
between parameter values, solution quality and problem complexity.
The input parameters of a well known Ant Colony Optimisation received
focus, and several new insights were uncovered. The relationship between
the pheromone evaporation rate and the convergence speed of a colony was
particularly revealing. It was also interesting to note that the proportional
increase in solution quality is small in comparison to the proportional increase
in runtime as pheromone evaporation rates decrease. Smaller projects might
therefore not see so much benefit in using low pheromone evaporation rates
with longer runtimes. For large projects it might however be worth waiting a
day for the optimisation to complete, since it could shave a few extra weeks
off the project completion date. The scale and variety of the problems sets
generated for testing purposes goes beyond anything discussed in literature up
to date.
The results of these experiments should provide project managers with a
very good starting point for selecting input parameters for almost all of the
projects that they are likely to encounter in practice. ProBaSE also provide
project managers with a useful implementation of the algorithm that can easily
be integrated with their existing management software.
8.1.3.2 The importance of resource allocation and slack
maximisation
The slack maximisation objective function chosen for the resource allocation
phase is unique, and required original research. The effort dedicated to for-
malising the resource allocation phase is a step forward, and paves the way for
future research. Newly developed concepts such as the Resource Allocation
Matrix (RAM) also provide project managers and researchers with a com-
mon set of terms when discussing resource allocation. The heuristic strategy
adopted as a first approach for slack maximisation is sensible, and provides
a valuable starting point for future researchers. The generic procedure devel-
oped for generating a feasible resource allocation matrix is not only useful for
heuristic algorithms, but can also be used in the research of exact resource
allocation algorithms.
Extensive testing on a large problem set revealed some valuable insights
into the impact that different ordering structures can have on the outcome
of the resource allocation phase. Several experiments were also performed to
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investigate the practical implications of resource allocations. Comparing the
heuristic allocation procedure to a random allocation algorithm made it clear
that even a basic heuristic resource allocation algorithm can have a massive
impact on the total slack of a project schedule. Investigating the difference
between the unconstrained critical path and the resource-constrained critical
path of a project also provided eye opening results. The massive discrepancies
that exists between the two paths were illustrated, and for the first time, it
was possible to really show just how inaccurate it would be to focus on the un-
constrained critical path of a project. It was also possible to demonstrate that
schedules that have been subject to slack maximisation strategies offer sig-
nificant protection against project disruptions when compared with schedules
where resource allocations were done at random.
The results produced by these experiments underlines the importance of
resource allocation in project scheduling, and will hopefully encourage project
managers to pay attention to this often overlooked phase of project planning.
The development of ProBaSE should also help facilitate this process. Project
managers now have the tools to not only perform efficient resource allocations,
but they also have the possibility to analyse the resource-constrained slack
and critical paths of their schedules. ProBaSE empowers project managers to
generate baseline schedules of much higher quality than any of the commercial
scheduling tools can produce today.
8.1.4 Maintaining the process model
The importance of maintaining the process model during project execution
has also been brought to the attention of the reader. The resource-constrained
slack values and critical paths calculated during the engineering-planning phase
are always tied to a specific resource allocation matrix. The resolution of proxy
resources must be in accord with this RAM, or else the original slack values
calculated by BaSE are at risk of becoming corrupted. Some simple rules have
been introduced in Chapter 7 that will help project managers maintain the
consistency of their process model during project execution. This additional
management effort might be seen as a burden by some, but it is really a small
price to pay for the additional benefits of the BaSE method.
8.1.5 Industry mind shift
This dissertation succeeded in all of its research objectives. The gap between
project scheduling in theory and project scheduling in practice has undoubt-
edly been narrowed for the civil engineering industry. The shortcomings of
the scheduling techniques used in practice have been illuminated, and the ad-
vantages of BaSE have been proven. Unfortunately this study alone will most
likely not be enough to change the status quo. An industry mind shift is re-
quired when it comes to project management and project scheduling. Project
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 8. CONCLUSION AND RECOMMENDATIONS 126
managers need to accept the technical nature of scheduling problems, and ap-
proach these problems with the same mathematical rigour that civil engineers
apply to their design problems. Commercial scheduling software will have no
reason to introduce more sophisticated optimisation techniques if there is no
industry demand for it. The onus is on academic institutions to ensure that
their graduates are well trained in the fundamentals of resource-constrained
scheduling and technical optimisation. It is important that the results of stud-
ies such as this dissertation are assimilated into the project management body
of knowledge, and made available to the industry. The hope is that once this
point is reached an increase in the success rate of civil engineering projects
will follow.
8.2 Recommendations
This thesis has taken an in depth look at the generation of baseline schedules in
the engineering-planning phase of civil engineering projects. Even though this
thesis attempted to address the problem as thoroughly as possible, several
areas are still open to further research. This section will suggest potential
areas that can be explored by future researchers. To structure this section,
recommendations are separated in two parts: Recommendations for resource-
constrained project scheduling and recommendations pertaining to resource
allocation.
8.2.1 Resource-constrained project scheduling
8.2.1.1 Testing the ACO on real life projects
Civil engineering projects often exceed the problem instances covered by academia
in both size and variety. It was therefore necessary to test the ACO on a prob-
lem set beyond the limits of what has been available to date. It was important
to understand how the convergence behaviour of the ACO is influenced by pa-
rameter settings and the properties of the project being solved. A problem set
containing a wide variety of different projects varying in size and complexity
therefore had to be generated. This was achieved by making use of the prob-
lem instance generator ProGen. The creators of ProGen’s aim was to develop
an instance generator that can produce projects that mimic the behaviour of
real life projects. It was therefore a logical choice to make use of projects gen-
erated by ProGen to calibrate the ACO algorithm. Hundreds of test instance
could be generated, and projects with specific properties could be tested. It
is however possible that the properties of real life projects would not be as
homogeneous as those instances generated by ProGen. Consider for example
the network complexity property of a project. If ProGen generates a project
with a network complexity of 2, then it can be expected that most areas of the
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project graph will more or less display this complexity. However, if the net-
work complexity of a real life project is measured as 2, then some areas of the
project graph might display a complexity significantly higher or lower than this
average. These deviations are however expected to be small, and in most cases
it should not have a significant effect on the ACO convergence behaviour. It is
however still necessary to test the effectiveness of the ACO on real life projects
using the proposed parameter values. An attempt was made to perform such
tests for this dissertation, but it proved to be difficult to obtain the input data
of real life projects. Most companies regard this information as confidential
and they are reluctant to give it away. Finding a sufficient number of projects
for testing purposes proved to be an almost impossible task. It is therefore
proposed that future researchers opt for an alternative route. One option is
to modify ProBaSE so that it includes data capturing functionality. This
functionality does not need to capture any confidential project information,
but should rather gather information about the optimisation process itself.
Optimisation behaviour and important project properties can be logged, and
a database can be built up over time. The challenging part will however be
to convince project managers to use ProBaSE instead of commercial schedul-
ing packages. The financial benefit that a superior scheduling engine offers
should however be reason enough for project managers to consider the usage
of ProBaSE.
8.2.1.2 Testing the ACO performance on mega-projects
For this thesis, the ACO was calibrated for problem instances containing up to
1000 activities. For most practical cases, this will be more than sufficient. The
design phase of a civil engineering project will typically have about 60 - 180
activities, and it is uncommon to hear of projects containing more than 1000
activities. There are however some so called mega-projects that could have as
many as 10 000 activities. Examples include the development of new mines
and underground railway networks. The performance difference between basic
heuristic scheduling techniques and optimisation techniques become increas-
ingly significant as projects grow in size. These mega-projects could therefore
reap large benefits if they employ sophisticated scheduling techniques during
project planning. The ACO has proved to be effective for projects of up to
1000 activities, and it is reasonable to assume that it should also perform
well for such large problem instances. Several aspects however still need to
be addressed by researchers. For such large problem instances the runtime
of the algorithm will become significant, and it would be sensible to perform
optimisations on parallel computers. At present the ants of each generation
are able to run in parallel, but further enhancements might also be possible.
Researchers will also have to ensure that the ACO does not run into mem-
ory issues for such large problem instances. The pheromone matrix for these
mega-projects can contain as many as 100 000 000 entries, and an alternative
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storage mechanism might have to be explored. There is also the question of
whether researchers should try to calibrate the parameters of the ACO for
such large problem instances. It could be argued that optimisation experts
should be involved in the scheduling of such large projects, and that each in-
dividual project should be treated separately. This is a valid point, but even
for optimisation experts it might be time consuming to experiment with differ-
ent parameter values, especially for such large projects. Optimisation experts
specialising in scheduling are also rare, and it might not always be possible
to ensure their involvement in a project. It therefore makes sense to follow
a similar route as discussed in this thesis in order to assist project managers
with the selection of good parameter values for such large projects.
8.2.1.3 Accounting for multiple deadlines
In its current state, BaSE deals with time constraints in an indirect manner.
The scheduling process ensures that no resource constraints are violated, whilst
attempting to minimise the project duration. If this optimised schedule does
not satisfy the time constraint implied by the project deadline, then project
managers need to take corrective action. Two strategies are available to help
project managers satisfy this constraint: Critical activities can be crashed until
the project duration is sufficient, or the resource constraints will have to be
relaxed and the project rescheduled. The advantage of this strategy is that it
allows project managers to have complete control over which resources will be
increased, and which activities will be crashed. Unfortunately this approach
will not work as well for projects with multiple deadlines. Activity crashing and
resource adjustments will have to be done in an intelligent manner to ensure
that all deadlines are met. It will be necessary to develop more sophisticated
strategies to assist project managers with this process. Before this is done
however, researchers will have to determine the exact point in time at which
multiple deadlines are enforced in civil engineering projects. Often times the
baseline schedule will first be set up, and additional milestones and deadlines
will be deduced from this schedule. If this turns out to be the case in the civil
engineering industry, then BaSE can be used as is, without the addition of any
further functionality.
8.2.2 Resource allocation
8.2.2.1 Investigating optimisation techniques for resource
allocation
This thesis has shown that even basic heuristic algorithms can have a large
impact on the total slack of a project schedule. All of the heuristic algorithms
developed in this thesis outperform a random algorithm by a large margin,
and their usage could already have a significant impact on the outcome of
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a project. The increase in slack that these algorithms produce can reduce
the pressure on the project team significantly and in effect lower the risk of
missing project deadlines. It will however still be worthwhile to investigate
the impact that more sophisticated optimisation procedures could have on the
slack of a schedule. Researchers should develop exact solution procedures, and
report on the complexity and practicality of these procedures. The work of
Leus and Herroelen (2002) provides a good starting point for this research.
The branch and bound procedure that they developed delivers exact solutions
for projects with only one resource type, and researchers should investigate
whether this algorithm can be adapted to account for multiple resource types.
Undoubtedly several other techniques also exist to generate exact solutions.
Researchers should investigate the solution procedures of similar problems in
academia for inspiration and guidance. Unfortunately the NP-hard nature
of the problem will inhibit exact solution procedures from being useful for
anything but small problem instances. Most likely, projects of practical size
and complexity will not be solvable by these exact solution procedures in a
reasonable amount of time. For these problems it might be necessary to look at
meta-heuristic procedures such as genetic algorithms, ant colony optimisations
and tabu search algorithms. No work has been done in this regard, and it offers
various new research opportunities.
8.2.2.2 Developing a slack centric risk model
Quantifying and measuring the risk of a project is a crucial aspect of project
planning. The client needs to understand the risks involved with a project in
order to justify his investment, and the engineering companies need to plan
their approach based on the risk profile of a project. Several models have been
developed that can be used to measure the risk of a project, but it is rare
to find these models used in practice. Examples discussed in popular project
management literature include PERT and the Monte Carlo simulation. These
models often rely on abstract distribution functions when calculating risk, and
the values they produce have no concrete meaning to project managers and
clients. There is a desperate need for a standardised measure of risk in project
schedules. The slack of a schedule provides a very good basis for measuring
the risk of a project. Most project managers and clients are familiar with the
concept of slack, and it is straight forward to measure. Two key factors can
be considered:
Total slack: The risk of a project tends to increase as the total slack of a
schedule decreases. Schedules with ample slack tend to absorb project
disruptions much better than schedules with limited slack, and they are
therefore much less likely to exceed project deadlines
Slack distribution: Slack can be used to buffer certain critical activities or
resources. Ensuring that there is enough slack available for activities
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with uncertain durations or activities that use scarce resources can dra-
matically reduce the risk of a project.
Since it is now possible to measure the slack in a resource-constrained
schedule, it makes sense to develop a risk model centred around these two
factors.
8.2.2.3 Exploring alternative objective functions
The slack maximisation objective function investigated in this thesis is mean-
ingful, but there is potential for further refinement. Consider the case where
the total slack of a schedule is high, but where the distribution is skewed so
that only certain activities have very high slack values while others have ba-
sically no slack. This scenario is unlikely, since the structure of most project
networks will typically prevent such situations from existing in the first place.
As projects grow in size, it becomes much more likely that an even distribu-
tion of slack will also result in the highest total amount of slack. However,
exceptions do exist, and it makes sense to have safeguards in place for these
situations. To effectively deal with these situations, it will be necessary to com-
bine slack distribution objective functions with the objective function used in
this thesis. This could for example be used to buffer certain critical activities,
whilst maximising the total slack of the schedule. One minor adjustment that
could already improve the objective function of this thesis, is the introduction
of a weight function c(j) ∈ R, j ∈ J . When calculating the total slack of a
schedule, the slack of certain critical/uncertain activities could be given more
weight than other less important activities. The total slack objective function
discussed in section 6.2.3 of Chapter 6 could therefore be rewritten as:
Adjusted_SLςtot =
∑
j∈J
c(j)× F ςj (8.2.1)
It should be obvious that this thesis explored a special case of this ob-
jective function where all activities carries an equal weight. This reason why
the weight function was never introduced, relates to the difficulty in choosing
weights for activities. Should an activity that is twice as likely to exceed its
duration as another activity receive twice the amount of slack? Should the ac-
tivity durations play a role when weighting activities? In other words, should
longer activities have more slack than shorter activities? These questions ob-
viously require further academic attention, and a study is required that can
give project managers guidance when selecting these weights. The question of
risk will undoubtedly play a role in the selection of these weights. It might
be more sensible to connect the objective function to the risk model discussed
in the previous section. The objective function will therefore be to reduce the
risk of a project by means of intelligent slack distribution. This offers several
exciting new possibilities for researchers.
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8.2.2.4 Developing a benchmark problem library
Resource allocation has received limited attention from academia and it is only
in recent years that it has been treated as an optimisation problem. The few
researchers that have done work in this field had to create their own problem in-
stances to test their algorithms on. If this field of study does continue to grow,
it will become important to have a set of standard problems that researchers
can test their algorithms on. This will not only allow researchers to measure the
performance of their algorithms, but it will also help project managers pick the
best performing algorithms for specific problem types. Such a problem library
will have to provide researchers with resource-constrained projects, as well as
feasible schedules for each of these projects. Several benchmark libraries exist
for the RCPSP, and it makes sense to reuse the resource-constrained projects
provided by these libraries. PSPLIB, MPSPLIB and LibRCPS are examples
of such libraries. It will still be necessary to generate schedules for each of
these projects, but several techniques are available to do this. Ideally such a
library would also provide a platform that allows researchers to submit and
compare solutions. Ideally this platform would accept solutions for various
objective functions. It would also be a good idea to provide researchers with
lower bounds on the objective functions of each of these problems. This can
help researchers identify the problems to which optimal solutions have already
been found. Such a library of benchmark problems will help keep resource al-
location research focused and it will motivate researchers to outperform each
other.
8.2.2.5 Adapting for the construction industry
The engineering-planning phase and the construction-planning phase have
many similarities. Many of the techniques developed in this thesis could
therefore be reused for construction-planning. Some fundamental differences
however exist and they need to be accounted for. The nature of the work
that needs to be done and the resource types executing the work differ from
the design phase to the construction phase. In the design phase, resources
are typically personnel, and the activities they perform are mostly related to
document generation and manipulation. Documents are transferred between
resources, whilst the resources remain mostly stationary (personnel typically
execute most of their work in the office). Document transfers are typically
done via an electronic medium, and transfer times are mostly negligible. Ac-
tivities can therefore be scheduled to start immediately once their predecessors
have been completed, without having to accounting for transfer times of doc-
uments. This is however not the case in the construction industry. Resources
are typically a combination of construction workers and machinery, and activ-
ities need to be executed in predetermined locations on site. Once an activity
has been completed, resources will have to be transferred to the next location
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where work needs to be completed. These transfer times cannot be ignored.
The machinery that needs to be moved is often bulky, and the transfer dis-
tances can be significant. Consider the case where activity A and activity B
are scheduled to be executed sequentially. Suppose that both of these activ-
ities require a crane, and that activity A needs to be executed in location X
on site and activity B in location Y. If there is only one crane on site, then
the crane will have to be transferred from location X to location Y. On a large
construction site, the distance between location X and location Y could be
significant, and it might take several hours to transfer a crane between these
two locations. Ignoring these transfer times during the scheduling phase will
lead to inaccurate estimations and several coordination problems.
Fortunately the model that has been developed for this thesis is already in
a form that will be able to accommodate the required changes. Since resource
edges are inserted whenever resources are transferred between activities, the
resource transfer times can simply be modelled as edge weights. These edge
weights could then be converted to activities, and inserted in the project graph
once all resource allocations are done. The resulting schedule would then be
a much more accurate portrayal of reality. For this procedure to work, it will
however be necessary to provide additional input data to the process model.
Spatial information needs to be added to activities, and the transfer times of re-
source between certain locations will require configuration. With the advent of
Building Information Modelling (BIM), most of the spatial information could
hopefully be automatically derived from CAD models, leaving only resource
transfer tables to be set up.
It is important to note that the incorporation of resource transfer times
will lengthen the duration of a schedule. Resources therefore need to be trans-
ferred in an intelligent manner so that this makespan increase is minimised.
Minimising the project duration will therefore need to be incorporated into
the objective function of the resource allocation problem. It would be sensi-
ble to combine this objective function with the slack based objective functions
discussed in this paper. This will require a multi-objective approach where the
goal would be to maximise the slack and minimise the duration of the sched-
ule. Several other optimisation problems can be formulated, and researchers
will need to investigate the specific needs of the construction phase to find the
most applicable objective function.
8.2.2.6 Industry feedback
The model that has been developed is sound from an academic point of view.
However, the concept of using resource allocation to influence the slack of a
schedule is unheard of in practice. Project managers need to be exposed to
these concepts, and the model and algorithms developed in this thesis need
to be used on real-life projects. This will not only show project managers the
benefits of applying these strategies, but it will also provide researchers with
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valuable industry feedback. This feedback will illuminate the shortcomings of
the model and provide direction for further research.
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