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3. CAPACITY OF TIME-VARIABLE CHANNELS 
  In the first section of this paper we established 
some relations for the capacity of time invariant channels. 
Now we focus on the channels with bandwidth much 
greater than coherence bandwidth and for witch the 
response values at two wide apart frequencies are 
independent [BPS’98]. The frequency response for this 
channel is  C(f,t). At the fixed time t=t0, C(f,t0) is an 
ergodic process, and  the moments calculated as     
frequency averages are equals with statistical averages of 
the  respective random variable (see annexe  A.4). The 
modulus │C(f,t0)│ repartition is a  Rayleigh  distribution 
[PM’92].  We will consider now  only  the AWGN case, 
so N(f)=N0. The averages 
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tend towards not time depending  values , reason for 
which, considering  that the channel bandwidth is much 
greater then coherence bandwidth,  a Rayleigh frequency 
selective time-variable channel  has  a capacity practically 
constant in time. 
 
3.1 Rayleigh channel with optimally power 
distribution 
  The Rayleigh  selective channel capacity is CR . 
To determine the  bandwidth  We, we will consider that 
the transmission will be done only in the  band for which  
(see  eq. 14) Z(f,t0)< Λ. Then we have: 
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We introduce  the notation : 
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Then, for W high enough  according to (40) we have: 
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because of the variable (normalized) repartition density 
│C(f,t0)│
2  which is (see the annexe  A.4): 
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Integrating (42) , and considering that W is high enough, 
we obtain: 
x
e e W W
− ⋅ ≅   (44) 
We will calculate the signal to noise ratio SNR, defined 
by (32). Remember that we have a  transmission only 
over the bands for which │C(f,t0)│
2>  χ. From (14) and 
(41) we have: 
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Integrating over W, we obtain the power Px 
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It results 
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For W→∞,   the relation (47) calculates an average   for 
the the term inside of square brackets.  According to 
relation (A.31) we can write : dx e
x
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(48) 
because the relation (47) is calculated  for hypothesis   
│C(f,t0)│
2 >χ . Then for W high enough we can conclude: 
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(49) 
where, using the notations of MATHEMATICA, the 
incomplete gamma function with χ argument is: 
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For a=0 it results the same form like (49). The (49) 
relations, permits us  to determine the value χ , knowing 
the value of SNR. In  MATHEMATICA is not possible to 
solve the equation with respect to χ, else then iterative. 
First it draws the curve 
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(51) 
where  χ  covers the domain of interest for SNR. In fig.5 
is plotted  a SNR curve until 25 dB, a high signal to noise 
ratio. Using the starting values read on the curve it can 
iterate  and find the values  χ  for indicated SNR values 
(Table 1). E.g., from fig.5  it can be read for  SNR=10 dB,   
χ=0,077 which serve like an initial value and after 
iteration it founds  χ =0,0767585 (Table 1). 
We can find SNRe  with relation: 
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according to (44). 
From (25) we have:  
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Therefore it can conclude that, for W high enough,  we 
have: 
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Similar, starting from (26), we can deduct  that: 
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where the integral is 
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So, we can affirm that  for W high enough  we have also: 
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Substituting  (43), (52), (55), (58) in (23) –the maximum 
capacity of  the frequency selective channel- we obtain: 
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(60) 
Knowing  χ,  like  χ(SNR), we can calculate  the 
maximum capacity of a variable-time Rayleigh channel. 
 
3.2  Rayleigh channel with uniform power 
distribution 
 
Starting from eq. (39) we have: 
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Since the integration is over the entire frequency 
bandwidth  W, and not only for We, the inferior bound is 
zero and not χ . After integration we obtain : 
 ∫ ∫
∞
− −
∞
=
+
= ⋅ ⋅ +
0
x x
0
dx e
x
SNR
1
1
dx e ) x SNR 1 ln(
∫
∞
− − =
SNR
1
y 1 SNR
1
dy e y e  
 
 
 
(63) 
Therefore, for W high enough, we have :     
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4. RESULTS AND CONCLUSIONS 
  We will compare the Rayleigh channel capacity 
with optimally power distribution CRmax,  with the channel 
capacity  with uniform power distribution  CRu, 
respectively with  the  flat channel capacity  time-
invariant CP. It calculates for this,  the three capacities , 
for SNR  between (-2 dB….+20) dB, with a step of 2dB, 
using relations (60), (64), (34). In the fig.6  are plotted the 
three capacities related to the bandwidth W, as function of  
SNR. For the SNR ≈ 0 the channel with optimally power 
distribution is the best, his capacity being  a little bit 
 
 
  greater than the capacity of the flat time-invariant 
channel.For SNR>1dB time-variant channels have a 
smaller capacity  then equivalent flat channel. We can see 
also that the optimally power distribution determines a 
small increase of channel capacity; but the difference are 
more significant only  for very small values  of SNR. 
When SNR > 10 dB the increase of  capacity is 
insignificant, reason for which the optimally power 
repartition is  not recommended. The  small gain 
comparing with uniformelly distribution channel do not 
justify the complications implied by optimally 
distribution. For high SNR,  in order to obtain the same 
capacity over bandwidth  for the Rayleigh channel, like  
flat channel, SNR must be increased with about 2 dB. 
We mention that for  channels with two propagation 
paths,  time-delayed by τ, both the channel frequency 
response and the spaced-frequency correlation function 
(for two frequencies staggered with ∆f), will be periodical 
functions with period 1/τ . Within a such channel, the 
component, staggered with  1/(2τ), are independent, but  
the components staggered with more than 1/(2τ) are not 
necessary independent (as much as increases the 
bandwidth W of the channel [BPS’98]). In a such case, 
the conclusion derived from fig.6 cannot be  applied. 
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Table 1   SNR (χ) 
SNR[dB] -2  0  2  4 
χ 0.50942125  0.393773845  0.2974523  0.2194315 
SNR[dB] 6  8  10  12 
χ 0.1580918  0.1113305  0.0767585  0.051934 
SNR[dB] 14  16  18  20 
χ 0.034574  0.022712  0.014762  0.0095164 
 
 
 
 
Figure 5 The dependence of SNR[dB]   by  χ SNR
[dB]
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Figure 6  A comparison between  Rayleigh channel with optimally power distribution, 
 Rayleigh channel with uniform  power distribution and time-invariant  flat channel 
 
  
             
ANNEXE 
A1.The water-filling theorem 
 
 
  To solve the problem with extreme and 
constraints we remember the Kuhn-Tucker conditions 
[MS’00]. Then we are looking for an extreme of a 
function  () x f
r
so that to be satisfied the conditions : 
() 0 x h
r r r
=   (A.1) 
  () 0 x g
r r r
≥   (A.2) 
The relations (A.1) (A.2) are vectorial relations  and the 
variable  x
r
 is also a vector. The constraints from relation  
may be active or inactive.  The active constraints, which 
influence the solution, are placed on the border of the 
eligible solutions and they satisfy (A.2) with the sign   
“=”. The inactive constraints are those from relation 
which satisfy the relation (A.2) with the sign “>” and they 
don’t influence the solution. 
If  x
* r  is an eligible solution and if the constraints are 
active, then it exists a Lagrange multiplier λ
r
 and a 
Lagrange multiplier µ
r
 that satisfies the conditions: 
0
r r
≤ µ   (A.3) 
() 0 x g * T = µ
r r r
  (A.4) 
and  the equation: 
() () () 0      
* * * r r r r r r r r = ∇ + ∇ + ∇ µ λ x x x g h f   (A5) 
If the constraints are inactive, the relations (A.4) remains 
valid and leads to the conclusion that 0 = µ
r
, and in 
equation (A.5) remains only the multiplier λ
r
. 
We must specify that, we solve (A.5) and we consider 
different combinations of the active constraints, we will 
retain only the solution that satisfies  (A.3). 
For our problem,  to maximize  C the capacity of the 
frequency selective channel, the function to maximize is 
done by  the relation (7) and the constraints (A.1) and 
(A.2) are done by relations (10) and (11). We can see that 
() ⋅ g is, in our case, the identical function.  The variable x,  
after which we make the optimisation, is 
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We will apply the equation (A.5)  in  two cases : 
 
a) Sx(fk)> 0, that means we have an inactive  constraint 
and then  µk = 0. It results : 
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and then Sx(fk), the psd , which must be distributed  to the 
respective bandwidth, is: 
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b) Sx(fk) = 0 , that means  we have an active constraint 
and then µk≤ 0 . It results : 
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We combine the two cases and obtain that : 
() ( ) ( )
() 


Λ ≥
Λ 〈 − Λ
=
   Z     if ,                    0
      Z     if ,     Z
f
f f
f S
k
k k
k x    
(A.12)
        
A.2 The  deduction of relation  (23)  
We can write : 
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Now, with (A.13), the relation  (23) becomes : 
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We consider now a function f(x), x € [a,b], f(x)> 0,   ∀x€ 
[a,b]. Its average on the  interval [a,b] is : 
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If we split the interval [a,b]  in N equals parts,  with 
length ∆x = (b-a)/N and consider the points:       
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then, the geometrical average of the function values 
calculated for the n points is: 
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The logarithm of this average is : 
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When N→∞,  ∆x → 0  and then : 
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  If we consider the relations (A.15) and (A.20), and 
making  f= C
-2, and  with the notation (24), we obtain 
the relation (23) : 
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A.3 The deduction of  the inequality (36) 
The Schwartz-Cauchy inequality  affirms that for real 
functions f and g  we have: 
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and when f=kg, with  k=const. the relation becomes an 
equality. We make f=│C│ and  g=│C│
-1   : 
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The first  factor on the right side is equal with  W
2,  
because the  channel was normalized. For a selective 
channel we cannot have  │C(f)│=k│C(f)│
-1 because the 
result  should  be│C(f)│
2= k,  actually a constant, and 
this is impossible. Then we will  omit , in (A.23) , the 
equal sign. We have, after  the simplification with W
2 : 
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We obtain also : 
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Consequently, the loss of capacity caused by the  channel 
selectivity, is  increased by: 
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W
2
df ln
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          C f C  
(A.28)
that demonstrate  the relation  (36). 
But, for x > 0  we have: 
 
ln x  ≤  x-1  .  (A.29)
  
We make x = │C(f)│
2  and  we have, integrating on W : 
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the channel being normalized. Consequently : 
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A. 4 The repartition (43)  
Let be  X(t) an ergodic random process. For it, the 
temporal  mean is equal with the statistical mean. If x(t) is 
a realization  of the process, then: 
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In this case, we set x(f)= │C(f,t0)│
2   and  T=W. The 
modulus repartition density  of the variable │C(f,t0) │ is : 
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We make the transformation  y=x
2, y=│C(f,t0)│
2. The 
repartition of the random variable │C(f,t0)│
2 is done by : 
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Applying (A.33) and returning to the variable x, we 
derive that the repartition density  for │C(f,t0)│
2  is: 
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