Abstract-Low noise, high resolution and high dose efficiency are the common requirements for most X-ray imaging applications. Especially in medical applications the dose efficiency is a necessity for detector systems. We present the imaging performance of the Medipix2 readout chip bump bonded to a 300 µm thick Si detector as a function of the detection threshold, a free parameter not available in conventional integrating imaging systems. Spatial resolution has been measured using the modulation transfer function (MTF) and it varies between 8.2 lp/mm and 11.0 lp/mm at 70 %. An associated measurement of noise power spectrum (NPS) permits us to derive the Detective Quantum Efficiency (DQE) which can be as a high as 25.5 % for a broadband incoming spectrum. The influence of charge diffusion in the sensor together with threshold variation in the readout chip is discussed. Although the Medipix2 system is used in photon counting mode with a single threshold in energy, the system is also capable of counting within a given energy window of down to ~ 1.4 keV. First measurements and images using this feature reveal capabilities that allow to identify fluorescence and other sources of disturbance.
I. INTRODUCTION
OW noise, high spatial resolution and high dose efficiency are key requirements in most x-ray imaging applications. High dose efficiency is a necessity in medical applications. In this paper we present the imaging performance of the Medipix2 readout chip [1] bump-bonded to a 300 µm thick silicon sensor. The Medipix2 chip is designed and fabricated in 0.25 µm CMOS and operates in single photon counting mode. It is usually operated with a single energy threshold, but can also operate using an energy window. The Modulation Transfer Function (MTF), Noise Power Spectrum (NPS) and Detective Quantum Efficiency (DQE) have been measured as a function of the single energy threshold. The measurements The corresponding author is L. Tlustos who can be contacted by phone at +41 22 767 37 88, by fax at +41 22 767 33 94 and by e-mail at Lukas.Tlustos@cern.ch obtained are in good agreement with a simple analytical model which describes charge deposition, drift and diffusion in the sensor.
Almost all measurements carried out to date use only the lower energy threshold. In this paper we present first results obtained using an energy window.
We start by briefly revisiting the functionality of the Medipix2 chip. Following that we describe measurements of MTF, NPS and DQE for different values of lower threshold. The technique used to tune the upper threshold is then described and finally some images which were taken using the energy window are presented and discussed.
II. THE MEDIPIX2 SYSTEM
The Medipix2 system comprises a 256 x 256 channel CMOS readout chip which is bump bonded to an identically segmented sensor. The most commonly used sensor type is high resistivity Si which is 300 µm thick. Incoming photons enter the unsegmented rear side of the sensor chip with the readout below. Each readout cell comprises a preamplifiershaper followed by a window comparator and a 13-bit counter. The upper and lower thresholds of the window comparator are defined by individual threshold DAC's at the periphery of the chip and independent 3-bit fine tuning for both thresholds is available in every pixel in order to minimize residual threshold variations. An externally applied shutter determines whether the chip is in counting or readout mode. Each pixel cell measures 55 µm x 55 µm and contains ~ 500 transistors. For randomly arriving particles each pixel counts linearly up to an average rate of ~ 100 kHz. Readout of the entire matrix takes ~ 10 ms using the serial port or ~ 300 µs using the 32-bit parallel bus. The total power consumption is ~ 500 mW which means that the chip can be operated without cooling.
III. OPERATION AND PERFORMANCE WITH A SINGLE THRESHOLD
A number of studies are already published on the behaviour of the system as an imaging device [2] [3] [4] . In particular we reported in [2] that the combination of charge diffusion in the sensor and residual pixel-to-pixel threshold variation in the readout chip obliges us to apply a flat field correction to data in the order of ± 4 %. These and possibly other subtle effects lead to virtual changes in the effective size of a pixel and photons which deposit their energy near the pixel boundaries Having explored flat field corrections we were interested to also study the effect of varying the global threshold on the imaging properties of the system. Such a possibility does not exist in conventional integrating systems. For the measurements which follow in this section we used a Siefert FK-61-04x12 X-ray tube with a W-target, a filter of 2.5 mm of Al and a tube voltage of 25 kV. Fig. 1 is a simulation of the spectrum expected from the source [5] along with lines which indicate the thresholds used for the measurements. The thresholds in energy corresponded to 9.1 keV, 11.3 keV, 12.8 keV and 18.8 keV. In Fig. 2 the MTF has been calculated at the various thresholds. This was measured using an edge placed at ~ 2˚ along a column, making the derivative of the counts to obtain the slit function and then making a Fourier Transform of the erf curve which best fits the data [6] . The effect of increasing the threshold is to improve the MTF. Increasing the threshold diminishes the equivalent size of the pixel and therefore enables an improvement in MTF beyond the value predicted by Nyquist Sampling Theory for a given pixel pitch. However, the trade-off in terms of NPS can be inferred from Fig. 3 . The normalized NPS is calculated by measuring the spread in counts over the entire matrix after flat-field correction, dividing by the mean number of counts, and taking the square of the Fourier transform of that. Different doses were used at different energies and this explains why the NPS at a threshold of 9.1 keV looks to be greater than those at 11.3 keV and 12.8 keV. Taking the ratio of the measured values of MTF squared and the normalized NPS the penalty in DQE for varying the threshold can be seen in Fig. 4 . Table 1 summarizes these results. We can conclude from this study that increasing the threshold in the pixels is one means of improving the spatial resolution of the system but only at the expense of a decreased DQE. More complex functionality may eventually be implemented in a pixel to overcome this degradation.
IV. ENERGY WINDOW MEASUREMENTS
The above measurements were made using the single lower threshold. In what follows we examine the behaviour of the system using an energy window.
A first challenge was to find the best technique to obtain the most precise tuning of the upper threshold in order to obtain the narrowest possible window. To tune the low threshold one moves the global threshold until pixels start to hit the rather uniform noise floor (at around 1 000 e -) and the pixels put into 8 bins according to the threshold at which they become noisy. Those pixels which hit the noise floor first have the fine tuning bits set to 0 and those which hit the threshold last have the fine tuning bits set to 7. The others are set according to which bin they fall into. Tuning of the lower threshold using a radioactive source was also tried but this becomes extremely time consuming and yields the same result as the noise floor technique. There is the possibility to tune the thresholds using a test pulse injected to every pixel but in the present layout there is a systematic non-uniformity of this pulse across the chip which distorts the results.
The energy window logic is such that if the high threshold DAC is set to a value lower than the low threshold DAC only the low threshold is used [1] . This is how we change from energy window operation to single threshold operation. Because of the above mentioned systematic variation in the test pulse we decided not to rely on the test pulse amplitude for upper threshold tuning either. Instead we decided to apply in any case a very high input charge pulse, fixing the upper threshold well below this value, and decrease the higher threshold until it crossed the lower threshold switching the pixel from energy window mode to single threshold mode and causing it to start counting. The pixels were binned according to the high threshold value at which they began counting and an upper threshold mask thus derived. Interestingly, there is no correlation between upper and lower threshold masks which indicates that the threshold variation is not dominated by the common pre-amplifier. Testing later with a
109
Cd radioactive source (peaks at ~ 22 keV and ~ 25 keV) confirmed that the narrowest usable window corresponds to a difference of 2 DAC values between the upper and lower thresholds of this chip, a difference of ~ 1.4 keV.
The device was placed under the X-ray tube mentioned earlier using the usual W target and 2.5 mm Al filter and this time a tube voltage of 50 kV. The total number of counts was recorded as a function of the lower threshold of the energy window. As Fig 5 demonstrates we observed peaks which were associated with the Sn of the eutectic Sn-Pb bump bonds (K-alpha 25.2 keV, K-beta 28.5 keV) as well as peaks coming from the Ag (K-alpha 22.1 keV and K-beta 24.9 keV) which is contained in the glue used to mount the assembly on the PCB. Fluorescence from the silicon itself and from Al lines occurs at much lower energies (< 2 keV) and other metals such as Ti are present in much smaller quantities. As the fluorescence photons observed come from behind the sensor they should distort any image. The 3 curves on Fig. 5 represent spectra taken with different window widths from 1.4 keV, 2.8 keV and 4.2 keV. The number of counts increases as the window is opened, but the energy resolution, seen by the distinction of the fluorescence peaks, decreases.
A plastic "Swatch" watch was placed near to the entry of the sensor and images taken at different energies with an energy window of 3.5 keV. Some of these images are shown in Fig 6. In Fig. 6(a) the image is rather clear although, as expected, the higher density components of the watch are rather opaque as the lower energy photons are easily absorbed. In Fig. 6(b) the effect of the fluorescence photons is quite evident. Even if we are selecting harder photons here there is an evident blurring of the image probably due to the fluorescence photons coming from underneath the chip. In Fig  6(c) the image becomes much clearer as the energy window now is above the emission lines of Sn and Ag. Finally in Fig  6(d) one observes that these harder X-rays reveal more objects hidden behind the denser components of the watch. Although a much more systematic and quantitative study is needed these results may be the first images taken using such a spectroscopic imager revealing the potential of such devices where only broadband X-ray sources are readily available.
V. CONCLUSION
In this paper we have examined the influence of a lower threshold on the performance of a photon counting X-ray imaging system. By increasing the lower threshold used it is possible to have improved spatial resolution but at the expense of DQE. It may be possible to avoid this degradation with more functionality inside a pixel.
The upper threshold of the Medipix2 system has been tuned and a minimum window width of ~ 1.4 keV was obtained. Images were taken proving the potential for such a spectroscopic imaging system where only broadband X-rays are available. More systematic and quantitative studies are necessary. Fluorescence and other sources of image degradation could be identified by the study of spectra taken with different windows. These results are important as they provide first hints of the potential for such spectroscopic imaging devices.
There is ample room for improvements in a future system. Using a deeper sub-micron CMOS process it should be possible to overcome the combined effects of charge diffusion and threshold variation on the performance of such a system in terms of energy resolution by summing the charge between neighbouring pixels [1] . It is also possible to envisage the integration of several threshold windows with multiple counting registers on every pixel. This opens up the possibility of true colour X-ray imaging. In particular one could think to filter out unwanted fluorescent energies. A 4-side buttable assembly should be developed enabling the construction of a large area imager. 
