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Epidemiological forecasts are beset by uncertainties about the
underlying epidemiological processes, and the surveillance
process through which data are acquired. We present a Bayesian
inference methodology that quantifies these uncertainties, for
epidemics that are modelled by (possibly) non-stationary,
continuous-time, Markov population processes. The efficiency of
the method derives from a functional central limit theorem
approximation of the likelihood, valid for large populations. We
demonstrate the methodology by analysing the early stages of the
COVID-19 pandemic in the UK, based on age-structured data for
the number of deaths. This includes maximum a posteriori
estimates, Markov chain Monte Carlo sampling of the posterior,
computation of the model evidence, and the determination of
parameter sensitivities via the Fisher information matrix. Our
methodology is implemented in PyRoss, an open-source platform
for analysis of epidemiological compartment models.1. Introduction
The ongoing COVID-19 pandemic has demonstrated the vital





































1 uncertainties in the mechanisms of viral transmission, and the difficulties in determination of numbers of
infections and deaths, a Bayesian approach is natural [9–14]. This allows the range of likely outcomes to
be quantified and characterized. The evidence in favour of different epidemiological models can also be
assessed, in the light of data.
Compartment models are widely used as models of epidemiological dynamics [15–17]. Within these
models, individuals are grouped into cohorts, for example according to their age or location. The key
assumption is that the rates of contact between individuals depend only on their cohorts. The
resulting models have sufficient complexity to be useful in forecasting, while remaining simple
enough that Bayesian analyses are tractable [10,11,13,18].
Such analyses require three main ingredients: the definition of a model, the prior distributions of the
inference parameters and an efficient method for the evaluation of the posterior distribution [15,19–23].
In this work, we derive an approximation to the model likelihood directly from the model definition, via
a functional central limit theorem (CLT), similarly to [24–30]. Hence, for any given model, the
approximated likelihood can be derived by a generic and automated procedure. This enables rapid
Bayesian fitting of models to data with fully quantified uncertainties, as implemented in the PyRoss
package [31]. It also enables sampling from the posterior by Markov chain Monte Carlo (MCMC), and
the evaluation of model evidence (also known as marginal likelihood), which enables Bayesian model
comparison [32–34]. The results presented here build on an earlier technical report [13] which
discussed automated fitting of such models to data.
A variety of Bayesian inference approaches are possible in calculations of this type, which make
different assumptions (either implicit or explicit) about the role of random fluctuations in the disease
propagation and the surveillance of the epidemic. A common approach is to consider a deterministic
generative model for the disease, and to treat the data collection (surveillance) as a stochastic process
[9,11,18,35]. The disease dynamics is analysed by solving ordinary differential equations (or equivalent
equations in discrete time); the likelihood is then computed by a simple formula. This approach is fast
and flexible, but the use of deterministic disease models can bias the results, as can assumptions
about independence of observed data points: see for example [36]. Other approaches [37–39] consider
fully stochastic compartment models and estimate parameters using particle filters (or sequential
Monte Carlo methods). Such computations avoid the biases mentioned above, but are much more
expensive (for any given parameter set, multiple stochastic trajectories must be generated, and one
aims to optimize over all parameter choices).
The methodology that we present is intermediate between these two approaches: the aim is to
mitigate the biases associated with deterministic disease models, without the computational cost of
stochastic simulations. The CLT approximation to the likelihood can be evaluated quickly by solving
ordinary (deterministic) differential equations [25–30]. The underlying models include stochastic
aspects of disease transmission, and the approach avoids any assumption of independent data points.
On the other hand, the CLT approximation assumes that the epidemic is spreading in a large well-
mixed population. As such, it can suffer from bias if applied to localized outbreaks or small
populations. In such cases, the CLT approximation is no longer suitable, but methods for computing
the likelihood from stochastic simulation should be applicable [37–39].
As an example where the proposed methodology is appropriate, we analyse an age-resolved
population-level model of England and Wales, using data for recorded deaths from COVID-19 over
the period 6 March to 15 May 2020, and inferring more than 40 model parameters, with priors
informed by existing literature. Given the large numbers of cases in this period, the CLT
approximation to the likelihood is justifiable. We compare several variants of the model, which differ
in their assumed contact structure; we also compare the model evidence [32–34] for the different
variants. For such large models (with so many parameters), methods that estimate the likelihood by
simulation of stochastic trajectories are intractable. To our knowledge, previous work on
epidemiological inference within CLT approximations [26–30] have not analysed models of this
complexity.
A more detailed picture of the epidemic would be available by combining multiple data sources (for
example, positive tests as well as deaths), but the example presented here illustrates the general
methodology. The intended future applications of these methods are to similar (population-level)
models with higher complexity, e.g. [40].
In the following, models and definitions are given in §2, the likelihood approximation is discussed in
§3, and the inference methods are summarized in §4. The approach is validated in §5 by performing



































1 are defined in §6, while §7 shows the results. We conclude with a discussion in §8. Some technical details




Consider a compartment model where N individuals are grouped into M cohorts, according to some
attributes (for example, age and/or gender). Each cohort is divided into L epidemiological classes,
indexed by ℓ = 1, 2,…, L. We assume a single susceptible class, which is ℓ = 1. Other classes may be
either infectious or non-infectious: the canonical example is an SIR model which corresponds to L = 3,
in which case the recovered (R) class is non-infectious. The analysis presented here is
straightforwardly generalized to more complex compartment models, as might be used (for example)
to model different pathogen strains, or vaccinated individuals with reduced susceptibility, or testing
and quarantining [40].
In the general case, the total number of compartments is M × L and the state of the system can be
specified as a vector
n ¼ ðn1, n2, . . . , nMLÞ: ð2:1Þ
We use boldface notation throughout this work to indicate both vectors and matrices. Each element of n
is a non-negative integer, such that the number of individuals in class ℓ and cohort i is ni+M(ℓ−1). For
example, n1, . . ., nM are the number of susceptible individuals in each cohort.
The disease propagation involves individuals moving between the epidemiological classes, by a
Markov population process [41]. (Models may also include immigration or emigration steps where the
total population changes.) The parameters of the model are θ = (θ1, θ2,…), indexed by a label a. The
various stochastic transitions are indexed by ξ = 1, 2,…. In transition ξ, the population n is updated
by a vector rj with integer elements, that is
n ! nþ rj with rate wjðt, u, nÞ: ð2:2Þ
For example, if transition ξ involves a single individual moving from compartment α to compartment β
then rj has −1 in the α-th place and +1 in the β-th place, with all other elements being zero. Consistent
with the Markovian assumption, the rate wjðt, u, nÞ depends on the current state, the parameters of the
model and the time t.
Two common types of transition are infection, and progression from one stage to another. For
example, in the simple SIR example (with M = 1), we write (n1, n2, n3) = (S, I, R) with total population
N = S + I + R. Taking infection and recovery parameters as θ = (β, γ), the infection transition has
r1 = (−1, 1, 0) and rate w1 = βSI/N, while progression for I to R has r2 = (0,− 1, 1) and w2 = γI. The
general formalism used here covers simple SIR models as well as more complex ones, e.g. §6.
2.2. Contact dynamics and the well-mixed assumption
As illustrated by the SIR example, it is a general feature that progression transitions have rates that are
linear in n, but infections are bilinear. As usual, we consider compartment models that assume a well-
mixed population, in the sense that the typical frequency of meetings between individuals depends
only on their cohort. These frequencies are described by the contact matrix [15–17,42], which appears
in the rates wj for infectious transitions (for an example, see §6 below).
This well-mixed assumption neglects the detailed social structure of the population, for example that
friends and family members meet each other much more frequently than other individuals. Despite this
(coarse) approximation, compartment models are valuable tools for practical analysis of epidemics, and
are useful for inference. Still, it must be borne in mind in the following that these models are not
microscopically resolved descriptions of individuals’ behaviour, but rather approximate descriptions
that capture the main features of disease dynamics, and its dependence on model parameters.
2.3. Average dynamics and law of large numbers
We will be concerned with epidemics in large populations, with the well-mixed assumptions described





































1 which is controlled by a large parameter V. In models where the total population N is fixed then V ¼ N.
If the population is uncertain or subject to change then V is taken as a suitable reference value, for
example the prior mean population at time t = 0. (As an example with changing population, we
imagine a model that includes birth of new individuals and death by non-epidemiological causes,
which can be modelled by transitions that add/remove individuals to/from S (or other) classes,





whose elements indicate the fractions of individuals in each compartment. To ensure a suitable large-
population limit (within the well-mixed assumption), we require that the rates wj have a specific
dependence on V
wjðt, u, VxÞ ¼ Vvjðt, u, xÞ, ð2:4Þ
where vj is the transition rate per individual (as opposed to the rate for the population). This assumption
corresponds to frequency-dependent transmission, as is commonly assumed in models of human disease
[17]. The methodology described here can be generalized to models with density-dependent
transmission, but we focus here on the frequency-dependent case, which is the relevant one for
application to COVID-19.
Given the parameters θ and an initial condition x(0), models of this form obey a law of large numbers
in the limit of large population V ! 1 [43–46]. In this limit, almost all stochastic trajectories x(t) lie close







rjvjðt, u, xÞ: ð2:5Þ
The sum in this equation runs over all possible values of ξ; we do not write the range explicitly in such
cases, for compactness of notation. Equation (2.5) is straightforwardly solved by numerical methods, so x
can be computed.
Note that the initial condition for (2.5) is x(0). As V ! 1, this means that a finite fraction of the
population must be infected at t = 0, which is required for the law of large numbers to hold. As a
result, this theory does not apply in the very early stages of an epidemic where only a few
individuals have been infected.2.4. Central limit theorem
The (approximate) likelihood that we use for Bayesian analysis rests on a functional CLT [43–47] for
fluctuations of the epidemiological state about the mean value x. The structure of the CLT is outlined
here, it applies in the limit V ! 1. The associated approximation for likelihood is discussed in §3.2,
which also discusses its applicability when V is finite.
The CLT is derived for a fixed initial condition x(0). To analyse fluctuations, consider the (scaled)





[xðtÞ  xðtÞ], ð2:6Þ




is standard in CLTs, it is chosen so that typical trajectories of the model
have u of order unity, as V ! 1.) By considering the increment in u over a short time-interval and taking
the limit of large V, one finds [48, §4.5.9] that u obeys a stochastic differential equation
du ¼ Jðt, u, xÞudtþ
X
j
sjðt, u, xÞdWj, ð2:7Þ
where W1, W2,… are independent standard Brownian motions (Wiener processes); our notation
suppresses the dependence of x and u on the time t, for compactness. The elements of the square
matrix J are












































1 where rξ,i is the ith element of the vector rj. Similarly,





In the physics literature, the derivation of (2.7) uses the van-Kampen expansion [46,48]; the application in
population dynamics is due to Kurtz [43–45].
One sees that J and sj depend on the deterministic path x but not on the random variable u, so (2.7) is
a time-dependent Ornstein–Uhlenbeck process. The CLT applies as V ! 1, it states that u has Gaussian
fluctuations with mean zero, and a covariance that can be derived from (2.7). This result applies to the
covariance at any fixed time, and to correlations between fluctuations at different times. The correlations
are discussed in appendix A, for example (A 6, A 8).al/rsos
R.Soc.Open
Sci.8:2110653. Data and likelihood
A central task in Bayesian inference is to compute the posterior distribution of the parameters θ, given
some observational data. The posterior probability density function (pdf) of the parameters is [19–21]
PðujdataÞ ¼ PðdatajuÞPðuÞ
ZðdataÞ , ð3:1Þ
where Z(data) is called the model evidence, which is fixed by normalization of the posterior.
We now describe how the observed data are incorporated in our methodology, after which we discuss
the likelihood. A technical aspect of our approach is that the initial condition of the system at time t = 0
must be parametrized in terms of θ (or explicitly provided).3.1. Data
In practical situations, observations of the epidemiological state are subject to uncertainty. Our
methodology includes all random aspects of the observation (surveillance) process directly into the
model. This means that measured data can be identified with the populations of certain model
compartments; the remainder of the compartments are not observed, and correspond to latent
variables. For example, the model of §6 (below) includes an observed compartment for deceased
individuals, which should properly be interpreted as a compartment for deceased individuals who
were diagnosed with COVID-19. Other compartments—for example susceptible and infected—are
latent variables, which are independent of diagnosis. The measurement process is then modelled
through the (stochastic) transition from infected compartment to deceased compartment, whose rate
depends on the probability of correct diagnosis.
We assume that observations are made at an ordered set of positive times, indexed by m ¼ 1, 2, ….
Specifically, at time tm, one observes a vector with mobs elements, which are linear combinations of the
compartment populations at that time. That is,
nobsðtmÞ ¼ FnðtmÞ, ð3:2Þ
where F is a matrix of size mobs × (ML), which we call the filter matrix.
Now define a vector Y that contains all the observed data, by collecting the individual observation
vectors,
Y ¼ nobsðt1Þ, nobsðt2Þ, . . .: ð3:3Þ
This vector corresponds to the data in (3.1).3.2. Approximated likelihood
The likelihood is denoted by
LðuÞ ¼ PðYjuÞ: ð3:4Þ
Hence we require a computationally tractable estimate of this probability. The formula that we use is





































1 Given the parameters θ, the most likely observation is Y, whose elements are
nobsðtmÞ ¼ VFxðtmÞ, ð3:5Þ
recall (2.3), (3.2), (3.3). Define also the (scaled) deviation of the data from this value,
D ¼ Y  Yffiffiffiffi
V
p : ð3:6Þ
As in (2.6), the scaling is such that elements of Δ are typically of order unity. In the specific case
considered here, the functional CLT states that the log-likelihood obeys
logLðuÞ ≃  1
2




where the approximate equality is accurate as V ! 1, and G−1 denotes the inverse of a square
covariance matrix G, whose form is dictated by the CLT of §2.4: see appendix A, in particular (A 8).
Given a compartment model with parameters θ and a filter matrix F, computation of G requires
numerical solution of a (matrix-valued) ODE.
We note once more that (3.7) is an approximation to the likelihood of the underlying compartment
model, valid for large populations. Similar approximations have been applied previously in
epidemiological inference, for example [26–30], and in physical sciences [25,49,50]. The results of
those studies indicate that inference based on the CLT approximation can be effective in practice,
but for any given V, the accuracy of the Gaussian (CLT) assumption is not easy to assess.
To address this, we highlight a few situations where caution is advised, in practical settings. First,
the CLT is restricted to typical fluctuations of the stochastic process, so its application requires that the
observed data Y lie within a few standard deviations of their most likely values Y . In other words, the
likelihood will be only accurate for models with reasonable fit to the data. Second, for computation of
the mean trajectory, the error in the CLT approximation comes from nonlinear processes (such
as infection of a susceptible individual), while linear processes (such as recovery of an infectious
individual) do not require any approximation. For well-mixed models, this means that a necessary
condition for the CLT is that the total number of infectious individuals should be large compared
with unity, so that the fluctuations in this quantity are not too large. Third, changes in
compartment populations are integers, but they are treated as real numbers by the CLT. The
associated error is that of replacing a (difference of ) Poisson-distributed integers by a Gaussian-
distributed real number.
Among these three factors, the first two must be taken seriously when applying the methodology
proposed here. In the examples considered below, the models do fit the data, and the total number of
infectious individuals is numerically large at all times considered, giving confidence in the CLT
approximation. For the third factor, we note that if some compartment populations are numerically
small, observations of these compartments will tend to have little impact on the likelihood (because
their mean occupancies will probably be comparable with their variances). In this case, the
methodology will correctly infer that this observation has little effect on the posterior distribution: this
weak dependence can help to mitigate errors associated with a breakdown of the CLT. We return to
this point in §5, below.
Finally, we observe that in the practical context of epidemiology, the approximation error of the
likelihood must be considered together with the fact that any compartment model is already a coarse
approximation of the real-world disease progression. This is especially true for population-level
models, given the well-mixed assumption for contacts within cohorts. In such cases, the aim is not
for absolute accuracy in parameter estimation or likelihood computation. Instead, the likely
applications would be Bayesian model comparison and forecasting, as discussed in §4. For those
applications, it is vital to address sources of systematic bias in the inference process. By
incorporating stochastic disease progression and dependency among observed data points, the
CLT mitigates at least some of the biases of simpler approaches [36], at manageable computational
cost.4. Inference methodology





































1 4.1. Model estimation
The methodology has been implemented for a general class of compartment models as defined above,
including progression and infection transitions. Specifically, if transition ξ involves progression from
compartment α, one has
wjðt, u, nÞ ¼ gjðt, uÞna, ð4:1Þ
with arbitrary dependence of gj on the parameters θ and the time t. For infection reactions, suppose that
transition ξ involves a susceptible individual in cohort i being infected by an individual in some
infectious class. Denote the population of susceptible individuals in cohort i by Si and the population
of individuals in cohort j of the infectious class by IðkÞj ; here k is a label for the relevant infectious
class. Then the generic infection rate is









where Kξ has arbitrary dependence on the parameters θ and the time t. The form of K depends on the
rates of contacts between cohorts and on various epidemiological parameters, a specific example is
given in §6 below.
Once the model is specified, the inference methodology is automated. We outline the method, with
details in appendix B and [13]. Given the data and some parameter values θ, the (non-normalized)
posterior is computed (up to the normalization factor Z) by combining the prior information with
(3.7). This posterior is optimized over θ using the covariance maximization evolutionary strategy
(CMA-ES) [51], yielding the maximum a posteriori (MAP) parameters θ. We also compute the Hessian
matrix of the log-posterior using finite differences.
We consider the Fisher information matrix (FIM) [19], which measures the information provided by
the data about the inferred parameters of the model. It is a matrix with elements







where the angled brackets denote an average over the stochastic dynamics of the model, with fixed
parameters u. Recalling (3.4), this means that one averages over all possible values of Y according to
the model dynamics, instead of using the observed data. The sensitivity of parameter a with respect to






for more detail see [52,53]. The FIM is defined as an average over the stochastic dynamics, but the
Gaussian structure of the likelihood (3.7) means that the FIM can be estimated by a deterministic
computation, see appendix B.1.4.2. Posterior sampling and the role of priors
To go beyond the MAP, we sample the posterior for θ by MCMC, using the emcee package [54]. In what
follows, the results depend significantly on the prior, as well as the likelihood. This is natural in our
(Bayesian) approach, because there are many sources of uncertainty in epidemiological modelling, and
we incorporate available knowledge into prior distributions, informed by whatever expert judgement
is available. Posterior sampling reveals which parameters are identifiable (constrained by the data)
and which are only weakly identifiable (their posterior distribution remains close to the prior). The
result of this process is that identifiable parameters are determined by the data, while weakly
identifiable ones are determined by expert judgement, through the prior. (For experiments in the
physical sciences, one might hope for enough data that the inferred parameters depend weakly on the
prior, but that is unlikely in the epidemiological context.)4.3. Model comparison
A significant advantage of Bayesian approaches is the ability to compare the evidence for different





































1 consider here the model evidence: this is not as easy to compute as some other criteria, but it has a firm
theoretical basis, see for example ch. 28 of [21].
Recalling (3.1), the evidence in favour of any model may be expressed in terms of the likelihood L and




which is also known as the marginal likelihood. It tends to be large if the model corresponds to high
likelihood, but the integral over parameters θ means that Z is strongly suppressed in cases where
fitting the data requires fine-tuning of the parameters. This ensures that overfitted models have low
evidence. Hence, models (or hypotheses) with larger Z are to be preferred (at least in the absence of
prior information about which model is more likely). In practice, it is more convenient to work with
the log-evidence.
We computeZ using thermodynamic integration, see appendix B.2. The evidence is useful for Bayesian
model comparison and model averaging [33], an example of model comparison is given in §7.3 below.
To interpret the model evidence, it is also useful to compute the deviance D [55], which is related to
the posterior average of the log-likelihood as D ¼ Epost½logL. Noting that the posterior distribution is






This may be rearranged as
logZ ¼ DDKLðPpostkPÞ, ð4:7Þ
where DKLðPpostkPÞ is the Kullback–Leibler (KL) divergence between prior and posterior. Hence, the
evidence is large for models with high likelihood (low deviance), but subtracting the KL divergence
means that the evidence is penalized for models where the posterior distribution is too sharply
peaked, or too different from the prior assumptions. This avoids overfitting [34].4.4. Forecasts and nowcasts
Given samples from the posterior, several kinds of forecast and nowcast are possible. The time period
over which data is used for inference is called the inference window.
In a deterministic forecast or nowcast, we compute the average path xðtÞ for a given set of parameters.
This allows prediction of the population of unobserved (latent) compartments. If this is performed for
times t within the inference window, we refer to it as a nowcast. The path xðtÞ can also be computed
outside this window, this is a forecast. By sampling parameters from the posterior, the range of
behaviour can be computed. However, this computation only captures the role of parameter
uncertainty, it neglects the inherent stochasticity of the model.
In a conditional nowcast, we use the functional CLT to derive a (Gaussian) distribution for the
population of the latent compartments, conditional on the observed data. Samples from this
distribution can be generated, which allow the role of stochasticity to be assessed, see appendix B.3.
We emphasize that the nowcast requires sample paths that are conditional on the data, for times
within the inference window. Such conditional distributions cannot be sampled by direct simulation
of the model, but the functional CLT enables sampling (under the assumption of large V).
Finally, we consider stochastic trajectories that extend beyond the inference window, which we call a
stochastic forecast. In this case, we first use a conditional nowcast to sample the latent compartments at
the end of the inference window, after which we simulate the stochastic dynamics (by Gillespie [56] or
tau-leaping methods [57]). This yields trajectories of the full stochastic model, with integer-valued
populations. (Contrary to the conditional nowcast, these sample paths are only conditional on data
from the past. Hence they can be sampled directly, due to the Markov property.)
These processes are analogous to computations with hidden Markov models (HMMs) [58]. The latent
compartments correspond to the hidden variables, which are to be estimated. Also, nowcasting
corresponds to sampling from the filtered distribution of the HMM, and the stochastic forecast is an
HMM method for prediction. Inference based on the functional CLT leads to a multivariate Gaussian






































1 5. Inference validation with synthetic data
To validate the methodology described so far, we consider a simple example model of SEIR type, with an
additional compartment (D) for deceased individuals. There is a single age cohort, with population V.
The compartment populations are denoted by S (susceptible), E (exposed), I (infectious), R (recovered)
and D (deceased). The rates for the stochastic population model are
wS!E ¼ cbSIV ,
wE!I ¼ gEE,
wI!R ¼ gIð1 fÞI




Here, f is the infection fatality ratio (IFR), c is the rate of contacts, β is the infection probability per contact
and γE, γI are rates for progression from E and I, respectively. Note that n = (S, E, I, R, D) is a vector of
integer-valued populations, and recall from (2.3) that the corresponding fractions of the total population
are x ¼ n=V. Hence (5.1) is consistent with (2.4), the rates w correspond to the numbers of individuals
that are transferred (on average) between the compartments, per unit time. We take (β, f ) = (0.035,
0.02) and rates (c, γE, γI) = (20, 0.35, 0.25) per day.
For inference, we generate synthetic data by direct simulation of the stochastic model using Gillespie
[56] or tau-leaping methods [57], depending on the population (see below). The simulation runs over an
80-day period which spans the course of the epidemic, the initial condition has 10−3 of the population in
the E compartment, and 4 × 10−4 in the I compartment, with all other individuals being susceptible.
We take the daily numbers of deaths as observed data from this synthetic trajectory and we attempt to
infer the ‘true model’ (the model that generated the data). We perform inference using data from a time
window that starts when the total number of deaths first exceeds 0:2% of the total population (this is a
random time which depends on the stochastic trajectory). We use the methods described above to infer
the rate β and also initial conditions for the compartments S, E, I, denoted S0, E0, I0. (Note, these are the
initial conditions at the beginning of the inference window, not the initial conditions at time zero.) The
total population V and the values of (c, γE, γI) are fixed at their true values. (Since the initial
population D0 of the D compartment is observed, the initial condition for R is computed as
R0 ¼ V ðS0 þ E0 þ I0 þD0Þ.) Hence, we infer four parameters (β, S0, E0, I0).
For the analysis of this section, the prior for β is a Gaussian whose mean is 0.8 of the true value, with
standard deviation one half of its mean. The prior means for S0, E0, I0 are obtained by considering the
fastest growing linear mode of the deterministic dynamics (see appendix C).
The approximate likelihood of (3.7) is accurate for large populations. As initial validation we take
V ¼ 108. A trajectory of the true model is generated by tau-leaping method (stochastic generation of a
full trajectory by the Gillespie method would already take a significant computational effort,
comparable with the total time taken for inference of MAP parameters). We consider observed data
from a 20-day inference window. We maximize the posterior over the four inferred parameters
following §4.1, and we sample the full posterior distribution by MCMC following §4.2. For MCMC
sampling of this model, we use an ensemble of eight walkers [54] (twice the number of inferred
parameters); we take several thousand MCMC iterations per walker, resulting in a sampling time
more than 50 times larger than the autocorrelation time of the underlying Markov chain. We discard
one-third of the samples for burn-in of the chain.
Results are shown in figure 1. The inference machinery accurately infers all four parameters from just
one stochastic trajectory. The posterior uncertainty is low—this is expected because the population of the
model is very large so the CLT is an accurate description of its dynamics, and the fluctuations between
trajectories are very small. (In particular, the number of deaths on each day is more than 104, and the
populations of S, E, I classes are more than 106, so the natural scale for fluctuations in these numbers
is N1=2  0:1 1%.)
To illustrate model forecasting, we consider a similar situation, but now with population V ¼ 106. In
this situation, daily deaths are in the 100s, so one may expect significant day-to-day fluctuations as well
as some deviations from CLT behaviour. We perform inference using data from increasingly long time
windows with lengths of 4–20 days; for each dataset we run independent computations of the MAP,
and MCMC sampling. Figure 2 shows stochastic forecasts, as described in §4.4, as well as posterior
distributions of β. As the data used for inference increases, the posterior uncertainty is reduced, as
does the forecast uncertainty. Each forecast includes 40 trajectories, so the range of outcomes in each
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Figure 1. (a–c) Synthetic stochastic trajectory ( points) and inferred MAP trajectory (solid lines) for the model of §5, with population
V ¼ 108. The time window used for inference is shaded in blue; the daily death data from inside this window are used for
inference. (d–g) Posterior histograms showing marginal parameter distributions after MCMC sampling. The true values are
shown, as are the MAP estimates, and the priors. (The horizontal axes are chosen to show clearly the posterior distributions,





































1 fall inside the forecast uncertainty for all time windows considered. This shows that the forecast
uncertainty of the model is a reliable guideline for future behaviour.
The method validation of this section aims to establish two things. First, that the numerical
implementation is adequate; and second that the approximate likelihood (3.7) yields reliable results
for inference and forecasting. In this particular example, the values of the observed data are in the
100s, and we verify that the approximate likelihood (3.7) yields reliable forecasts and posterior
uncertainties. Since the CLT is valid when compartment populations are large, an important question
is how the performance of this methodology behaves as one considers smaller populations, especially
0 50





























Figure 2. (a) Stochastic forecasts for the model of §5 with population 106, as the amount of data used for inference is increased.
Black points indicate daily deaths for a synthetic stochastic trajectory. Orange lines show 40 trajectories obtained as stochastic
forecasts, based on inference using data from the blue shaded region. The forecasts converge towards the stochastic trajectory
as the data used is increased. (b) Corresponding posterior histograms for the parameter β. The posterior uncertainty reduces as
the data used increases. The longest time window is the same as that used in figure 1: the larger population in that example





































1 in models with more compartments. This question is a subtle one: some results are shown in appendix C,
with a discussion.
As a general point, it is important that our proposed applications are for inference and forecasting
based on single stochastic trajectories, as observed in epidemics. We expect in general—and the
example of appendix C confirms—that parameter inference is challenging for small populations. In
particular, for models with small compartment populations, the CLT approximate likelihood (3.7) will
break down, which contributes to biased parameter estimates. However, we also expect large posterior
uncertainties in such cases. In this situation, the results of appendix C indicate that the true model
parameters are well inside the inferred posterior uncertainty, as they should be.
Finally, we remark that while inference of model parameters from synthetic data is a useful exercise,
well-mixed models of real epidemics are abstractions that make strong assumptions about the disease
(and surveillance) dynamics (recall §2.2). In this context, there is no ‘true model’—the success of
inference cannot be judged by its accuracy, but rather by its ability to fit (and forecast) the behaviour
of observed time series in a consistent way, similar to figures 1 and 2. To assess this, we now apply a
similar methodology to a model for COVID-19 in England and Wales.6. COVID-19 in England and Wales: Model
We analyse a well-mixed compartment model for England and Wales, using data published by the Office
for National Statistics (ONS), for numbers of deaths where COVID-19 was mentioned on the death
certificate [59]. We consider the period 6 March to 15 May 2020, which covers the imposition of
lockdown, and the associated peak in weekly deaths. (The first recorded deaths took place in the
week ending 6 March, the lockdown was imposed on 23 March, and the peak in deaths was in late
March and early April.) In numerical data, time is measured in weeks, starting from 6 March.
The model uses time-dependent contact structures to model non-pharmaceutical interventions (NPIs),
which include the lockdown as well as other behavioural changes (mask wearing, additional hand
washing, etc). For consistency with the well-mixed assumption of the model, our data excludes deaths
taking place in care homes, since these individuals probably have unusual contacts, which are primarily
inside their own institutions.
More precisely, individuals in the model are defined to exclude care-home residents, and we assume
negligible transmission of infection from care homes to non-residents. (Note, there is no such assumption
on transmission in the opposite direction, from non-residents into care homes.) We also assume (i) that







































Figure 3. (a) Epidemiological classes of the example model, with rate constants indicated, the infection rate λi is given in (6.2).
Here, ai ¼ 1 ai and similarly f i ¼ 1 fi. The colouring distinguishes susceptible, infectious and non-infectious
compartments. The transition I(1)→ R represents rapid recovery of asymptomatic/paucisymptomatic cases, see main text. (b–d )
Contact matrices for the different model variants. The colour indicates the rate of contacts between individuals in different age-
groups. Specifically, each row corresponds to an age cohort for susceptible individuals who make contacts with infected





































1 all deaths in care homes were for individuals aged 75+, and (ii) that the care-home population is small in
comparison to the total, so that the Ni are fixed at the total cohort populations, without being adjusted to
exclude care-home residents. These assumptions simplify the model; they are not perfectly accurate, but
we argue that the associated approximations are negligible compared with the (coarse) well-mixed
assumption discussed in §2.2, and the uncertainties in the identification of COVID-related deaths.
Before embarking on the details of the model, we point out that it includes 128 compartments and
we will infer either 46 or 47 parameters, depending on the variant. This is a challenging numerical
task. It is likely that fits of similar quality could be achieved by a model with significantly fewer
parameters; the dependence of parameters on age is also not very strong, so the number of age
cohorts might also be reduced without much loss of accuracy. However, one purpose of this
example is to test the capacity of the approach to handle models of this complexity, with a view to
future work with (for example) compartments for quarantined/vaccinated individuals [40] and/or
multiple variants of the virus. In this example, the inference computations are within the capability
of desktop workstations, although long runs were required for MCMC and evidence computations,
see below for details.6.1. Definition and epidemiological parameters
We considerM = 16 age cohorts,which correspond to 5-year age bands from0–4 to 70–74, and a single cohort
for all individuals of age 75+. The population of cohort i is Ni and V ¼
P
i Ni. Given the short time period
considered here, we neglect vital dynamics (birth, ageing and death by causes other than COVID-19).
The disease model is broadly consistent with other studies such as [8,10–12], although the treatment
of individuals in the later stages of (more severe) disease is different, as discussed below. There are L = 8
epidemiological classes, illustrated in figure 3. Susceptible individuals (S) move to the exposed class E
when they become infected. The exposed class represents the latent period so these individuals are
not infectious; they progress with rate γE to an activated class A, which is infectious but non-
symptomatic. We sometimes also denote this class by I(0). From A, all individuals progress to class
I(1), with rate γA. Hence I
(1) includes cases that never develop symptoms, as well as paucisymptomatic
and severe cases. (Paucisymptomatic cases are defined as those with very mild symptoms, following
[60].) These situations are distinguished by their progression from stage I(1)—the total progression rate
is γ1, with an age-dependent fraction αi of individuals (asymptomatic/paucisymptomatic cases)
recovering into class R; the remainder progress to a symptomatic infectious stage I(2). There is
progression from I(2) to I(3) with rate γ2. After this, the (total) progression rate from I
(3) is γ3, of which
an age-dependent fraction fi of individuals die (transition to D) while the remainder recover to R.





































1 Individuals in R are immune, we assume no reinfection within the period considered in this work.
The inclusion of several infectious stages allows flexibility in the model as to the distribution of times
between infection and recovery or death.
The infection process for cohort i depends on a contact rate matrix ~C, the susceptibility to infection of
that cohort βi, and on how infectious is the infected individual (based on its infectious stage). Specifically,
the rate for infection of individuals in cohort i by those in infectious stage k is









where Si is the population of the relevant susceptible compartment, also I
ðkÞ
j ðtÞ is the population of the
infectious stage for cohort j, and νk is the infectiousness of stage k. There are separate transitions ξ for
infection of every cohort i, and for every infectious stage k. Comparing (4.2) and (6.1) shows that
Kjðt, uÞ ¼ bi~CijðtÞnkV=Nj for this transition. The choice of contact (rate) matrix is discussed in §6.2,
below. The (deterministic) equations that describe the average evolution of this model are given in
appendix D.1; the force of infection for individuals in cohort i (the infection rate per susceptible












(Recall that Ið0Þi should be identified as Ai and Nj is the total population of cohort j.)
Since we only consider data for numbers of deaths, it is not possible to infer all epidemiological
parameters. For example, the data do not provide information about absolute numbers of cases, nor on the
relative numbers of symptomatic and asymptomatic cases. For this reason, we fix the α and f parameters
to estimated (age-dependent) values based on surveillance data from Italy in the early stages of the
pandemic [60]. These estimates are discussed in appendix D.2; they are subject to considerable uncertainty,
but the resulting model is still flexible enough to fit the data. All remaining parameters are inferred. The β
parameters are age-dependent, all other epidemiological parameters are assumed independent of age. As
noted above, the initial condition x(0) must be determined from the inference parameters u. Details of this
procedure and full specification of all prior distributions are given in appendix D.2.
Compared with other models such as those of [8,10–12], the main difference in our approach is that
individuals in the later stages of the disease (I(2) and I(3)) can still pass on the infection, albeit with
reduced probabilities given by ν2, ν3 in (6.2). Such individuals have high viral load but low levels of
(viable) virus in the respiratory tract [61,62], indicating ν2 = ν3 = 0 might be the most realistic choice as
in [8,10–12]. Still the model considered here is suitable for illustrative purposes (in practice, ν2, ν3≈ 0.1
are small, see also figure 11 below, and the associated discussion).6.2. Model variants (contact matrices and NPIs)
We consider a Bayesian model comparison, based on several variants of the model described above,
which differ in their contact structure.
In the absence of any NPI, infective contacts are described by (bare) contact matrices C, such that Cij is
the mean number of contacts per day with individuals in cohort j, for an individual in cohort i. To
account for NPIs we assume that individuals in cohort i have their activities multiplied by a time-
dependent factor ai(t)≤ 1, so that the mean number of contacts per day during the NPI is changed to
ai(t)Cijaj(t). In the absence of any intervention then ai = 1. Note also, Cij is a number of contacts, but
the quantity ~Cij that appears in (6.1) is a contact rate; hence we take
~Cij ¼ haiðtÞCija jðtÞ, ð6:3Þ
where η is a basic rate of 1 day1. Our numerical implementation measures time in weeks, so
h ¼ 7 week1.
We consider three possibilities for the bare contact matrix C, see figure 3 and appendix D.3. Two of
the choices are the matrices proposed by Prem et al. [63] and Fumanelli et al. [64], which are both based on






































Figure 4. (a) Data for time spent in different activities, published by Google (UK data) [66], smoothed with a 7-day rolling average.










































where c0 is a constant chosen to have a total number of contacts comparable to that of [63]. We refer to the
resulting contact matrices (and the associated model variants) as CF, CP, CM for the models of Fumanelli
et al. [64], Prem et al. [63], and proportional mixing, respectively. We do not distinguish at all between
different types of contact (for example, home, work, school), the reasons for this are discussed in §7.1, below.
We also consider two possibilities for the NPI parameters ai(t), as shown in figure 4. Thesewere chosen to
mimic the patterns of activity in the UK, based on data published byGoogle [66]. The first possibility is a step-
like-NPI, with a linear decrease from ai = 1 to aiðtÞ ¼ aFi over a time period Wlock, after which ai(t) remains
constant at aFi . The mid-point of the step-like decrease is at time tlock, the parameters of the NPI are tlock,
Wlock and the various aFi . The second possibility is an NPI-with-easing, it involves the same step-like
decrease, followed by a linear increase, such that the value at the end of the period considered is
aFi þ rð1 aFi Þ, where r is an additional lockdown-easing parameter (larger values correspond to more
contacts). We emphasize that the Google data informed the functional forms chosen for ai(t), but all
numerical parameters in this function are inferred. Priors and furthermodel details are given in appendixD.2.
7. COVID-19 in England and Wales: results
We have applied the methodology of §4 to the models of §6. The total number of inference parameters
(for initial conditions, epidemiological parameters and contact structure) is either 46 or 47, depending on
the NPI. This number could be reduced by considering a smaller number of age cohorts, but we retain
them here to illustrate that the methodology is applicable in models of this complexity.
As a baseline, we perform inference using data for the seven week period 6 March to 24 April 2020,
with the remaining three weeks of our data period used to assess the resulting Bayesian forecast. For this
model, converged estimates of MAP parameters are available within a few minutes on a desktop
computer. For posterior sampling, we use the emcee package [54] with a number of walkers equal to
twice the number of inferred variables. The estimated autocorrelation times of the underlying Markov
chains were in the range 3000–5000 and sampling runs were in the range 3 × 104 to 105 to ensure
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Figure 5. (a,b) Comparison of data with MAP trajectory for cumulative deaths (CF model variant with step-like-NPI). (c)
Deterministic forecast for step-like-NPI with various model variants. There are 20 trajectories for each model variant, with




































1 convergence, with the initial one-third of samples discarded to allow for burn-in. Each sampling run took
several days on a single desktop workstation.en
Sci.8:2110657.1. Step-like-NPI
Figure 5a,b shows results for the CF model variant with step-like-NPI, and seven weeks used for
inference. We show the cumulative number of deaths by cohort, for the deterministic trajectory xðtÞ,
obtained using the MAP parameter values. The model matches well the data. Note the model results
are averages so the cohort populations are not integer-valued in general. Small populations (and
particularly those below 1) indicate that the assumptions of the CLT are questionable, but in practice
the likelihood is dominated by compartments with large populations, in which case (3.7) is still a
reasonable approximation. (The data have no deaths in the 5–9 cohort, for this time period.)
Figure 5c shows deterministic forecasts with step-like-NPIs (recall §4.4), based on the different contact
matrices. Parameters are sampled from the posterior (as obtained by MCMC). The model variants behave
almost identically and fit the data used for inference. However, the forecasts are not accurate. We
attribute this primarily to lockdown easing—this is neglected within the model shown (which has r =
0), so an accurate forecast should not be expected. Forecasting is explored further in §7.3, including
more realistic models with r > 0.
Figure 6a shows inferred values of latent (unobserved) compartments, using a deterministic nowcast
with parameters from the posterior. As expected, they show a rise and fall in the number of infected
individuals, with different stages having their peaks at different times. An important set of (age-
dependent) parameters are the βi, which determine the susceptibility to infection. Figure 6b shows
inferred values of βi for the C
F model, including the range of posterior samples, and the posterior mean,
which are compared with the MAP estimate and the prior. The inferred values of β are quite far from
the prior mean; these parameters are very uncertain a priori. (This uncertainty is incorporated by using
lognormal priors for the βi with a standard deviation one half of the mean, see appendix D.2.) The main
feature in the inferred result is the large value of βi for the oldest cohort (75+). The inferred values of
other parameters are discussed in appendix D.4; they are generally consistent with the prior assumptions.
To rationalize the inferred β, it is easily verified that for a model with the assumed contact structure,
CFR and α, the inferred value of β for the oldest cohort must be larger than all other cohorts, in order to
capture the age-dependence of deaths in England and Wales, which are very skewed towards the older
age groups. There are at least two reasons why inference might lead to such a large β: either the assumed
CFR (or α) has too weak an age-dependence which is being compensated by an age-dependent β; or the
contacts of elderly individuals are indeed more likely to result in infection, perhaps for medical reasons,
or because of increased time in high-risk environments (such as hospitals). This distinction could be
settled if accurate data for numbers of infections were included in the analysis, but it is not possible
with the data considered here. The results of [11] suggest that susceptibility is age-dependent, but the
dependence is weaker than we infer, indicating that both effects are in play.
Figure 6c shows the (MAP) inferred β parameters for the models with different contact matrices.
While the trend is similar, there are significant differences. Nevertheless, the behaviour of the inferred
models is almost identical, recall figure 5c. The reason is that the behaviour of the model is dominated
by the infection rates of (6.1)—different contact matrices can still lead to similar model behaviour,
because of the freedom to adjust the βi. In this sense, our results can be interpreted as inference of an
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Figure 6. Results with step-like-NPI. (a) Populations of latent compartments (summed over age cohorts); 40 deterministic trajectories,
corresponding to parameter samples from the posterior. (b) Inferred (posterior) βi from MCMC (using C
F variant); shading shows 5th to





































1 ‘infective contact matrix’ whose elements are βiCij. It is notable from figure 3 that the C
P contact matrix
includes some large differences between cohorts with similar ages, particularly in contacts with the 75+
cohort. These can be traced back to the finite dataset of the original POLYMOD study [65]. For the CP
model variant, these large fluctuations lead to an inferred βi with a complicated dependence on age,
for cohorts in the 60+ group. In the CF variant, the dependence on age is much smoother, both for
contacts and for β. Compared with the contact matrices that are based on POLYMOD [63,64], the CM
variant has (much) more contacts for older individuals, so the inferred β is lower in the older cohorts.7.2. Fisher information matrix and model evidence
We now discuss the FIM (4.3) for the CF model variant with step-like-NPI. Two items of particular
interest are parameters θa whose inferred values are very sensitive to the data, and soft modes of the
parameter space along which the likelihood varies slowly. These modes indicate aspects of the model
that are mostly determined by the prior.
The sensitivities of (4.4) provide useful information on the first point. Figure 7 shows the results. The
parameters most sensitive to the data are the rates γE, γA and γ1, the probability of the oldest age cohort to
get infected β75+, and the time of lockdown tlock, consistent with the discussion so far. These parameters
have sa > 100, indicating that changes of order 1% in their values are sufficient to change the log-
likelihood by an amount of order unity.
Soft directions around the MAP parameters, in which the model behaviour is expected to change very
little, do exist. They arise from small eigenvalues of the FIM, and the corresponding eigenvectors. One
example of such a soft mode is discussed in appendix D.4. The existence of soft modes speaks in
favour of a Bayesian approach, in that prior information about the disease is used to fix those
parameters which are not determined by the data. This makes best use of all information sources,
including expert-derived priors.
We have also computed the evidence for these models, see figure 8. The CF and CP contact matrices lead
to similar log-evidences, with the CP variant higher by around 3 units (we use natural logarithms
throughout). The contact matrix with proportional mixing leads to log-evidence that is smaller by around

















Figure 8. (a) Model evidence for different model variants. The notation CF-ez indicates the CF model variant and NPI-with-easing; all
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Figure 7. Fisher information matrix: sensitivities for model parameters. Red lines show the value 100, as an (arbitrary) indication of






































1 8 units. We conclude that this model can still fit the data with reasonable accuracy, but the inference
computation is sensitive enough to infer that the contact structure has some assortativity. Also shown is
the posterior mean of the log-likelihood Epost½logL which is the negative of the deviance, recall (4.7).
This similar behaviour of the evidence and deviance indicates that the differences between the models
are primarily in the quality of the fit, rather than the amount of fine-tuning required for the parameters.
Given the very naive assumptions of the proportional mixing model, we argue that the difference of 8
units in log-evidence should be regarded as a mild effect. Our conclusion is that the inference
computation is not extremely sensitive to prior assumptions on the contact structure. Based on this
result, it seems that more detailed modelling of contacts (for example, separation by work/home/
school) will have relatively little impact on the quality of inference, given the very large uncertainties
within the model about the values of βi.7.3. NPI-with-easing
We now consider NPI-with-easing. Since the behaviour with different contact matrices is very similar, we
restrict to the CF model variant.
Figure 9a is a deterministic forecast analogous to figure 5c; it shows how the easing parameter r leads
to increased uncertainty in the forecast, in a way that is more consistent with the data. By contrast,
figure 9b shows a stochastic forecast as defined in §4.4. This accounts for stochasticity in the
epidemiological dynamics, it automatically matches the data within the inference window. The results
of the two kinds of forecast are similar, indicating that the dominant source of uncertainty is coming
from the model parameters.
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Figure 9. Deterministic and stochastic forecasts, NPI-with-easing, CF model variant. (a) Deterministic (averaged) forecast, 40
trajectories with parameters from posterior; (b) stochastic forecast conditional on data. Compared with figure 5c, the effect of
lockdown easing is to increase deaths at later times, which improves the agreement with data.
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Figure 11. Posterior distributions of the easing parameter r, and the late-stage infectiousness factor νL, as the inference time period
tinf is increased. (C





































1 To explore the effects of lockdown easing in more detail, we consider the effect of increasing inference
window, always comparing the model forecasts for the same 10-week period. Results are shown in
figure 10. The agreement between inferred model and the data increases, as expected—we find that
this model can accurately fit the data, with reasonable parameter values.
For the seven-week inference window, figure 11 shows that the distribution of r is still close to the
prior. This is consistent with the result of figure 8, that the evidence of the variant with easing is
comparable to the variants with step-like-NPI. That is, the additional parameter r leads to a mild
improvement in the fit to the data, and fine-tuning of its value is not required.
When considering longer time windows, we note that deaths are lagging indicator of the number of
cases, which means that r is still not fully determined by the data. That is, these results still depend
significantly on the prior (for details see appendix D.2). Nevertheless, increasing the inference window
causes the posterior distribution of r to shift towards larger values, leading to improved agreement with
the data. There are also significant differences in these posterior distributions, for example if 9 or 10




































1 tendency to overfitting. We attribute this primarily to the simple linear easing assumed in our NPI. Most
other parameters depend weakly on the period used for inference (see appendix D.4).
The posterior distributions for νL in figure 11 are also similar to the prior, showing that this parameter
is weakly identifiable. As noted above, an alternative modelling hypothesis would be that νL = 0, as in
[8,10–12], consistent with the results summarized in [62]. In this work, that possibility is suppressed
by the (lognormal) prior for νL. The expert judgement of [62] might be used to refine the model by
adjusting this prior—this illustrates the adaptability of the Bayesian framework.
In evaluating these results, we note that both the model and the likelihood assume a well-mixed
population. In practice, individuals have correlated behaviour, which can be expected to enhance
stochastic fluctuations. For this reason, it is likely that the functional CLT underestimates the variance
of the data, given the model. This can lead to an overfitting effect. There are also uncertainties in the
data that are not accounted for in the likelihood, such as possible under-detection of COVID-related
deaths in the early period of the epidemic. Recalling that the deceased population in the model
includes only those individuals who were diagnosed with COVID-19, such an under-detection might
be modelled (in this framework) by a time-dependent CFR.c.Open
Sci.8:2110658. Discussion
We have described a methodology for inference and forecasting in epidemiological compartment models,
where all stochastic aspects of disease propagation and measurement are modelled on an equal footing,
and the likelihood is justified from first principles and derived directly from the model. This means that
the likelihood can be computed directly from the model definition, given appropriate data.
8.1. Example model
This methodology has been used to calibrate a model for the COVID-19 pandemic in England and Wales,
based on death data. We have compared models with different contact structures, showing that fine
details of the contact matrix have very little effect on model behaviour and forecasts. Indeed, the
model with proportional mixing behaves very similarly to those with contact matrices derived from
the POLYMOD dataset [63–65]. This may be surprising at first glance, but the fact that the βi
parameters are inferred separately for each cohort means that the model has enough flexibility to infer
how many infective contacts are made by each group. More specifically, it is the infection rate
constant K of (4.2) that determines the model behaviour, so one sees from (6.1) differences in contact
matrices can be partially compensated by changes in β. (The compensation is only partial because
while βi controls the relative numbers of infections, the contact matrix also determines the assortativity
of mixing.)
In contrast to the details of mixing among cohorts, modelling assumptions about time-dependence of
the contact structure have a significant impact on forecasting, as one should expect. This is illustrated by
the dependence of the behaviour on the easing factor r.
Within the time period considered, the model gives forecasts that are reasonably accurate and robust.
However, we have identified a possible tendency to overfitting, some of which may be due to the well-
mixing assumption that is used in the likelihood. Another common approach uses negative binomial
distributions in the likelihood [10,11,18], this corresponds to a larger variance for numbers of deaths
(overdispersion), compared with the CLT. It would be interesting to consider inclusion of an over-
dispersion factor in the likelihood used here, as a way of accounting for correlations in the contact
structure.
In terms of model calibration, the main limitation of this study is the fact that we do not use data for
case numbers, which means that the CFR cannot be inferred. In the UK, the rates and policies for testing
for COVID-19 have had complex time-dependence, which means that robust estimation of case numbers
is challenging. Incorporation of a time-dependent testing capacity into this framework is a direction of
ongoing research. The extension of this framework to geographically resolved models is also under
active investigation.
8.2. Methodology: strengths and weaknesses
The example models of §5 and 6 show that the methodology is effective in population-level models of




































1 be valid, so they should fall within the applicability of these methods. We repeat that for models with
small populations (where demographic noise becomes very large), models that do not rely on the CLT
approximation should be preferred [37–39]. Compared with inference methods with deterministic
disease dynamics [10–12], the approach is somewhat more expensive, because of the requirement to
compute the CLT covariance for the trajectory. Still, the examples show that relatively complicated
models are still within reach.
For the simple model of §5, accurate parameter estimation is possible when the population is very
large, based on a single stochastic trajectory. For smaller populations, experiments on single
trajectories show that the posterior uncertainty grows, which is again consistent with theoretical
expectations. As this happens, the true model parameters remain inside the posterior credible
intervals, as they should. Hence, while the posterior distributions may suffer some bias due to
deviations from CLT behaviour, they are still reasonable estimates of parameter uncertainty.
For the model of England and Wales in §6, the scheme infers parameters that fit the data, and the
forecast of figure 10 indicates that the posterior distributions are reasonably accurate, even when
considering more than 40 parameters. Given the modelling assumptions (particularly the well-mixed
assumption, without over-dispersion), this result shows that the method has promise. Further work
on more detailed and accurate models [40] will provide new and stringent tests of its applicability.Sci.8:211065Data accessibility. The example models of §5 and 6 were analysed using the PyRoss library [31]. The analysis codes and the
resulting data are available at https://github.com/rljack2002/infExampleCovidEW (this includes the example with
synthetic data, and the example model for England and Wales). This data will also be available at https://doi.org/
10.17863/CAM.72839.
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This appendix derives the covariance matrix G that appears in the likelihood (3.7). The result is based on
the CLT for u discussed in §2.4. We first compute a covariance matrix ~G for the state u, from which we
derive the covariance G of the data.
Note that J and sj in (2.7) depend on the deterministic path x but not on the random variable u, so
(2.7) is a time-dependent Ornstein–Uhlenbeck process. This enables derivation of three important results.
The first concerns the covariance matrix S for u(t), whose elements are
SijðtÞ ¼ huiðtÞu jðtÞi: (A 1Þ
Here and throughout, angled brackets 〈·〉 denote an average over the stochastic dynamics of the
compartment model. (Recall that u(0) = 0 so 〈u(t)〉 = 0 and also Sijð0Þ ¼ 0.) The equation of motion for
S can be derived from (2.7) as
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Bðt, u, xtÞ ¼
X
j
sjðt, u, xtÞsTj ðt, u, xtÞ, (A 3Þ
is a square matrix. Equation (A 2) can be solved (numerically) for S.
Second, let 〈·〉u(s) denote an average, conditional on the value of u(s). Taking the first moment of (2.7)




Uijðs, tÞu jðsÞ, (A 4Þ






Jikðt, u, xtÞUkjðs, tÞ, (A 5Þ
with initial condition Uij(s, s) = δij. This equation is readily solved (numerically) for U.
The third result can then be obtained by noting that the covariance matrix for u between two times s, t




S jkðsÞUikðs, tÞ: (A 6Þ
To exploit this last result, consider the vector obtained by concatenating the full state of the system
over observed time points, analogous to (3.3)
X ¼ xðt1Þ, xðt2Þ, . . . : (A 7Þ
Its mean is clearly X ¼ ðxðt1Þ, xðt2Þ, . . .Þ. Now define a (scaled) deviation from the mean as
~D ¼ ðX  XÞ ffiffiffiffiVp , and denote the covariance of this vector by ~G. From (A 6), this symmetric matrix is
formed of blocks that depend on S and U:
~G ¼
Sðt1Þ Sðt1ÞUTðt1, t2Þ   
Uðt1, t2ÞSðt1Þ Sðt2Þ   









Since (2.7) is an Ornstein–Uhlenbeck process, it can be shown additionally [44–46] that the distribution of
~D is asymptotically Gaussian, with the given covariance ~G. Since the observed data are related linearly to
X according to (3.2, 3.3), one then obtains (3.7), with the covariance of Δ given by
G ¼ F ~GFT : (A 9Þ
Since all elements of ~G can be evaluated, this allows computation of the likelihood (3.7).Appendix B. Implementation details for inference
B.1. Fisher information matrix
For a multivariate normal distribution, such as the likelihood obtained in §3, with the mean vector YðuÞ
and the covariance matrix G(θ) the elements of the FIM (4.3) are [67]
















This form is advantageous since its computation only requires first-order derivatives, which are





































1 B.2. Evidence computation





where AðuÞ ¼ logLðuÞ is the log-likelihood, and the domain D is the support of the prior P(θ). Compared
with alternatives (for example, nested sampling [70]), thermodynamic integration allows robust
estimation of convergence, and its numerical uncertainties.
We summarize the method, which is based on an integration path from a tractable (and normalized)
distribution
~PðuÞ ¼ e ~AðuÞPðuÞ, (B 3Þ
to the posterior. To this end, define





so that f (0) = 0 and f (1) = log Z. Differentiating yields
f 0ðzÞ ¼ ef ðzÞ
ð
D
½AðuÞ  ~AðuÞ ez½AðuÞ~AðuÞ~PðuÞdu: (B 5Þ
The right-hand side is an expectation value Epz ½A ~A with respect to the (normalized) intermediate
distribution pzðuÞ ¼ ef ðzÞþz½AðuÞ~AðuÞ~PðuÞ. Given some ~A, this expectation value can be estimated by




f 0ðzÞdz: (B 6Þ




ðzi  zi1Þ f
0ðziÞ þ f 0ðzi1Þ
2
: (B 7Þ
For each quadrature point, f 0(zi) is estimated by an MCMC computation of the expectation value (B5).
These are independent MCMC estimates, which facilitates analysis of numerical uncertainties.
To select a suitable ~A, the idea is that the closer is ~P to the posterior, the shorter is the integration path,
and the easier the computation. However, ~Pmust be a normalized distribution on D. A suitable choice for
~P is therefore a truncated Gaussian approximation to the posterior, around the MAP parameters θ. Let H
be the Hessian matrix of the (negative) log-posterior, whose elements are
Hab ¼  @
2
@ua@ub
½logLðuÞ þ logPðuÞ: (B 8Þ
Then the truncated Gaussian approximation of the posterior distribution is





for u [ D, and ~P ¼ 0 otherwise. Rejection sampling is used to sample this distribution and to
simultaneously obtain its normalization constant, so that ~AðuÞ ¼ logð~PðujYÞ=PðuÞÞ can be computed,
consistent with (B 3). Hence (B 7) can be computed.
B.3. Conditional nowcast
To sample latent compartments during the inference period, we use the CLT for u discussed in §2.4. It is
convenient to assume that the latent populations are to be inferred at the times tm where data was
collected. (This assumption is easily relaxed, at the expense of some heavier notation.) Hence, the
populations of the latent compartments are encoded in the vector X of (A 7). Given the model
parameters, the distribution of X obeys a CLT







































1 analogous to (3.7), with ~G as in (A 8). Since this distribution is (multivariate) Gaussian, and the data
depend linearly on X, it is straightforward to condition on the data and obtain a Gaussian
distribution for the latent compartments, which can then be sampled. lsocietypublishing.org/journal/rsos
R.Soc.Open
Sci.8:211065Appendix C. Details and additional results for simple SEIR model
C.1. Priors (including use of linearized dynamics)
For the example of §5, the Gaussian prior for β was described in the main text. In addition, we note that
all priors are truncated to avoid negative values for parameters, as well as very large values. (This
truncation has very little effect on the inferred parameters.)
Priors are also required for S0, E0, I0, which are compartment populations at the start of the inference
period. Denoting this time by t0, this means that the vector x(t0) must be determined from the inference
parameters θ (together with the observed value of the D compartment).
A convenient estimate of x(t0) is available by linearizing the average dynamics (2.5) about the state xS
where all individuals are susceptible. The behaviour of the resulting equation (at early times) is
dominated by the largest eigenvalue of the matrix J(0, θ, xS), as obtained from (2.8). The
corresponding eigenvector dominates the evolution of the early stages of the epidemic, up to transient
effects of the initial condition, which are controlled by the smaller (sub-dominant) eigenvalues. A
suitable baseline estimate for the initial condition is then
xlin ¼ xS þ kvu, (C 1Þ
where vu is the dominant eigenvector (which depends on the epidemiological parameters), and κ is a
parameter. The normalization of the eigenvector is
P
a jvu,aj ¼ 1 where vu,a is the α-th element of the
vector vu; this means that the value of κ is approximately one half of the non-susceptible (infected +
recovered + deceased) fraction of the population, at t = t0.
In the example of §5, this linearization is used to fix the prior for the initial condition parameters S0, E0, I0:
the eigenvector vu is computed for the true model epidemiological parameters. The fraction of deceased
individuals at t0 is known, which is used to fix κ, leading to estimates for S0, E0, I0. These estimates are
used for the prior mean. The prior distributions are taken to be Gaussian: the prior standard deviations
for E0, I0 are one-third of their means; the prior standard deviation for S0 is equal to that of E0.
C.2. Additional results (effect of smaller populations)
Figure 12 shows results of an inference computation for a total populationV ¼ 104, similar to figure 1 of the
main text. One sees that the numbers of daily deaths are mostly in single digits, so the CLT approximation
(3.7) is not expected to be fully accurate. Still, the MAP trajectory provides a very reasonable fit to the
data. The posterior distribution of β is significantly narrower than the prior, and both posterior mean and
MAP values are close to the true value. The posterior distributions for initial conditions follow quite
closely the prior, indicating that the data are not sufficient to identify their values. However, the inference
machinery does find significant posterior correlations among the initial conditions, even if their marginals
are broad. This shows that the data do constrain these parameters significantly.
Figure 12 also shows that the method infers significant posterior correlations between the parameters
(which are independent under the prior). There is a correlation between E0 and I0 because the model is
more sensitive to the total number of initial infections E0 + I0 than to the difference between E0 and I0.
Also, models with similar likelihood to the true model can be obtained by assuming a significant
recovered population (R0) at time t0, this reduces the susceptible population, which can be compensated
by an increased β. The resulting models also provide reasonable fits to the data.
Finally, we consider the possibility that the approximate likelihood (3.7) might lead to biased (or
misleading) estimates of parameter values when populations are small (so the CLT breaks down). A
Bayesian analysis of bias in this context would consider the effect on inference of providing increasing
quantities of data. However, such a situation is not realistic for epidemiological applications in which
one typically has data from a single epidemic (or outbreak), to be used for inference and forecasting.
To explore this situation, we mimicked a practical application of the method, as follows. We repeated the
numerical experimentof figure 12with 16 independent sets of synthetic data. For these computations, theprior
mean for β was set to its true value, to avoid trivial bias on its posterior estimate. For each experiment, we

































































Figure 12. Inference based on synthetic data with relatively small population V ¼ 104: compare with figure 1. (a–c) The
synthetic trajectory is shown as points, the (deterministic) MAP trajectory is shown with solid lines, showing reasonable
agreement to the data. (d–g) Posterior histograms show that posterior uncertainty is reduced with respect to the prior,












































0.06 average posterior CI
average posterior mean
Figure 13. Inference at small populations in the example model of §5. The data points show the average value of the posterior mean
estimate of β, obtained by repeating the inference for 16 independent synthetic datasets. Error bars (standard error on the estimate of the
average posterior mean) are smaller than symbol sizes. For each dataset, we also estimate the 95% credible interval. As an indication of
posterior uncertainty, we have averaged the lower and upper bounds of this CI, shown as a shaded region. The posterior uncertainty is much





































1 From these 16 experiments, we took the average of the posterior mean and the average CI, which are
shown in figure 13, together with similar experiments with larger populations, up to 106. The average
posterior mean is close to the true value, even for small populations—this indicates that the
approximate likelihood does not lead to large systematic errors in estimates of this parameter. Instead,
the main effect of reducing the population is that the inferred CI on β becomes increasingly wide.
This is expected because the approximate likelihood (3.7) is proportional to V, leading to sharp
parameter estimates at large population, but large uncertainty when numbers are smaller. The same
message is apparent from figure 12: reduction of the population leads to broad posterior histograms
with the true value well inside the credible range.
Of course, these results do not establish that the approximate likelihood (3.7) will not lead to biased
(or misleading) estimates in some situations, because of breakdown of the CLT in small populations. On
the other hand, these results serve as a stress-test for the method: it does not lead to systematic errors or
misleading estimates of uncertainty in this example, even when daily observations are in single digits,
outside the strict range of validity of the CLT.Appendix D. Details and additional results for the example model
of COVID-19
D.1. ODEs for average dynamics
For the (stochastic)model defined in §6, the deterministic equations for themean (2.5) can bewritten in terms
of the compartment populations. For this section alone, let Si be the average population of susceptible
individuals in cohort i, and similarly for all other classes. Our notation omits the dependence of these
populations on time, for compactness. Using dots to indicate time derivatives, (2.5) becomes
_Si ¼ liðtÞSi
_Ei ¼ gEEi þ liðtÞSi
_Ai ¼ gAAi þ gEEi
_I
ð1Þ
i ¼ g1Ið1Þi þ gAAi
_I
ð2Þ
i ¼ g2Ið2Þi þ aig1Ið1Þi
_I
ð3Þ
i ¼ g3Ið3Þi þ g2Ið2Þi
_Ri ¼ aig1Ið1Þi þf ig3Ið3Þi




where we do not indicate the dependence of the compartment populations on time (for compactness of
notation), while ai ¼ 1 ai and f i ¼ 1 fi, also λi is given by (6.2).
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Figure 14. Age-dependent parameters for the CFR fi and the fraction of asymptomatic/paucisymptomatic cases αi.
Table 1. Priors for the compartment model, all parameters are independent with normal or lognormal distributions, as shown.
The standard deviation (s.d.) and bounds are quoted relative to the prior mean. The prior mean for β depends on the age
cohort: βi = 0.2 for ages 50+ and βi = 0.04 for ages less than 15, with linear interpolation in the intermediate range. This age-
dependence is based on [11], the overall scale was chosen so that the prior mean model is broadly consistent with exponential
growth of cases in the first few weeks of the epidemic.
distribution mean s.d./mean bounds/mean
γE normal ð3:00 daysÞ1 0.1 (0.6,1.4)
γA normal ð2:50 daysÞ1 0.1 (0.6,1.4)
γ1 normal ð3:00 daysÞ1 0.1 (0.6,1.4)
γ2 normal ð7:25 daysÞ1 0.1 (0.6,1.4)
γ3 normal ð7:25 daysÞ1 0.1 (0.6,1.4)
βi lognormal (see caption) 0.5 (0.1,10)
νL lognormal 0.1 0.5 (0.1,10)
tlock normal 17 days 0.06 (0.06,1.8)
Wlock normal 12 days 0.08 (0.008,1.7)
aFi lognormal 0.2 0.5 (0.01,10)





































1 D.2. Parameters, priors and initial conditions
This section gives additional details of parameters in the model of §6, and the priors used for inference.
The infectiousness parameters νk are defined relative to the first infectious stage, so ν1 = 1. (This does not
lose any generality because the ν parameters only appear through the combination βiνk.) In practice, we
parametrize ν in terms of a single inference parameter νL: we take ν0 = ν1 = 1, with ν2 = ν3 = νL. The early
stages of a COVID-19 case are much more infectious than later stages so νL < 1. As discussed in §6, a
common modelling assumption [8,10–12] is that the infectious period is (approximately) independent
of whether the individual is symptomatic or not, which corresponds to νL = 0. This approach is
supported by some medical data [61,62]. For this illustrative computation, we retain νL as a
parameter: its prior mean is 0.1 which means that most infections do happen in the early stages of the
disease. The γ and ν parameters are assumed independent of age, while β, α, f, a are age-dependent.
The fixed (age-dependent) CFR was estimated from the data for 18–24 March in table 4 of [60], by
fitting an exponential dependence for ages 40–90 and then extrapolating this function to younger age
groups. This leads to f =Ae(age)/ξ with A = 1.43 × 10−4 and ξ = 13.1 years. The fraction of
asymptomatic/paucisymptomatic cases is taken from table 2 of [60], using linear interpolation to
obtain values for the cohorts considered here. The relevant numbers are shown in figure 14. As
discussed in the main text, these numbers are subject to considerable uncertainty, but the resulting
model is flexible enough to fit the data used here. It would be valuable to incorporate additional data,
to constrain these variables, for example through testing data, which can provide information on the
number of cases.
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Figure 15. Sampling of latent variables conditional on the data, to illustrate the size of the fluctuations described by the functional
CLT. (a) Total population in each epidemiological class, as obtained from a conditional nowcast with 100 trajectories, using MAP
parameters. The dots indicate the inferred (MAP) initial condition. (CF model variant with step-like-NPI). (b) Population of latent





































1 The priors for inferred epidemiological parameters are summarized in table 1. The γ parameters
are fixed by the disease itself and can be constrained based on medical data, see e.g. [71] for a
discussion. We take Gaussian priors for these parameters with standard deviation 10% of the
mean. Other parameters like βi, νL, ai, r are associated with disease transmission, and are much less
well characterized, hence the use of less informative priors, which are lognormal with standard
deviation 50% of the mean. (For positive parameters with large uncertainty, the lognormal prior
is much more heavy-tailed than a Gaussian with the same standard deviation, while still
penalizing very small values.) The lockdown parameters tlock and Wlock have a prior standard
deviation of 1 day.
To determine the initial condition for the model in terms of the inference parameters, we use
the linearized dynamics to obtain (C 1). As a first estimate, it is reasonable to take x(0) = xlin with
κ taken as an inference parameter. In practice, our initial condition is obtained by modifying this xlin.
First, the D (deceased) compartments are initialized from the observation data, which overrides
the value from the dominant eigenvector. Second, the E, A, I(k) compartments for the oldest cohort
are determined by a separate procedure (detailed in the next paragraph), which allows extra
flexibility in the inference. Finally, the S compartments (for all age cohorts) are chosen to enforce
the (fixed) total population of each cohort. (Using (C 1) automatically ensures the correct cohort
populations, but modifying x(0) from xlin(0) means that compensation is required, to enforce
this constraint.)
The modified initial condition for the oldest cohort is based on a hypothesis that infections started in
younger age groups, before spreading into the elderly population. The inferred result is consistent with
such a hypothesis. Since initial conditions are unknown a priori, we take broad prior distributions, which
are lognormal with standard deviation one half of the mean. The prior mean values were chosen based
on preliminary computations, to obtain reasonable agreement with deaths in the first few weeks.
Denoting these mean values by μ we take mk ¼ 5 104 and for the oldest cohort
ðmE, mA, mI1 , mI2 , mI3Þ ¼ ð2000, 1200, 300, 60, 40Þ, see also figure 16 below.D.3. Contact matrices
The contact matrices for CP and CF model variants are based on [63,64], as we now explain. On general
grounds, one expects contacts to obey a reciprocal relation: the matrix Q with elements
Qij ¼ NiCij, (D 2Þ
should be symmetric, Qij =Qji.
For CP, the contact matrix is taken from [63], by summing the contributions from home/work/
school/other. It is notable (e.g. figure 3) that the data do not satisfy (D 2), this can be traced back to
the reporting of contacts by the participants of [65].
For CF, the data in [64] are provided as a (non-normalized) estimate of Q, based on nQ single-year age
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Figure 16. Posterior for parameters, CF model variant with step-like-NPI. (a) γ parameters, the violin plots are based on kernel
density estimates. (b) aFi parameters, the shading is 5th to 95th percentile of the posterior. (c–e) Prior and posterior distributions of
lockdown parameters tlock, Wlock and late-stage infectivity parameter νL. ( f–k) Prior and posterior distributions of initial condition






































1 be the set of single-year age cohorts corresponding to the (5-year) cohort i, and denote the reported








The constant χ is included because Q0 is not normalized, we take χ = 3MnQ so that the typical numbers of
contacts are comparable with [63]. This scaling is somewhat arbitrary but errors/uncertainties in this
factor can be compensated by rescaling the β parameters of the model. The matrix Q0 is symmetric so
the resulting contact matrices obey (D 2).
























Figure 17. (a) Sensitivities for the parameters determining initial conditions. (b) Soft mode of the FIM, showing the five largest ~vFIMa
among the model parameters (we have excluded in this case parameters relevant for initial conditions). This mode illustrates that
the model behaviour (and hence the likelihood) is almost unchanged if one increases the parameters γ1, γ2 and simultaneously
reduces γA, γ3. Other model parameters have small contributions to this mode, as illustrated by the aFi parameter, which is the next





































1 D.4. Additional results
This section shows additional results from the inference methodology.
We have emphasized that our Bayesian analysis accounts for all sources of uncertainty in the model,
including parameter uncertainty, and the stochasticity inherent in the compartment model. As a direct
measure of this stochasticity, figure 15 shows a conditional nowcast, as defined in §4.4. We show
results summed over age cohorts, and for one representative cohort. These results illustrate the
fluctuations that are captured by the functional CLT. For the summed data, the fluctuations are small,
consistent with the relatively large numbers of individuals. At the level of specific cohorts, the
fluctuations are significant.
Figure 16 shows the posterior distributions of parameters for the CF model with step-like NPI. This
complements figure 6b of the main text where similar results are shown for the parameter β. In most
cases, the posterior distributions overlap strongly with the priors. We note, however, that the
parameters have significant correlations under the posterior, which are not apparent here since we
only show the marginals for individual variables. (For example, the initial rate of epidemic growth
depends on a particular combination of the γ and β parameters; this growth rate is tightly constrained
by the data, even if individual γ and β parameters remain uncertain.)
For the CF model variant with step-like-NPI, we evaluated the FIM at the MAP parameters. Hence, (i)
we gain understanding of how sensitive our model is expected to be to small parameter perturbations,
and (ii) we understand whether there are soft directions along which the likelihood depends weakly on
the parameters. The sensitivities for model parameters are discussed in §7.2, see figure 7. There are
corresponding sensitivities for the parameters that determine the initial condition, see figure 17a. The
parameter κ is sensitive to the data, as expected since it determines the size of the epidemic at early times.
The soft modes of the likelihood are determined by the eigenvalues and eigenvectors of the FIM. The
eigenvectors corresponding to small eigenvalues define directions in which the likelihood is expected to
change very little. Let vFIM be an eigenvector of the FIM I with a small eigenvalue—its elements
correspond to differences of the parameters θ from their MAP values. It is convenient to normalize




vFIMa , (D 4Þ
which is normalized such that
P
a j~vFIMa j2 ¼ 1. Hence large values of ~vFIMa indicate parameters that are
significantly affected by the soft mode.
An example is given in figure 17b. If one increases γA and reduces γ1 appropriately, the result is a
model with the same (mean) infectious period. A similar effect is obtained by increasing γ2 and
reducing γ3. Due to these degenerate directions in the parameter space, a pure maximum-likelihood
estimation (MLE) approach to inference of any model displaying soft modes potentially leads to
wrong results. Bayesian inference on the other hand has the natural ability to remove soft modes by
virtue of the additional information provided by priors.
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Figure 18. Dependence of inferred parameters on time used for inference, see also figure 4. Plots show posterior mean with error





































1 Finally, we consider the effects of the inference window. To complement figures 10 and 11, we show
in figure 18 the dependence of inferred parameters on the time period used for inference (figure 11 shows
similar results for the parameters r, νL). Most parameters depend weakly on the time window, which
indicates a robust forecast.References
1. Ferguson NM, Laydon D, Nedjati-Gilani G. 2020
Imperial College COVID-19 Response Team
Report 9, See http://doi.org/10.25561/77482.
2. Thompson RN et al. 2020 Key questions for
modelling COVID-19 exit strategies. Proc. R. Soc.
B 287, 20201405. (doi:10.1098/rspb.2020.1405)
3. Prem K et al. 2020 The effect of control
strategies to reduce social mixing on outcomes
of the COVID-19 epidemic in Wuhan, China: a
modelling study. Lancet Public Health 5,
e261–e270 (doi:10.1016/S2468-2667(20)30073-6)
4. Davies NG et al. 2020 Effects of non-
pharmaceutical interventions on COVID-19 cases,
deaths, and demand for hospital services in the
UK: a modelling study. Lancet Public Health 5,
e375–e385 (doi:10.1016/S2468-2667(20)30133-X)
5. Kissler SM, Tedijanto C, Goldstein E, Grad YH,
Lipsitch M. 2020 Projecting the transmission
dynamics of SARS-CoV-2 through the
postpandemic period. Science 368, 860.868
(doi:10.1126/science.abb5793)
6. Singh R, Adhikari R. 2020 Age-structured impact
of social distancing on the COVID-19 epidemic in
India. (http://arxiv.org/abs/2003.12055)
7. Keeling MJ, Guyver-Fletcher G, Holmes A, Dyson
LJ, Tildesley M, Hill EM, Medley GF. 2020
Precautionary breaks: planned, limited duration
circuit breaks to control the prevalence ofCOVID-19. medRxiv. (doi:10.1101/2020.10.13.
20211813).
8. Kerr CC et al. 2021 Covasim: an agent-based
model of COVID-19 dynamics and interventions.
medRxiv. (doi:10.1101/2020.05.10.20097469).
9. Verity R et al. 2020 Estimates of the severity of
coronavirus disease 2019: a model-based
analysis. Lancet Infect. Dis. 20, 669–677.
(doi:10.1016/S1473-3099(20)30243-7)
10. Birrell PJ, Blake J, van Leeuwen E, PHE Joint
Modelling Cell, Gent N, De Angelis D. 2020
Real-time nowcasting and forecasting of COVID-
19 dynamics in England: the first wave?
medRxiv (doi:10.1101/2020.08.24.20180737)
11. Davies NG et al. 2020 Age-dependent effects in
the transmission and control of COVID-19
epidemics. Nat. Med. 26, 1205–1211 (doi:10.
1038/s41591-020-0962-9)
12. Keeling MJ et al. 2021 Predictions of COVID-19
dynamics in the UK: Short-term forecasting and
analysis of potential exit strategies. PLoS
Comput. Biol. 17, e1008619. (doi:10.1371/
journal.pcbi.1008619)
13. Adhikari R et al. 2020 Inference, prediction
and optimization of non-pharmaceutical
interventions using compartment models:
the PyRoss library. (http://arxiv.org/abs/2005.
09625)14. Friston KJ et al. 2020 Dynamic causal modelling
of COVID-19. (http://arxiv.org/abs/2004.04463)
15. Bailey NTJ. 1975 The mathematical theory of
infectious diseases and its applications. High
Wycombe, UK: Charles Griffin & Company Ltd.
16. Diekmann O, Heesterbeek JAP, Roberts MG. 2010
The construction of next-generation matrices for
compartmental epidemic models. J. R. Soc.
Interface 7, 873–885. (doi:10.1098/rsif.2009.0386)
17. Keeling MJ, Rohani P. 2011 Modeling infectious
diseases in humans and animals. Princeton, NJ:
Princeton University Press.
18. Birrell PJ, Zhang X-S, Pebody RG, Gay NJ, De
Angelis D. 2016 Reconstructing a spatially
heterogeneous epidemic: characterising the
geographic spread of 2009 A/H1N1pdm
infection in England. Sci. Rep. 6, 29004. (doi:10.
1038/srep29004)
19. Jeffreys H. 1939 The theory of probability.
Oxford, UK: Oxford University Press.
20. Zellner A. 1996 An introduction to Bayesian
inference in econometrics. New York, NY: John
Wiley and Sons.
21. MacKay DJC. 2003 Information theory, inference
and learning algorithms. Cambridge, UK:
Cambridge University Press.
22. O’Neill PD, Roberts GO. 1999 Bayesian inference





































1 J. R. Stat. Soc. A 162, 121–129. (doi:10.1111/
1467-985X.00125)
23. Chatzilena A, van Leeuwen E, Ratmann O,
Baguelin M, Demiris N. 2019 Contemporary
statistical inference for infectious disease models
using Stan. Epidemics 29, 100367. (doi:10.1016/
j.epidem.2019.100367)
24. Feigin PD. 1976 Maximum likelihood estimation
for continuous-time stochastic processes. Adv.
Appl. Probab. 8, 712–736. (doi:10.1017/
S0001867800042890)
25. Golightly A, Wilkinson DJ. 2005 Bayesian
inference for stochastic kinetic models using a
diffusion approximation. Biometrics 61, 781–788.
(doi:10.1111/j.1541-0420.2005.00345.x)
26. Ross J, Taimre T, Pollett P. 2006 On parameter
estimation in population models. Theor. Popul.
Biol. 70, 498–510. (doi:10.1016/j.tpb.2006.
08.001)
27. Ross J, Pagendam D, Pollett P. 2009 On
parameter estimation in population models II:
multi-dimensional processes and transient
dynamics. Theor. Popul. Biol. 75, 123–132.
(doi:10.1016/j.tpb.2008.12.002)
28. Heydari J, Lawless C, Lydall DA, Wilkinson DJ.
2014 Fast Bayesian parameter estimation for
stochastic logistic growth models. Biosystems
122, 55–72. (doi:10.1016/j.biosystems.2014.
05.002)
29. Xu X, Kypraios T, O’Neill PD. 2016 Bayesian non-
parametric inference for stochastic epidemic
models using Gaussian processes. Biostatistics
17, 619–633. (doi:10.1093/biostatistics/kxw011)
30. Buckingham-Jeffery E, Isham V, House T. 2018
Gaussian process approximations for fast
inference from infectious disease data. Math.
Biosci. 301, 111–120. (doi:10.1016/j.mbs.2018.
02.003)
31. https://github.com/rajeshrinet/pyross.
32. Kass RE, Raftery AE. 1995 Bayes factors. J. Am.
Stat. Assoc. 90, 773–795. (doi:10.1080/
01621459.1995.10476572)
33. Raftery AE. 1995 Bayesian model selection in
social research. Sociol. Methodol. 25, 111–163.
(doi:10.2307/271063)
34. MacKay DJC. 1992 Bayesian interpolation. Neural
Comp. 4, 415–447. (doi:10.1162/neco.1992.4.
3.415)
35. Gamado KM, Streftaris G, Zachary S. 2014
Modelling under-reporting in epidemics.
J. Math. Biol. 69, 737–765. (doi:10.1007/
s00285-013-0717-z)
36. King AA, Domenech de Celles M, Magpantay
FMG, Rohani P. 2015 Avoidable errors in the
modelling of outbreaks of emerging pathogens,
with special reference to Ebola. Proc. R. Soc. B
282, 20150347. (doi:10.1098/rspb.2015.0347)
37. Ionides EL, Bretó C, King AA. 2006 Inference for
nonlinear dynamical systems. Proc. Natl Acad.
Sci. USA 103, 18 438–18 443 10.1073/pnas.
0603181103
38. He D, Ionides EL, King AA. 2010 Plug-and-play
inference for disease dynamics: measles in large
and small populations as a case study. J. R. Soc.
Interface 7, 271–283. (doi:10.1098/rsif.2009.
0151)39. Kypraios T, Neal P, Prangle D. 2017 A tutorial
introduction to Bayesian inference for stochastic
epidemic models using approximate Bayesian
computation. Math. Biosci. 287, 42–53. (doi:10.
1016/j.mbs.2016.07.001)
40. Pietzonka P, Brorson E, Bankes W, Cates ME,
Jack RL, Adhikari R. 2021 Bayesian inference
across multiple models suggests a strong
increase in lethality of COVID-19 in late 2020 in
the UK. medRxiv. (doi:10.1101/2021.03.10.
21253311)
41. Kingman JFC. 1969 Markov population
processes. J. Appl. Prob. 6, 1–8. (doi:10.2307/
3212273)
42. Anderson RM, Anderson B, May RM. 1992
Infectious diseases of humans: dynamics and
control. Oxford, UK: Oxford University Press.
43. McNeil DR, Weiss GH. 1977 A large population
approach to estimation of parameters in Markov
population model. Biometrika 64, 553–558.
(doi:10.1093/biomet/64.3.553)
44. Kurtz TG. 1972 The relationship between
stochastic and deterministic models for chemical
reactions. J. Chem. Phys. 57, 2976–2978.
(doi:10.1063/1.1678692)
45. Kurtz TG. 1981 Approximation of population
processes. Philadelphia, PA: SIAM.
46. Van Kampen NG. 1992 Stochastic processes in
physics and chemistry. Amsterdam, The
Netherlands: North Holland.
47. Leite SC, Williams RJ. 2019 A constrained
Langevin approximation for chemical reaction
networks. Ann. Appl. Prob. 29, 1541–1608.
(doi:10.1214/18-AAP1421)
48. Gardiner C. 2009 Stochastic methods: a
handbook for the natural and social sciences,
4th edn. Berlin, Germany: Springer.
49. Elf J, Ehrenberg M. 2003 Fast evaluation of
fluctuations in biochemical networks with the
linear noise approximation. Genome Res. 13,
2475–2484. (doi:10.1101/gr.1196503)
50. Komorowski M, Finkenstaedt B, Harper CV, Rand
DA. 2009 A general moment expansion method
for stochastic kinetic models. BMC Bioinf. 10,
174104. (doi:10.1186/1471-2105-10-343)
51. Hansen N, Akimoto Y, Baudis P. 2019 CMA-ES/
pycma on github. See https://doi./org/10.5281/
zenodo.2559634.
52. Costanza V, Seinfeld JH. 1981 Stochastic
sensitivity analysis in chemical kinetics. J. Chem.
Phys. 74, 3852–3858. (doi:10.1063/1.441615)
53. Gunawan R, Cao Y, Petzold L, Doyle FJ. 2005
Sensitivity analysis of discrete stochastic
systems. Biophys. J. 88, 2530–2540. (doi:10.
1529/biophysj.104.053405)
54. Foreman-Mackey D, Hogg DW, Lang D,
Goodman J. 2013 emcee: the MCMC hammer.
Pub. Astrom. Soc. Pac. 125, 306. (doi:10.1086/
670067)
55. Spiegelhalter DJ, Best NG, Carlin BP, Van Der
Linde A. 2002 Bayesian measures of model
complexity and fit. J. R. Stat. Soc. B 64,
583–639. (doi:10.1111/1467-9868.00353)
56. Gillespie DT. 1977 Exact stochastic simulation of
coupled chemical reactions. J. Phys. Chem. 81,
2340–2361. (doi:10.1021/j100540a008)57. Cao Y, Gillespie DT, Petzold LR. 2006 Efficient
step size selection for the tau-leaping
simulation method. J. Chem. Phys. 124, 044109.
(doi:10.1063/1.2159468)
58. Cappé O, Moulines E, Ryden T. 2005 Inference
in hidden Markov models. New York, NY:
Springer.
59. Office for National Statistics. 2020 Deaths






60. Riccardo F et al. 2020 Epidemiological
characteristics of COVID-19 cases in Italy and
estimates of the reproductive numbers one
month into the epidemic. medRxiv. (doi:2020.
04.08.20056861v1)
61. He X et al. 2020 Temporal dynamics in viral
shedding and transmissibility of COVID-19. Nat.
Med. 26, 672–675. (doi:10.1038/s41591-020-
0869-5)
62. Cevik M, Tate M, Lloyd O, Maraolo AE, Schafers
J, Ho A. 2021 SARS-CoV-2, SARS-CoV, and
MERS-CoV viral load dynamics, duration of viral
shedding, and infectiousness: a systematic
review and meta-analysis. Lancet Microbe 2,
e13–e22 (doi:10.1016/S2666-5247(20)30172-5)
63. Prem K, Cook AR, Jit M. 2017 Projecting social
contact matrices in 152 countries using contact
surveys and demographic data. PLoS Comp. Biol.
13, e1005697. (doi:10.1371/journal.pcbi.
1005697)
64. Fumanelli L, Ajelli M, Manfredi P, Vespignani A,
Merler S. 2012 Inferring the structure of
social contacts from demographic data in the
analysis of infectious diseases spread. PloS
Comp. Biol. 8, e1002673. (doi:10.1371/journal.
pcbi.1002673)
65. Mossong J et al. 2008 Social contacts and
mixing patterns relevant to the spread of
infectious diseases. PLoS Med. 5, e74. (doi:10.
1371/journal.pmed.0050074)
66. Google. 2020 COVID-19 Community Mobility
Reports. See https://www.google.com/covid19/
mobility/.
67. Malago L, Pistone G. 2015 In Proc. of the 2015
ACM Conf. on Foundations of Genetic Algorithms
XIII – FOGA 15, pp. 150–162. New York, NY:
ACM Press.
68. Gelman A, Meng X-L. 1998 Simulating
normalizing constants: from importance
sampling to bridge sampling to path sampling.
Stat. Sci. 13, 163–185. (doi:10.1214/ss/
1028905934)
69. Frenkel D, Smit B. 2001 Understanding
molecular simulation: from algorithms to
applications. San Diego, CA: Academic Press.
70. Skilling J. 2006 Nested sampling for general
Bayesian computation. Bayesian Anal. 1,
833–859. (doi:10.1214/06-BA127)
71. Bar-On YM, Sender R, Flamholz AI, Phillips R,
Milo R. 2020 Nested sampling for general
Bayesian computation. (http://arxiv.org/abs/
2006.01283)
