ABSTRACT
INTRODUCTION
To reduce specific fuel consumption and cost of jet engines, the aerodynamic load of modern low pressure turbines (LPT), as measured by the Zweifel number, is increasing on account of both a growth in lift and a blade count decrement. As a result the suction side boundary layer is longer exposed to increasingly large adverse pressure gradients.
At the same time, chord Reynolds numbers are moderate as a consequence of small chord-size of the blades and their operation in low air density environments. This combination results in the suction and pressure side boundary layers becoming prone to laminar separation and subsequent laminar-turbulent transition of the separated shear layers [1, 2] . Separation bubbles and the type and location of laminar-turbulent transition are sensitive to upstream disturbances, including background turbulence in the main stream and wakes from the upstream rows [3, 4] . As the profile losses depend strongly on the state of the boundary layers on the blades [5] , it is crucial that the boundary layer states can be predicted accurately in order for LPT design to match stringent performance and weight requirements. Although Reynolds Averaged Navier-Stokes (RANS) incorporating the latest transition models appear to achieve good agreement with experiments at low Reynolds numbers in terms of pressure coefficient and transition onset, these models are often unable to provide accurate results in terms of total pressure losses [6] in the wide design space generally required for changing operating conditions of LPT. Also RANS are often found inadequate to resolve the complex interactions of periodic inflow perturbations, often combined with large background turbulence intensity, with the boundary layers.
Large Eddy Simulation (LES) have therefore been used for numerical studies of low-pressure turbines [7] [8] [9] , owing to the improved accuracy achieved by resolving the energy-containing structures in the flow while keeping computational cost at bay by modeling the small scales of turbulence. However, LES suffers from difficulties in predicting boundary layer transition and capturing the delay of laminar separation with varying inlet turbulence levels [10] , or due to periodic incoming wakes [11] .
To remove any uncertainty incurred by use of turbulence modeling, Direct Numerical Simulation (DNS) can be considered. DNS solves the fully nonlinear, time-dependent NavierStokes equations without any empirical closure assumptions, and by specifying initial and boundary conditions precisely controlled 'numerical experiments' of a physical problem can be conducted. Such numerical experiments have over the past decades provided data not obtainable by traditional laboratory experiments and have helped gain insight into fundamental mechanisms in fluid mechanics, for example in near-wall turbulence [12] . DNS data have also been heavily used for developing, validating, or improving turbulence models [13] . However, as DNS needs to resolve all length and time scales of turbulence, the computational cost can be shown to increase approximately as Re 3 [14] and numerical challenges need to be overcome [15] . Therefore, initially, only highly idealized configurations, artificially small computational domains and low Reynolds numbers were considered. However, as the available computing power has increased tremendously since the first use of DNS, more realistic Reynolds numbers and of more practical flows and geometries have become possible.
The first numerical simulations that fully resolved transition to turbulence within a laminar separation bubble were conducted by Alam & Sandham [16] and Spalart & Strelets [17] . The two studies considered separation bubbles on a flat plate, induced by upper boundary transpiration, and apparently observed different instability mechanisms leading to transition, and different transitional behavior. The first DNS study of compressible separation bubbles on airfoils was conducted by Jones et al. [18] in which a transition mechanism independent of upstream disturbances was found. The first incompressible DNS of a turbine cascade was performed by Wu & Durbin [19] and found evidence that incoming wakes are responsible for longitudinal structures forming on the pressure side. Additional incompressible DNS have contributed further to the understanding of the effect of incoming wakes on the pressure and suction side boundary layers [20] [21] [22] . Nevertheless, the Reynolds numbers tackled with DNS so far have been relatively low and to date there have been no compressible DNS of LPT cascades, despite the observation by Wissink [21] that the pressure distribution of incompressible calculation is not comparable to the pressure distribution of compressible experiment because incompressible simulations of compressible measurements yield an anticipated and stronger peak suction. Furthermore, if the aim is to support and guide the LPT design process, DNS needs to shed its character of being a 'heroic' undertaking, i.e. vast computational resources are expended for simulations with only one, or a very limited, set of parameters. On the contrary, DNS needs to be sufficiently affordable to allow for parameter sweeps at meaningful Reynolds numbers. The prerequisite for this is the availability of a numerical code that can fully exploit the latest computer hardware.
This paper makes three contributions. Firstly, it demonstrates that a Navier-Stokes solver purposely developed to exploit modern HPC architectures enables DNS of LPT configurations at sufficiently short wall time that parameter sweeps become feasible. The key ingredients for an efficient algorithm are presented, followed by a performance study and a thorough validation against benchmark data for canonical flows. Secondly, the article shows that compressible DNS of linear LPT cascades show excellent agreement with laboratory experiments. Thus numerical experiments, as presented here and in the accompanying Part II of the paper, can be relied upon. Finally, it is shown that wake losses are highly sensitive to inlet turbulence levels even at disturbance levels below 1% and that therefore even disturbance levels of nominally 'clean' experiments need to be known and replicated in DNS for results to agree with experimental data.
NUMERICAL METHOD
The main objective for the development of the in-house multi-block structured curvilinear compressible Navier-Stokes solver HiPSTAR (High Performance Solver for Turbulence and Aeroacoustics Research) was performance and accuracy. The algorithm has been designed with maximum efficiency, i.e. minimal runtime for a given accuracy, in mind to allow cutting-edge large-scale computer simulations on today's High Performance Computer (HPC) systems and to minimize computation time for a given problem to make best use of the available resources. In the following, the key ingredients for achieving these goals are given.
Algorithm
One of the most effective ways to increase the performance of a numerical code on a HPC system is to reduce the memory requirement of a simulation for a given problem. For typical DNS, the size of the simulations exceeds the available cache of the CPUs such that RAM needs to be accessed. Because of the very high clock-speeds of current CPUs, for modern HPC systems, memory access is the limiting factor in the total performance of simulations and not the number of operations to be performed. Minimizing the allocated memory can be achieved by both reducing the grid-cell count required to spatially resolve the flow under consideration, or by improving the efficiency of the algorithm so that a smaller number of arrays need to be allocated.
To satisfy the latter requirement, a five-step, fourth-order accurate Runge-Kutta scheme [23] was implemented because of its ability to achieve fourth-order accuracy with only two registers of memory. In order to increase the robustness of the numerical scheme for the direct numerical simulations and to avoid aliasing errors of the cubically nonlinear convective terms within the discretized Navier-Stokes equations, a conditioning of the compressible Navier-Stokes equations according to [24] was implemented. This (optional) method employs skew-symmetric splitting of the non-linear terms, but, unlike in previous methods, quadratic and cubic nonlinearities are split differently. For all DNS of LPT configurations discussed in this paper, the skewsymmetric splitting was enabled.
Another low-memory ingredient is that only the streamwise (axial) and lateral (pitchwise) coordinate system (x, y) is mapped to general coordinates (ξ , η). By deliberately restricting the coordinate mapping to two dimensions, the spanwise grid is independent of the other two coordinate directions, e.g. full three-dimensional curvilinear simulations are not possible. What might seem as a profound constraint is advantageous in two ways: firstly an efficient spectral method can be employed for the discretization of the spanwise direction, and secondly a smaller number of metric terms is required than for the most general case, and all metric terms needed in the current case are two-dimensional (versus three-dimensional if a mapping was performed in all coordinate directions). Therefore much less memory is required for the simulations.
Generalized curvilinear coordinates
In HiPSTAR, the flow is assumed to be an ideal gas with constant specific heat coefficients and all quantities were made dimensionless using the flow quantities at a reference location in the flow denoted by subscript ∞. In the case of LPT simulations, the blade chord-length is chosen as the reference length. The non-dimensionalization results in the following dimensionless parameters:
With x, y, z denoting the axial, pitchwise and spanwise directions, respectively, and u, v, w denoting the velocity components in the x, y, z directions, respectively, the non-dimensional compressible Navier-Stokes equations in conservation form as solved by HiPSTAR in mapped computational space ξ , η, z are
where the conservative variable and the inviscid flux vectors in generalized coordinates are given aŝ
and the viscous flux vectors in generalized coordinates arê
The conservative variable and the inviscid flux vectors are 
(2) respectively, assuming the Prandtl number to be constant at Pr = 0.72. The molecular viscosity µ is computed using Sutherland's law [25] , setting the ratio of the Sutherland constant over freestream temperature to 0.36867. To close the system of equations, the pressure is obtained from the non-dimensional equation of state p = (ρT )/(γM 2 ).
Spatial Discretization
To minimize the number of total grid-cells required for accurate simulation of a given problem, the spatial discretization is performed with a Fourier method (using the FFTW3 library) in the spanwise direction and a novel wave-number optimized compact finite-difference scheme with near-spectral accuracy for the axial and pitchwise directions. These schemes offer low dispersion and dissipation errors and are therefore a logical choice for long-time accurate simulations of hydrodynamic instabilities, laminar-turbulent transition and turbulence, as the high-wavenumber errors are kept to a minimum. The compact schemes used in HiPSTAR are novel in that they can be parallelized efficiently [26] . In Fig. 1 the modified wavenumber of the novel scheme is plotted and compared with the exact solution obtained using spectral methods and traditional, non-optimized high-order standard and compact finitedifference schemes. It can be observed that the 4 th -order accurate wavenumber optimized compact finite-difference scheme shows very good wavenumber resolution characteristics, with the first 
FIGURE 2. COMBINED O-TYPE/H-TYPE GRID TOPOLOGY TYPICALLY USED FOR LINEAR CASCADE SIMULATIONS.
deviation from the exact solution at Θ ≃ 2.7, a factor of 2.7 higher than a standard 4 th -order explicit scheme. This implies that the grid can be coarser by the same factor while still resolving the same flow features, which more than outweighs the additional cost of having to solve a penta-diagonal matrix system for each MPI process.
Complex Geometries For studies of flows over blades in linear cascades, it is desirable to allow for the combination of an O-type grid around the blade, enabling adequate resolution at leading and trailing edges, and an H-type grid away from the blade to allow for pitchwise periodic boundary conditions. When coupling O-and H-type grids, it is unavoidable that the metric terms at intersecting block boundaries become discontinuous. To avoid spurious errors that would result when applying central finite-difference schemes across these interfaces with metric discontinuities, characteristic interface conditions (CIC) [27] are used for the coupling of the blocks. As the governing equations are solved in general curvilinear coordinates, either the ξ or η coordinate in computational space is normal to the block interfaces and the characteristic decomposition of the flow in the normal direction to the interface is straightforward. In Fig. 2 a typical 9-block set-up for a linear turbine cascade is shown, with the O-type grid comprising blocks 3, 4, 5 and 7 and the H-type grid the remaining 5 blocks. Each block can then in turn be broken down into sub-domains, as indicated by dashed lines, each allocated to an MPI process, for more efficient parallelization, as discussed below.
Inflow Turbulence To study the sensitivity of linear turbine cascade flow to inflow turbulence, a turbulent inflow generation technique is required. Experimental studies mostly provide turbulent intensities and some also give length scales. In general, only these two parameters are available from real turbomachinery data as well. Thus the turbulence generation method has to allow to adjust these parameters to mimic both experiments and real turbomachinery flow. A quantitative description of turbulence in experiments has been reported by, e.g., Michálek et al. [28] . In addition to the turbulence intensities they also quantified the homogeneity to be u 2 /v 2 = 1.2. Also they reported length scales to be slightly above 10% of the chord length which might require spanwise domain sizes in excess of what is required to resolve the actual flow about a blade. Therefore, a value of about 5% is targeted in this study.
Various methods to generate turbulence have been proposed and were reviewed by Tabor et al. [29] . Two main methods have evolved: ones that read in turbulence data (file-IO heavy), and another group that synthetically generates turbulence. IO heavy methods generally are a bottleneck in terms of computational efficiency and thus initially a digital filter approach [30] was adopted in the current study to produce homogeneous inlet turbulence [31] . However, it was found that the inflow generation technique increased the overall computational cost by approximately ∼ 30% when selecting the turbulent length scales to the desired values of about 5% of chord. For that reason, another, computationally more efficient approach, was developed for the current study. For LPT simulations a inlet domain length of at least 80% chord is required to obtain the correct potential flow, thus a simple method, based on harmonic waves at a few discrete wave numbers, can be considered despite possibly requiring a longer development length for the turbulence than more sophisticated, but more expensive, methods. Perturbations are introduced in the three velocity components at the inlet using a sum of n discrete waves of the form
The arguments of the harmonic functions in time t (and through convection in the streamwise direction x), the pitchwise y and spanwise z directions are given by
Each of the parameters in equations 4 and 5 allows fine-tuning of the inlet perturbations to obtain a turbulence target state. The time and length scales can be adjusted using the frequencies β 1 (n) and the wave numbers β 2 (n) and β 3 (n). The computational domain is periodic in the pitchwise and spanwise directions requiring that the wave numbers have to be chosen such that the perturbations satisfy the same constraint. This is realized by re-
where p 2 and p 3 are the pitchwise and spanwise length, respectively, and k 2,3 are integers. Note that the spanwise and pitchwise wave numbers are in general not the same. This limitation does not apply to β 1 (n). Different orientations of the inlet structures can be achieved by adjustingφ i (n). Finally a phase shift can be specified using φ i (n). The turbulence intensities are adjusted using the coefficients c i independently for each direction. In an exhaustive preliminary study, it was found that good results were obtained using a total of 16 waves, based on four different wave number combinations j. The wave numbers for each j are given in the left part of table 1. Each wave in each of the wave number combinations j is shifted by one fourth of a period and the correspondingφ i are given in the right part of table 1. An instantaneous snapshot of the turbulence generated in this way is presented in Fig. 3 , where the Q-criterion was used to visualize the turbulent structures. The green arrow indicates the mean inlet flow direction and the blue surface denotes the blade surface. The visualized structures appear three-dimensional and random as expected for a turbulent flow. At closer inspection, a pattern of reoccurring structures can be observed in the pitchwise direction. However, the distance between them is sufficiently large (one third of the pitch) that they are not expected to affect the transition behaviour on the blade that is governed by interaction with structures of the size of a few boundary layer thicknesses. To get a more quantitative understanding of the behavior of the background turbulence, a precursor simulation of a rectangular box representing only the inlet region of an LPT cascade setup were conducted, extending from x = −0.8 to x = 1, where the leading edge of a blade would be located at x = 0. Time-spectra of the pitchwise velocity component at different streamwise positions are plotted in Fig. 4 . At the inlet (x = −0.8), as expected peaks at the introduced wave numbers (given in table 1) are observed. First the small scales develop (high frequencies) and already at 20% chord downstream of the inlet a broadband signal characteristic of a fully turbulent flow is present. Peaks at the injected frequencies are still visible but the gaps are quickly filled and at half a chord length from the inlet the peaks are hardly distinguishable and the spectrum follows the −5/3 law. As simulations in the current study have an inlet length of at least 80% chord, well developed turbulence will therefore be 'seen' by the blade. Using an autocorrelation function of the time signal and Taylors frozen turbulence assumption, the length scale of the turbulence impacting on the blade has been estimated to be about 5% of chord. Further the decay rate of the turbulence kinetic energy was identified to agree well with experimental data [32] using a decay factor of −1.3. Hence, the required characteristics of the background turbulence, both intensity and length scale, can be obtained using this method.
Sliding Mesh
Flows around bodies at motion with respect to one another (e.g. rotor-stator interaction) can be simulated with HiPSTAR using either a moving immersed boundary condition or a sliding mesh. The immersed boundary, whether moving or stationary, is based on the feedback forcing method proposed by Goldstein et al. [33] and has recently been shown to accurately represent solid boundaries [34] . The sliding mesh is implemented using a CIC [27] in a moving reference frame. The source and convective terms of the Navier-Stokes equations in characteristic form are evaluated in the reference frame of a neighboring block, and interpolated using the wavenumberoptimized scheme of Tam and Kurbatskii [35] . The same technique can be used to implement patched grids. Advantages of this approach include tolerance of metric discontinuities at the interface, as with the original CIC, and the reduction of the halo to a single layer of nodes. Flows that are spanwise homogeneous with respect to the mean velocity then require only 1-D interpolation, and this facilitates the use of interpolation schemes that might otherwise be too computationally intensive for DNS. In order to avoid constraining the time step employed by the simulation, a non-blocking consensus algorithm is used for parallelisation, based on that described by Höfler et al. [36] . This is used because in absence of such a constraint, block connectivity across the sliding interface can otherwise be subject to roundoff errors. A full description of the method and its validation, both for canonical test cases and for full DNS of linear LPT cascades with incoming wakes, is to be found in Johnstone et al. [37] . The accuracy of the new sliding mesh technique is also demonstrated for DNS of an LPT cascade with incoming wakes in the results section below.
Parallelization
To take full advantage of massively parallel HPC systems, the code uses a hybrid OMP/MPI parallelization [38] .
Hybrid OMP/MPI CPU version
The performance of the DNS code was evaluated on the UK national supercomputing facilities HECToR, a CRAY XE6 architecture, and Blue Joule, an IBM Blue Gene/Q system. Initial scaling tests were performed on HECToR on a single-block test problem with 2048 points in the streamwise and lateral directions, and 128 Fourier modes in the spanwise direction, resulting in a total number of collocation points of 1.08 × 10 9 . In this strong scaling test, i.e. core numbers are varied for a given problem size, the smallest number of cores that could be used was 512, which implies that at least 2.15 × 10 6 grid points require less than 1Gb of memory and can thus be allocated per core. In Fig. 5 (top) test cases, i.e. the number of operations every core has to perform and the MPI messages every core has to send/receive is kept identical for increasing overall number of cores. Fig. 5 (bottom) shows the results from the weak scaling tests for cases with 64 3 grid points per core using the standard and the novel parallel compact finite difference scheme. For both options, the efficiency remains as high as 96% up to 65,536 cores (resulting in a case with 17.2 × 10 9 grid points). Using 65,536 cores, the time spent per full Runge-Kutta cycle, i.e. five evaluations of the right-handside of the governing equations, is 4.87s/step and 5.49s/step for the standard and compact finite difference schemes, respectively. This 13% increase in computational cost of the parallel compact scheme is more than acceptable considering that due to the significantly better wavenumber resolution characteristics of the compact scheme a coarser grid could be used for a given problem. The moderate increase in overall computational time despite the significantly higher algorithmic cost of the compact finite difference schemes can be explained by the fact that codes with better ratios of algorithmic operations (FLOPs) over communication fare better on current bandwidth-limited computing systems.
To evaluate the performance of HiPSTAR for more complex set-ups, a scaling test was performed using the novel parallel compact scheme for a linear low-pressure turbine cascade, in which 9 blocks were connected using characteristic interface conditions to account for metric discontinuities. This performance test was conducted using a grid with approximately 300 million points. Fig. 6 shows that up to 4 OMP threads, the parallel scaling on either system used was comparable. However, at 8 OMP threads, the CRAY system displays a better performance. Overall, the scaling on either system is good for this (real) production-type test case. Finally, it should be noted that in addition to the excellent parallel scaling of the code, the performance of the underlying algorithm also appears to be very good. On the CRAY XE6, a sustained performance of 1 GFLOP/s or 12.5% of peak performance in HiPSTAR's core computation kernels was measured.
To investigate the performance of the code on medium sized clusters that might be more readily available a simulation at an isentropic Reynolds number of 60,000 was conducted on the Intel Xeon based IRIDIS4 cluster at the University of Southampton. Using a moderate number of 476 cores, 5 flow through times 
FIGURE 7. AMPLIFICATION RATE OF THE INNER MAXIMUM OF THE STREAMWISE VELOCITY COMPONENT; (-) REFER-ENCE DNS, (•) HIPSTAR WITHOUT SKEW-SYMMETRIC SPLIT-TING, (+) HIPSTAR WITH SKEW-SYMMETRIC SPLITTING.
could be obtained in 20 hours. Hence, a full DNS including statistical convergence study would thus take less than 3 days of wall time, or 30,000 core hours.
VALIDATION
A careful validation of HiPSTAR has been conducted. During the development stage, each subroutine was thoroughly tested. Here, only test cases that assess the overall code capabilities are presented.
Instability Waves
The computation of viscous instability growth is a rigorous validation case for near-wall behavior. Initially, TollmienSchlichting (TS) waves in a quasi-incompressible boundary layer were simulated and excellent agreement of the growth rate with incompressible reference DNS was obtained, particularly as relatively coarse grid resolutions were used. These simulations were conducted as a Mach number of M = 0.25 to minimize the effect of compressibility while still allowing for practical timesteps.
To verify the validity of the spanwise discretization, in particular the Fourier transforms, and the accurate computation of the thermodynamic variables, the growth of oblique disturbances in a supersonic boundary layer at M = 3.0 were computed and compared to a reference DNS [39] .
The growth rates (Fig. 7 ) obtained from the current DNS code correspond very well with the data of the reference, except for the region 200 < Re x < 400. This deviation most likely arises due to the use of different forcing mechanisms. Mayer et al. [39] used wall blowing and suction, whereas the current code employs volume forcing. However, further downstream the agreement with the reference is excellent. When using the skew-symmetric splitting [24] for increased robustness, the non-linear terms are split into conservative and non-conservative parts. To verify that this does not lead to inaccuracies in simulations, an additional DNS was performed using the skew-symmetric splitting. The result is virtually indistinguishable from the initial DNS and gives confidence in the suitability of the skew-symmetric splitting. It should be noted that the skew-symmetric splitting allows larger time-steps, thus improves numerical stability. 
Turbulent Pipe flow
Turbulent pipe flow was simulated in order to validate the code for fully turbulent flow and its cylindrical coordinate capability with a novel axis treatment [40] . Streamwise periodic calculations were first carried out at Mach number M = 0.4 and Reynolds number Re = 5, 300, based on pipe diameter and bulk velocity in order to compare with recent data [41] . Following Wu and Moin [41] , the length of the pipe was set to L p = 15R, and 201 × 72 grid points were used in the streamwise and radial directions, respectively, and 64 Fourier modes in the azimuthal direction. Grid points were uniformly distributed in the streamwise periodic direction, while a polynomial stretching was used in the radial direction with maximum and minimum grid spacings ∆r = 0.025R and ∆r = 0.00246R at the axis (r = 0) and wall (r = R), respectively. Further, DNS were computed for a spatially developing turbulent pipe flow. In this case, the same radial grid was used as in the periodic case, but the streamwise length of L p = 50R was discretized with 624 grid points. For the inflow boundary condition, a digital filter technique for inflow turbulence generation [30] was employed, using the required mean flow profiles, integral length scales and Reynolds stress distributions from the periodic DNS. In Fig. 8 the turbulent shear stress and the root-mean-square of radial velocity fluctuations obtained with HiPSTAR from both set-ups are compared to the reference data. Statistical data obtained from the periodic DNS was averaged in both the axial and azimuthal directions, while the data from the spatially developing case was averaged only in the azimuth and taken 45 radii downstream of the inlet. The current DNS results are in excellent agreement with the benchmark data.
In addition to these rigorous test cases, the DNS code has recently been used for DNS of turbulent supersonic wakes [42] and turbulent jets issuing into coflow [43] for analysis of jet noise.
Linear Low-Pressure Turbine Cascade
Although HiPSTAR has been thoroughly validated for a range of flows and the code is now in routine use for DNS studies of turbulent flows and aerodynamically generated noise, its suitability for high-fidelity simulation of low-pressure turbine cascades remains to be demonstrated. The turbine blade geometry considered in the current work is the T106 profile experi-mentally investigated by Stadtmüller [44] . The measurements were obtained in a low-pressure linear turbine test rig with seven aft-loaded blades with an aspect ratio of 1.76, implying that the flow at the midspan can be considered to be statistically twodimensional. Therefore, the use of spanwise periodic boundary conditions would appear to be a reasonable assumption. In the experiments, the pitch-to-chord ratio, stagger angle λ , the inlet flow angle β 1 and the exit flow angle β 2 are 0.799, 30.7 • , 37.7 • and 63.2 • , respectively. However, as explained in Michelassi et al. [45] , there is some uncertainty about the actual inlet conditions, both in terms of total pressure and inlet flow angle, and an inlet angle of 45.5 • , based on RANS and incompressible DNS, was suggested. Incompressible simulations of compressible measurements generally yield anticipated and stronger peak suction, as observed by Wissink [21] . To overcome this problem, the current simulations are performed with a compressible fluid at the experimental Mach number. Further to this, the inlet flow angle was fine-tuned to 46.1 deg [31] to reproduce the blade load in the immediate proximity of the leading edge.
A variable density system in the test rig allowed measurements at a relatively low isentropic exit Reynolds number of 60, 500 and an isentropic exit Mach number of 0.4. In the current study, the resulting Reynolds number and Mach number were 59, 634 and 0.405, respectively. Additionally a case at same Mach number but with an isentropic exit Reynolds number of 100, 000 was simulated. In all cases the ratio of specific heats is specified as γ = 1.4 and the Prandtl number as Pr = 0.72. The spanwise width of the computational domain was chosen as 0.2 chord lengths, which is deemed to be sufficient to capture transition in a possibly separated blade boundary layer based on previous experience gained with separation bubbles on low-Reynolds number aerofoils [18] . Furthermore, previous studies of linear turbine cascades found a spanwise width based on axial chord of 0.2 [21] or even 0.15 [19] to be adequate. The spanwise domain was discretized using 32 Fourier modes with 100% de-aliasing (resulting in 66 collocation points). For the lower Reynolds number case the number of grid points along the surface of the blade is 864 points and in the wall normal direction the spacing is nearly constant around the blade with ∆y = 2.8×10 −4 and 336 points spanning the blade passage in the pitchwise direction. Thus, the overall number of grid points of the DNS is 18.1 × 10 6 .
The first wall-normal grid point on the suction side is located at y + 1 < 1 for most of the pressure side and for the suction side downstream of 60% chord. Upstream of that, the maximum value is below 1.4 which, given that the boundary layer is laminar and in excess of 30 points are used across the boundary layer, is deemed sufficient. The resolutions in the streamwise and spanwise directions are ∆x + < 10 and ∆z + < 11, similar to the values used in the incompressible DNS by Michelassi et al. [45] . A nondimensional timestep of t = 5 × 10 −5 was specified in order to satisfy the numerical stability requirement of a CFL number of less than unity.
For the DNS at an isentropic exit Reynolds number of Re 2is = 100, 000, the baseline grid comprised 1296 grid points along the blade and 526 points in the pitchwise direction, resulting in the first off-the wall point being at ∆y = 1.5 × 10 −4 . 64 Fourier modes were used for the spanwise discretization leading to a total of 75.6 × 10 6 grid points. The grid resolution in the streamwise and spanwise directions are ∆x + < 11 and ∆z + < 9 and the wall normal resolution is presented in Fig. 9 . The blue solid line denotes the baseline grid and the dashed green line represents a finer grid refined by roughly a factor of two in each direction, resulting in a total of about 300 × 10 6 grid points. The first cell y + for both grids is less than unity, except for the regions close to the leading and trailing edges. Close to the leading and trailing edges y + on the suction side displays two zero crossings, indicating separation with subsequent reattachment. The chordwise locations of these zero crossings coincide for both grids, suggesting that the boundary layers and particularly transition in the trailing-edge separation are fully resolved on either grid, i.e. grid convergence is reached about the blade. The DNS at Re 2is = 60, 000 were performed using 3808 cores, requiring 16-20 hours for 15 flow-through-times, resulting in a total of 60,000 core hours on a CRAY XE6. At Re 2is = 100, 000, 8080 cores were used for 72 hours for 15 flow-through-times, expending a total of 582,000 core hours per case on the IBM BlueGene/Q. For the Re 2is = 60, 000 case, the pressure distribution about the blade is compared with experimental results [44] . On the pressure side the DNS results show excellent agreement with the experimental data. Peak suction is found slightly further downstream than in the experiment which might be due to boundary layer growth and the related blockage at the end walls in the experiments. Of particular interest in this study is the behavior downstream of peak suction where separation and reattachment dictate the pressure coefficient shape. In this region experiments and simulation are in close agreement.
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Copyright c ⃝ 2014 by ASME A good agreement of the blade pressure coefficient does not necessarily mean that the entire computational domain is adequately resolved, in particular the wake region. Therefore, wake profiles at a vertical section 40% chord downstream of the trailing edge are investigated. First, DNS were conducted with 'clean' inlet conditions, i.e. no incoming wakes and zero turbulence level at the inlet. As will be shown in the following, the use of a compressible DNS solver represents an additional challenge on the inlet and outlet boundary conditions which artificially truncate the physical flow field to not generate spurious reflections, in particular for clean inflow conditions. At the outlet boundary characteristic or zonal characteristic boundary conditions [46] are employed. At the inlet boundary, a sponge layer, based on adding a dissipation term to the right-hand side of the governing equations, forcing the flow solution to a target state [47] , was implemented [31] . In Fig. 11 the power spectral density of kinetic energy at the measurement point in the inlet region is shown for a clean case. Considering that no turbulence is injected at the inlet, the fluctuation level, although small, has to stem from other sources. A significant part of this energy is attributed to upstream traveling acoustic waves generated by hydrodynamic pressure fluctuations interacting with the blade trailing edge. The main peak in the spectrum is at a Strouhal number (reference values are free stream velocity and chord length) of about 5, suggesting it may be associated with low-frequency unsteadiness of the suction side separation bubble. A lower amplitude peak at a Strouhal number of 15 reflects the vortex shedding at the trailing edge.
These low-amplitude acoustic fluctuations can be seen in Fig. 12 (top) where the divergence of the velocity field is plotted. Using the local speed of sound, the wave-length of perturbations with a Strouhal number of 5 can be estimated to be approximately 0.7 chords, which agrees well with what can be seen in the figure. The contour levels reach zero in the inlet sponge region indicating that no disturbances reach the inlet boundary. As a reference and to further motivate the use of a sponge layer, the divergence field of a simulation that was conducted without a sponge is presented in Fig. 12 (bottom) . Note that in this figure the contour levels are a factor of 10 higher than in the case with sponge. High-amplitude acoustic waves populate the entire domain, with the largest amplitude waves traveling in the pitchwise direction and resulting in large inlet perturbation levels in an instantaneous and statistical sense [31] . Therefore, this set-up has not been further considered in the current work.
Overall, it is found that the disturbance level of the clean case when using an effective sponge is at roughly 0.25%, caused by acoustic fluctuations. In the experiment the hydrodynamic fluctuation level is 0.6% and thus significantly higher. Our study reveals that this difference in inflow disturbance levels has a significant impact on the wake loss and comparing experiments at 'clean' conditions with simulations is far from trivial. The wake losses from the DNS and experiments are compared in Fig. 13 . The clean experiment and the simulation with the lowest level of disturbance level (0.25%) do not agree well but if the fluctuation level at the inlet is increased to roughly the same value as in the experiments (0.5%), the DNS data agree well with the experiments.
Although the integrated wake loss between the cases with disturbance level of 0.25% and 0.5% are very similar at 0.0628 and 0.0615, respectively, the change of the peak value and shape is surprisingly large and implies that the wake loss shows significant dependence on inlet turbulence levels even for different disturbance levels below 1%. Therefore, if DNS data are to be compared with experiments classified as 'clean', the precise disturbance characteristics present in the experiments need to be known and replicated in the DNS in order for results to agree.
Additionally, two more cases at a more realistic engine-like turbulence intensity of 3.2% were conducted at Re 2is = 60, 000 on the baseline (denoted by 'b') and a refined grid (denoted by 'f'). The power spectral density of the kinetic energy for both grids agree well with each other, as seen in Fig. 11 , indicating that the turbulence generation method is grid independent and the baseline grid is sufficiently fine to resolve the incoming background turbulence adequately. The figure also reveals that the background turbulence at realistic engine conditions is several orders of magnitude higher than the spurious disturbances discussed above. Crucially, the wake loss for the DNS with dis- turbance level at 3.2% appears grid independent, validating the baseline grid and overall set-up. Finally, DNS of T106 blades at a chord and exit velocity Reynolds number of 60, 000 and the exit Mach number 0.4 were performed with incoming wakes at a reduced frequency, i.e. frequency of the bars normalized by chord and isentropic exit velocity, of 0.61. The wakes were generated by including moving bars realized by an immersed boundary in the computational domain. Full details about the numerical set-up and the immersed boundary for the moving bar cases are given in Part II of this paper and in Johnstone et al. [37] . For the current study, two approaches for moving the bars were compared. In one case, a fixed grid is used and the immersed boundary is moved. In the other case, the immersed boundary is fixed relative to the grid of the upstream block and the entire block slides relative to the downstream blade. Both simulations were run up to statistical convergence. Fig. 14 shows the wall shear stress on both suction and pressure surfaces of the blade, obtained using both the moving immersed boundary and the sliding mesh methods. The results are virtually indistinguishable, demonstrating the accuracy of the novel approach of realizing a sliding mesh based on characteristic interface conditions. The current DNS results are also compared with the incompressible DNS data of Michelassi et al. [20] . On the pressure side of the blade, the comparison between the current DNS and the reference is excellent. The wall shear-stress level agrees well with the incompressible DNS for 0.2 x/C ax 0.45. Upstream of that, the differences observed are due to the difference in inlet angle which results from including the wake generating bars in the current simulations while in the incompressible reference case wakes were inserted at the inlet boundary. For the remaining section of the blade, the data from the current DNS appear shifted downstream by approximately 0.05 x/C ax but agree very well in shape. This is due to the shift in peak suction location between incompressible and compressible DNS, as already observed for the cases without incoming wakes. It is important to note that this shift in peak suction also results in a change of the chordwise length over which the flow experiences an adverse pressure gradient, which directly affects the loss generation mechanisms. 
CONCLUSION
A high-performance compressible Navier-Stokes solver developed for exploiting the latest computing hardware and adapted to conduct direct numerical simulations of linear low-pressure turbine cascades has been presented and thoroughly validated. A novel approach of implementing a sliding mesh capability for DNS was introduced and an efficient way of introducing background turbulence was presented. It is demonstrated that DNS of LPT at moderate Reynolds number can be accomplished in reasonably short time, e.g. within a day for Re=60,000, thus opening the door for using DNS to conduct parameter sweeps, as will be reported in part II of this paper. Also, it is found that in order to obtain the correct adverse pressure gradient downstream of the suction peak on the blade, both in terms of magnitude and chordwise length, it is essential to use compressible DNS. Further, it is shown that the wake loss is highly sensitive to inlet turbulence levels even at disturbance levels below 1% and that even the disturbance level of 'clean' experiments needs to be known and replicated in DNS in order to match the experimental data. As very low background turbulence levels are unlikely to occur in real engine configurations, it is suggested that validation between DNS and experiments would be more reliable for turbulence levels above 1% as otherwise the results depend too strongly on boundary conditions.
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