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Summary
To reach ethically and scientifi cally valid mean abundance values in parasitological and epidemiologi-
cal studies this paper considers analytic and simulation approaches for sample size determination. 
The sample size estimation was carried out by applying mathematical formula with predetermined 
precision level and parameter of the negative binomial distribution estimated from the empirical data. 
A simulation approach to optimum sample size determination aimed at the estimation of true value 
of the mean abundance and its confi dence interval (CI) was based on the Bag of Little Bootstraps 
(BLB). The abundance of two species of monogenean parasites Ligophorus cephali and L. mediter-
raneus from Mugil cephalus across the Azov-Black Seas localities were subjected to the analysis. 
The dispersion pattern of both helminth species could be characterized as a highly aggregated 
distribution with the variance being substantially larger than the mean abundance. The holistic ap-
proach applied here offers a wide range of appropriate methods in searching for the optimum sample 
size and the understanding about the expected precision level of the mean. Given the superior 
performance of the BLB relative to formulae with its few assumptions, the bootstrap procedure is the 
preferred method. Two important assessments were performed in the present study: i) based on CIs
width a reasonable precision level for the mean abundance in parasitological surveys of Ligophorus 
spp. could be chosen between 0.8 and 0.5 with 1.6 and 1x mean of the CIs width, and ii) the sample 
size equal 80 or more host individuals allows accurate and precise estimation of mean abundance. 
Meanwhile for the host sample size in range between 25 and 40 individuals, the median estimates 
showed minimal bias but the sampling distribution skewed to the low values; a sample size of 10 host 
individuals yielded to unreliable estimates.
Keywords: fi sh; Ligophorus spp.; mean abundance; optimum sample size; precision; Bag of Little 
Bootstraps
Introduction
The mean abundance is the most common epidemiological index 
that quantifi es parasites in host samples (Rózsa et al., 2000). In 
many cases, it is useful to know the optimum sample size in or-
der to obtain the population’s actual characteristics and their con-
fi dence intervals (CIs). The estimated parasitological indices are 
often based on small sample sizes due to high time or monetary 
constrains, logistical problems associated with host capture or low 
abundance of some host populations. On the other hand, if the 
sample size is too large, researchers’ additional time, money and 
other resources might be a wasted effort for minimal gain. Statisti-
* – corresponding author
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cal descriptors of fi sh parasites were calculated based on samples 
from three individuals to over 1000 (Poiani, 1992; Belghyti et al., 
1994; Ismen & Bingel, 1999), but it was commonly done without 
special attention to the effect of sample size on these estimates. 
In case of natural infections, parasites typically exhibit an aggre-
gated distribution pattern, with most host individuals harbouring 
low numbers of parasites and a few individuals hosting too many 
(Anderson & Gordon, 1982; Shaw & Dobson, 1995; Poulin, 2013). 
In most cases, the aggregated distribution of the parasites can be 
fi tted to the negative binomial distribution (NBD), where  smaller 
values of the dispersion parameter k (k < 1) indicate a highly 
aggregated distribution attributed to the most macroparasites of 
wildlife hosts (Shaw & Dobson, 1995). The aggregated nature of 
parasite distribution affects the mean abundance and the width of 
its CI (Rózsa et al., 2000). Therefore, in the determination of the 
optimum sample size, a compromise between representativeness 
of the parasitological data from small samples and unnecessary 
costs for collection excess data should be found. In addition, the 
determination of the threshold for minimum sample size depends 
from level of precision that should be well understood and chosen 
by the researchers. A few studies have focused on the effect of 
sample size on parasitological parameters (Gregory & Woolhouse, 
1993, Jovani & Tella, 2006, Marques & Cabral, 2007). Gregory and 
Woolhouse (1993) claimed that if parasite sampling is not correctly 
selected, it may result in artefactual patterns for epidemiologic and 
aggregation indices. Jovani and Tella (2006) argued that a sample 
size around 15 fi sh specimens is enough to get statistically accept-
able data for estimating the actual prevalence within a population. 
Marques and Cabral (2007) examined the effects of sample size on 
estimates of infection indices and demonstrated that even though 
samples with less than 40 individuals do not substantially infl uence 
parasite prevalence, whereas the mean intensity and mean abun-
dance may be underestimated. Thus, sample size determination is 
a common problem when dealing with parasitological data.
Karandinos (1976) presented a formula for sample size calcula-
tion with precision as a fi xed proportion of the mean. The formu-
la has been subsequently developed by Ruesink (1980) for data 
with distribution patterns ranging from highly clumped to uniform. 
However, these formulae are based on several assumptions that 
are often not fulfi lled by actual data. An alternative approach to 
estimating the sample size is to use Monte Carlo simulations and 
bootstrapping techniques (Efron & Tibshirani, 1993). 
The purpose of the present study is to explore the best method 
to determine the optimum sample size in parasitological surveys 
to obtain the true values of the mean abundance and their CIs. 
Marques and Cabral (2007) showed the power of Monte Carlo 
simulation and bootstrap procedures in determining the minimum 
sample size to estimate the mean abundance, mean intensity and 
prevalence. However, their work does not address the issue of 
parasite aggregation in the hosts. Moreover, the precision level 
and CIs for the studied indices were not considered, whereas 
these aspects are deliberately addressed here. The CI can provide 
information about estimation accuracy of the parasitological indi-
ces, where its width is used as a measure of estimation uncertainty 
and is largely determined by sample size. Marques and Cabral 
(2007) constrained their work to demersal fl atfi sh and involved two 
species of cestodes, one acanthocephalan and one copepod. The 
present study focuses on monogenean parasites of Ligophorus 
spp. from the pelagic fl athead grey mullet, Mugil cephalus L. 
We considered two approaches, analytic and simulation, to esti-
mate an adequate sample size to obtain ethically and scientifi cally 
valid values of mean abundance. To achieve this aim, the study 
is organized as follows. On the fi rst stage, the required sample 
size was determined using a formula with predetermined precision 
levels. The second stage involved a simulation study based on 
applying the Bag of Little Bootstraps (BLB) (Kleiner et al., 2014) to 
empirical data sets and randomly generated parasite distributions 
in order to assess the optimal sample size as a balance between 
suitable estimates of the mean abundance and acceptable level 
of uncertainty in these estimates. Biases and CIs were used as 
measures of accuracy for the simulation modelling. The objective 
of the present paper is threefold: i) to estimate optimal sample size 
for parasitological surveys of Ligophorus spp.; ii) to evaluate the 
precision level and CIs in samples with different elements, and iii) 
to test the reliability of each approach to determine the optimal 
sample size for parasitological studies.
Materials and Methods
Study area, fi sh sampling and parasite collection
This study is based on 205 dissected individuals M. cephalus from 
three localities, the Kerch Strait, the Sivash Lake and the Balakla-
va Bay, in the Azov-Black Seas in the period of 2001 – 2013 (Sara-
beev, 2015) and one extra sample with 19 fi sh individuals from the 
Sivash Lake collected in 2014. The sample sizes ranged between 
15 and 35 specimens. Only two-years old, and older fi sh within 
the size range of 24 – 65 cm (total length) were used in the analy-
ses. Nine samples were studied across all localities, years and 
seasons. Collected fi sh were measured and surveyed for para-
sites within the day of capture or after freezing. Gills were carefully 
examined under a stereomicroscope for ectoparasites. All mono-
geneans were identifi ed and counted. Taxonomic identifi cation 
was attempted to the species level. Identifi cation of Ligophorus 
spp. followed Sarabeev et al. (2013). The present study considers 
two species of Ligophorus from M. cephalus across the Azov-
Black Sea localities, L. cephali Rubtsova, Balbuena, Sarabeev, 
Blasco-Costa & Euzet, 2006 and L. mediterraneus Sarabeev, Bal-
buena & Euzet, 2005. For each parasite species, samples with 
more than 6 infected hosts were considered to avoid inadequate 
estimation of mean abundance due to very low prevalence (Poulin, 
2013). Therefore, the data sets included 197 and 192 fi sh individ-
uals of which 132 and 96 were infected by L.  cephali and L. medi-
terraneus, respectively.
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Data analysis
The mean abundance was calculated according to Bush et al. 
(1997). The distribution pattern of parasite data was characte-
rized by two parameters, using values of parameter k of the NBD 
and parameter b of the Taylor’s power law (Taylor, 1961) s2 = amb 
in which s2 is the sample variance, m is the sample mean and a is 
a scaling factor related with the sample size. The dispersion pa-
rameter k was estimated by using the maximum likelihood method 
(Bliss & Fisher, 1953; Davis, 1994; Young & Young, 1998). The 
chi-square statistic (Bliss & Fisher, 1953) was used to test good-
ness-of-fi t of the NBD for empirical data.
Through use of a ln transformation the coeffi cient a and the ex-
ponent b are estimated by the y-intercept antilog and the slope, 
respectively, of the least square regression line of lns2 on lnm as:
lns2 = lna + b lnm ,                            (1)
using empirical sample means and variances. The values of a and 
b were tested for departure from 0 and 1, respectively, by using a 
two tailed t-test (Snedecor & Cochran, 1980). The coeffi cients of 
determination R2 were calculated, to characterize the fi t of Taylor’s 
model. For each parasite species 10 mean-variance pairs (9 sam-
ples and one aggregated data set) were obtained from empirical 
samples.
The analytic approach to determine an optimum sample size (n) 









 ,                            (2)
in which Zα/2 is the standard normal deviate such that  P(Z > Zα/2) = 
α/2; D is a level of precision and is used to defi ne half-width of the 
CI as a fi xed proportion of the mean (CI ⁄ 2 = Dm (Wilson, 1985). 
For a 95 % CI, α = 0.05, then Zα/2 equals 1.96. 
In the present study the optimum sample size was determined for 
two precision levels: D = 0.5 and D = 0.8. These levels are reason-
able for practical applications, and are acceptable in most sampling 
research (Cyr et al., 1992; Mouillot et al., 1999, Opit et al., 2009).
If the dispersion pattern of the target population is well described 
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Incorporating Taylor’s power law into Karandinos’ equation (2) the 
sample size model becomes:
bZn am
D
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2 2  .                            (4)
The BLB using the R statistical data analysis software (version 
3.3.3, R Development Core Team, 2017) was applied here in a 
simulation study to determine the optimal sample size. The effect 
of sample size on CI width was tested for: i) two empirical data sets 
of L. cephali and L. mediterraneus; and ii) fi ve simulated data sets 
with fi xed mean and variable k. The random 1000-dimension sam-
ples with the NBD were generated, parameterized by the fi xed val-
ue of mean abundance equal to 5.55 and exponent k of the NBD 
ranging between 0.1 and 0.9. This range covers most variation of k 
values found for Ligophorus spp. (our unpublished data). The ran-
dom simulation procedure was implemented using the R function 
rnegbin() in the MASS package (Ripley et al., 2017). To examine 
the effect of sample size on mean abundance, a bootstrapping 
method was applied to generate 95 % CIs for given parasite data 
set: n elements from each data set were randomly selected 10000 
times, and then we performed a bootstrap with 5000 iterations and 
computed the mean for each n-dimension sample occasion, based 
on samples from 10 to 100 elements in steps of 5. The 95 % CIs 
for bootstrap were defi ned using the values that mark the upper 
and lower 2.5 % of the bootstrap distribution. Bias signifi cance was 
evaluated through t-test. The difference between the estimates of 
the mean abundance obtained based on different sample sizes 
was examined by Dunnett’s Modifi ed Tukey-Kramer Pairwise Mul-
tiple Comparison Test (DTK) from package “DTK” (Lau, 2015) after 
a logarithmic transformation of the data. The DTK test allows to 
conduct a pairwise multiple comparison test for mean differences 
with no assumption of equal population variances. A signifi cance 
level of 0.05 was used for all test procedures. 
According to the purpose of the study, several criteria were used 
to determine the appropriate sample size: the fi t of empirical data 
to the theoretical distribution; the desired precision (CIs width for 
mean abundance); the achievement of minimal bias and the com-
parison of mean abundance differences based on different sample 
sizes. All criteria had to be met in order to accept a given n as the 




















*No signifi cantly differs from 0 (P>0.05). **The NBD model fi ts to data (P>0.05)
Table 1. Summary data for samples of Mugil cephalus surveyed from the Azov-Black Seas with information on abundance, variance and aggregation indices of two 
helminth species (ln a: y-intercept, b: slope, SE: standard error, t: t-test result, R2: coeffi cient of determination, k: negative binomial parameter, χ2: chi-square statistic).
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Results
The dispersion pattern of both helminth species could be charac-
terized as a highly aggregated distribution with the variance being 
substantially larger than the mean values. Obtained values of k 
were lower than 1, also indicating on a highly aggregated distri-
bution of these species in the host (Table 1). The chi-square test 
revealed that L. cephali data set does not fi t to the NBD, thus not 
allowing to determinate the optimal sample size using parameter 
k of the NBD in formula (3). For both parasite species, the ordi-
nary least square regression showed a very strong relationship 
between the means and variances (R2 =0.82 and 0.84, P<0.0001) 
with values of b>2 that also indicates a high degree of aggre-
gation. Because the slope b exceeded 2, formula (4) based on 
Taylor's power law could not be used (Shelton & Trumble, 1991). 
For L. mediterraneus, minimum sample sizes needed to reach the 
predetermined precisions D=0.5 and D=0.8 based on formula (3) 
are 76 and 30, respectively. 
For both parasite species, the mean abundance values obtained 
by the BLB were close to empirical values of the mean, and no 
signifi cant biases were found in the estimates. The distribution of 
mean abundance estimates obtained by simulations was highly 
right-skewed and the median values were always under-estimating 
the empirical value at low sample size (Fig.1). The results showed 
overlapping between the medians of bootstrapping means and the 
empirical mean abundance beginning from the sample with 40 ele-
ments for both examined species. The pairwise statistical compar-
ison between mean abundance values across sample sizes using 
the 95 % CIs is represented in Figure 2. Following the TDK test the 
estimates related to sample sizes up to 30 and 20 specimens were 
convincingly different from all others, while there were moderate 
differences between samples over 40 and 30 fi sh specimens for 
L. cephali and L. mediterraneus, respectively. 
The bootstraped 95 % CIs were non-symmetric, which correspond 
to the asymmetry of the underlying mean parasite abundance dis-
tributions, and became narrower as sample size increased for both 
Fig. 1. Distribution of mean abundance obtained from empirical parasite data sets 
by BLB for different sample sizes for Ligophorus cephali (a) and L. mediterraneus 
(b). The box spans the fi rst and third quartiles; the median is marked inside the 
box by thick horizontal line; minimum and maximum values excluding outliers 
(whiskers) and outliers (circles); the straight line 
is the empirical mean abundance.
Fig. 2. Simultaneous confi dence intervals for all pairwise comparisons of group 
means. Intervals were computed by the Dunnett’s Modifi ed Tukey-Kramer 
Pairwise Multiple Comparison Test for the mean abundance data of Ligophorus 
cephali (a) and L. mediterraneus (b) across different sample sizes. If the interval 
does not include a zero, the corresponding means are signifi cantly different.
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parasite species (Fig. 3). The effect of sample size on CI width as 
a fi xed proportion of the mean for variable values of k is shown in 
Figure 4. The simulation results revealed that as k decreases CI 
width was more strongly affected by sample size. The width of the 
95 % CI is not markedly narrowed with increases in sample size 
for samples above 25 for k=0.9, 30 for k=0.5, 40 for k=0.2, 45 for 
k=0.15 and 50 for k=0.1 elements. For empirical data sets of both 
species studied here, the largest decrease in CI width (exponential 
phase) was found for sample sizes below 40 individuals, while the 
further increase of samples resulted in a slow linear decrease in CI 
width (linear phase). This means that the CI markedly decreases 
with increasing sample size up to ca. 70 – 80 specimens. Howev-
er, further increase of sample size did not really narrow the CI. The 
width of the 95 % CIs was decreased from values (1.6 x mean) for 
sample size with 35 elements to (1 x mean) for sample size with 
70 elements in both model species. For L. cephali and L. mediter-
raneus, which have close values of the parameter k (0.25 versus 
0.21) and different values of the mean abundance (15.65 versus 
5.55), the variation of the CI width was either small or negligible. 
Discussion 
In the present study, the BLB analysis showed that the minimum 
required sample size depends greatly on the actual aggregation 
of the parasite population. The higher degree of variability in the 
size of parasite infrapopulation, the larger sample size needs to 
be examined in order to obtain the true value of the mean abun-
dance (Wilson et al., 2002). On the other hand, the measure of 
aggregation will tend to underestimate true aggregation in small 
samples. This is because heavily infected hosts are rarely found 
in wild populations and therefore, most likely the probability to be 
observed in small sample sizes is low (Poulin, 2013). Similarly, the 
mean abundance calculated from low sample sizes will be under-
estimated if we do not account for the distribution tail (Marques & 
Cabral, 2007). 
The mean abundance estimates should be reported along with 
CIs, which will allow researchers to assess the biological signifi -
cance of presented fi ndings (Steidl et al., 1997). From a practical 
point of view, the level of precision is the dominant factor in deter-
mining the sample size. Following Buntin (1994), one of the ways 
to determine the precision is to express it as a confi dence interval 
such that the estimate of the mean should be within a certain value 
of the true mean with a given probability. Most investigators prefer 
narrow CIs that require large sample sizes for aggregated popu-
lations. It stimulates researchers to look for the balance between 
the limitations of the time and effort required for sample collection, 
on the one hand, and the essential degree of precision of parasi-
tological indices on the other hand. Because of heterogeneity in 
parasite infection, it is diffi cult to apply a theoretical approach for 
Fig. 3. Mean abundance and its 95 % CIs calculated by BLB for different sample 
sizes for Ligophorus cephali (a) and L. mediterraneus (b); bootstrap CIs based 
on empirical data set for L. cephali (open square); bootstrap CIs based on 
randomly generated and empirical data sets for L. mediterraneus (fi lled and open 
triangle, respectively); the straight line is the empirical mean abundance.
Fig. 4. Width of the 95% CIs as a fi xed proportion of the mean abundance 
determined by BLB from the empirical parasite data sets for Ligophorus 
mediterraneus and L. cephali (open triangle and open square, respectively) 
and randomly generated data with fi xed mean abundance of 5.55 
and variable k of 0.1, 0.15, 0.2, 0.5 and 0.9 (open point, fi lled point, fi lled triangle, 
fi lled square and square cross, respectively).
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this purpose. Therefore, the simulation bootstrap procedure based 
on an empirical data set is a much more robust tool. For small 
samples, the 95 % bootstrap CIs for estimates of the mean abun-
dance are typically very large and skewed upwards. The exponen-
tial decrease in the CI width as sample size increases indicates the 
rapidly decrease in the level of uncertainty, and in this way, sample 
size becomes reasonable for estimation of mean abundance. The 
further slow linear decreases in the CI with sample size increases 
could be explained by a high total number of non-zero values in 
such samples. In the example of L. mediterraneus and L. cephali 
it was shown that the CI becomes more precise and less skewed 
upwards when sample size is between 35 and 70 fi sh individuals. 
Possibly for the reason that such samples are less variable in a 
number of parasite individuals per host.
Depending on the study aims, researchers may seek higher con-
fi dence with a wider interval. For Ligophorus species, the reason-
able precision level could be chosen between 0.8 and 0.5. If the 
purpose is to get a general idea about the population abundance, 
the sample size required could be reduced by lowering the level of 
precision to D=0.8 (Opit et al., 2009). If this lower level of precision 
is used, the sample size with 35 fi sh specimens is recommend-
ed for the estimation of mean abundance for both studied here 
Ligophorus spp. However, for highly aggregated populations, the 
sample size needs to be suffi ciently large to provide a statistically 
acceptable data for estimation of less abundant parasites (Fig. 4). 
According to Rózsa et al. (2000), the mean abundance is strongly 
dependent on a few heavily infected individuals; therefore, more 
specimens may be needed to improve the CIs. 
Obtained minimum sample size did not substantially depended on 
the mean abundance of the studied monogeneans, although the 
difference was about three times fold. The similarity in the sample 
size required for studied model species could be related to their 
congeneric relationships that could have the effect on the parasite 
dispersion pattern. The distributions of both examined species are 
characterized as a highly aggregated with close values of param-
eters k and b. Metazoan gill parasites of fi sh form non-saturated, 
multispecies and rich infracommunities in which aggregation en-
sures cross-fertilization and was found to be an important factor 
determining the distribution on the gills (Rohde et al., 1995; Bagge 
et al., 2005). Monogeneans tend to be more aggregated at lower 
abundances, what happen because more aggregation is need-
ed as the distance to a potential mate increases with decreasing 
number of conspecifi cs (Bagge et al., 2005). Our results for the 
required minimum sample size are in accordance with those of 
Marques and Cabral (2007) obtained for a system of fl atfi shes and 
their parasites.
The values of sample size obtained by the analytical formula show 
a good correlation with estimates based on the simulation tech-
nique. However, the CIs based on normal theory are less accurate 
for skewed distributions, in particular for cases where sample siz-
es are small (Rózsa et al., 2000). Therefore, by utilization of the 
BLB method a more precise bootstrap CIs can be obtained. 
The results from this study allowed a direct comparison of sample 
size estimation by two approaches, analytic and simulation. The 
advantage of using formulae is the possibility to analyze effects 
of the precision level, mean abundance, parameter k of NBD and 
parameters of Taylor's model on sample size. The most apparent 
weakness of the analytic approach is the requirement of the fi t 
of sample data to the theoretical distribution. The application of 
the formula (3) with parameter k of the NBD requires that the k 
value was estimated accurately. For highly aggregated parasite 
populations, according to the formula (3), the sample size strongly 
depends on the dispersion of value k and the precision of D, while 
the mean abundance >1 does not signifi cantly affect the sample 
size. Although the Taylor's power law has been widely used due 
to its statistical stability, the formula (4) for sample size calculation 
based on the Taylor’s model is useful only when b<2. This is a sig-
nifi cant limitation (Shelton & Trumble, 1991) because the aggrega-
tion leads to an increase of coeffi cient b to the critical value 2, or 
in some cases more than 2. Since the analytic approach is often 
impossible to apply the non-parametric BLB method is preferable 
for optimum sample size determination. The primary advantage of 
bootstrapping is that no assumptions are made on the distribution 
of the initial data set. Researchers need to assume only that the 
sample data are independent and representative of the population. 
The accuracy of estimates obtained by bootstrapping depends on 
the number of observations in the original sample and the number 
of resamples. Obviously, large samples are likely to be more rep-
resentative than small samples. 
Conclusions
The holistic approach applied here offers a wide range of appropri-
ate methods to sample size computation and to understand the ex-
pected precision level for the mean. While the formulae for sample 
size estimation may not be very meaningful in practice, their value 
is that they can provide some strategy in sampling plan before a 
study. Monte Carlo simulations and bootstrap procedures are pow-
erful techniques for sample size determination. In case of small 
samples, bootstrapping methods are especially useful to compute 
the descriptive statistics with associated CIs. Such approach is 
reasonable when dealing with critically endangered species for 
which low sample sizes are often unavoidable. Regarding sample 
sizes for parasite data sets with a highly aggregated dispersion 
pattern, sample size equal 80 or more host individuals allows ac-
curate and precise estimation of mean abundance, whereas for 
the host sample size in range between 25 and 40 individuals, the 
median estimates showed minimal bias but the sampling distribu-
tion skewed to low values. A sample size of 10 host individuals 
yields to unreliable estimates, particularly for highly aggregated 
parasite data sets. These fi ndings will help guide prospective de-
sign of sampling plan and will aid researchers in understanding 
the precision level for the estimated mean abundance in parasi-
tological surveys. At the same time, for the studies aimed to com-
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pare epidemiological parameters the question about the optimum 
sample size remains open. Therefore, the next studies should be 
focused on the investigating the optimum sample size for compar-
ative studies in parasitology and epidemiology. 
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