► We analyze 21 years of shellfish toxicity data from the Gulf of Maine coast. ► We use cluster analysis to reveal eight archetypical modes of seasonal toxicity. ► Groups of monitoring locations with similar interannual patterns are identified. ► Classification trees relate the patterns within each group to environmental metrics. ► By identifying seasonal warning signs of toxicity, results assist monitoring programs. Routine monitoring along the coast of the Gulf of Maine (GoM) reveals shellfish toxicity nearly every summer, but at varying times, locations, and magnitudes. The responsible toxin is known to be produced by the dinoflagellate Alexandrium fundyense, yet there is little apparent association between Alexandrium abundance and shellfish toxicity. One possibility is that toxic cells are persistent in offshore areas and variability in shellfish toxicity is caused not by changes in overall abundance, but rather by variability in transport processes. Measurements of offshore Alexandrium biomass are scarce, so we bypass cell abundance as an explanatory variable and focus instead on the relations between shellfish toxicity and concurrent metrics of GoM meteorology, hydrology, and oceanography. While this yields over two decades of data representing a variety of interannual conditions, the toxicity data are gappy in spatial and temporal coverage. We address this through a combination of parametric curve fitting and hierarchical cluster analysis to reveal eight archetypical modes of seasonal toxicity timing. Groups of locations are then formed that have similar interannual patterns in these archetypes. Finally, the interannual patterns within each group are related to available environmental metrics using classification trees. Results indicate that a weak cross-shore sea surface temperature (SST) gradient in the summer is the strongest correlate of shellfish toxicity, likely by signifying a hydrological connection between offshore Alexandrium populations and near-shore shellfish beds. High cumulative downwelling wind strength early in the season is revealed as a precursor consistent with this mechanism. Although previous studies suggest that alongshore transport is important in moving Alexandrium from the eastern to western GoM, alongshore SST gradient is not an important correlate of toxicity in our study. We conclude by discussing the implications of our results for designing efficient and effective shellfish monitoring programs along the GoM coast.
Introduction
The Gulf of Maine (GoM) coast ( Fig. 1) is plagued by annually recurring shellfish toxicity caused by the dinoflagellate Alexandrium fundeyense (Shumway et al., 1988) . Filterfeeding shellfish accumulate the toxin produced by Alexandrium and present a health risk to humans in the form of paralytic shellfish poisoning (PSP), a potentially fatal condition (Etheridge, 2010) . For this reason, management agencies of Maine, New Hampshire, and Massachusetts have monitored shellfish toxicity levels along the GoM coast for 30+ years. Shellfish beds with toxin levels approaching or exceeding 80 μg toxin/100 g shellfish tissue are closed to harvesting, often resulting in significant economic losses. The summer of 2005 was especially severe, resulting in harvesting closures from the central Maine coast south through Massachusetts, as well as 40,000 km 2 of federal offshore resources (Anderson et al., 2005a; Jin et al., 2008) . In other coastal systems, relationships have been identified between Alexandrium abundance and shellfish toxicity. For example, in the Estuary Science of the Total Environment 447 (2013) [255] [256] [257] [258] [259] [260] [261] [262] [263] [264] [265] [266] and Gulf of St. Lawrence, toxicity of the blue mussel, Mytilus edulis, was found to correspond geographically with the distribution of Alexandrium tamarense (Blasco et al., 2003) . Additionally, over the four years of available data, 32% of the variability in the magnitude of toxicity was accounted for by A. tamarense abundance. In the Puget Sound, shellfish toxicity was found to be preceded by an increase in Alexandrium catenella cells in 71% of cases (Dyhrman et al., 2010) . Further, an annual index of shellfish toxicity was found to covary with an index of the Pacific Decadal Oscillation (PDO) as well as with the number of days per year that sea surface temperature exceeded 13°C (Moore et al., 2010) . In the GoM, such clear mechanistic or statistical associations between A. fundeyense cell abundance or distribution and the timing, location, or magnitude of coastal shellfish toxicity events have yet to be demonstrated. In part, this may be due to the relatively few and only recent comprehensive surveys of Alexandrium cell distribution in the GoM (e.g. Townsend et al., 2001 ) and the fact that, in those years of available data, the mean Alexandrium abundance has been surprisingly stable . This suggests that interannual variation in shellfish toxicity may be determined not only by the actual abundance of offshore Alexandrium, but also by the relative effectiveness with which these populations are delivered to the coastal zone (McGillicuddy et al., , 2011 Stock et al., 2007) . This hypothesis is supported by short-term studies linking episodic transport phenomena and specific algal bloom or toxicity events in the western GoM (Keafer et al., 2005; Luerssen et al., 2005; Li et al., 2009; McGillicuddy et al., 2011) . Thomas et al. (2010) compared interannual variability in mean toxicity within groups of statistically similar sampling locations to environmental data, showing that groups in the western GoM tend to be positively correlated with wind stress and sea surface temperature patterns that indicate onshore transport and coastal downwelling.
In this study, we systematically investigate the 'persistent abundance and fluctuating transport' hypothesis of Alexandrium-induced shellfish toxicity in the GoM by statistically relating 21 contiguous years of quantitative coastal shellfish toxicity data to concurrent environmental metrics that are indicative of GoM surface circulation.
The use of monitoring data collected by state agencies primarily for the purpose of protecting public health, rather than for testing scientific hypotheses, raises some methodological challenges (Thomas et al., 2010) . Individual locations are sampled neither regularly nor randomly in space and time. Sampling frequency and location have been adjusted both within any given year and across years in response to emerging patterns of toxicity. The complexity of the GoM coastline and the observed patchiness of Alexandrium cell abundance (Crespo et al., 2011) means that any method of averaging or otherwise combining observations across space and time cannot be substantiated a priori, but rather must be based on the results of appropriate statistical analysis.
In previous work, Thomas et al. (2010) addressed the issue of gappy coverage at individual locations in the shellfish data by using multivariate clustering to group stations with similar interannual toxicity records and forming averages within groups. This methodology was applied to six succinct metrics of annual toxicity (defined with reference to the 80 μg toxin/100 g shellfish tissue threshold value): date of first toxicity, duration of toxicity, magnitude of maximum toxicity, total annual toxicity, date of maximum toxicity, and presence/ absence of toxicity. We expand on the results of Thomas et al. (2010) using an extended data set and a different approach. We fit parametric curves to all data from each location-year combination. This holistic characterization provides a portrayal of a year's complete toxicity pattern at each location. Conceptually, such a characterization also provides robustness to missing data and changes in sampling patterns while avoiding sensitivity to any particular toxicity threshold employed. We then identify archetypical timing patterns of seasonal toxicity across all years and locations providing additional insights to those of Thomas et al. (2010) concerning seasonality and the identification of anomalous years and locations. These archetypes are next used to form groups of locations that have similar interannual patterns. The interannual patterns within each group are then related to interannual differences in available environmental and oceanographic variables. We explore beyond the simple bivariate correlations of Thomas et al. (2010) , considering multiple independent variables simultaneously and allowing for the possibility of threshold effects and variable interactions. To do this, we use a classification and regression tree (CART) approach (Breiman et al., 1984) . To our knowledge, this is the first application of CART, a very flexible and easily interpretable statistical procedure, to the modeling of shellfish toxicity (see Gannon et al., 2009 for a recent application of CART modeling to toxic algal blooms and fish catch). We apply these tools to toxicity data from both blue mussels (M. edulis) and softshell clams (Mya arenaria) collected by the states of Maine, New Hampshire and Massachusetts to yield results as widely applicable as possible to shellfish monitoring programs along the GoM coast.
Description of study area
Toxicity in GoM shellfish has been recorded in eastern Maine locations since at least 1958, and almost annually along the greater GoM coast since 1972 (Hurst, 1975) . This toxicity has strong seasonality, being restricted to the summer (Hurst and Yentsch, 1981; Shumway et al., 1988) and generally occurring earlier west of Penobscot Bay than to the east Thomas et al., 2010) . However, within this overall pattern, there is substantial variability in the timing, duration and strength of toxicity peaks, even between locations that have close geographic proximity (Franks and Anderson, 1992; Anderson et al., 2005a; Bean et al., 2005; Thomas et al., 2010) . This makes it difficult to identify consistent spatial or temporal patterns.
Scientific efforts over the past decade have strongly improved our understanding of the oceanographic ecology of Alexandrium (Anderson et al., 2005a (Anderson et al., , 2012 . Cells appear to be broadly present offshore, in distributions linked to circulation patterns (Townsend et al., 2001 ). Growth appears limited by temperature throughout the Gulf in the early spring and by nutrients in the western Gulf in summer. This would explain the observed seasonal timing of toxicity: population growth is generally more rapid in the west early in the summer due to warmer temperatures, but more rapid in the east later in the summer due to nutrient limitation in the west. Beyond this seasonal regularity, a clear link between offshore Alexandrium cell patterns and coastal shellfish toxicity remains elusive. If Alexandrium populations in the open GoM are the dominant source of coastal toxicity, then shellfish contamination requires two conditions: (i) toxic Alexandrium cells need to be present in sufficient numbers and (ii) the cells need to come in contact with shellfish. Thus, the physical transport of cells is a key component to understanding and anticipating shellfish toxicity.
On a broad scale, surface transport patterns in the GoM are wellknown (Fig. 1) . Circulation predominantly consists of a counterclockwise gyre, the westward flowing coastal portion of which is referred to as the Maine Coastal Current (MCC) (Brooks, 1985) . This is divided into a colder, stronger and more persistent Eastern Maine Coastal Current (EMCC) between the Canadian border and Penobscot Bay (Fig. 1 ) and a weaker, more variable and seasonally stratified Western Maine Coastal Current (WMCC) west of Penobscot Bay. Large Alexandrium cyst beds are known to exist in the Bay of Fundy just upstream from the Maine coast (Martin and White, 1988) , and further west off Casco Bay (Anderson et al., 2005b) , both providing possible source populations for the coastal GoM, delivered annually by the MCC (Townsend et al., 2001; Anderson et al., 2005c) . However, there is significant variability in the extent of alongshore transport. During summer, a portion of the EMCC often branches offshore at Penobscot Bay to recirculate around Jordan Basin (Brooks and Townsend, 1989 ). The diminished remainder is then joined by freshwater input from Maine rivers to form the Western Maine Coastal Current (WMCC) Pettigrew et al., 2005) . The WMCC continues around Wilkinson basin, toward the western Maine shore and the coasts of New Hampshire and Massachusetts. This implies that the potential for shellfish toxicity in the western GoM may be related to the strength of both the WMCC and the EMCC and their relative connection (Luerssen et al., 2005; Pettigrew et al., 2005) .
The extent of branching of the MCC near Penobscot and the subsequent interaction of the WMCC with the western coast itself is thought to be regulated by a combination of river runoff and wind stress (Anderson et al., 2005c) . Downwelling-favorable conditions are believed to hold the plume and any toxic cells it contains against the coast and accelerate it alongshore, spreading the potential for contamination of shellfish beds to the west (Franks and Anderson, 1992) . Upwelling conditions seem to retard progression of the plume, slowing spread of Alexandrium cells and eventually transporting them offshore (Keafer et al., 2005) .
The basic premises of the above hypotheses have been supported by episodic data from cruises and moored instrumentation. For example, Keafer et al. (2005) found that downwelling winds were associated with Alexandrium bloom formation and increased shellfish toxicity in 1998, while upwelling winds were associated with low near-shore cell abundance and decreased toxicity in 2000 (Keafer et al., 2005) . Analysis of 13 years of shellfish data collected at 8 locations along the western Maine coast (Luerssen et al., 2005) suggests a link between interannual variability in toxicity and differences in the timing and strength of the temperature front separating the relatively cold EMCC from the warmer water of the WMCC. However, this relationship was not supported by the more extensive analysis of Thomas et al. (2010) , although years of increased onshore wind stress and reduced cross-shore temperature gradients were shown to be those years of increased coastal toxicity along the western Maine coast.
Data and methods

Shellfish toxicity data
Shellfish toxicity data were received from the Maine Department of Marine Resources, the Massachusetts Division of Marine Fisheries, and the New Hampshire Department of Environmental Resources. This compilation of toxicity records for the 21-year period of 1985 to 2005 has over 90,000 records from 450 different coastal locations along the GoM coast. At some "primary" locations, sampling occurs approximately weekly (Bean et al., 2005) . However, the nature of state monitoring programs means that the sampling frequency at most locations varied over the 21-year period, creating many spatial and temporal gaps. Toxicity in this record was measured in more than ten different species of shellfish, but blue mussels (M. edulis) and softshell clams (M. arenaria), comprise about 60% and 22% of the records, respectively. To provide the most robust, broad and consistent time/space coverage possible, we limit our study to these two species, keeping them separate for statistical analysis.
Toxicity data curve fitting
To fill gaps in the shellfish toxicity records, we first fit smooth curves to the data of each location-year combination. Location-year combinations with fewer than eight individual observations were discarded. A total of 1347 location-year combinations for Mytilus and 810 for Mya (comprising 19,392 and 7990 individual measurements, respectively) had sufficient data for curve-fitting. We considered a variety of three-parameter peak functions, including the Gaussian, Lorentzian, Logistic, Complementary Error Function, and Laplace, as well as some with an additional parameter controlling the shape of the peak, including the Modified Gaussian, Pearson VII, Triangular, Error Function, Gaussian-Lorentzian Cross Product, Symmetric Double Sigmoidal, and Symmetric Double Gaussian. The sum of the squared differences between the fitted curve and the measured toxicity for each locationyear combination was used as the fitting criterion, and the Gaussian was thereby found to be the best-fitting functional form. Each locationyear combination was allowed to have as many as two separate Gaussian peaks, as determined by the Bayesian Information Criterion (Schwarz, 1978) .
Identifying archetypical seasonal timing patterns
A cluster analysis on all individual location-year combinations was used to identify archetypical seasonal patterns in the data sets for each of the two species. To focus on the relative timing of toxicity, rather than the strongly variable magnitude, toxicity curves were first normalized by dividing by the peak toxicity for that year and location. Similarity was based on the sum of the squared differences between interpolated daily values of the respective normalized seasonal toxicity curves. We used a hierarchical clustering method, as implemented by the hclust function in R v2.0 (R Development Core Team, 2011) . This function uses an agglomerative algorithm to cluster objects based on a specified measure of dissimilarity. We chose Ward's method of agglomeration (Ward, 1963) , in which each object is initially assigned to its own cluster. The algorithm then proceeds iteratively, at each stage joining the two most similar clusters until there is a single cluster. Dissimilarity between two clusters at each step is computed as the increase in the "error sum of squares" (ESS) that would result from aggregating two clusters into a single cluster. Ward's method chooses successive clustering steps so as to minimize the increase in the ESS at each step.
Hierarchical clustering results are conveniently visualized as a dendrogram, with the length of the branches representing the distance between adjacent clusters. This provides a graphical basis for choosing the number of clusters that would result from cutting the dendogram at a particular height (Langfelder et al., 2007) . While a number of metrics are available for evaluating the relative merits of different cut heights, we made a subjective choice to yield a reasonable number of groups while visually maximizing inter-group differences relative to intra-group differences. The resulting location-year groupings of seasonal toxicity patterns are henceforth referred to as T-groups and denoted with numbers.
Grouping locations according to interannual patterns
To identify locations with similar interannual variability of seasonal toxicity, locations were next clustered according to T-group membership patterns across all 21 years. The distance metric used in this case was the binary dissimilarity of T-group membership between locations for each year (i.e., T-group membership is compared between any two locations for each year; if they are different, the distance is 1, else it is 0). To maximize the robustness of our between-location distance measure, locations with T-group assignments for fewer than 50% (12 out of 21) of the years were discarded.
The dendrogram produced by hclust was cut to define distinct groups of locations. Again, the number of groups was a subjective choice, intended to yield neither too many nor too few groups, with reasonable cohesiveness apparent in each group. These groups reflect spatial arrangements of locations along the GoM coast with similar interannual variability in seasonal toxicity patterns and are henceforth referred to as S-groups and denoted with capital letters.
Selection and construction of environmental forcing variables
Relatively few environmental variables that are consistently measured through each season are available over the full 21 years of available toxicity data. Satellite-measured sea surface temperature (SST) data are available from the National Oceanic and Atmospheric Administration (NOAA) from 1985 to the present. These images were processed as described by Thomas et al. (2010) to provide metrics of temperature patterns indicative of surface circulation in the GoM. Briefly, the maximum alongshore SST gradient (ASST) was extracted from monthly averaged SST composites as a metric of connectivity through the frontal region off Penobscot Bay separating the colder water of EMCC from the warmer water of the WMCC. A high value of the ASST indicates a strong temperature front and a weak alongshore connection, while a low value indicates a weak front and a stronger connection. For the shorter cross-shore transect running offshore from the coast toward Wilkinson Basin, the cross-shore SST slope (XSST) of monthly averaged composites was used as an indicator of continuity between near-shore and off-shore surface water masses. A positive value of the slope indicates colder water near the coast compared to offshore and is indicative of upwelling and a weaker (or absent) surface connection between inshore and offshore waters.
NOAA records wind speed and direction hourly at Matinicus Rock (Fig. 1) . On the time scales we investigate here, winds at this location can be considered to be generally representative of conditions along the GoM coast. The wind speed data were converted to monthly cumulative wind stress in upwelling-favorable (UWIND) and downwellingfavorable (DWIND) directions as described by Thomas et al. (2010) .
Monthly cumulative values are used in an attempt to capture the long-term wind-forcing history.
From west to east, the major freshwater discharges to the GoM include the Androscoggin, Kennebec, and Penobscot Rivers. The Penobscot is the largest of the three in terms of both watershed size and average discharge, and a preliminary analysis showed that the timing of its discharge is strongly correlated with that of the other major rivers. Therefore monthly average discharge from the Penobscot was used as a representative metric for interannual variability in coastal freshwater input. Daily discharge data were obtained from the United States Geological Survey (USGS).
Model construction
Classification and regression tree (CART) methods were applied to each S-group of locations to relate the interannual patterns in T-group membership to the meteorological, hydrologic, and oceanographic forcing variables. CART models consist of dichotomous splits of predictor variables so as to yield the strongest associations with the dependent variable. This splitting process continues sequentially until a specified stopping criterion is met (e.g., a minimum number of observations that must remain at a node for a further split to be attempted; a minimum factor by which the lack of fit must be reduced by an attempted split; a maximum number of nodes allowed on any path through the tree).
CART models are represented as (inverted) trees, with all observations present at the (top) root node. At the point of the first split, the branch to the left indicates agreement with the revealed dichotomous condition and the branch to the right indicates disagreement. The next two splits are then attempted, each conditional on the result of the first split. When the stopping criterion is met, the most likely value of the dependent variable is reported at the endpoints, or leaves, of the final branches. The lengths of the branches are proportional to the amount of variation in the dependent variable accounted for by the previous split. When the dependent variable belongs to a category or class (as is the case for our T-groups), the statistical methods are those of classification and results can be evaluated using error rates (Breiman et al., 1984) . When the dependent variable is continuous, the statistical methods are those of least-squares regression and the conditional standard deviations can be evaluated.
CART methods do not require the partitioning variables to follow any specific type of distribution, nor do they assume linearity in the relationships (Feldesman, 2002) . Partitioning variables can be categorical, interval-valued, continuous, or any combination thereof (Clark and Pregibon, 1992; Yohannes and Hoddinott, 1999) . The sequential nature of splits captures underlying nonlinear relationships as well as interactions between variables (Breiman et al., 1984) . CART methods are also invariant under monotone transformations of the partitioning variables (Yohannes and Hoddinott, 1999) .
Our CART models are implemented using the R function rpart (Therneau and Atkinson, 2008) . We chose a stopping rule that empirically provided concise and interpretable models that did not seem to merely reflect noise in the data (Han and Kamber, 2006) . Specifically, splits were maintained only if they reduced the lack of fit of the model by at least 0.04/n, where n = the number of locations in the S-group being modeled. We also limited the overall depth of the trees to three nodes to avoid having more than eight combinations of conditions, which we expected to be difficult to interpret.
Model validation
To maximize statistical power, the CART models were developed using all available data. Therefore, model testing was performed for each S-group using cross-validation. For each year, a model was fitted to all other years and then used to generate a prediction for the excluded year. Predictions consisted of T-group membership and were evaluated in two ways: (i) with regard to the accuracy of predicting the particular T-group membership and (ii) with regard to the accuracy of predicting the occurrence of any toxicity in that year (any T-group other than the one representing non-toxicity). For the former, we used both the overall predictive accuracy (PA= correct predictions/ N, where N =the total number of location-year combinations) and a modified version of the Heidke Skill Score (Heidke, 1926) for multinomial predictions (MHSS = [(correct predictions− expected correct) / (N− expected correct)]), where the expected number of correct predictions is the number that would be correct if the most common observed T-group were predicted for every location-year combination. Thus, the HSS measures the fractional improvement of the model over a 'default' forecast. For the binomial toxicity prediction, we used the probability of detection (POD = correct positives / (correct positives + false negatives)), the false alarm ratio (FAR = false positives / (correct positives+ false negatives)), the critical success index (CSI = correct positives/ (correct positives+ false positives + false negatives)), also referred to as the threat score, and the original Heidke Skill Score (in which the expected number of correct predictions is the number that would be correct by chance if toxicity were predicted at historical frequencies).
Results
Archetypical seasonal patterns of toxicity
A Gaussian function allowing for as many as two peaks per year (Fig. 2) provided a very good overall fit to the toxicity data (overall R 2 = 0.94, n = 27,382). The fitted parameters for each location-year combination consist of the height of the peak(s), the year-day of the middle of each peak, and the width of each peak. These parameters can be used to impute estimated toxicity values for any day of the year for any location-year combination.
Hierarchical clustering applied to the normalized toxicity curves of each location-year combination indicates that eight archetypical patterns (T-groups) are appropriate for both Mytilus and Mya (dendrograms not shown due to their size). These groups represent common seasonal patterns across all locations and years for each species. It is clear from plots of these curves (Figs. 3 and 4) that, depending on the year and location, toxicity may either: not occur at all (T1), start early and stay long (T2), start and end early and then occur again (T3), occur only briefly in early-or late-summer (T4, T6), occur for prolonged periods in mid-summer (T5), possibly even occurring twice (T7), or start late in the summer and remain toxic well into autumn (T8).
Groups of locations according to interannual patterns
Hierarchical cluster analysis applied to the interannual patterns in T-group membership of each location suggests that five spatial S-groups are appropriate for the Mytilus toxicity data (Fig. 5) . S-group A examination of the interannual pattern of T-groups reveals that these locations exhibit late-season toxicity patterns T6, T7, and T8 in most years, although in the late 1990s many of these locations experienced either no toxicity (T1) or prolonged mid-season toxicity (T5). The years 1985 The years , 1987 The years , and 2002 The years -2004 are distinct in S-group A in experiencing only a single, very late-season toxicity peak (T8) at most locations.
The locations in Mytilus S-group B are mostly non-toxic (T1), although in some years locations experienced a single peak of toxicity (T5 or T6). S-group C consists of locations that experienced early and mid-season toxicity (T3 and T5) in the late 1980s, 1990, 1993, and 2000, and 2005 . Except for these years, the 1990s were mostly nontoxic (T1) for these locations. The years 1987 The years , 2003 The years , and 2004 stand out for experiencing toxicity late in the season (T7 and T8).
Mytilus S-groups D and E are fairly similar to one another, experiencing mostly early-season T-groups T2, T3, and T4. The year 1987 stands out in both groups as having later toxicity (T7 or T8), while group E also experienced late-season toxicity in 1985 and 2004. In S-group E, the year 2005 is notable in having many locations with a double-peaked toxicity pattern (T3) that had not occurred to any significant degree since the early 1990s.
A mapping of the Mytilus sampling locations identified by S-group (Fig. 7, top) shows a strong degree of geographical coherence. The locations of group A lie exclusively in the far east near the Bay of Fundy, while those in group B are mostly located around Penobscot Bay. With the exception of one location to the east and two to the west, those of group C lie between Penobscot and Casco Bays. The locations in group D are mostly within Casco Bay, while those of E are also in Casco Bay as well as further west into New Hampshire.
For the Mya data, cluster analysis suggests that only three groups of locations are clearly distinguishable at a cut height of 1.5 (Fig. 6) . Mya S-group A is distinct from the other groups by the predominance of late season toxicity patterns T5 through T8, with the late 1990s characterized by no toxicity (T1) or mid-season toxicity (T4). The year 2003 stands out as the only year with very late toxicity group T8. Mya S-group A has similar interannual variability to Mytilus S-group A.
The locations in Mya S-group B are mostly non-toxic (T1), although many locations experienced a single peak of toxicity (T4 or T6) in the same years as Mytilus S-group B. Mya S-group C experienced similar toxicity patterns in these same years, but also in 1993 through 1995. These locations experienced unusual double peaks (T3) in , 1991 . The years 1987 , 2003 , and 2004 were unusual in the occurrence of very late-season peaks (T7 and T8) in both S-groups B and C.
A map of the Mya sampling locations (Fig. 7 , bottom) also reveals strong geographic coherence. S-group A consists exclusively of locations near the Bay of Fundy. No other locations east of Penobscot Bay had sufficient sampling for inclusion in our analysis. Mya S-group B Averaged within each Mytilus S-group, the date of peak toxicity in each year shows systematic geographic differences consistent with previous work and highlights the interannual patterns (Fig. 8) . Western groups D and E typically exhibit the earliest peaks, with eastern S-group A peaking approximately a month later. Interannual variation in timing is largely spatially synchronous among groups C, D, and E, with 'late' toxicity years (e.g. 1985, 1987, 2003, 2004) peaking late in most groups. There is no obvious long term trend in the timing of peaks, although 2003 stands out with especially late toxicity in most S-groups.
Relations with environmental forcing variables
Toxicity patterns in the eastern S-groups A and B for both Mytilus and Mya are of less management interest than the western locations, because of their historically late and very low toxicity, respectively. Therefore, we focus our subsequent analysis on S-groups C, D, and E for Mytilus and S-group C for Mya. Fig. 8 shows significant interannual variation in the timing of shellfish toxicity within each of these groups. This temporal variation, as characterized by T-group membership across years (see Figs. 5 and 6), serves as the response to be explained by the candidate environmental variables using CART modeling. We develop a separate CART model for each S-group of locations (Fig. 9) , Fig. 3 . Groupings of normalized seasonal toxicity patterns (T-groups) across all location-year combinations for Mytilus. Blue curves represent the first (or only) fitted peak; pink curves represent the second fitted peak when appropriate; bold black curves represent the average seasonal pattern across all location-year combinations in each T-group. Group designations and sample size (location-year combinations) are also shown for each T-group. Fig. 4 . Groupings of normalized seasonal toxicity patterns (T-groups) across all location-year combinations for Mya. Blue curves represent the first (or only) fitted peak; pink curves represent the second fitted peak when appropriate; bold black curves represent the average seasonal pattern across all location-year combinations in each T-group. Group designations and sample size (location-year combinations) are also shown for each T-group. the results of which can be read directly from the trees. For example, for Mytilus S-group C, July cross-shore SST gradient (July.XSST) off western Maine is the first node in the tree, indicating that it has the strongest overall association with T-group membership. When this metric is less than 0.004236 (indicating a relatively strong cross-shore hydrologic connection), July.XSST again acts as the next dichotomous variable, so that if July.XSST is less than 0.002614, single-peak group T5 is expected, otherwise double-peak group T7 is expected. When July.XSST is greater than 0.004236 (indicating a weaker cross-shore connection), June downwelling wind (June.DWIND) acts as the next partitioning variable, with values less negative than −0.2452 (indicating weak downwelling winds) leading to non-toxic group T1 and greater values implying double-peak group T3. The trees for the other S-groups of locations can be interpreted similarly.
While July.XSST was revealed as having the strongest association with toxicity patterns for all Mytilus S-groups, for Mya S-group C July upwelling wind (July.UWIND) was empirically selected as the topmost node. However, July.XSST is also an excellent first partitioning variable and only marginally worse than July.UWIND. To provide consistency across all trees, July.XSST was selected for the first node in this tree as well. Given that both metrics are indicators of July cross-shore connectivity, this substitution does not change the interpretation of results.
Accuracies for each leaf of the trees range from 30 to 100%. Accuracies are typically greater than 50%, except when double-peaked T3 is expected. This seems to be because either of the two constituting peaks (T2 and T4) may be absent in any given year or location (Fig. 5) . Overall S-group accuracies are: 64% (Mytilus Group C), 55% (Mytilus Group D), 48% (Mytilus Group E), and 60% (Mya Group C).
Cross-validation results
The overall model accuracies (MA) for the cross-validation exercises (Table 1 ) are similar to those obtained for the CART models fitted to the full data (Fig. 9) , indicating model robustness. The Multinomial Heidke Skill Score (MHSS) shows that the model yields about a 30% improvement over the default T-group prediction for most S-groups of locations. Regarding the binomial (toxicity/no toxicity) cross validation tests, the model yields high probabilities of detection (POD) and low false alarm rates (FAR). The critical success index (CSI), which accounts for both false alarms and missed events, is high for all S-groups. The binomial Heidke Skill Score (HSS) indicates generally strong improvements over the number of predictions expected to be correct when simply using historical frequencies in all groups except Mytilus S-group D. This group is toxic at nearly all locations and years, giving little room for improvement over simply predicting 'toxic' conditions most of the time. Overall, the two species of shellfish, Mytilus and Mya, do not differ noticeably in their cross-validation results.
Discussion
Fitting parametric curves to the shellfish toxicity data allowed us to interpolate between measured dates and thereby estimate peak height, date of peak, and overall duration of toxicity for every location-year combination, even when sampling did not coincide with the highest toxin values. We implicitly assumed in our curve-fitting procedure that there was no systematic bias toward missing toxicity peaks, a reasonable assumption given the monitoring objectives of the state 338  353  343  333  293  296  320  255  257  321  351  252  249  250  24  153  145  157  224  281  291  214  221  288  89  80  20  97  124  242  112  144  148  117  126  88  91  137  136  139  116  119  30  103  123  60  106  65  75  79  59  71  14  15  3  7 1987 8 7 na 8 na na na na 6 na na 8 8 6 1 1 1 1 1 1 2 1 1 na na na 7 7 8 7 8 na 8 8 5 7 7 7 7 7 7 8 7 8 1 8 7 7 na 8 na 7 3 7 8 8 8 8 1 1 na 8 8 1 8 7 7 7 1988 na na 6 na 7 6 8 na 6 na na na 6 5 3 3 1 3 5 4 6 na na 1 1 na 3 2 2 3 3 3 3 4 3 4 3 3 3 5 3 2 3 5 2 3 5 4 3 3 na 2 4 3 3 3 2 2 2 3 na 2 2 3 3 3 2 3 1989 na 7 3 7 7 6 6 6 6 5 6 6 7 7 5 3 5 5 5 7 6 5 5 1 na 1 3 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 3 5 5 3 3 5 5 5 5 3 3 na 5 5 5 5 5 5 5 1990 6 7 6 6 6 6 6 6 6 na 6 6 6 3 3 1 5 5 5 5 1 1 1 1 na 1 5 5 5 5 5 1 5 5 5 5 5 5 5 4 4 4 3 3 3 3 3 3 3 3 3 3 3 3 5 5 3 3 2 3 na 3 5 4 5 5 3 3 1991 7 6 6 6 6 6 1 na 6 na 6 6 6 6 5 6 1 1 1 1 1 1 1 6 na 1 2 2 4 5 3 1 1 1 5 3 1 1 4 2 1 2 3 2 3 3 3 2 na 2 2 2 3 3 4 3 3 3 2 4 2 4 4 na 3 3 4 2 1992 7 7 7 na 5 7 1 1 1 1 8 8 8 3 3 2 1 1 1 na 5 1 1 1 1 1 1 3 2 1 3 3 1 1 6 1 1 1 1 1 1 1 2 2 1 1 5 3 na 3 2 2 2 2 2 2 1 na 1 1 1 3 3 1 1 5 1 1 1993 6 6 6 6 6 7 6 6 7 1 1 6 5 6 2 2 1 1 1 1 1 1 1 1 na 1 4 5 5 5 3 1 5 2 4 5 5 1 4 4 4 1 3 4 4 3 3 3 5 4 4 4 2 4 5 5 3 5 4 3 3 5 4 1 3 4 4 4 1994 6 7 6 6 6 6 6 6 6 na 1 6 6 1 4 1 1 1 1 1 1 1 1 1 1 1 5 1 5 5 1 1 1 1 1 1 1 1 1 1 1 1 4 1 1 1 1 4 na 4 4 4 4 4 5 5 3 3 1 1 2 4 4 4 4 4 4 4 1995 6 6 6 6 5 6 1 6 3 6 1 6 6 3 2 2 1 1 1 1 1 1 1 1 na 1 1 2 2 4 4 na 4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 na 2 2 2 2 2 3 5 2 3 2 2 2 2 2 4 2 2 2 2 1996 7 5 5 5 5 6 1 1 1 1 1 1 1 6 1 1 1 1 1 1 1 1 1 1 na 1 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 na 2 2 2 2 1 1 5 1 1 1 1 1 4 1 1 1 1 1 1 1997 6 na 5 5 1 1 1 1 1 5 1 1 1 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 4 1 1 5 2 4 4 4 4 4 4 4 4 1 4 4 1 1 4 4 1 1 1 agencies. The high R 2 value (0.94) for both species indicates that the two-peak Gaussian form is sufficient to capture most of the variability present in the data. Although our choice of the number of groups arising from the subsequent clustering was somewhat subjective, the resulting eight groups of toxicity timing (T-groups) for each shellfish species appear to be well clustered within each group and distinctly different across groups. Further, no single characteristic is responsible for the assignment of groups. For example, Mytilus groups T4 and T5 have similar average dates of peak toxicity, but are distinguishable by the width of their toxicity peaks. Similarly, Mytilus groups T7 and T8 have overlapping peak timing, but T7 consists mostly of double-peak location-year combinations while those in T8 are mostly single-peaked. These observations support the utility of our holistic approach to toxicity seasonal assessment based on a concise set of archetypical seasonal patterns for each species.
Interspecies comparison
The corresponding T-groups for Mya and Mytilus are similar (Figs. 3 and 4) . However, the toxicity peak tends to occur an average of two weeks later for Mya, and peak toxicity levels tend to be about one third as high. This is consistent with a lower ingestion/accumulation rate and/or higher depuration rate (Bricelj and Shumway, 1998; Duinker et al., 2007; Vasconcelos, 1995; Cusson et al., 2005) and is also consistent with the results of other comparative studies (Blasco et al., 2003) . Such results argue against a priori aggregation of the Mya and Mytilus data, and suggest that Mytilus is a more appropriate sentinel species.
Geographic coherence
The S-groups of locations with similar interannual patterns (T-groups) reveal some clear spatial and temporal patterns. Most notably, locations that group together are generally in close geographic proximity (Fig. 7) , consistent with the results of Thomas et al. (2010) and supporting their contention that many of the factors that drive toxicity patterns are regional. For example, locations in the far eastern part of the Gulf (S-groups A for both Mytilus and Mya) are subject to lower temperatures for longer periods of time. This would reduce growth rates of Alexandrium cells, possibly explaining the predominance of late-arriving peaks (Fig. 8) . The fact that these locations are also close to known cyst beds in the Bay of Fundy may account for the higher frequency of toxic years than at most western locations. In contrast, the S-groups of locations in the western region (C, D, and E) are subject to warmer and more variable temperature and circulation patterns, consistent with the generally earlier peaks of toxicity (Fig. 8) and a more diverse set of T-group patterns (Fig. 5) . The identification of a largely non-toxic group of locations (S-group B for both species) is consistent with the historical observation of a 'PSP-sandwich' -the phenomenon of much lower or absent toxicity in the area around Penobscot Bay even when adjacent areas are toxic (Hurst and Yentsch, 1981; Shumway et al., 1988) . This has been attributed to the role of the Penobscot River in deflecting the EMCC away from the coast (Townsend et al., 2001) . Hydrology may also influence toxicity patterns of Mytilus group D locations, mostly within Casco Bay. These locations generally exhibit the earliest toxicity of our five S-groups (Fig. 8) and are known as local 'hotspots'. It has been suggested that this is due to entrainment of Alexandrium cells delivered from the eastern GOM, rather than the existence of a local source population (Keafer et al., 2005) . By demonstrating a strong correspondence between years of toxicity and the strength of offshore connectivity, our CART model results support this suggestion, as discussed further below.
Not all members of each S-group are strictly contiguous, indicating that local hydrology, growing conditions, and/or shoreline orientation can be as important as the regional setting in determining toxicity patterns. For example within the Mytilus data, location #106 clusters with group D (Fig. 5) but is geographically in the midst of group C (Fig. 7, top) , perhaps because it is deeper inside Boothbay Harbor than its neighbors and behaves more like the Casco Bay locations. Similarly, group C includes two locations to the west of Casco Bay (#20 and 30) (Fig. 7, top) . Closer inspection reveals that these are both especially well-protected by adjacent coastal features, possibly explaining their lower frequency of toxicity than adjacent group E locations.
Timing of environmental forcing
The classification trees for the four S-groups of locations west of Penobscot Bay all show July cross-shore SST gradient to be strongly associated with T-group patterns (Fig. 9) . June downwelling wind strength also appears in three of the trees. River flow in April and cross-shore SST gradient in May and June serve as additional, lowerlevel partitioning variables. Although not shown in the trees, the rpart function also reports those variables that may yield nearly equivalent partitions at each node. Investigation of these alternatives can help Mytilus Group C Mytilus Group D Mytilus Group E Mya Group C Fig. 9 . Classification trees for S-groups west of Penobscot Bay. Each node is identified by a dichotomous split of an environmental variable that yields the strongest association with T-group membership across years. The branch to the left indicates agreement with the stated condition, and the branch to the right indicates disagreement. The lengths of the branches are proportional to the amount of variation explained by the previous split. The most likely T-group is reported at each leaf, as well as the specific years in the 21-year historical record that meet the conditions leading to that leaf. Model accuracy is also reported at each leaf, expressed as the fraction of total location-year combinations correctly identified. The percentage accuracy is also given in parentheses. Variable names and group designations are defined in the text. To better understand the relationships described by the classification trees, it is useful to consider the conditions leading to the T-group indication at each leaf chronologically. For example, Table 2 shows the partitioning variables for Mytilus S-group E arranged chronologically as columns, with rows corresponding to the four leaves arranged in order from the most to the least specific set of necessary identifying conditions. Consideration of these conditions holistically then facilitates interpretation of potential mechanisms.
From Table 2 , we see that for the 'average' year (in terms of the values of the three key partitioning variables) the classification tree indicates that the S-group E locations are likely to have no toxicity (T1). This situation corresponds to 10 of the 21 years in the data record (Fig. 9 ). In the years or locations for which the model is incorrect, the most frequently observed T-groups have been T2 and T4 (Fig. 5) . So, we can conclude that the 'default' scenario for S-group E is 'no toxicity', with the lingering possibility of a single peak in late May or June. Perhaps this is because the average strength of along-shore and/or crossshore transport is typically not sufficient to produce shellfish toxicity.
When a year is 'average' except for unusually strong downwelling winds in June (as is the case for 6 of the 21 years), a toxicity peak is expected for late June. This may either add to the occasional late May peak (to produce double-peak T3), or occur as the only peak of the season (T4). When very high streamflow in April is the defining characteristic of the season (as in 2 of the 21 years), then toxicity is expected to peak early (T2), possibly followed by the 'default' or wind-generated peak in May/June (as the value of June DWIND is unspecified at this point in the tree). This may be due to enhanced alongshore transport caused by freshwater inputs.
Finally, when July cross-shore SST gradient is unusually low, indicative of a strong cross-shore connection, a relatively late and prolonged peak (T5) is expected. Again, as the other two conditions are unspecified, the sporadic 'default' peak in late May could also occur, producing double-peaked group T3.
The interpretation of the tree for Mya group C is similar to that of Mytilus Group E, with the exception that May cross-shore SST gradient is used to further resolve the assessment in years for which July crossshore SST gradient is low. A low gradient in May adds a second, earlier peak to the anticipated pattern, leading again to double-peaked group T3.
For Mytilus group D, the tree is rather simple, in that cross-shore SST gradient is the partitioning variable at all three nodes. Thus the interpretation is straightforward: average conditions correspond to a single peak (T2 -expected in 13 of 21 years); a slightly weaker gradient in July adds a later peak to give double-peaked T3 (5 years); a relatively strong gradient in July and weak gradient in June limits toxicity to a June peak (T4 -two years); finally, strong gradients in both June and July avoid toxicity altogether (T1 -a single year).
Finally, the Mytilus group C tree is similar to that for group D, but with June downwelling wind replacing June cross-shore SST gradient and with lower thresholds for July.XSST. This means that years with average conditions typically avert toxicity (T1 expected in 13 of the 21 years). However, late May peak T2 has also been observed in these years. Strong downwelling wind in June is then associated with a June peak (T4 or T5), usually in combination with a May peak to produce double-peak pattern T3. Years with a lower SST gradient in July are then associated with relatively late and prolonged peak T5, or in the case of 1987, a rare second peak in late July/early August (T7).
Alongshore transport
It is notable that alongshore connectivity, characterized by alongshore SST gradient (ASST), in any of the months does not appear as a strongly associated variable in any of the classification trees. Consistent with the results of Thomas et al. (2010) , this suggests that the alongshore link detected by Luerssen et al. (2005) was limited to the 8 locations and 13 years of data used in their study and cannot be extrapolated to a more extensive dataset. The inability to find a consistent association between toxicity and alongshore SST gradient, despite the fact that alongshore transport is thought to be an important mechanism of Alexandrium cell delivery, has a few possible explanations. If the critical transport time window between the EMCC and WMCC is in the spring, connectivity may not be captured well by our satellite-derived metric because SST gradients early in the year are weak. It is also possible that a weak alongshore SST gradient may be indicative of an open transport pathway for Alexandrium, but that this may not have much to do with actual shellfish toxicity outbreaks. This could be the case if either: (i) the alongshore transport rate is not a limiting factor in delivering sufficient cells from the east to potentially cause toxicity, or (ii) there is a western source of Alexandrium that does not require east-west transport, such as a western cyst bed or local cells. Irrespective of the true explanation, the CART models indicate that our cross-shore, rather than along-shore, metrics of connectivity are most strongly associated with interannual variability in the timing of seasonal shellfish toxicity.
Conclusions and practical implications
Our holistic characterization of the seasonal cycle and CART models provide insight into statistical associations between environmental metrics and shellfish toxicity. High April river flow and strong crossshore connectivity in either June or July are each individually sufficient to anticipate summertime shellfish toxicity somewhere along the western Gulf coast. High river flow in April is consistently associated with spring toxicity at most locations west of Casco Bay, while a weak cross-shore SST gradient in July is associated with mid-season toxicity at locations west of Penobscot Bay. The presence of strong downwelling winds in June is a telltale sign of a double-peak toxicity pattern at most Single peak starting in June and extending into July (occasionally preceded by a peak in late May)
Strong cross-shore connection extends summer toxicity (occasionally combined with high flow and/or a strong downwelling wind in spring) a T-groups given in parentheses are those most frequently observed to occur when the single T-group provided by the classification tree is incorrect.
locations outside of Casco Bay. Only when all three of these conditions are absent can one anticipate a year without significant toxicity anywhere along the coast. Of the 21 years investigated, this coincidence only occurred once -in 1999. Unfortunately, this means that there are few early warning signs of toxicity that can be utilized by shellfish monitoring and management agencies. Nevertheless, monitoring of some key environmental variables may help determine when sampling should be intensified in advance of impending toxicity. For example, at locations belonging to Mytilus Group E, a high April discharge indicates a high possibility that toxicity will begin by early May (see Table 1 ). Otherwise, toxicity should be expected in late May/early June. If a strong downwelling wind is observed in June, a second peak of toxicity can then be expected by the end of the month. Finally, an observation of a low cross-shore SST gradient in July would then suggest that toxicity is likely to remain through the month. Similar guidelines can be established for the other location groups. Such guidelines may help inform decisions to intensify sampling even when measured toxicity levels are low or, alternately, to maintain shellfish closures after a toxicity event despite obtaining a non-toxic sample.
