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CENTERS OF PATH ALGEBRAS, COHN AND LEAVITT PATH
ALGEBRAS
MARI´A G. CORRALES GARCI´A, DOLORES MARTI´N BARQUERO, CA´NDIDO MARTI´N
GONZA´LEZ, MERCEDES SILES MOLINA, AND JOSE´ F. SOLANILLA HERNA´NDEZ
Abstract. This paper is devoted to the study of the center of several types of path
algebras associated to a graph E over a field K. In a first step we consider the path
algebra KE and prove that if the number of vertices is infinite then the center is zero;
otherwise, it is K, except when the graph E is a cycle in which case the center is
K[x], the polynomial algebra in one indeterminate. Then we compute the centers of
prime Cohn and Leavitt path algebras. A lower and an upper bound for the center
of a Leavitt path algebra are given by introducing the graded Baer radical for graded
algebras.
1. Introduction
The notion of center plays an essential role in algebra since its very beginning.
It appears, for instance, directly related to the zero dimensional cohomology groups
of algebras, immediately followed by the 1-dimensional cohomology groups, that is,
derivations. On the other hand, derivations and center are related by the formula
A−/Z(A) ∼= Innder(A), where A− stands for the Lie algebra (antisimetrization) associ-
ated to the associative algebra A and Innder(A) is the Lie algebra of inner derivations
of A. This means that the center can be considered as the first step in the study of
derivations. And motivated in part by the interest on automorphisms and derivations
of path algebras, the study of the center, far from being trivial, is boarded in this work.
A first attempt in the study of the center of a Leavitt path algebra was achieved by
Aranda and Crow in [5], where they study the center of Leavitt path algebras and get a
full description in several settings, for instance, when the Leavitt path algebra is simple.
Other interesting related problem motivating the study of the center is that of the
simplicity of Lie algebras associated to Leavitt path algebras. This idea appears in
the paper [4], where the authors find conditions which assures the simplicity of the
Lie algebra [Mm(LK(n))
−,Mm(LK(n))
−], for LK(n) the Leavitt algebra of type (1, n),
equivalently, the Leavitt path algebra of the n-petal rose.
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In spite of this apparently “external” arguments motivating our interest on the center
of path algebras we have being also inspired by the general philosophy of finding the
characterization of algebraic properties in terms of properties of the underlying graph.
Since the begining of the study of Leavitt path algebras, nine years ago, many algebraic
properties have being stated at a simple glance of the graph (for example simplicity,
primeness, primitivity, existence of a nonzero socle and many others). In this spirit,
we wanted to describe the center of a path algebra / Cohn path algebra / Leavitt path
algebra only by looking at its graph.
Our initial interest was also the study of the center of graph algebras directly related
to Leavitt path algebras, concretely, path algebras and Cohn path algebras. This work
turned out to be illuminating for the task of the description of the center of a Leavitt
path algebra.
The paper is organized as follows. We start Section 2 with some preliminaries and
study the center of the path K-algebra KE associated to a connected graph E, for K
a field; the results in this section allow us to determine the centers of prime Cohn and
Leavitt path algebras in Section 3. To this task, first we reduce the study to the finite
case because we obtain that if a Cohn or Leavitt path algebra has nonzero center then
the number of vertices of the underlying graph must be finite. In the following step
we center our attention in the 0 component of the center, which turns out to be finite
dimensional, as any element it contains is proved to be symmetric. Combining this with
Theorem 3 we show that if CK(E) is prime, it must be the Cohn path algebra associated
to the m-petals rose graph and its center is K (Subsection 3.3). In Subsection 3.4 we
study the center of prime Leavitt path algebras. Here the situation is slightly more
complex and we get that the center is K when every cycle in the graph has an exit
and the Laurent polynomial algebra K[x, x−1] in case there is a (necessarily unique)
cycle without exits. In Section 4 we introduce a graded version of the Baer radical of a
graded algebra; it turns out to be zero for any Leavitt path algebra. This result allows
to prove that any Leavitt path algebra LK(E) is the subdirect product of a family of
prime Leavitt path algebras and to conclude that the center of LK(E) is a subalgebra
of a product of centers of prime Leavitt path algebras. We also find upper and lower
bounds for the center of LK(E).
2. Preliminaries and the center of the path algebra KE
We shall consider always algebras over a base field K. Let us fix some notation and
terminology on graphs and algebras. A (directed) graph E = (E0, E1, r, s) consists of
two sets E0 and E1 together with maps r, s : E1 → E0. The elements of E0 are called
vertices and the elements of E1 edges. For e ∈ E1, the vertices s(e) and r(e) are called
the source and range of e, respectively, and e is said to be an edge from s(e) to r(e).
If s−1(v) is a finite set for every v ∈ E0, then the graph is called row-finite. A vertex
which emits no edges is called a sink ; the vertex will be called a source if it does not
receive edges. A vertex v is called an infinite emitter if s−1(v) is an infinite set, and a
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regular vertex otherwise. Also we shall use the notation Path(E) for the set of all paths
of E including the vertices as trivial paths. For a path λ = e1 · · · en ∈ Path(E) we will
call the length of λ to the number n of edges appearing in λ and will denote it by l(λ).
Vertices are then paths of length 0. In this case, s(λ) = s(e1) and r(λ) = r(en) are the
source and range of λ. If µ is a path in E, and if v = s(µ) = r(µ), then µ is called a
closed path based at v. If s(µ) = r(µ) and s(ei) 6= s(ej) for every i 6= j, then µ is called
a cycle. An edge e is an exit for a path µ = e1 . . . en if there exists i ∈ {1, . . . , n} such
that s(e) = s(ei) and e 6= ei. Given paths α, β, we say α ≤ β if β = αγ for some path
γ.
If E1 = (E
0
1 , E
1
1 , s1, r1) and E2 = (E
0
2 , E
1
2 , s2, r2) are graphs such that E
0
2 = E
0
1 ,
E12 = E
1
1 , s2 = r1 and r2 = s1, then we will say that E2 is the opposite graph of E1.
We shall use the notation E2 = E
◦
1 . It is easy to see that KE
◦ ∼= (KE)op, the opposite
algebra of KE with multiplication x · y = yx. As a consequence there is a general
principle, which we will call duality, stating that if P is a property that holds for the
path algebra of any graph, then a “dual property”also holds in the path algebra of any
graph. If E is a graph and u, v two vertices, we shall say that u and v are connected
(denoted by u ∼ v) if they are connected in the underlying undirected graph of E or,
in other words, if there is a (finite) sequence u = u1, u2, . . . , un = v such that for any
i there is a path πi such that s(πi) = ui, r(πi) = ui+1 or s(πi) = ui+1, r(πi) = ui. We
shall adopt the convention that any vertex is connected to itself by a trivial path. So,
one can see immediately that connectedness is an equivalence relation whose equivalence
classes will be called connected components of E0.
If we write E0 = {ui}i and consider the Peirce decomposition of the path algebra
A = KE given by A = ⊕Auv, where Auv := uAv, then Auv = 0 when u and v are not
connected. So if E0 = ∪αE
0
α, where the E
0
α are the different connected components of
the set of vertices, for every α we can define the ideals
Aα =
⊕
u,v∈E0
α
Auv
and we have A = ⊕αAα. In this case it is trivial to check that AαAβ = 0 when α 6= β
and Z(A) = ⊕αZ(Aα), where Z(·) denotes the center of the corresponding algebra.
This observation means that we can restrict our attention to those algebras KE whose
graph E is connected.
In the mathematical field of graph theory, the distance between two vertices in an
undirected graph is the number of edges in a shortest path connecting them. This
is also known as the geodesic distance because it is the length of the graph geodesic
between those two vertices. If there is no path connecting the two vertices, that is to
say, if they belong to different connected components, then conventionally the distance
is defined as infinite. The vertex set (of an undirected graph) and the distance function
form a metric space if and only if the graph is connected. If E is a directed graph and
u, v ∈ E0 are in the same connected component, we shall define the distance d(u, v) as
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the geodesic distance in the underlying undirected graph associated to E. If u and v
are nonconnected vertices then we shall write d(u, v) =∞.
For a subset S of a vector space V we will denote by 〈S〉 the linear span of S in V .
The path algebra KE has a natural Z-grading whose homogeneous components are
(KE)n = 0 if n < 0, (KE)0 = E
0 and the n-component, (KE)n, for n ≥ 1 is:
〈{µ ∈ Path(E) : l(µ) = n}〉.
Let X be a set and T : X → X a map, we define Fix(T ) as the set
Fix(T ) := {x ∈ X : T (x) = x}.
Let A be an algebra and x ∈ A, we can define the sets ranA(x) = {y ∈ A : xy = 0}
and lanA(x) = {y ∈ A : yx = 0}. One easy but relevant property of path algebras is the
following:
Lemma 1. Let A = KE, µ ∈ Path(E), u = s(µ) and v = r(µ):
(i) ranA(µ) ∩ Avw = 0 for all w ∈ E
0.
(ii) lanA(µ) ∩Awu = 0 for all w ∈ E
0.
Proof. (i). Consider x ∈ Avw such that µx = 0. Write x =
∑
i kiµi, where ki ∈ K
and µi are paths with source v and range w. We assume that the µi’s are all different.
Then from µx = 0 we get
∑
i kiµµi = 0 and since all the paths in the set {µµi}i are
different we know that they are linearly independent. Therefore ki = 0 for all i and so
x = 0. The second assertion can be proved analogously. 
Observe that for an associative algebra A with a system E of orthogonal idempotents
such that
A =
⊕
u,v∈E
Auv, Auv = uAv
the center Z(A) satisfies Z(A) ⊂
⊕
u∈E Auu. Thus any central element z ∈ Z(A) admits
a decomposition z =
∑
u∈E0 zu, where zu = zu ∈ Auu. This decomposition will be called
the Peirce decomposition of z relative to E .
Lemma 2. Let z ∈ Z(KE) \ {0} and u, v ∈ E0 such that u ∼ v, then zu 6= 0 if and
only if zv 6= 0.
Proof. If there exists µ ∈ Path(E) such that s(µ) = u and r(µ) = v, then note that
(1) zuµ = zµ = µz = µvz.
If zu = 0 then µzv = 0, hence zv ∈ ranKE(µ) ∩ Avv = 0 by Lemma 1 (i). If zv = 0
then zuµ = 0, that is, zu ∈ lanKE(µ) ∩ Auu = 0 by Lemma 1 (ii). Next we proof the
general case: there is a finite sequence u = u0, u1, . . . , un = v such that for any i there
is an f ∈ E1 such that s(f) = ui and r(f) = ui+1 or s(f) = ui+1 and r(f) = ui. Then
zui 6= 0 if and only if zui+1 6= 0; this proves the lemma. 
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Corollary 1. If E is a connected graph and Z(KE) 6= 0, then |E0| is finite.
Proof. Assume z =
∑
u∈E0 zu ∈ Z(KE) \ {0}, where only a finite number of sum-
mands is nonzero. Take a vertex u such that zu 6= 0. For any vertex v ∈ E0 we have
u ∼ v and applying Lemma 2 we get zv 6= 0. Since only a finite number of summands
is non zero, then E0 must be finite. 
2.1. The center of the path algebra KE. From now on we shall assume that E has
a finite number of vertices. Moreover, if E is not connected it must be a finite union of
finite connected graphs Ei and KE is a direct sum of the algebras KEi. Furthermore,
Z(KE) is the direct sum of the centers Z(KEi). Hence we can focus our attention on
finite connected graphs.
Lemma 3. Let z ∈ Z(KE) with Peirce decomposition z =
∑
u∈E0 zu. If f ∈ E
1 is such
that s(f) = u, r(f) = v, then zu ∈ Ku if and only if zv ∈ Kv.
Proof. Assume zu = ku; since zuf = fzv we have kf = fzv. If k = 0 then zu = 0 and
by Lemma 2 we get zv = 0. In case k 6= 0 one has deg(kf) = 1 = deg(fzv) therefore
deg(zv) = 0 and zv ∈ Kv. Now, if zv = hv the same ideas lead one to the conclusion
that zu ∈ Ku. 
Proposition 1. If u ∼ v then zu ∈ Ku if and only if zv ∈ Kv.
Proof. We proceed by induction on the geodesic distance n between u and v. For
n = 1 apply Lemma 3. If n > 1 there are vertices u = u1, u2, . . . , un = v such that for
any i ∈ {1, . . . , n} there is an arrow from ui to ui+1 or from ui+1 to ui. So the induction
hypothesis implies zun−1 ∈ Kun−1 and then by Lemma 3, zun = zv ∈ Kv. 
As a consequence of the previous result, for a finite connected graph E, if z ∈ Z(KE)
and its Peirce decomposition is z =
∑
u∈E0 zu, we have the following dichotomy:
(i) zu ∈ Ku for all u ∈ E
0 .
(ii) zu /∈ Ku for all u ∈ E
0.
In the first case the central element is of the form z =
∑
u∈E0 kuu, where ku ∈ K.
Next we prove that all the scalars ku agree.
Lemma 4. Let z ∈ Z(KE) \ {0} with Peirce decomposition of the form z = ku+ hv +∑
w 6=u,v zw, where u 6= v, k, h ∈ K
× and zw ∈ Aww. If u and v are connected, then
k = h.
Proof. Proceed by induction on the number d = d(u, v). If d = 1 we may assume
without loss in generality that there is an f ∈ E1 such that s(f) = u and r(f) = v.
Then zf = fz yields kf = hf , hence k = h. Now suppose that the property holds
whenever d < n. Consider now two vertices u and v such that d(u, v) = n. There is a
vertex w with d(u, w) = 1 and d(w, v) = n − 1. Then there exists f ∈ E1 with either
s(f) = u, r(f) = w or s(f) = w, r(f) = u. In the first case, fz = zf implies fzw = kf
hence f(zw−kw) = 0 and zw−kw ∈ ranKE(f)∩Aww = 0 by Lemma 1 (i), so zw = kw.
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Now z = ku+ hv + kw +
∑
u′ 6=u,v,w zu′ and applying the induction hypothesis to v and
w we get k = h. In the second case the proof is similar by using Lemma 1 (ii). 
Thus for a connected finite graph E, the central elements are of the form (i) z =
k
∑
u∈E0 u = k1, where k ∈ K, or (ii) z =
∑
u∈E0 zu, where zu /∈ Ku for all u ∈ E
0. The
elements of the form k1 will be called scalars elements. From now on, we shall investigate
under which conditions the path algebra KE has nonscalar central elements.
Definition 1. Let S denote the set of all nontrivial paths for a graph E. We define the
map Fe : S → E
1 given by Fe(f1 . . . fn) = f1. We shall call this map the “first edge”
map.
Lemma 5. Let z be a nonscalar central element with Peirce decomposition z =
∑
v∈E0 zv.
If 0 6= zu =
∑
i∈I kiλi with ki ∈ K
×, λi ∈ Path(E) and f ∈ E
1 ∩ s−1(u) then f = Fe(λi)
for each i ∈ I.
Proof. Let v := r(f) and write zu =
∑
i∈I kiλi and zv =
∑
j∈J hjµj , with ki, hj ∈
K×, λi, µj ∈ Path(E). Observe that λi and µj are nontrivial paths because z is nonscalar
and by virtue of Proposition 1. Since fz = zf, wegetzuf = fzv, that is,
(2)
∑
kiλif −
∑
hjfµj = 0.
We claim that {λif} ∩ {fµj} 6= ∅ because, otherwise, {λif} ∪ {fµj} would be linearly
independent, so ki = 0 = hj for all i ∈ I, j ∈ J and therefore zu = 0 = zv, a con-
tradiction. Next we prove that for every i ∈ I there exists a unique j ∈ J such that
λif = fµj. Assume on the contrary that there exists i0 ∈ I such that λi0f /∈ {fµj}.
Then rewrite (2) to get ki0λi0f +
∑
i 6=i0
kiλif −
∑
hjfµj = 0. This implies ki0 = 0, a
contradiction. Now from λif = fµj we have Fe(λi) = f for each i ∈ I. 
Remark 1. Lemma 5 implies in particular that for a finite connected graph E with
nonscalar center there are no bifurcations at any u ∈ E0.
Lemma 6. If 0 6= Z(KE) 6⊂ K · 1 then there are no sinks and no sources in the graph
E.
Proof. By duality, it suffices to prove that there are no sinks. Assume that v ∈ E0
is a sink. Let z ∈ Z(KE) \ K · 1 be with Peirce decomposition z =
∑
u∈E0 zu; then,
by Proposition 1, each zu 6∈ Ku. In particular zv 6∈ Kv. Hence zv =
∑
i∈I kiµi with
s(µi) = r(µi) = v, being µi nontrivial, which is a contradiction because s
−1(v) = ∅. 
Proposition 2. If 0 6= Z(KE) 6⊂ K · 1 then E is a cycle.
Proof. We know that E is finite, connected, with no sinks and no sources (by Lemma
6) and without bifurcations (see Remark 1). Then it is easy to prove that E is a cycle;
by Corollary 1 we may assume |E0| = n ∈ N\{0}. The proof is clear for n = 1 so assume
n > 1. Take any vertex u1; since it is not a sink there is a unique edge f1 ∈ s
−1(u1);
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define u2 = r(f1). If u1, · · · , ui−1 have been defined for i < n let ui = r(fi−1), where fi−1
is the unique edge in s−1(ui−1). Next we proof that ui 6∈ {u1, . . . , ui−1}. Suppose on the
contrary ui = uq for 1 ≤ q ≤ i−1; then ui+1 ∈ {u1, . . . , ui−1}. Thus E
0 = {u1, . . . , ui−1},
which contradicts the fact that i ≤ n. We conclude that E0 = {u1, . . . , un} and as un
is not a sink there is only one edge fn ∈ s
−1(un). Now if r(fn) = ui, with i ≥ 1, then
u1 is a source, a contradiction. Consequently r(fn) = u1 and E is a cycle. 
Proposition 3. If E is a cycle then Z(KE) ∼= K[x], the polynomial algebra in the
indeterminate x. More precisely, if E0 = {u1, . . . , un} and E
1 = {f1, . . . , fn}, with
s(fi) = ui for every i, r(fi) = ui+1 for i = 1, . . . , n− 1, and r(fn) = u1, let
c1 = f1 · · · fn
c2 = f2 · · · fnf1
...
ci = fi · · · fnf1 · · · fi−1.
Then
Z(KE) =
{
n∑
i=1
p(ci) : p(x) ∈ K[x]
}
and there is an isomorphism from Z(KE) to K[x] such that
∑n
i=1 p(ci) 7→ p.
We collect the results and remarks above in the following
Theorem 1. If E is a graph then Z(KE) is the direct sum of the centers of the path
algebras associated to the connected components of the graph. If E is connected and
has an infinite number of vertices then Z(KE) = 0. If E is connected and has a finite
number of vertices then Z(KE) = K·1 except if E is a cycle; in this case Z(KE) ∼=
K[x].
2.2. Relationship with the center of other classes of algebras. Given a graph
E we can define the extended graph of E as the new graph Eˆ = (E0, E1 ∪ (E1)∗, r′, s′),
where (E1)∗ = {e∗ : e ∈ E} and the maps r′ and s′ are defined as r′|E1 = r, s
′|E1 = s,
r′(e∗) = s(e) and s′(e∗) = r(e). In this subsection we would like to establish some
relationships between the center of KEˆ and the center of certain types of algebras
related to the path algebra KEˆ.
Consider the following sets of elements in KEˆ:
(CK1) e∗e′ − δe,e′r(e) for all e, e
′ ∈ E1.
(CK2) v −
∑
{e∈E1|s(e)=v} ee
∗ for every regular vertex v ∈ E0.
Then the Leavitt path K-algebra associated to the graph E, denoted LK(E), can be
described as LK(E) = KEˆ/J1, where J1 is the ideal generated by the elements in (CK1)
and (CK2) (see, for example [3]).
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In the book [3] the authors define the Cohn path K-algebra associated to E, denoted
by CK(E), as KEˆ/J2, where J2 is the ideal generated by the elements in (CK1).
In both cases the described path algebras arise as quotients of the path algebra over
the extended graph module an ideal, and in order to determine their centers, we may
follow a similar scheme.
So, consider an ideal I of KEˆ and the algebra A := KEˆ/I. Then there is a short
exact sequence
(3) 0 // I
j
// KEˆ
p
// A // 0
where j is the inclusion and p the canonical projection. Thus, for I = J1 the algebra
A is isomorphic to LK(E) and for I = J2 it is isomorphic to CK(E). Observe that
Ji ∩ E
1 = ∅ for i = 1, 2.
Proposition 4. Let E be a connected graph and I an ideal of KEˆ such that I∩E1 = ∅.
Define A := KEˆ/I and consider the short exact sequence in (3). If E0 is finite then
〈p(E0)〉 ∩ Z(A) = K.1; otherwise, 〈p(E0)〉 ∩ Z(A) = 0.
Proof. Take z ∈ 〈p(E0)〉 ∩ Z(A). Then z =
∑
k∈S lkp(uk), with lk ∈ K, uk ∈ E
0 and
where S can be infinite but only a finite number of the lk’s are nonzero. Let i 6= j; if the
geodesic distance d(ui, uj) = 1 then there is an f ∈ E
1 with s(f) = ui and r(f) = uj
(if necessary swap i and j). Since p(f)z = zp(f) we have p(f)z = p(f)
∑
k∈S lkp(uk) =
p(
∑
k∈S lkfuk) = ljp(f) and zp(f) =
∑
k∈S lkp(uk)p(f) = lip(f). Hence (li− lj)p(f) = 0
and (li− lj)f ∈ I = Ker(p). If li 6= lj then f ∈ I ∩E
1 = ∅, a contradiction. Thus li = lj .
Suppose now that the geodesic distance d(ui, uj) = n > 1; then there exists a vertex uk
with d(ui, uk) < n and d(uj, uk) < n. Applying a suitable induction hypothesis we have
li = lk = lj. As a consequence, if E
0 is finite then z is a multiple of the unit and if E0
is infinite some scalar lk must be zero hence all of them are zero; therefore z = 0. 
Corollary 2. If A is the Cohn path algebra or the Leavitt path algebra of a connected
graph then
〈E0〉 ∩ Z(A) =
{
K.1 if E0 is finite
0 otherwise.
3. Centers of prime Cohn and Leavitt path algebras
Once we have determined the center of KE we are interested in the study of the
centers of the Cohn path algebra CK(E) and of the Leavitt path algebra LK(E). As it
has been said, a first step in the study of the center of a Leavitt path algebra was given
in [5], where the authors determined the center of a simple Leavitt path algebra. The
following natural step is to try to determine the center of prime Leavitt path algebras.
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The starting point in this section will be to prove that the existence of a nonzero
center for a prime Leavitt or Cohn path algebra forces the finiteness of the number of
vertices in the graph. One of the relevant tools in the theory of Cohn and of Leavitt
path algebras which we shall need is the natural Z−grading, where the vertices have
degree 0 and the elements of the form στ ∗ have degree n − m for σ and τ paths of
lengths n and m respectively. The degree of a homogeneous element x in a Cohn or
Leavitt path algebra will be denoted by deg(x).
3.1. Reduction to the finite case. The graphsE in this subsection are not necessarily
row-finite unless otherwise specified. Recall that for a graph E a subset H ⊂ E0 is said
to be hereditary when for any two vertices u, v such that there is a path µ with s(µ) = u
and r(µ) = v, if u ∈ H then v ∈ H . A hereditary set is saturated if every regular vertex
which feeds into H and only into H is again in H , that is, if s−1(v) 6= ∅ is finite and
r(s−1(v)) ⊆ H imply v ∈ H . We recall also that the ideal of the Cohn path algebra or
of the Leavitt path algebra A = CK(E) or LK(E) generated by a hereditary set H is
easily seen to agree with the set of all linear combinations of elements of the form αβ∗,
where α and β are paths such that r(α) ∈ H .
Lemma 7. If A = CK(E) or LK(E) and µ ∈ Path(E) with v = r(µ), then the left
multiplication operator Lµ : A → A given by a 7→ µa satisfies ker(Lµ) ⊂ ranA(v).
Moreover, ker(Lµ) ∩Avw = 0 for all w ∈ E
0.
Proof. If Lµ(a) = 0 then µa = 0; therefore µ
∗µa = 0, that is, va = 0 and a ∈ ranA(v).
If a ∈ Avw ∩ker(Lµ) then a ∈ ranA(v); hence va = a (a ∈ Avw) or va = 0 (a ∈ ranA(v));
in both cases a = 0. 
Proposition 5. Let E be any graph and A = CK(E) or LK(E). Let z ∈ Z(A) \ {0}
and consider its Peirce decomposition z =
∑
w zw. Fix u, v ∈ E
0 and assume that there
is some path µ with s(µ) = u and r(µ) = v; then zu = 0 implies zv = 0.
Proof. Since zµ = µz we get zuµ = µzv. If zu = 0 we have 0 = µzv, that is,
zv ∈ ker(Lµ) ∩ Avv = 0. 
Corollary 3. Under the conditions in the previous proposition the set
H := {u ∈ E0 : zu = 0}
is hereditary.
Corollary 4. Under the conditions in the proposition above we have AzI(H) = 0.
Proof. Take a ∈ A and q ∈ I(H). Then q =
∑
i liαiβ
∗
i , with li ∈ K and r(αi) ∈ H
for each i. Then azq = a
∑
i liαizβ
∗
i = a
∑
i liαizr(αi)β
∗
i = 0 since r(αi) ∈ H . 
Proposition 6. If E is a graph and A = CK(E) or LK(E) is prime, then Z(A) 6= 0
implies that E0 is finite.
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Proof. Take a nonzero central element z. Since A is prime and Az, I(H) are ideals of
A whose product is zero by Corollary 4, we conclude that either Az = 0 or I(H) = 0.
But since z 6= 0 we have Az 6= 0. Thus I(H) = 0, hence H = ∅ and we conclude
that zu 6= 0 for any u. This forces the finiteness of E
0 since the number of nonzero
components in the Peirce decomposition of z is necessarily finite. 
Now we know that in order to have nonzero center for the prime algebras A = CK(E)
or LK(E) we need finiteness of E
0.
Remark 2. It is easy to realize that for any positive integer n there is a graph E with
|E0| = n such that LK(E) is prime and with nonzero center. Indeed, consider the graph
consisting of n vertices arranged in a single line. This is a simple algebra LK(E) whose
center is K. However, we will prove that for a prime Cohn path algebra CK(E) the
number of vertices in E must be 1.
Let E be a row-finite graph and A := CK(E). Let u ∈ E
0 and suppose u is not a
sink. Write s−1(u) = {fi : i = 1, . . . , n}. Then for any nontrivial path µ we have
(4) (u−
∑
i
fif
∗
i )µ = 0 or, equivalently, µ
∗(u−
∑
i
fif
∗
i ) = 0.
The element u−
∑
i fif
∗
i is an idempotent and
(5) (u−
∑
i
fif
∗
i )A(u−
∑
i
fif
∗
i ) = K(u−
∑
i
fif
∗
i ).
This follows by (4) and taking into account (u −
∑
i fif
∗
i )v = δu,v(u −
∑
i fif
∗
i ).
Moreover, if v ∈ E0 is a sink then
(6) (u−
∑
i
fif
∗
i )Av = vA(u−
∑
i
fif
∗
i ) = 0
and for any two different vertices u, v ∈ E0 (neither of them being sinks) we have
(7) (u−
∑
i
fif
∗
i )A(v −
∑
j
gig
∗
i ) = 0,
where s−1(u) = {fi} and s
−1(v) = {gj}.
At this point it would be convenient to recall the elementary characterization of
primeness for an associative algebra: an algebra A is said to be prime if and only if for
any two elements a, b ∈ A the fact aAb = 0 implies a = 0 or b = 0.
At the level of Leavitt path algebras there is a purely graph-theoretic characterization
of primeness. Recall that a graph E satisfies Condition (MT3) if for every v, w ∈ E0
there exist u ∈ E0 and paths µ, τ ∈ Path(E) such that s(µ) = v, s(τ) = w and
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r(µ) = r(τ) = u. In recent papers on prime Leavitt path algebras, the term “Condition
(MT3)” has been replaced by the more descriptive term downward directed. It is proved
in [8] that in the row-finite case, LK(E) is prime if and only if the graph E is downward
directed.
Theorem 2. Let E be a row-finite graph; then the Cohn path algebra CK(E) is prime
if and only if |E0| = 1.
Proof. Assume first that CK(E) is prime. Take u, v ∈ E
0 different. If they are not
sinks then formula (7) contradicts the primeness of A. If one of them is a sink, then
formula (6) contradicts also the primeness of the algebra. Finally, if u and v are sinks
we have uAv = 0 contradicting once more the primeness of the algebra. Hence |E0| = 1.
Then using [3, Theorem 1.5.17] with X = ∅ the Cohn path algebra CK(E) is isomorphic
to the Leavit path algebra LK(F ) which is prime because F is downward directed (see
the graphs below).
E : •v
fn

f1
ss f2hh
f3
RR F : •
v′ •v
fn

f1
ss f2hh
f3
RR
(n)
oo

3.2. Some properties of the centers. In this subsection we shall study properties of
the centers of Cohn path algebras and Leavitt path algebras that will be of interest for
our purposes.
Theorem 3. Let A be a Z-graded algebra, A = ⊕An, with an involution ∗ such that
A∗n = A−n for any integer n. Let Z := Z(A) be its center provided with the induced
Z-grading, i.e., Z = ⊕nZn, where Zn = Z ∩ An. Suppose that Z is a domain and Z0 a
field. Then each component Zn is isomorphic (as a Z0-vector space) to Z0. Moreover
either Z = Z0 or there is an isomorphism Z ∼= Z0[x, x
−1] of graded F -algebras.
Proof. If Zn 6= 0 take 0 6= x ∈ Zn. Then xx
∗ ∈ Z0. Moreover since Z is a domain
0 6= xx∗ ∈ Z0 hence x is invertible. Thus any nonzero homogeneous element is invertible.
Consider now the linear map Lx : Z0 → Zn such that Lx(a) = xa. This is bijective since
x is invertible and so it is an isomorphism of Z0 vector spaces. If there is no positive
integer n such that Zn 6= 0 then Z = Z0. Suppose on the contrary this is not true and
consider the minimum positive integer n such that Zn 6= 0. Then Z = ⊕i∈ZZin because
if there exists k ∈ Z with in < k < (i + 1)n and Zk 6= 0 then ZkZ
∗
in ⊂ Zk−in = 0 so
Zk = 0. As Zn = Z0x, then Zin = Z0x
i and Z = ⊕i∈ZZin = ⊕i∈ZZ0x
i, so {xi : i ∈ Z} is
a basis of Z as a Z0-vector space. Therefore Z ∼= Z0[x, x
−1]. 
Recall that an algebra A is graded simple if and only if A2 6= 0 and its only graded
ideals are 0 and A.
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Corollary 5. Let A = LK(E) or A = CK(E) be a graded simple algebra. If Z :=
Z(A) 6= 0 then Z0 is a field and Z = Z0 or Z = Z0[x, x
−1] (the second possibility does
not occur if A is simple).
Proof. Any nonzero homogeneous element in the center is invertible (because the
ideal generated by this element in A is graded and nonzero). In particular, Z0 is a field.
Let us prove now that Z is a domain. Take x, y ∈ Z such that xy = 0 but x, y 6= 0.
Write x =
∑
i∈Z xi, with xi ∈ Z ∩ Ai and y =
∑
i∈Z yi, where yi ∈ Z ∩ Ai; consider
n := max{i : xi 6= 0} and m := max{i : yi 6= 0}. Since xy = 0 we have xnym = 0, which
is impossible because nonzero homogeneous elements are invertible. 
Definition 2. Let A be the Cohn path algebra CK(E) or the Leavitt path algebra
LK(E) associated to a graph E. Let z ∈ A0. We say that z is symmetric if it is a linear
combination of elements of the form µµ∗, where µ ∈ Path(E).
In what follows we will see that for A = LK(E) or CK(E) and Z = Z(A), any element
in the zero component of the center is symmetric, i.e., is invariant under the involution.
If z ∈ Z0 and we write z as a linear combination of linearly independent monomials
(see [3, Proposition 1.5.6 and Corollary 1.5.11]), then every nonzero monomial in z0 is
of the form fµτ ∗f ∗, where f ∈ E1 or it is a scalar multiple of a vertex. To prove this
statement, write z =
∑
i lifµiτ
∗
i g
∗ + r, for li ∈ K
× (where K× = K \ {0}), f 6= g,
f, g ∈ E1, µi, τi ∈ Path(E), with deg(µi) = deg(τi) and r stands for the remaining
summands in z which either do not start by f or do not end by g∗ (so we have f ∗rg = 0).
Then
0 = zf ∗g = f ∗zg =
∑
i
liµiτ
∗
i implying 0 =
∑
i
lifµiτ
∗
i g
∗
and since the monomials {fµiτ
∗
i g
∗} are linearly independent we get li = 0, contradicting
the fact that li ∈ K
×. This proves that central elements of degree zero are linear
combinations of vertices and monomials of the form fµτ ∗f ∗, with µ, τ ∈ Path(E).
The set {σµ∗ : σ, µ ∈ Path(E)} is a basis for any Cohn path algebra (see [3, Proposi-
tion 1.5.6]). For each of these basic elements we define the real degree of σµ∗ (denoted
by ∂R(σµ
∗)) as the length of σ.
Definition 3. For any ω ∈ CK(E) define ∂R(ω) = max{∂R(σiµ
∗
i )}, where ω =
∑
i∈I liσiµ
∗
i
is the expression of ω as a linear combination of the elements in the mentioned basis of
the algebra.
We can also define the notion of real degree in the context of Leavitt path algebras by
considering the basis given in [3, Corollary 1.5.11]. Since each element in this basis is of
the form λµ∗ we can define the real degree of this element as the length l(λ). Then the
real degree of an arbitrary element can be defined as the maximum of the real degrees
of the basis elements in its expression as a linear combination of the basis.
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Next we proceed to prove that any homogeneous element z of degree zero in the
center is symmetric.
Assume that z =
∑
i liµfαiβ
∗
i g
∗µ∗+s+r, where li ∈ K, µ, αi, βi ∈ Path(E), f, g ∈ E
1,
f 6= g, deg(αi) = deg(βi) ≥ 0, s is symmetric being all its summands of real degree ≤ n,
and r is a linear combination of walks whose real degrees are > deg(µ) and that either
do not start with µf or do not end with g∗µ∗. Observe that we can assume without loss
of generality that the set of walks {µfαiβ
∗
i g
∗µ∗} is linearly independent.
Lemma 8. We have f ∗µ∗rµg = 0.
Proof. Take a summand of r, which we know is of the form g1 · · · gqh
∗
q · · ·h
∗
1, with
q > n = deg(µ). Then, if µ = t1 · · · tn we have
f ∗t∗n · · · t
∗
1g1 · · · gqh
∗
q · · ·h
∗
1t1 · · · tng 6= 0
if and only if ti = gi = hi for i = 1, . . . , n and gn+1 = f , hn+1 = g. But this implies that
the summand g1 · · · gqh
∗
q · · ·h
∗
1 starts by µf and ends by g
∗µ∗, a contradiction. 
Lemma 9. We get f ∗µ∗sµg = 0.
Proof. Consider a summand of s, say g1 · · · gqg
∗
q · · · g
∗
1, with q ≤ n. Then, in case
n > q and since µ = t1 · · · tn, we have
f ∗t∗n · · · t
∗
1g1 · · · gqg
∗
q · · · g
∗
1t1 · · · tng = Π
q
i=1δgi,tif
∗t∗n · · · t
∗
q+1tq+1 · · · tng =
Πqi=1δgi,tif
∗g = 0.
And if n = q we get similarly f ∗t∗n · · · t
∗
1g1 · · · gqg
∗
q · · · g
∗
1t1 · · · tng = 0. 
Theorem 4. Every element of degree zero in the center of CK(E) or of LK(E) is
symmetric.
Proof. Take z ∈ Z0 as before. We have 0 = f
∗µ∗µgz = f ∗µ∗zµg =
∑
i liαiβ
∗
i . But
the set {αiβ
∗
i } is linearly independent because {µfαiβ
∗
i g
∗µ∗} is. This implies li = 0 and
therefore z is symmetric. 
Definition 4. Let A be an algebra with an involution ∗ and a an element in A. Then
we define the operator Ta as the linear map Ta : A→ A given by Ta(x) := a
∗xa.
Note that for any a, b ∈ A we have TaTb = Tba.
Lemma 10. Let A be LK(E) or CK(E) and let f ∈ E
1 be such that s(f) = r(f) = u.
Consider the linear map Tf : uAu → uAu. Then, if ω is a fixed point of Tf of degree
zero, we have ω = ku for some scalar k.
Proof. Assume Tf(ω) = ω, then T
n
f (ω) = ω for all n. It is easy to see that any element
h1 · · ·hkg
∗
1 · · · g
∗
k with hi, gi ∈ E
1 and some hi 6= f or some gj 6= f is in the kernel of T
m
f
for suitable m. Thus ω is a linear combination of elements of the form fn(f ∗)m. But
since deg(ω) = 0 we have n = m. Now Tf(f
n(f ∗)n) = fn−1(f ∗)n−1 implies that ω is a
scalar multiple of u. 
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Corollary 6. Let E be a graph. If f ∈ E1 is such that s(f) = r(f) = u, take z ∈ Z0 =
Z(A)0, for A = LK(E) or CK(E). If z =
∑
zw is the Peirce decomposition of z then
zu ∈ Ku.
Proof. Since zf = fz and s(f) = r(f) = u we have zuf = fzu. On the other hand we
have Tf (zu) = f
∗zuf = f
∗fzu = zu and by the previous lemma we conclude zu ∈ Ku.

Lemma 11. Let A be LK(E) or CK(E) and let c = e1 . . . en ∈ Path(E) be a closed path
based at u. Consider the linear map Tc : uAu → uAu given by Tc(x) := c
∗xc. If ω is a
fixed point of Tc of degree zero, then ω ∈ Ku.
Proof. First we show that for any element z = h1 · · ·hkg
∗
k · · · g
∗
1 the following di-
chotomy holds: either there is an m such that Tmc (z) = 0 or there is an m such that
Tmc (z) = u. To prove this, consider z = h1 · · ·hkg
∗
k · · · g
∗
1 such that T
m
c (z) 6= 0 for each
m. Then 0 6= Tc(z) = e
∗
n . . . e
∗
1h1 · · ·hkg
∗
k · · · g
∗
1e1 . . . en.
If n > k then hi = gi = ei for all i ∈ {1, . . . k} and Tc(z) = e
∗
n . . . e
∗
k+1ek+1 . . . en = u. If
n ≤ k, k = qn+r, then T nq+1c (z) = (c
∗)nq+1h1 · · ·hkg
∗
k · · · g
∗
1c
nq+1 = e∗n . . . e
∗
r+1er+1 . . . en =
u.
Now, consider a degree zero element ω such that Tc(ω) = ω. We can write ω =∑
i∈I tiµiτ
∗
i , with ti ∈ K and µi, τi ∈ Path(E) such that l(µi) = l(τi). Then I = A
·
∪ B,
where A is the set of all i ∈ I such that µi, τ
∗
i ∈ ker(T
m
c ) for somem and B = I\A. Since
I is finite there exists anm1 such that T
m1
c (µiτ
∗
i ) = 0 for each i ∈ A. For the same reason
and taking into account the proved dichotomy there is anm2 such that T
m2
c (µiτ
∗
i ) = u for
each i ∈ B. Thus, defining m := max(m1, m2) we have ω = T
m
c (ω) = (
∑
i∈B ti)u ∈ Ku.

Corollary 7. Let E be a graph and A = LK(E) or CK(E). Take z ∈ Z0 = Z(A)0 with
Peirce decomposition z =
∑
v∈E0 zv. If there exists a closed path c based at a vertex u,
then zu ∈ Ku.
Proof. Since zc = cz and s(c) = r(c) = u we have zuc = czu. Moreover, Tc(zu) =
c∗zuc = c
∗czu = zu and by the previous lemma we conclude zu ∈ Ku. 
Now, suppose we are in the following situation:
•u
•v
µ
77 cii
where u, v ∈ E0, c is a cycle based at v, µ = f1 · · · fk is a path and there is no closed
path based at s(fi) for all i ∈ {1, · · · , k}. Take z ∈ Z(A)0, z =
∑
w∈E0 zw; then
µ∗zuµ = µ
∗µzv = zv and since zvc = czv we have zv ∈ Fix(Tc), hence zv = lv for some
l ∈ K×; therefore
(8) µ∗zuµ = lv.
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Lemma 12. With the notation above, consider zu = ku +
∑
i liσiσ
∗
i +
∑
j mjµγjγ
∗
jµ
∗
with k, li, mj ∈ K, u ∈ E
0, σi, µ, γi ∈ Path(E), {u} ∪ {σiσ
∗
i } ∪ {µγjγ
∗
jµ
∗} a linear
independent set and the paths σi not of the form µγj. Then
∑
j mjµγjγ
∗
jµ
∗ = h0µµ
∗ for
some scalar h0 ∈ K
×.
Proof. From the expression of zu we get zuµ = kµ+
∑
i liσiσ
∗
i µ+
∑
j mjµγjγ
∗
j . It is
easy to prove that if σiσ
∗
i µ 6= 0 then σiσ
∗
i µ = µ, so zuµ = kµ +
∑
i liµ +
∑
j mjµγjγ
∗
j
(observe that in this last sum with li’s we may have less summands than in the original
one). Since µ∗zuµ = kv +
∑
i liv +
∑
j mjγjγ
∗
j and by the formula (8) we have µ
∗zuµ =
kv +
∑
i liv +
∑
j mjγjγ
∗
j = λv, which proves the lemma. 
Proposition 7. Let E be a finite and row-finite graph and A = LK(E) or CK(E).
Then dimK(Z0) is finite.
Proof. We deduce from the lemma above that if there exists a path µ such that s(µ) =
u and µ connects to a cycle c then, in the expression of zu = ku +
∑
i liσiσ
∗
i + λ0µµ
∗,
the cycle c does not appear. We can argue as before if we consider any other cycle and
path with source u connecting to the cycle. Since we deal with finite graphs the set of
paths which may appear in the expression of zu is finite and so dimK(Z0) is finite. 
Lemma 13. If A = LK(E) or CK(E) is prime then Z0 = Z(A)0 = K.
Proof. If K is algebraically closed then Z(A)0 is a finite dimensional algebra by
Proposition 7 and as A is prime then Z(A)0 is a domain so Z(A)0 = K. If K is not
algebraically closed, let Ω be the algebraic closure of K, then Z(AΩ) = Z(A)⊗ Ω and
Z(AΩ)0 = Z(A)0⊗Ω. Besides, if A = LK(E), then AΩ = A⊗KΩ = LK(E)⊗Ω ∼= LΩ(E)
hence AΩ is prime (because the primeness condition is given by a property of the graph).
If A = CK(E) then AΩ = A ⊗K Ω = CK(E) ⊗ Ω ∼= CΩ(E) hence AΩ is also prime as
before. In any case 1 = dimΩ(Z(AΩ))0 = dimK(Z(A)0) so that Z(A)0 = K. 
3.3. The center of a prime Cohn path algebra. Next we will study the center of
a prime Cohn path algebra CK(E).
Proposition 8. If CK(E) is prime then E is the m-petals rose graph and Z(CK(E)) =
K.
Proof. The primeness of CK(E) and the finiteness of E imply that Z(CK(E)) is a
domain. By Lemma 13 we know that Z(CK(E))0 = K is a field. So we can apply
Theorem 3 to CK(E) with its standard Z-grading and involution. We conclude that
Z ∼= K or Z ∼= K[x, x−1]. Now we must discard the second possibility. By Theorem 2
the graph E must be the m-petals rose Rm.
•v
fm

f1
ss f2hh
f3
RR
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If m = 0 then CK(R0) = Kv and there is nothing to prove. So we assume m ≥ 1.
Let z ∈ Zn with n > 0, then z = l0µ0 + l1µ1(γ1)
∗ + l2µ2(γ2)
∗ + · · · + lrµr(γr)
∗, with
li ∈ K, lr ∈ K
×, µi, γi ∈ Path(E), ∂R(µ0) = n, ∂R(µ1) = n+1, · · · , ∂R(µj) = n+ j, and
∂R(γ1) = 1, · · · , ∂R(γj) = j. We have
µ∗0z = l0 + l1µ
∗
0µ1(γ1)
∗ + l2µ
∗
0µ2(γ2)
∗ + · · ·+ lrµ
∗
0µr(γr)
∗,
where ∂R(µ
∗
0z) ≤ r. On the other hand
zµ∗0 = l0µ0µ
∗
0 + l1µ1(γ1)
∗µ∗0 + l2µ2(γ2)
∗µ∗0 + · · ·+ lrµr(γr)
∗µ∗0
and now max(∂R(zµ
∗
0)) = n+r, whence n+r ≤ r, which implies n ≤ 0, a contradiction,
therefore z = 0. For z ∈ Z−n, with n > 0, we may apply the involution to get again
z = 0. Thus we conclude Z = Z0 = K. 
3.4. The center of a Prime Leavitt path algebra. We begin this subsection by
introducing some definitions. For a path µ = e1 . . . en we denote by µ
0 the set of
vertices given by µ0 := {s(ei) : i = 1, . . . n} ∪ {r(en)}.
For X a nonempty subset of an algebra A, we denote by I(X) the ideal generated in
A by X .
For a graph E we will denote by Pc(E) the set of vertices given by Pc(E) := ∪µ
0,
where µ ranges in the set of all cycles without exits of the graph. Recall also the so
called Condition (L): we say that a graph E satisfies Condition (L) if each cycle in E
has an exit.
The proof of the following result is contained in [2, Proposition 3.5].
Proposition 9. Let c and d be cycles without exits in a graph E. Then:
(i) I(c0) ∼= Mn(K[x, x
−1]) (matrices with only a finite number of nonzero entries),
where n is the cardinal of the set of paths ending at the cycle c and not containing
all the edges of this cycle.
(ii) I(c0)I(d0) = 0.
Theorem 5 (Reduction Theorem). ([6, Proposition 3.1]). Let E be an arbitrary
graph. Then for every nonzero element z ∈ LK(E) there exist µ, ν ∈ Path(E) such that:
(i) µ∗zν = kv for some k ∈ K \ {0} and v ∈ E0, or
(ii) there exists a vertex w ∈ Pc(E) such that µ
∗zν is a nonzero polynomial p(c, c∗),
where p(x, x−1) ∈ K[x, x−1].
Both cases are not mutually exclusive.
Theorem 6. Let E be a graph such that LK(E) is a prime Leavitt path algebra, then
Z(LK(E)) 6= 0 if and only if |E
0| <∞. In this case:
(i) Z(LK(E)) ∼= K if and only if E satisfies Condition (L) or there exists a unique
cycle without exits c and infinitely many paths ending at c and not containing c.
(ii) Z(LK(E)) ∼= K[x, x
−1] if and only if E contains a unique cycle without exits
and there are only a finite number of paths ending at c and not containing c.
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Proof. We observe first that if there are cycles without exits, then there is only one,
since the Leavitt path algebra is prime and by condition (ii) in Proposition 9.
By Proposition 6, Z(LK(E)) 6= 0 if and only if |E
0| < ∞. Now suppose |E0| < ∞.
Applying Theorem 3 and Lemma 13, we know that the center of LK(E) is isomorphic
to K or to K[x, x−1]. Suppose first that Z(LK(E)) ∼= K. We will see that E satisfies
Condition (L) or there exist a unique cycle without exits and infinite paths ending at c
and not containing c.
Supose that c is a cycle without exits, and let I be the (graded) ideal generated by c0.
By condition (i) in Proposition 9 the ideal I is isomorphic to Mn(K[x, x
−1]). Consider
first n ∈ N\{0}. By [9, Remark 3.4] we have Z(I) = Z(LK(E))∩I. Since Z(I) isomor-
phic to K[x, x−1], which is infinite dimensional as a K-vector space and Z(LK(E)) ∼= K,
we have Z(LK(E)) ∩ I is 1-dimensional over K, a contradiction.
Now, suppose Z(LK(E)) ∼= K[x, x
−1], and let ϕ be an isomorphism from Z(LK(E))
into K[x, x−1]. Take a ∈ Z(LK(E)) such that ϕ(a) = x; by the proof of Theorem 3, we
may suppose that a is a homogeneous element of degree d > 0. Then:
(†) aa∗ = a∗a = 1.
We claim that there exists a vertex v in E0 and k ∈ K× such that kva or kva∗ is a
power of a cycle without exits. Indeed, by the Reduction Theorem there exist paths µ, ν
such that µ∗aν = kv for some k ∈ K \ {0} and v ∈ E0, or µ∗aν is a nonzero polynomial
p(c, c∗), for p(x, x−1) ∈ K[x, x−1].
In the first case, µ∗aν = kv; apply that a is in the center of LK(E) to get: aµ
∗ν = kv.
Multiply by a∗ on the left hand side of each term of this identity and apply (†) to
get: µ∗ν = kva∗ (note that a∗ ∈ Z(LK(E))). Since the degree of a is d > 0, then
(µ∗ν)∗ = ν∗µ = kva is a path.
Because a ∈ Z(LK(E)), kva = ν
∗µ is a closed path starting and ending at v, say
ν∗µ = e1 . . . en. We claim this closed path has no exits. Suppose on the contrary that
there exists i ∈ {1, . . . , n} and f ∈ E1 such that s(f) = s(ei) and f 6= ei. Denote by w
the source of ei. Then:
ei . . . ene1 . . . ei−1 = (e
∗
i−1 . . . e
∗
1)e1 . . . ei−1ei . . . en(e1 . . . ei−1) =
(e∗i−1 . . . e
∗
1)kva(e1 . . . ei−1) = kwa.
This implies 0 = f ∗ei . . . ene1 . . . ei−1 = f
∗(kwa) = kf ∗a. Multiply by a∗ and use again
(†). We get 0 = kf ∗, a contradiction, and we have proved that kva is a cycle without
exits.
If we are in the second case, that is, µ∗aν is a nonzero polynomial p(c, c∗), we arrive
again to the existence of a cycle without exits in E.
Finally we show that the number of paths ending at c and not containing c is finite.
Suppose on the contrary that there are infinitely many paths in this situation. Since the
number of vertices is finite, this means that there exists a cycle with exits d connecting
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to c. Let u = s(d). A generator system for uLK(E)u is A ∪B, for
A = {dn(dm)∗ | n,m ≥ 0}
and
B =
{
dnαβ∗(dm)∗ | n,m ≥ 0, s(α) = u = s(β), d 6≤ α, d 6≤ β, α1 ∪ β1 6⊂ d1
}
.
For n = 0 we understand dn = u. Note that given n,m ≥ 0 and dnαβ∗(dm)∗ ∈ B,
there exists a suitable r ∈ N such that (dr)∗dnαβ∗(dm)∗dr = 0. This gives us that if
we define the map S : LK(E) → LK(E) by S(x) = d
∗xd, for every b ∈ B there is an
n ∈ N satisfying Sn(b) = 0. Note that au is a fixed point for S. A consequence of
this reasoning is that au ∈ span(A). Write au =
∑
n knd
n(dm)∗, for m = n − deg(a).
Then, for some l ∈ N we have au = Sl(au) =
∑
n knd
deg(a). Since au commutes with
every element in uLK(E)u, the same should happen to d
deg(a), but this is not true as
it does not commute with d∗, giving au = 0 and therefore u = a∗au = 0 (by (†)), a
contradiction. 
4. Consequences for the center of a general Leavitt path algebra
Once we know how to compute the center of a prime Leavitt path algebra, we would
like to get an idea, as close as possible, on the structure of the center of a general Leavitt
path algebra associated to a row-finite graph E. In order to achieve this target, we
will give a structure theorem for Leavitt path algebras in terms of subdirect products
of prime Leavitt path algebras (note that every Leavitt path algebra is a semiprime
associative algebra; see, for example, [6, Proposition 1.1]). The key notion will be that
of graded Baer radical whose behaviour is quite similar to that of the Baer radical (in
a nongraded sense).
In this section we shall work with Z-graded algebras and since no other grading group
will be considered, the term “graded algebra” will mean Z-graded algebra.
Let A be a graded algebra, A = ⊕n∈ZAn. Recall that A is said to be graded semiprime
when for any graded ideal I of A we have
I2 = 0 implies I = 0.
Also A is said to be graded prime when for any two graded ideals I and J of A we have
IJ = 0 implies I = 0 or J = 0.
It is easy to prove that A is graded semiprime if and only if for any homogeneous element
x ∈ A we have that xAx = 0 implies x = 0 (which is the definition of being graded non
degenerate). It is also straightforward to see that A is graded prime if and only if for
any two homogeneous elements x, y ∈ A we have that xAy = 0 implies x = 0 or y = 0.
As a corollary we have:
A is prime if and only if A is graded prime,
A is semiprime if and only if A is graded semiprime.
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The proofs of these facts can be seen in [10, Proposition II.1.4 (1)].
Recall that a graded prime ideal I of A is graded ideal such that A/I is a graded
prime algebra. In the same way we can define the notion of graded semiprime ideal.
Definition 5. Let A be a graded algebra; we define the graded Baer radical of A as
the intersection of all graded prime ideals of A. We shall denote it by Bgr(A).
The following theorem is the graded version of a well-known result on the classical
Baer radical. Its proof runs parallel to that of the classical theorem; we include it here
for completeness.
Theorem 7. The graded Baer radical of a graded algebra A is a graded semiprime ideal.
In fact, it is the least graded ideal which is semiprime.
Proof. If x ∈ A is such that xAx ⊂ Bgr(A) then xAx ⊂ P for any graded prime
ideal P . Since P is semiprime we have x ∈ P hence x ∈ Bgr(A). To prove that Bgr(A)
is contained in any graded semiprime ideal I we consider the class {Pα}α of all graded
prime ideals of A which contain I. Next we prove that I = ∩αPα. If there is some
x ∈ ∩αPα such that x 6∈ I we define x0 := x. Then x0Ax0 6⊂ I (because I is semiprime)
and x0Ax0 ⊂ ∩αPα. Thus we can take some x1 ∈ x0Ax0 such that x1 /∈ I, x1 ∈ Pα (for
any α). We repeat this argument to obtain a sequence X := {x0, x1, . . . , xn, xn+1, . . .}
such that xn /∈ I, xn ∈ ∩αPα and xn+1 ∈ xnAxn. Define the family F of all graded
ideals J of A such that I ⊂ J and J ∩ X = ∅. Since I ∈ F we have F 6= ∅. Thus by
Zorn’s Lemma we have a maximal element P ∈ F. Let us prove that P is a prime ideal.
In order to do that take two graded ideals Ji of A such that P ⊂ Ji for i = 1, 2 and
J1J2 ⊂ P . We have to prove that P = Ji for some i = 1, 2. Suppose on the contrary
P ( Ji; this implies Ji ∩ X 6= ∅ and so some xn ∈ J1 and some xm ∈ J2. Thus, if
l ≥ max(m,n) we have xl ∈ J1 ∩ J2 and xl+1 ∈ J1J2 ⊂ P . But P ∈ F, which is a
contradiction. So we have proved that P is a prime ideal, hence it is a graded prime
ideal containing I. Since each xn ∈ ∩αPα ⊂ P we have xn ∈ P , which contradicts the
fact that P ∩X = ∅. This proves the theorem. 
Definition 6. Let A be a graded algebra then we denote by S the family of all graded
prime ideals of A.
Corollary 8. Let LK(E) be a Leavitt path algebra. Then:
(i) Bgr(LK(E)) = 0.
(ii) LK(E) is a subdirect product of prime Leavitt path algebras.
Proof. Given that A := LK(E) is graded semiprime, 0 is a graded semiprime
ideal and of course it is the least graded ideal which is semiprime, so Bgr(A) = 0. To
prove the second assertion, take into account that ∩P∈SP = Bgr(A) = 0. Then the map
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j : A→
∏
P∈SA/P
a 7→ (a+ P )P
is a monomorphism.
For any Q ∈ S let πQ :
∏
P A/P → A/Q be the canonical projection. Since the
composition πQj is an epimorphism then A is the subdirect product of the A/P , which
are graded prime algebras. Moreover, since each P is a graded ideal then it is the ideal
generated by some hereditary and saturated subset HP in E
0 (see [7, Lemma 2.1 and
Remark 2.2]). Therefore A/P ∼= LK(E/HP ), where E/HP denotes the quotient graph
(see [7, Lemma 2.3 (1)]). So A is the subdirect product of the Leavitt path algebras
LK(E/HP ). 
Take now A to be the Leavitt path algebra LK(E). As it is known (see [7, Remark
2.2]), the graded ideals and, in particular, the graded prime ideals P ∈ S are of the form
P = I(H) for a unique H ∈ HE , where HE stands for the hereditary and saturated sub-
sets of E0. The quotient algebra A/P ∼= LK(E/H) is prime, hence the quotient graph
E/H is downward directed. Therefore there are three“mutually excluding possibilities”
for the graph E/H : either it satisfies condition (L) or it has a unique cycle without exits
and a finite number of paths ending at this unique cycle and not containing it or there
is a unique cycle without exits and an infinite number of paths ending at this cycle and
not containing it. Thus we can classify the prime ideals P ∈ S into two flavours:
I ={I(H) : H ∈ HE, E/H is downward directed and satisfies Condition (L)}∪
{I(H) : H ∈ HE, E/H is downward directed, has a unique cycle without exits
and infinitely many paths ending at this cycle and not containing it}
J ={I(H) : H ∈ HE , E/H is downward directed, has a unique cycle without exits
and there is a finite number of paths ending at this cycle and not containing it}
Theorem 8. For a row-finite graph E, the center of LK(E) is a subalgebra of
∏
P∈I KP×∏
Q∈J KQ[x, x
−1] containing the ideal
⊕
P∈SZ(WP ), i.e.:⊕
P∈S
Z(WP ) ⊳ Z(LK(E)) ⊂
∏
P∈I
KP ×
∏
Q∈J
KQ[x, x
−1],
where:
(i) KP = KQ = K for any P ∈ I and Q ∈ J .
(ii) For any P ∈ S the ideal WP is defined as the intersection of all the graded prime
ideals others than P .
Proof. Let A be as before the Leavitt path algebra LK(E). To prove that Z(A)
is a subalgebra of
∏
P∈I KP ×
∏
Q∈J KQ[x, x
−1], consider z ∈ Z(A) and let j and πQ
be as in the proof of Corollary 8. We want to show that j(a) is in the center of∏
P A/P . Since πQj is an epimorphism for any Q, we have πQj(a) ∈ Z(A/Q), so
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a + Q ∈ Z(A/Q). Consequently, j(a) ∈ Z(
∏
P A/P ), which, up to isomorphism, is of
the form
∏
P∈I KP ×
∏
Q∈J KQ[x, x
−1] by Theorem 6.
In order to prove the second assertion, we prove that the sum of the ideals WP is direct.
Since WP = ∩Q∈S\{P}Q we have WP ⊂ Q for any Q ∈ S, Q 6= P . So, for any P ∈ S
we have WP ∩ (
∑
Q 6=P WQ) ⊂ (∩R∈S\{P}R) ∩ P = Bgr(LK(E)) = 0.
To finish the proof take into account that Z(⊕PWP ) = ⊕PZ(WP ) and that the center
of an ideal of a semiprime algebra is contained in the center of the algebra. 
The upper bound for Z(LK(E)) given in Theorem 8 and Theorem 6 allows to say
that the building blocks for this upper bound are K and K[x, x−1]. The number of K’s
and K[x, x−1]’s appearing is completely determined by the cardinal of the sets I and
J . Thus it is easily computable directly from the graph E. On the other hand the
lower bound is also algorithmically computable for a given finite graph since each WP
is an intersection of ideals generated by hereditary and saturated subsets of the graph
(hence each WP is also the ideal generated by some hereditary and saturated set which
can be determined from the graph). So, again the ideals WP are Leavitt path algebras.
We have checked with several examples of concrete graphs that the center of a Leavitt
path algebra may agree with the lower or with the upper bound described in Theorem
8. However our approach, the precise structure of the center remains an open question.
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