Abstract-A wealth of algorithms have been developed to extract natural cluster structure in data. Identifying this structure is desirable but not always sufficient: We may also want to understand why the data points have been assigned to a given cluster. Clustering algorithms do not offer a systematic answer to this simple question. Hence we propose a new framework that can, for the first time, explain cluster assignments in terms of input features in a comprehensive manner. It is based on the novel theoretical insight that clustering models can be rewritten as neural networks-or 'neuralized'.-Predictions of the obtained networks can then be quickly and accurately attributed to the input features. Several showcases demonstrate the ability of our method to assess the quality of learned clusters and to extract novel insights from the analyzed data and representations.
INTRODUCTION
Clustering is a successful unsupervised learning model that reflects the intrinsic heterogeneities of common data generation processes [1] , [2] , [3] , [4] . Natural clusters structures are observed in a variety of contexts from gene expression [5] and ecosystems composition [6] to textual data [7] . Methods that can accurately identify the cluster structure have thus been the object of sustained research over the past decades [8] . Basic techniques such as k-means [9] have been extended to operate in kernel feature spaces [10] , [11] , or on the representations built by a deep neural network [12] , [13] , [14] .
In this paper, we bring a new ingredient to clustering: systematic and human-interpretable explanations for the cluster assignments. To this end, we leverage recent successes on interpreting the decisions of supervised machine learning models, that have shed light on the decisions made by complex deep neural network classifiers [15] , [16] , [17] , [18] , [19] .
Interpreting clusterings is desperately needed, considering that one of the main motivations for performing a clustering in the first place is knowledge discovery. Especially in high-dimensional feature space, a clustering for knowledge discovery can only provide a few prototypical data points for each cluster. Such prototypes, however, do not reveal which features made them prototypical. Instead, we would like to let the clustering model explain the cluster assignments it has made. To the best of our knowledge, our work it is the first ever attempt to systematically and comprehensively obtain such explanations.
Specifically, we propose a framework for systematically explaining cluster assignments in terms of input variables. Our framework draws from the novel theoretical insight that general k-means clustering models can be rewritten as functionally equivalent neural networks with standard detection/pooling layers. The latter can then be used as a backbone to guide the explanation process. Technically, we suggest to apply the following two steps: First, the cluster model is 'neuralized' by rewriting it as a functionally equivalent neural network. Cluster assignments formed at the output are then propagated backwards through the neural network using an LRP-type procedure [16] until the input variables are reached. The outcome can be shown as a heatmap, highlighting input variables that explain respective cluster memberships.
The resulting 'neuralization-propagation' procedure (or short, NEON), is tested on a number of showcases with various datasets and clustering models. Each time, NEON extracts useful insights on the cluster assignments. Experiments also demonstrate the practical value of our twostep approach compared to a potentially simpler one-step approach without neuralization. We stress that the proposed method requires neither to change nor to retrain the clustering model. This may prove useful in the future for shedding new light into existing cluster-based typologies used e.g. in computational biology [20] , [21] or consumer data [22] , which researchers and practitioners have started to use increasingly to support their scientific reasoning and to take decisions.
Related Work
So far, research on explanation methods has been overwhelmingly focused on the case of supervised learning. In particular, no methods exist for systematically explaining cluster assignments. Previous work falls into the following categories:
Explaining Classification Decisions
Multiple directions have been taken to explain nonlinear supervised models: Methods based on the gradient [23] , [24] , [25] , local perturbations [15] , [26] , or surrogate functions [17] have been proposed to explain general machine learning predictions. Other methods exploit the layered structure of the machine learning model by designing a layer-wise propagation procedure [16] , [27] , [28] , [29] , [30] that produces accurate explanations at low computational cost. While most of the work has focused on explaining classifiers, recent work has sought to extend the principle to other types of models such as kernel one-class SVMs [31] , or LSTM recurrent neural networks [32] .
Validating Clustering Models
A first type of validation metrics are internal ones, for example, based on compactness or separation between clusters [33] . Other proposals look at cluster stability under resampling or perturbations [34] , [35] . These metrics assess cluster quality under an implicit choice of clustering distance metric. A second type of validation techniques make use of an external source (e.g. ground truth data labels) and measure cluster purity (e.g. absence of examples with different labels within a cluster) [36] . External validation assumes the availability of labeled data, specifically labels matching the true cluster structure. Further works include user interfaces developed to better navigate cluster structures, and motivated e.g. by applications in biology [37] , [38] , or the construction of cluster prototypes for visualizing deep clustering models of image data [14] . While these works help to guide the process of clustering data and produce useful visualizations, they do not answer the question why data points are assigned to a given cluster.
A FRAMEWORK FOR EXPLAINING CLUSTERS
We propose a new framework for addressing the (so far unsolved) problem of explaining cluster assignments. The framework is based on the concept of 'neuralizationpropagation' (NEON) which we introduce later in detail.
In this work, we will develop NEON for a broad class of k-means clustering models from simple [9] to complex [11] , [12] . Extension of NEON to other successful clustering paradigms, e.g. DBSCAN [39] , affinity propagation [40] , or hierarchical clustering [41] , is left for future work.
The k-means algorithm partitions the data into simple convex regions represented by one prototype each. Data points are assigned to the cluster with the nearest prototype. More complex variants of k-means compute clusters not in the input space directly, but in some nonlinear and potentially high-dimensional feature space. The latter can be induced by a kernel [11] or by the mapping onto the activations of a deep neural network [12] . These nonlinear extensions to which we refer as "kernel k-means" and "deep k-means" provide flexibility for implementing complex nonconvex cluster structures that occur in the real world.
From now on, we assume an already trained standard / kernel / deep k-means model. We feed data into the cluster model, and each data point gets assigned a cluster. We would like to explain the cluster assignment in terms of input variables. The NEON approach applies consecutively the following two steps:
Step 1 -Neuralizing the Cluster Model: Without retraining, convert the k-means model (whose cluster assignments are given by the score f c ) into a multilayer neural network. The network should produce exactly the same output as the k-means model, and moreover have a structure that is suitable for propagating the prediction f c towards the input variables.
Step 2 -Propagating the Cluster Predictions: Apply for the constructed neural network a layer-wise relevance propagation (LRP) procedure [16] that allows to propagate cluster assignments backwards to arrive at the relevant input features. In order to produce meaningful explanations, the propagation mechanism will be derived from the deep Taylor decomposition framework [28] .
Here, we briefly motivate NEON's two-step approach compared to a hypothetical one-step approach that would apply a 'structure-agnostic' method (e.g. [17] , [23] , [25] ) to the k-means output directly. The two-step approach has the following advantages: First, converting k-means to a neural network gives access to propagation-based explanation methods. The latter were shown to deliver accurate explanations at low computational cost [42] . Second, neural networks support potentially more detailed explanations, e.g. by letting propagated quantities flow only through specific subsets of neurons [30] .
The procedure is summarized in Fig. 1 and will be developed in Sections 3 and 4.
. . . The cluster model is first transformed into a neural network. Then, the output of the neural network is explained in terms of input features by means of a reverse propagation procedure.
NEURALIZING THE CLUSTER MODEL
A neural network typically consists of a sequence of detection and pooling layers. These layers play a similar role to 'simple cells' and 'complex cells' described in neuroscience [43] , or 'executive organs' and 'restoring organs' in automata theory [44] . Detection layers are of the type a k = ρ( j a j w jk ), where ρ is a detection function (e.g. rectifier or identity). The learned parameters w k form discriminative directions in their input space. Pooling layers are parameterless and reduce neurons in a pooling region into a single neuron through some pooling operation a k = P((a j ) j ). In object recognition tasks, we typically have max-pooling or sum-pooling operations. Certain tasks such as anomaly detection may instead make use of minpooling [31] . Our goal is to map cluster assignment models into these standard layer structures. We first start with a basic soft-assignment model that we then extend to cover standard / kernel / deep k-means.
Neuralizing Cluster Assignment Models
Cluster assignment models map data points to membership probability scores via soft-assignment functions. A common one uses the exponential function:
where o k (x) is some measure of outlierness of input x from the cluster k (cf. Section 3.2). The parameter β is a "stiffness" hyperparameter, an inverse-temperature in neural networks literature [45] or fuzziness in the context of clustering [46] , [47] . When β → ∞, Eq. (1) approaches the indicator function for the nearest cluster and thus hard clustering. Soft cluster assignments may be used at training time to better account for cluster membership uncertainty, or a test time to produce smoother transitions between clusters. A quantity that is suitable for representing evidence for cluster membership is the logit function:
In particular, when there is as much positive evidence for cluster membership as there is against (i.e. when P (ω c | x) = 0.5), we get the neutral score f c (x) = 0. Conversely, when there is overwhelming evidence for cluster membership, f c (x) is allowed to grow to a large value, whereas the cluster probability saturates at 1.0. A similar argument in favor of log-quantities was made in the context of one-class SVMs [31] .
Proposition 1.
The logit that quantifies cluster membership can be written as a soft min-pooling layer
where we define min β {·} = −β −1 log exp(−β(·)). A proof is given in the Supplement (Appendix A).
This neuralization of the logit functions lends the following interpretation of cluster assignment: The data point x is member of cluster c if the outlierness to this cluster is inferior to the outlierness to all competing clusters k = c. In other words, it is a member of cluster c if all hypotheses of membership to another cluster must be rejected.
Neuralizing Standard K-Means
The k-means algorithm finds a set of centroids (µ k ) k minimizing the objective function
where δ ik indicates whether data point i is member of cluster k. The model of cluster outlierness used by k-means is
the squared distance from the centroid. Injecting this measure of outlierness in Eq. (3) gives a two-layer detectionpooling neural network
where the first layer is a linear detection layer with param-
, and the second layer is the same min-pooling as in Proposition 1. The architecture is illustrated in Fig. 2 (left).
Neuralizing Kernel K-Means
The kernel clustering method described in [11] performs k-means in some feature space Φ(x) induced by a kernel, i.e. Φ(x), Φ(x ) = K(x, x ). The approach is a variant of spectral clustering [48] , [49] , where we omit a normalization and dimensions reduction step. The kernel k-means optimization problem can be written as:
with (µ k ) k the set of centroids in the feature space. In the following, we restrict the discussion to the case of the Gaussian kernel
Because there is no explicit feature map for this kernel, the k-means problem must be rewritten in kernel form.
. Because both the norm of the data and clusters in feature space are now constant, the distance minimization of the original kmeans formulation can be replaced by the maximization of the dot product Φ(x i ), µ k . Specifically, the problem in Eq. (5) can be rewritten as:
is the dot product between data and centroid, which can also be interpreted as a Parzen window estimator measuring the inlierness of x with respect to the cluster k. Like in [31], an outlierness function can be obtained from the inlierness function by application of the inverse kernel function. Specifically, we define and develop the outlier function as:
where min γ {·} is the reversed log-sum-exp pooling function which we have already introduced in Proposition 1. In other words, the point x is outlier to cluster k if it is distant from all points in that cluster. When injecting the outlier function o k (x) in the soft-assignment model of Eq. (1), the resulting cluster model can also be interpreted in feature space: Proposition 2. The soft-assignment model based on outlier scores is related to a power-based assignment model in kernel feature space.
A proof is given in the Supplement (Appendix B). This last assignment is similar to the one proposed in [50] , [51] .
We now focus on how to structure the sequence of computation from distances to logits as a neural network. Composing the outlierness of Eq. (6) into the logit computation (Eq. (3)) gives a four-layer neural network:
where
k . Unlike standard k-means, the first layer is not linear anymore, and consequently, neurons in that layer no longer detect for specific input space directions. However, the sequence of computations can be reorganized to deliver the desired neural network structure:
a linear layer with parameters w ij = 2 · (x i − x j ) and
, followed by a cascade of pooling layers. See Appendix C of the Supplement for how this is done exactly. This better structured model is shown graphically in Fig. 2 
(middle).
Compared to the naive architecture, the number of operations has however increased drastically: The size of the first layer is quadratic in the number examples per cluster, whereas it was linear for the naive architecture. To reduce the computational cost many tradeoffs are possible and reported in the literature, e.g. reduced sets [52] , [53] , or replacing the N data points by a smaller set of 'support vectors' obtained by vector quantization [54] .
In return, we gained a computational structure that more closely resembles the one obtained by standard k-means, and where the higher number of neurons may also allow for a more detailed analysis of cluster assignments.
Neuralizing Deep K-Means
Consider a deep neural network that we abstract as a sequence of layer-wise mappings
Like in Section 3.3, we apply k-means in feature space:
Unlike the kernel case, the feature map Φ(x) is now given explicitly and can be learned via backpropagation to produce the desired cluster structure. We define the outlier function:
Injecting it in Eq. (3) lets us rewrite the full model as a neural network composed of the L layers used for computing the deep representation followed by two more layers for obtaining cluster scores:
The last two layers are of same type as for standard k-means, except that they receive neuron activations as input. The overall architecture is illustrated in Fig. 2 (right).
PROPAGATING THE CLUSTER PREDICTION
We now come back to our main objective: explaining cluster assignments in terms of input features. The problem of explanation has been studied extensively in the context of supervised learning (e.g. classification and regression). In particular, layer-wise relevance propagation (LRP) [16] was shown to stably and quickly explain the predictions of a broad range of classifiers in a variety of applications (e.g. [55] , [56] , [57] , [58] ). A requirement of LRP is that the model is structured as a neural network.
Our next step will be to extend LRP to standard / kernel / deep k-means, for which we have performed in Section 3 the prerequisite step of neuralization. Specifically, LRP will be used to explain evidence for cluster membership, as it appears at the output of these unsupervised neural networks.
The LRP procedure is illustrated for a simple neural network in Fig. 3 . It starts in the top layer with R c set to f c , the neural network output. The quantity R c must then be propagated from layer to layer, towards the input. Letting j and k be indices for neurons at consecutive layers, the propagation procedure is designed such that we have for each neuron j R j←k = R k and R j = k R j←k . By extension, we have i R i = j R j = k R k = f c , i.e. the outcome of the propagation procedure is a sum-decomposition of f c on the input variables (cf. [27] , [29] , [59] for other techniques with a similar conservation mechanism).
Deep Taylor decomposition (DTD) [28] was developed as a way of determining how the redistribution rules should be set at each layer. DTD views the task of redistribution as identifying the terms of a Taylor expansion of R k expressed as a function of the lower-layer activations (a j ) j . These terms define the messages R j←k to be sent to the lowerlayer neurons. Let a = (a j ) j be the vector of lower-layer activations to which neuron k is directly connected. A firstorder Taylor expansion of R k (a) at reference point a can be written as:
The elements of the sum are linear terms that will serve as messages R j←k . However, because the function R k (a) can be complex, finding a good reference point a can be difficult, and it is also unclear whether a first-order expansion is sufficient to model R k accurately. Therefore, a second idea of deep Taylor decomposition is to use in place of R k , a 'relevance model' R k which is easier to analyze. In the following, we choose R k = p k · (a k + θ k ), which is an affine function of the neuron activation, with constant parameters p k > 0 and θ k ≤ 0 set in a way that R k (a) = R k (a).
When applying deep Taylor decomposition we need to consider two aspects: (1) The root point a must be chosen such that the first-order terms of the Taylor expansion approximate the function well on the relevant domain. (2) The redistribution step must result in scores (R j ) j that can again be modeled well as an affine function, i.e. R j = p j · (a j + θ j ) with p j > 0 and θ j ≤ 0. This second criterion allows the propagation procedure to be pursued on the layer below, and to continue until the input layer.
Propagation in Pooling Layers
Consider propagation in the soft-min-pooling layer a k = min β j {a j }. This type of layer is used to compute the toplayer logit, and to pool over members of the competing clusters in kernel-based clustering. The relevance model is given by
We observe that the function R k is linear on the parameterized line {a − t · 1, t ∈ R}. Taking the root point a along that line, a Taylor expansion gives the first-order terms:
This is a min-take-most redistribution scheme. Observe that j R j←k = R k , implying that the redistribution is conservative. When applied to the top-layer, this propagation rule redistributes relevance mainly to the nearest competing clusters. When applied to the third layer of kernel clustering, the propagation rule redistributes mainly to the most active data points in the competing clusters. For the soft-maxpooling operation in the second layer of kernel clustering, similar results follow, in particular, we get a max-take-most redistribution scheme, where the negative signs of Eq. (9) are replaced by positive signs.
Proposition 3.
This last result ensures that the scores R j can be further redistributed on the lower layers.
Propagation in Linear Layers
The second type of layers occurring in the studied clustering models are linear layers of the type a k = w k a + b k . The relevance model for these layers is given by:
A Taylor expansion at some root point a gives R k (a) = j p k w jk · (a j − a j ) where we note the absence of secondand higher-order terms due to the linearity of the relevance model. Here, we have a vast choice in how to choose the root point. The simplest strategy is to view the bias as another input neuron "0", i.e. a 0 = 1, w 0k = b k + θ k , and to choose the root point a = 0. In that case, we get the 'z-rule' [28] :
Observing that the relevance can also be written as R j = k a j w jk p k = a j p j with p j = k w jk p k , having p k locally approximately constant implies that p j is also locally approximately constant, which is the condition set by deep Taylor decomposition to be able to continue the propagation one layer below. Note that the redistribution procedure is only approximately conservative here, because some of the relevance was redistributed on the neuron a 0 . In practice, the root point a = 0 can be far from the data and in turn produce negative scores (R j ) j . Nearer root points were proposed by [28] 
, and l i ≤ x i ≤ h i . These modified rules apply to layers of activations, and pixel layers respectively.
EXPERIMENTS
Sections 3 and 4 have described in details the two steps of our neuralization-propagation (NEON) approach. In the following, we test our method on several showcases: Section 5.1 tests NEON's performance on the MNIST data for standard / kernel / deep k-means models. Section 5.2 shows on the 20newsgroups data how NEON produces a better assessment of cluster quality compared to a more conventional purity metric. Section 5.3 demonstrates how the proposed method can be used as a data analysis technique to extract insights from the multiple layers of a VGG-16 image classifier.
Cluster Explanations on MNIST Data
Our first experiment tests NEON on the MNIST handwritten digits dataset. The cluster structure is here given by class labels. Our goal in this section will not be to learn the cluster structure, but to study how standard, kernel, and deep kmeans are able to represent these clusters, and how NEON explains cluster assignments pixel-wise. More specifically, we solve the optimization problems in Eqs. (4), (5), (8) , but keep the assignment δ ik fixed to the ground truth.
The − 1) , where the second term encourages the agglomeration of the data into compact clusters. For each architecture, the stiffness parameter β is chosen such that the highest soft-assignment probability is on average 0.9 (we lower it to 0.8 for standard k-means to account for the higher rigidity of the model). The kernel parameter γ is chosen such that self-similarity scores represent 90% of the total similarity scores between support vectors. Figure 4 -A shows a visualization of the modeled kmeans clusters (here, a t-SNE visualization of cluster logits), along with the classification accuracy. Unsurprisingly, the nonlinearity added by kernel and deep k-means allows to build a cluster structure that better matches class labels (accuracy above 0.9 vs. 0.63 for standard k-means). Figure 4 -B shows the NEON pixel-wise explanation of cluster assignments by each model for some digits of the MNIST test set. Red color indicates pixels that are relevant for cluster membership. Irrelevant pixels are shown in white, and pixels that appear contradictory are shown in blue. The pixel-wise explanations are similar across models, although small differences can be observed. NEON applied to standard k-means produces heatmaps of varying intensity and not fully aligned with the digits. This effect can be attributed to the rigidity of standard k-means which cannot fully express the class structure. Kernel k-means and deep k-means are able to represent the class structure more accurately, and NEON explanations are consequently also more closely and uniformly aligned with the input digit. For example, for the digit "3", cluster assignments are performed based on two pixel areas at the left extremity of the digit. These pixels are indeed relevant for cluster membership as filling them would turn the digit "3" into an "8".
Figure 4-C shows a further functionality of NEON which it inherits from its explicit reliance on the neural network structure: Part of the relevance flow in the neural network can be isolated to highlight distinct aspects of the explanation. Here, we isolate the relevance flowing through the neurons representing the various competing clusters. This detailed analysis sheds light on their individual contributions to the overall cluster assignment: Explanation for digit "0" is composed of a vertical bar that differentiates it from the competitor "1", a top-level stroke emanating from the competitor "3", and other singular patterns for the next competitors. The second example identifies the competitor "5" as important for supporting the cluster assignment "3", and highlights the top-part of the digit as an explanation. Other competitors that receive some relevance are the clusters "2" and "8". In principle, even more detailed explanations could be obtained (e.g. in terms of support vectors or neuron activations) depending on the choice of architecture.
Benchmark Evaluation
Because there is currently no established method for explaining cluster membership, we construct four simple baseline methods similar to those used for explaining classifiers:
IG( x, x, f c ) =
x ξ= x ∇f c (ξ) dξ. These constructed baselines do not rely on the neural network structures identified in Section 3 and can therefore be described as one-step or 'structure-agnostic' approaches. The first baseline, sensitivity analysis (SA), is based on the locally evaluated gradient [23] . The second baseline, Gradient × Input (GI) integrates both the gradient and the input data [60] . Like NEON, these two baselines run in O(forward pass). The third and fourth baselines make use of an optimized reference point x = arg min ξ x − ξ 2 subject to f (ξ) ≤ 0. This optimization step is computationally expensive but reveals useful global information about the function. The baseline 'SR' can be understood as building a surrogate linear model on {x, x} followed by a decomposition of its prediction. It can be seen as a variant of LIME [17] . The baseline 'IG' computes the path integral of f on the segment between x and x and can be seen as a special case of Integrated Gradients [25] . Figure 5 -A shows examples of explanations produced by these different techniques. GI tends to produce spurious negative evidence in the explanation. SA does not align well with the digit, and has imbalances in the way scores are spatially distributed. SR and IG are similar to NEON but sparser. produced by NEON and the competing approaches using the pixel-flipping [42] analysis. Pixel-flipping sequentially "flips" pixels from most to least relevant. The flipping operation we use here consists of replacing features of x by those of the root point x found above. Throughout the flipping procedure, we monitor how quickly the function value f (x) representing cluster evidence drops. The faster it drops, the better the explanation. Unlike the original method [42] , the ordering of features is computed over all pixels and all data points rather than for each data point individually. Our variant better reflects the ability of an explanation technique to assign relevance in proportion to the actual evidence for each example. We observe that NEON is systematically better than SA and GI, but inferior to SR and IG. We note however that the last two baselines are advantaged due to sharing the same root point x as the evaluation procedure. Figure 5 -C gives a summarized tabular comparison between the different explanation techniques. SA and GI can be computed quickly but the explanations lack accuracy as demonstrated by our pixel-flipping evaluation. The SR and IG baselines are accurate but they are significantly more expensive to compute.
Overall, our benchmark experiments have verified that NEON not only provides a solution to the so far unsolved problem of explaining cluster assignments, it also does so in a way that is accurate, computationally efficient, and with a potentially high level of detail.
Explaining Kernel Clustering of Newsgroup Data
The following experiment shows how NEON can be used to produce a rich and nuanced assessment of cluster quality that goes beyond conventional metrics such as cluster purity. We consider for this experiment the 20newsgroups dataset [61] that contains messages from 20 public mailing lists, recorded around the year 1996. Headers, footers and quotes are removed from the messages. We extract consecutive letters of length 3 or longer as tokens t from document D and project them into a general purpose word-vector space ϕ(t) ∈ W [62] . Stop words are removed. Hereafter, empty documents are removed. Document embeddings are then aggregated in vector space by taking the mean of word vectors (x = 1 D t∈D ϕ(t)). These document vectors are then reduced to 50 dimensions via PCA to improve clustering runtime.
A t-SNE embedding of the preprocessed data colorcoded by the 'true' labels (i.e. the mailing list where the message was posted) is given in Fig. 6 (top right) . As for any clustering algorithm, the objective is to assign nearby points to the same cluster. We consider a kernel k-means model. Bandwidth parameter γ of the Gaussian kernel is chosen such that 50% of similarity scores falls to the #data points #clusters nearest neighbors. Initializing the kernel clustering with ground truth labels and training the kernel k-means model with an EM-style procedure (see Appendix E of the Supplement for details), the cluster assignment converges to a local optimum with the final assignment given in Fig. 6 (bottom middle). We observe that clusters are now much more separated than at initialization.
We now focus on assessing the quality of the learned clusters. The standard cluster purity metric gives a score of 45% on the test set. From this score, one could conclude that the algorithm has learned 'bad' clusters. Instead, NEON will aim to expose to the user what in a given document is relevant for its membership to a certain cluster.
Here, explanation in terms of the dimensions of the input vector x would not be easily interpretable by a human as 
G. misc.forsale
For Sale: A Thule Car rack with 2 bike holder accessories. Comes with Nissan Pathfinder brackets but you can buy the appropriate ones for your car cheap. Looking for $100.00 for everything. I live in the Bethesda area. Thanks for your interest.
D. talk.politics.guns
Even if it were a capital offense, the warrant was not even an arrest warrant, but a search warrant. In other words, there was no evidence of illegal arms, just enough of a suggestion to get a judge to sign a license to search for illegal evidence.
E. sci.crypt
You can find the salient difference in any number of 5th amendment related Supreme Court opinions. The Court limits 5th amendment protections to what they call "testimonial" evidence, as opposed to physical evidence.
The whole question would hinge on whether a crypto key would be considered "testimonial" evidence. I suppose arguments could be made either way, though obviously I would hope it would be considered testimonial. word and document embeddings are usually abstract. A more interpretable word-level explanation can be achieved, by first observing that the mapping from words to document (an averaging of word vectors) and the first layer of the neuralized kernel k-means, are both linear. Thus, they can be combined into a single 'big' linear layer (cf. Figure  6 -B) that takes as input each word distinctly.
In the redistribution phase, we apply the z-rule (Eq. (10)) to this big layer, leading to an attribution of cluster evidence to each individual word and dimension. These scores can then be pooled over word dimensions, leading to a single relevance score R t for each individual word t (cf. Figure 6 -C). These explanations can also be rendered as highlighted text.
Messages in Fig. 6 -D and E are assigned the same cluster but were posted to different newsgroups. Here, NEON highlights in both documents the term "evidence". Closely related terms like "court", "warrant", "illegal" and "testimonial" are highlighted as well. The fact that "evidence" was found in both messages and that other related words were present constitutes an explanation and justification for these two messages being assigned to the same cluster.
As a second example, consider messages in Figures 6-F and G, posted on two different groups, but that are assigned to the same cluster. Message F is discussing specifications of motorcycles, whilst message G is a sale offer for a bike holding car rack. The most relevant terms are brands and the terms "bike" and "car". Also parts like "rack" and "seat" provide evidence for cluster membership. Here again, the words that have been selected hint at meaningful similarity between these two messages, thus justifying the assignment of these messages to the same cluster.
Overall, in this showcase experiment, minimizing the clustering objective has led to a rather low purity score. According to common validation procedures, this would constitute a reason for rejection. Instead, the cluster membership explanations produced by NEON could pinpoint to the user meaningful cluster membership decisions that speak in favor of the learned cluster structure.
Analyzing Deep Representations
Our final experiment demonstrates how NEON can be applied beyond clusters assessment, in particular, how it can be used to better understand the representations at various layers of a deep neural network. This problem has received growing attention in recent years [63] , [64] , [65] .
We perform our experiments on the pretrained "VGG16" convolutional network [66] . We feed one image at a time into the network, leading to spatial activation feature maps at each layer. Collecting the activations after each max-pooling layer, we build a dataset, where each spatial location in the layer corresponds to one data point. We then rescale the data points to unit norm, because the their strong dispersion would otherwise lead to singular clusters. After this, we apply k-means with k = 8 clusters. Using NEON, we obtain relevance values for assignment of each data point to any of the 8 clusters. Contrary to the experiments previously discussed in this text, we now compute relevances at each data point at the same time and pool their relevance. To focus the analysis on positive cluster evidence, we only propagate relevance of data points with f c (a) ≥ 0. The relevance is then propagated backward through the network, resulting in a heatmap of pixels contributing to each cluster.
Since the complexity of features increases with each layer in a deep neural network, we expect this to be represented in the NEON explanations as well. The feature extraction part of VGG-16 consists of 31 layers, alternating between 3 × 3 convolutional layers, ReLU layers and in total five 2 × 2 max-pooling layers. The layers we picked for our experiments were layers 17, 24 and 31. Layer 17 is the third max-pooling layer, layer 24 is the fourth max-pooling layer and layer 31 is the fifth. Cluster explanations are shown in Fig. 7 for an artificial spiral image, a city and streetcar image, and one of the well-known "dogs playing poker" images, titled "Poker Game" by Cassius Marcellus Coolidge, 1894. All images were used at resolution 448 × 448, which is twice the resolution of ImageNet images. This was done in order to have more datapoints for clustering in the upper layers of the network. When propagating the relevance through the layers of VGG-16, a hybrid z/z + -rule is used with contributions set to a j · (w jk + γ · w + jk ) and with γ set to 0.25 for layers 1-17 and 0.1 for layers 18 and above. The higher value of γ for the lower layer makes the explanation less noisy.
In the artificial spiral image, clusters at layer 17 map to edges with certain angle orientations as well as colors (black and white) or edge types (black-to-white, or white-to-black). Interestingly, strictly vertical and strictly horizontal edges fall in clusters with very high angle specificity, whereas edges with other angles fall into broader clusters. When building clusters at layer 24, color and edge information become less prominent. Clusters are now very selective for the angle of the curvature. For the spiral image we do not show heatmaps for layer 31 like we do for the other two images. This is because the information contained in the spiral picture is so simple and artificial, that the neural network can not extract more complex features at higher layers and therefore the extracted clusters seem meaningless.
In the city and streetcar image, clusters at layer 17 also map to colors and edges with similar angles, similarly to the artificial spiral image. Note that the circle in the traffic signs in the top right corner has been split up into four seperate clusters, two for different diagonal edges, and the clusters for vertical and horizontal edges. There is a cluster encoding a sky texture, a cluster for bushes/plants texture and a cluster for street texture. At layer 31, the receptive field of a neuron spans about a quarter of the image (receptive field size is 212 × 212, and the image size is 448 × 448). Clusters at this level are, as expected, much more abstract and capture real-world objects. There is a cluster which exclusively represents the streetcar, and a cluster representing traffic signs and traffic lights. Interestingly, there is also a cluster which specifically represents the tiny street light.
In the Poker Game image, we see similar clusters as for the street car image. At layer 17, there are several clusters representing horizontal and vertical edges. Additionally, we have a cluster for a specific shade of green texture in the background of the image. At layer 31, the clusters once again form high level concepts. There is a cluster for the big lamp at the top of the image, a cluster for the painting in the upper right, and a cluster that represents the dogs. Note that some clusters in layer 31 have little heat overall. This is because they do not code for specific enough objects with highly separate clusters, which would result in high softassignment probabilities. Accordingly, they result in little relevance to be propagated. Also, the little relevance which is propagated, gets diluted onto more parts of the image, leading to an even fainter heatmap. Our NEON-based analysis of deep networks could make sense of VGG-16 representations from a few selected images. The last two images (streetcar and poker) were helpful for understanding how VGG-16 represents and progressively disentangles natural concepts in outdoor/indoor scenes. Instead, the first image (spiral) was useful when interested in a specific property of the neural network, e.g. the modeling of curvature at each layer, thereby demonstrating the flexibility of the analysis.
CONCLUSION
We have proposed a general framework for explaining cluster assignments. The method converts, without retraining, the clustering model into a functionally equivalent neural network composed of detection and pooling layers. This conversion step which we have called 'neuralization' enables cluster assignments to be efficiently attributed to input variables by means of a reverse propagation procedure.
Quantitative evaluation shows that our explanation method is capable of identifying cluster-relevant input features in a precise and systematic manner. It can extract insightful patterns on a variety of data involving text, natural images, and their representations. The neural network structures elicited by it allow for detailed and targeted explanations.
Overall, the method we have proposed complements standard cluster validation techniques by providing a rich interpretable feedback into the nature of the clusters that have been built. Furthermore, when paired with a wellfunctioning clustering algorithm, it provides a useful tool for data analysis where complex data distributions are first summarized into finitely many clusters, that are then exposed to the human in an interpretable manner. 
APPENDIX A NEURALIZED SOFT CLUSTER ASSIGNMENTS
We prove Proposition 1 of the main paper, that expresses the logit of cluster assignment probabilities as a neural network type min-pooling over differences of outlier scores.
Proof. The soft cluster assignment model is given by
We consider the logit of the probability score
which describes well the evidence for cluster membership. We would like to express this quantity as a neural network.
Inserting (1) into (2) gives:
where the underlying min-pooling structure of the cluster assignment logit now appears explicitly.
APPENDIX B CONNECTION TO POWER CLUSTER ASSIGNMENTS
This appendix proves Proposition 2 of the main paper stating for kernel k-means that the proposed soft-min cluster assignment over outlier scores defined as o c (x) = −γ −1 log i c (x) can also be expressed as a power-based softmax assignment via the measure of inlierness i c (x).
Proof. This result follows directly from the property a b = exp(b · log(a)) for a > 0 and b ∈ R:
β/γ k i k (x) β/γ which is a power-based soft-assignment model.
APPENDIX C IMPROVED NEURALIZED KERNEL K-MEANS
In this appendix, we show the functional equivalence of the naive and improved variants of the neuralized kernel k-means model described in Section 3.3.
First, we show that the min β {·} operator is commutative w.r.t. additive scalars: 
APPENDIX D REDISTRIBUTION IN MIN-POOLING LAYERS
This appendix proves Proposition 3 of the main paper. We show that the redistributed relevance in soft min-pooling layers is locally approximately linear in the input activations. For that, we show that p j asymptotically approaches a (hard-min) indicator function.
Proof. We first rewrite the relevance function for input a j of the pooling layer R k (a) as:
We now show that the relevance R j can be locally approximated as a linear function of a j with j = 1, . . . , m. For this, we identify two cases. Case 1: When a j is the smallest input by at least some margin ∆ from the second smallest input, we can bound p j by rewriting: as −β −1 log(1 + (m − 1) · e −β∆ ) ≤ θ j ≤ 0 which converges to 0 when β → ∞ or ∆ → ∞. In this asymptotic case, the relevance R j becomes the activation a j itself and can thus be expressed in terms of quantities in the lower layers.
Case 2: When a j fails to be the smallest input by at least some margin ∆, the term p j can be bounded by 0 ≤ p j ≤ (1+e β∆ )
, which converges to 0 when β → ∞. Then, the product p j θ j can also be bounded as −p j β −1 log(1 + e β∆ ) ≤ p j θ j ≤ 0, which converges to 0 when β → ∞.
Therefore, both for all inputs, the linearity of the redistributed relevance holds when the stiffness parameter β grows large.
APPENDIX E MODIFIED TRAINING OF KERNEL K-MEANS
Here, we detail the training procedure for the kernel kmeans model used in Section 5.2. Kernel k-means has an issue when the kernel bandwidth is small: the local density at point x 0 is dominated by the Gaussian bump K(x 0 , ·) and the objective has local optima at almost every possible cluster assignment. To smooth the training procedure, we modify the standard expectation-maximization algorithm, by minimizing instead distance to the nearest centroid in feature space with bump K(x 0 , ·) being removed before computing the distances in feature space. The learning procedure can be summarized by the following steps [1] : 1) Initialize a random assignment or some informed starting point, e.g. standard k-means or ground truth label assignments. 2) Compute the normalized leave-one-out centroids for every data point x and cluster k = 1, . . . , K:
Normalization is performed via kernel expansion:
3) Assign data point x to the cluster with smallest distance in feature space. 4) Reiterate from step 2 until convergence.
Note that the whole procedure can be performed with kernel expansions. The map Φ is never computed explicitly. The kernel matrix must be computed only once. The leaveone-out trick makes training more robust against bad local optima.
Once training is finished, final normalized centroids are computed from the full set of cluster members and the logit can be computed by the neural network equivalent from Section 3.
