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In this paper, the concept of strongly continuous posets (SC-posets, for short) is introduced.
A new intrinsic topology—the local Scott topology is deﬁned and used to characterize SC-
posets and weak monotone convergence spaces. Four notions of continuity on posets are
compared in detail and some subtle counterexamples are constructed. Main results are:
(1) A poset is an SC-poset iff its local Scott topology is equal to its Scott topology and
is completely distributive iff it is a continuous precup; (2) For precups, PI-continuity, LC-
continuity, SC-continuity and the usual continuity are equal, whereas they are mutually
different for general posets; (3) A T0-space is an SC-poset equipped with the Scott topology
iff the space is a weak monotone convergence space with a completely distributive
topology contained in the local Scott topology of the specialization order.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Some naturally arisen posets are important but fail to be directed complete. So, there are more and more occasions to
study posets which miss suprema of directed sets (cf. [3,10–17]). In [9], Lawson proved that a dcpo is continuous iff its Scott
topology is completely distributive. Erné generalized in [2] and [3] this result to the setting of posets. By the technique
of embedded bases and sobriﬁcation via the Scott topology, Xu in [16] successfully embedded continuous posets into con-
tinuous domains. The present paper will also mainly deal with posets without the requirement of directed completeness.
Detailed examinations of continuous posets let us know that a continuous poset can be very exotic and complex on its order
and intrinsic topologies. This motivated us to introduce new kinds of continuities on posets; among them the strong continu-
ity behaves very well. To give signiﬁcant characterizations for these continuities and make comparisons among them, a new
kind of intrinsic topology—the local Scott topology on posets is introduced. Comparisons for the mentioned continuities on
posets will be given and some subtle (counter)examples of posets will be constructed and gathered in the last section.
On the other hand, it is well known that any T0-space can be viewed as a poset in the specialization order. A natural
question arises: Which kind of T0-spaces are continuous domains with the Scott topologies? An answer to this question
is that a T0-space X is a continuous domain with the Scott topology iff X is a monotone convergence space (or d-space
in the sense of [5,13]) with a completely distributive topology (cf. [6, Theorem II-3.16]). Further, another more general
question arises: Which kind of T0-spaces are continuous posets with the Scott topologies? To answer this question, Erné
recently introduced in [4] the concept of weak monotone convergence spaces and actually obtained that a T0-space X is
a continuous poset with the Scott topology iff X is a weak monotone convergence space with a completely distributive
topology. This paper will explore more properties of these spaces and their d-completions. With the local Scott topology,
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We give some preliminaries as follows, for some unstated concepts please refer to [1,6,16].
Let P be a poset and A ⊆ P . If A has an upper bound in P , then A is called consistent. If every consistent directed set P
has a supremum, then P is called a cdcpo or a cup in the sense of [4]. The set {x ∈ P | x is an upper bound of A} is denoted
ub(A) and {x ∈ ub(A) | x is a minimal element of ub(A)} is denoted mub(A). If x, z ∈ A and x y  z implies y ∈ A, then
A is said to be order convex. If ↓A = A and, for any directed set D ⊆ A, sup D ∈ A whenever sup D exists, then A is called
Scott-closed. The complements of the Scott-closed sets form a topology, called the Scott topology, denoted σ(P ). The topology
generated by the complements P \ ↑x of principal ﬁlters (resp., the complements P \ ↓x of principal ideals) is called the
lower topology (resp., upper topology) and denoted ω(P ) (resp., ν(P )).
A topology O(X) induces a preorder, called the specialization order, which is deﬁned by the condition that ∀u, v ∈
X, u X v ⇔ u ∈ clX ({v}), where clX ({v}) is the closure of the set {v} in the space X . The ordered set (X,X ) is denoted
by Ω X in short. Note that every open set of X is an upper set of Ω X and the closure of {v} is ↓v = {x ∈ X: xX v}.
Lemma 1.1. Let P be a poset and A ⊆ P . Let s, t be two upper bounds of A.
(1) If s t and A has a supremum in ↓t, denoted by supt A, then sups A = supt A.
(2) If sups A and supt A exist, then sups A = supt A whenever sups A  t or supt A  s.
Proof. (1) Note that supt A is an upper bound of A in ↓s. If k  s is another upper bound of A in ↓s, then k ∈ ↓t and
supt A  k. This reveals that supt A is the least upper bound of A in ↓s. So, sups A = supt A.
(2) Suppose that sups A  t without loss of generality. Then sups A is an upper bound of A. Applying (1) of this lemma
with s′ = sups A  t , one gets sups′ A = sups A = supt A. 
Deﬁnition 1.2. (See [10].) The Scott topology on a poset P is called lower hereditary if, for every Scott-closed subset F , the
relative Scott topology on F agrees with the Scott topology of the poset F . A poset with a lower hereditary Scott topology
is called a precup.
The motivation of the second part of Deﬁnition 1.2 is the fact that every cup (conditionally up-complete poset) in the
sense of [4] has a lower hereditary Scott topology.
Lemma 1.3. (See [10].) Let P be a poset. The following statements are equivalent:
(1) P is a precup, i.e., P has a lower hereditary Scott topology.
(2) For all x ∈ P , the inclusion map from the poset ↓x into P is Scott-continuous.
(3) For z ∈ P and directed D ⊆ ↓z, x= supz D implies x= supP D.
(4) For convex M ⊆ P , σ(P )|M is contained in σ(M).
(5) For convex M ⊆ P and directed D ⊆ M, x= supM D implies x= supP D.
Proof. (1) ⇔ (2) ⇔ (3): See Lemma 3.2 in [10].
(3) ⇒ (5): Let D ⊆ M and x= supM D . Then by the convexity of M , we have x= supx D . By (3), x= supP D .
(5) ⇒ (4): Let F be Scott closed in P . We need to show F ∩ M is Scott closed in M , and this is obvious by (5).
(4) ⇒ (2): Trivial. 
2. Strongly continuous posets
We introduce ﬁrst a new approximation relation and deﬁne the strong continuity for posets.
Deﬁnition 2.1. Let P be a poset and x, y ∈ P . We write x l y and say that x universally approximates y if, for any
directed set D and any upper bound z of D with y  supz D , there is d ∈ D such that x d, where the subscript l means x
approximates y locally and in the large. The set {y ∈ P | xl y} will be denoted ↑lx and {y ∈ P | y l x} denoted ↓lx.
Remark 2.2. (1) It is a routine to show that l is an auxiliary order on a poset in a similar sense of [6]. In particular,
∀x, y ∈ P , xl y ⇒ x y. So, ↓lx is a lower set.
(2) By Lemma 1.1, it is easy to see that x l y means exactly x ∈ ↓D for any directed D with y  z for some minimal
upper bound z of D .
Deﬁnition 2.3. Let P be a poset. If for all x ∈ P , ↓lx is directed and sup↓lx= x, then we say that P is a strongly continuous
poset, or shortly, an SC-poset.
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z ∈ ub(↓lx).
Traditionally in the context of generalized continuous posets, strong Z -continuity in the sense of [3] means Z -continuity
plus interpolation. Since a continuous poset automatically has the interpolation property, an SC-poset means more by the
following example.
Example 2.4. If N with its usual order is augmented with two incomparable upper bounds a and b, then in P = N ∪ {a,b},
a l a does not hold. P is continuous but not strongly continuous.
Proposition 2.5. For all x ∈ P , ↓lx⊆ ↓x. If P is a precup, then ↓lx= ↓x.
Proof. Let y ∈ ↓lx. Let D be directed with z = sup D  x. Then z is an upper bound of D and supz D = sup D . By the
deﬁnition of y l x, there is d ∈ D such that y  d. This reveals that y  x and y ∈ ↓x, as desired for the ﬁrst part. For the
second part, by Lemma 1.3(3), the universal approximation in a precup is exactly the way-below relation and ↓lx= ↓x. 
Theorem 2.6. Let P be a poset. Then the following are equivalent:
(1) P is an SC-poset.
(2) P is a continuous precup.
(3) P is continuous and l coincides with .
Proof. (1) ⇒ (2): By Proposition 2.5, P is continuous. To show P is a precup, let D be any directed subset of P that has a
minimal upper bound z. Then supz D = z. By the strong continuity of P , we have that ↓l z is directed and sup↓l z = z. Thus,
if x is an upper bound of D , then for all t ∈ ↓l z, there is d ∈ D such that t  d x and x is also an upper bound of ↓l z. So,
z = sup↓l z x. This shows that sup D = z. By Lemma 1.3, P is a precup.
(2) ⇒ (3): Apply Proposition 2.5.
(3) ⇒ (1): Trivial. 
Corollary 2.7. If P is an SC-poset, then for all x, z ∈ P with xl z, there is y ∈ P such that xl y l z, i.e., the interpolation property
for l holds in an SC-poset.
Proof. Follows from Theorem 2.6 and the interpolation of  in continuous posets. 
Deﬁnition 2.8. Let P be a poset, B ⊆ P . The set B is called a strong basis for P if for all a ∈ P , there is a directed set Da ⊆ B
such that for all d ∈ Da , d l a and sup Da = a.
Proposition 2.9. Let P be a poset. Then P is an SC-poset iff P has a strong basis.
Proof. The proof is similar to that for the respective result on dcpo’s. 
Proposition 2.10. If P is an SC-poset, A ⊆ P is a Scott closed set of P , then A in the induced order is also an SC-poset. Particularly,
every principal ideal of P is an SC-poset.
Proof. Clearly, for all a ∈ A, ↓la ⊆ ↓l(A)a ⊆ A. Since A is Scott closed, it is closed w.r.t. directed joins and supA ↓la =
sup↓la = a. So, A is a strong basis for itself and an SC-poset. 
Proposition 2.11. If P and Q are SC-posets, then P × Q is also an SC-poset.
Proof. It is easy to see that for all (x, y) ∈ P × Q , (↓lx) × (↓l y) ⊆ ↓l(x, y) and sups of subsets of P × Q are calculated
coordinatewise. So, P × Q is a strong basis for itself and an SC-poset. 
Recall that a subset A is a retract of a poset P if the canonical injection i : A → P is Scott continuous and there exists a
Scott continuous map r : P → A called a retraction such that ri = idA . If the retraction r satisﬁes that for all x ∈ P , r(x) x,
then r is called a contraction.
Proposition 2.12. If P is a precup and p : P → A is a contraction, then A is also a precup.
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bound of D in A. Let s be another upper bound of D in A. Then t  x and D = p(D) and p(s)  p(t) = t . Noticing that
p(s) ∈ ↓x∩ A, we have p(s) = t = supx(A) D . Since p is a contraction, t = p(s) s. This reveals that supA D = t . By Lemma 1.3,
A is also a precup. 
Proposition 2.13. A contraction image of an SC-poset is also an SC-poset.
Proof. It is known that retracts of continuous posets are continuous. By Theorem 2.6 and Proposition 2.12, contraction
images of an SC-poset are continuous precups and thus SC-posets. 
The following notion is useful in seeking more properties and relations of SC-posets with others.
Deﬁnition 2.14. A poset P is said to have (directed) local sups if supz A exist for all z ∈ P and all (directed) A ⊆ ↓z.
Lemma 2.15. Let P be a poset. Then the following are equivalent:
(1) P has directed local sups.
(2) For directed D, each y ∈ ub(D) dominates a unique x ∈ ub(D).
(3) Each principal ideal is a dcpo.
(4) Each principal ideal has directed local sups.
Proof. It is straightforward to show that (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (1). 
Proposition 2.16.
(1) The cups are just the precups with directed local sups.
(2) Continuous cups are the SC-posets with directed local sups.
Proof. By Lemmas 1.3, 2.15 and Theorem 2.6. 
3. Weak monotone convergence spaces
In this section we explore more properties of weak monotone convergence spaces. In the next section we will draw
some links between these spaces and SC-posets.
Deﬁnition 3.1. (See [4].) A T0-space X is called a weak monotone convergence space if every monotone net having a
supremum in the specialization order converges to that supremum.
The following remark is easy to prove and also stated in [4].
Remark 3.2. A topological space (X,O(X)) is a weak monotone convergence space if and only if Ω X is a poset and O(X) ⊆
σ(Ω X).
Proposition 3.3. Let f : X → Y be a continuous map from a weak monotone convergence space X to a T0-space Y . Then f preserves
all existing directed suprema in the specialization orders.
Proof. It is easy to show that a map preserves directed joins iff preimages of principal ideals are Scott closed. As preimages
of principal ideals (= point closures) under f are (Scott) closed by Remark 3.2, f preserves directed joins. 
The following lemma is a direct consequence of the preservation of limits by the functor Ω .
Lemma 3.4.
(1) Let M be a subspace of a T0-space Y . Then the specialization order induced by the relative topology on M agrees with the inherited
order on M as a subposet of ΩY .
(2) Let {Xα}α∈Γ be a family of topological spaces and X = Πα∈Γ Xα the product space. Then the specialization order induced by the
product topology on X agrees with the pointwise order of the product poset Πα∈Γ Ω Xα .
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(1) Subspaces which are upper sets (particularly, open subsets) in the specialization order of weak monotone convergence spaces are
weak monotone convergence spaces.
(2) Products of weak monotone convergence spaces are weak monotone convergence spaces.
Proof. (1) Apply Lemma 3.4(1) and the fact that for an upper set U = ↑U , one has O(X)|U ⊆ σ(Ω X)|U = σ(U ).
(2) Apply Remark 3.2, Lemma 3.4(2) and the fact that O(Πi Xi) ⊆ ⊗i σ(Ω Xi) ⊆ σ(ΠiΩ Xi) = σ(Ω(Πi Xi)), where⊗
i σ(Ω Xi) is the product topology. 
Theorem 3.6. Let X be a weak monotone convergence space with Ω X being a precup. If M ⊆ Ω X is convex, then the subspace M is a
weak monotone convergence space. In particular, closed subspaces of X are weak monotone convergence spaces.
Proof. Follows from Lemma 1.3 and Remark 3.2. 
It is easy to show that all the irreducible closed sets of a T0-space X in the set-inclusion order form a dcpo, denoted
c(X) and endowed with the Scott topology. Note that c(X) with the Scott topology is not always the sobriﬁcation. For a
poset P , c(P ) = {F : F is an irreducible Scott closed set of P } is called in [14] the directed completion of P .
Lemma 3.7. (See [13, Theorem 2.7].) Let X be a T0-space and j : X → c(X), x → {x}− . Let d(X) =⋂{T ⊆ c(X): T is a subdcpo of
c(X) and j(X) ⊆ T }. Then d(X) is a subdcpo of c(X). With the topology of all the closed sets F ∗ := {S ∈ d(X): S ⊆ F } for all the closed
sets F of X , d(X) is a monotone convergence space, called the d-completion of X .
It is clear that the d-completion d(X) is both a dcpo and a topological space in the sense of Lemma 3.7 and the special-
ization order of d(X) is just the order of set-inclusion.
Proposition 3.8. The topology of a T0-space X is isomorphic to the topology of d(X).
Proof. Let Γ (X) and Γ (d(X)) be the lattices of all closed sets of X and d(X), respectively. Let ∗ : Γ (X) → Γ (d(X)) be
the map F → F ∗ . Then it is straightforward to show that the map ∗ is order preserving and surjective. To show the
injectivity of ∗, let F and G be closed in X with F ∗ = G∗ . Suppose that F  G . Then there is y ∈ F such that y /∈ G .
Noticing that d(X) ⊇ {↓x: x ∈ X}, we have ↓y ∈ F ∗ and ↓y /∈ G∗ , a contradiction to F ∗ = G∗ . This shows that F ⊆ G .
Similarly, G ⊆ F and thus G = F . This completes the proof of the injectivity of ∗. And the inverse of ∗ can be represented
by F ∗ → clX (⋃S∈F ∗ S) = F which is clearly order preserving. Thus the map ∗ is a lattice isomorphism, as desired. 
The following theorem is a generalization both of [6, Theorem II-3.16] and of [2, Theorem 2.13] for the case m = 3. It
follows from [4, Proposition 3.C and Theorem 4].
Theorem3.9. (See [2, Theorem 2.13], [4, Theorem 4] and [6, Theorem II-3.16].) For a weakmonotone convergence space X, the following
conditions are equivalent:
(1) Ω X is a continuous poset and the topology of X is the Scott topology.
(2) For all U ∈O(X), U =⋃{int(↑ x): x ∈ U }.
(3) Each point has a neighborhood basis of open ﬁlters andO(X) is continuous.
(4) O(X) is a completely distributive lattice.
Theorem 3.10. Let P be a poset with the Scott topology σ(P ). Then
(1) P is a continuous poset iff d(P ) is a continuous domain and the topology of d(P ) deﬁned in Lemma 3.7 is the Scott topology.
(2) If P is a continuous poset, then d(P ) = c(P ).
Proof. (1) Apply Theorem 3.9 and the fact that the topology of d(P ) is isomorphic to σ(P ) deduced by Proposition 3.8.
(2) That d(P ) ⊆ c(P ) is clear. If F ∈ c(P ), then the set ⇓ F = {x ∈ P : ∃y ∈ F , x  y} ⊆ P is directed and sup j(⇓ F ) =
clσ F = F , as shown in the proof of [6, Proposition II-1.11(ii)] (dcpo is not needed). Since d(P ) is a subdcpo of c(P ), we have
F ∈ d(P ) and c(P ) ⊆ d(P ). Thus at the set level, d(P ) = c(P ). At the topology level, by (1) of this theorem, d(P ) = c(P ) is a
continuous domain and the topology of d(P ) is the Scott topology, as desired. 
It is worthy to note that the counterexample of a non-sober dcpo of Johnstone in [8] serves as a counterexample of a
monotone convergence space X , for which one has relations X = d(X) = c(X). Note also that c(X) in the Scott topology
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4. The local Scott topology
In this section, we introduce a new intrinsic topology on posets and use it to characterize strongly continuous posets
and weak monotone convergence spaces.
Deﬁnition 4.1. Let P be a poset and U ⊆ P . The set U is called a local Scott open set of P if the following two conditions
hold:
(1) U = ↑U is an upper set,
(2) if D ⊆ P is directed and for an upper bound z, supz D ∈ U , then D ∩ U = ∅.
Remark 4.2. All the local Scott open sets form a topology on P , called the local Scott topology and denoted by σl(P ). By the
deﬁnition of local Scott open sets, it is clear that σl(P ) ⊆ σ(P ).
Example 4.3. The singleton {a} of the poset P = N ∪ {a,b} constructed in Example 2.4 is σ(P )-open but not σl(P )-open. So,
σl(P ) = σ(P ). Furthermore, if U ∈ σl(P ) is non-empty, then {a, b} ⊆ U . This shows that σl(P ) is not a T0-topology.
Theorem 4.4. Let P be a poset. The following statements are equivalent:
(1) P is a precup;
(2) σ(P ) = σl(P );
(3) ν(P ) ⊆ σl(P );
(4) the specialization order of (P , σl(P )) agrees with the original order of P .
Proof. (1) ⇒ (2): It follows from Remark 4.2 that σl(P ) ⊆ σ(P ). To show σ(P ) ⊆ σl(P ), let U ∈ σ(P ). Then for any directed
subset D with an upper bound z and existing supz D ∈ U , by (1) and Lemma 1.3 (3), supz D = sup D ∈ U . The Scott openness
of U implies that U ∩ D = ∅. This means that U is local Scott open and σ(P ) ⊆ σl(P ).
(2) ⇒ (3): Trivial.
(3) ⇒ (1): Let D be a directed set with an upper bound z and existing supz D . By Lemma 1.3, it suﬃces to show that
t := supz D is the supremum of D . It is clear that t is an upper bound of D . Let s be any upper bound of D . Then ↓s is local
Scott closed by (3). So supz D = t ∈ ↓s and t  s. This shows that supz D = sup D .
(3) ⇔ (4): Clear by deﬁnition of the specialization order. 
Now we arrive at our characterization of SC-posets via the local Scott topology.
Theorem 4.5. A poset P is an SC-poset iff σl(P ) = σ(P ) and is completely distributive.
Proof. ⇒: Follows from Theorems 2.6, 3.9 (or [16, Theorem 4.9]) and 4.4.
⇐: Follows from Theorems 2.6, 3.9 (or [16, Theorem 4.9]) and 4.4. 
By Theorems 4.4 and 4.5, we immediately have the following:
Corollary 4.6. A poset P is an SC-poset iff σl(P ) is completely distributive and ν(P ) ⊆ σl(P ).
Theorem 4.7. Let X be a T0-space. Then the following statements satisfy (1) ⇔ (2) ⇒ (3):
(1) Ω(X) is an SC-poset and the topology of X is the local Scott topology of Ω(X).
(2) O(X) is completely distributive and coarser than or equal to the local Scott topology.
(3) X is a weak monotone convergence space.
Proof. (1) ⇒ (2): Apply Theorems 4.4 and 3.9.
(2) ⇒ (1): Let O(X) be completely distributive and coarser than or equal to the local Scott topology of Ω(X). Then
ν(Ω(X)) ⊆ O(X) ⊆ σl(Ω(X)) ⊆ σ(Ω(X)). In this case, it is easy to show that the specialization order of (X, σl(Ω(X)))
agrees with the order of Ω(X). Then it follows from Theorems 2.6, 3.9 and 4.4 that Ω(X) is an SC-poset with O(X) being
the local Scott topology.
(2) ⇒ (3): Follows from Remarks 3.2 and 4.2. 
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space, but is not a precup. Let P θ be the poset constructed from the one in Example 2.4 by replacing b with a lower half
open interval (0,1/2]. Then P θ is a continuous poset and (P θ , σl(P θ )) is a weak monotone convergence space. But P θ is
not a precup.
5. Comparisons of continuities on posets
There are some other naturally posed concepts of continuity. We make comparisons of them.
Deﬁnition 5.1. (See [15].) Let P be a poset. If every principal ideal of P is a continuous poset, then we say that P is a
PI-poset.
Deﬁnition 5.2. (See [7] for cups or local dcpos.) Let P be a poset. If for all x ∈ P , the set ↓lx is directed and supx ↓lx = x,
then we say that P is an LC-poset.
Theorem 2.6 gives an explicit relation of SC-posets and continuous posets. Next we make further comparisons with the
other mentioned kinds of continuities.
Proposition 5.3. Let P be a poset. If P is a PI-poset then P is an LC-poset.
Proof. We show ﬁrst that in a PI-poset P , for all y ∈ P , ↓y y = ↓l y. Let xl y and D ⊆ ↓y be a directed set with supy D = y.
Then, by x l y, there is d ∈ D such that x d. This shows that x y y and ↓l y ⊆ ↓y y. To show the converse, let x y y
and D ⊆ P be a directed set with an upper bound b and supb D  y. Then, by the continuity of ↓b, ↓b y is directed and
supb ↓b y = y. Since y  b, by Lemma 1.1, supy ↓b y = y. Thus, by x y y, there is z ∈ ↓b y such that x z. And, by z b y,
there is d ∈ D such that x z  d. So x l y and for all y ∈ P , ↓y y = ↓l y. With this, by the assumption, we see that P is
an LC-poset. 
Proposition 5.4. If an LC-poset is also a precup, then it is an SC-poset.
Proof. By Lemma 1.3, for a precup, minimal upper bound of a directed set is the least upper bound and the relation  is
equal to the relation l . So, by Theorem 2.6, the poset is an SC-poset. 
Proposition 5.5. If P is an LC-poset having directed local sups, then P is a PI-poset.
Proof. We need to show each principal ideal ↓x is continuous. Let y ∈ ↓x. By the assumption that P is an LC-poset, ↓l y
is directed and supy ↓l y = y. Since P has directed local sups, by Lemma 1.1 and Lemma 2.15, supy ↓l y = supx ↓l y = y. Let
z ∈ ↓l y and D ⊆ ↓x be a directed set with supx D  y. Then, by z l y, there is d ∈ D such that z  d. This reveals that
z x y and ↓l y ⊆ ↓x y. Noticing that ↓l y is directed and has supremum y in ↓x, we see that ↓x is a basis for itself and is
continuous, as desired. 
Proposition 5.6. If P has directed local sups, then P is a PI-poset iff P is an LC-poset.
Proof. Apply Lemma 2.15, Propositions 5.3 and 5.5. 
Applying Theorem 2.6 and [10, Lemma 3.4], Propositions 5.3 and 5.4, one immediately obtains the following theorem
which gives right reason for giving the name of strongly continuous posets.
Theorem 5.7.
(1) An SC-poset is a continuous poset, a PI-poset and an LC-poset.
(2) If P is a precup, especially a cup, then P is a continuous poset iff P is an SC-poset iff P is an LC-poset iff P is a PI-poset.
We next give an example of a non-SC-poset which is a continuous poset, a PI-poset with all principal ideals being
domains, and an LC-poset.
Example 5.8. The poset P = N ∪ {a,b} constructed in Example 2.4 is continuous and with principal ideals being domains.
But the Scott topology of P is not lower hereditary, hence P is not an SC-poset. Note that σl(P ) is a chain and completely
distributive. So, even if σl(P ) is completely distributive, P may not be an SC-poset.
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Example 5.9. If the poset consisting of two parallel copies of N is augmented with two incomparable upper bounds, then
the resulting poset P is continuous but not each principal ideal is continuous, nor a precup. This shows that a continuous
poset need not be a PI-poset.
Example 5.10. Let Y = {1,2}. Let I = [0,1] be the unit interval. Construct a poset P with the product poset Y × I by
eliminating the element (1,1) and adding two incomparable a and b which are upper bounds of {1} × [0,1) and are only
below the element (2,1) in P . That is, P = [(Y × I) \ {(1,1)}] ∪ {a,b} in the above stated order. Note that ↓a = {1} × [0,1)
is directed but has no least upper bound in P . So, P is not a PI-poset nor a continuous poset. However, it is straightforward
to show that P is an LC-poset.
Here comes a PI-poset with each principal ideal being a dcpo which is not continuous.
Example 5.11. Let P = [({0,2}× I) \ {(0,1)}] ∪ {(1,1), (0,2)} be ordered by the induced order of R×R. Then P is a PI-poset
with two maximal elements (0,2) and (2,1). But, since the set ↓(1,1) = {0} × [0,1) has no least upper bound in P , P is
not continuous.
The next hard example gives a continuous LC-poset that is not a PI-poset. It motivated us to introduce the notion of
strong continuity to exclude such exotic posets.
Example 5.12. Let X = {0,1}, let C = [0,2) ∪ {} be a self-evident complete chain with s   for all s ∈ C , and let P =
(X × C) \ ({0} × (1,2)) as a subset of R2 be the poset with a partial order deﬁned for all (a,b), (c,d) ∈ P by
(a,b) (c,d) iff
⎧⎪⎪⎨
⎪⎪⎩
b d, a = c = 0 or a = c = 1;
b d and b < 1, 0= a < c = 1 and d = ;
b 1, 0= a < c = 1 and d = ;
d =  > b, otherwise, i.e., 1= a > c = 0.
Note that (0,) and (1,) are incomparable maximal elements and ↓(0,) ∼= ↓(1,). Note also that (0,1)  (1,1) 
(0,1). In P , since neither ↓(0,1) \ {(0,1)} nor ↓(1,) \ {(1,)} has a sup, we see (0,1)  (0,1). While (0,1) / (0,1)
in the principal ideal ↓(1,). With these, it is not diﬃcult to show that P is a continuous poset. Since in F = ↓(0,),
↓F (0,1) = ↓(0,1) \ {(0,1)} has no supremum, P is not a PI-poset. Note further that ↓l(0,1) = ↓(0,1) \ {(0,1)} has (0,1) as
the local sup in ↓(0,1). One then easily show that P is also an LC-poset (see Fig. 1).
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