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Abstract
Existence of analytic solutions of a general class of nonlinear functional equations is discussed.
This general class includes some specific functional equations studied recently. Moreover, we can
generalize this problem to finding analytic solutions of a general class of iterative equations.
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1. Introduction
Consider the functional equation
k∑
j=0
∞∑
t=1
Ct,j (z)
(
ϕ(qj z)
)t = G(z), ∀z ∈ C, (1.1)
where qj , j = 0, . . . , k, are given complex, G and Ct,j ’s (t = 1,2, . . . , j = 0, . . . , k) are
given complex-valued functions of a single complex variable and ϕ is an unknown func-
tion. This equation includes as its special cases the following equations
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(
q2z
)= 2ϕ(qz) − ϕ(z) − 1
2
(
g
(
ϕ(qz)
)+ g(ϕ(z))), (1.2)
λ1ϕ(qz)+ λ2ϕ
(
q2z
)+ · · · + λkϕ(qkz)= F (ϕ(z)), (1.3)
g
(
ϕ(z)
)= ϕ(qz)+ F(z), (1.4)
where q and λj are given constants and g,F are given functions. Equations (1.2) and (1.3)
are the auxiliary equations for an invariant curve problem [4,8]
f
(
f (z)
)= 2f (z) − z − 1
2
(
g
(
f (z)
)+ g(z)) (1.5)
and the polynomial-like iterative equation [7,12,13]
λ1f (z) + λ2f 2(z) + · · · + λkf k(z) = F(z), (1.6)
respectively. Equation (1.4) is an interesting form of nonlinear functional equations [3].
Equation (1.2) is discussed in [8] for invertible analytic solutions ϕ so as to define
analytic solutions f (z) = ϕ(qϕ−1(z)) for Eq. (1.5). Known in [8], if the constant q is a
zero of the polynomial 2z2 − (4 − g′(0))z + 2 + g′(0) and if q is either off the unit circle
S1 ⊂ C or on S1 with the Diophantine condition
(D) q is not a root of the unity but satisfying that |q| = 1 and log(1/|qn − 1|)K logn,
n = 2,3, . . . , for a constant K > 0,
then Eq. (1.2) has invertible analytic solutions. In [8, p. 92] an open problem is given to
find invertible analytic solutions of Eq. (1.2) for q ∈ S1 but with no restriction (D). This
problem is actually related to the known “small-divisor problem” (seen in [1, p. 22 and
p. 146] and [11]), which is concerning the convergence in the iteration of analytic functions
near a fixed point as the frequencies are close to the resonance case.
In 2003 Petropoulou and Siafarikas asserted in their Remark 2.4 in [5] that they gave an
answer to the open problem. They considered the functional equation
ϕ(z) +
m∑
i=1
αi(z)ϕ(piz) = g(z) +
k˜∑
j=1
∞∑
t=3
c
j
t (z)
(
ϕ(qj z)
)t−1
, z ∈ C, (1.7)
where m, k˜ are positive integers, pi, qj are known complex constants and functions g(z),
αi(z), c
j
t (z), i = 1, . . . ,m, j = 1, . . . , k˜, t = 3,4, . . . , are given. This equation also in-
cludes (1.2)–(1.4) as its special forms. Under some assumptions, using the functional-
analytic method and a fixed point theorem [2] for holomorphic mappings they proved that
Eq. (1.7) has a unique bounded analytic solution in a Banach space H1(Δ) (whose defi-
nition is found in [5]). Although their idea and results are very nice, their results do not
guarantee the invertibility of solutions, which is required in construction of solutions for
Eq. (1.5). Besides, the expressions of P(R) in their main result Theorem 2.1 are not cor-
rect. They also wrote Eq. (1.2) (i.e., in [8, Eq. (1.5)]) wrong. So the open problem is not
solved yet.
Recently the iterative equation
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(
m−1∑
k=0
akf
k(x)
)
+ F(x), m 2, x ∈ C, (1.8)
a more general form than (1.6), was made in [9], where F,G are given complex-valued
functions of a complex variable. As in [7], an auxiliary equation like (1.3), where a con-
stant q is involved, was considered in [9]. Invertible analytic solutions of the auxiliary
equation and analytic solutions of (1.8) were given in Theorems 3 and 4 of [9], respec-
tively, in the case that q is a root of the unity, which obviously offends the condition (D).
This result answers the open problem in [8] partly and also encourages us to study its
weaker conditions further.
In this paper, we first study a relatively general form (1.1) of functional equations for
analytic solutions. For the special case that qj = qj , j = 0, . . . , k, which leads to a geomet-
ric difference equation (or called q-difference equation, seen, for example, in [3, p. 259]
and [6]), our results weaken the conditions obtained in [10] and are applicable extensively
to some geometric difference equations with variable coefficients. Furthermore, we apply
our results to iterative equations, weaken the conditions obtained in [9] and correct the
results in [5].
2. General discussion
Let |ql | := max0jk{|qj |}, where l ∈ {0,1, . . . , k}. Then (1.1) is equivalent to
∞∑
t=1
C˜t,l(x)
(
ϕ(x)
)t + ∑
j∈{0,...,k}, j =l
∞∑
t=1
C˜t,j (x)
(
ϕ(q˜j x)
)t = G˜(x), ∀x ∈ C, (2.9)
where x = qlz, q˜j = qj /ql , G˜(x) = G(x/ql), C˜t,j (x) = Ct,j (x/ql), t = 1,2, . . . , and j =
0, . . . , k. Hence, there is no loss of generality in assuming that
(H1) q0 = 1, |qj | 1, j = 1, . . . , k.
(H2) Functions Ct,j (z) (t ∈ N, j = 0, . . . , k) and G are all analytic in |z| < σ , G(0) = 0,
and for each j = 0, . . . , k the series ∑∞t=1 Ct,j (z1)zt2 converges for a definite pair of
nonzero complex z1, z2 with |z1| < σ .
We need the convergence of the series in (H2) so that Eq. (1.1) is meaningful.
Our discussion on the existence of analytic solutions strongly depends on the sequence
q := (q0, . . . , qk) which appears in Eq. (1.1). Let qn := (qn0 , qn1 , . . . , qnk ) and let N denote
the set of all natural numbers. Consider the linear terms in (1.1) and define the function
P(z) :=∑kj=0 C1,j (0)zj , where z := (z0, z1, . . . , zk). We will see that it is important in
our discussion whether or not P(qn) = 0 for some n ∈ N. For convenience we take the no-
tations: N(q) := {n ∈ N: P(qn) = 0} and m(q,N1) := infn∈N1{|P(qn)|}, where N1 ⊂ N.
2.1. Case of N(q) = ∅
In this case, P(qn) = 0 for all n ∈ N. We will see in the proof of the following The-
orem 2.1 that all coefficients of the formal series solution can be determined uniquely.
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formal series solution.
Theorem 2.1. Suppose that (H1) and (H2) hold and that m(q,N) > 0. Then Eq. (1.1) has
a unique analytic solution ϕ in a neighborhood of the origin such that ϕ(0) = 0.
In its proof we prefer the method of majorant series to the method in [5] for the ad-
vantage that the analytic solutions can be expressed term-by-term clearly. Moreover, the
coefficient of the linear term can be used to give conditions of invertibility of those analytic
solutions for iterative equations (1.5) and (1.6) later.
Proof. Let G(z) =∑∞n=0 bnzn, Ct,j (z) =∑∞n=0 ct,j,nzn for t ∈ N, j = 0, . . . , k, and let
ϕ(z) =
∞∑
n=0
snz
n (2.10)
be a formal series solution of Eq. (1.1). By hypotheses (H2) and the requirement that
ϕ(0) = 0, we have b0 = 0 and s0 = 0. Substituting G, Ct,j and ϕ in (1.1) by their power
series and (2.10), we get
∞∑
n=1
bnz
n =
k∑
j=0
∞∑
t=1
( ∞∑
n=0
ct,j,nz
n
)( ∞∑
n=1
sn(qj z)
n
)t
=
∞∑
n=1
(
k∑
j=0
n−1∑
h=0
∑
1tn−h, (lp)∈Atn−h
ct,j,h
t∏
p=1
q
lp
j slp
)
zn
=
∞∑
n=1
(
k∑
j=0
c1,j,0q
n
j sn
)
zn +
∞∑
n=2
(
k∑
j=0
∑
2tn, (lp)∈Atn
ct,j,0q
n
j
t∏
p=1
slp
)
zn
+
∞∑
n=2
(
k∑
j=0
n−1∑
h=1
∑
1tn−h, (lp)∈Atn−h
ct,j,hq
n−h
j
t∏
p=1
slp
)
zn,
where Atn := {(n1, . . . , nt ) ∈ Nt : n1 + · · · + nt = n}. Comparing coefficients, we get
P
(
qn
)
sn =
(
k∑
j=0
c1,j,0q
n
j
)
sn = Dn
(
s(n − 1),q), n 1, (2.11)
where s(n − 1) := (s0, . . . , sn−1), D1(s(0),q) := b1, and
Dn
(
s(n − 1),q) := bn − k∑
j=0
∑
2tn, (lp)∈Atn
ct,j,0q
n
j
t∏
p=1
slp
−
k∑
j=0
n−1∑
h=1
∑
1tn−h, (l )∈At
ct,j,hq
n−h
j
t∏
p=1
slp , ∀n 2.
p n−h
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s1 = b1
P(q)
, sn = Dn(s(n − 1),q)
P (qn)
, n 2. (2.12)
So a sequence {sn}∞n=1 can be determined uniquely by (2.12) recursively.
In what follows we prove the convergence of series (2.10) in a neighborhood of the
origin. By hypothesis (H2), there exists a constant M > 0 such that
|bn| M
rn
, |ct,j,n| M
(1 + k)rn+t , ∀t ∈ N, n ∈ N ∪ {0}, j = 0, . . . , k, (2.13)
for any given r ∈ (0,min{|z1|, |z2|}). Since m(q,N) > 0, by (2.12),⎧⎪⎪⎨
⎪⎪⎩
|s1| Mm(q,N) 1r ,
|sn| Mm(q,N)
( 1
rn
+∑2tn, (lp)∈Atn 1rt ∏tp=1 |slp |
+∑n−1h=1∑1tn−h, (lp)∈Atn−h 1rh+t ∏tp=1 |slp |), ∀n 2.
(2.14)
In order to apply the method of majorant series, consider the equation
Hm(z,W) := W − M
m
(
1
(1 − z/r)(1 −W/r) − 1 −
W
r
)
= 0, (2.15)
where m> 0 is an arbitrary given constant. Simple computation shows that (2.15), regarded
as a quadratic equation in W equivalently, has a root
Wm(z) = r
2
2(r + M/m)
(
1 −
(
1 − z
r
)−1/2(
1 − z
c(m)
)1/2)
, (2.16)
where c(m) := r3(r + 2M/m)−2 < r. Obviously Wm(z) vanishes at z = 0 and is ana-
lytic in z for |z| < c(m). Thus it is reasonable to expand the function at z = 0, i.e.,
Wm(z) =∑∞n=1 θn(m)zn. Putting this series in (2.15) and comparing coefficients, we ob-
tain the recursive formulae:⎧⎪⎪⎨
⎪⎪⎩
θ1(m) = Mm 1r ,
θn(m) = Mm
( 1
rn
+∑2tn, (lp)∈Atn 1rt ∏tp=1 θlp (m)
+∑n−1h=1∑1tn−h, (lp)∈Atn−h 1rh+t ∏tp=1 θlp (m))
(2.17)
for n  2. By (2.14), |sn|  θn(m(q,N)) for all n  1, and therefore series (2.10) is con-
vergent for |z| < c(m(q,N)). It implies that (1.1) has a unique analytic solution ϕ near the
origin such that ϕ(0) = 0. 
The condition m(q,N) > 0 in the theorem can be simplified because m(q,N) 
minz0=1, |zj |1, j=1,...,k{|P(z)|} |C1,0(0)| −
∑k
j=1 |C1,j (0)| under (H1) and (H2).
Corollary 2.1. Suppose that (H1) and (H2) hold. Then Eq. (1.1) has a unique analytic
solution ϕ in a neighborhood of the origin such that ϕ(0) = 0, provided
min
z =1, |z |1, j=1,...,k
{∣∣P(z)∣∣}> 0.
0 j
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∣∣C1,0(0)∣∣> k∑
j=1
∣∣C1,j (0)∣∣.
Remark 1. It is still difficult to discuss the existence of analytic solutions of Eq. (1.1) when
N(q) = ∅ and m(q,N) = 0. In this case P(qn) = 0 for all n ∈ N but a subsequence P(qnk )
tends to 0 as k → +∞, which makes trouble in construction of a majorant series for the
convergence of the formal series solution.
2.2. Case of N(q) being neither ∅ nor N
Theorem 2.2. Suppose that (H1) and (H2) hold, N(q) is neither ∅ nor N and that
m(q,N\N(q)) > 0. If there exists a sequence {μt ∈ C: t ∈ N(q)} such that
Dt(s(t − 1),q) = 0 for all t ∈ N(q), where s(t − 1) = (s0, . . . , st−1) is defined by either
sk = μk for k ∈ N(q) or (2.12) for k ∈ N\N(q), and the series
U(z) :=
∑
t∈N(q)
|μt |zt (2.18)
converges near the origin, then Eq. (1.1) has an analytic solution ϕ in a neighborhood of
the origin such that ϕ(0) = 0 and ϕ(t)(0) = (t !)μt for all t ∈ N(q).
Proof. Analogously to the proof of Theorem 2.1, let (2.10) be the expansion of a formal
solution ϕ(z) of (1.1). Then we also get (2.11). Since P(qn) = 0 for n /∈ N(q), equality
(2.12) holds. For n ∈ N(q) we have sn = μn. In order to prove the convergence of the
formal series (2.10) near the origin, consider the equation
Vm(z,Y ) := Y −U(z) − M
m
(
1
(1 − z/r)(1 − Y/r) − 1 −
Y
r
)
= 0, (2.19)
where m > 0 is an arbitrary constant and U is given in (2.18). Obviously U(z) is analytic
near the origin and so is Vm(z,Y ). Moreover, Vm(0,0) = 0 and ∂Vm(0,0)/∂Y = 1. By
the analytic implicit function theorem [1, p. 134], there exists a unique function Ym(z),
analytic near the origin, such that Ym(0) = 0 and satisfies (2.19) near the origin. Similarly
to the proof of Theorem 2.1, let
Ym(z) :=
∞∑
n=1
ωn(m)z
n.
Substituting the series in (2.19) and comparing coefficients, we obtain⎧⎪⎪⎨
⎪⎪⎩
ω1(m) = |μ1| + Mm 1r ,
ωn(m) = |μn| + Mm
( 1
rn
+∑2tn, (lp)∈Atn 1rt ∏tp=1 ωlp (m)
+∑n−1h=1∑1tn−h, (l )∈At 1h+t ∏tp=1 ωlp (m))
(2.20)
p n−h r
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|sn| ωn(m(q,N\N(q))) for all n ∈ N by induction. Therefore, series (2.10) is convergent
in a neighborhood of the origin and the conclusions of the theorem hold obviously. 
Convergence of (2.18) holds naturally if N(q) is a finite set. If N(q) is an infinite set,
many known criteria of convergence can be applied to the series (2.18). Those options
of criteria enable us to obtain some explicit conditions. For example, the convergence of
(2.18) can be guaranteed by the inequality
|μt | Υ θt
(
m
(
q,N\N(q))) (2.21)
for all t ∈ N(q), where θt is defined in the proof of Theorem 2.1 and Υ > 0 is an arbitrarily
given constant. We will show that conditions in [9,10] are weakened in latter sections.
Remark 2. As in Remark 1 it is difficult to discuss the existence of analytic solutions of
Eq. (1.1) in the case that m(q,N\N(q)) = 0 for N(q) is neither ∅ nor N.
2.3. Case of N(q) = N
In this case P(qn) = 0 for all n ∈ N. Let ϕ be a formal series solution of Eq. (1.1) in the
form (2.10) such that ϕ(0) = 0. By (2.11), the coefficients of the series (2.10) satisfy that
Dn(s(n − 1),q) = 0 for all n ∈ N. It implies that b1 = 0 and(
P ∗1
(
qn
)+ P ∗2 (qn−1))sn−1 = D∗n(s(n − 2),q), n 2, (2.22)
where P ∗1 (z) :=
∑k
j=0 c2,j,0s1zj , P ∗2 (z) :=
∑k
j=0 c1,j,1zj , D∗2(s(0),q) := b2 and
D∗n
(
s(n − 2),q) := bn − k∑
j=0
∑
2tn, (lp)∈A∗tn
ct,j,0q
n
j
t∏
p=1
slp
−
k∑
j=0
n−1∑
h=1
∑
1tn−h, (lp)∈A∗tn−h
ct,j,hq
n−h
j
t∏
p=1
slp , ∀n 3,
where A∗tn :=Atn ∩ {(n1, . . . , nt ) ∈ Nt : np  n − 2, p = 1, . . . , t}. Similarly to (2.11), we
discuss (2.22), whose order is lowered by 1 in comparison with (2.11), by considering the
functions P ∗1 (z) and P ∗2 (z) instead of P(z). Here although the problem is reduced to a
similar one with order lowered by 1, the reduced problem is not easier than the original
one.
3. A geometric difference equation
For qj = qj , j = 0,1, . . . , k, where q is a complex constant, Eq. (1.1) becomes
k∑ ∞∑
Ct,j (z)
(
ϕ
(
qj z
))t = G(z), ∀z ∈ C, (3.23)
j=0 t=1
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are found in [10] when all coefficients Ct,j (z) are constant.
As shown in Section 2, there is no loss of generality in assuming that
(H1′) |q| 1.
Corresponding to last section, consider the polynomial P0(z) := ∑kj=0 C1,j (0)zj . Let
Nq := {n ∈ N: P0(qn) = 0} and mq(N1) := infn∈N1{|P0(qn)|}, where N1 ⊂ N.
Corollary 3.1. Suppose that (H1′) and (H2) hold and that Nq = ∅. Then Eq. (3.23)
has a unique analytic solution ϕ in a neighborhood of the origin such that ϕ(0) = 0 if
mq(N) > 0. This result also holds if the smallest absolute value |β0| of zeros of P0(z) is
greater than 1; otherwise, if 0 < |β0|  1, then the same result holds with such a q that
|q| < |β0|.
Proof. The basic result and the condition mq(N) > 0 are obtained by applying Theo-
rem 2.1 to Eq. (3.23). As in Corollary 2.1, the condition mq(N) > 0 can be replaced with
a stronger but simpler one: min|z|1{|P0(z)|} > 0. This inequality holds if and only if
|β0| > 1. If 0 < |β0|  1, for a q with |q| < |β0|, then 0  · · ·  |qn|  |qn−1|  · · · 
|q| < |β0|  1. Therefore, Nq = ∅ and mq(N)  min|z||q|{|P0(z)|} > 0, demonstrating
the condition mq(N) > 0. 
As told in Remark 1, the problem of analytic solutions is still difficult in the case that
mq(N) = 0.
Correspondingly, under the hypotheses that (H1′) and (H2) hold and that Nq is nei-
ther ∅ nor N, we can obtain a corollary for the geometric difference equation (3.23) from
Theorem 2.2, where q in other conditions is replaced with (1, q, . . . , qk).
For the special interest in iterative equations, we investigate (3.23) in details in the
circumstance that 1 ∈ Nq (i.e., P0(q) = 0). Under (H1′) it suffices to discuss the following
cases:
(1) |q| < 1.
(2) q = e2πia , where a ∈ [0,1) is irrational.
(3) q = e2πia , where a ∈ [0,1) is rational, i.e., there exists the smallest p ∈ N such that
qp = 1.
Obviously, Nq is a finite set in cases (1) and (2) but an infinite one in the case (3)
because P0(z) is a polynomial. Thus the following two corollaries are deduced immediately
from Theorem 2.2.
Corollary 3.2. Suppose that (1) and (H2) hold and that C1,0(0) = 0,G′(0) = 0. Let q be
a zero of P0(z) in C with the smallest absolute value. Then for any μ1 ∈ C Eq. (3.23) with
such a q has an analytic solution ϕ in a neighborhood of the origin such that ϕ(0) = 0 and
ϕ′(0) = μ1.
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|q| < 1. Since q is a zero of P0(z) in C with the smallest absolute value, no other of
qn (n 1) hits a zero of P0(z). Thus, we have Nq = {1} and
mq(N\Nq) min|z||q|2
{∣∣P0(z)∣∣}> 0, (3.24)
which demonstrates conditions in Theorem 2.2.
Let Qn(s(n− 1), q) denote the corresponding Dn(s(n− 1),q) where q is replaced with
(1, q, . . . , qk).
Corollary 3.3. Suppose that (3) hold for p  2 and (H2) hold and that P0(q) = 0,
P0(qj ) = 0 for all j = 2, . . . , p. If there exists a sequence {μn ∈ C: n = 1 + lp,
l ∈ N ∪ {0}} such that Qn(s(n − 1), q) = 0 for all n = 1 + lp, l ∈ N ∪ {0}, where
s(n − 1) = (s0, . . . , sn−1) is defined by either sk = μk for all k = 1 + lp or sk =
Qk(s(k − 1), q)/P0(qk) for all k = 1 + lp, and the series ∑l∈N∪{0} |μ1+lp|z1+lp con-
verges near the origin, then Eq. (3.23) has an analytic solution ϕ near the origin such that
ϕ(0) = 0 and ϕ(1+lp)(0) = (1 + lp)!μ1+lp for all l ∈ N ∪ {0}.
In fact, noting that qlp+j = qj for all l ∈ N, by (3) and the hypothesis that P0(q) = 0,
P0(qj ) = 0 for all j = 2, . . . , p, we have Nq = {1 + lp: l ∈ N ∪ {0}}. Thus
mq(N\Nq) = inf
j∈{2,...,p}, l∈N∪{0}
{∣∣P0(qj+lp)∣∣}= min
j∈{2,...,p}
{∣∣P0(qj )∣∣}> 0,
i.e., the condition that m(q,N\N(q)) > 0 in Theorem 2.2 is demonstrated.
In the case of (2), the set N\Nq is an infinite set and mq(N\Nq) = 0 because
{qn: n ∈ N} is dense in the unit circle. As indicated in the above mentioned remarks,
our Theorems 2.1 and 2.2 are not applicable. However, as in [9,10], the following Siegel’s
lemma is helpful (also seen in [11, pp. 166–174] and in [3, Chapter 6]).
Lemma 3.1. Assume that q satisfies the Diophantine condition (D). Then there is a positive
number δ such that |qn − 1|−1 < (2n)δ for n ∈ N. Furthermore, the sequence {dn}∞n=1, de-
fined by d1 = 1 and dn = |qn−1 − 1|−1 max2tn, (nj )∈Atn
∏t
j=1 dnj for all n 2, satisfies
dn  (25δ+1)n−1n−2δ for n ∈ N.
Obviously, Diophantine condition (D) ensures that q is not well approximated by roots
of the unity. Moreover, Diophantine condition (D) is fulfilled for all q with |q| = 1 except
for a set of linear Lebesgue measure zero [3, p. 149].
Theorem 3.1. Assume that (H2) holds and P0(q) = 0 where q satisfies (2) with the
Diophantine condition (D). If G′(0) = 0 and |C1,1(0)| >∑kj=2 j |C1,j (0)|, then for any
μ1 ∈ C Eq. (3.23) has an analytic solution ϕ in a neighborhood of the origin such that
ϕ(0) = 0 and ϕ′(0) = μ1.
Proof. We first determine all coefficients sn in the formal series solution (2.10). From the
first equality of system (2.11) we can choose s1 as an arbitrary complex μ1 since P0(q) = 0
and G′(0) = 0. For n 2,
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(
qn
)= P0(qn)− P0(q) = k∑
j=0
C1,j (0)qnj −
k∑
j=0
C1,j (0)qj =
(
qn − q)Δn(q),
where Δn(q) := C1,1(0) + ∑kj=2∑js=1 C1,j (0)q(n(j−s)+s−1). In view of the hypothe-
ses that |q| = 1 and |C1,1(0)| > ∑kj=2 j |C1,j (0)|, we have |Δn(q)|  |C1,1(0)| −∑k
j=2 j |C1,j (0)| > 0. Put m1 := |C1,1(0)| −
∑k
j=2 j |C1,j (0)| for convenience. Since|Δn(q)|  m1 and q satisfies condition (D), we have Nq = {1} and |sn|  dnωn(m1) for
all n ∈ N by induction, where dn is defined in Lemma 3.1 and ωn is defined in the proof
of Theorem 2.2 for Nq = {1}. Note that series ∑∞n=1 ωn(m1)zn converges near the origin.
So, there is a constant ρ > 0 such that ωn(m1) ρn for all n = 1,2, . . . . By Lemma 3.1,
|sn| (25δ+1)n−1n−2δρn for all n = 1,2, . . . , that is,
lim sup
n→∞
(|sn|)1/n  lim sup
n→∞
(
25δ+1
)(n−1)/n
n−2δ/nρ = 25δ+1ρ.
This implies that series (2.10) converges in a neighborhood of the origin. 
In the case of Nq = N we have P0(qn) = 0 for all n ∈ N. Obviously, this case occurs if
and only if P0(q) = 0 and either (3) holds for p  2 and P0(qj ) = 0 for all j = 2, . . . , p
or (3) holds for p = 1. As in Section 2.3, the corresponding problem on (3.23) can be
reduced to a similar one with lower order.
Remark 3. Under the conditions of Theorem 3.1, Nq = {1} and mq(N\{1}) = 0, which
is a special case of Nq being neither ∅ nor N such that mq(N\Nq) = 0. Since q satisfies
Diophantine condition (D), we have |qn| = 1 for all n ∈ N and qn = q for all n  2. So
if |C1,1(0)| >∑kj=2 j |C1,j (0)|, it must have Nq = {1} and mq(N\{1}) = 0. Even though
Theorem 3.1 proves that q-difference equations (3.23) exists analytic solutions in this spe-
cial case. The general discussion in this case is still difficult. Concretely, the set
Θ := {q ∈ S1: q is not a root of the unity, ∣∣qn − 1∣∣< (n!)−2 for infinitely many n}
is dense in S1 (cf. [3, p. 149]) and each q ∈ Θ is approximated closely by certain roots of
the unity. If q ∈ Θ and P0(q) = 0, then Nq is neither ∅ nor N and mq(N\Nq) = 0. Since
the inequality |qn − 1|−1 > (n!)2, quite a different one from that in condition (D), holds
for infinitely many n, where q ∈ Θ , the convergence of the formal series solution ϕ of
Eq. (3.23) remains a difficult problem.
4. Applications to iterative equations
In this section we continue to discuss analytic solutions of the iterative equation
k∑
j=0
∞∑
t=1
at,j
(
f j (z)
)t = 0, ∀z ∈ C, (4.25)
where f j (z) denotes the j th iterate of the unknown function f (z), i.e., f j (z) =
f (f j−1(z)) and f 0(z) = z. As in [9,10], we similarly have the following lemma.
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k∑
j=0
∞∑
t=1
at,j
(
ϕ
(
qj z
))t = 0, ∀z ∈ C, (4.26)
has an invertible analytic solution ϕ near the origin such that ϕ(0) = 0, then the iterative
equation (4.25) has an analytic solution of the form f (z) = ϕ(qϕ−1(z)) in a neighborhood
of the origin.
By this lemma, the problem of analytic solutions for the iterative equation (4.25) is
reduced to the corresponding one for the geometric difference equation (4.26), called the
auxiliary equation of (4.25). Let P1(z) :=∑kj=0 a1,j zj . If Eq. (4.26) has a formal series
solution ϕ of form (2.10) such that ϕ(0) = 0, then by (2.11), we have
P1
(
qn
)
sn = Rn
(
s(n − 1), q), n 1, (4.27)
where R1(s(0), q) := 0 and Rn(s(n− 1), q) := −∑kj=0∑2tn, (lp)∈Atn at,j qjn∏tp=1 slp
for all n  2. Clearly, a necessary condition for Eq. (4.26) to have an invertible analytic
solution ϕ is that q in Eq. (4.26) is a zero of polynomial P1(z).
Theorem 4.1. Equation (4.25) has an analytic solution near the origin if one of the follow-
ing four conditions holds:
(C1) P1(z) has a zero q such that |q| < 1 and a1,0 = 0.
(C2) P1(z) has a zero q such that |q| > 1 and a1,k = 0.
(C3) P1(z) has a zero q satisfying the Diophantine condition (D) and |a1,1| >∑k
j=2 j |a1,j |.
(C4) P1(z) has a zero q such that qp = 1, where p  2 is the smallest natural number
to achieve so, and P1(qj ) = 0 for all j = 2, . . . , p. Moreover, there is a sequence
{μn ∈ C: n = 1 + lp, l ∈ N ∪ {0}} with μ1 = 0 such that Rn(s(n − 1), q) = 0 for
all n = 1 + lp with l ∈ N and the series ∑l∈N∪{0} |μ1+lp|z1+lp converges near the
origin, where s(n−1) = (s0, . . . , sn−1) is defined by either sk = μk for all k = 1+ lp
or sk = Rk(s(k − 1), q)/P1(qk) for all k = 1 + lp.
Proof. We first claim that for some μ1 = 0, Eq. (4.26) has an analytic solution ϕ(z) such
that ϕ(0) = 0 and ϕ′(0) = μ1.
In case (C1), take q = β1 to be a zero of P1(z) with the smallest absolute value. Since
a1,0 = 0, we have 0 < |β1| < 1. By Corollary 3.2, for any μ1 = 0, Eq. (4.26) has an analytic
solution ϕ(z) such that ϕ(0) = 0 and ϕ′(0) = μ1.
In case (C2), take q = βk to be a zero of P1(z) with the largest absolute value. The
change of variables z = x/qk in (4.26) yields another equivalent equation
k∑ ∞∑
at,j
(
ϕ
(
q˜k−j x
))t = 0, ∀x ∈ C, (4.28)
j=0 t=1
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P˜1(z) = zk
k∑
j=0
a1,j z
−j = zkP1(1/z).
Therefore, 1/γ is a zero of P˜1(z) if γ = 0 is a zero of P1(z). It implies that q˜ is a zero
of polynomial P˜1(z) with the smallest absolute value. Obviously 0 < |q˜| < 1. By Corol-
lary 3.2, for any μ1 = 0, Eq. (4.28) has an analytic solution ϕ(z) in the form of (2.10) such
that ϕ(0) = 0 and ϕ′(0) = μ1. So does Eq. (4.26).
In cases (C3) and (C4) such a claimed result can be given directly by Theorem 3.1 and
Corollary 3.3, respectively.
Since μ1 = 0, the analytic solution ϕ(z) of Eq. (4.26) obtained in the four cases is
invertible near the origin. It follows by Lemma 4.1 that Eq. (4.25) has an analytic solution
f near the origin. 
Example. Consider the iterative equation
(5 − 2i)f (z) +
(
4i − 1
2
)
f 2(z) + f 3(z) = 5
2
(
ez − 1), z ∈ C. (4.29)
Let P1(z) = − 52 + (5 − 2i)z + (4i − 12 )z2 + z3, which has three zeros: β1 = 12 , β2 = −5i
and β3 = i. Since |β1| < 1 and |β2| > 1, by Theorem 4.1, Eq. (4.29) has at least two
distinct analytic solutions f1 and f2 near the origin such that f ′1(0) = β1 and f ′2(0) = β2,
respectively. Besides, the zero β3 = i is a root of the unity (i.e., β4 = 1) and P1(βj3 ) = 0 for
j = 2,3,4. Hence, the problem whether we can use our theorems to give the existence of
another analytic solution f3 of Eq. (4.29) satisfying f ′3(0) = β3 depends on the existence
of a sequence {μ1+4l ∈ C: l ∈ N ∪ {0}} which satisfies the conditions in case (C4).
Let a1,j := λj for j = 0, . . . , k in Eq. (4.25) and q be a zero of the polynomial P1(z) =
λ0 + λ1z+ · · · + λkzk . Our Theorem 4.1 weakens the conditions obtained in [9,10] for the
iterative equation (4.25) in some aspects:
(I) The condition that λ0 = 0, 0 < |q| < 1 and P1(qj ) = 0 for all j  2 is required in
Corollary 1(i) of [10], but it is hard to check the third inequality P1(qj ) = 0 for infinite
many options of j . In Theorem 4.1 this inequality is removed by taking a zero of P1(z) with
the smallest absolute value in its proof for case (C1). Similarly, the condition that λm = 0,
|q| > 1 and P1(qj ) = 0 for all j  2, required in Corollary 1(iii) of [10], is weakened
correspondingly in Theorem 4.1 for case (C2).
(II) When zero q satisfies (3), Corollary 2 of [10] requires that |λ1| >∑kj=2 j |λj |, which
obviously implies P1(qj ) = 0 for all j = 2, . . . , p. Theorem 4.1 only requires the latter
weaker one in case (C4). Moreover, suppose that the sequence {μn ∈ C: n = 1 + lp, l ∈
N∪{0}} with μ1 = 0 satisfies Rn(s(n−1), q) = 0 for all n = 1+ lp and l ∈ N. It is required
either that μ1+lp = 0 in [9, Theorem 4] or that |μ1+lp| θ∗1+lp(Γ −1(|λ1| −
∑k
j=2 j |λj |))
in [10, Corollary 2] for all l ∈ N, where Γ := max{1,1/|q − 1|, . . . ,1/|qp−1 − 1|} and
θ∗n (m) is defined by
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θ∗1 (m) = |μ1|,
θ∗n (m) = m−1
∑k
j=0
∑
2tn, (lp)∈Atn |at,j |
∏t
p=1 θ∗lp (m), n 2.
Those requirements are weakened in our Theorem 4.1(C4) to the convergence of the series∑
l∈N∪{0} |μ1+lp|z1+lp . The sufficient condition (2.21) for the convergence is an example
which obviously weakens those two requirements. In fact, we have
θ∗n (m) θn(m), ∀n ∈ N, (4.30)
if |μ1| M/(mr); otherwise, we can choose a smaller r1 and a greater M1 in (2.13) to
achieve |μ1|M1/(mr1) so that (4.30) still holds. Therefore, the corresponding results in
[10] are strengthened.
Eq. (4.25) includes (1.5) and (1.6) as its special cases. Hence Theorem 4.1 not only
gives results of analytic solutions for both correspondingly but further answers the open
problem which was raised in [8] and mentioned in the introduction. The auxiliary equation
(1.2) was written wrong in [5] as
ϕ
(
q2z
)= 2ϕ(qz)− ϕ(z) − 1
2
g
(
ϕ(qz)
)+ g(ϕ(z)),
that Corollary 2.1 in [5] actually does not aim to (1.2). So the problem was not answered
there yet. Even if this mistake were corrected, their analytic solution ϕ in the class H1(Δ)
was not guaranteed to be invertible. Thus we cannot construct an analytic solution for
Eq. (1.5) by f (z) := ϕ(qϕ−1(z)) as in Lemma 4.1.
5. Correction of results in [5]
With the choices that
(A1) k = m+ k˜, G(z) = C1,0(z)g(z) and C1,0(0) = 0,
(A2) C1,i (z) = C1,0(z)αi(z), q0 = 1, qi = pi for i = 1, . . . ,m and C1,j (z) = 0 for j > m,
(A3) Ct,j (z) = 0 for t  2, j = 1, . . . ,m and Ct,0(z) = −C1,0(z)c0t+1(z), Ct,j+m(z) =
−C1,0(z)cjt+1(z), qj+m = qj for t  2, j = 1, . . . , k˜,
Eq. (1.1) can be rewritten as the form (1.7) as considered in [5]. The functions P(R) in
(2.1) and (2.2) in [5] respectively are written wrong. From the proof of Theorem 2.1 in [5],
P(R) = L−1RM1(R), where L = 1/(1 −∑mi=1 ‖αi(z)‖H1(Δ)), M1(R) = 1 − LRM(R)
and M(R) =∑k˜j=1∑∞t=3 γ jt Rt−3. Hence, (2.1) in [5] should be
P(R) =
(
1 −
m∑
i=1
∥∥αi(z)∥∥H1(Δ)
)
R −
k˜∑
j=1
∞∑
t=3
γ
j
t R
t−1.
Similarly, (2.2) in [5] should be
P(R) =
(
1 −
m∑∥∥Ai(z)∥∥H1(Δ)
)
R −
k˜∑ ∞∑
Γ
j
t R
t−1.
i=1 j=1 t=3
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lary 2.1 is equivalent to the condition that
∑m
j=1 |αj (0)| < 1 in [5, Theorem 2.1]. We
discuss local analytic solutions and restrict our discussion in a neighborhood of the ori-
gin but Petropoulou and Siafarikas [5] discussed in the disk |z| < 1. So they needed more
conditions as in (PS1)–(PS3) and (PS1′)–(PS3′).
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