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ABSTRACT
This paper presents one solution of the Traveling Salesman Problem (TSP) based upon genetic
algorithms (GA), using the classic crossover,  but avoiding the feasibility problem in offspring
individuals, allowing the natural evolution of the GA without introduction of heuristics in the genetics
crossover operator.
The genetic model here presented, that we call the List Model (LM) is based on the encoding and
decoding the genotype in the way to always generate a phenotype that has a valid structure, over
which will be applied the fitness, represented by the total distance.
The main purpose of this work was to develop the basis for a new genetic model to be used in the
reload of nuclear core of pressurized water reactors (PWR). In a generic view, this problem can be
interpreted as a search of the optimal combination of N different fuel elements in N nuclear core
“holes”, where each combination, or load pattern, determines the neutron flux shape and its associate
peak factor. The goal is to find out the load pattern that minimizes the peak factor and consequently
maximize the useful life of the nuclear fuel. The GA with the List Model was applied to the Angra-1
PWR reload problem and the results are remarkably better than the ones used in the last fuel cycle.
I. INTRODUCTION
Many combinatorial problems can be modeled like
the Traveling Salesman Problem (TSP), and as
consequence, this fact motivate several areas of the
knowledge in looking for possible ways to solve this
problem.
The TSP is a NP-hard combinatorial problem, and
presently several techniques of artificial intelligence (AI)
techniques, such as heuristic local search [1], neural
networks (NN) [2], simulated annealing [3] and genetic
algorithms (GA) ([4],[5],[6],[7]), have been applied to its
solution.
The main interest of our research is to propose one
new method based in GA to be applied to the solution of
the reload problem of PWR. This problem can be
interpreted as a search of the optimal combination of N
different fuel elements in N nuclear core “holes”, where
each combination, or load pattern, determines the neutron
f ux shape and the associated peak factor. The goal is to
find out the load pattern that minimize the peak factor, and
cons quently maximize the useful life of the  nuclear fuel.
In this sense, this problem is equal to the TSP,
where each fuel element corresponds to one city and the
or er of the cities to be visited corresponds to the N nuclear
fuel assembly, in other words, the solution to the TSP can
be applied almost directly to the reload problem.
Due to the particularities of our reload application,
we are interested in the TSP optimal solution to problems
up to few hundreds of cities.
Our option to use GA in the TSP solution is
mainly based in the fact that the GA is a blind search
m thod and needs few or none priori knowledge about the
relationship between the variables of the problem.
In the reactor fuel reload case, as in the TSP, it is
possible to calculate one fitness for a specific combination,
but at the contrary of the TSP, there is no priori heuristic
about the effect of one fuel element in relation to the others.
In the TSP, some approach can use the distance between the
cities as a priori knowledge to find the minimum trip
distance, but in the reload case there is no parameter that
could be used to correlate the effect of one element with its
neighbor.
Several published works show solutions to the
TSP, based on GA, but with modification of the crossover
operator, creating a heuristic crossover, as in the Partially
Mapped Crossover (PMX), Order Crossover (OX), Cycle
Crossover (CX) and others methods described in Goldberg
[4] and Oliver [7]. Others methods, such as Random Keys
[5], propose also the decodification of the genotype, instead
of the modification of the crossover, and this will be used
for comparison of the model hereby proposed, called List
Model [8].
In the section II the method is described. Tests of
performance through benchmarks, as well as comparisons
with other methods are presented in section III, and finally,
the reload example for Angra-I PWR is presented in section
IV.
II. THE LIST MODEL DESCRIPTION
As already mentioned, the proposed method is
based on the genotype decodification, that carry itself
intrinsic characteristics of the individual, in one phenotype
that predicts the individual survival capacity, through its
fitness value. The genotypes here proposed are formed by
genes that may assume any real value.
The Genotype-Phenotype Decodification Model. Let
Cb={C1,C2,...,Ci,...,Cn} be the base list of the cities, and
G={R1,R2,...,Ri,...,Rn} the assembly of genes, that form the
individual genotype, where Ri is a real number.
To decodify the genotype G in one valid tour of
cities, we have the following process:
(i)  Round the real values of each gene of G to an
integer, generating the integer vector
I={I1,I2,...,Ii,...,In}
(ii)  Each Ii value remit to a position  in the Cb
vector. This Ii th element must be poped from
the Cb list and pushed  into the decodified list
L={L1,L2,...,Li,...,Ln} until Cb gets empty.
For instance if Cb given by {A,B,C,D,E} assumes
a given genotype G={3.28, 4.49, 2.80, 1.81, 1.09}, the
vector I, correspondent to G is I={3,4,3,2,1}, and the
decodification occurs based on the following steps:
1.  I1=3 => L1=C => Cb(1)={A,B,D,E};
2.  I2=4 => L2=E => Cb(2)={A,B,D};
3.  I3=3 => L3=D => Cb(3)={A,B};
4.  I4=2 => L4=B => Cb(4)={A};
5.  I5=1 => L5=A => Cb(5)={};
As the result of the decodification, the tour:
C=>E=>D=>B=>A is found, whose fitness (f) will be the
sum of distances (dij) of neighbors cities (i and j):
f = dCE + dED + dDB + dBA + dAC                                        (1)
Care must be taken so that each gene varies
between 1 and (N+1-i) where N is the number of cities and
i is the number of the gene. This procedure eliminates the
possibility of some element of I vector to be greater than
the number of elements of Cb, for each step of the
decodification.
III.  TESTS WITH BENCHMARKS AND SOME
COMPARISONS WITH OTHER METHODS
To test and validate the proposed method two
traveling salesman problem benchmarks: Oliver 30 got
from Oliver [7] and Ulysses 22 got from TSPLIB [9] were
used:
For comparisons purpose, results obtained by the
methods Order Crossover (OX) and Random Keys (RK)
were used. The OX results were obtained from the
reference [7] while the Random Key method results were
obtained by the implementation of this model, based on
reference [5], using the GENESIS [10] as a base code, that
is the same base code used in the proposed method.
Re ults For The Benchmark Oliver-30. Oliver 30 is a 30
ci ies benchmark, for witch the minimum distance to the
TSP i  423.74. Table 1 shows the results obtained for the
b nchmark Oliver-30, including results for the OX, RK and
the proposed LM.
The genetic parameters used for the LM and RK
were: population size=500 crossover rate = 80%, mutation
rate=1%., and elitism option. For the OX, they were:
population size = 500, mutation rate = 15%.
Figure 1 shows the graph of the convergence for
the LM as well as the RK for Oliver 30.
As it can be observed, the convergence of the LM
was faster than the RK. Beside this, the RK is intrinsically
more slow than the LM, once the RK needs to sort the N
real values, where N is the number of cities.
The computational costs, measured in a RISC IBM
Power-PC, were 3.1 generations per second for the RK and
5.5 generations per second for the LM.
TABLE 1.  Results for the benchmark Oliver 30.
Minimum Obtained Value
Generations OX RK LM
50 * 752.8 579.5
100 * 606.5 459.9
150 * 557.2 443.3
200 * 495.2 438.3
250 * 473.6 424.4
300 * 452.2 424.4
350 * 435.2 423.74
400 425 423.74 423.74
* No result was available
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Figure 1. RK and LM convergence for Oliver 30.
Results For The Benchmark Ulysses-22. Ulysses-22 is a
22 cities benchmark, for witch the minimum distance to the
TSP is 74.8. Table 2 shows the results obtained for the
benchmark Ulysses-22, including results for the RK and the
proposed LM. Because the results for the OX was not
available in reference [7], it is not used for comparisons.
The genetic parameters used were: population
size=500 crossover rate = 60%, mutation rate=0.01%. and
elitism option.
TABLE 2 - Results for the benchmark Ulysses 22
Minimum Obtained Value
Generations OX RK LM
50 * 87.3 84.8
100 * 77.0 76.8
150 * 74.8 76.8
200 * 74.8 76.8
300 * 74.8 76.8
400 * 74.8 76.8
* No result was available
Figure 2 shows the graph of the convergence for
the LM as well as the RK for Ulysses 22.
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Figure 2. RK and LM convergence for Ulysses 22.
Note that the convergence for the LM is faster, but
on the other hand, it could not find the optimum result (it
got 2.7% of error). This fact can be faced as a normal
situation due to the artificial intelligence purpose that is to
approximate the optimum quickly. It does not have the
compromise of finding the exact value.
In this case, the RK value could find the optimum
value, but it is not a compromise for this approach.
The computational costs for the two methods,
measured in a RISC IBM Power -PC were 4.5 generations
per second for the RK, and 10.0 generations per second for
the LM.
IV. THE NUCLEAR CORE RELOAD EXAMPLE
The optimization of the nuclear core reload is a
hard combinatorial problem, that has been for decades
solved by trials and errors, using the expert knowledge.
In the last years, many works have been published,
proposing sophisticated techniques for optimization and
automation of the nuclear core reload. Some of them
propose the GA as the optimization technique ([5],[6],[7]).
In this sense, the LM was applied in the case of Angra-1,
and the results were better then the results obtained by the
KWU for the second cycle.
In the Angra-1 reload process, 1/3 of the fuel
elements are substituted by new ones, placed in the
periphery, while the others 2/3 are placed in order to get the
minimum radial peak factor (FNxy), that must be less than
1.435.
Table 3 shows the results obtained using the List
Model implemented based on the GENESIS code to search
for the best combinations of the old fuel elements,
submitted to the restrictions comment in [11], interfaced
with the ANC [12] code for reactor physics calculation.
Figure 3 shows the GA convergence.
TABLE 3 - The GA convergence in the reload example.
Generation
Number
Constraint KWU
optimum
Minimum Fxy
using GA/LM
20 1.435 1.344 1.327
50 1.435 1.344 1.317
80 1.435 1.344 1.311
100 1.435 1.344 1.304
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Figure 3 - The GA/LM convergence for the core reload
example.
The results were obtained by using the following
genetic parameters: population size=100, crossover rate =
60%, mutation rate = 0.1% and elitism option.
It can be noted that with few generations the
LM/GA could get better results than the KWU optimized
configuration. In the optimization of complex problems
where the search space is non-linear, multi-modal, not
continuous, and principally when there is a poor prior
knowledge about the problem domain, it is common
practice to stop the search when a good result is found.
This work proposes a methodology to search for
the best global point, in other words, this method
approximate the best combination, and not only find a good
combination that can be a local optimum.
V. CONCLUSIONS
The List Model seems to be a good solution to
avoid the heuristic crossover proposed in other works. The
low computational cost also encourage its application.
The results got in the benchmark tests were very
satisfactory, in terms of precision and computational cost,
and the good result of the application of the method to a
real core reload problem came to emphasize the necessity
of global optimization, that can be well handled by the
genetic algorithms.
Certainly, in many kinds of problems, to find only
a local optimum instead of a near-to-the-best solution can
be a lost of money, like in the reload problem: the best
configuration can save some extra time in the reactor
operation (increase the nuclear fuel burn-up cycle), that
represent a gain of money in the reactor operation.
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