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ABSTRACT
The northern Bay of Bengal is characterized by freshwater supply from the Ganges and Brahmaputra Rivers.
The resulting shallow haline stratification and thick barrier layer lead to temperature inversions in fall and
winter, that is, cool surface water overlaying warm subsurface water. This study examines sea surface temper-
ature (SST) variability off Bangladesh and shows that temperature inversions play an essential role in generating
seasonal and interannual SST variability there. Two satellite SST datasets reveal that the magnitude of SST
variability has a local peak near the coast of Bangladesh on seasonal and interannual time scales. Output from
a high-resolution ocean general circulation model, which is validated by satellite SST and Argo float observa-
tions, is used to calculate the mixed layer heat budget. Results show that inverted temperature profiles lead to
SST warming on the seasonal time scale via heat exchange at the bottom of the mixed layer, which balances
climatological atmospheric cooling in fall andwinter. On interannual time scales, surface heat flux tends to damp
SST variability, whereas heat exchange at the base of the mixed layer contributes to the growth of SST
anomalies. SST off Bangladesh tends to be anomalously high in the year after anElNiño event and in the year of
negative Indian Ocean dipole and La Niña events. The atmospheric circulations related to these climate modes
force anomalous Ekman pumping, which advects more subsurface warm water to the surface in fall and winter,
resulting in anomalous mixed layer warming. The deepening of the mixed layer entrains more subsurface warm
water, which also contributes to anomalous warming.
1. Introduction
The northern Bay of Bengal is characterized by distinct
surface stratification caused by freshwater supply from the
Ganges and Brahmaputra Rivers. Surface water is fresh-
ened from summer to fall by river runoff associated with
heavy precipitation during the summertime Indian mon-
soon, resulting in sharp haline stratification and a thin
mixed layer along the coast (Howden and Murtugudde
2001; Rao and Sivakumar 2003; Akhil et al. 2014). Surface
circulation further advects low-salinity water southward
along the western boundary of the bay in fall and winter
(Han and McCreary 2001; Han et al. 2001; Akhil et al.
2014). In early spring, currents carry surface freshwater
southward along the eastern boundary and also to the in-
terior of thebay (Han andMcCreary 2001;Vinayachandran
et al. 2002; Thadathil et al. 2007). Meanwhile, zonal wind
along the equatorial Indian Ocean is westerly in the
transition seasons between the Indian and Australian
monsoons, which deepens the equatorial thermocline.
The deepened thermocline propagates eastward along
the equator and then northward along the periphery of
the bay (McCreary et al. 1993; Han and Webster 2002).
The thin mixed layer and deep thermocline lead to
a thick barrier layer (Sprintall and Tomczak 1992; Rao
and Sivakumar 2003; Thadathil et al. 2007). An inverted
vertical profile of temperature is another distinct feature
Corresponding author address: Motoki Nagura, Japan Agency for
Marine-Earth Science and Technology, Research Institute for Global
Change, 2-15Natsushima-cho, Yokosuka, Kanagawa 237-0061, Japan.
E-mail: nagura@jamstec.go.jp
1 MAY 2015 NAGURA ET AL . 3671
DOI: 10.1175/JCLI-D-14-00553.1
! 2015 American Meteorological Society
of this region. The atmosphere cools the ocean in winter,
and surface temperature decreases, but low-salinity water
near the surface prevents vertical mixing from reaching
deep levels. As a result, subsurface water remains
warm, resulting in temperature inversions (Shetye et al.
1996; Girishkumar et al. 2013), which arewidely observed
in the bay from fall to winter (Thadathil et al. 2002).
Temperature inversions can have a significant impact
on the heat budget of the surface mixed layer, because
the mixed layer can be warmed by vertical heat advec-
tion, entrainment, or vertical diffusion at its base (Han
et al. 2001; de Boyer Montégut et al. 2007; Wang et al.
2012; Girishkumar et al. 2013; Akhil et al. 2014). On the
other hand, some studies based on numerical experi-
ments (Howden and Murtugudde 2001; de Boyer
Montégut et al. 2007) and observations (Shenoi et al.
2002, 2005) claimed that the mixed layer heat budget in
the Bay of Bengal was mostly dominated by surface heat
flux forcing. This resultmay partly be due to the averaging
over the entire bay adopted by Howden andMurtugudde
(2001), de Boyer Montégut et al. (2007), and Shenoi et al.
(2002, 2005), which blurred the effects of temperature
inversions tightly trapped near the coast. Shenoi et al.
(2002, 2005) also examined the heat budget as the average
over the upper 50m, which possibly eliminated features
related to shallow surface stratification. Han et al. (2001)
found that model SST was warmed by about 18C if they
included river runoff in their 4.5-layermodel. The effect of
haline stratification can be misrepresented in their model
because of the low vertical resolution. Rao et al. (2002)
suggested that the thick barrier layer prohibited ther-
mocline movement from affecting SST variability
along the coast of the bay, but they did not specify what
process controlled SST variability. Wang et al. (2012)
and Girishkumar et al. (2013) found nonnegligible in-
fluence of temperature inversions on SST. The former was
based on numerical experiments with an ocean general
circulation model (OGCM) and focused on short-term
variability related to the passages of two cyclones; the
latter used 11-month records from a moored buoy de-
ployed at the interior of the bay. Neither could examine
climatological seasonal cycle nor interannual variability.
The purpose of this study is to examine seasonal and
interannual SST variability and the associatedmixed layer
heat budget off Bangladesh, where the amount of river
runoff is largest and the barrier layer is thickest (Thadathil
et al. 2007). The mean SST off Bangladesh is higher than
288C except in winter (Rao et al. 1989), which is high
enough to maintain active generation of organized con-
vections (Gadgil et al. 1984). SST variability in this region
can have a significant impact on atmospheric circulation.
Furthermore, the northernBay of Bengal is surrounded by
densely populated areas, and environmental fluctuations
can have important impacts on society. For example,
earlier studies demonstrated that SST off Bangladesh
was associated with cholera incidence in Dhaka, the
capital and largest city in Bangladesh (Lobitz et al. 2000;
Constatin deMagney et al. 2008; Hashizume et al. 2011).
The rest of this paper is organized as follows. Section 2
describes satellite SST datasets and an OGCM that we
adopt. The OGCM is integrated with high horizontal
and vertical grid intervals, which can be beneficial for
the simulation of variability in coastal areas. We de-
scribe SST variability in the Bay of Bengal using the data
and model output in section 3. Section 4 presents the
mixed layer heat budget, and section 5 discusses the
relationship with large-scale climate modes. The last
section summarizes the main results.
2. Data and model
a. Data
We use two SST datasets. The first one is the monthly
averaged National Oceanic and Atmospheric Adminis-
tration (NOAA) optimally interpolated (OI) SST dataset
(Reynolds and Smith 1994; Reynolds et al. 2002). This
dataset is constructed from infrared SST data obtained
from the Advanced Very High Resolution Radiometer
(AVHRR) and in situ (moored buoy, ship, and drifter)
observations. Data are optimally interpolated onto a
18 3 18 grid for the period from November 1981 to the
present. The AVHRR cannot retrieve SSTs in cloud-
covered regions. The retrieval algorithms are statistically
tuned by regression against in situ observations. The sec-
ond SST dataset is the monthly averages of the Tropical
Rainfall Measuring Mission (TRMM) Microwave Imager
(TMI) SST (Gentemann et al. 2004), which is higher in
spatial resolution (0.258 3 0.258) than NOAAOI SST but
shorter in the available period (fromDecember 1997 to the
present). TMI SST is based on measurements by a passive
microwave radiometer, which has cloud-penetrating ca-
pabilities. It is retrieved using a physically based algorithm,
that is, a radiative transfer model.
A monthly temperature and salinity dataset based on
Argo float observations (Roemmich and Gilson 2009) is
used to validate OGCM results. After an initial quality
check, float observations are linearly interpolated in
the vertical direction and horizontally mapped onto a
18 3 18 grid using a least squares fit and an objective
analysis based on statistics derived from sample correla-
tion estimates. The period for the griddedArgo dataset is
from January 2004 to October 2013.
Monthly averages of the National Centers for Envi-
ronmental Prediction–National Center for Atmospheric
Research (NCEP–NCAR) reanalysis data (Kalnay et al.
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1996) are used to examine atmospheric variability. The
NCEP–NCAR reanalysis data are on a 2.58 3 2.58 grid
and available from January 1948 to the present. We also
use monthly precipitation from the Global Precipitation
Climatology Project (GPCP) dataset (Huffman et al.
1997), which is on a 2.58 3 2.58 grid and available from
January 1979 to June 2011. The GPCP dataset is a com-
bination of gauge observations with satellite estimates.
b. Model
The OGCM we use is the OGCM for the Earth Simu-
lator (OFES) developed at the JapanAgency forMarine-
Earth Science and Technology (JAMSTEC; Masumoto
et al. 2004; Sasaki et al. 2006, 2008). TheOFES is based on
theModular OceanModel version 3 (MOM3), developed
at the NOAA/Geophysical Fluid Dynamics Laboratory
(Pacanowski and Griffies 1999). The model domain is
from 758S to 758N, with a horizontal grid spacing of 0.18
and 54 vertical levels. The vertical resolution is 5m near
the surface, and the upper 50m of the model includes
eight levels. The partial cell method (Pacanowski and
Gnanadesikan 1998) is adopted to represent the topogra-
phy realistically. The K-profile parameterization scheme
(KPP scheme; Large et al. 1994) and a biharmonic operator
are used for the calculation of vertical and horizontal dif-
fusivity, respectively.
OFES is spun up using daily averages of the NCEP
reanalysis data for the period from 1950 onward. Mo-
mentum flux and shortwave radiation obtained from the
reanalysis are directly used to drive the model. Latent
and sensible heat fluxes and longwave radiation are
calculated frommodel SST and the reanalysis data using
a standard bulk formula proposed byRosati andMiyakoda
(1988). Surface wind speed, relative humidity, and air
temperature at sigma level 0.995 from the reanalysis are
used in the heat flux calculation. The freshwater and salt
flux are calculated as P 2 E and (E2P)3 SSS, re-
spectively, where P is precipitation obtained from the
reanalysis, E is evaporation calculated from a bulk for-
mula, and SSS is model sea surface salinity. The total
seawater volume in themodel is kept the same during the
integration. According to Janowiak et al. (1998), re-
analysis precipitation agrees well with the GPCP data in
the northern Bay of Bengal.
In addition, the model sea surface salinity is restored
to the monthly surface salinity climatology of theWorld
Ocean Atlas 1998 (Boyer et al. 1998a,b,c) with the re-
storing time scale of 6 days. This restoration aims to
represent climatological freshwater supply from river
runoff. In the next subsection, we show that the model is
able to reproduce a realistic barrier layer and a temper-
ature inversion in the Bay of Bengal. In this study, we
analyze fields output at 3-day intervals. The analysis
period is from 1982 to 2012 for the consistency with
NOAA OI SST.
c. Model validation
OFES is able to simulate surface zonal jets (Masumoto
et al. 2004; Nagura and McPhaden 2014) and intra-
seasonal wave activity (Nagura et al. 2014) in the equa-
torial IndianOcean (figure not shown).Herewe compare
surface stratification in the model with observations. We
define the isothermal layer depth as the depth where
temperature is lower than SST by dT 5 1.08C, where T
denotes potential temperature. We follow Shetye et al.
(1996), Rao and Sivakumar (2003), and Thadathil et al.
(2007) in using 1.08C as dT. The mixed layer depth is
defined as the depthwhere potential density, ru 5 ru(T, S),
is larger than the surface by dru 5 (›ru/›T)dT, where S
denotes salinity. The term ›ru/›T is calculated for SST
and sea surface salinity. The barrier layer thickness is
defined as the difference between the isothermal layer
depth and mixed layer depth.
The barrier layer in OFES is thin in April–May and
thickened in June–October in the northern periphery of
the Bay of Bengal (Fig. 1), as is shown by Thadathil et al.
(2007), who based their analysis on in situ observations.
The thick barrier layer in the northern bay is transported
southwestward by coastal currents in fall and winter
(Han and McCreary 2001; Thadathil et al. 2007). The
thick barrier layer in OFES also expands southwestward
from the northern apex of the bay, although the timing
of the expansion is earlier compared to the results from
past studies. The model barrier layer is thickened in the
interior of the bay in January–March, which compares
well with observations (Thadathil et al. 2007). These
results indicate that OFES reproduces the overall pat-
tern of the observed barrier layer thickness, although
river runoff is included in a crude manner (i.e., surface
salinity restoration).
Argo observations show a thin barrier layer in May
and a thick barrier layer in November in the northern
bay (Fig. 2). Observed temperature monotonically de-
creases to the 100-m depth inMay, whereas a temperature
inversion is observed in November in the upper 30m.
Observed salinity is lower near the surface than at sub-
surface in both May and November. Model results com-
pare well with observations, in particular the thick barrier
layer and the temperature inversion in November, al-
though the simulated mixed layer is too thick then. The
discrepancy may be attributable to the coarseness of
vertical grids of themodel or an imperfectness of theKPP
mixing scheme. Zaron andMoum (2009) pointed out that
the KPP scheme tended to overpredict the surface mixed
layer thickness and thermal diffusivity below the surface
compared to microstructure turbulence observations. In
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FIG. 1. Monthly climatological barrier layer thickness in OFES. Black and white contours show 40 and 60m, respectively. Climatologies
are defined for the period from August 2002 to September 2006 in consistency with Thadathil et al. (2007).
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spite of the discrepancy in the mixed layer thickness, the
model barrier layer thickness is very close to that of
observations (;70m).
SST simulated by OFES sometimes shows an un-
realistic trend, which is possibly attributable to the forc-
ing fields from the NCEP reanalysis. We here focus on
variability averaged over a box off Bangladesh (208–238N,
888–928E; defined in Fig. 3), which is the analysis region
of this study. SST anomalies are calculated by subtracting
monthly climatology, and a 3-month triangle filter is ap-
plied twice. These anomalies include interannual or
longer-period variability and possibly a trend. Owing to
the existence of periodical variability, the time series has
a serial correlation, which may cause a spurious estimate
of trends (Fomby and Vogelsang 2002). To avoid this
error, we use the trend-detection method proposed by
Fomby and Vogelsang (2002). Then, anomalies are
detrended using the detected trend, and the standard
deviation of detrended anomalies is used as a metric for
the amplitude of interannual variability. The results
show that the warming trend of the box-averaged model
SST is 0.278C (10 yr)21, which is significant at the 90%
confidence level and comparable in magnitude to in-
terannual variability (Table 1). NOAAOI SST does not
show any significant trend. In the forcing fields of the
model, we found that NCEP wind speed and shortwave
radiation averaged over the same box had decreasing
and increasing trends, respectively, both of which lead to
an increase of surface heat flux and possibly cause the
warming trend of model SST. In the following sections,
we detrend model SST before the analysis. We do not
detrend the NCEP reanalysis data, because the trends in
the NCEP data are small in magnitude compared to
interannual variability. The results shown below hardly
FIG. 2. The vertical profiles of climatological temperature (solid line), salinity (dashed line), and potential density
(dotted line) at 208N, 908E for (a),(b) Argo float observations and (c),(d) OFES results in (top) May and (bottom)
November. Solid and dashed horizontal lines illustrate the mixed layer depth and isothermal layer depth, re-
spectively, defined by dT 5 1.08C. Climatologies are calculated for the period of Argo float observations (January
2004–December 2012).
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change if we detrend NCEP forcing time series before
the analysis.
3. SST variability
The amplitude of seasonal variability in observed SST
is largest in the northern bay and decreases toward the
south (Figs. 3a,c). Themaximum amplitude is about 68C.
Seasonal SST variability is larger in the western part of
the bay than in the east. OGCM results compare well
with observations in magnitude and spatial pattern
(Fig. 3e). Positive spatial correlations of 0.92 between
NOAA OI SST and OFES SST and 0.95 between TMI
SST and OFES SST support the visually apparent large-
scale agreement. On interannual time scales, the am-
plitude of observed SST variability is large along the
northern and eastern boundaries (Figs. 3b,d). The
magnitude of simulated SST anomalies shows a local
maximum in the far northern Bay of Bengal as is ob-
served, but lacks local peaks along the eastern boundary
and is overestimated in the southwestern part of the bay
(Fig. 3f). Also, model SST anomalies show a dubious
FIG. 3. (a),(c),(e) The difference of climatological SST between January and July (July minus January) and (b),(d),(f) the standard
deviations of interannual SST anomalies. The left, middle, and right panels are for NOAAOI SST, TMI SST, and OFES, respectively. A
3-month triangle filter was applied twice to smooth anomalies. Black dashed line illustrates the off-Bangladesh box (208–238N, 888–928E).
The period of climatology is from 1982 to 2012 for NOAA OI SST and OFES and from 2004 to 2012 for TMI SST.
TABLE 1. Linear trends and the ratio of 10-yr increment of the trend to the amplitude of interannual variability for anomalies averaged
over the off-Bangladesh box (208–238N, 888–928E). Results shown in boldface are significant at the 90% confidence level. Anomalies are
defined as the deviation from monthly climatology and smoothed by applying a 3-month triangle filter twice. The trends and their
significance are estimated using statistics labeled ~b2 and t2PST (Fomby and Vogelsang 2002). The standard deviation of detrended




OFES SST 0.278C (10 yr)21 0.88
NOAA OI SST 20.068C (10 yr)21 0.18
NCEP surface wind speed 20.22m s21 (10 yr)21 0.50
NCEP downward shortwave radiation 2.28Wm22 (10 yr)21 0.33
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local maximum of amplitude in the interior of the bay
along about 908E. We conducted a brief analysis of the
mixed layer heat budget, the results of which showed the
contribution of horizontal heat advection to the gener-
ation of SST anomalies along 908E. This suggests that
the model forcing generates unrealistic horizontal ad-
vection in this region. Here we focus on variability in the
region off Bangladesh (defined by black dashed boxes in
Fig. 3), where the agreement between observations and
the model is relatively good, and seasonal and interannual
SST variability shows a local maximum of amplitude.
Climatologies of the observed SST averaged over the
box are highest in June and lowest in February (Fig. 4a).
The climatological SST from OFES agrees well with
observations in terms of seasonal cycle, butmodel SST is
systematically lower than observations by a few degrees.
SST from OFES is defined at 2.5-m depth, whereas
satellite measurements are representative of skin tem-
perature at depths of approximately O(10) mm (Castro
et al. 2010), which can be a possible cause of the dis-
crepancy. Also, there can be an error in the reanalysis
surface atmospheric data used to force the model (e.g.,
Wang and McPhaden 2001). The satellite SST datasets
possibly include errors owing to the paucity of in situ
observations used for calibration (Emery et al. 2001).
The standard deviation of the box-averaged in-
terannual SST anomalies peaks in February for NOAA
OI SST and in January for TMI SST (Fig. 4b; see ap-
pendixA for the calculationmethod). This indicates that
SST displays the most interannual variability in winter.
The standard deviation of the model SST anomalies is
smaller than that of the observed SST anomalies except
in May and June in comparison with TMI SST. Never-
theless, simulated SST agrees well with observations in
terms of the seasonality of interannual variations. The
time series of the box-averaged SST anomalies is highly
correlated between the two satellite observations and
the model, which tend to be positive in 1987/88, 1998/99,
2005/06, and 2010 and negative in 1984/85, 1989, and
1999/2000. The correlation coefficient between box-
averaged NOAA OI SST and TMI SST anomalies ex-
ceeds the 99% confidence limit (r 5 0.66), indicating
that the two different datasets show consistent vari-
ability. Here, degrees of freedom for the correlation
coefficient are calculated based on the integral time
scale (Davis 1976). The correlation coefficients between
FIG. 4. (a) Monthly SST climatologies, (b) the standard deviations of interannual SST anomalies, and (c) the time
series of interannual SST anomalies averaged over the off-Bangladesh box (208–238N, 888–928E). Black, red, and blue
lines are for NOAAOI SST, TMI SST, andOFES. A 3-month triangle filter was applied twice to smooth interannual
anomalies. The period of climatology is from 1982 to 2012 for NOAAOI SST and OFES and from 2004 to 2012 for
TMI SST. The increasing trend in OFES SST anomalies has been removed.
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observed and simulated SST anomalies exceed the 99%
confidence limit as well (r 5 0.41 between NOAA OI
SST and OFES; r5 0.74 between TMI SST and OFES),
showing that the model simulation is successful, al-
though model results sometimes show an apparent dis-
crepancy from observations (e.g., in 1994/95).
We calculate a typical SST evolution using a seasonally
stratified regression analysis (see appendix A). The box-
averaged SST anomalies in eachmonth are regressed onto
its December–February (DJF) mean, after normalizing
the DJF mean by its standard deviation. We refer to the
period leading theDJF as year 0 and that following as year
1. Results show that an SST anomaly off Bangladesh
typically grows in summer and fall of year 0, peaks in late
winter of year 1, and decays afterward (Fig. 5). As this
analysis is based on linear regression, the same seasonal
evolution occurs with anomalies of the opposite signwhen
the box-averaged SST anomalies reach a negative peak at
the end of year 0. The typical magnitude of the regressed
SST anomalies is about 0.48C. The regressed OGCM SST
anomalies compare well with observations in terms of
seasonal evolution and amplitude. These results show that
OFES can reproduce the time scale, or the ‘‘memory,’’ of
interannual SST variability off Bangladesh.
4. Mixed layer heat budget
In this section, we examine the mixed layer heat
budget in the off-Bangladesh box using OFES output.
We first describe the method and then present results.
a. Method
The mixed layer heat budget is expressed as (see
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where t denotes time and the overbar denotes the av-
erage from the sea surface to the bottom of the mixed
layer. The subscript b denotes the value at the bottom of
the mixed layer. The variable h is mixed layer depth,
which is defined in section 2c, and r0 and cp are the mean
density and specific heat of seawater (1035kgm23 and
3939JK21kg21, respectively). The variableQ is ‘‘effective’’
heat flux, which is calculated as Q5Qsurf 2Qpen, where
Qsurf is heat flux at the sea surface and Qpen is the heat
loss by shortwave radiation that penetrates through the
mixed layer bottom. The vector uH 5 (u, y) is a hori-
zontal velocity vector, where u and y are zonal and me-
ridional velocity, respectively. The term $H 5 (›x, ›y) is
the horizontal gradient operator, where x and y denote
the zonal and meridional coordinates, respectively. The
term DT5T2Tb is the difference between tempera-
ture averaged over themixed layer and that at the bottom
of the mixed layer. The variablew is vertical velocity.We
refer to the first, second, and third terms on the right-hand
side (rhs) of Eq. (1) as the surface heat flux term, the
horizontal advection term, and the vertical process term,
respectively. The vertical process term consists of the
three terms. The first term, 2(DT/h)›th, represents the
effect of entrainment/detrainment into/out of the sur-
face mixed layer. The second, 2(DT/h)uHb ! $Hh, rep-
resents horizontal advection across the bottom of the
mixed layer, which is effective when the bottom of the
mixed layer varies spatially. The third, 2(DT/h)wb,
represents vertical advection across the bottom of the
mixed layer.
The last term in Eq. (1), (Diff), denotes the diffusion
term.We estimate this term in twoways. First, we estimate
it indirectly as the residual of the budget. Model output is
provided as snapshots taken at every 3 days, which causes
sampling errors. The calculation of the diffusion term as
the residual may be affected by those errors. Note that we
confirmed that errors other than the sampling error are
negligible (see appendix B). Second, we calculate the

















where z is the vertical coordinate, KT denotes the ver-
tical diffusion coefficient, and Dh(T) denotes the hori-
zontal diffusion term at each level. The variable KT is
FIG. 5. SST anomalies averaged over the off-Bangladesh box
(208–238N, 888–928E) and regressed onto its normalized DJF mean
for NOAA OI SST (black), TMI SST (red), and OFES (blue). A
3-month triangle filter was applied twice. Solid lines show the re-
gression coefficients that exceed the 95% confidence limit. The
period of climatology is from 1982 to 2012 for NOAAOI SST and
OFES and from 2004 to 2012 for TMI SST.
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calculated using the KPP scheme, ›T/›z is calculated
using temperature output, andDh(T) is calculated using
a biharmonic formula and temperature output. The
diffusion term is calculated using temperature at several
adjacent time steps in themodel integration, whereas we
calculate Eq. (2) using temperature output at a single
time step for simplicity, which may cause errors. We
compare results of the two estimates in the next section.
b. Results
The climatological mixed layer temperature averaged
over the off-Bangladesh box rises in February–June and
decreases in the rest of year (Fig. 6a). This seasonal
variability is mainly due to surface heat flux (Fig. 6b).
The mixed layer is thin (h , 20m) because of surface
freshening (Fig. 7a) and therefore is sensitive to surface
heat flux. The thin mixed layer allows excess solar
radiation to penetrate across the bottom (Sengupta et al.
2002). The heat loss due to this effect is about 30–
50Wm22 in the off-Bangladesh box. The surface heat
flux term shows a cooling tendency in July–February,
which is counteracted by warming of the horizontal
advection and vertical process terms. Climatological
temperature shows a clear inversion from August to
February near the bottom of the mixed layer (Fig. 7b).
The mixed layer is deepened fromOctober to February,
when subsurface warm water is entrained to the surface,
resulting in warming of the vertical process term
(Fig. 6b). In addition, climatological upwelling in the
off-Bangladesh box brings warm subsurface water to the
surface. Horizontally, wintertime SST shows a minimum
along the coast of Bangladesh, and horizontal advection
leads to warm water outside of the box flowing into the
box, which also results in warming. The indirectly esti-
mated diffusion term is systematically lower than the ex-
plicitly calculated diffusion term, but both show a
warming tendency from November to February (Fig. 6c),
indicating that warm subsurface water is diffused to the
surface. This result is consistent with de Boyer Montégut
et al. (2007), who conducted an online calculation of the
mixed layer heat budget and showed warming due to
vertical diffusion in the northern Bay of Bengal.
The SST anomaly off Bangladesh tends to grow in
year 0, reaches a peak in January of year 1, and decays in
year 1 (Fig. 5). To obtain the corresponding mixed layer
heat budget, we regress anomalies of the budget terms
FIG. 6. The climatological mixed layer heat budget averaged
over the off-Bangladesh box (208–238N, 888–928E). (a) The tem-
perature tendency term; (b) the surface heat flux term (solid line),
the horizontal advection term (dotted line), and the vertical pro-
cess term (dashed line); and (c) the diffusion term indirectly esti-
mated as the residual of the budget (solid line) and that calculated
explicitly (dotted line). A 3-month triangle filter is applied twice to
the time series of the heat budget terms.
FIG. 7. The vertical structures of climatological (a) salinity and
(b) temperature in OFES at the center of the off-Bangladesh box
(21.58N, 908E). The upper and lower solid lines in each panel il-
lustrate the bottom depths of the climatological mixed and iso-
thermal layer, respectively, defined by dT 5 1.08C.
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onto the normalized off-Bangladesh DJF SST anom-
alies (Fig. 8). The results show that the growth of the
SST anomaly in summer and fall of year 0 results from
the horizontal advection and vertical process terms
(Figs. 8a,b). The surface heat flux term is negative in
July–October of year 0 and tends to suppress the SST
growth. Both the two estimates of the diffusion term
show warming anomalies in late summer and fall of
year 0, contributing to the SST growth as well (Fig. 8c).
When off-Bangladesh SST anomalies are of the opposite
sign, anomalies of the budget terms are of the opposite
sign too, contributing to the growth of negative SST
anomalies in a similar manner.
To examine detailed processes, we decompose the
heat budget terms. An anomaly of the surface heat flux















where prime denotes interannual anomaly and square
brackets denote monthly climatology. The first and
second terms on the rhs are shown in Fig. 9a. We have
neglected the terms related to the product of anomalies,
because those terms are small in magnitude. The first
term is the contribution from a surface heat flux anom-
aly. The effective surface heat flux anomalies (Q0) re-
gressed onto the box-averaged SST anomalies are
negative after June of year 0 (Fig. 9b), and the first term
of Eq. (3) is in phase with Q0 (Fig. 9a, solid line). This
indicates that the atmospheric forcing acts to prevent
the growth of a positive SST anomaly. The effective heat
flux (Q) consists of the surface heat flux (Qsurf) and
shortwave penetration (Qpen). The surface heat flux
Qsurf further consists of shortwave radiation, longwave
radiation, and latent and sensible heat fluxes. Usually,
shortwave radiation and latent heat flux are the main
contributors. Shortwave radiation anomalies regressed
onto DJF box-averaged SST are positive in July–August
of year 0 and indistinguishable from zero afterward
(Fig. 9c, red), which do not account for negative surface
heat flux anomalies. It is latent heat flux anomalies that
are negative at the end of year 0 (Fig. 9c, blue). The
amplitude of SST and surface air temperature anomalies
is 0.48 (Fig. 5) and 0.28C (Fig. 9d, black), respectively, at
the end of year 0. These temperature variations result in
about 4Wm22 decrease of latent heat flux. During the
years of positive SST anomalies off Bangladesh, the
mixed layer is thicker than normal after November of
year 0 (Fig. 9d, red), which results in about 1.5Wm22
reduction of solar penetration (Fig. 9e, black). These
heat flux anomalies (4Wm22 cooling and 1.5Wm22
warming) end up with 2.5Wm22 cooling, which roughly
accounts for the effective surface heat flux anomalies at
the end of year 0.
The second term of Eq. (3) is the contribution from
a mixed layer depth anomaly. This term shows warming
anomalies from September of year 0 to February of year
1 (Fig. 9a, dotted). The thicker than normal mixed layer
(Fig. 9d) and climatological surface cooling in fall and
winter (Fig. 6b) indicate h0/[h]. 0 and [Q]/(r0cp[h]), 0,
respectively, resulting in positive anomalies of the sec-
ond term of Eq. (3). In other words, the anomalously
thick mixed layer increases the heat capacity of the
surface mixed layer and mitigates climatological cool-
ing, which means anomalous warming. As wind speed
anomalies are indistinguishable from zero (Fig. 9e, red),
the anomalously thick mixed layer should be attributed
to factors other than mechanical mixing.
An anomaly of the horizontal advection term (dotted
line in Fig. 8b) is decomposed into the contribution
from a velocity anomaly and that from a temperature
anomaly:
FIG. 8. As in Fig. 6, but for interannual anomalies regressed onto
the normalized DJF mean of OFES SST anomalies averaged over
the off-Bangladesh box (208–238N, 888–928E). A 3-month triangle
filter was applied twice.
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(2uH ! $HT)
0 52uH
0 ! [$HT]2 [uH] ! $HT
0 , (4)
the results of which are shown in Fig. 10a. Both terms
show warming anomalies in June–October of year 0,
though their magnitude is small. Surface wind stress
anomalies regressed onto the off-Bangladesh SST
anomalies show that wind anomalies tend to be north-
easterly in the Bay of Bengal in summer of year 0, which
is stronger in the eastern side of the bay than in the west
(Fig. 11a). The resulting Ekman downwelling anomaly
leads to a clockwise circulation, which transports cli-
matologically warmer water into the box and cooler
water out of the box (Fig. 11b). A climatological
counterclockwise circulation in summer and fall further
advects the mixed layer temperature anomaly and causes
warming (figure not shown). The second term of Eq. (4)
shows a cooling anomaly from December of year 0 to
May of year 1. These cooling anomalies are related to the
wintertime climatological clockwise circulation, which
transports anomalously cooler water into the box and
warmer water out of the box (Fig. 11c).
The vertical process term is the sum of three terms,
that is, the entrainment term, the vertical advection
term, and the term for horizontal advection across the
bottom of the mixed layer [Eq. (1)]. The entrainment
term consists of temperature gradient (DT/h) and the
temporal tendency of mixed layer depth (›th). An
FIG. 9. Anomalies averaged over the off-Bangladesh box (208–238N, 888–928E) regressed onto the normalized DJF
mean of OFES SST anomalies averaged over the same box. (a) Contributions to the surface heat flux term from
surface heat flux anomalies,Q0/(r0cp[h]) (solid line) and frommixed layer depth anomalies,2f[Q]/(r0cp[h])g(h0/[h])
(dotted line). (b) OFES effective surface heat flux anomalies (Q0 5Q0surf 2Q
0
pen). (c) NCEP downward shortwave
radiation anomalies (red), latent heat flux anomalies calculated from OFES SST and NCEP data (blue), and their
sum (black). (d) NCEP surface air temperature anomalies (black) and OFES mixed layer depth anomalies (red).
(e) Penetrated shortwave radiation anomalies (Q0pen, black) and NCEP wind speed anomalies (red). The scales for
mixed layer depth in (d) andwind speed in (e) are shown on the right. A 3-month triangle filter was applied twice. The
regression coefficients that exceed the 90% confidence level are shown by solid lines in (c)–(e).
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anomaly of the entrainment term arises from anomalies
of either DT/h or ›th. To eliminate the influence of
temperature gradient anomalies, we recalculate the en-
trainment term replacing temperaturewith its climatology.
The results show a warming tendency after September of
year 0 (Fig. 10b), when climatological temperature shows
an inversion (Fig. 7b). The anomalous deepening of the
mixed layer (Fig. 9d) entrains more warm water from
subsurface, resulting in anomalous warming of the surface
mixed layer. The effect of temperature gradient anomalies,
which is calculated as the difference between the total
entrainment term anomalies and the one from climato-
logical temperature, is relatively small (Fig. 10b).
An anomaly of the vertical advection term across the


















The contribution from a vertical velocity anomaly, the
first term on the rhs of Eq. (5), shows a warming anomaly
from October of year 0 to April of year 1 (Fig. 10c). The
regressed vertical velocity shows a tendency of upwelling
anomalies from November of year 0 to June of year 1,
although the pattern is quite patchy (figure not shown).
Wind anomalies regressed onto the box-averaged SST
anomalies are southerly from November of year 0 to
March of year 1, the amplitude of which is larger in the
eastern half of the bay than in the west (Fig. 12a). The
resulting Ekman upwelling anomalies bring more warm
water from subsurface to the surface and contribute to
warming. Ekman pumping anomalies are small in mag-
nitude in the northern Bay of Bengal, but the tempera-
ture inversion is clearest in this region (Fig. 12b), which
causes the coastally trapped pattern of interannual SST
variability shown in Fig. 3. The second term of Eq. (5)
shows cooling anomalies from October of year 0 to May
of year 1 (Fig. 10c). Both temperature difference anoma-
lies (DT 0) andmixed layer depth anomalies (h0) contribute
to these cooling anomalies. Anomalies of horizontal
advection across the bottom of the mixed layer,
2[(DT/h)uHb ! $Hh]0, are small in magnitude and thus
neglected.
In summary, the generation mechanisms of SST anom-
alies off Bangladesh are largely affected by the tempera-
ture inversion in fall and winter, which are characterized
by cool water trapped in the surface mixed layer and
warmwater below.We summarize themechanisms for the
FIG. 10. Anomalies averaged over the off-Bangladesh box (208–238N, 888–928E) regressed onto the normalized
DJF mean of OFES SST anomalies averaged over the same box. (a) Contributions to the horizontal advection term
from current anomalies (2uH 0 ! [$HT]; solid line) and temperature anomalies (2[uH] ! $HT 0; dotted line). (b) The
entrainment term anomalies calculated with climatological temperature (solid line) and the difference between the
total entrainment term anomalies and the one calculated from climatological temperature (dotted line). (c) Con-
tributions to the vertical advection term across the bottom of the mixed layer from vertical velocity anomalies
(2[DT/h]w0b; solid line) and temperature gradient anomalies (2(DT/h)
0[wb]; dotted line). A 3-month triangle filter
was applied twice.
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generation of a positive SST anomaly below. When
Ekman upwelling is stronger and/or the surface mixed
layer is deepened more than normal in fall and winter in
the northern bay, more subsurface warm water is
entrained to the surface, resulting in anomalous warm-
ing. The thicker-than-normal mixed layer increases the
heat capacity of the mixed layer, mitigating climato-
logical cooling and acting as anomalous warming as well.
Along with warming due to vertical diffusion at the bot-
tom of the mixed layer, all the processes work to warm
the mixed layer and lead to a positive SST anomaly. The
surface heat flux anomalies are negative, most of which is
accounted for by the enhancement of evaporative cooling
caused by the positive SST anomaly, but oceanicwarming
overcomes the heat loss to the atmosphere. A negative
SST anomaly would be generated via similar processes
FIG. 11. (a) Regressed Ekman pumping velocity anomalies (colors) and surface wind stress anomalies (vectors) averaged over June–
September of year 0. (b) Regressed horizontal velocity anomalies (uH
0
) averaged over June–September of year 0 (vectors) superposed on
climatological mixed layer temperature ([T]) averaged over June–September (colors). (c) Climatological horizontal velocity ([uH]) av-
eraged over January–March (vectors) superposed on regressedmixed layer temperature anomalies (T 0) averaged over January–March of
year 1 (colors). Surface wind stress and Ekman pumping velocity are obtained from OFES output. Anomalies are regressed onto the
normalized DJF mean of OFES SST anomalies averaged over the off-Bangladesh box (208–238N, 888–928E). The results do not change
largely if we use a slightly different averaging period.
FIG. 12. (a) As in Fig. 11a, but for the average over November of year 0 to March of year 1. (b) Climatological
difference between themixed layer temperature and temperature at the bottom of themixed layer ([DT]5 [T2Tb])
averaged over November–March. The results do not change largely if we use a slightly different averaging period.
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but of the opposite polarity. The SST anomalies off
Bangladesh are initiated in summer by horizontal heat
advection.
5. Relationship with climate modes
In this section we seek the relationship between in-
terannual variability in off-Bangladesh SST and climate
modes in the Indo-Pacific regions, that is, El Niño–
Southern Oscillation (ENSO) and the Indian Ocean
dipole (IOD). SST variability related to these climate
modes shifts tropical convection and excites anomalous
atmospheric circulations. Ashok et al. (2001) and Terao
et al. (2013) demonstrated that ENSO and IOD have
significant impacts on precipitation variability in Ban-
gladesh and the northern Bay of Bengal. The associated
variability in surface wind may affect SST off Bangla-
desh via the processes described in the previous section.
On the other hand, these climate modes can be pre-
dicted using coupled ocean–atmosphere general circu-
lation models (CGCMs) with the lead times of a season
or more (e.g., Barnston et al. 1999; Luo et al. 2007). If we
find a linkage between off-Bangladesh SST and these
climate modes, it may indicate predictability of off-
Bangladesh SST.
As is done conventionally, we use Niño-3.4 SST and the
Indian Ocean dipole mode index as measures of ENSO
and the IOD, respectively. We base our analysis on
NOAAOI SST and OFES SST and omit to use TMI SST
here, because of its short time series. Niño-3.4 SST and the
IOD index are regressed onto the DJF off-Bangladesh
SST, the results of which illustrate climate mode vari-
ability when off-Bangladesh SST anomalies are positive.
The results show that an El Niño event tends to occur in
early year 0 (Fig. 13). In late year 0, a negative IOD event
and a La Niña event occur. The results from NOAA OI
SST and OFES output are similar, except that the former
emphasizes the relationship with anElNiño event in early
year 0 and the latter a La Niña event at the end of year 0.
The tendency that a La Niña event follows El Niño may
reflect a biennial tendency of the El Niño–La Niña cycle
(Rasmusson et al. 1990).
These statistical relationships can be confirmed by
visual inspection of time series (Fig. 14). The clearest
example is for 1997/98. El Niño in the end of 1997 turns
to LaNiña in 1998. A negative IOD event occurs in 1998.
SST anomalies off Bangladesh are positive after the El
Niño event and concurrently with the negative IOD and
La Niña events. A similar relationship can be found in
2009/10. Variability in 1987/88 observed in NOAA OI
SST is an example that SST off Bangladesh anomalously
rises in relation to the El Niño–La Niña turnabout without
clear occurrence of a negative IOD event. (A weak
tendency of negative IOD can be seen in OFES SST in
this period.) Variability that does not fit the statistical
relation is found in 1983 in NOAAOI SST, when SST off
Bangladesh is anomalously low despite the concurrent
La Niña and negative IOD events. OFES SST shows
a similar combination of negative off-Bangladesh SST
anomalies, LaNiña, and negative IOD events from 1999 to
2001. Note that the statistical results in Fig. 13 are essen-
tially the same if we remove the biggest warming event of
off-Bangladesh SST in 1998/99 from the time series.
The following paragraphs describe the processes behind
these statistical relationships. To help the description, we
present maps of atmospheric variables regressed onto the
off-Bangladesh DJF SST in Fig. 15. Here, off-Bangladesh
SST is calculated from OFES SST. This is for the consis-
tency with the results shown in section 4. The regression
onto NOAA OI SST yields similar results, although that
onto OFES SST is more robust.
In boreal summer of year 0, precipitation in the Bay of
Bengal and northwestern Pacific Ocean is anomalously
FIG. 13. Niño-3.4 SST anomalies (black) and the IOD mode in-
dex anomalies (red) regressed onto the normalized DJF mean of
off-Bangladesh SST anomalies averaged over (208–238N, 888–
928E). Results shown are for (a) NOAA OI SST and (b) SST
simulated by OFES. Bold lines show the coefficients that exceed
the 90% confidence limit. A 3-month triangle filter is applied twice
before the regression analysis. Niño-3.4 region is (58S–58N, 1708–
1208W). The IOD mode index is defined as the difference of SST
anomalies averaged over (108S–108N, 508–708E) and (108S–08, 908–
1108E; Saji et al. 1999).
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low along about 158N (Fig. 15a). Pressure at the lower
troposphere is anomalously high along about 208N from
the western Pacific to the northern Bay of Bengal
(Fig. 15d), which is a pattern typical to the year after an
El Niño event. During the mature period of an El Niño
event (which is the beginning of year 0 in our time se-
quence), SST is anomalously warm in the eastern equa-
torial Pacific (Wallace et al. 1998), owing to which deep
atmospheric convection is shifted from the Maritime
Continent to the eastern Pacific. The resulting variabil-
ity in atmospheric circulations leads to changes in sur-
face heat flux and surface wind, which cool SST in the
western Pacific and warm SST in the Indian Ocean
(Klein et al. 1999; Xie et al. 2002; Lau and Nath 2003).
Note that SST off Bangladesh is not related to this SST
variability (e.g., Fig. 4b of Huang and Kinter 2002). The
high pressure anomalies in the northwestern PacificOcean
shown in Fig. 15d are generated by the combination of
positive and negative SST anomalies in the eastern and
western equatorial Pacific, respectively, during the mature
phase of El Niño (Wang et al. 2000; Wang and Zhang
2002) and maintained by warm SST anomalies in the In-
dian Ocean until subsequent summer (Terao and Kubota
2005; Du et al. 2009; Xie et al. 2009). High pressure
anomalies extend to the Bay of Bengal (Fig. 15d; Nagura
and Konda 2005; Terao et al. 2013), and the resulting
northeasterly wind anomalies lead to Ekman downwelling
anomalies (Fig. 11a). This initiates the warming of off-
Bangladesh SST, as is described in the previous section.
In the subsequent fall of year 0, precipitation becomes
higher than normal in the eastern equatorial Indian
Ocean and lower than normal in thewest (Fig. 15b). This
is accounted for by the occurrence of a negative IOD
event (Fig. 13), which is characterized by positive SST
anomalies in the eastern equatorial Indian Ocean and
negative in the west (e.g., Saji et al. 1999). In response to
the resulting condensational heating, low pressure anom-
alies are generated off equator in both hemispheres
(Fig. 15e). Wind anomalies in the Bay of Bengal are
southerly, whose counterclockwise component forces
Ekman upwelling anomalies (Fig. 12a), leading to the
growth of SST anomalies off Bangladesh. The IOD-related
SST anomalies dissipate in boreal winter (Tokinaga and
Tanimoto 2004). Variability in winter of year 0 can be at-
tributed to a La Niña event. SSTs in the eastern Pacific
are anomalously cold during a La Niña event, and at-
mospheric deep convection shifts to the west, which leads
to heavier-than-normal precipitation over the Maritime
FIG. 14. Interannual anomalies of SST averaged over the off-Bangladesh box (gray), Niño-
3.4 SST (blue), and the dipole mode index (red) for (a) NOAAOI SST and (b) SST simulated
byOFES. The time series are normalized by their standard deviations. A 3-month triangle filter
is applied twice. OFES SST is detrended.
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Continent (Fig. 15c; McBride et al. 2003). Heavier pre-
cipitation accompanies low pressure anomalies (Fig. 15f),
owing to which wind anomalies in the Bay of Bengal are
southerly, and the further growth of SST anomalies off
Bangladesh is facilitated. If La Niña turns to El Niño
and/or a positive IODevent occurs, a negative SST anomaly
is generated off Bangladesh by atmospheric anomalies
of the opposite sign.
OGCM results show that the upper-ocean thermo-
cline is deepened along the equator in response to
westerly wind anomalies in boreal fall and winter of year
0, which propagates along the periphery of the Bay of
Bengal counterclockwise and reaches the off-
Bangladesh region (figure not shown), as is pointed
out by Clarke and Liu (1994) and Han and Webster
(2002). However, the ocean bottom in most regions of
the off-Bangladesh box is equivalent to or shallower
than the typical thermocline depth (about 100m), and
wave propagation may be blocked or scattered. Our
results indicate that local Ekman pumping and vari-
ability in mixed layer depth take a primary role in the
generation of SST anomalies off Bangladesh.
6. Summary
This study examines SST variability and the mixed
layer heat budget off Bangladesh on the seasonal and
interannual time scales. The analysis region is strongly
affected by the Ganges and Brahmaputra Rivers, which
supply freshwater and cause shallow haline stratification,
FIG. 15. (a)–(c) GPCP precipitation anomalies and (d)–(f) NCEP 850-hPa geopotential height anomalies (color) and NCEP surface
wind anomalies (vectors) regressed onto the normalized DJF mean of OFES SST anomalies averaged over the off-Bangladesh box (208–
238N, 888–928E). Shown are the averages for (top) June–August of year 0, (middle) September–November of year 0, and (bottom)
December of year 0 and January and February of year 1.
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resulting in a thin mixed layer, a thick barrier layer, and
temperature inversions. The two different satellite SST
datasets show a local maximum of SST variability off the
coast of Bangladesh (roughly 208–238N, 888–928E) on the
seasonal and interannual time scales. Climatological SST
off Bangladesh peaks in spring and reaches minimum in
winter, whereas interannual anomalies tend to grow in
summer–fall and peak in winter. The amplitude of SST
variability is about 58C on the seasonal time scale and
0.48C on interannual time scales. A high-resolution
OGCM reproduces the observed patterns of SST vari-
ability both on the seasonal and interannual time scales,
although the effect of river runoff is included in a crude
manner that is the restoration of model surface salinity
toward monthly observations.
The heat budget analysis based on OGCM output
shows that the surface mixed layer is cooled by the
surface heat flux and warmed by ocean processes on the
seasonal time scale. This peculiar heat balance is caused
by an inverted vertical profile of temperature. Because
of the supply of freshwater by river runoff in summer
and fall, sharp haline stratification is formed near the
surface. The surface mixed layer is exposed to atmo-
spheric cooling in fall and winter, and SST cools down.
However, haline stratification prevents vertical mixing
from reaching deep levels, and subsurface water remains
warm. The resulting temperature inversion leads to
warming due to entrainment, upwelling, and vertical
diffusion at the base of the mixed layer.
Temperature inversions also play an essential role in the
generation of SST anomalies off Bangladesh on in-
terannual time scales. Described below are the processes
that generate a positive SST anomaly. The signs of all
anomalies should be reversed for the occurrence of a neg-
ative off-Bangladesh SST anomaly.Wind anomalies in the
bay are northeasterly in summer, which force Ekman
downwelling anomalies and a counterclockwise ocean
circulation.Horizontal advection caused by this circulation
initiates thewarming of the surfacemixed layer. In fall and
winter, when temperature inversions are clearest, wind
anomalies in the bay turn to be southerly. The resulting
Ekman pumping anomalies enhance upwelling of sub-
surface warm water to the surface. Simultaneously, the
mixed layer off Bangladesh becomes deeper than normal,
which entrainsmore subsurfacewarmwater to the surface.
Also, the thicker than normal mixed layer mitigates
climatological atmospheric cooling, and vertical diffusion
anomalously warms the surface mixed layer as well.
Warming due to these oceanic processes overcome anom-
alous atmospheric cooling and leads to the growth of posi-
tive SST anomalies off Bangladesh.
Further analysis exhibits that SST off Bangladesh
tends to be anomalously high after an El Niño event and
concurrently with La Niña and negative IOD events. An
El Niño event excites a high pressure anomaly in the
northwestern Pacific Ocean, which lingers until the sub-
sequent summer and leads to northeasterly wind anom-
alies in the Bay of Bengal. Negative IOD and La Niña
events lead to low pressure anomalies in the bay in fall
and winter, which accompany southerly anomalies. These
wind anomalies generate positive SST anomalies off
Bangladesh via the oceanic processes described above.
The results in this study have revealed that haline
stratification and temperature inversions have a sub-
stantial role in the generation of SST variability off
Bangladesh. The SST variability is trapped near the coast,
where the river runoff causes a clear temperature in-
version. The dominance of surface heat flux in the mixed
layer heat budget found by Howden and Murtugudde
(2001) and deBoyerMontégut et al. (2007)was a result of
the averaging over a wide area of the Bay of Bengal.
Girishkumar et al. (2013) found a significant influence of
temperature inversions on the mixed layer heat budget
based on observations at the interior of the Bay of Ben-
gal. Observations near the coast possibly exhibit a stron-
ger effect of temperature inversions than they found. The
region with the largest SST variability is located just off
Bangladesh, which is over or near the shallow continental
shelf. The 4.5-layer model Han et al. (2001) used did not
include the effect of this bottom topography.
Our results show that the thicker-than-normal mixed
layer off Bangladesh leads to anomalous warming. An
unaddressed issue of this study is the mechanism of
variations of mixed layer thickness. Wind speed off
Bangladesh does not show interannual variability re-
lated to mixed layer thickness (Figs. 9d,e), and thus, the
thick mixed layer is not attributable to the effect of
mechanical mixing. Surface heat flux shows cooling
anomaly (Fig. 9b), but this is owing to positive SST
anomalies and the resulting enhancement of evapora-
tion. It is unlikely that anomalous atmospheric cooling
causes unstable stratification via the loss of buoyancy.
The region off Bangladesh is strongly affected by river
runoff, and the vertical structure in the region may be
governed by complicated dynamics, the clarification of
which is beyond this study. Our results at least show that
SST anomalies off Bangladesh are correlated with
mixed layer thickness (Fig. 9d), no matter what causes
mixed layer thickness variability.
Another interesting issue is possible asymmetry of
positive and negative events. Several studies pointed out
asymmetry of anomalies between positive and negative
events in relation to ENSO (e.g., Hoerling et al. 1997;
Kessler 2002; Larkin and Harrison 2002; An and Jin
2004) and IOD (Ogata et al. 2013). Off-Bangladesh SST
is influenced by these climate modes and possibly has
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a similar asymmetry, which we eliminate out by em-
ploying a linear regression analysis.
The relationship with the climate modes suggests
a possibility that SST variability off Bangladesh is pre-
dictable. El Niño–La Niña and IOD can be predicted
using a CGCM with the lead times of a season or more
(e.g.,Barnston et al. 1999; Luo et al. 2007). If interannual
SST variability off Bangladesh is successfully predicted,
it will be a great benefit to the local community. How-
ever, a high vertical resolution will be required to
simulate shallow surface haline stratification. The
performance of CGCMs should be examined in this
regard. Also, accumulation of in situ observations in the
coastal area is essential to correctly evaluate the role of
temperature inversions on SST variability, in addition to
the examination of numerical model output that the
current study carried out.
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APPENDIX A
Seasonally Stratified Analysis
Let SSTl be a monthly time series of SST anomalies
averaged over the off-Bangladesh box (Fig. 3), where
l (51, 2, . . .) denotesmonth. If the data source isNOAAOI
SST, l ranges from 1 to 373, where SSTl51 is the value for
November 1981, SSTl52 for December 1981, and so on.
We can extract a yearly time series from SSTl for a specific
month, say August, which we refer to as SSTAugi . Here
i denotes year, and i5 1 corresponds toAugust 1982, i5 2
to August 1983, and so on. The amplitude of SSTAug
can be defined as its standard deviation s(SSTAug).
Calculating the standard deviation for each month,
we obtain a sequence from January to December
[s(SSTJan), s(SSTFeb), . . . , s(SSTDec)], which shows
the seasonality of interannual anomalies, that is, in
which season anomalies tend to have large amplitude.
Figure 4b shows the result, illustrating the tendency for
off-Bangladesh SST anomalies to have large amplitude
in winter.
The results shown in Figs. 5, 8–13, and 15 are obtained
by regressing various variables onto the DJF mean of
box-averaged SST. Let SSTDJFi be the DJF means for
NOAA OI SST, where SSTDJFi51 is the average over De-
cember 1982–February 1983, SSTDJFi52 over December
1983–February 1984, and so on. (We have discarded the
average over December 1981–February 1982.) Let YAugi
be a yearly time series of a variable for August, which
consists of values in August 1982, August 1983, and so
on. As YAugi is from August 1982 onward, and SST
DJF
i
fromDecember 1982 to February 1983 onward, they are
seasonally lagged. Regressing YJani , Y
Feb
i , . . . , and Y
Dec
i
onto SSTDJFi , we obtain a sequence of regression co-
efficients, which we refer to as the regressions for year 0.
The regressions for year 1 are obtained as follows. Let
YAugY1i be a yearly time series of the same variable for
August, but now i5 1, 2, . . . corresponds toAugust 1983,
August 1984, . . . , respectively. As YAugY1i starts from
August 1983 and SSTDJFi from December 1982 to Feb-
ruary 1983, SSTDJFi leads Y
AugY1
i . The regression of
YJanY1i , Y
FebY1




i gives a se-
quence, which are results for year 1. This method is
often called the seasonally stratified technique and
has been used by previous studies (e.g., Xie et al. 2002,
2009).
For simplicity, let us redefine the independent variable
SSTDJFi as x and the dependent variable as y for the use in
the rest of this appendix. Our regression model is
y5 b1x1b0 1 «, where « denotes departure from linear-
ity. The ordinary least squares estimates of the regression
coefficient b1 is b1 5Cxy/(sx)
2 (Emery and Thomson
2004), where Cxy 5 (N2 1)
21!Ni51(xi 2 x̂)(yi 2 ŷ) is the
covariance, x̂5N21!Ni51xi is the mean of x (ŷ is defined
equivalently),N is the number of the sample data, andsx is
the standard deviation of x. We use anomalies for x and y,
and thus x̂5 ŷ5 0. In addition, we normalize x by its
standard deviation before the regression analysis. Thus,
sx 5 1, and b1 5Cxy 5 rsy, where r5Cxy/(sxsy) is the
correlation coefficient. The resulting b1 retains the mag-
nitude of y and has the same units as y. This characteristic
is useful when magnitude is compared between different
datasets (as in Fig. 5) or between the different terms (as in
Figs. 8b, 8c, 9a, 10).
As x̂5 ŷ5 0 in our case, b0 must be zero, if we assume
«̂ 5 0. The regression model can be written as
y5 b1x1 «. In this case, the regression coefficient b1 is
the value of y when normalized x is 1 (we have ignored
«). The value of y corresponding to x521 is2b1. Thus,
the regression coefficient for a negative x5 SSTDJFi is of
the opposite sign compared to that for a positive x.
APPENDIX B
Formulation of the Mixed Layer Heat Budget in the
Continuous and Discrete Forms
This appendix derives the equation for the mixed
layer heat budget both in continuous and discrete forms
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and discusses calculation errors. The equation of con-
servation of heat is expressed as
(›t 1 u ! $)T5 ›z(KT›zT)1Dh(T) , (B1)
where u5 (u, y, w) is a three-dimensional velocity vec-
tor and$5 (›x, ›y, ›z) is the three-dimensional gradient
operator. The other symbols are defined in section 4a.
Vertically integrating each term from the bottom of the




›tT dz5 h›tT1 (T2Tb)›th , (B2)
ð0
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where the Leibniz integral rule, the assumption of a rigid
lid surface (w 5 0 at z 5 0) and the continuity equation
($ ! u5 0) are used. Double prime denotes the deviation
from the mixed layer average (X 00 5X2X , where X is
an arbitrary variable). As h is the mixed layer depth, the
term involving double prime variables is small in mag-
nitude and is thus ignored below. The boundary condi-
tion at the sea surface,
KT›zT5Q/(r0cp) at z5 0,
is used to obtain Eq. (B4).
To express the above terms in a discrete form, we
prepare several additional symbols. We use the super-
scripts i, j, k, and l to specify zonal, meridional, vertical,
and temporal grid indices, respectively, in this appendix.
We omit the grid indices if it does not confuse the dis-
cussion. The variables Dxi,j, Dyi,j and Dt are zonal, me-
ridional, and temporal grid intervals, respectively. The
variable Dzk denotes the vertical thickness of the kth
temperature grid, whereas DZk denotes the vertical
distance between the depths where Tk and Tk11 are
defined. The variable wk denotes vertical velocity at the
bottom face of a Tk cell. The bottom level of the mixed
layer is denoted by ki,j,lb , and the mixed layer thickness is




k. The following variables
are defined on the eastern, western, northern, and
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where ui,j,ke and u
i,j,k
w are zonal velocity at the eastern and
western faces of a temperature cell, respectively,
and y i, j,kn and y
i, j,k
s aremeridional velocity at the northern
and southern faces of a temperature cell, respectively. A















. The OGCM we use is on a rectan-
gular Arakawa staggered B grid (Bryan 1969), and the
variables defined at the faces of aT cell are calculated by
linear interpolation.





5 hl(Tl112Tl)(Dt)211 (ENT), (B5)
where we have omitted the superscripts i and j. The
first term on the rhs is the tendency of mixed layer















b ). The function sgn is the sign func-
tion. This formulation is essentially the same as that of
Kim et al. (2006). The discrete form of Eq. (B3) for the
ith and jth grid is
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Again, we have omitted the superscripts i and j, and
H(x)5 1 if x. 0 and 0 otherwise. The first, second, and
third terms on the left-hand side (lhs) of Eq. (B6) are




2h y›yT dz, andÐ 0
2h w›zT dz, respectively. The first and second terms on
the rhs are the discrete forms of hu›xT and hy›yT,
respectively. The third and fourth terms on the rhs
are the discrete versions of (T2Tb)ub›xh and
(T2Tb)yb›yh, respectively. The last term on the rhs
corresponds to (T2Tb)wb. The assumptions of a rigid
lid and the continuity equation are used. Equation (B4)


















The terms on the lhs of Eqs. (B5)–(B7) are the ones used
in the model integration. As the model’s heat budget is
closed, we can calculate a closed mixed layer heat bud-
get using Eqs. (B5)–(B7), if we have output at every
model time step. The output actually available is snap-
shots taken every 3 days, the use of which causes sam-
pling errors. Thus, we cannot remove all the errors in the
calculation, but we can check calculation errors by
comparing the left- and right-hand sides of Eqs. (B5)–
(B7) using model output. Results show that the dis-
crepancy is a few percent at most, indicating that cal-
culation errors are negligible.
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