Abstract. We study inverse spectral analysis for finite and semi-infinite Jacobi matrices H. Our results include a new proof of the central result of the inverse theory (that the spectral measure determines H). We prove an extension of Hochstadt's theorem (who proved the result in the case n = N ) that n eigenvalues of an N × N Jacobi matrix, H, can replace the first n matrix elements in determining H uniquely. We completely solve the inverse problem
§1. Introduction
There is an enormous literature on inverse spectral problems for − d 2 dx 2 + V (x) (see [1, 29, [56] [57] [58] [59] [60] 64] and references therein), but considerably less for their discrete analog, the infinite and semi-infinite Jacobi matrices (see, e.g., [3, 4, 6-8, 13-22, 24, 26-28, 30, 32, 37, 38, 42-44, 50-52, 61-63, 66, 67, 69-71] ) and even less for finite Jacobi matrices (where references include, e.g., [9, 10, 23, 25, 39, 40, 41, [45] [46] [47] [48] ). Our goal in this paper is to study the last two problems using one of the most powerful tools from the spectral theory of − d 2 dx 2 + V (x), the m-functions of Weyl. Explicitly, we will study finite N × N matrices of the form:
and the semi-infinite analog H defined on
given by (Hu)(n) = a n u(n + 1) + b n u(n) + a n−1 u(n − 1), n ≥ 2 = a 1 u(2) + b 1 u(1), n = 1.
(1.2)
In both cases, the a's and b's are real numbers with a n > 0. To avoid inessential technical complications, we will only consider the case where sup n [|a n |+ |b n |] < ∞ in which case H is a map from 2 to 2 and defines a bounded self-adjoint operator.
In the semi-infinite case, we will set N = ∞. At times to have unified notation, we will use something like 1 ≤ j < N + 1 to indicate 1 ≤ j ≤ N in the finite case and 1 ≤ j < ∞ in the semi-infinite case.
It will sometimes be useful to consider the b's and a's as a single sequence b 1 , a 1 , b 2 , a 2 , · · · := c 1 , c 2 , . . . , that is, c 2n−1 = b n , c 2n = a n , n = 1, 2, . . . .
What makes Jacobi matrices special among all matrices is that the eigenvalue condition Hu = λu is a second-order difference equation. The n = 1 case of (1.2) can be thought of as forcing the Dirichlet boundary condition u(0) = 0. Thus, any possible non-zero solution of Hu = λu must have u(1) = 0, which implies (i) Eigenvalues of H must be simple (or else a linear combination would vanish at n = 1). (ii) Eigenfunctions must be non-vanishing at n = 1. Thus for N < ∞, H has eigenvalues λ 1 < · · · < λ N and associated orthonormal eigenvectors ϕ 1 , . . . , ϕ N with ϕ j (1) = 0. For N = ∞, the proper way of encompassing (i), (ii) is that δ 1 is a cyclic vector for H (δ j is the vector in 2 with δ j (n) = 1 (resp. 0) if n = j (resp. n = j)).
The spectral measure dρ for the pair (H, δ 1 ) is defined by (δ 1 , H δ 1 ) = λ dρ(λ). Since our H's are bounded, dρ is a measure of bounded support. In case N < ∞,
The central fact of the inverse theory is that dρ determines the a's and b's and any dρ can occur for a unique H. (If N < ∞, dρ has support at exactly N points. If N = ∞, dρ must have infinite support.) The usual proof of this central fact is via orthogonal polynomials, and has been rediscovered by many people (see references in the appendix). For the reader's convenience, we have a brief appendix presenting this approach.
One purpose of this paper is to present in Section 3 a new approach to the central result based on m-functions and trace formulas. Given ρ, one forms m(z) = dρ(λ) (λ − z) −1 . m(z) has an asymptotic expansion at infinity given by 
where H [n+1,N ] is the matrix with the top n rows and left n columns removed and thought of as acting on 2 ({n + 1, n + 2, . . . , N}). There is a second m-function that plays a role, 8) where H [1,n] is the n × n upper left corner of H. Section 2 relates these m-functions to solutions of the second-order difference equation and obtains relations between m ± (z, n) and m ± (z, n + 1) (of which (1.6) is a special case). Section 2 also contains some critical formulas expressing the diagonal Green's functions After a brief interlude in Section 5 obtaining the straightforward analog of Borg's twospectra theorem [11] (see also [12, 54, 55, 57, 59] ) first considered in the Jacobi context by Hochstadt [46, 47] (see also [10, 27, 40, 41, 45, 48, 69 ]), we turn in Section 6 to the question of determining H from a diagonal Green's function element (δ n , (H−z) −1 δ n ) when N < ∞. If n = 1 or N , the central inverse spectral theory result says G(z, n, n) uniquely determines H. For other n, there are always at least
different H's compatible with a given G(z, n, n). Generically, there are precisely that many H's. Section 6 has a complete analysis.
In a final Section 7 we present some results and conjectures about the inverse problem when a n ≡ 1.
§2. m-Function Formulas
Let H be a finite or semi-infinite Jacobi matrix of the type described in Section 1. We begin by defining some special functions of a complex variable z which we will call {P (z, n)} N +1 n=1 and {ψ + (z, n)} N n=0 . The P (z, n)'s are polynomials of degree n − 1 defined by the pair of conditions a n P (z, n + 1) + b n P (z, n) + a n−1 P (z, n − 1) = zP (z, n), 1 ≤ n < N + 1, (2.1)
(For convenience, we define a N := 1 in order to define P (z, N +1) in case N < ∞.) Clearly, (2.1) defines P (z, n) inductively as a polynomial of the claimed degrees. Again, inductively it is clear that
As explained in the appendix, the P 's are intimately related to the spectral measure for H (as defined in Section 1). Proposition 2.1. ( [7] , p. 542)
where H [1,j] is the j × j matrix in the upper left corner of H.
Proof. By (2.2), a 1 . . . a j P (z, j + 1) and det(z − H [1,j] ) are monic polynomials of degree j. Thus, it suffices to show they have the same zeros and multiplicities. But P (z, j + 1) = 0 if and only if there is a vector v = (v 1 , . . . , v j ) with v 1 = 1 so that (H [1,j] − z)v = 0. As explained in Section 1, every eigenvector of H [1,j] has v 1 = 0. Thus, the zeros of P (z, j + 1) are precisely the eigenvalues of H [1,j] . Since the eigenvalues are simple, the multiplicities are all one.
where again for convenience we define a 0 = 1 to enable us to define ψ + (z, 0). ψ + is just like P but run from the other end. By the same reasoning,
is a polynomial of degree j. In case N = ∞, ψ + (z, n) initially is only defined in the region Im (z) = 0 by requiring (2.4) and
It is a standard argument that when H is bounded and self-adjoint, there is a solution that is 2 at infinity unique up to constant multiples (and everywhere non-vanishing so one can normalize it by ψ + (z, 0) = 1).
Given any two sequences
For any two solutions of (2.1), W is constant. The Green's function is defined by ( 
for Im (z) = 0. We will also sometimes use (j ≤ m, n ≤ k)
We have the following standard formula:
In the finite case, the choice of P , ψ + ensures that the equation holds at the points where n or m equals 1 or N . In the infinite case, the choice of P ensures the equation holds at n or m equals 1, and the choice of ψ + ensures that n G(z, k, n)f n is 2 in k for any finite support sequence {f n }. In either case, it follows that G(z, m, n) is indeed the matrix of the resolvent.
We can now define the most basic m-function (there will be more later),
By (2.8), we claim Proposition 2.3.
Remark. By our convention, a 0 = 1, but we carry it along for the general definition of m(z, n) later (cf. (2.14)).
Proof. P (z, 0) = 0, P (z, 1) = 1 so (2.8) becomes
.
In terms of the spectral measure dρ,
12)
Proof. By (2.5) and (2.10),
This can be viewed as a cofactor formula for the matrix elements of (H − z) −1 . 
Proof. By (2.12), the λ's and ν's determine m, and then by (2.11), they determine dρ. By Theorem A.6 (in the appendix), dρ determines the a's and b's. That any ν's, λ's are allowed follows from the fact that if
then α j > 0 for all j is equivalent to (2.13).
Remark. The result (proven, e.g., in [10, 40, 41, [45] [46] [47] [48] ) is an analog of Borg's result for Sturm-Liouville operators that two spectra determine the potential. Its analog for N = ∞ (see [27] ) is that Krein's spectral shift function for the pair (H, H [2,∞) ) determines m(z) (cf. [34, 69] ).
Thus, m(z) := m + (z, 0), and by the same calculation that led to (2.10),
(2.14)
¿From (2.4), we deduce the following Ricatti equation (more precisely, an analog of what is a Ricatti equation in the continuum case),
It is also useful to have an analog of the m-function but starting at 1 instead of at N or ∞.
We immediately have analogs of (2.14) and (2.15), viz.,
The usefulness of having both m + (z) and m − (z) is that we can use them to express G(z, n, n). We claim Theorem 2.8. 
by (2.14) and (2.16).
Theorem 2.9. Let N ∈ N . At any eigenvalue λ j of H we infer that
where equality in (2.21) includes the case that both sides equal infinity.
Proof. At first sight, this would seem to be a triviality. For G(z, n, n) has poles at λ j and thus the denominator in (2.20) must vanish. But there is a subtlety. It can happen that at an eigenvalue λ j of H, P (λ j , n) = ψ + (λ j , n) = 0 and G(z, n, n) then also vanishes at λ j . Thus we consider two cases: First ϕ j (n) = 0 (ϕ j the eigenvector of H associated with λ j ). In that case G(z, n, n) has a pole as z → λ j and so by (2.20), (2.21) must hold (although both sides will be infinite if ϕ j (n + 1) = 0).
In the second case, ϕ j (n) = 0. Then both sides of (2.21) are zero, and so (2.21) holds. (However, the denominator of (2.20) is ∞ − ∞ and happens to be ∞ so that G(z, n, n) vanishes, but (2.21) still holds.) §3.
Trace Formulas and a New Approach to the Inverse Problem
In this section, we will use m-functions to show how to recover a Jacobi matrix from the spectral function dρ. The more usual approach via orthogonal polynomials is sketched in the appendix. Our approach is new, although iterated m-functions are equivalent to a continued fraction expansion of m(z), and so the work of Masson and Repka [61] is not unrelated to our approach.
We begin with
First Proof. By the basic definition of m(z) (see (2.9)) and the norm convergent expansion (since H is bounded):
We have
In terms of the spectral measure dρ, (3.1) becomes
formulas implicit in the orthogonal polynomial approach. In case N < ∞, there is a direct way to interpret (3.1) as generating trace formulas:
Assume N ∈ N and let λ 1 , . . . , λ N be the eigenvalues of H and ν 1 , . . . , ν N −1 , the eigenvalues of H [2,N ] . Then
(3.6) is just (3.4), and using (3.6), (3.7) becomes
Thus,
by (3.1).
Of course, (3.4), (3.5) have direct proofs in terms of traces since they just say that
and is one reason why (3.1) should be thought of as generating trace formulas. In the case of periodic Jacobi matrices, this strategy has been employed in [62] . There is another way to write (3.1) that doesn't require us to analyze m(z) for large z. Define the ξ function [33] by
, we infer that ξ(λ) = 0 for λ ≤ α and ξ(λ) = 1 for λ ≥ β. We claim Theorem 3.3.
Remark. (3.11) is proven in [33] and the method used to prove it also proves (3.12). The proof below is not unrelated to that in [33] .
Proof. By Theorem 3.1, the function −zm(z) has the asymptotics near ∞
for |x| sufficiently small, we see that
has the asymptotics,
Notice that the right sides of (3.11), (3.12) are unchanged if β is increased or α is decreased (since ξ(λ) = 1 if λ > β and ξ(λ) = 0 if λ < α), so we can assume that 0 ∈ (α, β). Then Q(z) is analytic in C \[α, β] and on (α, β):
By (3.13), for R sufficiently large,
(3.2)-(3.5), (3.8), (3.9), (3.11), (3.12), etc. clearly underscore that one can derive an infinite sequence of such trace formulas which are precisely the well-known invariants of the hierarchy of Toda lattices. A systematic approach to these trace formulas can be found, for instance, in [13, 19, 31, 69] .
We can now describe the scheme for recovering H from dρ, or equivalently, from
(i) Use the trace formulas (via (3.1) or (3.11), (3.12)) to recover b 1 and a
to find m + (z, 1) which is the m-function for H [2,∞) . (iii) Use the trace formulas to find b 2 , a 2 2 and then (2.15) to find m + (z, 2), . . . , etc. This clearly shows a given dρ can come from at most one H, since we have just described how to compute the b j and a 2 j from dρ. We want to prove existence via this method, that is, given any dρ of compact support, this method yields an H which is bounded and whose spectral measure is precisely dρ.
, where dρ is a probability measure on [−C, C] whose support contains more than one point. Define
(a 
. Proof. By (3.14) and an expansion of a geometric series, (3.1) holds, so 
1 dρ is also a probability measure. Since dρ is supported on N points if and only if m(z) is a ratio P N −1 (z)/Q N (z) of polynomials with deg(P N −1 (z)) = N − 1, deg(Q N (z)) = N , we obtain the last assertion. Let dρ be the spectral measure for the H that has just been constructed. We will show dρ = dρ, thereby completing the proof.
That is, m andm have identical partial fraction expansions although a priori the remainders could be different. This means that the Taylor series form(z) near z = ∞ agrees with that for m near z = ∞ so m(z) =m(z), and hence dρ = dρ.
Remark. The Taylor series for m(z) only converges in the region |z| > C, where The continuum analog of the orthogonal polynomial approach of the appendix is the Gel'fand-Levitan [29] inverse spectral theory which is a kind of continuum orthonormalization. It would be very interesting to find a continuum analog of the m-function approach to inverse problems that we discussed in this section.
As an application of the m-function approach to inverse problems, we prove the following (which can also be obtained via orthogonal polynomials): 
(a n > 0).
Here λ j are the eigenvalues of H, ν are the eigenvalues of H [2,n] , and the α's are the residues of the poles in m so
The maps between these parameters are real bianalytic diffeomorphisms.
Remark. There are 2N − 1 parameters. These appear to be 2N in (iii) but the fact that N j=1 α j = 1 eliminates one parameter. Proof. It is well known and elementary (the determinant of the Jacobian matrix is just
) that the map from the N coefficients of a monic polynomial P N (λ) of degree N to the roots λ 1 , . . . , λ N of that polynomial is a bianalytic diffeomorphism in the region where the roots are all real and distinct. This immediately implies that the map from (i) to (ii) is real analytic. The map from (ii) to (iii) is rational since
That means we need only show that the map from (iii) to (i) is real analytic.
Since Hochstadt's proof is sketched in the appendix (but in "reflected" coordinates, i.e., c 1 , . . . , c N −1 are assumed to be known). Our goal in this section is to prove Remarks. 1. One need not know which of the j eigenvalues one has.
2. Hochstadt-Lieberman [49] proved an analog of Hochstadt's theorem in the continuum case. In [36] , we will prove continuum analogs of Theorem 4.2; [35] contains an application of our m-function technique to uniqueness theorems for Schrödinger operators H on R in terms of the reflection coefficient for right incidence under the assumption that H, restricted to the half-line (0, ∞), has an absolutely continuous (a.c.) component in its spectrum.
3. In some sense, Hochstadt's proof [48] goes from the edge inward and ours goes from the inside toward the edge.
We will need some elementary facts about rational functions. Let f = P/Q be a ratio of polynomials. We define the degree deg(f) of f to be deg(P ) + deg(Q). If P and Q are both monic, we will say that f is monic.
Lemma 4.3. Suppose f
(ii) If f 1 and f 2 are both monic and they agree at d points in C , then
Remark. "agree" here allows the possibility that both are infinite at the same point. Suppose next that j is even so j = 2n, and a n moves from the known group to the unknown group. We can use
to conclude that we know f(z) := −a 2 n m − (z, n + 1) at the 2n points λ 1 , . . . , λ 2n . f(z) is no longer monic, but it is of degree 2n − 1 and so its values at 2n points determine it uniquely by part (i) of Lemma 4.3. Once we know −a 
This has a solution as long as m + (λ 1 , 1) = ∞. The only forbidden values for λ 1 are the obvious ones, namely, the eigenvalues ν of H [2,N ] which we know must be unequal to the λ j 's.
Example 4.5. (j = 2) We get
m + (λ j , 1) = ∞ is still required, but we also need that
1 , must be positive. This avoids two eigenvalues between a single pair of eigenvalues of H [2,N ] but requires a lot more. There are severe restrictions in the λ j 's for existence (see, e.g., the discussion in [23] ). As j increases, these become more complicated.
§5. Reconstruction of a Finite Jacobi Matrix From Two Spectra
Borg [11] proved a famous theorem that the spectra for two boundary conditions of a bounded interval regular Schrödinger operator uniquely determine the potential. Later refinements (see, e.g., [12, 54, 55, 57, 59] ) imply that they even determine the two boundary conditions.
In this section, we consider analogs of this result for a finite Jacobi matrix. Such analogs were first considered by Hochstadt [46, 47] (see also [10, 27, 40, 41, 45, 48] ). In one sense, the fact that the eigenvalues of H [1,N ] and H [2,N ] determine H is such a two-spectrum result and, indeed, it can be viewed as Theorem 5.2 below for b = ∞. Our results in this section are straightforward adaptations of known results for the continuum or the semi-infinite case, but the ability to determine parameters by counting sheds light on facts like the one that the lowest eigenvalue in the Borg result is not needed under certain circumstances.
Given 
Since R N (z) = βz N + lower-order terms and
on the one hand and
on the other. It follows that
Once β is known, R N (z) determines P N −1 (z), and thus m(z) and H. Remark. Since The basic inverse spectral theorems (Theorem 3.5 resp. A.6) show that (δ 1 , (H −z) −1 δ 1 ) determines H uniquely. In this section, we take N ∈ N , 1 ≤ n ≤ N , and ask whether (δ n , (H − z) −1 δ n ) determines H uniquely. For notational convenience, we occasionally allude to G(z, n, n) as the nn Green's function in the remainder of this section. The n = 1 result can be summarized via: For general n, defineñ = min(n, N + 1 − n). Then we will prove the following theorems: Proofs. Consider first the case k = N (which is generic; k < N occurs in a set of Jacobi matrices of codimension 1). Let
where b, µ ∈ R , and β > 0 are determined by the α's and λ's. By (2.18),
uniquely (by Theorem 3.5) and has the form
where n−1 j=1 γ j = 1 and the e j 's are the eigenvalues of ] uniquely and has the form , and a n−1 , b n , a n determine H. Thus for each choice, we can uniquely determine H. Moreover, since any sums of the form (6.3), (6.4) are legal for m ± (z, n), we have existence for each of the
n−1 choices. k = N if and only if all the eigenfunctions ϕ j (n) are non-vanishing at n. Eigenfunctions obey the boundary conditions at both ends, so if ϕ j (n) vanishes, so do P (z, n) and ψ + (z, n), which are polynomials of degree n − 1 and N − n; so at most min(n − 1, N − n) :=ñ − 1 eigenvalues of H can fail to contribute to G(z, n, n), that is, at least N −ñ + 1 eigenvalues must contribute, that is, k is one of N, N − 1 
−1 , we have to make two sets of choices: (i) Figure out which of µ 1 , . . . , µ k−1 lie in each of the three sets. This yields
(ii) For each of the n 0 µ 's in the set of common eigenvalues, we must pick a decomposition
and then take
Every such choice yields an acceptable H. Since the map from poles and residues to matrices is a diffeomorphism (Theorem 3.6), the A Jacobi matrix with all a n = 1 is called a discrete Schrödinger operator. The inverse problem for such operators is open, that is, there are no effective conditions on a spectral measure dρ that tell us that its associated Jacobi matrix has all a n = 1. (The isospectral manifold of general Jacobi matrices with a n ∈ R is discussed in [70] .)
Consider Thus, Λ −1 is a ramified cover ofS N . We begin with an analysis of the case N = 2, so λ 2 ) ) has two points At first sight, it may seem surprising that S N is closed. After all, the eigenvalue image of all Jacobi matrices {λ ∈ R N | λ 1 < λ 2 < · · · < λ N } is open and not closed. The existence of strict inequalities is a reflection of the condition a n > 0. Once a n ≡ 1, they disappear. 
An important open question is finding some kind of effective description of S N . We note that if ϕ + = (
The N ! in our main conjecture comes from the following 
Proof. Consider the N ! Hamiltonians
where π is an arbitrary permutation on {1, . . . , N}. Then A(β) = β −1 H π (β) at β = 0 has N eigenvalues (1, 2, . . . , N) and it is easy to see that for β small, the Jacobian of Λ is invertible. It follows by the inverse function theorem that for β large, there is a uniquẽ
−1 ) so that the eigenvalues ofH π (β) are precisely (β, 2β, . . . , Nβ). A separate and easy argument shows that for β large, any Schrödinger matrix with eigenvalues (β, . . . , Nβ) must have b n = βπ(n) + O(β −1 ) for some permutation π, and so must be one of theH π (β).
The evidence for the strong forms of the conjectures here is not overwhelming. We make them as much to stimulate further research as because we are certain they are true. pertinent hints to the literature. F.G. is indebted to A. Kechris and C.W. Peck for a kind invitation to Caltech during the summer of 1996 where some of this work was done. The extraordinary hospitality and support by the Department of Mathematics at Caltech are gratefully acknowledged. B.S. would like to thank M. Ben-Artzi of the Hebrew University where some of this work was done.
Appendix: Orthogonal Polynomials and the Inverse Problem
Let H be a Jacobi matrix on N or on {1, . . . , N}, that is,
where the (N ) refers to the finite matrix case. Here a n > 0, b n ∈ R , and we will suppose a n , b n are bounded. It will sometimes be useful to refer to a single sequence c 1 , c 2 , . . .
Let dρ denote the spectral measure for the vector δ 1 = (1, 0, . . . ), that is,
In the finite case, H has N eigenvectors ϕ 1 , . . . , ϕ N with
Obviously, given {a n }, {b n }, dρ is uniquely determined (H is bounded by the hypotheses on a n , b n and so self-adjoint). It is an important fact that dρ determines {a n }, {b n }, that any dρ of bounded support is allowed (in the finite case, any N -point measure is allowed; in the semi-infinite case, supp(dρ) must be infinite).
Indeed, there is an elegant formalism for finding the a's and b's given dρ. This formalism involves orthogonal polynomials. It has been discussed, for instance, in [2, 7, 14-21, 53, 61] . We summarize it here for the reader's convenience and to fix notation.
We begin by analyzing the direct problem, that is, we suppose the a's and b's are given. Define functions {P (z, n)} Clearly, by induction P (z, n) is a polynomial of degree n − 1. Moreover, P (z, n) = a 1 . . . a n−1 P (z, n) ( A . 5 ) are monic polynomials.
Proposition A.1. Define P (H, n) using the functional calculus. Then
Proof. Clearly, (A.6) holds for n = 1. Suppose it holds for n = 1, . . . , n 0 . Then Comparing (A.10) and (A.9), we see that b n = β n , a n = √ α n (A.15) so that there is at most one Jacobi matrix that can have dρ as spectral measure (we recall the requirement a n > 0). Given dρ of bounded support, define a n , b n by (A.15). By (A.14), the Jacobi matrix is bounded. Let dρ be its spectral measure. By construction, the orthogonal polynomials for dρ and dρ are the same. Thus, their moments are the same by Propositions A.4 and A.5. But the moments uniquely determine a measure of finite support by Weierstrass' theorem on the density of polynomials in the continuous functions. Thus, dρ = dρ.
As an application of the formalism, we can translate Hochstadt's theorem [48] and proof into this language: Remark. That there may be no matrix consistent with the data (see [23] for further discussion) comes from the fact that α j 's determined by (A.16) may not be strictly positive.
