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Abstract
We consider a stochastic evolution equation in a 2-smooth Banach
space with a densely and continuously embedded Hilbert subspace. We
prove that under Ho¨rmander’s bracket condition, the image measure
of the solution law under any finite-rank bounded linear operator is
absolutely continuous with respect to the Lebesgue measure. To obtain
this result, we apply methods of the Malliavin calculus.
1 Introduction
Let E be a 2-smooth Banach space (below, we recall the definition), and
H ⊂ E be a Hilbert subspace. Further let H be dense in E, and the canonical
embedding H ↪−→ E be continuous. We consider the following stochastic
evolution equation in E:
dXt = (AXt + α(Xt))dt+ σ(Xt)dWt,
X0 = x,
(1)
where Wt is an H-cylindrical Brownian motion, A is a generator of a strongly
continuous semigroup on E, α is a function E → E, and σ maps E to the
space of γ-radonifying operators H → E (see [14]) denoted by γ(H,E).
Further let {ei}∞i=1 denote an orthonormal basis in H. We prove that if Xt
is a solution to (1), F : E → Rk is a bounded linear operator of rank k,
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then, under Ho¨rmander’s bracket condition applied to the infinite system of
vectors σi(x) = σ(x)ei, i = 1, 2, . . ., and σ0(x) = Ax+α(x)+
∑∞
i=1 σ
′
i(x)σi(x),
the law of FXt for any fixed t is absolutely continuous with respect to the
Lebesgue measure on Rk. Since not every Banach space suits for consideration
of equation (1), we work in 2-smooth Banach spaces, where we can employ
the theory of stochastic integration and stochastic evolution equations [7, 6,
9, 10]. We mention that there exists a large class of UMD Banach spaces
where the latter theory was developed as well (see [15, 16]). However, UMD
Banach spaces do not seem suitable for proving our main result.
Regularity of transition probabilities for solutions to infinite-dimensional
SDEs under Ho¨rmander-type assumptions has been studied by many authors
(see, for example, [2, 3, 11, 18]). Also, we would like to mention the work
[4], where the authors prove the existence of the logarithmic derivative (see
[1, 4]) for the transition probability of the solution to a Banach space valued
SDE. However, all of the above articles, except [4], deal with Hilbert space-
valued SDEs, and, to the author’s knowledge, a Banach space version of
Ho¨rmander’s theorem is obtained for the first time.
The paper is organized as follows: in Section 2 we sketch the proof of the
existence and uniqueness of the mild solution to (1) by methods developed
in [4]. In Section 3, we obtain an SDE for the Malliavin derivative of the
solution to (1). The concept of the Malliavin derivative of a Banach space-
valued random variable was introduced, for example, in [12]. In Section 4,
we prove the Fre´chet differentiability of the solution to (1) with respect to
the initial data, and show that the Fre´chet derivative is the unique solution
to an SDE in γ(H,E). The latter space is also 2-smooth which allows us
to apply the results of Section 2 on the existence of solutions. In Section
5, under some additional assumptions, we prove the existence of the right
inverse operator to the derivative from Section 4. Finally, in Section 6, we
show the non-degeneracy of the Malliavin covariance matrix of FXt, and, by
this, the existence of a density of the law of FXt with respect to the Lebesgue
measure. In fact, we obtain an infinite-dimensional analog of Nualart’s proof
[13].
We remark that for an infinite dimensional SDE, the Fre´chet derivative
of the solution with respect to the initial data, in general, exists only in
the mean-square sense, i.e. as a bounded linear operator E → L2(Ω, E),
although it would be desirable for our construction to have it as bounded
operator E → E a.s. In the finite dimensional case, the latter fact holds due
to Kolmogorov’s continuity theorem. Thus, one of the main difficulties of this
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work was to find assumptions under which the infinite-dimensional Fre´chet
derivative and its right inverse operator are a.s. bounded operators E → E.
To make our results valid for a larger class of operators A, such as Laplacian
and other differential operators, we avoid the assumption on A to generate a
group, as it was imposed in [3], although it would significantly simplify our
arguments.
Finally, we remark, that the theory of differentiability of measures, de-
veloped in [1], offers an alternative, to the Malliavin calculus, approach to
regularity of transition probabilities. This approach was undertaken in [4].
However, SDEs considered in [4] are not stochastic evolution equations, and
therefore, the existence and smoothness of the density does not follow from
[4] automatically. The present article considers the “traditional” Malliavin
calculus approach to Ho¨rmander’s theorem.
2 Existence of the mild solution
Let (Ω,F ,P) be a probability space, Wt be an H-cylindrical Brownian mo-
tion, and Ft be the filtration generated by Wt. We consider stochastic evo-
lution equation (1) in a 2-smooth Banach space E. We recall that a Banach
space E is called 2-smooth if there exists a constant C > 0 so that for all x
and y from E,
‖x+ y‖2 + ‖x− y‖2 6 2‖x‖2 + C‖y‖2.
We prove the existence of a mild solution to (1) on the interval [0, T ], T > 0,
i.e. an Ft-adapted stochastic process Xt satisfying
Xt = e
tAx+
∫ t
0
e(t−s)Aα(Xs) ds+
∫ t
0
e(t−s)Aσ(Xs) dWs, (2)
where x ∈ E, etA is the semigroup generated by A. We assume that α : E →
E and σ : E → γ(H,E) satisfy the following Lipschitz and linear growth
conditions:
A1 ‖α(x)− α(y)‖E + ‖σ(x)− σ(y)‖γ(H,E) 6 γ1‖x− y‖E,
for all x, y ∈ E, and for some constant γ1.
A2 ‖α(x)‖E + ‖σ(x)‖γ(H,E) 6 γ2(1 + ‖x‖E),
for all x, y ∈ E, and for some constant γ2.
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For any Banach space G, in the space Ft-adapted G-valued stochastic pro-
cesses we introduce the norm:
‖ξ‖2S2(G) = sup
t∈[0,T ]
E‖ξ(t, · )‖2G. (3)
Theorem 1. Let A1 and A2 hold. Then equation (2) has a unique solution
in the space S2(E). This solution has a continuous path modification.
Proof. The scheme of the proof is similar to which was used in [4]. We will
search for the solution in S2(E). Consider the map Γ : S2(E)→ S2(E),
Γ(Xt) = e
tAx+
∫ t
0
e(t−s)Aα(Xs) ds+
∫ t
0
e(t−s)Aσ(Xs) dWs. (4)
By the results of [7],
∫ t
0
e(t−s)Aσ(Xs) dWs is E-valued, and∥∥∥∫ t
0
e(t−s)Aσ(Xs) dWs
∥∥∥2
E
6 C
∫ t
0
‖e(t−s)Aσ(Xs)‖2γ(H,E)ds.
By A2, the map Γ is well-defined. Then, A1 and usual stochastic integral
estimates imply that there exists a constant K > 0 so that for each pair X
and X ′ from S2(E)
sup
t∈[0,T ]
E‖Γn(Xt)− Γn(X ′t)‖2E 6
KnT n
n!
sup
t∈[0,T ]
E‖Xt −X ′t‖2E.
Pick up the integer n so that K
nTn
n!
< 1. Then Γn : S2 → S2 is a contraction
map. The unique fixed point of the map Γn is also the unique fixed point of
Γ. By the results of [17], the stochastic convolution in (2) has a continuous
version. This and Assumption A1 imply that the solution Xt also has a
continuous version.
3 The Malliavin derivative of the solution
The Malliavin derivative of a Banach space-valued random variable was de-
fined in [12], pp. 154-155. Let H = L2([0, T ], H) be the Hilbert space where
we consider the isonormal Gaussian process W(h) =
∫ t
0
h(s)dWs, h ∈ H.
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According to [12], the domain D1,2 of the Malliavin derivative operator D is
defined by the squared norm
‖ξ‖2D1,2 = ‖ξ‖2L2(Ω,E) + ‖Dξ‖2L2(Ω,γ(H,E)).
In the following, we will need the two lemmas below. Lemma 1 is proved in
[19] (Lemma 3.7).
Lemma 1. Let G be a reflexive Banach space. Suppose ξn → ξ in L2(Ω, G)
and there is a constant C > 0 such that
sup
n
E‖Dξn‖2γ(H,G) < C. (5)
Then, ξ ∈ D1,2, E‖Dξ‖2γ(H,G) < C, and, moreover, there exists a weakly
convergent subsequence Dξnk → Dξ.
Notice that a 2-smooth Banach space is uniformly smooth, and, therefore,
reflexive. Hence, Lemma 1 holds with G = E. Lemma 2 below is a simple
version of the chain rule.
Lemma 2. Let ξ ∈ D1,2 and let F : E → E have a bounded continuous
Fre´chet derivative. Then, F (ξ) ∈ D1,2, and
DF (ξ) = F ′(ξ)Dξ. (6)
Proof. Take a sequence of smooth random variables ξn that converges to ξ
in D1,2. Clearly, DF (ξn) = F ′(ξn)Dξn. By boundedness of the derivative F ′,
F (ξn) → F (ξ) in L2(Ω, E). Moreover, DF (ξn) satisfy Assumption (5) by
the fact of convergence Dξn → Dξ in L2(Ω, γ(H, E)), by the boundedness
of ‖F ′(ξn)‖L(E) uniformly in n, and by the ideal property of γ-radonifying
operators. By Lemma 1, F (ξ) ∈ D1,2. Moreover, there is a subsequence ξnk
so that DF (ξnk)→ DF (ξ) weakly in L2(Ω, γ(H, E)). On the other hand,
‖F ′(ξnk)Dξnk − F ′(ξ)Dξ‖L2(Ω,γ(H,E)) 6 ‖F ′(ξnk)(Dξnk −Dξ)‖L2(Ω,γ(H,E))
+ ‖(F ′(ξnk)− F ′(ξ))Dξ‖L2(Ω,γ(H,E)). (7)
The first term on the right-hand side converges to zero by the boundedness
of F ′ and by the ideal property of γ(H, E). As for the second term, we can
find a further subsequence of ξnk , we denote it again by ξnk , that converges
to ξ a.s. Then, the second term in (7) converges to zero by the boundedness
of F ′, by Lebesgue’s theorem, and, again, by the ideal property of γ(H, E).
This proves (6).
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We will need the next assumption.
A3 The functions α : E → E, σi : E → E, i = 1, . . . , n, have bounded
Fre´chet derivatives. Moreover, σ′ : E → γ(H,L(E)) is continuous.
Theorem 2. Suppose A3 is fulfilled. Then, Xt ∈ D1,2 for all t ∈ [0, T ].
Moreover, DXt ∈ L2(Ω × [0, T ], γ(H,E)), and for r 6 t, DrXt satisfies the
following equation in γ(H,E):
DrXt = e
(t−r)Aσ(Xr) +
∫ t
r
e(t−s)Aα′(Xs)DrXs ds
+
∫ t
r
e(t−s)Aσ′(Xs)DrXs dWs. (8)
For r > t, DrXt = 0.
Proof. First we note that γ(H,E) is a 2-smooth Banach space, and, there-
fore, (8) is well-defined. We construct iterations by setting X
(0)
t = x, and
X
(n+1)
t = Γ(X
(n)
t ), where Γ is defined by (4). Notice that each successive
iteration X
(n)
t has a continuous version, since, by the results of [17], the
stochastic convolution process has a continuous version. We are going to
prove by induction on n that all successive iterations X
(n)
t are in the domain
D1,2. Clearly, X(0)t ∈ D1,2, and DX(0)t = 0. As the induction hypothesis, we
assume the following: 1) X
(n)
t ∈ D1,2, 2) DX(n)t ∈ L2(Ω × [0, T ], γ(H,E)),
3) for each fixed r > 0 the path of DrX
(n)
t is uniformly continuous on [r, T ]
in the mean-square sense, 4) DrX
(n)
t = 0 for r > t, 5) E‖DrX(n)t ‖4γ(H,E) is
bounded. Note that, by the induction hypothesis, we can evaluate DX
(n)
t at
any point r ∈ [0, T ], and write DrX(n)t for this evaluation. Let us prove these
statements for n+ 1. We start by showing the relation:
DrX
(n+1)
t = e
(t−r)Aσ(X(n)r ) +
∫ t
r
e(t−s)Aα′(X(n)s )DrX
(n)
s ds
+
∫ t
r
e(t−s)Aσ′(X(n)s )DrX
(n)
s dWs. (9)
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For this, we need to prove that
Dr
∫ t
0
e(t−s)Aσ(X(n)s ) dWs = e
(t−r)Aσ(X(n)r ) +
∫ t
r
e(t−s)Aσ′(X(n)s )DrX
(n)
s dWs
(10)
and
Dr
∫ t
0
e(t−s)Aα(X(n)s ) ds =
∫ t
r
e(t−s)Aα′(X(n)s )DrX
(n)
s ds. (11)
Note that the stochastic integral on the right-hand side of (10) is well-defined.
Indeed, since DrX
(n)
s takes values in γ(H,E), then, by A3, the integrand
of the stochastic integral takes values in γ(H, γ(H,E)). This implies (see
[14],[7]) that the stochastic integral in (10) is in L2(Ω, γ(H,E)), and, more-
over, that there exists a constant C > 0 so that
∥∥∥∫ t
r
e(t−s)Aσ′(X(n)s )DrX
(n)
s dWs
∥∥∥2
γ(H,E)
6 C
∫ t
r
‖e(t−s)Aσ′(X(n)s )DrX(n)s ‖2γ(H,γ(H,E)) ds.
To prove (10) and (11), suppose first that r > t. Fix a partition P = {0 =
t0 < t1 < · · · < tN = t} and consider a simple integrand of the form
σN(X
(n), s) =
N∑
i=1
e(t−ti)Aσ(X(n)ti ) I(ti−1,ti](s). (12)
Note that σN(X
(n), s) converges to σ(X
(n)
s ) in the mean-square sense which
is implied by the uniform continuity of paths of X
(n)
s in the L2(Ω, E)-norm.
The latter uniform continuity is implied by the relation X(n) = Γ(X(n−1)),
where Γ is defined by (4), and by the fact that E‖X(n)t ‖2E is bounded uni-
formly in n and t ∈ [0, T ] which follows from the same relation and the
usual stochastic integral estimates. Then, from Lemma 2 and from the
equality Dr(Wtei) = ei I[0,t](r), it follows that Dr
∫ t
0
σN(X
(n), s)dWs = 0 if
DrX
(n)
t = 0. By taking the limit as the mesh of P goes to 0, we obtain
that Dr
∫ t
0
e(t−s)Aσ(X(n)s )dWs = 0. Analogously, Dr
∫ t
0
e(t−s)Aα(X(n)s )ds = 0
if DrX
(n)
t = 0. This proves that for r > t, DrX
(n+1)
t = 0. Now take an r 6 t
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and fix a partition P = {0 = t0 < t1 < · · · < tN = t} containing r. We have:
Dr
∫ t
0
σN(X
(n), s) dWs = e
(t−r)Aσ(X(n)r ) +
∫ t
r
DrσN(X
(n), s) dWs, (13)
whereDrσN(X
(n), s) is computed using (12). The right-hand side of the above
relation, considered as a function of ω and r, converges to the right-hand
side of (10) in L2(Ω, γ(H,E)) pointwise in r ∈ [0, t]. Indeed, there exists a
constant γ > 0 so that
E
∥∥∥∫ t
r
e(t−s)Aσ′(X(n)s )DrX
(n)
s dWs −
∫ t
r
DrσN(X
(n), s) dWs
∥∥∥2
6 γ
[( N∑
i=1
∫ ti
ti−1
E‖e(t−s)Aσ′(X(n)s )−e(t−ti)Aσ′(X(n)ti )‖4ds
) 1
2
(∫ t
r
E‖DrX(n)s ‖4ds
) 1
2
+
N∑
i=1
∫ ti
ti−1
E‖DrX(n)s −DrX(n)ti ‖2 ds
]
.
The right-hand side of the above inequality converges to zero by the uniform
continuity of paths of X
(n)
s , Lebesgue’s theorem, and the induction hypothe-
sis. The convergence of the right-hand side of (13) to the right-hand side of
(10) holds also in L2(Ω × [0, T ], γ(H,E)), and, therefore, in L2(Ω, γ(H, E))
by the canonical embedding of L2([0, T ], γ(H,E)) into γ(H, E) for type 2 Ba-
nach spaces (see [14]). Thus, equality (10) will be implied by Itoˆ’s isometry, by
the continuity of paths, and by the closedness of the Malliavin derivative oper-
ator. Equality (11) follows from similar arguments. Therefore, X
(n+1)
t ∈ D1,2,
DX
(n+1)
t ∈ L2(Ω× [0, T ], γ(H,E)), and relation (9) holds. This relation im-
plies that the paths of DrX
(n+1)
t are continuous in the mean-square sense on
[r, T ]. The same relation and the maximal inequality for stochastic convolu-
tions, proved in [17], imply that E‖DrX(n+1)t ‖4 is bounded. This completes
the induction argument.
Now we would like to prove (5) for ξn = X
(n)
t . Relation (9) implies the
estimate:
E‖DrX(n+1)t ‖2γ(H,E) 6 K
(
1 +
∫ t
r
E‖DrX(n)s ‖2γ(H,E)
)
,
where K > 0 is a constant which does not depend on r. This implies that
for all n
E‖DrX(n)t ‖2γ(H,E) 6 KeKT . (14)
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Integrating (14) from 0 to T and using the fact of the canonical embed-
ding of L2([0, T ], γ(H,E)) into γ(H, E) we obtain that DrXnt takes values in
γ(H, E), and
E‖DX(n)t ‖2γ(H,E) 6 J K E
∫ T
0
E‖DrX(n)t ‖2γ(H,E) dt 6 J K T eKT (15)
where J > 0 is the embedding constant. By the results of Section 2,
X
(n)
t → Xt in L2(Ω, E). Hence, by Lemma 1, Xt ∈ D1,2, and, more-
over, there is a weakly convergent subsequence DX
(nk)
t → DXt. By (15),
this subsequence contains a further subsequence which converges in L2(Ω×
[0, T ], γ(H,E))), say, to an element ζ. Then, again by the canonical embed-
ding of L2([0, T ], γ(H,E)) into γ(H, E), ζ = DXt. The latter implies that
that we can evaluate DXt at r ∈ [0, T ], and, moreover, DrXt takes values in
γ(H,E).
It remains to show (8). Take a y′ ∈ E∗, and apply the functional y′, and
then the operator Dr, to the both parts of (2). Using the result from [8] on
the Malliavin derivative of the stochastic integral (Proposition 5.4), for r 6 t
we obtain:
E〈DrXt, y′〉E∗ = E〈e(t−r)Aσ(Xr), y′〉E∗ +
∫ t
r
E〈e(t−s)Aα′(Xs)DrXs, y′〉E∗ ds
+
∫ t
r
E〈e(t−s)Aσ′(Xs)DrXs dWs, y′〉E∗ .
This implies (8) since the above equation holds for all y′ ∈ E∗, and (8) is
a well-defined γ(H,E)-valued stochastic evolution equation. If r > t, then
DrXt = 0 since it is the limit of DX
(nk)
t which is zero for r > t.
4 Differentiability with respect to the initial
data
Consider the equation
Yt = e
tA +
∫ t
0
e(t−s)Aα′(Xs))Ys ds+
∫ t
0
e(t−s)Aσ′(Xs)Ys dWs. (16)
which is obtained by formal differentiation of (2) with respect to the initial
data, and is written with respect to the derivative operator Ys. We would like
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to prove the existence of a solution to (16) in the space of bounded operators.
We need the assumptions below.
A4 α′(x) is bounded in L(E) and γ(H,E), and σ′(x) is bounded in
γ(H, γ(H,E)) and γ(H,L(E)).
A5 The restriction of the semigroup etA to H is a semigroup on H.
For simplicity, we will use the same notations, i.e. α′(x), σ′(x), etA, for the
restrictions to H.
Theorem 3. Suppose A3, A4, and A5 are fulfilled. Then the solution Xt(x)
to (2) is Fre´chet differentiable along H with respect to the initial data x. The
derivative operator Yt takes the form Yt = e
tA + Vt where Vt takes values in
γ(H,E). Moreover, Yt is a solution to (16), and possesses a continuous path
modification.
Proof. First, consider the equation in E:
ξt = e
tAy +
∫ t
0
e(t−s)Aα′(Xs)ξs ds+
∫ t
0
e(t−s)Aσ′(Xs) ξs dWs. (17)
Since the derivatives α′(x) and σ′(x) are bounded uniformly in x ∈ E, the
proof of the existence of the solution and its continuous path modification is
the same as in Theorem 1.
Consider the operator Vt = Yt− etA, and rewrite (16) with respect to Vt:
Vt =
∫ t
0
e(t−s)Aα′(Xs))Vs ds+
∫ t
0
e(t−s)Aσ′(Xs)Vs dWs
+
∫ t
0
e(t−s)Aα′(Xs) esA ds+
∫ t
0
e(t−s)Aσ′(Xs) esA dWs. (18)
Note that by Assumptions 4 and 5 and by the ideal property of γ(H,E),
e(t−s)Aα′(Xs) esA takes values in γ(H,E), and e(t−s)Aσ′(Xs) esA takes values
in γ(H, γ(H,E)). This, in particular, follows from the fact that e(t−s)A, as
a bounded operator E → E, can be also regarded as a bounded operator
γ(H,E)→ γ(H,E) whose norm is not bigger than ‖e(t−s)A‖L(E). Therefore,
as in the proof of Theorem 2, the stochastic integral
∫ t
0
e(t−s)Aσ′(Xs) esA dWs
takes values in γ(H,E), and
E
∥∥∥∫ t
0
e(t−s)Aσ′(Xs) esA dWs
∥∥∥2
γ(H,E)
6 C E
∫ t
0
‖e(t−s)Aσ′(Xs) esA‖2γ(H,γ(H,E)) ds,
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where C > 0 is a constant. Hence, the last two terms in (18) are bounded in
L2(Ω, γ(H,E)). The existence of a solution to (18) can be proved in the space
S2(γ(H,E)) defined in Section 2, in exactly the same way as we proved the
existence of the solution to (2). Moreover, the solution Vt to (18) is unique
and possesses a continuous path modification. Equation (18) also implies that
the process Yt = e
tA+Vt solves (16). Indeed, both terms e
(t−s)Aσ′(Xs)Vs and
e(t−s)Aσ′(Xs) esA take values in γ(H, γ(H,E)), and, therefore, the stochastic
integral
∫ t
0
e(t−s)Aσ′(Xs)Ys dWs is well-defined. Hence, Yt verifies (16).
Now take a y ∈ H, and apply the both parts of (16) to y. We obtain
that Yty verifies (17). But the solution to (17) is unique in S2(E). From this
and from the continuity of paths it follows that for all t ∈ [0, T ] Yty = ξt a.s.
Therefore, Yt is the Fre´chet derivative of Xt(x) with respect to x along the
space H.
5 The right inverse operator
In this section, under some additional assumptions, we prove the existence
of the right inverse operator to Yt. We will need Lemma 3 below, proved in
[5].
Lemma 3. Let E, F , G be Banach spaces, and let {en} be an orthonormal
basis of H. Let R ∈ γ(H,E), S ∈ γ(H,F ), and T ∈ L(E,L(F,G)). Then
the sum
Tr R,ST =
∞∑
n=1
(TRen)(Sen)
converges in G, does not depend on the choice of the orthonormal basis, and
‖Tr R,ST‖G 6 ‖T‖L(E,L(F,G))‖R‖γ(H,E)‖S‖γ(H,F ).
Note that by this lemma, for each x ∈ E, the sum Σ(x) = ∑∞i=1 σ′i(x)σ′i(x)
converges in L(E,H) provided that σ′(x) ∈ γ(H,L(E,H)). Indeed,
‖Σ(x)‖L(E,H) =
∥∥ ∞∑
i=1
σ′(x)eiσ′(x)ei
∥∥
L(E,H) 6 ‖σ′(x)‖2γ(H,L(E,H)).
We will make additional assumptions:
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A6 eTA : E → E is an injectve map.
A7 There exists a Hilbert space H˜ containing E as a subspace, so that
the canonical embedding of E into H˜ is continuous, and for all x ∈ E,
σ′i(x), i = 1, 2, . . ., can be extended to H˜. Moreover, each σ
′
i(x) maps
etAH˜ to etAH for all t ∈ [0, T ], and for some constant C > 0,
‖e−TAσ′(x)eTA‖L2(H,L2(H˜,H)) < C,
where L2(H1, H2) denotes the space of the Hilbert-Schmidt operators
from a Hilbert space H1 to another Hilbert space H2.
A8 For all x ∈ E, α′(x) maps etAE to etAH for all t ∈ [0, T ], so that
‖e−TA(Σ(x)− α′(x))eTA‖L(E,H) < C.
Since, by A6, all the operators etA are injective maps E → E, as well as
H → H due to A5, one can speak about the inverse operator e−tA, in general
unbounded, on etAE. Consider the equation
Zte
tA = I +
∫ t
0
Zs
(
Σ(Xs)− α′(Xs)
)
esA ds−
∫ t
0
Zsσ
′(Xs)esA dWs (19)
which is obtained by a formal derivation of an SDE for Y −1t and multiplying
the both parts by etA from the right. Introducing the operator Rt = Zte
tA,
we obtain the SDE for Rt:
Rt = I +
∫ t
0
Rse
−sA(Σ(Xs)− α′(Xs))esA ds− ∫ t
0
Rse
−sAσ′(Xs)esA dWs.
(20)
Theorem 4. Let Assumptions A5–A8 be fulfilled. Then, equation (20) has a
unique solution of the form Rt = I+Ut where Ut is L(E,H)-valued. Moreover,
the operator Zt = Rte
−tA, defined on etAE, is the right inverse to Yt.
Proof. Written with respect to Ut = Rt − I, (20) takes the form:
Ut =
∫ t
0
Use
−sA(Σ(Xs)− α′(Xs))esA ds− ∫ t
0
Use
−sAσ′(Xs)esA dWs
+
∫ t
0
e−sA
(
Σ(Xs)− α′(Xs)
)
esA ds−
∫ t
0
e−sAσ′(Xs)esA dWs. (21)
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Note that, for a Hilbert-Schmidt operator B : H˜ → H we have the following
relation between its different norms:
‖A‖L(H) 6 ‖A‖L(E,H) 6 ‖A‖L2(H˜,H). (22)
This allows us to solve (21) in L(E,H). Indeed, due to (22), the stochastic
integral
∫ t
0
e−sAσ′(Xs)esA dWs is well-defined in L2(H˜,H), and, therefore, in
L(E,H). Define the map Γ : S2(L(E,H))→ S2(L(E,H)), U 7→ Γ(U), where
Γ(U) equals to the right-hand side of (21). For the stochastic integral in the
first line of (21), we obtain:
E
∥∥∥∫ t
0
Use
−sAσ′(Xs)esA dWs
∥∥∥2
L(E,H)
6 E
∥∥∥∫ t
0
Use
−sAσ′(Xs)esA dWs
∥∥∥2
L2(H˜,H)
6 E
∫ t
0
‖Us‖2L(E,H)‖e−sAσ′(Xs)esA‖2L2(H,L2(H˜,H)) ds.
Therefore, the stochastic integral
∫ t
0
Use
−sAσ′(Xs)esA dWs takes values in
L(E,H). Moreover, the map Γ has a fixed point in S2(L(E,H)) which can
be proved in exactly the same way as in Theorem 3, and hence, (21) has an
L(E,H)-valued solution. The solution Ut to (21) is also unique and possesses
a continuous path modification. It is easy to verify that Rt = I + Ut solves
(20), and, moreover, it is a unique solution.
Let us consider the equation:
Pt = I +
∫ t
0
e−sAα′(Xs)esAPs ds+
∫ t
0
e−sAσ′(Xs)esA Ps dWs. (23)
Similar to (16), we can prove that (23) has a solution of the form Ps = I+ V˜s,
where V˜s ∈ S2(γ(H,E)), and that V˜s is the unique solution to
V˜t =
∫ t
0
e−sAα′(Xs)esAV˜s ds+
∫ t
0
e−sAσ′(Xs)esA V˜s dWs
+
∫ t
0
e−sAα′(Xs)esA ds+
∫ t
0
e−sAσ′(Xs)esA dWs. (24)
Multiplying (23) and (24) by etA from the left, we obtain (16) and (18),
respectively. By the uniqueness of the solution to (18) in S2(γ(H,E)), Vt =
etAV˜t and, therefore, Yt = e
tAPt.
13
Let us show that PtRt = I on H. To compute PtRt, we apply Itoˆ’s formula
to E〈Rty, P ∗t y′〉E∗ , where y ∈ H, y′ ∈ E∗:
E〈PtRty, y′〉E∗ = E〈y, y′〉E∗ +
∫ t
0
E〈e−sAα′(Xs)esAPsRsy, y′〉E∗ds
+
∫ t
0
E〈e−sAσ′(Xs)esA PsRsy, y′〉E∗dWs−
∫ t
0
E〈PsRse−sAσ′(Xs)esAy, y′〉E∗dWs
+
∫ t
0
E〈PsRse−sA
(
Σ(Xs)− α′(Xs)
)
esAy, y′〉E∗ds
−
∫ t
0
∞∑
k=1
E〈e−sAσ′k(Xs)esAPsRse−sAσ′k(Xs)esAy, y′〉E∗ds.
Note that if we substitute PtRt = I, the above equation will be satisfied.
Denoting PtRt − I by Qt we obtain the following SDE:
Qt =
∫ t
0
e−sAα′(Xs)esAQsds+
∫ t
0
Qse
−sA(Σ(Xs)− α′(Xs))esA ds
+
∫ t
0
e−sAσ′(Xs)esAQs dWs −
∫ t
0
Qse
−sAσ′(Xs)esA dWs
−
∫ t
0
∞∑
k=1
e−sAσ′k(Xs)e
sAQse
−sAσ′k(Xs)e
sA ds. (25)
By the assumptions imposed on α′ and σ′, the right-hand side takes values
in γ(H,E). Therefore, (25) is a well-defined SDE in γ(H,E). The usual
stochastic integral estimates and Gronwall’s inequality imply that
E‖Qt‖2γ(H,E) = 0
for all t ∈ [0, T ]. Hence, Qt = 0 a.s. This implies that PtRt = I on H. By
continuity of paths, the set Ω˜ ⊂ Ω, P(Ω˜) = 1, where PtRt = I, can be choosen
the same for all t ∈ [0, T ]. Note that on H, Pt = I−PtUt. But I−PtUt takes
values in L(E) a.s. Therefore, Pt can be a.s. extended to a bounded operator
E → E. Thus, PtRt = I everywhere on Ω˜. This implies that YtZtetAy = etAy
a.s. for all y ∈ E. Hence, YtZt = I a.s. on etAE.
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6 A version of Ho¨rmander’s theorem
For every x ∈ D(A), where D(A) denotes the domain of A, we define σ0(x) =
Ax + α(x) − 1
2
∑∞
k=1 σ
′
k(x)σk(x), and note that the third summand is well-
defined. Indeed, application of Lemma 3 implies the convergence of the sum
in E: ∥∥∥ ∞∑
k=1
σ′(x)ekσ(x)ek
∥∥∥
E
6 ‖σ′(x)‖γ(H,L(E))‖σ(x)‖γ(H,E).
SDE (1) takes the form
dXt = σ0(Xt)dt+
∞∑
k=1
σk(Xt) ◦ dW kt .
For two differentiable vector fields V1, V2 : E → E the Lie bracket [V1, V2] is
defined as in [13]. If a vector field of the form Akx, k = 1, 2, . . . , is involved
in a Lie bracket, then A is formally treated as a bounded operator when we
compute derivatives. For example, if V : E → D(A) is a vector field which is
Fre´chet differentiable E → E, then, the Lie bracket [Ax, V (x)] : D(A) → E
is computed by the formula
[Ax, V (x)] = AV (x)− V ′(x)Ax.
For our version of Ho¨rmander’s theorem, we need Assumptions A9, A10, and
H below:
A9 α, σi, i = 1, 2, . . ., are infinitely differentiable functions E → D(A∞),
where D(A∞) = ∩∞i=1D(Ai); the function σ′ : E → γ(H,L(E)) is
differentiable.
A10 σ is a map E → L(H, eTAE), where the Banach space eTAE is equipped
with the norm ‖x‖eTAE = ‖e−TAx‖E.
H (Ho¨rmander’s condition) The vector space spanned by the vector fields
σ1, σ2, . . . , [σi, σj], [σi, [σj, σk]], i, j, k = 0, 1, . . .
evaluated at point x ∈ D(A∞), is dense in E.
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Note that under Assumption A9, all the Lie brackets in Assumption H are
well-defined as vector fields D(A∞)→ D(A∞). In the following, we will need
Lemma 4 below.
Lemma 4. Let V : E → E be a C2-vector field. Under Assumption A9, the
term
{
[σ0, V ] +
1
2
∑∞
k=1[σk, [σk, V ]]
}
(x), x ∈ E, is well-defined. Moreover,
−1
2
[ ∞∑
k=1
σ′k(x)σk(x), V
]
(x) +
1
2
∞∑
k=1
[σk, [σk, V ]](x)
=
∞∑
k=1
(−σ′k(V ′σk) + 12 V ′′σkσk + σ′k(σ′kV )).
Proof. Let us compute the sum of two Lie brackets for a fixed k.
− 1
2
[σ′k(x)σk(x), V ] +
1
2
[σk, [σk, V ]] =
1
2
(
σ′′kσkV + σ
′
k(σ
′
kV )− V ′(σ′kσk)
+ σ′k(σ
′
kV )− σ′k(V ′σk)− σ′′kV σk − σ′k(V ′σk) + V ′′σkσk + V ′(σ′kσk)
)
= −σ′k(V ′σk) +
1
2
V ′′σkσk + σ′k(σ
′
kV ). (26)
By Lemma 3, for the first term in the last line of (26) we have the estimate:∥∥∥ ∞∑
k=1
σ′(x)ek(V ′σ)(x)ek)
∥∥∥
E
6 ‖σ′(x)‖γ(H,L(E))‖V ′(x)σ(x)‖γ(H,E).
For the third term in the last line of (26), we obtain:∥∥∥ ∞∑
k=1
σ′(x)ek(σ′V )(x)ek
∥∥∥
E
6 ‖σ′(x)‖γ(H,L(E))‖(σ′V )(x)‖γ(H,E).
Finally, the estimate of the second term in the third line of (26) is:∥∥∥ ∞∑
k=1
[(V ′′σ)(x)ekσ(x)ek]
∥∥∥
E
6 ‖V ′′(x)‖L(E,L(E)) ‖σ(x)‖2γ(H,E).
These estimates imply that we can take summations in k of the both parts
in (26). The additional two estimates
∞∑
k=1
∥∥∥σ′′(x)V (x)ekσ(x)ek∥∥∥
E
6 ‖σ′′(x)V (x)‖γ(H,L(E))‖σ‖γ(H,E)
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and ∥∥∥ ∞∑
k=1
[(V ′σ′)(x)ekσ(x)ek]
∥∥∥
E
6 ‖(V ′σ′)(x)‖γ(H,L(E)) ‖σ(x)‖γ(H,E)
imply that the term [σ0, V ] is well-defined. This, in turn, implies that the
term 1
2
∑∞
k=1[σk, [σk, V ]](x) is well-defined as well.
Lemma 5. Let Xt be a mild solution to SDE (1) with the initial condition
x ∈ D(A), and let A9 be fulfilled. Then Xt is also a strong solution to (1).
Proof. The statement of the lemma can be verified by taking stochastic dif-
ferentials of the both parts of (1).
Lemma 6. Let Assumptions A1, A2, and A10 be fulfilled. Further let x ∈
D(A), and V : E → eTAE be a vector field which is a C2-smooth function
E → E. Then, if Xt is a strong solution to (1) and Zt is the solution to (19),
it holds that
ZtV (Xt) = V (x) +
∞∑
k=1
∫ t
0
Zs[σk, V ](Xs) dW
k
s
+
∫ t
0
Zs
(
[σ0, V ] +
1
2
∞∑
k=1
[σk, [σk, V ]]
)
(Xs) ds. (27)
Proof. By Itoˆ’s formula (see [4], [7]),
V (Xt) = V (x) +
∫ t
0
V ′(Xs)(AXs + α(Xs))ds+
∫ t
0
V ′(Xs)σ(Xs) dWs
+
1
2
∫ t
0
∞∑
k=1
V ′′(Xs)σk(Xs)σk(Xs) ds.
Equation (19) implies that for x ∈ eTAD(A),
Ztx = x−
∫ t
0
ZsAxds+
∫ t
0
Zs(Σ(Xs)− α′(Xs))x ds−
∫ t
0
Zsσ
′(Xs)x dWs.
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Applying Itoˆ’s formula to ZtV (Xt) we obtain:
ZtV (Xt) = V (x) +
∫ t
0
Zs
(
Σ(Xs)− A− α′(Xs)
)
V (Xs) ds
+
∫ t
0
Zs
(
V ′(Xs)(AXs + α(Xs)) +
1
2
∞∑
k=1
V ′′(Xs)σk(Xs)σk(Xs)
)
ds
−
∫ t
0
σ′(Xs)ZsV (Xs) dWs +
∫ t
0
ZsV
′(Xs)σ(Xs) dWs
−
∫ t
0
∞∑
k=1
Zsσ
′
k(Xs)V
′(Xs)σk(Xs) ds = V (x)+∫ t
0
Zs[AXs + α(Xs), V (Xs)] ds+
∞∑
k=1
∫ t
0
Zs[σk, V ](Xs) dWs
+
∫ t
0
∞∑
k=1
Zs[−σ′k(V ′σk) +
1
2
V ′′σkσk + σ′k(σ
′
kV )](Xs) ds.
By Lemma 4, the right-hand side of the above relation equals the right-hand
side of (27).
The main result of this paper is the following version of Ho¨rmander’s
theorem.
Theorem 5. Let Assumptions A1-A10 and Ho¨rmander’s condition H be sat-
isfied. Further let F : E → Rk be a bounded linear operator of rank k. Then,
for any fixed t, the probability distribution of FXt is absolutely continuous
with respect to the Lebesgue measure on Rk.
Proof. In Theorem 2 we proved that the Malliavin derivative DrXt, where
r 6 t are fixed, verifies equation (8). The uniqueness of the solution to (8)
in S2(γ(H,E)) follows from the results of Section 4. Let us note that the
process YtZrσ(Xr) also satisfies (8). Indeed, (16) implies:
Yt = e
(t−r)Yr +
∫ t
r
e(t−s)Aα′(Xs)Ys ds+
∫ t
0
e(t−r)Aσ′(Xs)Ys dWs.
Noticing that YtZrσ(Xr) takes values in γ(H,E), we multiply the both
sides of the above equation by Zrσ(Xr). Taking into consideration that
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YrZrσ(Xr) = σ(Xr), we obtain that YtZrσ(Xr) verifies (8). By uniqueness of
the solution to (8) in S2(γ(H,E)), DrXt = YtZrσ(Xr).
Fix a t > 0. Let Xs be the solution of (1), and let ξs = FXs. By Lemma
2, the Malliavin derivative Drξt, r < t, equals to
Drξt = F Yt Zr σ(Xr). (28)
Further let γt denote the Malliavin covariance matrix of ξt. Using relation
(28) we can write down γt in the form:
γt = (F ◦ Yt)Ct(F ◦ Yt)∗
where the operator Ct : E
∗ → E is defined as
Ct =
∫ t
0
Zrσ(Xr)σ(Xr)
∗Z∗r dr.
By Theorem 2.1.2. of [13], the statement of the theorem will be implied by
the invertibility of γt. In order to show that (γtx, x)Rk > 0 for all x ∈ Rk, it
suffices to prove that for all ϕ ∈ E∗, ϕ 6= 0,
E〈Ctϕ, ϕ〉E∗ > 0 (29)
with probability one. Indeed,, for every x ∈ Rk,
(γtx, x)Rk = E〈CtY ∗t F ∗x, Y ∗t F ∗x〉E∗ .
Note that kerF ∗ = {0}. Indeed, assume that there is a z ∈ Rk, z 6= 0,
such that F ∗z = 0. Then, for all y ∈ E, (Fy, z)Rk = E〈y, F ∗z〉E∗ = 0.
Thus, z is orthogonal to ImF in Rk which contradicts to the assumption
that F has rank k. Also, note that kerY ∗t = {0}. Indeed, Y ∗t y′ = 0 implies
Z∗t Y
∗
t y
′ = y′ = 0. Hence, Y ∗t F
∗x ∈ E∗ is non-zero if x ∈ Rk is non-zero.
Thus we have to prove (29). Let us assume that there exists a ϕ0 6= 0
such that
P{E〈Ctϕ0, ϕ0〉E∗ = 0} > 0. (30)
Take a ϕ ∈ E∗. We have:
E〈Ctϕ, ϕ〉E∗ =
∫ t
0
‖σ(Xr)∗Z∗rϕ‖2H dr =
∫ t
0
∞∑
k=1
(ek, σ(Xr)
∗Z∗rϕ)
2
H dr
=
∫ t
0
∞∑
k=1
E〈Zr σk(Xr), ϕ〉2E∗ dr. (31)
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Define random spaces Ks ⊂ E:
Ks = span{Zζσk(Xζ); ζ ∈ [0, s], k ∈ N}.
The family of vector spaces {Ks, s > 0} is increasing. Let K0+ = ∩s>0Ks. By
the Blumental zero-one law, K0+ is deterministic with probability one, since
every random variable b ∈ K0+ is constant with probability one. Let N > 0
be an integer, and let Ns be the codimension of K0+ in Ks, possibly infinite.
Consider the non-decreasing adapted process {min{N,Ns}, s > 0}, and the
stopping time
S = inf
{
s > 0 : min{N,Ns} > 0
}
.
Note that P{S > 0} = 1. Indeed, if we assume that P{S = 0} > 0, it
would imply that with a positive probability the codimension of K0+ in
Ks is positive for any s > 0. The latter fact implies that with a positive
probability the codimension of K0+ in ∩s>0Ks is positive as well, which is a
contradiction.
Next, note that K0+ 6= E. Indeed, if K0+ = E, then Ks = E for all s > 0.
Therefore, if ϕ ∈ E∗ is such that E〈Ctϕ, ϕ〉E∗ = 0, then E〈Zrσk(Xr), ϕ〉E∗ = 0
for all r ∈ [0, t] and for all k ∈ N by (31). This implies that ϕ is zero on Ks,
and hence, ϕ = 0, which contradicts to hypothesis (30).
Take a non-zero functional ϕ ∈ E∗ containing K0+ in its kernel. Note
that for all s < S, ϕ(Ks) = 0, and hence,
E〈Zsσk(Xs), ϕ〉E∗ = 0 for all k and s < S. (32)
Introduce the following sets of vector fields:
Σ0 ={σ1, σ2, . . . , σk, . . .}
Σn ={[σ0, V ], [σk, V ], k ∈ N, V ∈ Σn−1}
Σ = ∪∞n=1 Σn
and
Σ′0 =Σ0,
Σ′n ={[σk, V ], k = 1, 2, . . . , V ∈ Σ′n−1;
[σ0, V ] +
1
2
∞∑
k=1
[σk, [σk, V ]], V ∈ Σ′n−1}
Σ′ = ∪∞i=1 Σ′n.
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Let Σn(x) and Σ
′
n(x) denote the subspaces of E obtained from Σn and Σ
′
n,
respectively, by evaluating the vector fields of the latters at point x ∈ D(A∞).
Note that the vector fields from Σn (resp. Σ
′
n) are well-defined on D(A
n−1).
Clearly, the spaces spanned on Σ(x) and Σ′(x) coincide with each other. They
also coincide with the space E by Assumption H. Let us show that
ϕ(Σ′n(x)) = 0 for all n. (33)
By Assumption H, this will imply that ϕ = 0, and hence, it will be a contra-
diction. Property (33) is implied by the following stronger property:
E〈ZsV (Xs), ϕ〉E∗ = 0 for all s < S, V ∈ Σ′n, n > 0. (34)
We show (34) by induction on n. For n = 0, (34) follows from (32). We assume
that (34) holds for n− 1, and show that it holds for n. Let V ∈ Σ′n−1. Note
that if V takes values in etAE, then [σk, V ] and [σ0, V ] +
1
2
∑∞
k=1[σk, [σk, V ]]
also take values in etAE. By Lemma 6,
0 = E〈ZsV (Xs), ϕ〉E∗ = E〈V (x), ϕ〉E∗ +
∞∑
k=1
∫ s
0
E〈Zr[σk, V ](Xr), ϕ〉E∗dW kr
+
∫ s
0
E〈Zr
{
[σ0, V ] +
1
2
∞∑
k=1
[σk, [σk, V ]]
}
(Xr), ϕ〉E∗dr
which holds for all s < S. Since E〈V (x), ϕ〉E∗ = 0, it implies that for all s < S,
the quadratic variation of the martingale part and the bounded variation part
of this semimartingale must be zero. This proves (34).
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