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Actor Roles in the Service
Development Process
Patrik Gottfridsson, Karlstad University

Abstract
The purpose of this study is to increase understanding of the different actors participating in the service development process, the roles they play, and the resources they
contribute to the process. The public transport system in Sweden is a complex setting
in which many actors control a variety of resources. Using the established tripartite
network model (actors, activities, and resources), the present study identifies eight
groups of actors: (1) the Strategic Creators; (2) the Competing Actors; (3) the Deciding
Actors; (4) the Supporting Actors; (5) the Prime Movers; (6) the Suppliers; (7) the Service
Performers, and (8) the Users. The primary contribution of this paper is to identify this
novel typology of actors in the service development process. The study also proposes a
conceptual model of the relationships among these various actors and their functions.

Introduction
In virtually all service industries, interactions and collaborations among various
actors are vital ingredients of both the service offering (Grönroos 1990) and the
service system; in particular, the service system consists of a network of interrelated actors and resources required to deliver the service (Edvardsson 1997).
In many cases, these actors and resources are external to the focal organization,
which is dependent on resources held by others and must interact with these
external actors to obtain the necessary resources (de Burca 1995; IMP 1982).
The important role that is played by external actors and resources in the service
offering and the service system implies that interaction and coordination among
1
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different actors and their resources should also form an important aspect of the
service-development process. If new or refined service offerings are to be developed efficiently, there is an obvious need for service developers to know which
actors participate in the service offering and the service system and what resources
they bring to the process. However, despite the apparent importance of interaction and collaboration in service development, a review of the literature reveals
that interactions and collaborations among various actors have been largely
overlooked in research into the service development process (see, for example,
Akamavi 2005; Smith and Fischbacher 2005, Jong and Vermeulen 2003; Johne and
Storey 1998); indeed, according to Smith and Fischbacher (2005), no studies have
assessed the impact that various actors have on the service development process.
As a result, existing service development models do not provide an accurate picture of how new services are actually developed (Stevens and Dimitriadis 2004;
Akamavi 2005).
In addressing this apparent deficiency in the literature, the aims of the present
study are to identify the actors involved in the service-development process,
analyse the roles that these actors play, and identify the resources they bring to
the process. To the extent that it realizes these objectives, the main contribution
of this paper is to present a typology of the various actors involved in the service
development process and a proposed model of the relationships among the various actors and their functions.
The remainder of this paper is organized as follows. The following section presents a
conceptual framework for the study, including a literature review of relevant studies
in this area. The paper then presents the methodology of the empirical study and a
summary of the six case studies from which empirical data are collected. This is followed by a presentation of the results, including the identification of eight categories
of actors and their functions. The paper then discusses the significance of the findings and suggests a proposed model of the relationships among the different actors
and their functions. The paper concludes with a summary of the main conclusions,
managerial implications, and suggestions for future research.

Conceptual Framework
Models of the Service Development Process
If we look at service development research, the existing service-development models can be, according to Johnson et al. (2000), divided into three broad categories.
2
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The first category is constituted by the “partial models,” which describe certain
aspects of the service development process. The second category includes the socalled “translational models,” which largely draw on models of the development
of physical goods and then translate this knowledge into the service area. The
third category includes the “comprehensive models,” which attempt to describe
service development in terms of its own parameters and merits. Most of the service development models adopt a sequenced approach. For example, Scheuing
and Johnston’s (1989) model consisted of 15 steps for how services are (or at least
ought to be) developed. Other models have contained fewer steps and less linear
approaches to service development (Akamavi 2005; Johne and Storey 1998; Jong
and Vermeulen 2003). Despite these differences, Lievens et al. (1999) identified
three broad phases in the service development process: the planning phase, the
development phase, and the market launch phase. Although most of the models
imply that the development of services is carried out in a structured way, service
development processes are, in reality, seldom as structured as the models suggest
(Bowers 1988; Edgett 1996; Johne and Storey 1998; Martin and Horne 1993). In
particular, there is considerable overlap between the designated phases.
Besides this, most service development models adopt, according to Johne and
Storey (1998), who undertook a thorough review of the literature on new service
development, an intra-organizational perspective—that is, they focus on what is
happening within the organisation and how the different phases of the development process have been carried out (or should have been carried out). Subsequent literature reviews (Akamavi 2005; Jong and Vermeulen 2003) have painted
an essentially similar picture. In contrast to this, other researchers argue that a
company’s activities are not performed in isolation; rather, they are embedded to
varying degrees in a wider web of coordinated business activities with other companies and agents (Ford 1997; de Burca 1995). Most companies are dependent on
resources held by other parties. To obtain access to these resources, companies
need to interact within networks of relationships (Ford 1997; de Burca 1995).
A network is composed of three interrelated variables—actors, activities, and
resources (Håkansson and Johansson 1992). Of these, the actors play the crucial
networking role because they perform the activities and control the resources.
These actors can be individuals or groups; indeed, they can be an organization
or a part of an organisation. The resources can be divided into tangible resources
and intangible resources. Examples of tangible resources include physical assets
(such as production equipment, components, and materials). Examples of intangible resources include knowledge, skills, and routines. Resources can be under
3
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the control of a single actor or jointly controlled by several actors. Based on the
resources, the actors undertake activities where the resources are either transformed by being combined with other resources or transferred between actors. If
the resources are in short supply, or if they are important for either transformation or transfer, the question of who controls them assumes greater significance
(Håkansson and Johansson 1992; IMP 1982).
This preoccupation with an intra-organizational focus has resulted in that the
interactive and collaborative aspects of service development have largely been
overlooked (Syson and Perks 2004). As a result, the existing service development
models overlook important aspects of the service logic and therefore do not provide an accurate picture of how services are actually developed (Akamavi 2005;
Stevens and Dimitriadis 2004).
Actors in the Service-Development Process
Despite the relative paucity of studies on the interactive and collaborative aspects
of the service development process, there have been some studies that have examined the various actors (or actor groups) in the process. For example, Syson and
Perks (2004) studied service development from a network perspective with a focus
on the interactions among actors. Utilizing a case study of the development of
services at a building society, the authors identified the network actors who were
involved in the development process. These included internal actors (members of
the designated product development team, other internal actors who contributed
financial, marketing, and legal expertise, and customer-contact staff) and external
actors (such as competitors, distributors, agents, customers, and suppliers).
Another study of the development process from a network perspective was conducted by Heikkinen et al. (2007), who drew on so-called “role theory” to identify
12 distinct management roles in the development of a business network. Using
such criteria as whether a task was “radical” (or “incremental”) and whether it was
“expected” (or “emerging”), the authors identified the following roles: Webber,
Instigator, Producer, Facilitator, Gatekeeper, Entrant, Aspirant, Planner, Compromiser, Advocate Auxiliary, and Accessory Provider.
Actors or actor groups in the service development process also have been mentioned in some other studies. For example, Edvardsson (1997), who focused on
quality in new service development, noted that service is produced by a process
that includes the customer, the company, and subcontractors as actors. Other
authors who have identified customers or users as important players in the service
4
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development process include Berry and Hensel (1973), Pitta and Franzak (1996),
and von Hippel et al. (1999); similarly, frontline staff have also been accorded an
important role in the process by such authors as Schneider and Bowen (1985),
Atuahene-Gima (1996), and Edvardsson et al. (2000). The role of the supplier in
the study by Syson and Perks (2004) is in accordance with the recognition that
most companies are dependent on resources held by others (Ford 1997; de Burca
1995).

Research Methodology
Background to the Study and Summary of Cases
Responsibility for public transport in Sweden is distributed among several actors
(SLTF 2002) who must actively collaborate within various networks to create and
provide the public transport system. The level of complexity is, therefore, high
because many actors are involved on various levels, all of whom have different
degrees of authority, varying access to resources and particular opinions and agendas regarding the development process (Smith and Fischbacher 2005).
The six cases examined in this study were all service development projects that
ran over a long period of time with a view to developing and transforming public
transport to make it more modern and easily accessible to different groups of travellers. In this in-depth qualitative study of Swedish public transport, the concept
of service development is taken to include the development of new services and/
or the refinement of existing services. In summary, the six cases are identified in
Table 1.
Data Collection and Analysis
Most of the data were gathered from semi-structured interviews that were conducted face-to-face or by telephone. The interviews focused on the different
actors and their roles in the service development process. All interviews were
recorded and later transcribed. The data from the interviews were complemented
by personal observations and documentary analysis.
Data analysis proceeded by inductive open coding (Miles and Huberman 2004)
using the qualitative computer program Nvivo 7. After re-coding and sorting the
data, the various actors involved in the service development process were identified. The coded data were then distilled into detailed descriptions of the various
actors and their roles. Table 2 provides an overview of the collection of data in the
six cases.
5
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Table 1. Overview of Cases
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Table 2. Overview of Data Collection from Cases

Results
Based on the empirical analysis, eight main categories of actors were identified in
the service-development processes studied here:
• Strategic Creators (or Institutional Initiators)
• Competing Actors
• Deciding Actors
• Supporting Actors
• Prime Movers
• Suppliers
• Service Performers (subcontractors, co-workers, and frontline staff)
• Users
Each of these groups had its own agenda, which, in various ways, facilitated or
obstructed the development process. The eight groups of actors and their various
roles are described in more detail in Table 3.

7
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Table 3. Presentation of Empirical-Driven Actor Roles
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Discussion
Functional Roles in Service Development
The categories of actors identified in the cases studied here differ somewhat from
those revealed in Syson and Perks’ (2004) case study. In their study, the actors were
categorized based primarily on their formal designated positions in the company
and/or the network. In the present case, the focus is more on their functional
roles in the actual service development process. One reason for this is the fact that
some actors can exist in more than one role in the service development process.
For example, at various stages in the process, some general managers of the public
transport authorities acted as Strategic Creators, Supporting Actors, Deciding
Actors, and/or Prime Movers. The present study therefore contends that it is
more appropriate to emphasise the functions of the various actors in the service
development process rather than their designated positions as the primary basis
for categorizing respective roles in service development.
Nevertheless, despite the present study’s emphasis on functional role, it is still
possible, like in Syson and Perks’ (2004) case, to note that some of these functions
are essentially “external” to the development process, whereas other functions are
essentially “internal” to the process. The functions labelled as external included
the functions of the Strategic Creators, the Supporting Actors, and the Competing
Actors. None of these functions were involved in the service development process
on a day-to-day basis; rather, these functions influenced the process from a more
strategic level—by initiating the process (the Strategic Creators), supporting it
(the Supporting Actors), or competing with it to obtain resources (the Competing Actors). In contrast, some functions were essentially “internal”; these included
the functions of the Prime Movers, the Suppliers, the Service Performers, and the
Users. These functions actually performed (or were at least involved in) the dayto-day development process. The function of the remaining group, the Deciding
Actors, can be seen as both internal and external because the functions of this
group operated on several levels.
A Conceptual Model
On the basis of the above discussion, the present study proposes a conceptual
model of relationships among the various functional roles of actors in the service
development process. As shown in the figure, the functions can be divided into
external functions (those outside the shaded box) and internal functions (those
within the shaded box).

10
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Figure 1. Conceptual Model of Functional Roles in Service Development

External Functions
As shown in the proposed model, the strategic creators initiated the service development process by creating (and, if necessary, amending) the strategic guidelines
for the service offering that was to be delivered. The main functions of this group
included strategic decision-making about what was to be developed, setting the
financial parameters, approving funds, and directing the resources required to
realize the overall strategy.
The second group of external functions illustrated in the model shown in Figure
1 is those of the Competing Actors. As previously noted, this group competed for
limited resources to provide the services that they perceived to be important. In
doing so, they used information to apply pressure to the strategic creators and
deciding actors. The nature of their competition differed significantly from that of
the group labelled competitors in the study of Syson and Perks (2004). In the latter
case, the competitors competed with actors in the same line of business to secure
customers. In contrast, in the cases studied here, the actors had a monopoly status
within a certain geographical area; competition in this setting therefore consisted
11
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of various public-sector bodies attempting to secure priority in the allocation of
limited government resources. The Competing Actors were thus to be found in
quite disparate areas of the public sector.
The third group of external functions illustrated in Figure 1 is that of the Supporting Actors. The main inputs from this group are to provide resources, support,
and power to the internal functions of the project and to provide information
with a view to influencing the strategic creators. To some extent, the equivalent
functions in Syson and Parks’ (2004) study were those of the senior management
team and other internal actors who provided a green light to the projects and thus
provided some degree of formal support.
The functions of the Deciding Actors are illustrated on the left side of the shaded
box of Internal Functions. These actors considered the claims of the competing
actors and had the power to decide how the limited available resources would be
utilised in the project. They received guidelines and resources from the strategic
creators and provided information in return.
Internal Functions
The principal internal function illustrated in the shaded box in Figure 1 is that of
the Prime Movers. As previously noted, the Prime Movers in the cases studied here
were actors who were committed and enthusiastic about service development
and who assumed responsibility for ensuring that service development proceeded.
They made the strategies operational by transforming them into practical service
offerings. It is noteworthy that a Prime Mover could be an actor without any formal power in the development process, provided that person (or organization)
was strongly committed to creating a good service. In other cases, the Prime Mover
can be commissioned with the specific task of leading the service-development
team. Moreover, the identity of the Prime Mover can change during the development process. The main resources of this group were know-how and information
concerning the processes and the service in general. In addition, they sometimes
had control over certain resources approved for the project. This group can be
compared with Syson and Perks’ (2004) product development team—although
the function of the Prime Movers in the present study was less formalized and was
not always undertaken by a team of actors.
The second group of internal functions shown in Figure 1 is those of the Service
Performers. They represented an important function during the development
process. However, as previously noted, a major challenge in the development
12
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processes studied here was to overcome the restraints imposed by the contractual
tendering arrangements imposed by statute on the relationship between the public transport authorities and their subcontracting performers of services.
Although the Suppliers are shown in Figure 1 as fulfilling internal functions, in
some of the cases studied here the high-tech aspects of the service (such as information and ticketing systems) required the expertise of an external supplier. The
need for such external input is ultimately derived from the acknowledged need for
organizations to interact and develop relationships in order to acquire and utilise
resources (Turnbull and Wilson 1989). In other cases, the Suppliers were internal
agents within the service development process. The precise arrangements with
suppliers can thus vary, but, whatever the arrangement, there is a need for close
day-to-day interaction during the finalization and implementation of the system
under development. Apart from ensuring that the systems work, it is important
to transfer the necessary knowledge and know-how from the suppliers to the
operators of the system. The Suppliers were an important actor group in the present study, and their function is accordance with the Suppliers in Syson and Perks’
(2004) study, who were also identified as important actors in the service development process.
The last group of internal functions identified in the present study was the Users.
As described in the service development literature, they had an important function
because they were both the user and co-producers of the service (Berry and Hensel
1973; von Hippel et al. 1999; Pitta and Franzak 1996; Edvardsson 1997). However,
problems exist with respect to identifying which users should be involved and how
they should be involved. This group was also identified by Syson and Perks (2004)
as important actors in the development process.
Finally, it should be noted that this study has shown that the main contributions
made by most actors in the service development process are information, knowledge, and expertise, which are all intangible resources. In many cases, these intangible resources are tacitly assumed within an organization, thus inhibiting access
by other actors. The present study thus endorses the findings of Syson and Perks
(2004), who noted that closeness and informal communication among actors is
an important means of generating and accessing the tacit knowledge required for
service development.

13
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Conclusions, Managerial Implications, and Future Research
Although many studies have focused on new service development, relatively little
research has been undertaken into which actors participate in the service development process, the roles they play, and the resources they bring to the development
process. On the basis of six case studies of service development in the public sector, eight groups of actor functions have been identified. Four of these functions
were labelled as “external” because they were not involved in a day-to-day basis
in the development process, but contributed at a strategic level by initiating the
process, supporting it, or competing with it for limited resources. These functions
were designated as the Strategic Creators (or Institutional Initiators), the Supporting Actors, the Deciding Actors, and the Competing Actors. In contrast, the “internal” functions actually performed (or were at least involved in) the day-to-day
development process. These were designated as the Prime Movers, the Suppliers,
the Service Performers, and the Users.
Certain implications for theorists as well as managers flow from the present study.
They can be summarized as follows. First, it is important to realize that the service
development process is complex and that there exist many different actors needed
to be handled in the development process. To manage a service development process under this studied contextual situation, there is a need to understand what
different functional roles that exist in the process. In contrast to Syson and Perks’
(2004), this study highlights that the important thing to focus on is the actors’
functions rather than designated positions. An actor can, despite his/her formal
position, appear in many functions and thereby be driven by different logics and
have different power and different agendas, depending on their function for the
time-being. When managing the service development process, one must be aware
of the functional roles creating the prerequisites for the development process and
the functional role carrying out the actual work when it comes to developing the
service. Based on this, it is important to provide each functional role with the right
type of resources. When it comes to the group of functions setting the arena for
the development process (i.e., the Strategic Creators and the Deciding Actors), it
is important to supply them with the right kind of information, helping them in
making decisions propitious for the development project. In this, the Supporting Actors are very important since they in their function can help the Deciding
Actors and the Strategic Creators make the right decisions.
When it comes to the group that, on the other hand, functions as the actors actually developing the service, they need other types of resources. In many cases, their
14
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development work consists of different kind of knowledge transfer and knowledge
sharing, and for facilitating this kind of processes there are other supporting activities necessary. The knowledge needed is created by constant interactions with
other actors where information is shared and transferred. In this, dialogue is an
important aspect, something that is also highlighted by Syson and Perks (2004),
who claim that closeness between actors and informal communication mechanisms is an appropriate means for generating this kind of knowledge. Relational
capital (trust) facilitates the transfer of tacit knowledge between collaborating
partners, due to the fact that transfer of tacit knowledge to a high extent is about
inter-personnel communication (Collins and Hitt 2006).
Seen from this perspective, service development is made up of interactions. Ireland
et al. (2002) assert that effective knowledge transfer does not occur automatically;
it requires deliberate management and attention to the transfer process. Processes
facilitating learning must be planned and organized. In the management of an
effective service development process, these kinds of activities must be handled
well to create right conditions for the ones conducting the actual service development process.
Using this study as a starting point, a number of research opportunities can be
identified. First, this study should been seen as merely an initial step in the categorization process. Future studies could expand on the present findings by focusing on the resources that the various actors contribute during the development
process. This could perhaps lead to a modification of the categorization suggested
here. Second, because this study was conducted only within the context of the
public sector, it would also be of interest to study actor roles in service development processes conducted within the private sector. Third, future studies could
aim to increase understanding of how service development proceeds as an individual and/or organizational learning process. Such studies could investigate how
different actors’ knowledge and other resources are transformed into a new or
refined service offering.
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Abstract
Local-authority-administered Demand Responsive Transport (DRT) schemes are
increasingly prevalent in England and Wales, partly as a result of the growth in the
availability of government funding. However, insufficient research has been undertaken into the nature of these schemes and their performance, making it difficult to
predict their future role. In this respect, a survey was undertaken to collect data on
the background, operation, and performance of DRT schemes in England and Wales.
It found that DRT schemes are often designed in an attempt to tackle social problems caused by poor accessibility and that they took time to become established, to
achieve their objectives, and to reach an acceptable performance in terms of subsidy
level. The paper concludes that local-authority-led DRT schemes have a role to play,
but that lessons learned from schemes currently in operation must be heeded by
those contemplating new scheme development.

Introduction
Numerous DRT services operate in the UK; however, their future is now uncertain
as funding streams are coming to an end. The time would, therefore, seem appro19
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priate for taking stock of what the DRT schemes are doing and how they are doing
it to discern a strategy for the future.
The aim of this paper is to investigate the current situation of publicly-funded
DRT schemes in England and Wales. Specifically, it investigates how and why DRT
schemes have been established, including data on their design and operation, the
catalysts for the schemes, and their objectives. Finally, it considers the current
performance of the schemes.
The following section provides a brief summary of the relevant literature followed
by an outline of the method used to collect the data. This consisted of a survey
sent to a carefully-selected number of local authorities who run DRT schemes. The
findings from this survey are then presented along with discussion of the results
and conclusions.

Literature
DRT “provides transport ‘on demand’ from passengers using fleets of vehicles
scheduled to pick up and drop off people in accordance with their needs”
(Mageean and Nelson 2003: 255). DRT has been seen as “an intermediate form of
public transport, somewhere between a regular service route that uses small low
floor buses and variably routed highly personalised transport services offered by
taxis” (Brake et al. 2004: 324). Essentially, DRT can be defined as an intermediate
and highly flexible mode of transportation giving rise to a wide variety of uses.
There are a number of reasons why DRT has become an increasingly popular
transport tool over recent years. They include an increasing dissatisfaction with
conventional public transport provisions (Enoch et al. 2004; Mageean and Nelson
2003), more dispersed land use patterns (Enoch et al. 2004), the lack of adaptability of conventional bus and taxi services (Ambrosino et al., 2004) and an increasing
governmental interest in improved social service transport and reducing social
exclusion (Ambrosino et al. 2004; Mageean and Nelson 2003).
DRT is seen by some as a tool that could fill the gap between a fixed route bus
and a taxi to meet the needs of certain members of the population (Mageean and
Nelson 2003). For example, Romanzzo et al. (2004) suggest that viable markets
exist for DRT as an alternative transport method to be harnessed at times of weak
demand, thus serving those who want to travel at these times. The role of DRT in
the UK is different from the one it occupies in the U.S. due to legislative, regulatory,
and market variations.
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DRT can also be used a tool to promote modal shift and increase public transport
integration. There is evidence that DRT has the potential to meet the needs of
niche markets, such as hospital transport (SEU 2003). Other suggested markets
include shopping, commuting and leisure (Enoch et al. 2004). The Scottish Executive (2006) identified four potential categories for DRT services that encompass
all of the aforementioned markets: premium value services (for example, airport
transfers), high value to agency services (for example, Joblink transport), high
care needs (for example, patient transport), and best value public transport (for
example, rural services). The report concluded that, in Scotland, “there is potential
for growth in all four main DRT markets: high care needs, high value to agency,
best value and premium services, but to achieve this growth will require better
targeting of public funding, resolution of some regulatory issues and improved
joint working across sectors” (Scottish Executive 2006: 37).
One of the major problems facing transport planners considering DRT is the
high cost of designing and running DRT services. Rural and Urban Bus Challenge
funding (RBC/UBC, Government funding programs aimed at increasing innovation in public transport) has been extremely useful in encouraging the set up of
DRT schemes, though it is thought by some to have encouraged innovation more
than cost-effective, long-term schemes. The future is still uncertain for many DRT
schemes established under Bus Challenge funding (Enoch et al. 2004).
There is a suggestion that DRT schemes can prove a useful tool for attaining public policy (i.e., social, economic and environmental) goals (SEU 2003; Enoch 2004;
Scottish Executive 2006) and that some funding programs—for example, the RBC/
UBC—led to a number of DRT schemes being set up. However, there is little documentary evidence referring to this type of scheme setup using challenge funding
and the associated costs, benefits, and effectiveness at achieving goals.
A survey was designed to gather data to enable investigation of some of the issues
raised in the literature review.

Method
The contact details for the DRT schemes were obtained from a list of registered
flexibly-routed bus services operating in the UK provided by the Department for
Transport (DfT). The respondents to the survey were local authority officers with
responsibility for at least one DRT scheme. The survey was sent to 36 local authorities responsible for a total of 99 registered schemes. The initial responses indicated
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that some of these schemes had ceased to exist since the DfT had produced the
initial list and also that some of the registered schemes were services within a
single scheme rather than entities themselves. A total of 48 surveys were returned
from 28 local authorities.
The survey was administered in December 2005 via email. Initial contact was
made by telephone to obtain an email address. A period of two weeks was allowed
before non-respondents were contacted again by phone or email.

Design and Operation
This section explores the design and operation characteristics of the schemes
listed in Table 1. It begins by looking at the funding source and the geographical
type of the operational area. Next, it reviews the operational characteristics including the route, the technology, the booking options, and the fare levels. Finally, it
provides a summary of the design and operational lessons.
Table 1 lists contextual information about the schemes.
Funding
The majority of the scheme’s funding came from the local authority or RBC/UBC
grants - in a number of cases, a combination of local authority and RBC/UBC, as
illustrated by Table 1. The “Other” category included money from beneficiaries of
the service—for example, employers—and, in one case, a Rural Enterprise Partnership. Many of the schemes’ funding was due to cease in 2007 or earlier (Table 1.).
Only a very small proportion had secured funding (usually from the local authority
but, in individual cases, both a developer and Kickstart were mentioned) following
cessation of the original funding.		
The results in Table 1 reinforce Enoch et al. (2004), which stated that Rural and
Urban Bus Challenge grants had funded many DRT schemes. Two years on from
the Intermode report, the results indicate that the future for many of these
schemes is still uncertain.
Geography
A total of 26 of the 48 respondents questioned classified their schemes as operating in rural areas, with 7 classifying themselves in urban areas and 15 operating in
a combination of area types. Figure 1 represents the split in more detail.
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Table 1. Scheme Context

* “DfT” refers to schemes of an element of funding from special UK Department for Transport
grants, e.g. Rural Bus Challenge, Urban Bus Challenge, or Rural Bus Subsidy Grant. These include
schemes where local authorities also input money. “LA” refers to schemes funded by the local
authority where no DfT money was used. “Other” refers to grants from non-government sources.
“None” refers to schemes that are not subsidized.
** Numbers in parentheses refer to frequency of occurrences.
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Figure 1. Geographical Distribution of Schemes

The schemes are spread across seven of the English regions, with one scheme in
Wales. A total of 4 of the schemes operated in the East of England, 7 in the East
Midlands, 2 in the West Midlands, 11 in the North West, 14 in the South West, 8
in the South East, and 1 in Yorkshire and Humberside.
Route and Schedule
The schemes exhibit three different types of route: fully-flexible, semi-flexible, and
fixed and flexible. Those that were fixed and flexible were generally time (demand)
dependent, operating on a flexible basis off peak and a fixed basis when demand
was higher at peak times. The semi-flexible services often had fixed routes in busier
areas and flexible sections off route in areas of lesser demand.
Operating Hours
Most of the schemes operated over six days during the daytime and evening. A
few exceptions operated on a Sunday or 24 hours a day. A total of 14 of the 43
schemes that gave their operating hours operated for between 41 and 60 hours
per week, with 61-80 hours per week also being common operating hours. Four
schemes operated in excess of 120 hours.
Vehicles
The fleet sizes of the schemes are displayed in Table 1. Schemes usually had 8-16
seat vehicles that were manufactured by Volkswagen, Mercedes or Roehill. The
most common number of seats per scheme was 11-20, followed by schemes with
50+ seats and 21-30 seats. The schemes with 50+ seats were most common in
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rural areas. In all seat number bands excluding 31-40, there was an even split
between those schemes operating on a fully-flexible basis and those operating on
a semi-flexible basis. Furthermore, the majority of vehicles in each category except
31-40 seats were operating on an on-demand basis.
Technology
A total of 29 of the 45 schemes that responded to this question used booking and
routing software, mainly Mobisoft with some using Trapeze or other alternatives.
Slightly over half of the schemes in rural areas did not use any specialized software,
instead relying on pencil and paper booking or taxi software. Of those with software,
five used Mobisoft, two used Trapeze, and two used other software. All but one of
the schemes in urban areas used some kind of booking software, usually Mobisoft.
None of the schemes with 1-10 seats used any software. Of those schemes with 11-20
seats, 9 of the 14 schemes used software or some kind. Only 1 of the 6 schemes with
21-30 seats and 11 of the 24 schemes with 50+ seats used software of any kind.
Schemes with fully-flexible routes were more likely than those with semi-flexible
routes to make use of software as were those that operated on-demand as
opposed to in any other way.
Booking
Figure 2 shows the booking options the DRT schemes offered.
Figure 2. Scheme Booking Method(s)

25

Journal of Public Transportation, Vol. 12, No. 1, 2009

Most of the schemes offered phone booking often with hailing at a bus stop. Text
message and internet booking were not common; however, a portion of the services did have websites featuring timetables and information.
Fares
Most of the schemes had variable fares (Table 2) based both on journey length
and passenger type. The fares ranged from £0.30 for a single journey to £4.00 for
a return, with one service offering a longer cross-county journey priced at £12.00
for an adult return. Those services with flat fares ranged from £0.70 for a single
to £5.00 for a return journey with the average being £1.00-£1.50 for a single ticket.
Less than half of the services offered a season ticket.
Table 2. Fare Type

Design and Operational Lessons
This section discusses the problems with which respondents were faced and reviews
changes to the design or operation of the scheme they would make with hindsight.
Design and Operation: Problem Issues
The respondents highlighted a wide range of problems with the design and operation of the DRT schemes ranging from problems with the users (“some local community groups felt that it should be for their specific use and not for the general
population” and “high public expectations can make the scheme difficult to deliver;
people expect it to do everything all the time”) to problems with getting tender
bids (“few available taxi operators in the area lead to a small choice from the tender
round”) and problems with technology (“initially, when introducing the scheme,
we did not have the computer software in place in time to give us enough time to
design a system”). Respondents had also experienced problems with building an
acceptable level of patronage, vehicle breakdowns, reliability issues, integration into
an established commercial network, and limitations of booking systems.
Design and Operation: Changes
Ideas about changes to design or operation ranged from “not much, as the scheme
has gone from strength to strength” to “try something else!” However, other
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responses were more specific and concerned elements of the design of the schemes
such as “simplify the timetable and route, promote the interchange possibilities
more, make more of the scheme demand responsive, provide more localised information for each village” and “make it far more flexible with even less timing points
from the start.” Others concerned more peripheral issues paramount to the
schemes success, such as “start promotion and awareness raising six months before
launch,” “more meetings with rural residents in the early stages of the scheme,” and
“make sure there is enough lead in time before the scheme goes operational.” Finally,
some of the changes were in relation to the operator side of the scheme, for instance,
“set up in an area where more taxi operators are willing to try a service” and “build
partnership with the Taxi/PHV operators and develop a scheme with them.”

Catalysts and Objectives
This section initially examines the catalysts indicated by the respondents for
selecting DRT as a transport tool. The respondents were asked to state what
had motivated them to design and implement a DRT scheme. Catalysts differ
from objectives because they are why DRT was chosen rather than what the DRT
scheme was trying to do. Figure 3 illustrates the spread of responses. The respondents were able to choose multiple answers to this question and were asked to
justify their responses. These justifications are discussed in more detail below.
Figure 3. Scheme Catalysts
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Scheme Catalysts
Social
Many of the respondents cited social catalysts for commencing the scheme. The
qualifying reasons given for this choice were wide ranging, from the all-encompassing “to give otherwise excluded people a choice” to more specific statements that
centered on providing a travel option to reach activities and services, for example,
“provision of transport service to supermarket, cinema, etc.” and “provide access to
services and facilities for a wide range of people.” Some of the justifications centered
around the type of users, for example, “to provide a specialised service for older shoppers.” The responses illustrated that characteristics can be widely variable.
Environmental
Many of the schemes also had environmental motivations centered around
reducing the use of the private car “to reduce the need for a second car” and “to
aid a reduction in car usage,” “encourage public transport usage by reducing car
dependency,” and “to encourage modal shift away from the car in an environmentally sensitive area,” and, in a similar vein, “to reduce car use in rural areas,” “to
encourage modal shift by serving destinations not previously covered by public
transport,” and “to encourage a shift away from the private car.”
Increased accessibility
The respondents who chose this category justified their choice in a number of
ways, for example, “DRT allows for a door-to-door service to be offered” and allows
transport to access “otherwise isolated residents.” Furthermore, it can be operated using “fully accessible buses” and can easily be used to provide a feeder service
to “onward transport connections.”
The flexibility offered by DRT services in relation to both scheduling and routing made some respondents believe it would improve accessibility in an area, as
indicated by statements such as “DRT can operate at periods of low demand”
and “it can offer a combination of fixed bus route at scheduled times and provide
flexible demand responsive transport in between.” One respondent simply stated
that DRT was “more flexible,” others were more expressive. It was thought by one
respondent that DRT would offer “more flexible routes” or, from another angle,
“fixed route services would not give the flexibility required.”
Commercial Opportunity
Three respondents recognized the commercial opportunity of operating the DRT
service for the local area, citing reasons such as “to keep people using local shop28
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ping facilities rather than travelling further afield” and “to promote sustainable
tourism in rural areas and encourage use of local shops.”
Improved Cost Effectiveness
Certain respondents were operating the services to see if it could provide the
same or better level of service than conventional transport tools for the same or
reduced costs, for example, “to see if higher levels of service and flexibility can be
offered for the same cost as a conventional bus” and cutting costs by using “suitably-sized vehicles to meet demand.” It was also stated that DRT offered reduced
costs because “it would only travel when needed” and it could be “integrated
with special needs and schools transport.” One respondent stated that it offered
improved cost effectiveness because “even a limited service each day is better than
no service.” It was predicted that DRT could provide a cost-effective transport
solution in “deep rural areas that are not conducive to operating a conventional
bus service.” This is further illustrated by the response, “the need for a bus service
to cover a large rural area that provides a cost-effective service for the whole community.” For some, DRT is seen as a way of making “the most cost-effective use of
the available resource.”
Funding Availability
The second most popular response was the availability of funding. Of the 26 respondents who gave a qualifying statement for selecting funding availability as a motivation, 25 mentioned either RBC or UBC in their qualifying statement. The only
respondent who did not mention RBC or UBC cited “limited funding availability in
small rural area” and was 100 percent funded by the Rural Bus Subsidy Grant.
Other
Nine respondents cited other reasons for choosing to operate DRT. These included
“based on our experience with other services,” “to allow us to provide transport
to pockets of isolation and feed into public transport through a network scheme,”
and because “DRT is seen as a regeneration tool.”
Three of the schemes were set up to “test out DRT in the area,” for example, “by
using a taxi-based solution and to find evidence of support for an evening taxibased flexible service.” Although few of the respondents explicitly stated that DRT
is an experimental concept for them, this is apparent in some of the responses.
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Scheme Objectives
Each respondent was asked to identify the objectives of their scheme, that is, what
the scheme was specifically set up to do, and to rate to what extent the objectives
were being achieved. Most of the respondents had between four and six objectives. The objectives were split into four categories: social, environmental, economic, and geographical, as seen in Table 3. The objectives have been categorized
by their primary purpose, for example, improving access to fresh food could be a
social or economic objective. Where the objective states that the scheme aims
to “provide access to food shopping for older and disabled people,” the objective
would be classified as social because, although the service would increase patronage of local shops, this is a secondary benefit of the objective. Where the objective
states that it intends to “provide a service for tourists to visit the historic market
town,” it would be classified as economic, although it also has social benefits for
those without a car and environmental benefits by providing a more sustainable
transport option for those with access to a car. This method has been used during
the categorization of all the objectives but the classifications are very subjective.
Table 3. Objective Category
Objectives

Response rate

Social		
Environmental		
Economic		
Geographical		

129
12
16
12

Social
The majority of the objectives fitted into the social category, ranging from the
unspecific, such as “promote social inclusion,” “reduce rural area social exclusion,” and “provide public transport for socially-excluded rural residents,” to the
specific, such as “to use the project to forge closer links with local community
groups and involve these in defining and developing the services,” “to engage a
community which currently has no realistic public transport,” and “enhance the
quality of rural life by giving greater independence to youngsters, the elderly, and
the mobility impaired.” The majority of the social objectives related to increasing
accessibility to locations that were currently inaccessible. This is illustrated by the
following objectives: “access to food shopping for older and disabled people,” “to
provide people without private transport access to jobs,” and “to provide access
to essential facilities for the local community.”
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Environmental
Twelve schemes had some environmental objectives, although none had solely
environmental objectives. Examples included “modal shift,” “sustainable transport,” and “to help address environmental problems caused by individual car
ownership using by providing sustainable modes.” Where schemes had one or
more environmental objective, it was never the primary objective. In most cases,
the environmental objective was secondary or something that would occur as a
result of increased bus use. For example, Scheme 4 had six objectives, both social
and economic, except one which was to “reduce traffic into the rural villages and
tourist spots.” However, this objective is not purely environmental because reducing traffic also has social benefits.
Economic
None of the schemes had primarily economic objectives; they were often secondary benefits attributable to social objectives. Improving access to facilities and
services inherently has economic benefits (i.e., by improving access to jobs and by
improving access to facilities such as shops). Some examples of economic objectives were “to provide the most cost-effective service for those remoter areas,” “to
provide a cost-effective service that balances patronage to service provision,” “to
use existing taxi provision in the area more efficiently,” and “to meet employer
demand for workers due to expansion.” It appears that the social objectives would
offer long-term economic benefits, but this was not explicitly stated.
Geographical
The objectives classified as geographical were those that referred to providing a service to an area without bus services but made no mention of a social group or access
to a specific service or activity. The primary objective of six of the schemes fit into
the geographical category. This was usually due to the perception that DRT could
provide a service tailored specifically to the geography of the area. Examples of these
objectives included “provide the remoter areas with some level of service,” “low cost
access from the rural area using taxi provision,” and “increase local bus services to
small rural communities which generated low levels of passenger usage.”

Current Performance
This section discusses the subsidy levels and financial sustainability of the schemes
and their performance in terms of their objectives. Finally, it will discuss the overall
performance of the schemes in terms of subsidy level and objective achievement.
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Subsidy Level
Table 1 showed that the majority of the schemes were operating at a subsidy level
exceeding £2.00 per passenger trip, with slightly over half having a subsidy exceeding £5.00 per passenger trip. Subsidies of £2.00-£5.00 are viewed as an acceptable
level within the industry, based on the cost of operating conventional bus services,
although this is locally variable. Only one of the respondents’ schemes was breaking even.
Figure 4 shows that those schemes operating in a purely rural area had a higher
incidence of subsidies exceeding £5.00 and a lower incidence of subsidies falling
into the £2.00-£5.00 range than those operating in an urban or mixed area. In
addition, schemes with less than 21 seats were more likely to have higher subsidies
than larger schemes.
Figure 4. Comparison of Subsidy Level and Geographic Characteristics

Whether the scheme offered a season ticket had strongest bearing on the subsidy
levels. A total of 14 of the 21 schemes that offered season tickets were in the
£2.00-£5.00 subsidy range. Conversely, 18 of the 24 schemes that did not offer any
kind of season ticket had subsidies above £5.00.
32

Demand Responsive Transport: A Review of Schemes in England and Wales

Financial Sustainability
All the respondents to this question were confident that the schemes would
achieve financial sustainability in the medium (1-3 years) or long (3+ years) term.
In total, 28 of the 48 that responded to this question were hoping to achieve financial sustainability within the next three years. This included all the schemes that
operated in solely urban areas and rural and suburban areas. It also included half
of those operating in a rural area.
Objective Achievement
All of the schemes had some social objectives, so it is difficult to define the objective most likely to be achieved; suffice it to say that the schemes had a higher
achievement rate for the objective listed first. Figure 5 illustrates the average
level of objective achievement across the schemes. This was calculated by taking
the percentage the respondent felt each of the scheme’s objective’s was being
achieved and dividing it by the number of objectives. All but one of the schemes
achieved in excess of 40 percent of their objectives. Only one scheme had a 100
percent objective achievement rate (Scheme 3). It must be noted, however, that
the numbers reported here are a reflection of the opinions of the scheme managers regarding the extent to which they had achieved their objectives.
Reasons given for not achieving objectives ranged in generality. For example,
respondents regarded a lack of demand for the service as a main factor in its
failure to achieve the objectives: “very limited demand for the service in practice,” “patronage remains low because many employees are being recruited from
outside the area in which the service operates,” “few journeys being made to
employment areas, which was the main reason for the previous bus route extension,” “problems increasing demand and usage of the services provided,” “not all
areas can provide sufficient users to fill the vehicle,” and “the service is falling well
short of anticipated success, possibly because, although the area is deeply rural,
it is inhabited mostly by commuters who have more than one car per household
and therefore do not suffer the perceived isolation.” Although one scheme had
the opposite problem (“the door-to-door aspect of the service had proved to be
so popular that, on some occasions, people have had to be turned down; therefore,
some people who need the service are not using it.” Five of the respondents had
problems overcoming psychological barriers, for example, “in line with other experiences, people are unwilling to take two buses for a journey as there is a perceived
potential problem” and “patronage levels are low and, although we are unsure of
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why, we believe it is due to people lacking confidence in using something new and
different and taking time to grasp the concept.”
Finally, seven respondents had low achievement rates due to the recent start of
the scheme. These respondents hoped to attain higher achievement levels in the
future, for example, “the scheme has only just started running” and “the route has
only just become fully demand responsive.”
Overall Performance
This section attempts to identify the characteristics common to the more or less
successful DRT schemes.
Those that have been classified as more successful have lower subsidy levels and
higher objective achievement, the converse being true for those classified as less
successful.
The more successful schemes generally used some form of DRT technology, and
many of them offered more that one booking option. These schemes had generally been established for longer than the less successful schemes and also were
likely to operate for an above-average number of hours. Finally, they were more
likely to be based in an area that was not purely rural.
The less successful schemes were likely not to use any DRT technology and usually
offered fewer booking options. Many of the schemes operated for fewer hours
than average. These schemes had generally been operating for a shorter time and
were more likely to be in a rural area.

Conclusion
In terms of design and operation, most of the schemes were based in rural areas.
The funding came predominantly from Rural or Urban Bus Challenge Grants,
and they were usually high technology. The main lessons those running the DRT
schemes had learned from the process was that DRT must have sufficient time
invested at the planning stage and that the design used must not be over-complicated and must fit the purpose.
The survey revealed that most DRT schemes included in this study were established for two reasons: the availability of funding for innovative transport solutions
and to impact social policy goals that could be influenced by improved accessibility. The data indicated that many of the schemes have been partially successful in
achieving these goals. However, for those that were struggling to achieve the goals,
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there are some common problems. These include generating sufficient demand
and surmounting psychological barriers of prospective users.
DRT schemes included in this research are trying to meet social policy goals.
However, what is poignant is that those involved in the schemes feel they have a
valuable role to play. Although the data do not fully support this assertion at present, it has created a base on which to develop further research into the merits or
otherwise of publicly-funded DRT schemes in England and Wales. Furthermore, it
makes the tentative suggestion that, in the right place, at the right time, and with
the right planning, DRT could be a valuable tool in the future.
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Abstract
This paper explores how the quality of the pedestrian environment around transit
stops relates with transit ridership. The primary hypothesis tested is that transit tripmaking is higher in urban environments that are more conducive to non-motorized
travel, given that bus transit systems are most frequently accessed via walking or
biking. A secondary goal is to contribute to an improved understanding of the
measurement of the built environment in geographic information systems (GIS). A
composite measure of walkability—incorporating land use mix, density and street
patterns—was developed for all transit stops in San Diego’s Metropolitan Transit
Systems service area and used as a measure of the built environment. Findings indicate a small but significant, positive relationship between the walkability of the built
environment and transit ridership.

Introduction
This research assesses the relationship between transit ridership and the quality
of the pedestrian environment near bus transit stops. Academic and professional
planners have theorized about the importance of the built environment in shaping an individual’s travel behavior (Ewing and Cervero 2001; Handy 1996; Frank,
Engelke, and Schmid 2003; Krizek 2003). The current research tests the nature
of this relationship using bus ridership and built-environment data from the San
Diego region. The primary hypothesis of this research is that transit trip-making is
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higher in urban environments that are more conducive to non-motorized travel,
given that bus transit systems are most frequently accessed via walking or biking.
A secondary goal is to contribute to an improved understanding of the measurement of the built environment in geographic information systems (GIS).

Literature Review
Several important strands of literature examine the relationship between various
human behaviors and the built environment. Previous studies have assessed associations between the built environment and a range of human behaviors, including travel behavior, community capacity-building behaviors, criminal behavior,
and health-promoting behaviors. Highlights of this research are summarized in
the following paragraphs, with a focus on delineating how researchers from different disciplines approach measurement of the built environment, especially in
regard to methods and spatial units of analysis.
Travel Behavior
Much of the relevant travel behavior literature focuses on improving our understanding of how the built environment influences an individual’s travel mode
choice, specifically the decision to drive versus walk, bike, or use public transit
(Zhang 2004). New urbanists and smart growth advocates suggest that changes
in the built environment could lead to more frequent decisions to use non-motorized modes of travel (Duany, Plater-Zyberk, and Speck 2000; Calthorpe 1993; Frank
et al. 2004). Aspects of the built environment thought to influence travel mode
choice include population or residential density, land use mix, and characteristics
of the transportation system (Cervero and Kockelman 1997).
The travel behavior literature employs a range of built-environment measurements where the unit of analysis varies from the street block at the smallest level
up to the metropolitan area in its entirety. Recent research by Boarnet et al.
(2005), for example, employs an environmental assessment survey where field
observers walked from street block to street block within a particular study area
noting specific attributes of each block, such as sidewalk widths, presence of trash,
and presence of tree canopy. Krizek (2003), Song and Rodriquez (2005), and Frank
et al. (2005) employ an artificial grid composed of small cells (ranging from 150m
x 150m to 1km x 1km) laid out across an urban area and then utilized to calculate
measures of the built environment. Frank et al. (2004; 2006) measured the built
environment within a one-kilometer road network distance of where people live.
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Perhaps most commonly, researchers define the built environment in terms of
readily available planning zonal systems such as census tracts or traffic analysis
zones (Zhang 2004). The most aggregated approach to assessing the built environment and travel behavior is seen in studies such as Bento et al. (2005), where
metropolitan-wide data are compared for a series of urban areas across a nation
or a series of counties across a state (Ewing, Pendall, and Chen 2003). Newman
and Kenworthy (1989) also conducted a seminal study documenting relationships
between travel behavior and urban form at the metropolitan-wide level. Table 1
summarizes some of the recent research methods and findings related to travel
behavior and the built environment.
Table 1. Overview of Representative Travel Behavior and
Built Environment Research

Social Capital-Building Behaviors
Sociologists, urban planners, political scientists, and social ecologists examine how
the built environment affects the degree to which individuals engage with other
community members, thereby engendering strong social networks and community attachment. New urbanists claim the street environment is a crucible for
effective civic engagement and that poor-quality street environments hinder a
range of neighboring and trust-building activities. New urbanists point to weakening civic engagement in the U.S. as stemming from declining street environment
quality: community members literally have no common ground and no place to
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effectively engage with neighbors. Robert Putnam identified the decline of social
capital in the U.S. (2000), while earlier, Jane Jacobs (1961) drew a more direct connection between social capital and the built environment with her maxim that
more “eyes on the street” translates into less crime and other societal benefits.
More recent researchers attempt to examine specific connections between the
built environment and social capital. Demerath and Levinger (2003), for example,
characterize “being on foot” as a uniquely rich opportunity for sensory stimulation and social interaction, both of which help the individual to find meaning in
his world. Leyden (2003) shows that people living in “walkable” neighborhoods
(defined as living in close proximity to community services, retail, and work sites)
are more likely to know their neighbors, to participate politically, to trust others,
and to be involved socially. Schaeffer and Schlar (1981) portray the critical role of
transportation accessibility in defining divisions in social class and status.
Criminal Behaviors
The criminal justice literature examines the importance of environmental characteristics in deterring or enhancing opportunities for committing crimes against
people and their property. Oscar Newman’s research defines several key environmental characteristics, such as defensible space, territoriality, and natural surveillance—with the potential for deterring criminal behaviors (Newman 1972). Loukaitou-Sideris (1995) examines environmental characteristics of crime hot spots
at bus transit stops and finds that lack of visibility from surrounding stores, vacant
lots, dilapidated buildings, easy escape routes, and low levels of pedestrian activity
near these bus stops are associated with higher rates of criminal behavior.
Health Promoting Behaviors
Health implications of the built environment are receiving increasing attention
in the public health and city planning literatures, as witnessed by the recent
special issues of academic journals such as the Journal of the American Planning
Association’s Winter 2006 issue and the Journal of Physical Activity and Health’s
January 2006 issue. The revival of collaborative efforts between public health and
city planning was initiated by public health researchers peering into the work
of city planners in an effort to understand those factors that shape the physical
structure of cities, and how the physical structure of cities shapes our willingness
to be on the street as a pedestrian or biker (Sallis et al. 2004; Saelens et al. 2003).
Public health researchers initiated this path of investigation after years of research
showing that education and other types of interventions help certain populations
lead more actives lives, but this activity is difficult to sustain (Livizzo-Mourey and
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McGinnis 2003). Public health researchers are now rightfully wondering about the
magnitude of the barrier to physical activity put in place by the mere structure of
cities (King et al. 2002).
There is an increased urgency to develop more definitive measures of the built
environment, especially given recent advances in GIS. To understand how the
built environment shapes behavior (any of the aforementioned), it is necessary
to employ rigorous measures of both the built environment and the behaviors
in question. This conclusion was summarized by an important recent literature
review of the built environment and physical activity (Transportation Research
Board and Institute of Medicine 2005). To date, there are shortcomings in measuring those aspects of the built environment posited to influence travel behavior.
An important goal of this paper is to apply recently-developed methods for measuring the built environment to the choice to ride public transportation.

Methods
Study Area
The San Diego region serves as the study area for this research, with a specific
focus on the San Diego Metropolitan Transit System (MTS) bus service area. Total
population for the San Diego region was approximately three million in 2005, with
a median household income of $64,000. Census 2000 data reveal approximately
67 percent of the total population is White and 33 percent is Non-White; only 8
percent of total households do not own a vehicle, and the average travel time to
work is 26 minutes. Seventy-four percent of workers over 16 years of age drive
alone to work, while 26 percent either carpool, use transit, walk, or bike to work.
Figure 1 displays the San Diego region along with the MTS service area. The MTS
service area traverses approximately 2,658 square miles and 11 local jurisdictions.
MTS provides bus transit service via 90 fixed-route bus lines with service frequencies ranging from 7 to 120 minutes, constituting considerable variation in the level
of service.
Data
This section summarizes data sources and their development in GIS. Environmental Systems Research Institute’s (ESRI) ArcView 9.1 was used to develop builtenvironment measures following a similar methodology as Frank et al. (2006) for
the Neighborhood Quality of Life Study. As mentioned in the literature review,
previous researchers use varying spatial units of analysis for assessing the built
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Figure 1. San Diego Region and MTS Service Area
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environment. In this study, a half-mile street network buffer was generated for
each transit stop in the MTS service area and used as the unit of analysis. Each
of the built environment and socio-economic characteristics is calculated for the
area within a half-mile of the transit stop along the street network.
Four groups of data are utilized for model development in this research: bus ridership, transit level of service, built environment, and socio-economic. Table 2
displays each of the data groups, specific variables generated in GIS, a description
of the variable, and the data source and date.
Table 2. Data Types and Sources

San Diego Association of Governments
DataQuick is a nationwide real estate data collection and information systems company.
3
SanGIS was created in 1997 under a joint powers agreement between the City of San Diego and
the County of San Diego to collect and maintain accurate geographic information systems data
for the San Diego region.
1
2

Analyses conducted for this research required a considerable amount of data
manipulation in GIS. The following paragraphs describe how each of the data
types was calculated in GIS.
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Bus Ridership Data
Each MTS bus transit stop is depicted as a point in ArcView. SANDAG provided
point attribute data consisting of total daily passenger “ons” and “offs” or boardings and alightings by bus route. Although the relationship between built-environment characteristics and the incidence of transit trip origins and destinations may
differ, this research does not attempt to model transit trip origins and destinations
separately, but rather uses the summation as an overall indication of the daily
transit demand. Furthermore, since multiple routes can use a single transit stop,
boardings and alightings were summed by transit stop across all routes. SANDAG
counts passenger boardings and alightings and tracks on-time performance for
each of the region’s fixed transit routes as part of mandatory data reporting to the
Federal Transit Administration. SANDAG’s count program provides a count of
boardings and alightings for every run of every bus in the system for a single day
per year. Given this data collection limitation, there may be sampling error introduced in the dependent variable.
Transit Level of Service
A measure of transit level of service (LOS) was developed to capture the level of
transit accessibility to multiple destinations as well as the amount of wait time
between buses. Wait time was calculated as an average frequency of bus service
at each transit stop using scheduled bus service. This resulted in a LOS measure
for each bus stop in the database calculated as follows:
Number of Bus Routes / Mean Wait Time
Resulting calculations show that places with more routes and shorter wait times
have the highest levels of service, whereas few routes and more wait time incur
lower levels of service.
Bus Transit Station Area
The station area is defined as the area falling within a half-mile of the transit stop
along the street network. The station areas are therefore irregular polygons due
to irregularities in the street network and varying degrees of connectivity (Sallis
et al. 2004). All built-environment and socio-economic variables are calculated
for the half-mile station area in GIS. Given the proximity of some transit stops to
each other, especially in dense urban environments, overlap between station area
buffers can occur. All variables, however, are re-aggregated to the station buffer
even when there is overlap between buffers. Using the station area polygon as the
unit of analysis required overlaying census polygons and land use polygons on the
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station area buffer, intersecting and re-aggregating relevant data to the station
area polygon.
A principal hypothesis of this research is that, after adjusting for socio-demographic and transit levels of service factors, transit ridership is higher for those
stops located in half-mile station areas where the built environment is more conducive to walking.
Built Environment Data
As mentioned in the literature review, a significant body of evidence exists documenting how travel behavior varies based on three major characteristics of the
built environment: land use density, land use mix, and street network patterns.
This section describes the measurement of each built environment characteristic.
Key methodologies for measuring the built environment in GIS are based on previous research conducted in Atlanta as part of the SMARTRAQ program (Frank
et al. 2004) and in Seattle (Frank et al. 2006). However, these previous studies
focused mainly on relationships between community walkability and physical
activity, whereas the current study applies these methods to understanding transit ridership. In addition, a variation on the land use measure was required due to
limitations in the San Diego parcel database. Specifically, the mixed-use measure
employed in the current study is based on a land area and not floor-area calculation.
Land use density is a measure of the concentration of activity in a particular area.
Higher concentrations of activity in any given area provide more opportunities
within that area. It is thought that increased proximity to more land uses (even
if it is the same type of land use) increases the likelihood that individuals will use
non-motorized modes to access those land uses. Low-density land uses, where
there is greater separation between any two land uses, encourages automobile
travel to the extent that traveling longer distances deters human-powered travel
such as walking and biking (Ewing and Cervero 2001). The same logic applies to
station areas: higher land-use density near station areas places greater opportunities near the transit system, which should increase the propensity to use transit
for accessing those opportunities, as well as other opportunities located along the
system. In this research, land-use density near station areas is measured in terms of
net residential density in the station area buffer, and average retail floor-area-ratio
(FAR) in the station area buffer (Frank et al. 2006, 2005 and 2003).
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Land use mix is a measure of the number of different land uses within a given area.
As with land-use density, the higher the number of land-use types, the greater the
level of opportunity within a given area. Increased nearby opportunities implies
increased opportunities within shorter distances, thereby heightening the potential for accessing these opportunities with a shorter trip, the kind that tend to be
more amenable to non-motorized travel (Moudon and Lee 2005). In this research,
land-use mix is measured in terms of entropy. The entropy equation was used by
Frank et al. (2006, 2005) in recent research but originally applied by Cervero (1988)
to the study of travel behavior and further developed in additional analyses with
Kockelman (Cervero and Kockelman 1997). The entropy equation can also be
found in the environmental literature where it is referred to as the Shannon Index
and is used to measure animal species diversity (Spellerberg and Fedor 2003).
Land-use mix is measured using the following equation:
-∑[Pn * ln(Pn)]
ln(N)
where
N = the number of different land uses in the station buffer area
Pn = the proportion of acres of the nth land use within the station
buffer area
The values of land-uses mix (or entropy) range from 0 to 1, with lower land-use
mix buffers (i.e., buffers with more homogeneity in land uses) having values closer
to 0 and buffers with greater land use mix having values closer to 1. As shown in
the above equation, land uses are measured in acres. This presents an important
difference relative to Frank’s measurement of land uses in terms of square footage
of the built area. Measurement of the built-area square footage is a more accurate
reflection of the built environment in that it captures the height of land development. Measuring land uses in terms of acreage is limited to only capturing the
footprint of land development. Limited data availability associated with the San
Diego study area required usage of the weaker land-use measure.
Street network pattern is an essential characteristic of the built environment. It
is generally thought that more highly-connected street networks are more conducive to walking because the pedestrian has a greater number of route choices
between any two trip ends. A denser street network of small streets, as opposed
to a sparse network of large streets, generally creates an environment more easily negotiated by the pedestrian. A more highly-connected and denser street
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network should provide a built environment with shorter street blocks, slower
vehicular travel speeds, and shorter distances between land uses, all of which are
hypothesized to increase the appeal of walking. In this research, street network
pattern is measured in terms of the number of intersections per station area buffer
acre (Frank et al. 2006, 2005 and 2003).
The measures described above were combined into a composite variable developed by Frank and referred to as a “walkability index.” The walkability index
relies upon Z-scores, which transforms each of the input variables to a standard
deviation. The index therefore allows for the consideration of components using
differing units of analysis.
Walkability Index = 2 x [Z(Land Use Mix) + Z(Residential Density) +
Z(Retail FAR) + Z(Intersection Density)]
Socio-Economic Data
Median household income, the number of households without a vehicle, gender
(% female), ethnicity (% Hispanic and % White), and age (% under 14 years and %
over 75 years) were assessed for the station buffer area. Previous literature shows
that low-income households and households without access to vehicles tend to
rely upon transit more heavily than higher-income households and households
owning one or more vehicles. Previous research also documents how age, ethnicity, and gender impact transit use.

Data Analysis
Multiple regression equations were estimated in SPSSv13 to test the relative
significance of built-environment and socio-economic independent variables in
predicting bus transit ridership. Frequency distributions revealed the dependent
variable (daily bus transit ridership) follows a nonlinear distribution and is therefore transformed and modeled in its loglinear form. Table 3 presents descriptive
statistics for the dependent and independent variables.
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Table 3. Descriptive Statistics (N=3,582)

Tables 4 and 5 present the results of two regression models. Model 1 predicts bus
ridership using socio-economic characteristics and transit level of service within
the station buffer area as independent variables, while Model 2 predicts bus ridership based upon socio-economic characteristics, transit level of service, and the
“walkability” of the built environment surrounding the station area.
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Table 4. Regression Model Predicting Bus Ridership with Transit Level of
Service and Socio-Economic Characteristics of the Station Area (Model 1)

Table 5. Regression Model Predicting Bus Ridership with Walkability,
Transit Level of Service, and Socio-Economic Characteristics of the
Station Area (Model 2)
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Model 1 depicts statistically-significant and expected relationships between bus
ridership and the socio-economic characteristics and transit level of service.
Higher median household incomes, higher percent White, and higher percent
youth in the station area are significantly associated with lower levels of transit
ridership at any particular bus stop. Higher numbers of no-vehicle households,
percent Hispanics, and percent female within the vicinity of a transit stop are
significantly associated with higher levels of bus ridership. The transit level-ofservice measure was the most significant predictor of bus ridership and showed
the expected positive relationship. The adjusted R-squared shows that roughly
32.8 percent of the variation in bus ridership is explained by socio-economic characteristics and transit level of service.
Model 2 incorporates the same socio-economic variables along with the walkability measure to determine the extent to which the built environment improves the
explanatory power of the regression equation. As with Model 1, Model 2 depicts
statistically-significant and expected relationships between bus ridership and
socio-economic characteristics. Model 2 also shows a significant and expected
relationship between bus ridership and walkability. Higher levels of walkability in
the station area are associated with higher bus ridership at any particular station.
The adjusted R-squared shows that roughly 33.0 percent of the variation in bus
ridership is explained by the socio-economic factors, transit level of service, and
walkability characteristics of the transit station area.

Discussion
The current study offers important new evidence of the utility of a walkability
index for predicting transit ridership. Previously published applications of the
walkability index demonstrate associations with vehicle miles traveled and air
pollution, levels of moderate physical activity, and body mass index. Previous
research shows the walkability index explains roughly 8 percent of the variation in
walking, and 2 percent and 4 percent of the variation in VMT and levels of moderate physical activity, respectively (Frank et al. 2006). The current research shows
that while significant, the walkabilty index explained approximately 0.5 percent of
the variation in bus transit ridership. Some of this discrepancy may appear due to
weaknesses in the San Diego built-environment data, specifically the availability of
land-use data in acres and not square feet. This is consistent with recent research
demonstrating that the amount of commercial floor space, acting as a proxy for
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numbers of employees and overall “trip-end densities” within residential areas was
the strongest predictor of transit use (King County 2006).
Overall, however, the walkability of the built environment is significant with the
expected relationship to bus transit ridership. These findings, therefore, contribute
to a growing body of evidence showing there are significant relationships between
the environments in which we live and our behaviors. This research also serves
to replicate and validate the application of the walkability index as a measure of
the built environment. Finally, this work further supports an approach to transit
planning where transit stops are centrally-located within dense, mixed-use activity centers, rather than skirting the periphery of these activity centers, which has
historically happened in order to placate transit-resistant neighbors (Ryan 2005).
Policy Implications
There is mounting evidence that the quality of the built environment influences
key behaviors of concern to federal, state, and local policy-makers covering a
range of public health and welfare concerns, including air pollution, traffic congestion, obesity, physical activity attainment, crime, and civic engagement. The
analyses presented in this paper are particularly meaningful to local and regional
policy-makers striving to change the built environment so that it supports walking and transit use. Local and regional transportation and land-use planners need
evidence showing why land use matters as they attempt to advocate for the adoption of long-range land use plans promoting smart growth planning principles.
In terms of transportation planning, this research provides support to regional
transportation planning agencies for the continued use of transportation funding
as an incentive for local governments to pursue smart growth land use plans and
implementation tools.
Another important policy implication of this research is that it supports the use
of the walkability index as a land-development standard or performance measure,
which could be incorporated into the local land-development process. The walkability index, for example, could be used to assess the degree to which new development proposals enhance or weaken the pedestrian environment of the project
neighborhood. The walkability index could also be used to assess how well future
land use and circulation element alternatives achieve walkability goals. Instead
of relying predominately upon the regional transportation model and forecast
roadway deficiencies as the primary measure of acceptable land use/circulation
element coordination, the walkability index might offer a more holistic, yet still
quantitative, measure of the likely success of future land-use and transportation
53

Journal of Public Transportation, Vol. 12, No. 1, 2009

systems. Finally, the walkability index presented in this paper may be useful as a
programming tool for transit agencies to use as they consider where and how to
expand transit service. With the support of metropolitan planning organizations,
it may be possible in certain locations to reward local governments with increased
transit service based on their level of commitment to increasing walkability along
existing and proposed transit alignments.
Future Research
This research points to needed improvements in the measurement of the built
environment and for improved quality and access to parcel level land use data.
Poor availability of building square footage data for San Diego may relate to
Proposition 13 and the reduced property assessments requirements in California.
Researchers conducting assessments of Californian metropolitan areas will need
to be creative in their efforts to overcome this problem, perhaps using orthophotography to measure building height, width and length and thereby computing
building square footage. One key improvement in measuring community walkability might be to incorporate a sense of the three-dimensionality of the street
environment. New urbanists make strong reference to the importance of the
minimum 1:3 building height-to-street width ratio, for example. Operationalizing
this concept in GIS would most likely enhance the degree to which the pedestrian
experience is captured by objective GIS measures.
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Abstract
Passengers, transit managers, adjacent businesses and residents, and local governments all can have strong, and sometimes conflicting, ideas about what makes a
good transit stop or station. This paper examines stops and stations from the transit
agency’s perspective; transit managers must consider both the logistical and political
factors inherent to transit operations as well as the perspectives of customers they
seek to attract and retain. An online survey of U.S. transit systems was administered
to estimate magnitudes of managers’ perceived importance of an array of stop/station attributes and objectives to provide a quantitative and objective summary of the
collective wisdom of U.S. transit managers. This complements the mostly qualitative
and case-study research on this topic. Using a sophisticated nonparametric ranking
method, an estimate of the transit agency’s perspective on stops and stations was
produced. Respondents clearly believe that safety and security are most important to
a good stop/station, followed by ease of transferring and cost-effectiveness. Comfort
and aesthetic factors rank much further below these.

Introduction
Unlike door-to-door travel by foot, bicycle, taxi, or private vehicle, public transit
passengers typically must wait for and transfer between buses and trains. As such,
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the travel time spent outside of transit vehicles constitutes an important, and
under-studied, part of transit travel. However, it is rarely a simple matter to plan a
good transit stop or station. Typically, many stakeholders have a say in the siting,
design, and operation of the facility. It is often an intricate interaction of various
stakeholders’ desires and constraints that results in the final design and siting of a
stop or station. Often, so many stakeholders vigorously debate the location, scale,
and character of transit stops and stations that frustrated practitioners conclude,
“It’s all just politics!”
In this paper, we attempt to clarify and quantify the objectives of the stakeholder
who must balance the often-competing views on stops and stations—the transit
agency. A systematic understanding of how transit managers view the relative
importance of a wide array of transit stop and station attributes can help practitioners and scholars understand how siting, design, and operations decisions are
made—and how they could be made better. While others have compiled best
practices guides for transit agencies (see, for example, Fitzpatrick, Hall et al. 1996),
our findings represent the collective wisdom and expertise of U.S. transit managers
and provide a rigorous quantitative analysis of the perceived importance of various stop and station attributes.
Research has shown that, when transit connectivity is poor, waits and transfers
become burdensome for transit users and discourage transit use. Poor stop and
station connectivity results in trips that are
. . . frustrating, time-consuming, and costly, lowering service quality for users
and making transit unattractive for new customers…. [Conversely, good connectivity is] reflected in a convenient and “seamless” transit system by reducing travel times, providing more reliable connections, making it easier to pay
and ensuring that transfers are easy and safe. (Metropolitan Transportation
Commission 2006)
The scope and scale of wait/transfer sites vary significantly, from hundreds of
thousands of simple bus stops around the U.S. marked by little more than a small
sign on a pole, to elaborate and architecturally significant multi-modal commercial hubs, like Union Station in Washington, D.C. The attributes of these wait/
transfer facilities differ in many ways: physical size and configuration; number of
lines, agencies, and modes served; traveler amenities; operating costs; and effects
on neighboring communities. Systematically evaluating such heterogeneous
places thus poses a significant analytical challenge.
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Furthermore, perceptions of just what are the most important aspects of transit
stops and stations can vary considerably depending on the stakeholders involved.
These include:
• passengers
• adjacent businesses and residents
• local governments
• transit agencies (the focus of this paper)
Passengers are the raison d’etre of transit travel and their perceptions and needs
are central (Committee on Intermodal Transfer Facilities 1974). But beyond passenger needs, transit stops and stations must also meet operational objectives.
These include the provision of vehicle queuing and staging areas, adequate road/
rail network access, adequate vehicle/passenger separation, driver break facilities,
and so on. When a transit agency directly controls property on which a stop or
station sits, it can largely control stop/station attributes to accommodate operational requirements (Vuchic and Kikuchi 1974). But more often, stops and stations
are partially or fully controlled by other governmental agencies—most frequently,
local governments that control sidewalks—who may have interests different than,
and sometimes at odds with, those of transit agencies (Law and Taylor 2001).
No transit stop or station is truly a stand-alone facility; it relates to and interacts
with adjacent businesses and homes, providing access as well as generating traffic,
noise, emissions, and other negative externalities. Over the longer term, the facility can affect the type and level of adjacent development, sometimes significantly
(Vuchic and Kikuchi 1974). Indeed, in one survey of transit agencies, respondents
named the provision of a civic facility and assistance with downtown development
as objectives of transit transfer facilities (Hocking 1990).
All of these various perspectives are important in the design and siting of transit
stops and stations, as they should be. In this paper, we focus specifically on the
transit agencies’ objectives for transit stops and stations to update the literature
on the transit agencies’ perspectives, much of which is currently 30 years old and
anecdotal in nature. We further introduce a more sophisticated attribute ranking
system than has been used in past research to provide scholars and practitioners a
clear picture of transit managers’ collective wisdom on stops and stations. Finally,
we add to the existing literature by introducing new objectives into the ranking of
transit facilities, such as the development of “greener” facilities.
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Previous Work
The transit connectivity literature consists of two primary components that have
not been well integrated: (1) the behavioral and perceptual aspects of waiting and
transferring at stops and stations and (2) the physical and geometric design of
transfer facilities and their operations.
The travel behavior literature emphasizes transit riders’ perceptions of time, and
how these perceptions differ when in vehicles, walking, or waiting. Generally, time
spent walking and waiting is perceived by travelers as more onerous than time
spent in a transit vehicle. There is considerable variability in how much more
onerous waiting and walking is, and this depends, in part, on the environment in
which one is walking and waiting. We performed an extensive review of the travel
behavior literature as part of the larger project from which this paper was based
and produced a conceptual framework for determining the generalized cost of
waiting and transferring (Iseki and Taylor 2007).
But this behavior research, while extensive and often sophisticated, is seldom
referenced in the literature on transit stop and station design or operations. Prior
to the mid-1970s, a “rule of thumb” approach was employed for transit station
design based on little formal evaluation. This began to change as architects, engineers, and planners developed more formalized and comprehensive approaches
to transit stop and station design (Hoel and Rozner 1976; Hoel, Demetsky, and
Virkler 1976).
This research, sponsored by the U.S. Department of Transportation, used systems
analysis to develop a methodology for planning, designing, and evaluating transit
stops and stations (Hoel, Demetsky, and Virkler 1976; Demetsky, Hoel, and Virkler
1976, 1977). This new methodology accounted for the differing perspectives of
stakeholders in the development of a transit interface facility design.
However, almost all early research simply lists factors or attributes considered
important by various stakeholders, with little in the way of explanatory information to help readers understand how such factors interact, their tradeoffs, or their
relative importance. For example, Vuchic and Kikuchi (1974) include the following transit agency-related factors that the design of transfer facilities must satisfy:
minimum operating cost, adequate capacity, and flexibility of operation. Other
research cited additional objectives, such as safety maximization, energy efficiency,
and the provision of protection from the weather (Hoel, Demetsky, and Virkler
1976; ITE Technical Council Committee 5C-1A 1992).
62

Transit Stops and Stations: Transit Managers’ Perspectives on Evaluating Performance

Horowitz and Thompson (1994, 1995) acknowledge that the evaluation of transfer
facilities requires an examination of both the costs and benefits of various design
elements. Their research is the only example we identified that goes beyond a
simple listing of factors by ranking the relative importance of the transit agencyrelated factors, in addition to passenger- and community-related factors. The
authors developed a list of 70 broadly-worded objectives from all three stakeholder perspectives. These were then rank-ordered by their mean rating on a scale
of 0 (Not Important) to 10 (Extremely Important). They found that safety, security,
and ease of transferring were the highest-ranked transit agency objectives, while
others (cost minimization, joint development) ranked much lower.
Our review of the literature on transit stop/station design identified a set of transit
agency-related factors, which we organized into four general categories:
1. Costs and Revenues
Clearly, the costs of operating a transit transfer facility are important. A few of
the individual fiscal factors identified from the literature include total cost, operating cost, maintenance, and investment cost (obtaining an efficient return on
incremental investment) (Vuchic and Kikuchi 1974; Hoel, Demetsky, and Virkler
1976; Demetsky, Hoel, and Virkler 1976; ITE Technical Council Committee 1992;
Horowitz and Thompson 1994, 1995).
2. Institutional and Coordination
Many stops and stations host multiple lines, modes, and/or service providers and
thus require coordination on many levels, including transfer fares, schedules, and
information dissemination. Generally, there is only one source from the literature
(Horowitz and Thompson 1994, 1995) that explicitly identifies institutional issues
as objectives from the transit agency perspective; they are “minimize institutional
barriers to transferring” and “maximize coordination of transfer scheduling,”
ranked 4th and 11th, respectively (out of 70)—much higher than cost concerns
in this study.
3. Passenger Processing
Passenger processing objectives refer to the functional components of stops and
stations together with their arrangements at the stop or within the station. Basic
functional stop/station components consist of internal pedestrian movement
facilities and areas, line haul transit access area (entry control and fare collection;
loading and unloading of passengers), and communications (Hoel, Demetsky, and
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Virkler 1976; Demetsky, Hoel, and Virkler 1976; ITE Technical Council Committee
1992).
4. Environment
The environmental quality of a transit stop or station involves aspects with which
facility users (including agency employees) associate their comfort and convenience (e.g., weather protection), safety (e.g., accident reduction), and security
(e.g., security cameras) (Hoel, Demetsky, and Virkler 1976; Demetsky, Hoel, and
Virkler 1976).
Table 1 summarizes the transit agency-related factors that we identified from the
literature (after removing redundancies). These factors formed the starting point
for our survey design, discussed below. While we attempted to create an exhaustive list of stop/station factors, we anticipated that transit managers might have
additional insight on important factors related to transit stops and stations. We
therefore included in our survey instrument an opportunity for transit managers
to identify additional factors not listed here. Additionally, our telephone surveys
allowed transit managers a forum to discuss factors important to the siting,
design, operation, and maintenance of transit stops and stations. We discuss these
respondent-generated stop/station factors below.

Methodology
Given the 26 stop/station evaluation factors identified in the literature and summarized in Table 1, we developed and administered a survey of U.S. transit agencies to:
1) update the now 30-year old evaluation objectives so these factors reflect
current circumstances
2) identify other factors important to transit agencies today not identified in
the literature
3) understand the priorities that transit agencies place on these factors to
estimate their relative importance
The survey prompted respondents to consider transit stops and stations in
general, rather than focus on one stop in particular. This, we hope, discouraged
respondents from basing their responses on a single stop or station that might
be noteworthy for one reason or another (e.g., a new or large facility, or one that
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Table 1. Transit Agencies’ Perspective Evaluation Objectives

had proven particularly successful or problematic). In addition to this survey, we
also conducted telephone interviews with a smaller sample of U.S. transit agencies to gain further insight into their perspective, as well as to gather illustrative
anecdotes.
Designing the Survey Instrument
Through our online survey, we gathered (1) information about the respondent
and transit agency; This first section was used to link the respondents’ answers
with outside data on the agency (for example, number of routes and service
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area population), and (2) transit agencies’ views of which factors are important
at stops and stations. In designing the survey, we utilized a 4-point Likert scale,
asking transit agencies how important various evaluation factors are: Very Important, Important, Somewhat Important, or Not Important. Respondents also could
select Not Applicable/Do Not Know. We based the inventory of factors on our
literature review, summarized in Table 1. Some objectives were duplicative, and
in these instances, we removed duplicates and grouped these objectives into
one broadly worded category. We then supplemented these with a few others
based on our discussions with individual transit managers, including “maximize
vehicle maneuverability,” “maximize environmental friendliness of station/facility (“green” station/facility), and “provide a break area for vehicle operators.” The
survey also allowed respondents to add factors they deemed important but that
the survey did not list.
Identifying the Participants and Administering the Survey
We used the Federal Transit Administration’s 2005 National Transit Database to
identify 406 potential participants, all of which operated at least one fixed-route/
fixed-schedule service. Invitations to participate in the survey (and two reminders) were sent by e-mail to potential respondents along with a link to the survey
website. Respondents had over five weeks to complete the survey.

Analysis and Findings
Respondents
About half (197) of our invitees accessed the survey website. Of these, several
response sets were excluded from analysis:
• 6 invitees opted out of participating after accessing the survey site
• 16 invitees agreed to participate but then provided few or no responses
Thus, 175 response sets remained for analysis, for a response rate of 43 percent.
Additionally, we contacted 40 agencies to participate in in-depth telephone
interviews typically lasting more than one hour. We selected these agencies by
a weighted sampling methodology, with the probability of inclusion weighted
by the agency’s annual ridership figures. Of these, 16 agencies participated, for
a response rate of 40 percent. These 16 agencies represent a wide spectrum of
agency types, with small, medium, and large agencies at the municipal, regional,
and state level, as well as one university transit agency.
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Survey respondents varied in several important ways. For example, while most
respondents worked at agencies that operate buses (and demand-responsive
vans) only, 23 respondents (13%) came from agencies with rail service and 4
respondents’ agencies (2%) operated rail only. The number of vehicles in service
also varied greatly. A total of 67 respondents (38%) worked at agencies operating
with fewer than 50 vehicles in revenue service, while 5 respondents (3%) were at
very large agencies, with more than 2,000 vehicles in revenue service.
While our respondents closely reflected the universe of U.S. fixed-route transit
providers in most ways, there was one way in which responses appear nonrandom. Compared with all U.S. transit agencies, the survey respondents tended to
hail from larger metropolitan areas. The median service area population for our
respondents was 303,000, while for the universe it was 145,000.
Threats to Validity
While we are confident that the research design we chose provides robust results,
there are several threats to validity that are worth mentioning. For example, one
may expect that our respondents tended to be workers at transit agencies who
had, on average, more inclination to reply than did others—perhaps because
they had recently experienced a major success or setback in their work and felt
the desire to share that with the research community. Similarly, it is likely that
invitees who simply had more time were more likely to respond. However, we do
not expect that these various paths of self-selection lead to a significant systematic
bias toward one result or another.
It is also likely that respondents tended to emphasize the importance of attributes
that are more difficult or costly to provide and therefore tend to be done poorly.
This would tend to skew the results of our survey to suggest that things that are
harder to provide are more important. This is an unfortunate consequence of all
stated-importance research, and we have attempted to bear this in mind when
interpreting our results.
Finally, the bulk of our analysis groups all responses together. There may be cause
to believe that responses would vary significantly by the type of the respondent’s
agency—large or small, bus- or rail-only, or even geographic location. Indeed, there
are some differences among various subgroups of respondents, though these are,
for the most part, minor. Where appropriate, differences among subgroups are
highlighted in the analysis. Because differences by modes operated are likely of
great interest to many readers, we highlight these in Table 2 below. The differences
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between agencies with at least some rail service and those operating buses only
were remarkably minor. While these differences are certainly worth noting, what
we find most noteworthy from this analysis is the consistency across respondent
subgroups. This suggests that, in the views of transit managers, the underlying factors affecting the performance of transit stops and stations are strikingly similar
from system to system, mode to mode, and station to stop.
Table 2. Variables with a Statistically Significant Difference

Responses
Participants were asked to rate 23 separate attributes connected with the planning, siting, operation or maintenance of transit stops, stations and transfer
facilities using a 4-point Likert scale. Table 3 shows the mean attribute scores and
standard deviations for all respondents. An average score of 1.00 would indicate
that all respondents rated the attribute as Very Important, and an average score of
4.00 would indicate that all respondents rated the attribute as Not Important. As
is typical with Likert-scale measurement, significant response clustering is evident,
with nearly all average scores falling within the one-point interval (1.40, 2.40). This
is due, in this case, to respondents’ tendencies to rate most attributes as Important
or Very Important.
The attribute “safety and security” was ranked most important by respondents,
with an average score of 1.15 and a relatively small standard deviation of 0.39.
This score is considerably lower (more important) than the second-most important attribute, “minimize pedestrian-vehicle conflicts.” Our telephone interviews
supported this finding very clearly, with one interviewee commenting that safety
“trumps all.” Many interviewees related anecdotes in which safety and security
concerns forced agency planners to design a station in such a way that other
objectives were compromised. One respondent from a city with a “very high
murder rate” told us that police are present at station design meetings, and that
personal safety concerns always outweigh aesthetic, design, and passenger comfort concerns.
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Table 3. Average Objective Scores
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Respondents clearly believe safety and security to be more important factors than
all others, with the most important (safety and security) and 2nd most important (minimize pedestrian conflicts) attributes relating to this topic. It appears
that transit agencies often are willing to forgo other attributes in the pursuit of a
safe environment; one telephone interviewee mentioned a station redesign that
resulted in a safer environment for pedestrians, but which was far less aesthetically
pleasing. Indeed, almost all telephone interviewees reported similar anecdotes.
After safety and security, the remaining attributes are all clustered relatively
closely. The 2nd through 11th ranked factors are closely bunched between 1.41
and 1.64. The remaining 12 factors are not as tightly bunched as the top dozen
and are closer to 2.0 or 2.5 than 1.0 or 1.5. Table 3 divides the attributes measured
in our survey into four groups: the top attribute with an average score near 1.0
(Group 1), and those attributes with average scores near 1.5, 2.0 and 2.5 on the
Likert scale. We observe that lower-score (more important) attribute groups
tend to contain more passenger-oriented attributes, while, further down the rank
order, attributes tend to be more system- or transit agency-oriented or focus on
facility externalities.
Ease of transferring was also an important factor; the 3rd most highly-ranked
attribute was the coordination of scheduling to accommodate transfers. Several
telephone interviewees from larger cities remarked that inter-agency coordination was particularly important for the provision of “seamless” transit service,
while agencies in smaller regions focused on internal scheduling and the use of
“pulse” systems.
Ranked 4th were cost-related factors, a subject about which our telephone interviewees had much to say. Many remarked that, by the time a project reaches the
design phase, cost-considerations are “negligible”—that costs are fixed by that
point. Other interviewees told us that costs associated with transit stops and stations tended to be minimal compared to costs associated with vehicles and labor.
Rail agencies, however, tended to stress the importance of keeping costs down
when constructing or rehabilitating stations, especially in older systems with
“legacy” infrastructure.
Ranked 5th were considerations of equipment reliability. Rail agencies tended to
rate this attribute much more important than did bus-only agencies, likely owing
to their more frequent use of equipment in stations. It should also be noted that
some confusion may have arisen around the attribute “equipment reliability,” with
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respondents perhaps uncertain whether rolling stock or station equipment (our
intention) was meant.
Comfort considerations and the provision of adequate space received nearly equal
ratings (1.54), followed closely by the absence of institutional barriers to transferring. Most telephone interviewees mentioned that, while comfort considerations
were important, safety concerns frequently required the use of, for example,
uncomfortable seating.
At the other end of the spectrum, the “maximization of income from non-transport activities, such as advertising and vending” ranked least important, with an
average score of 2.56 and a very high standard deviation of 0.99. For some transit
agencies, this factor was Very Important (26 cases); while for many others this factor was Not Important (29 cases). This large degree of variation may be due to the
variability in agency income derived from advertising. Indeed, of respondent agencies, the ratio of non-transport to transport revenue varies greatly, with an average
of 0.11:1 and a standard deviation of 0.24 (National Transit Database 2005). This
likely reflects that oftentimes it is local governments that control advertising on
bus benches, shelters, and even in off-street facilities. These local governments—
not the transit agencies—therefore reap income from transit stops and stations.
Thus, the disinterest of many respondents to the collection of non-transport
revenues likely reflects that such revenues go to other entities (Law and Taylor
2001). Accordingly, respondents from agencies with high levels of non-transport
income were slightly less likely to rate advertising revenue as “not important” than
did respondents from other agencies, though this correlation is not statistically
significant.
Similarly, the minimization of “negative impacts on existing transportation services,” the “minimization of wasted space and queues,” and the “provision of amenities such as restrooms and telephones” also ranked low on the list of attributes,
at about 2.30 each. Our telephone interviews tended to support this finding,
with several interviewees mentioning the impossibility of providing significant
amenities at the bulk of their stops—hundreds of simple signs on poles on street
corners.
Several questions elicited a large number of Not Applicable/Don’t Know responses
or received no answer at all. Respondents skipped “minimize negative impact on
existing transportation services” 61 times (35% of respondents), while 34 (19%)
skipped “minimize fare inconsistencies.” Both of these questions pertain to operations that interface with other agencies; presumably, many respondent agencies
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operate in relative isolation, and this may account for significant non-response
here.
In addition to the rating of listed attributes, respondents were given the opportunity to add attributes they felt were important to the siting, design, and operation of transit transfer facilities, and 39 respondents (22%) did so. The three most
frequently cited attributes among these responses were, respectively, “easy pedestrian accessibility to the transfer facility” (7 responses), “provision of real-time
information through ‘next-bus’ or ‘next-train’ electronic signs” (6 responses), and
the “centrality of the transfer facility siting” (4 responses), with respondents citing the need for “proximity to rider destinations” and locations in “urban centers
rather than in remote locations.” Another four respondents cited adherence to
the accessibility requirements of the Americans with Disabilities Act. Our telephone interviewees added several other objectives we had not included in our
survey, including even station spacing, transit-oriented development objectives,
and system “legibility” (intuitive design).
The preceding analysis used mean Likert scores. A perhaps more suitable, though
more complex, method of analysis is the non-parametric Friedman rank test,
which accounts for differential usage of the Likert scale by respondents. The
method produces rank values for each respondent’s answers across categories;
these individual rank scores are then aggregated to the full sample. The Friedman
rank test essentially normalizes each respondent’s response—say, a Very Important for “safety”—in the context of that respondent’s propensity to select that
response—in this case, his or her propensity to select Very Important. In cases
where a respondent rates multiple attributes equally (for example, rating both
nighttime safety and daytime safety as Very Important), a tie rank score (the midpoint of the tied rank range) is given to all tied attributes. Table 4 shows standardized Friedman rank scores for our transit agencies’ response set. The table may be
interpreted thusly: the most important attribute (in our case, safety) is assigned a
value of 1, and all other attributes’ Friedman rank scores are scaled in proportion
to the attribute “safety.”
By and large, the rank order remains the same using this analytical method in comparison to the mean values reported in Table 3, but with a few interesting exceptions. First, using this more nuanced method we find that both of our objectives
related to the interface with outside agencies become significantly more important, which is in accord with Horowitz and Thompson’s findings (1994, 1995). The
objective “minimize institutional barriers to transferring” rises from rank 8 to rank
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4 using the Friedman test. Similarly, the objective “minimize fare inconsistencies”
rose in rank from position 16 to position 14. These changes reflect the high relative
importance of these two attributes to some of our respondents, even given their
low level of importance to others.
Table 4. Average Objective Scores (Using Standardized Friedman Rank Score)
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Conclusions
So what makes a good transit stop or station? While the literature on transit facilities lists important attributes, it collectively provides scant information on the
relative importance of these attributes. To address this shortcoming, we provide
a quantitative analysis of the views of a representative sample of 175 U.S. transit
managers (supplemented by a smaller sample of telephone interviews) on the
relative importance of a wide array of stop/station attributes. Our ranking of
attributes describes the propensity of transit agencies to value one attribute more
highly than others and assigns estimates of the magnitude of these propensities
using a nonparametric method.
Transit agencies are not, of course, the sole arbiters of what makes a stop or station
good, and they must consider the perspective of many other stakeholders—passengers, stop/station adjacent businesses/residents, local governments, etc.—in
the course of their work. Overall, we find that transit agencies believe that passenger safety and security are by far the most important determinants of a good stop
or station. This finding is consistent with the findings of Horowitz and Thompson
(1994, 1995). While much of the literature on transit stops and stations has not
distinguished the relative importance of passenger safety/security, our findings
are consistent with behavioral studies of the “out-of-vehicle” travel experience of
transit users (ITE Technical Council Committee 1992; Shayer 2004).
Following safety and security, 10 factors cluster relatively closely as important in
the views of the transit managers surveyed. They are (in order): (2) pedestrian/
vehicle conflicts (Vuchic and Kikuchi 1974), (3) schedule coordination, (4) operating costs, (5) stop/station equipment reliability, (6) comfortable environment,
(7) adequate stop/station space, (8), inter-agency coordination, (9) facilitation of
passenger flows, (10) accommodation of vehicle movements, and (11) protection
of passengers from weather.
Specifically, our findings further suggest that transit agencies tend to value useroriented attributes more highly, such as safety and seamless transferring, than
non-user-oriented attributes. This may be due to the immediacy and constancy
of user-related factors, while considerations such as joint development arise infrequently. Our telephone interviews amplified many of these findings. Interviewees
reported examples of how safety and security concerns “trumped” all other concerns. For example, stop/station comfort (ample and comfortable seating) is often
hindered by security concerns (less inviting benches that discourage sleeping).
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While many of the findings reported here are not likely to surprise anyone familiar
with transit user behavioral research, respondents’ strong emphasis on functional
attributes—safety/security, pedestrian/vehicle conflicts, schedule coordination,
etc.—suggests something quite important: that the tendency to focus on physical attributes in transit facility design (Metropolitan Transportation Commission
2006; Liu, Pendyala, and Polzin 1997) is of limited use at best, and potentially
misleading at worst. Further, the overwhelming emphasis on safety among those
surveyed suggests that perhaps the central determinant of transit use lies often
partially, and sometimes completely, outside of the control of transit agencies.
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Abstract
Smartcard automated fare collection systems (SCAFC) for transit have been considered primarily for their administrative function of controlling access to the service
and for revenue management. However, it is likely that data from these systems also
can be used to describe both transport supply and demand. This article illustrates
the use of smartcard data to estimate various transit performance measures. Combined with well-established evaluation processes, such measures can help operators
monitor their networks in greater detail. The performance of the network supply
(vehicle-kilometers, vehicle-hours, commercial speed, etc.) and the statistics on passenger service (passenger-kilometers, passenger-hours, average trip length, etc.) can
be calculated from these datasets for any spatial or temporal level of resolution,
including route and bus stop levels.

Introduction
Smartcard data systems generally are implemented for administrative functions
such as controlling access to a service. On a transit network, they help improve
the transit user’s satisfaction, with simplified ticketing options (single card, security), while enhancing revenue collection for public authorities (reduced fraud,
multilevel validation) (Conklin et al. 2004). To do their job, these systems need to
record a large amount of information on the daily use of the transit network. Each
transaction is recorded, along with spatio-temporal details: time, spatial location,
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operational information (line, stop), and card type (fare type and privileges). Even
if the resulting dataset was not designed, a priori, for analytical purposes, it can be
processed to reveal information on how the network is rendered and used on a
continuous basis.
The relevance of smartcard data for monitoring a transit network is validated
using a set of continuous data from the Société de transport de l’Outaouais (STO)
outputted from the smartcard fare collection system. With these continuous
data, daily, weekly, and seasonal activity cycles are identified for various transit
card types (regular adults, students, and seniors, for instance) using data mining
techniques (Morency et al. 2007). This confirmation of the variability of transit use
during these cycles suggests that the supply might not always adequately match
the real transit demand.
“Measuring the performance of a transit system is the first step toward efficient
and proactive management” (Bertini and El-Geneidy 2003). With this issue in
mind, current research is looking into the supply side of the equation and aims
to estimate some transit performance indicators using smartcard data. Actually,
smartcard data offer a unique opportunity to monitor the use and supply of a
transit network simultaneously on any given day. They can be used in an AVL-APC
(Automated Vehicle Location, Automated Passenger Counting) system, which
has proven to be useful for transportation planning (Furth et al. 2006). Hence,
the purpose of the paper is to illustrate the potential of smartcard data to derive
operational indicators revealing the service that was truly offered to the users on a
specific day (compared with the planned service: vehicle-kilometers for instance),
estimate the use of the service on that day (demand: passenger-kilometers, for
instance), and observe how these two sides of the transit network evolve over
time.
The paper is organized as follows. First, we present work on the use of smartcard
data for analytical purposes, followed by some transit performance indicators,
keeping in mind that the main purpose of the paper is to evaluate the usability of
smartcard data to estimate a number of these classical indicators. Then, the methodology is presented, namely the dataset used for the experiment, some imputation operations, and a description of the transit performance measures. Results of
the estimation of indicators from a demonstrative dataset are then presented. A
discussion concludes the paper.

80

Calculation of Transit Performance Measures

Background
Smartcard in Transit
The use of smartcards in transit networks is increasing all over the world. Smartcards are based on a technology patented in 1968 by German researchers Dethloff
and Grotrupp (Shelfer and Procaccino 2002). They are used for identification and
transaction purposes through the exchange of information with readers installed
inside vehicles. Smartcards are useless without a strongly integrated information
system which links planned, operational, and user (card) data: the Smartcard
Automated Fare Collection (SCAFC) system. The complex fare system that is used
by many public transport authorities can be better managed with the help of an
SCAFC, because a smartcard can store more than one transport document at a
time and because it is validated automatically by the reader. According to Bonneau (2002), the need to integrate fare policies within large metropolitan areas
will continue to promote smartcard usage. At the same time, other authors are
stressing the important need for privacy, which could retard smartcard implementation. The French Council for Computer and Liberty recommends that care
be taken with such data, because they could be used to trace the personal movements of an individual (CNIL 2003). Still, Clarke (2001) recalls that smartcards are
no different from other individual data collection systems, like credit cards, road
tolls, and police databases.
Bagchi and White (2005) have reported several advantages brought about by the
analysis of SCAFC data, like access to larger sets of individual data, continuous data
available for long periods of time, and better knowledge about large numbers of
transit users. These authors conducted a study on passenger transfer behaviors on
the Bradford and Merseyside transit networks in the UK. The absence of alighting
location information was identified as the primary issue requiring further analysis.
In the case of the Société de transport de l’Outaouais (STO), Trépanier et al. (2004)
have shown the potential of using SCAFC data for public transport network planning with the help of a Transportation Object-Oriented Modelling approach. Furthermore, it has been possible to develop a destination location estimation model
for each trip (Trépanier and Chapleau 200; Trépanier et al. 2007). The model,
which is based on individual spatial patterns of use, has been applied to the 6.2
million trips of the dataset with a 94 percent success rate (an alighting stop was
imputed). Smartcard data also can be useful for travel behavior analysis. Morency
et al. (2007) have shown the potential of applying data mining clustering methods
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to datasets to observe similar behaviors and also variability in behaviors among the
card users. Chu and Chapleau (2008) have discussed imputation and error correction techniques applied to timestamp smartcard data.
Transit Performance Measures
The first edition of the Transit Capacity and Quality of Service Manual (TCQSM)
was published in 1999 (Kittelson and Associates 1999). This manual recommended the evaluation of transit systems using six performance measures: service
frequency, hours of service, service coverage, passenger loading, reliability, and
transit vs. automobile travel time. Many examples of transit performance evaluation using the TCQSM can be found in the literature (among others, Perk and
Foreman 2003; Caulfield and O’Mahony 2004). These measures generally are estimated using surveys or onboard counts, which provide a snapshot of the service
on a particular day. No information is recorded regarding the variability of the
service or the validity of the day when the data were collected (is it representative
of the other days?). This is where smartcard data become interesting.
Gillen et al. (2001), in their study of the impact of Automated Vehicle Location
technology (AVL) on transit firm productivity, observe that the use of such a system “will result in fewer buses used given the number of vehicle miles and number
of passenger trips.” Cost per mile and annual maintenance hours also are reduced.
The acceptance of Intelligent Transportation Systems (ITS) by transit system users
has also been investigated. Using an intercept-mail-back survey (approximately
3,000 respondents), Conklin et al. (2004) reported that there is widespread support of such systems among users.
Bertini and El-Geneidy (2003) demonstrate that archived stop-level data can be
converted into valuable Transit Performance Measures (TPM). Actually, they
argue that many TPM have been proposed in the past but rarely implemented
because of data limitations. They confirm that the deployment of ITS to monitor
and manage transit networks also enable transport authorities to monitor the
performance of the network in real time, or in retrospect. Smartcard data have this
potential. In the case of TriMet (Portland, Oregon transit provider), archived data
are used to determine various performance measures and compare them from day
to day and from route to route.
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Methodology and Concepts
Dataset
Data from the Société de transport de l’Outaouais (STO) smartcard fare collection
system are used for the study. The STO is a medium-sized public transport authority operating 200 buses and servicing 240,000 inhabitants in Gatineau, Quebec.
The STO has been operating its smartcard system since 2001. Today, more than
80 percent of all STO passengers living in Quebec have a smartcard. Moreover,
every STO bus is equipped with a GPS reader. For each boarding, stop location
and bus route are stored in the database, along with a timestamp. Since the STO
uses a high-level security procedure to ensure the privacy of the data, smartcard
data are completely anonymous. The complete dataset contains about 21 million
transactions covering a period from January 2005 to March 2007. The set of data
used for this specific experiment relates to November 2006 (917,009 transactions).
Table 1 shows the general structure of the information available for each smartcard boarding transaction.
Table 1. Information on Smartcard Transactions in the Dataset

For this study, the dataset has been organized by run number (sequence of stops in
a route, single direction). Due to defects in the smartcard system, it is possible that
a few runs operated but were not reported. To validate this, Figure 1 illustrates the
number of runs that were reported during November 2006. The number of runs is
quite stable from one weekday to another (2853 ± 92), as it is for Saturdays (941
± 6) and Sundays (594 ± 6) (lower bars). There is more variation in the number
of boarding transactions, and so it is interesting to analyze this variation through
dedicated supply and demand indicators, which we do in subsequent sections of
the paper. With only these simple figures, we can easily identify special days of
travel. Actually, it is noticeable that a large number of workers had a day off on
November 10 and 13, with November 11 (Remembrance Day) falling on a Saturday in that year.
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Transit Performance Measures
Transit performance measures are calculated with the help of database queries
involving Structured Query Language (SQL) and customized database functions.
Two dimensions are examined:
• Query on transit operation - This involves linking tables on route geometry,
run length, and travel time to those of effected runs (runs operated according
to the transaction database). The main results are the number of runs for
each route, vehicle-kilometers (veh-kms) and vehicle-hours (veh-hrs).
• Query on transit use - This query links the transaction database, the destination location estimation, and the route geometry. Trip duration is estimated
from the travel length on the route and the commercial speed (average
speed, which takes into account stops), because the exact alighting time is
not known, especially at the terminal (recalling that the SCAFC stores the
boarding times only, so there is no transaction corresponding to the last
stop on the route). The main results are number of passengers, passengerkilometers, and passenger-hours for each run segment.
Supply-oriented measures
The supply-oriented measures are calculated as follows. The number of vehiclekilometers Dij of a single run i at day j is equal to the sum of the travel distance
∆dijk between each stop of the run. The same logic is applied for the number of
vehicle-hours Tij. Since each measure is disaggregated, the total number of vehiclekilometers for a route, or for the whole network, is calculated by adding the run
numbers. The number of vehicle-kilometers Drj of a route r on a given day j is:

The same applies for the number of vehicle-hours. Thus, the average commercial
speed of a route (Cr) is:

These indicators apply to the operating service only and do not consider the dead
time to and from the depot or waiting time during the day. Average length and
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duration of runs can then be estimated using vehicle-kilometers, vehicle-hours,
and total number of runs operated.
Demand-oriented measures
Similar indicators are obtained for the demand side, where every single trip is put
into the calculation. The travel distance in kilometres (diu) of a user u on a single
run i is:
is the total distance on the run at the estimated alighting stop locawhere
is the total distance on the run at the boarding stop. The number
tion, and
of hours (tiu) is estimated with the help of the commercial speed of the run (Ci),
because the alighting time is unknown:

The total number of passenger-kilometers and passenger-hours for a route (a run,
or a day) are calculated by adding the kilometers traveled by every boarding passenger. Average length and duration of a trip can be estimated using passengerkilometers or passenger-hours divided by the number of transit network users.
Performance measures
The combination of supply and demand indicators leads to overall performance
measures. In this case, partial measures are calculated because some users do not
have a smartcard. A correction coefficient would need to be applied to expand the
number of users for each run. This coefficient can be calculated from external passenger count observations. However, this demonstration paper presents statistics
on smartcard use only, since adjusted statistics remain confidential to the transit
operator.
The average bus occupancy βrj of route r on a given day j is:

where diju is the travel distance of the passenger u on run i and day j, and Drj the
number of vehicle-kilometers on run i and day j. The capacity use ratio αr is then
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estimated in a similar fashion, by adding the vehicle capacity Vi on each run to the
equation:

Vehicle capacity is available for each run, because the bus number is recorded at
each transaction. The capacity of a regular bus is approximately 75 passengers (41
seats) and 65 passengers for a low-floor bus (38 seats).
The punctuality of the bus service can be evaluated by comparing the scheduled
time to the actual time the bus arrives at a stop. This time is supposed to be the
time of the first smartcard transaction at each stop, for a given run. A special dataset is built to measure the punctuality of the bus service. It contains the bus stop
arrival time for each stop of each run during November 2006.

Results
The list of transit performance measures is quite straightforward and has been a
part of the operator’s knowledge for a long time now. However, estimating these
measures remains a difficult challenge for ill-informed authorities. The following
results demonstrate the use of smartcard data to estimate them for very precise
elements. Actually, every day of operation, every run, or even every transit stop can
be described with respect to supply and demand conditions.
Supply-Oriented Measures
A total of 68,381 runs were offered during the month of observation, resulting
in 626,800 veh-kms and 43,600 veh-hrs. The average commercial speed was 14.4
km/h, and the average duration of the runs was 38.2 minutes. These global figures
can be segmented according to the type of day to see whether or not the service is
equivalent on weekdays and also to measure differences on weekends. From Table
2, we see that the average speed varies between 13.7 and 17.4 km/h and peaks on
Sundays, as expected.
These indicators can be obtained for every individual route, on every day, and at all
times. For example, Figure 2 illustrates the average commercial speed for route 37
at each hour during weekdays of the month of November 2006. We can see that it
is lower during the day, with values as low as 6 km/h around 9:00 a.m. The greatest
variability is found at that time (coefficient of variation = 25.2%).
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Table 2. Key Facts Regarding Transit Supply During the Four Weeks of
November 2006 by Day of Travel

Weekday
Sunday
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday

Average
Speed
(km/h)

Average
Distance
(km)

Average
Duration
(min.)

17.4
14.8
14.5
14.1
13.9
13.7
15.9

11.1
9.1
8.8
9.1
9.0
9.0
10.3

38.3
37.1
36.5
38.6
38.9
39.6
38.8

Demand-Oriented Measures
Figure 3 presents key facts based on demand data. For every day of the month, the
number of passenger-kilometers and the average speed of passenger journeys are
presented. It is noticeable that:
• There were 917,009 boarding transactions during the month of November
2006; about 93 percent of them occurring on weekdays, for a total of 6.7
millions passenger-kilometers.
• The average in-vehicle speed of journeys is 19.0 km/h, with slight variation
during the month (especially on the two last weekends).
• The average length of a journey is about 8.3 km, while the average duration
of a trip is 26.3 minutes.
These summary indicators also can be estimated for the main types of smartcards. This
segmentation makes it possible to understand the travel patterns of students, seniors,
and express-card holders, for instance. A classification of the various card types is used
for this purpose. First, the same indicators as presented previously are shown for the
main classes of card types (see Table 3). It shows that regular cards for adults account
for about 46 percent of passengers boarding during November 2006. The second most
important card type is the student card. These figures also reveal some distinctions
between the features of trips taken on the transit network by these client groups.
Apparently, interzone cards provide access to more efficient service, since much
higher speeds are possible between zones due to the nature of interzone service,
which uses a high-capacity road network instead of local streets to link distant
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destinations. Express cards are second in terms of average speed. The average
speeds of travel of all other client groups are comparable. The average length and
duration of journeys on the transit network reveal similar facts. Interzone cards are
used for much longer trips, followed by express cards. Senior cardholders take the
shortest trips on the network, followed by students.
Table 3. Key Facts on Demand by Card Type, November 2006
			
				
Card type
# Boarding Pass-km Pass-hr
Adult-Regular
Adult-Express
Adult-Interzone
Student
Senior
Other
Total

46.2%
15.1%
3.0%
26.3%
3.5%
6.0%
100%

38.9%
21.8%
11.5%
21.0%
2.1%
4.7%
100%

42.3%
20.4%
8.4%
21.7%
2.3%
5.0%
100%

Average Average Average
Speed
Length Duration
(km/h)
(km)
(min.)
17.5
20.4
26.2
18.4
17.8
17.9
19.0

7.0
12.0
31.8
6.7
5.1
6.6
8.3

24.1
35.3
72.9
21.7
17.2
22.0
26.3

Performance Measures
Indicators on supply and demand are combined to calculate the bus occupancy and
the number of passengers per run on each route (Figure 4). We must remember that
this figure shows only smartcard passengers and thus does not represent the entire
clientele. In the figure, the routes are sorted according to smartcard passenger per run.
The figure shows that some routes are boarded almost exclusively by smartcard holders, and these users remain on board for the whole distance covered by the run because
the ratio between the two indicators is almost one (black circles on the chart).
Schedule adherence is examined for a specific route of the network. Route 37 was
selected for the study, as it is the most important route, operating seven days a week.
Schedule adherence on Route 37 is examined using a special dataset extracted from
the smartcard data. Figure 5 shows the distribution of delays on this route, based on
four months of operation between January and April 2005. This representation was
inspired by the work of Bertini and El-Geneidy (2003). Perfect schedule adherence
occurs for 17.5 percent of the observations (each observation represents the difference between the scheduled time and the arrival time recorded at a specific stop on
the route); 18.9 percent of the buses arrived early (avg. 1.6 min), and 63.6 percent
were late (avg. 3.0 min). Delays are greater in the inbound direction because the traffic on the roads is more congested during peak hours in the morning in this area.
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Figure 5. Schedule Adherence on Route 37 based on November 2005 and November 2006 Observations
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Discussion and Conclusion
This paper introduces the use of smartcard automated fare collection system data
to measure transit supply and demand indicators. With these data, the statistics
can be easily compiled if the boarding and alighting locations are available. Planners can obtain these statistics on a daily basis to evaluate the operating service
and possibly make corrections on subsequent days. Results show that, while most
of the performance measures are stable over time, the approach permits identification and classification of specific characteristics of the operation.
However, the use of smartcard data to obtain transit performance measures has
some limitations. First, this approach is very data-intensive, so there is a need
to have a strong transit information system to support the analysis. In addition,
data must be prevalidated, because there are always a certain number of errors in
smartcard systems (missing data, wrong run numbers, equipment malfunctions,
etc.). Finally, we should remember that not all transit users have a smartcard.
There is a need to compare and balance the statistics from onboard passenger
counts to obtain the complete figures. Comparison between synthesized statistics
from smartcard data and operational data from the transit authority will help
refine the techniques presented.
Further research will focus on disaggregate analysis of both supply and demand.
For the demand side, the analysis of individual user behavior will provide additional information to transit planners on the habits of users: departure times,
preferred origins and destinations, preferred routes, etc. For the supply side, there
is a possibility of finding ways to “optimize” equipment use, looking at operational
data and run load information.
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the Intention to Use the Bus in
Ho Chi Minh City
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Abstract
This study explores the behavioral intention to use the bus while considering the
perceived quality of bus service, problem awareness, and moral obligation of people
in Ho Chi Minh City (HCMC), Vietnam. The purpose is to test the feasibility of developing mobility management measures persuading motorcycle users to use the bus
more, and if so, how. Principal components analysis on a set of psychological factors
related to various aspects of bus use yielded four factors: moral concerns, negative
expression, quality perception, and social status. The regression of the intention on
these four factors revealed that determinants of intention to use the bus in HCMC
are moral concerns and the perception of quality. Based on the psychological relationships, mobility management measures can be applied in persuading people to
change their behavior toward using the bus.

Introduction
Public transportation provides a very important travel mode in human society,
and for decades has provided basic mobility for the vast majority of travelers.
Studies have shown that provision of proper public transportation would mitigate traffic congestion, reduce CO2 emissions, and improve efficiency of energy
consumption, as well as make the society more equitable in terms of mobility
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(Shapiro et al. 2002, American Public Transportation Association 2007). All of
these outcomes are the main constituent factors of sustainable development (Victoria Transport Institute 2008). Therefore, a strategy to develop a well-performing
public transportation service should have a special place in the overall strategy of
transportation planning.
Even so, downward trends in the use of urban public transportation now exist not
only in developed countries (Hensher 1998) but also in many developing countries
(Mohamad and Kiggundu 2007). In developing countries, the bus is typically the
backbone of public transportation (Tiwari 1999, Susilo et al. 2007) and the primary means of transportation for many low-income people (Sohaila et al. 2004).
However, large economic growth followed by rapid motorization has led to the
increase in privately-owned transportation and a consequent remarkable drop in
the patronage of public transportation (Morichi 2005). This imbalance between
transportation modes can be seen in many cities. For example, in Ho Chi Minh
City (HCMC), Vietnam, only 5 percent of trips occur by bus, whereas almost all
the rest are by motorcycle (HCMC Department of Transport 2007a). The solution
to such an extreme situation must be a combination of not only “hard” measures
such as improving the quality of the bus service but also “soft” measures such as
mobility management. Mobility management has been successful in Japan, which
uses the Travel Feedback Program for travel behavior change (Fujii and Taniguchi
2006), and in the United Kingdom, which employs Travel Plans (UK Department
of Transport 2004). In fact, after investigating the psychological structure of
people in HCMC, Van and Fujii (2007) concluded that mobility management has
the potential for inducing behavioral change in that city. The aim of this paper is
to investigate the effect of psychological factors concerning bus use on motorcycle
users’ behavioral intention of using the bus in HCMC. This could be considered an
important step toward developing mobility management measures to influence
the behavior of motorcycle users in HCMC toward bus use.
Quality of service is an important factor in the widespread use of public transportation (Paulley et al. 2006). In addition, transportation quality is acknowledged
to consist of two parts: the objective aspect, such as performance measures, and
the psychological aspect or service measures, such as how customers perceive the
service (Kittelson and Associates, Inc. et al. 2003). If HCMC’s bus service is examined objectively, statistics (HCMC Department of Transport 2007b) show that
the bus, which is the only public transportation mode in HCMC, has seen heavy
investment since 2002. Buses serve 24 corridors and are spreading to many smaller
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roadways. In the inner districts, the areas where the questionnaires for this study
were distributed, a bus stop can be found within 15–20 minutes’ walking distance
of most residences. This implies that few cases exist in which finding a nearby bus
stop poses a problem. Bus fares vary according to route and could make transfers
more costly and less convenient. Although the buses are generally equipped with
air conditioning, it is observed that few of these actually operate while the buses
are running. Moreover, due to the imbalance between the transportation modes,
the movement of buses is greatly impeded by motorcycles during peak hours.
From the psychological perspective, Van and Fujii (2007) found that the bus service in HCMC was evaluated as neutral in all three aspects of symbolic, instrumental, and social orderliness when investigating the images of bus and other travel
modes in HCMC. Since the purpose of this paper is to formulate mobility management strategies to influence HCMC motorcycle users to start using the bus, having
sufficient knowledge about the relationship between the behavioral intention to
use the bus and psychological factors related to bus service is critically important.
Among such factors, the perceived quality of bus service could be considered key
since it would reflect whether the service is attractive to prospective customers. In
fact, research on similar issues regarding the quality of transit service perceived by
bus users has confirmed this assumption. For example, Eboli and Mazzulla (2007)
found that perceived quality attributes of bus service had an impact on customer
satisfaction, and Joewono and Kubota (2007) also found a significant relationship
between overall satisfaction and loyalty to use the transit service in the future. Jen
and Hu (2003) concluded that passengers’ repurchase intentions were determined
by their perceived value of the bus service. In addition to the perceived quality of
service, research on public transportation by Friman et al. (2001) and Friman and
Gärling (2001) found that the frequency of negative critical incidents had significant impacts on user satisfaction with the public transportation service. Furthermore, other studies (Grob 1995, Stern 2000, Norlund and Garvill 2003, Fujii 2006)
also demonstrated that problem awareness and moral obligation were important
antecedents for pro-environmental behavioral intention and behavior. A review
of these studies shows that the perceived quality of bus service, negative critical
incidents, problem awareness, and moral obligation factors could be determinants
of behavioral intention. Given this background, this study hypothesized that for
motorcycle users in HCMC, perceived quality of bus service, problem awareness,
and moral obligation would have positive effects on their intentions to use the
bus, while the negative critical incidents would have a negative effect on such
intentions.
99

Journal of Public Transportation, Vol. 12, No. 1, 2009

Traffic congestion in HCMC due to the excessive use of motorcycles has reached
an alarming level. Moreover, car ownership in the city has been increasing rapidly
in the last three years. Therefore, solutions to change the behavior of motorcycle
users using psychological approaches such as mobility management are especially
important for HCMC. With such a motivation, empirical analysis of motorcycle
users’ intention to use the bus by considering the effects of psychological factors
is presented.

Method
Sample
The data of this research were based on the second part of a two-part questionnaire. In the first part, respondents were asked to recall two most recent trips by
motorcycle (short and long) and answer questions about those trips. Respondents
were, therefore, presumed to be motorcycle users.
A mail-back survey was conducted in late August 2007 in HCMC. Questionnaires
were mailed to 1,000 households randomly chosen from the city’s phone list and
evenly distributed across 18 districts of the city. Each target household received
one survey questionnaire form along with one stamped envelope for return and
an incentive pen valued at VND 4000 (approximately US $0.25). A total of 285
responses was returned, a response rate of 28.5 percent. Since three were excluded
due to missing data, this study was based on a sample of 282 motorcycle users
whose mean age was 40.9 years (SD = 12.2). Compared to the average age of the
driving-age population (from 16 to 70 years), which is around 35 (Statistical Office
in Ho Chi Minh 2005, HCMC Department of Transport 2007b), the average age
of this sample was a bit high. Of these respondents, 49.6 percent were male, 24.8
percent owned bicycles, 87.2 percent owned motorcycles, and 1.8 percent owned
cars. Socio-demographic statistics of HCMC’s population at driving ages indicated
that, at the time of implementation of the survey, the motorcycle ownership rate
was estimated to be around 74.9 percent, while for car it was around 3.3 percent.
Also, according to census data, 48.5 percent of the driving-age population was
male. Considering the differences between motorcycle users and people at driving ages, it is therefore possible to speculate that this sample could reflect well
the characteristics of motorcycle users of the city as a whole, and thus could be
considered to be representative of the HCMC population.
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Measurement
To increase the response rate, which was predicted to be low due to possible lack
of cooperation by respondents, the questionnaire was designed to be as concise
as possible. For this study, the most relevant questions were selected to obtain (i)
attitudinal factors toward bus service, (ii) frequency of negative critical incidents,
(iii) problem awareness, (iv) moral obligation, and (v) behavioral intention of using
the bus.
Attitudinal factors toward bus service included questions about the perceived
quality of bus service and about other aspects of using the bus (see Table 1). Given
the ambiguity in the definition of attributes that comprise public transportation
performance (Thompson and Schofield 2007), attributes related to the quality
of bus service and the attitudes toward other aspects of bus use were empirically selected to be those most representative of the bus service characteristics in
HCMC based on the literature review. Each item was assessed on a five-point scale
ranging from -2 to 2.
Table 1. Attitudinal Factors Toward Bus Service and Negative Critical Incidents

Based on the work of Friman et al. (1998), four incidents were selected that were
most typical of HCMC bus service (see Table 1). Respondents were asked about
the frequency of negative incidents experienced in the past regarding bus use.
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Responses were rated on a simple five-point scale ranging from -2 to 2 (Never to
Regularly) to make the questionnaire easier to answer, especially for people in a
developing city who are likely new to questionnaire surveys.
It can be observed from Table 2 that the dependent variable seems to be well
distributed around 0. A Kolmogorov-Smirnov test indicated that the dependent
variable was normally distributed with a confident level of 95%. The mean intention to use the bus in the sample was 0.91 (SD = 0.96), implying that the sample
did not have a strong intention to use the bus in the future.
Table 2. Distribution of the Dependent Variable

Results
Principal Components Analysis
A principal components analysis (PCA) using varimax rotation was performed on
all perceptions except behavioral intention to determine principal components
that could summarize the judgments about various aspects of bus use. The result
of the PCA identified four main factors, accounting for 48.3 percent of the total
variance. Table 3 presents only perceptions having factor loading |≥0.4|, which is
considered large and meaningful for explaining the factors (Stevens 1986).
Factor 1 accounted for 21.2 percent of the total variance. This factor expresses
“moral concerns” regarding bus use because two perceptions of problem awareness and two perceptions of moral obligation, both individual and societal scales,
had high loadings on this factor. Factor 2 made up 10.6 percent of the total
variance. Perceptions scoring high on this factor were the frequency of negative
incidents and the discourtesy of bus staff; this factor was therefore referred as
a negative impression. Factor 3 accounted for 9.4 percent of the variance and
describes the quality of service, since all of the perceptions having high loadings
on this factor were attributes of the perception of quality of bus service. Note
that the perception about the overall quality of service simultaneously had a high
negative factor loading on Factor 2, implying that the poor quality of service would
also cause negative impression to people. Factor 4 accounted for 7.1 percent of
the variance. The perceptions regarding social interaction and being poor loaded
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Table 3. Rotated Factor Loadings of Perceptions about Bus Service

Note: Only factor loadings |≥0.4| are noted.

high on this factor, so Factor 4 can be interpreted as the social status of the bus.
Based on the results of the PCA, four new variables (factor scores) were calculated
using regression method. Note that these new variables are independent of each
other, so using this technique avoids any drawbacks such as multicollinearity in
regression analysis.
Regression Analysis
Using the psychological variables generated by the PCA, an ordered logistic
regression analysis was conducted with behavioral intention to use the bus as the
dependent variable. This analytic approach is appropriate in explaining the possible non-linearity and the ordinal property of the dependent variable. Regarding
explanatory factors, in addition to hypothesized psychological variables, Age, Gen103
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der (male = 1) and Bicycle ownership (owning = 1) were also included to test the
effect of socioeconomic factors. The estimation result is presented in Table 4.
Table 4. Estimation Results of Ordered Logistic Regression
of Behavioral Intention to Use the Bus

*p < 0.05
** p < 0.01
*** p < 0.001

As seen in Table 4, the coefficient of quality perception was significant at p < 0.001,
supporting one part of the hypothesis that the intention to use the bus would
increase with perceived quality of bus service. Additionally, the hypothesis regarding problem awareness and moral obligation also held true in this sample. Specifically, the factor of moral concerns was found to be significant in the behavioral
intention to use the bus. This finding means that being aware of the contribution
of bus use to mitigate air pollution and traffic congestion as well as understanding
that one should act in the collective interest would make motorcycle users more
likely to use the bus. In addition, the coefficients show that the influence of the
moral concerns factor was much stronger than that of quality perception and was
the strongest variable in affecting behavioral intention in this model. These results
imply that mobility management measures to enhance people’s awareness about
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the benefits of bus use in improving the current traffic and environment situation
in HCMC would be effective in persuading people to use the bus.
However, as Table 4 shows, no significant effect of negative impression on intention to use the bus was detected. Since the factor of negative impression in this
study was primarily based on the frequency of negative incidents, the result of
this study using the sample of motorcycle users in HCMC did not conform to the
findings of Friman et al. (2001) or Friman and Gärling (2001). Social status also did
not significantly influence the behavioral intention by implying that perceptions
such as poorness or social interaction related to bus use would not lessen people’s
intentions to use the bus.
In addition, Table 4 also shows that Age was positively significant in the behavioral
intention to use the bus. That is, older respondents had more intention to use the
bus than the younger respondents (t = 2.84). Meanwhile, Gender had negative
and significant effects on behavioral intention (t = –2.59). This means that females
were more likely to intend using the bus than males. Unexpectedly, Bicycle ownership did not have any effect on behavioral intention to use the bus.

Discussion
This study examined the effect of various psychological factors for motorcycle
users on their intentions to use the bus in HCMC. Judgments of respondents about
various aspects of bus service were summarized by the PCA into the four factors
of moral concerns, negative impression, quality perception, and social status.
Ordered logit model results of behavioral intention with four psychological factors
as explanatory variables showed that moral concerns and quality perception were
determinants of behavioral intention to use the bus. These findings imply that
mobility management measures would be applicable to changing the behavior of
motorcycle users toward bus use.
As mentioned in the introduction, several studies have demonstrated the causal
relationship between perceived quality of bus service and customer satisfaction
(e.g., Eboli and Mazzulla 2007, Joewono and Kubota 2007). In view of that finding,
in this study, we chose to hypothesize about the possible effect of the perceived
quality of bus service on the behavioral intention of non-bus users. The result
indicates that the hypothesis about the positive influence of quality perception
of the bus service on behavioral intention was confirmed in HCMC, where the
target of the survey was the majority of motorcycle users. Thus, efforts to make
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bus service in HCMC more attractive to motorcycle users would consequently
increase patronage for the bus. As a previous study found, private transportation
users tend to have “negative” beliefs about public transportation (Fujii et al. 2001).
If motorcycle users in HCMC had negative perceptions about the quality of bus
service as implied by the data, precise information on the “objective” perspective
of quality of bus service may improve its “perceived” quality and may strengthen
behavioral intention to use the bus. Further studies are necessary to confirm this
theoretical potential of providing objective information.
The result of the regression analysis supported another hypothesized relationship
between problem awareness, moral obligation, and behavioral intention. That is,
the factor of moral concerns was found to be the largest coefficient significantly
influencing the intention to use the bus. This result is in accordance with the
results reported by Nordlund and Garvill (2003) and Fujii (2006) stating that problem awareness and moral obligation were important antecedents for pro-environmental behavioral intentions and behaviors. In a similar vein, Gärling et al. (2003)
found that problem awareness for the biosphere and for the society at large has a
larger impact than for oneself. This result implies that change from motorcycle use
to bus use might be regarded as a cooperative or socially-desirable behavior rather
than an egocentric behavior that tries to maximize one’s self-interest.
For HCMC, the significance of the factor of moral concerns indicates that a communicative mobility management measure that tries to activate moral obligation
regarding implementation of socially-desirable travel behavior could be expected
to have potential for convincing people to use the bus in HCMC. Accordingly,
increasing the behavioral intention to use the bus in HCMC can be achieved
by enhancing public awareness of the benefits of bus use toward improving the
environment and mobility for society. Increasing behavioral intention can also
be achieved by making people feel “morally responsible” to cooperate in solving
the current traffic situation. This would be a very important mission, not only for
transportation planners, but for the public as well.
Last, the ordered logistic regression model in this study still did not have high
goodness of fit, as shown by the pseudo R square. This implies that other important determinants are involved in the behavioral intention to use the bus. The
factor of negative critical incidents as suggested by Friman et al. (1998), as well as
other socioeconomic factors such as vehicle ownership, were examined, but the
results were not as expected. Perhaps the inclusion of other psychological factors
such as perceived behavioral control or social norms as suggested in the Ajzen’s
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“Theory of Planned Behavior” (1991) could increase the variance explanation as
well as improve our knowledge about the psychological characteristics of using
the bus in HCMC. Such deficiencies in this study should be explored in follow-up
research.
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