Abstract. Let Jσ be the Dunkl harmonic oscillator on R (σ > −1/2). For 0 < u < 1 and µ > 0, it is proved that, if σ > u − 1/2, then the operator U = Jσ + µ|x| −2u , with appropriate domain, is essentially self-adjoint in L 2 (R, |x| 2σ dx), the Schwartz space S is a core of U 1/2 , and U has a discrete spectrum, which is estimated in terms of the spectrum of Jσ. A generalization Jσ,τ of Jσ is also considered by taking different parameters σ and τ on even and odd functions. Then extensions of the above result are proved for Jσ,τ , where the perturbation has an additional term involving, either the factor x −1 on odd functions, or the factor x on even functions. Versions of these results on R + are derived.
Introduction
The Dunkl operator on R n was introduced by Dunkl [6, 7, 8] , and gave rise to what is now called the Dunkl theory [20] . It plays an important role in physics and stochastic processes (see e.g. [22, 19, 10] ). In particular, the Dunkl harmonic oscillator on R n was studied in [18, 9, 15, 14] . We will consider only this operator on R. In this case, a conjugation of the Dunkl operator was previously introduced by Yang [23] (see also [16] ).
Let us fix some notation that is used in the whole paper. Let S = S(R) be the Schwartz space on R, with its Fréchet topology. It decomposes as direct sum of subspaces of even and odd functions, S = S ev ⊕ S odd . The even/odd component of a function in S is denoted with the subindex ev/odd. Since S odd = xS ev , where x is the standard coordinate of R, x −1 φ ∈ S ev is defined for φ ∈ S odd . Let L 2 σ = L 2 (R, |x| 2σ dx) (σ ∈ R), whose scalar product and norm are denoted by , σ and σ . The above decomposition of S extends to an orthogonal decomposition, L 2 σ = L 2 σ,ev ⊕ L 2 σ,odd , because the function |x| 2σ is even. S is a dense subspace of L 2 σ if σ > −1/2, and S odd is a dense subspace of L 2 τ,odd if τ > −3/2. Unless otherwise stated, we assume σ > −1/2 and τ > −3/2. The domain of a (densely defined) operator P in a Hilbert space is denoted by D(P ). If P is closable, its closure is denoted by P . The domain of a (densely defined) sesquilinear form p in a Hilbert space is denoted by D(p). The quadratic form of p is also denoted by p. If p is closable, its closure is denoted byp. For an operator in L . The subindex σ is added to J if needed. This J is essentially self-adjoint, and the spectrum of J is well known [18] . In fact, even for τ > −3/2, the operator J τ,odd is defined in L 2 τ,odd with D(J σ,odd ) = S odd because it is a conjugation of J τ +1,ev by a unitary operator (Section 2). Some operators of the form J + µ x −2 (µ ∈ R) are conjugates of J by powers |x| a (a ∈ R), and therefore their study can be reduced to the case of J [4]. Our main theorem analyzes a different perturbation of J. 
(ii) U has a discrete spectrum. Let λ 0 ≤ λ 1 ≤ · · · be its eigenvalues, repeated according to their multiplicity. There is some D = D(σ, u) > 0, and, for each ǫ > 0, there is some C = C(ǫ, σ, u) > 0 so that, for all k ∈ N, (2k + 1 + 2σ)s + µDs u (k + 1) −u ≤ λ k ≤ (2k + 1 + 2σ)(s + µǫs u ) + µCs u . (2) Remark 1. In Theorem 1.1, observe the following: (i) The second term of the right hand side of (1) makes sense because |x|
σ,ev/odd satisfying (1) with φ, ψ ∈ S ev/odd and (2) with k even/odd. In fact, by the comments before the statement, U τ,odd is defined and satisfies these properties if τ > u − 3/2.
To prove Theorem 1.1, we consider the positive definite symmetric sesquilinear form u defined by the right hand side of (1). Perturbation theory [11] is used to show that u is closable andū induces a self-adjoint operator U, and to relate the spectra of U and J. Most of the work is devoted to check the conditions to apply this theory so that (2) follows; indeed, (2) is stronger than a general eigenvalue estimate given by that theory (Remark 4).
The following generalizations of Theorem 1.1 follow with a simple adaptation of the proof. If µ < 0, we only have to reverse the inequalities of (2). In (1), we may use a finite sum i µ i |x| −ui φ, |x| −ui ψ σ , where 0 < u i < 1, σ > u i − 1/2 and µ i > 0; then (2) would be modified by using max i u i and min i µ i in the left hand side, and max i µ i in the right hand side. In turn, this can be extended by taking R p -valued functions (p ∈ Z + ), and a finite sum i |x| −ui Θ i φ, |x| −ui ψ σ in (1), where each Θ i is a positive definite self-adjoint endomorphism of R p ; then the minimum and maximum eigenvalues of all Θ i would be used in (2). As an open problem, we may ask for a version of Theorem 1.1 using the Dunkl operator on R n , but we are interested in the following different types of extensions.
τ,odd , whose scalar product and norm are denoted by , σ,τ and σ,τ . Matrix expressions of operators refer to this decomposition. Let
σ,τ satisfying the following:
, and, for all φ, ψ ∈ S,
Its eigenvalues form two groups, λ 0 ≤ λ 2 ≤ · · · and λ 1 ≤ λ 3 ≤ · · · , repeated according to their multiplicity, such that there is some D = D(σ, τ, u) > 0, and, for each ǫ > 0, there are some C = C(ǫ, σ, τ, u) > 0 and E = E(ǫ, σ, τ ) > 0 so that, for all k ∈ N,
(ii) Let ς k be defined like in Theorem 1.2. W has a discrete spectrum. Its eigenvalues form two groups, λ 0 ≤ λ 2 ≤ · · · and λ 1 ≤ λ 3 ≤ · · · , repeated according to their multiplicity, such that there is some D = D(σ, τ, u) > 0, and, for each ǫ > 0, there is some C = C(ǫ, σ, τ, u) > 0 and E = E(ǫ, σ, τ ) > 0 so that, for all k ∈ N,
Like in Remark 1-(ii), in Theorems 1.2 and 1.3, U = U and V = V , where
. Versions of these results on R + are also derived (Corollaries 7.1, 7.2, 7.3 and 7.4). In [3], these corollaries are used to study a version of the Witten's perturbation ∆ s of the Laplacian on strata with the generalized adapted metrics of [12, 13, 5] . This gives rise to an analytic proof of Morse inequalities in strata involving intersection homology of arbitrary perversity, which was our original motivation. The simplest case of adapted metrics, corresponding to the lower middle perversity, was treated in [2] using an operator induced by J on R + . The perturbations of J studied here show up in the local models of ∆ s when generalized adapted metrics are considered.
Preliminaries
The • B ′ is adjoint of B, and J is essentially self-adjoint.
• The spectrum of J consists of the eigenvalues 1 (2k + 1 + 2σ)s (k ∈ N), of multiplicity one.
• The corresponding normalized eigenfunctions φ k are inductively defined by
• The eigenfunctions φ k also satisfy
By (7) and (8), we get φ k = p k e −sx 2 /2 , where p k is the sequence of polynomials inductively given by p 0 = s (2σ+1)/4 Γ(σ + 1/2) −1/2 and 
When k = 2m + 1 (m ∈ N), we have [4, Eq. (14)]
Let j be the positive definite symmetric sesquilinear form in L 2 σ , with D(j) = S, given by j(φ, ψ) = Jφ, ψ σ . Like in the case of J, the subindex σ will be added to the notation T , B, B ′ and φ k and j if necessary. Observe that
The operator x : S ev → S odd is a homeomorphism [4] , which extends to a unitary operator x :
Thus, even for any τ > −3/2, the operator J τ,odd is densely defined in L 2 τ,odd , with D(J τ,odd ) = S odd , and has the same spectral properties as J τ +1,ev ; in particular, the eigenvalues of J τ,odd are (4k+1+2τ )s (k ∈ 2N+1), and φ τ,k = xφ τ +1,k−1 .
To prove the results of the paper, alternative arguments could be given by using the expression of the generalized Hermite polynomials in terms of the Laguerre ones (see e.g. [19, p. 525] 
The notation t σ may be also used. The goal of this section is to study t and apply it to prove Theorem 1.1. Precisely, an estimation of the values t(φ k , φ ℓ ) is needed.
Lemma 3.1. For all φ ∈ S odd and ψ ∈ S ev ,
Proof. By (13) and (14), for all φ ∈ S odd and ψ ∈ S ev ,
In the whole of this section, k, ℓ, m, n, i, j, p and q will be natural numbers.
for κ > −1/2, we get
Proof. By (8), (9), (12) and Lemma 3.1,
Proof. By (8), (10) , (12) and Lemma 3.1,
The following definitions are given for k ≥ ℓ. Let
if k = 2m ≥ ℓ = 2n, and
if k = 2m ≥ ℓ = 2n > 0; and
, and
2 We use the convention that a product of an empty set of factors is 1. Such empty products are possible in (19) (when m = 0), in Lemma 3.10 and its proof, and in the proofs of Lemma 3.11 and Proposition 3.17. Consistingly, the sum of an empty set of terms is 0. Such empty sums are possible in Lemma 4.4 and its proof, and in the proof of Proposition 4.6.
if k is odd. From (19) and using induction on m, it easily follows that
for k = 2m > 0. Combining (20) with (21), and (22) with (20), we get
Proof. We proceed by induction on k and l. The statement is obvious for k = ℓ = 0 because d 0,0 = Π 0,0 = Σ 0,0 = 1.
Let k = 2m > 0, and assume that the result is true for all d 2j,0 with j < m. Then, by Lemma 3.2, (17) and (24),
Now, take k = 2m ≥ ℓ = 2n > 0 so that the equality of the statement holds for d k−1,ℓ−1 and all d k,2j with j < n. Then, by Lemma 3.3,
Here, by (17) and (18), m/n Π k−1,ℓ−1 = Π k,ℓ , and
Finally, take k = 2m + 1 ≥ ℓ = 2n + 1 such that the equality of the statement holds for all d k−1,2j with j ≤ n. Then, by Lemma 3.4,
Here, by (17) and (18),
Lemma 3.6. Σ k,ℓ > 0 for all k and ℓ.
Proof. We proceed by induction on ℓ. For ℓ ∈ {0, 1}, this is true by (19) and (23) because σ > u − 1/2. If ℓ > 1 and the results holds for Σ k ′ ,ℓ ′ with ℓ ′ < ℓ, then Σ k,ℓ > 0 by (20) and (26) since σ > u − 1/2.
Proof. We proceed by induction on ℓ. This is true for ℓ ∈ {0, 1} by (19) and (23) . Now, suppose that the result is satisfied by Σ k ′ ,ℓ ′ with ℓ ′ < ℓ. If k = 2m > ℓ = 2n > 0, then, by (20) and Lemma 3.6,
If k = 2m+1 > ℓ = 2n+1 > 1, then, by (26) and Lemma 3.6, and since σ > u−1/2,
Proof. The first inequality is a direct consequence of (20), and Lemmas 3.6 and 3.7.
On the other hand, by (25), and Lemmas 3.6 and 3.7,
Corollary 3.9. If k = 2m + 1 ≥ ℓ = 2n + 1, then
Proof. This follows from (22) , (26) and Lemma 3.6 because σ > u − 1/2. Lemma 3.10. For 0 < t < 1, there is some C 0 = C 0 (t) ≥ 1 such that, for all p,
Proof. For each t > 0, by the Weierstrass definition of the gamma function,
Now, assume that 0 < t < 1, and observe that
By the second inequality of (27), for p ≥ 1,
On the other hand, by the first inequality of (27), for p ≥ 2,
Lemma 3.11. There is some
Proof. Suppose first that k = 2m ≥ ℓ = 2n. By Lemma 3.7 and (24), we get
Then the result follows in this case from Lemma 3.10. When k = 2m + 1 ≥ ℓ = 2n + 1, the result follows from the above case and Corollary 3.9.
Lemma 3.12. For each t > 0, there is some
Proof. We can assume that p ≥ 1. Write t = q + r, where q = ⌊t⌋. If q = 0, then 0 < r < 1 and the the result follows from the Gautschi's inequality, stating that
for 0 < r < 1 and x > 0, because x 1−r ≥ 2 r−1 (x + 1) 1−r for x ≥ 1. If q ≥ 1 and r = 0, then
If q ≥ 1 and r > 0, then, by (28),
Corollary 3.13. There is some C ′′ = C ′′ (σ) > 0 such that
Proof. This follows from (17), (18) and Lemma 3.12.
For the sake of simplicity, let us use the following notation. For real valued functions f and g of (s, σ, u, m, n), write f g if there is some C = C(σ, u) > 0 such that f (s, σ, u, m, n) ≤ C g(s, σ, u, m, n) for all (s, σ, u, m, n). An analogous notation is used in Sections 5 and 6 for functions of (s, σ, τ, m, n), taking C = C(σ, τ ).
Proposition 3.14. There is some α = α(σ, u) > 0 such that
for k = 2m and ℓ = 2n, or for k = 2m + 1 and ℓ = 2n + 1.
Proof. We can assume k ≥ ℓ because d k,ℓ = d ℓ,k . If k = 2m + 1 ≥ ℓ = 2n + 1, then, according to Proposition 3.5, Lemma 3.11 and Corollary 3.13, and since −σ/2 − 1/4 < −u/2 < 0,
If k = 2m ≥ ℓ = 2n, then, according to Proposition 3.5, Lemma 3.11 and Corollary 3.13, |d k,ℓ | (n + 1) σ/2−1/4 (m + 1) −σ/2+1/4−u(1−u) (m − n + 1)
Now, we consider the following cases. First, when −σ/2 + 1/4 ≤ 0, the result follows from (29) like in the case k = 2m + 1 ≥ ℓ = 2n + 1.
Second, when −σ/2 + 1/4 > 0 > −σ/2 + 1/4 − u(1 − u), (29) gives
Third, assume that −σ/2 + 1/4 − u(1 − u) ≥ 0 and m + 1 ≤ 2(n + 1). So σ/2 − 1/4 < 0, and we get from (29) that
Finally, suppose that −σ/2 + 1/4 − u(1 − u) ≥ 0 and m + 1 > 2(n + 1). So σ/2 − 1/4 < 0 and m − n + 1 > (m + 1)/2, and therefore (29) yields
where −σ/2 − 3/4 + u < −(1 − u)/2 < 0.
Corollary 3.15. There is some α = α(σ, u) > 0 such that, for k = 2m and ℓ = 2n, or for k = 2m + 1 and ℓ = 2n + 1,
Proof. This follows from Proposition 3.14 and (16).
Proposition 3.16. For any ǫ > 0, there is some C = C(ǫ, σ, u) > 0 such that, for all φ ∈ S,
Proof. For each k, let ν k = 2k + 1 + σ. By Proposition 3.14, there are K 0 = K 0 (σ, u) > 0 and α = α(σ, u) > 0 such that
for all k and ℓ. Since S = S(σ, u) :
, by (30) and the Schwartz inequality, we have
Proof. By Proposition 3.5 and (16), and since Π k,k = 1, it is enough to prove that there is some
Moreover we can assume that k = 2m + 1 by Corollary 3.8.
We have p 0 := ⌊1/2 + σ⌋ ≥ 0 because 1/2 + σ > u. According to Corollary 3.9 and Lemma 3.10, there is some C 0 = C 0 (u) ≥ 1 such that
Remark 2. If 0 < u < 1/2, then lim m t(φ 2m+1 ) = 0. To check it, we use that there is some K > 0 so that |x| 
In the case where σ ≥ 0, this argument is also valid when k is even. We do not know if inf k t(φ k ) > 0 when 1/2 ≤ u < 1.
Proof of Theorem 1.1. The positive definite sesquilinear form j of Section 2 is closable by [11, Theorems VI-2.1 and VI-2.7]. Then, taking ǫ > 0 so that µǫs u−1 < 1, it follows from [11, Theorem VI-1.33] and Proposition 3.16 that the positive definite sesquilinear form u := j+µt is also closable, and D(ū) = D(j). By [11, Theorems VI-2.1, VI-2.6 and VI-2.7], there is a unique positive definite self-adjoint operator U such that D(U) is a core of D(ū), which consists of the elements φ ∈ D(ū) so that, for some χ ∈ L 2 σ , we haveū(φ, ψ) = χ, ψ σ for all ψ in some core ofū (in this case,
(since it is a core of u), and (1) is satisfied. By Proposition 3.17,
for all k. Therefore U has a discrete spectrum satisfying the first inequality of (2) by the form version of the min-max principle [17, Theorem XIII.2]. The second inequality of (2) holds becausē
for all φ ∈ D(ū) by Proposition 3.16 and [11, Theorem VI-1.18], since S is a core of u andj.
Remark 3. In the above proof, note thatū =j + µt and D(j) = D(J 1/2 ); i.e., (1) can be extended to φ, ψ 
Scalar products of mixed generalized Hermite functions
Let τ > σ > −1/2, and write v = τ − σ > 0. This section is devoted to describe the scalar productsĉ k,ℓ = φ σ,k , φ τ,ℓ σ , which will be needed to prove Theorems 1.2 and 1.3. Note thatĉ k,ℓ = 0 if k + ℓ is odd. By (7) and (15),
Proof. By (8), (9) and (13),
Proof. By (8), (9), (12) and (14),
Proof. By (8), (10) and (13),
Lemma 4.4. If k = 2m + 1 and ℓ = 2n + 1, then
Proof. By (8), (10) , (12) and (13), 
.
Proof. This is proved by induction on k. In turn, the case k = 0,
is proved by induction on ℓ. The case k = ℓ = 0 is (31). Given ℓ = 2n > 0, assume that the result holds for k = 0 and all ℓ ′ = 2n ′ < ℓ. Then, by Lemma 4.2,
obtaining (32) because
for all p ∈ N and t > 0, as can be easily checked by induction on p. Given k > 0, assume that the result holds for all k ′ < k. If k is even, the statement follows directly from Lemma 4.3. If k is odd, by Lemma 4.4, Remark 5 and (33),ĉ
The sesquilinear form t

′
With the notation of Section 4, suppose that 0 < v < 1. Since
′ is neither symmetric nor bounded from the left. The goal of this section is to study t ′ , and use it to prove Theorem 1.2. Let c (12) and Corollary 4.5.
Proof. By (12), Corollary 4.5, Proposition 4.6 and (33),
Proof of Theorem 1.2. This is analogous to the proof of Theorem 1.1. Thus some details and the bibliographic references are omitted. Let t σ,τ be the positive definite sesquilinear form in L 2 σ,τ , with D(t σ,τ ) = S, defined by t σ on S ev and t τ on S odd , and vanishing on S ev × S odd . The adjoint of x −1 : S odd → S ev , as a densely defined operator of L 2 τ,odd to L 2 σ,ev , is given by |x| −2v x −1 , with the appropriate domain. Then the symmetric sesquilinear form
σ,τ , with D(v) = S, is given by the right hand side of (3). Using Propositions 3.16 and 5.3, for any ǫ > 0, there are some C = C(ǫ, σ, τ, u) > 0 and E = E(ǫ, σ, τ ) > 0 such that, for all φ ∈ S,
Then, taking ǫ so that ǫ(µs u−1 + 2|η|s (v+1)/2 ) < 1, since j σ,τ is closable and positive definite, it follows that v is sectorial and closable, and D(v) = D(j σ,τ ); in particular, v is bounded from below because it is also symmetric. Thereforev is induced by
. Thus S is a core ofv and V 1/2 . By Proposition 3.17 and since t ′ (φ) = 0 for all φ ∈ S ev/odd , there is some
Therefore V has a discrete spectrum satisfying the first inequality of (4); in particular V andv are positive definite. The second inequality of (4) holds becausē
for all φ ∈ D(v) by (35) and since S is a core ofv and j σ,τ .
6. The sesquilinear form t
′′
Consider the notation of Section 4 with v > 1. Let t ′′ be the sesquilinear form in L 2 σ,τ , with domain S, defined by t ′′ (φ, ψ) = φ odd , xψ ev σ . Note that t ′′ is neither symmetric nor bounded from the left. The goal of this section is to study t ′′ , and use it to prove Theorem 1.3.
Let c
. 
There is some γ = γ(σ, τ ) > 0 so that, for k = 2m and ℓ = 2n + 1,
Proof. By Proposition 6.1, we can assume that k ≤ ℓ + 1 (m ≤ n), and, in this case, using also Lemma 3.12, we get
If v ≥ 2, then (37) gives
This follows from Proposition 5.2 using the arguments of the proof of Proposition 3.16. 
σ,τ , with D(w) = S, is given by the right hand side of (4). Thus the result follows using Propositions 3.16, 3.17 and 6.3, and the fact that t ′′ (φ) = 0 for all φ ∈ S ev/odd , like in the proof of Theorem 1.2. 
Operators induced on
Morever let µ > 0 and η, θ ∈ R.
Corollary 7.1. If a 2 + (2c 1 − 1)a − c 2 = 0, 0 < u < 1 and σ := a + c 1 > u − 1/2, then there is a positive self-adjoint operator P in L 2 c1,+ satisfying the following: (i) x a S ev,+ is a core of P 1/2 and, for all φ, ψ ∈ x a S ev,+ , P 1/2 φ, P 1/2 ψ c1 = P 0 φ, ψ c1 + µ x −u φ, x −u ψ c1 .
(ii) P has a discrete spectrum. Let λ 0 ≤ λ 2 ≤ · · · be its eigenvalues, repeated according to their multiplicity. There is some D = D(σ, u) > 0, and, for each ǫ > 0, there is some C = C(ǫ, σ, u) > 0 so that (2) holds for all k ∈ 2N. (i) x a S ev,+ ⊕x b S odd,+ is a core of F 1/2 , and, for φ = (φ 1 , φ 2 ) and ψ = (ψ 1 , ψ 2 ) in x a S ev,+ ⊕ x b S odd,+ ,
+ η x a−b−1 φ 2 , ψ 1 c1 + φ 1 , x a−b−1 ψ 2 c1 .
(ii) F has a discrete spectrum. Its eigenvalues form two groups, λ 0 ≤ λ 2 ≤ · · · and λ 1 ≤ λ 3 ≤ · · · , repeated according to their multiplicity, such that there is some D = D(σ, τ, u) > 0, and, for each ǫ > 0, there are some C = C(ǫ, σ, τ, u) > 0 and E = E(ǫ, σ, τ ) > 0 so that (4) holds for all k ∈ N. (i) x a S ev,+ ⊕ x b S odd,+ is a core of G 1/2 , and, for φ = (φ 1 , φ 2 ) and ψ = (ψ 1 , ψ 2 ) in x a S ev,+ ⊕ x b S odd,+ , G 1/2 φ, G 1/2 ψ c1,d1 = G 0 φ, ψ c1,d1 + µ |x| −u φ, |x| −u ψ c1,d1
+ θ x b−a+1 φ 1 , ψ 2 d1 + φ 2 , x b−a+1 ψ 1 d1 .
(ii) G has a discrete spectrum. Its eigenvalues form two groups, λ 0 ≤ λ 2 ≤ · · · and λ 1 ≤ λ 3 ≤ · · · , repeated according to their multiplicity, such that there is some D = D(σ, τ, u) > 0, and, for each ǫ > 0, there is some C = C(ǫ, σ, τ, u) > 0 and E = E(ǫ, σ, τ ) > 0 so that (6) holds for all k ∈ N.
These corollaries follow directly from Theorems 1.1, 1.2 and 1.3 because the given conditions on a and b characterize the cases where P 0 and Q 0 correspond to |x| a U ev |x| −a and |x| b U odd |x| −b , respectively, via the isomorphisms |x| a S ev → 
