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1.1. Motivaciones del autor
El 11 de Marzo de 1997, el para muchos mejor ajedrecista de la historia, Garry Kas-
parov, cayo´ derrotado ante la supercomputadora Deep Blue. El perfeccionamiento de las
rutinas de aprendizaje ma´quina, entre otros aspectos, inclino´ la balanza a favor de los
chips. Pero esto no es suficiente, el objetivo real no es conseguir que la ma´quina “venza”
al ser humano, sino que se comporte de manera similar a e´ste. En palabras del Marvin
Minsky (experto en IA):
“Una vez que contemos con programas que tengan capacidad real de autoapren-
dizaje, estara´ garantizado un ra´pido desarrollo. Ya que la ma´quina se mejo-
rara´ a s´ı misma as´ı como a su modelo, estaremos en posicio´n de observar todos
los feno´menos conectados con los conceptos de razo´n, inteligencia y conscien-
cia. Aunque es dif´ıcil decir cua´ndo se producira´ tal desarrollo, no cabe duda
de que cambiara´ el mundo” [15].
El empen˜o que muestran los cient´ıficos en intentar otorgar a las ma´quinas la carac-
ter´ıstica posiblemente ma´s distintiva de la inteligencia humana, el aprendizaje, esta´ orien-
tado hacia la consecucio´n de programas que mejoren automa´ticamente con la experiencia.
Un empen˜o que proporciona sus frutos cada d´ıa, pero que esta´ muy lejos del objetivo
definido por Marvin Minsky.
Sucesos como e´ste despertaron en mı´ un intere´s inusual que me llevaron a elegir un
proyecto fin de carrera relacionado con esta tema´tica, el aprendizaje ma´quina, que en este
proyecto tiene un sentido ma´s de aprendizaje estad´ıstico.
As´ı que decid´ı buscar un PFC que me permitiera consolidar y aumentar mis conoci-
mientos en este a´rea, y poder aplicarlos a un caso pra´ctico, un caso u´til. Esta oportunidad
se me presento´ con el proyecto que he tenido la suerte de poder realizar:
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Prediccio´n del coste sanitario en pacientes psiquia´tricos mediante te´cnicas de
aprendizaje estad´ıstico
Grosso modo, este estudio se basara´, con la ayuda de diversas tareas que se pueden
hacer con sistemas de aprendizaje; tales como prediccio´n (clasificacio´n y estimacio´n), des-
cripcio´n o segmentacio´n, en el reconocimiento de patrones cl´ınicos en el comportamiento
de pacientes de psiquiatr´ıa.
Partiendo de una base de datos, de la cual conoceremos mu´ltiples datos tanto de los
pacientes como de sus consultas, deberemos seleccionar cuidadosamente aquellos pacientes
y sus variables que consideremos relevantes para el problema en cuestio´n. Este problema
y otros tantos que se nos presentara´n, sera´n abordados en cap´ıtulos posteriores.
1.2. ¿Que´ pretende este proyecto?
El estudio del comportamiento de los eventos cl´ınicos de distintos pacientes psiquia´tri-
cos proporcionados por la Fundacio´n Gime´nez Dı´az y el doctor en psiquiatr´ıa Enrique
Baca Garc´ıa. Dicho estudio esta´ orientado hacia la consecucio´n de un objetivo final: iden-
tificar pacientes potencialmente caros, a los que se les es posible proporcionar una mejor
atencio´n primaria, permitiendo reducir su coste.
Trataremos de abordar el problema de la siguiente manera:
Se parte de una base de datos recogidos en un psiquia´trico compuesta de multitud de
eventos cl´ınicos de una gran cantidad de pacientes. Cada evento cl´ınico esta´ descrito
de manera muy completa, recogiendo informacio´n sobre el evento en s´ı y del paciente
en cuestio´n.
A partir de esa informacio´n deberemos construir un modelo que caracterice el com-
portamiento cl´ınico de cada paciente cada cierto tiempo. Se debera´ estudiar si este
modelo debe describir so´lo el comportamiento cl´ınico en s´ı o incluir tambie´n datos
del paciente, como pueden ser la edad o el sexo.
Una vez establecido el modelo, deberemos obtener, en base a e´ste, todos los vectores
que caractericen a cada paciente y el coste asociado a cada vector. De este modo,
cada paciente estara´ descrito por un conjunto de vectores con sus costes asociados.
Aplicar te´cnicas de clustering para intentar agrupar vectores con patrones similares
y que, idealmente, debera´n tener costes asociados similares.
Utilizar un conjunto de entrenamiento/validacio´n para, con la ayuda de te´cnicas
de regresio´n/clasificacio´n, obtener una ma´quina de regresio´n/clasificacio´n para cada
cluster.
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Evaluar la calidad de los resultados sobre un conjunto de test. Cada muestra de
este conjunto sera´ clasificada en uno de los clusters y le sera´ aplicado la ma´quina de
regresio´n/clasificacio´n correspondiente.
En base a criterios me´dicos, aplicaremos medidas sobre aquellos pacientes cataloga-
dos como caros, para darles un tratamiento esta´ndar e intentar minimizar su coste.
El hecho de identificar correctamente como caros a los pacientes que en realidad s´ı lo
son es en donde radicara´ el e´xito del proyecto.
El estudio´ terminara´ con una serie de conclusiones, en base a los resultados obtenidos
con distintos tipos de regresores/clasificadores y el algoritmo de agrupamiento escogido,
que determinara´n la utilidad o no, de la aplicacio´n de estas te´cnicas para conseguir el
objetivo deseado.
1.3. Vista general del aprendizaje ma´quina
En esta seccio´n intentare´ proporcionar una visio´n general acerca del aprendizaje ma´qui-
na, por tanto, omitire´ explicaciones detalladas (las cuales podra´n ser encontradas en otros
cap´ıtulos).
¿Que´ es el aprendizaje ma´quina? Es la pregunta que debera´ ser contestada antes de
adentrarnos en la taxonomı´a de los me´todos de aprendizaje ma´quina (Machine Learning,
ML). El ML define al conjunto de algoritmos o te´cnicas utilizados por sistemas que llevan
a cabo tareas asociadas con la inteligencia artificial (Artificial Intelligence, AI ) y que
permite a estos sistemas aprender, es decir, mejorar automa´ticamente conforme aumenta
su experiencia. Estas tareas suelen estar relacionadas con el reconocimiento, diagno´stico,
prediccio´n, etc.
1.3.1. Una taxonomı´a del aprendizaje ma´quina
Como disciplina compleja, los distintos algoritmos del ML podr´ıan ser clasificados de
muy distinta manera. Aqu´ı voy a presentar un posible a´rbol de clasificacio´n que divide a
las te´cnicas en 3 grupos principales.
1. Aprendizaje supervisado: aquellas te´cnicas a las cuales hay que presentar, en pri-
mer lugar, un conjunto de entrenamiento que incluye tanto las entradas como las
salidas deseadas, permitiendo, de esta manera, aprender una funcio´n. La ma´quina
debera´ poder ser capaz de generalizar tanto para estos datos de entrenamientos como
para ejemplos nuevos [8].
2. Aprendizaje no supervisado: aqu´ı el problema a resolver es encontrar la estructura
subyacente de un conjunto de datos [17].
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3. Aprendizaje por refuerzo: en sistemas cuyas salidas son una secuencia de acciones.
Lo que busca este tipo de aprendizaje es aprender de aquellas pol´ıticas que generaron























































Taxonomı´a extra´ıda de [13].
Para una informacio´n ma´s detallada acerca de los distintos tipos de aprendizaje ma´qui-
na consultar [1] y [13].
Introducire´ de una manera breve aquellos tipos de te´cnicas que, posteriormente, utili-
zare´.
Regresio´n
En estos problemas tenemos un conjunto de objetos, descritos con algunos atributos.
Estos atributos son variables observables independientes. La variable dependiente (salida
del predictor) es continua y su valor esta´ determinado por una funcio´n de las variables
observables independientes. La tarea de los regresores es determinar el valor, que desco-
nocemos, de la variable continua dependiente para un determinado objeto en cuestio´n.
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Los algoritmos de aprendizaje para estos tipos de tareas intentan, por lo tanto, de-
terminar una funcio´n que permita relacionar (mapear) el espacio de los atributos con
los valores de prediccio´n, a partir de un conjunto de entrenamiento. Esta´ funcio´n permi-
tira´ posteriormente predecir valores para nuevos ejemplos.
Algunos de los ma´s comunes regresores son: regresor lineal, ma´quina de vectores soporte
o redes neuronales.
1.3.2. Clasificacio´n
El te´rmino de clasificar podr´ıa cubrir cualquier contexto en el cual una decisio´n o
prediccio´n en base a cierta informacio´n disponible es llevada a cabo. El procedimiento
de clasificar es un me´todo ma´s formal que permite tomar repetidamente decisiones para
nuevos casos. En este proyecto, la tarea de clasificar estara´ relacionada con la de asignar
a cada nueva secuencia de casos una clase de un conjunto de predefinidas. Esto se hara´ en
base a las caracter´ısticas observadas en cada nuevo caso.
La construccio´n de un procedimiento de clasificacio´n a partir de un conjunto de
datos para las cuales se conocen las posibles clases es conocido de distintas maneras:
reconocimiento de patrones, discriminaci o´n o aprendizaje supervisado.
Usada en una gran variedad de contextos como la concesio´n o no de de cre´ditos banca-
rios a clientes, en determinar si aplicar un determinado tratamiento a un paciente cl´ınico
o en cualquier mecanismo automa´tico de reconocimiento de formas, colores, palabras...
Clustering
Los me´todos de clustering son de los ma´s populares de los me´todos de aprendizaje
no supervisado. La tarea de e´stos es determinar subconjuntos coherentes dentro de la
totalidad del conjunto de muestras para el aprendizaje. Lo´gicamente, estos subconjuntos
debera´n agrupar muestras similares.
El nu´mero de clusters puede ser o bien conocido o bien determinado por el algoritmo.
Otro aspecto importante, que determinara´ el e´xito o el fracaso del clustering sera´ la elec-
cio´n de la medida de similitud entre las muestras.
Algunos de los ma´s comunes algoritmos de clustering: k-means, mapas autoorganizados
de Kohonen o ISODATA.
1.3.3. Otros aspectos
Vectores de entrada y Salidas
Los primeros esta´n formados por componentes. Los valores de e´stos pueden ser de 3
tipos (nu´meros reales, nu´meros discretos o valores catego´ricos), en nuestro caso sera´n de
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tipo real.
Las salidas dependera´n del tipo de tarea que estemos llevando a cabo. En el caso de
clustering las salidas sera´n categor´ıas o etiquetas. Cuando estemos utilizando regresio´n las
salidas sera´n nu´meros reales que llamaremos estimaciones.
Ruido
Normalmente los vectores de entrada estara´n afectados por ruido. Obviamente, una
mayor cantidad de ruido en los datos hara´ ma´s dif´ıcil que tengamos e´xito a la hora de
conseguir nuestros objetivos, ya que genera un mayor impacto en la interpretacio´n de los
datos, y en los modelos y decisiones tomados en base a e´stos.
Hay dos tipos de ruido:
1. Ruido de clase: altera de manera aleatoria el valor de salida.
2. Ruido de atributos: altera de manera aleatoria el valor de los componentes del vector
de entrada.
Re´gimen de entrenamiento
Segu´n la manera en la que los datos de entrenamiento son presentados a la ma´quina:
1. Batch: todos los datos son dados a la ma´quina al principio del aprendizaje.
2. On-line: se les presentan los datos de uno en uno. Para cada entrada, da una esti-
macio´n de la salida antes de conocer la salida deseada. Con cada nuevo ejemplo la
ma´quina se ira´ actualizando.
Y segu´n la interpretacio´n de la salida obtenida:
1. Modelo generativo: obtiene el modelo que determina la probabilidad de la entrada
conociendo la salida, lo que comu´nmente se conoce como p(x|y) (y ∈ −1,+1, ...).
2. Modelo discriminativo: el objetivo no es modelar a los datos anal´ıticamente, sino
tener un modelo capaz de etiquetar o clasificar a cada muestra en categor´ıa/s.
Todos estos aspectos se encuentran detallados en [17].
Evaluacio´n de los resultados
Es importante tener me´todos para poder evaluar la calidad del aprendizaje. En los
me´todos supervisados, como regresio´n, se suele comprobar sobre un conjunto de valida-
cio´n. Posteriormente, los resultados finales son evaluados sobre un conjunto de test que,
normalmente, esta´ formado aproximadamente por el 20 por ciento del total del conjunto
de muestras, siendo el restante 80 por ciento (conjunto de entrenamiento/validacio´n) parte
de la etapa de aprendizaje. Ver Figura 1.1.
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Figura 1.1: Conjuntos de aprendizaje y test
1.3.4. Aplicaciones del aprendizaje ma´quina: diagno´stico me´dico
En la medicina actual, los cimientos del e´xito en los tratamientos son unos diagno´sticos
correctos. Los diagno´sticos son establecidos en funcio´n de los signos, s´ıntomas y resultados
de pruebas sobre los pacientes. Un problema similar a los diagno´sticos son los prono´sticos,
los cuales determinan, en base a probabilidades, la historia natural de una enfermedad
[13].
Basados en los historiales de los pacientes que han sido tratados en un mismo psi-
quia´trico (en nuestro caso), los me´todos de aprendizaje estad´ıstico pueden ser usados para
diagnosticar (o pronosticar) nuevos pacientes.
1.4. Ciclo de vida del proyecto
Gra´ficamente, este proceso se podr´ıa ver como el siguiente ciclo (extra´ıdo de [13]):
Figura 1.2: Ciclo de vida del proyecto
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Como vemos, se trata de un proceso iterativo, en el cual las distintas fases son c´ıcli-
camente repetidas hasta conseguir el objetivo deseado. Cada iteracio´n nos ha permitido
llegar a conclusiones como que´ variables son relevantes para describir el comportamiento
de los pacientes, u otras referidas a que´ te´cnicas utilizar para obtener mejores resultados,
ejemplos de estas u´ltimas han sido la toma de decisio´n de utilizar mecanismos de regre-
sio´n/clasificacio´n no lineales o de la utilizacio´n de un algoritmo de agrupamiento.
Las dos primeras etapas, consistentes en la comprensio´n del problema y de los datos,
son las que sera´n abordadas en el siguiente cap´ıtulo.
1.5. Sumario
En el campo de la salud mental, la declaracio´n expl´ıcita de valores y principios sen˜alar´ıa
nuestras prioridades, aquellas cuestiones que deben orientar nuestro comportamiento y
nuestros esfuerzos econo´micos, cient´ıficos y normativos.
Segu´n [5], se estima que unos 450 millones de personas en el mundo padecen un tras-
torno mental o de comportamiento en un momento dado de su vida. En Espan˜a no existen
datos suficientes para valorar el coste econo´mico exacto que las enfermedades mentales
suponen, pero se estima que estara´ alrededor del 3 y el 4 % del PNB, siendo la causa ma´s
frecuente de enfermedad en Europa, por delante de las enfermedades cardiovasculares y del
ca´ncer. Adema´s, ma´s de la mitad de las personas que necesitan tratamiento no lo reciben
y, de las que esta´n en tratamiento, un porcentaje significativo no recibe el adecuado.
Para promocionar la salud mental se puede actuar sobre la persona o sobre la pobla-
cio´n. A nivel individual, reforzando la resiliencia con intervenciones que incrementan la
autoestima y dotan de destrezas para afrontar el estre´s. A nivel de poblacio´n, con interven-
ciones para incrementar el capital social, promover conductas sanas de crianza, mejorar la
seguridad, reducir el estre´s en las escuelas y en los lugares de trabajo.
Por otra parte, el gasto sanitario ha crecido de forma importante en las u´ltimas de´cadas.
Con el fin de controlarlo, las Administraciones sanitarias adoptaron criterios de gestio´n
empresarial y de mercado, con el riesgo de anteponer la economı´a a cualquier otra conside-
racio´n. Ante este hecho, ciertos documentos han alertado de tal situacio´n y han propuesto
un modelo sanitario que gire, ante todo, alrededor de teor´ıas e´ticas de justicia distributiva
y de la valoracio´n de la salud.
Es de este intere´s, del de poder proporcionar un servicio psiquia´trico lo ma´s adecuado
posible para cada paciente y no realizar gastos innecesarios, de donde nace este proyecto,
puesto que el objetivo principal es adelantarnos al desarrollo natural del comportamiento
cl´ınico del paciente para, de este modo, poder dedicarle la atencio´n que requiera. Como es
natural, unos prono´sticos adecuados y una atencio´n temprana traera´n como consecuencia
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el ahorro de gastos innecesarios en tratamientos que pueden ser reemplazados por otros
que se adecuan de mejor manera a las necesidades de cada paciente.
Obviamente, no es tarea fa´cil establecer un modelo general de ahorro para todos los pa-
cientes, puesto que las distintas patolog´ıas que sufren los pacientes no pueden ser tratadas
de la misma manera. Sin embargo, y con la ayuda del doctor en psiquiatr´ıa Enrique Baca
Garc´ıa, hemos conseguido una primera aproximacio´n con sus simplificaciones que puede
ser de utilidad como base para futuras l´ıneas de investigacio´n. Las mencionadas simplifi-
caciones son explicadas y razonadas en el Cap´ıtulo 6.
Para una mayor informacio´n acerca de la estrategia seguida en la salud mental consul-
tar en [5].
Como se ha comentado anteriormente, para tal objetivo nos hemos aprovechado de
te´cnicas de aprendizaje estad´ıstico. El proceso esquema´tico de las distintas etapas que
conforman este estudio se puede apreciar en la Figura 1.3.
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Figura 1.3: Esquema general del proyecto
18
Siguiendo el esquema de la Figura 1.3, la memoria del proyecto esta´ estructurada de
una manera cronolo´gica a las diferentes etapas seguidas. De esta manera en:
1. El Cap´ıtulo 2 se presenta el modelo que caracteriza al comportamiento dina´mico de
los pacientes.
2. El Cap´ıtulo 3 se estudiara´n el funcionamiento de las te´cnicas de clustering, y se
presentara´n dos que permitira´n, por un lado, agrupar pacientes con comportamiento
similares, y, por el otro obtener, una visualizacio´n en dos dimensiones de los coefi-
cientes del modelo empleado.
3. El Cap´ıtulo 4 se introducira´ la te´cnica de ana´lisis de componentes principales, co-
mentando el porque´ esta herramienta es u´til en el proyecto.
4. El Cap´ıtulo 5 se presentara´n diferentes algoritmos de regresio´n y clasificacio´n.
5. El Cap´ıtulo 6 se valorara´n los resultados obtenidos con las diferentes estrategias y
se comentara´n otros puntos que pueden resultar de intere´s para el lector como una
descripcio´n ma´s menuda de co´mo se ha conseguido un funcionamiento lo ma´s o´ptimo
posible de las te´cnicas empleadas o del me´todo de validacio´n usado, entre otras.
6. El Cap´ıtulo 7 se resumen las principales conclusiones extra´ıdas de los resultados





Esta primera parte constituye un punto cr´ıtico, ya que una mala seleccio´n de variables
o un modelo que no contenga toda la informacio´n relevante para conseguir el objetivo final
puede condicionar el problema, de modo que los esfuerzos realizados a partir de aqu´ı pue-
dan resultar inu´tiles.
Varias son las cuestiones que se deben resolver: de todos los datos que disponemos
¿cua´les utilizar?, ¿que´ modelo representara´ mejor el comportamiento cl´ınico de los pacien-
tes? o si es necesario algu´n tipo de preprocesado para eliminar de nuestro modelo vector
de entrada 7→ salida aquellas muestras que puedan resultar perjudiciales para conseguir
un sistema que generalice de manera o´ptima.
Todo esto sera´ respondido sin perder de vista el objetivo fundamental de esta primera
parte. Relacionar un vector de entrada, determinado por el modelo establecido, con un
valor o etiqueta de salida.
2.1. ¿Que´ variables seleccionar?
Para conseguir unas aproximaciones o´ptimas se deben elegir cuidadosamente las va-
riables a emplear. En el modelo se deben incluir variables predictoras que cumplan dos
requisitos. Primero, que realmente sirvan para predecir la variable de salida y segundo,
que no covar´ıen entre s´ı. En el caso contrario, en el que se an˜aden variables irrelevantes o
con dependencia entre ellas puede provocar un sobreajuste en el modelo [30].
Un procedimiento sencillo, pero a la vez u´til, para utilizar solamente aquellas variables,
de todas las disponibles, ma´s relevantes, consistir´ıa en hacer un barrido de experimentos
con distintos nu´mero y distintas combinaciones de variables. Obviamente, cuando el nu´me-
ro de variables es grande el nu´mero de posibles combinaciones de modelos de distintos
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nu´meros de variables y combinaciones de ellas aumenta exponencialmente, lo que hace
que este barrido de distintas posibilidades sea muy costoso y por tanto, inviable.
Como hemos dicho, el hecho de incluir en el modelo variables dependientes entre s´ı o
irrelevantes puede provocar un sobreajuste innecesario en el modelo. Otro tipo de feno´meno
que queremos evitar son los denominados modelos subajustados, ya que en ambos casos
la generalizacio´n del modelo no sera´ buena, y de esta manera, las salidas predichas para
nuevos ejemplos dara´ malos resultados.
Modelos sobreajustados: Establecemos la hipo´tesis del modelo de regresio´n/clasificacio´n
g(·) con un conjunto de para´metros. Si esta´ hipo´tesis es ma´s compleja que la sub-
yacente a la funcio´n real de los datos estaremos sobreajustando. Un ejemplo de esto
ser´ıa asumir para un problema de comportamiento linear una g(·) cuadra´tica. [2]
Modelos subajustados: En este caso si la hipo´tesis establecida es menos compleja que
la subyacente a la funcio´n real de los datos estaremos subajustando. Un ejemplo de
esto ser´ıa asumir para un problema de comportamiento cuadra´tico una g(·) linear.
[2]
Cada entrada del historial de eventos cl´ınicos contiene la siguiente informacio´n: sexo,
edad, estado conyugal, nivel de estudios, situacio´n laboral, sector en el que trabaja o es-
tado civil.
De acuerdo a la caracterizacio´n de los pacientes que encontraremos en la seccio´n 2.2,
la u´nica informacio´n que utilizaremos sera´ la referida al tiempo que transcurre entre los
distintos eventos cl´ınicos.
2.2. Caracterizacio´n pacientes
Para describir el comportamiento cl´ınico de los pacientes, donde hay 3 tipos de asis-
tencia sanitaria (hospital, ambulatorio, urgencias), hemos supuesto un modelo de estados
como muestra la Figura 2.1.
Como vemos en la Figura 2.1, necesitaremos un modelo de probabilidad temporal pa-
ra caracterizar el comportamiento de un paciente durante un intervalo de 365 d´ıas, que
estara´ determinado por un conjunto de transiciones entre los distintos estados (hospi-
tal, ambulatorio y urgencias). Para ello, se ha usado un modelo exponencial para cada
transicio´n, en concreto dispondremos de 9 modelos exponenciales por paciente y an˜o. Sim-
plifica´ndolo, caracterizaremos a cada transicio´n por un para´metro λ. Este para´metro es el
que caracteriza al modelo exponencial:
f(t) = λ exp (−λt) (2.1)
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Figura 2.1: Modelo de un paciente
Modelo de Markov
Son sistemas en los que, en cualquier momento, nos encontramos en uno de los N
estados que conforman el sistema: S1, S2, ..., SN ; y que se cumple el hecho de que la pro-
babilidad de estar en un instante tn+1 en un determinado estado depende exclusivamente
del estado en el que se encontraba en el instante tn.
La definicio´n formal de una cadena continua de Markov X(t) es:
Prob
[





X(tn+1) = xn+1|X(tn) = xn
] (2.2)
Esto corresponde a decir que, dado el estado actual, el futuro es independiente del
pasado. El equivalente matema´tico al dicho, “Hoy es el primer d´ıa del resto de tu vida”.
Las cadenas de Markov esta´n caracterizadas por diagramas de estados que describen
los estados y las transiciones entre ellos permitidas. En el caso de una cadena de tiempo
continuo, las transiciones pueden ocurrir en cualquier instante y esta´n caracterizadas por
medias de distribuciones exponenciales. Si por el contrario la cadena es de tiempo dis-
creto, las transiciones solo pueden ocurrir en instantes dados y con probabilidades segu´n
distribuciones geome´tricas.
Para ma´s informacio´n de los Modelos de Markov consultar [6], [1] y [24].
La Figura 2.1 representa un modelo de Markov de tiempo continuo con tres estados, en
el cual, la probabilidad de que el paciente se mueva de un estado a otro pasado un tiempo
t esta´ determinada por una probabilidad obtenida mediante una funcio´n de densidad
exponencial caracterizada por su para´metro λi.
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Cada estado tendra´ un coste asociado segu´n se recoge en la siguiente tabla:
Cuadro 2.1: Gasto asociado a cada estado
Ambulatorio Urgencias Hospital
Gasto 33.44e 73.763e 148.144e/d´ıa
Por tanto, el empleo de un modelo de Markov de tiempo continuo cubrira´ la necesidad
de tener un modelo de probabilidad temporal que caracterice el comportamiento de un
paciente durante un intervalo de 365 d´ıas.
Nuestro objetivo ahora es calcular los para´metros (λ) que caracterizan a las transiciones
que se producen en cada paciente cada an˜o.
2.2.1. Estimacio´n mediante Maximum likelihood
Tenemos un conjunto de muestras χ independientes e ide´nticamente distribuidas. Asu-
mimos que estas muestras χ = {xt}Nt=1 son muestras de alguna familia de densidad de
probabilidad conocida p(x|θ), caracterizada por sus para´metros θ.
Queremos encontrar los para´metros θ que hacen que esa funcio´n de densidad de proba-
bilidad se ajuste lo mejor posible al conjunto de muestras {xt}Nt=1. Como estas muestras son
independientes, la probabilidad total es el producto de las probabilidades de las muestras
individuales.




Como hemos dicho, estamos interesados en encontrar los θ que maximiza la posibilidad
de que ocurra χ. Los θ que consiguen esto sera´n denotados como θml.
Otra manera de resolverlo, sobre todo en el caso de que la funcio´n de densidad contenga
exponenciales, ya que simplifica los ca´lculos, ser´ıa aplicando logaritmos.











Y comprobamos si el θ estimado (θˆ) es el θml, si cumple la siguiente condicio´n:
∂2l(θ|χ)
∂θ2
|θ=θˆ < 0 (2.6)
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Desarrollo extra´ıdo de [1].
2.2.2. Evaluacio´n del estimador
Definiendo el estimador de θ como d = d(χ), evaluaremos su calidad mediante el ca´lculo
de co´mo de parecido o diferente es de θ, esto es, (d(χ) − θ)2. Para variables aleatorias
necesitamos promediar este valor. Obtendremos este valor mediante el error cuadra´tico
medio r(d, θ) del estimador d definido como:
r(d, θ) = E[(d(χ)− θ)2] (2.7)
Desarrollando la expresio´n:
r(d, θ) = E[(d− E[d] + E[d]− θ)2]
= E[(d− E[d])2 + (E[d]− θ)2 + 2(E[d]− θ)(d− E[d])]
= E[(d− E[d])2] + E[(E[d]− θ)2] + 2E[(E[d]− θ)(d− E[d])]
= E[(d− E[d])2] + (E[d]− θ)2 + 2(E[d]− θ)E[d− E[d]]]
= E[(d− E[d])2]︸ ︷︷ ︸
V arianza
+ (E[d]− θ)2︸ ︷︷ ︸
Sesgo2
(2.8)
El primer te´rmino, como vemos, es la varianza y el segundo el sesgo al cuadrado. Nos
gustar´ıa que el estimador fuera:
Insesgado; esto es, que su sesgo sea nulo. Definiendo el sesgo comoR(d, θ) = E[(d(χ)−
θ)2], se puede observar que e´ste sera´ nulo cuando la esperanza del estimador es igual
al propio valor estimado. La ausencia de sesgo nos dice que si promediamos el valor
nume´rico del estimador obtenido en un conjunto amplio de muestras , dicho promedio
tendera´ a coincidir con el verdadero valor del para´metro estimado.
Consistente; cuando al aumentar el nu´mero de muestras N → ∞, la varianza del
estimador tiende a 0 V ar → 0. Esto significa que se aproxima al valor real del
para´metro a medida que aumenta el nu´mero de muestras.
Se puede apreciar que si dispusie´semos de un estimador insesgado y de infinitas mues-
tras, el error cuadra´tico medio ser´ıa 0.
2.2.3. Significado de las λ
El hecho de abordar el problema de esta manera, exige que determinemos una familia
de densidad para las transiciones entre los distintos estados.
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El modelo esta´ caracterizado por una serie de probabilidades que dependen del tiempo.
Estas probabilidades determinan cua´n probable es, dado que mi u´ltimo evento recogido
pertenece al estado X ∈ {Hospital, Ambulatorio, Urgencias}, que pasado un tiempo t
(en d´ıas), el paciente acuda a cada uno de los 3 estados definidos en 2.2.
Es razonable pensar que una funcio´n de densidad exponencial se ajusta de una manera
adecuada al modelo que se acaba de explicar.
Para ilustrar esta decisio´n se van a mostrar dos casos concretos que permitira´n entender
mejor el modelo:
En el caso concreto de que un determinado paciente haya “repetido” en numeras
ocasiones durante un an˜o la transicio´n Ambulatorio → Hospital, podr´ıamos inter-
pretarlo como que la probabilidad de que pasado intervalos de tiempo t (en d´ıas)
muy pequen˜os se repita esta transicio´n es muy alta, y conforme pasa el tiempo es-
ta probabilidad va bajando. Gra´ficamente se puede observar dicho feno´meno en la
Figura 2.2 (l´ınea azul).
Si por el contrario, en un an˜o concreto un determinado paciente ha “repetido” en
escasas ocasiones esta misma transicio´n, podr´ıamos interpretarlo como que su com-
portamiento en dicha transicio´n no sigue ninguna “pauta” y, por tanto, la probabi-
lidad de que pasado un tiempo t (en d´ıas) se produzca esta transicio´n suele ser algo
ma´s homoge´nea a lo largo del tiempo t. Este comportamiento se puede observar en
la Figura 2.2 (l´ınea roja).
Figura 2.2: Ejemplos de valores de λ
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Tambie´n hay que destacar el caso en el que no haya pares de eventos cl´ınicos referidos
a una determinada transicio´n, en cuyo caso el valor de la λ correspondiente sera´ 0.
2.2.4. Estimacio´n de las λ
Aplicaremos el algoritmo Maximum Likelihood descrito en 2.2.1 para poder estimar
los valores de las λ, que corresponden a la medias de funciones de densidad exponenciales
y que permiten describir a e´stas de una manera completa.
fi(t) = λi exp (−λit) (2.9)
siendo i una de las 9 posibles transiciones.
Teniendo el conjunto de tiempos de las transiciones entre los distintos estados (dispo-









Siendo K el nu´mero total de tiempos correspondiente a una determinado transicio´n y
que hemos supuesto que esta´n modelados por una funcio´n de densidad exponencial.
Aplicando logaritmos neperianos:






























Que como se aprecia es igual a la media aritme´tica invertida. Algunos autores escriben








“Provocando” que el para´metro λ a estimar mediante ML sea igual a la media aritme´ti-
ca.
Evaluacio´n del estimador λml
Como se vio en 2.2.2, para evaluar la calidad del estimador se debera´ calcular el sesgo
























Segu´n 2.18 y 2.19, λml se trata de un estimador insesgado y consistente.
Ejemplo
Analicemos el caso concreto del comportamiento cl´ınico de un paciente durante un
an˜o:
Figura 2.3: Ejemplo de las transiciones de un determinado paciente durante un an˜o
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λA 7→H = λH 7→U = λH 7→H = λU 7→U = λU 7→H = 0 (2.25)
Transicio´n Hospital-Hospital
Esta transicio´n tiene una pequen˜a particularidad. Un paciente podr´ıa permanecer va-
rios d´ıas seguidos en el hospital, por lo que habr´ıa que tener en cuenta este aspecto.
Debido a la incapacidad de este modelo para representar la situacio´n de permanecer
ma´s de un d´ıa en el hospital, es necesario encontrar alguna manera alternativa para codifi-
car el valor de la λ correspondiente a esta transicio´n, de modo que la funcio´n de densidad
exponencial que representa esta situacio´n sea capaz de reflejar, de cierta manera, tanto la
frecuencia con que se produce esta transicio´n como la permanencia de varios d´ıas en el
hospital.
Analizaremos dos casos extremos para establecer un criterio para la codificacio´n de
esta λ.
Si un paciente repite en numerosas ocasiones esta transicio´n o no, pero en las oca-
siones que ha acudido al hospital ha permanecido durante largos periodos ingresado,
se considerara´ que el comportamiento cl´ınico sera´ similar (puesto que acarreara´ un
coste parecido). En estos casos, λH 7→H tendra´ un valor alto y la funcio´n de densidad
exponencial tendra´ un aspecto parecido al de la Figura 2.2, l´ınea azul.
En el caso contrario, el gasto generado sera´ mucho menor. Por tanto, si se repite esta
transicio´n poco o cuando acude al hospital su estancia es de corta duracio´n, el valor
de la λ debera´ ser pequen˜o y el aspecto de la funcio´n de densidad exponencial que
caracteriza esta transicio´n sera´ similar a la de la Figura 2.2, l´ınea roja.
Ambas interpretaciones se conseguira´n con:
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λH 7→H =




Un paciente podra´ estar definido por uno o ma´s vectores de para´metros (λ), ya que
estos vectores definen el comportamiento cl´ınico de dicho paciente durante un periodo
de 365 d´ıas y, por tanto, el nu´mero de vectores de un paciente estara´ determinado por
el tiempo durante el cual se han recogido sus eventos cl´ınicos en el historial del psiquia´trico.
Cada λ tendra´ un coste asociado que correspondera´ al coste generado por ese paciente
en los 365 d´ıas posteriores. Obviamente esto tiene sentido, ya que nuestro objetivo es pre-
decir el coste que va a generar ese paciente en los pro´ximos 365 d´ıas en base a lo observado
durante este an˜o.
Es lo´gico pensar que dicha relacio´n existe, puesto que un comportamiento cl´ınico “gra-
ve” hace presagiar que el pro´ximo an˜o tendra´ unos costes intermedios/altos, o un com-
portamiento sin muchos “incidentes” dara´ lugar a unos costes bajos/intermedios al an˜o
siguiente. Obviamente, el ser humano no sigue un comportamiento siempre previsible y
puede que, en ocasiones, el comportamiento cl´ınico de un an˜o este´ poco o nada relaciona-










Siendo j el nu´mero de vectores de λ que tiene el paciente i-e´simo.
En el Cap´ıtulo 5 se abordara´n te´cnicas de regresio´n que permitan obtener estas fun-
ciones.
2.4. Clasificacio´n
En este caso, la diferencia con el regresor es que la salida no es el coste generado
durante ese paciente en los 365 d´ıas posteriores, sino que la salida sera´ una etiqueta que
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En el Cap´ıtulo 6 se explica en base a que´ un paciente es considerado como caro o como
barato.
2.5. Pre-procesado de la base de datos
Consiste en la preparacio´n previa de los datos para ser usados en la construccio´n, en-
trenamiento y prueba de un modelo.
En nuestro caso, querremos que nuestro regresor/clasificador generalice de manera
o´ptima ante cualquiera de las entradas posibles. El mayor problema que nos podemos
encontrar en esta tarea es disponer de un “vector tipo” que predomina de manera muy
destacable en la base de datos.
Tener muchos vectores iguales puede condicionar el problema, ya que la existen-
cia de muchos casos ide´nticos puede provocar la estimacio´n de un modelo de regre-
sio´n/clasificacio´n que generalice mal y obtener malos resultados para aquellas entradas
que difieran de la predominante. Es por este motivo que es necesario establecer algu´n
criterio para reducir en parte este problema.
No queremos eliminar esta predominancia, sino hacerla ma´s “suave”, de modo que siga
siendo el vector tipo ma´s existente en la base de datos, pero que no condicione demasiado
el regresor/clasificador y permita generalizar de una manera ma´s o menos o´ptima para
cualquier tipo de entrada.
En este problema, se aprecia muchos vectores nulos. Esto significa que hay muchos
pacientes con muy pocas entradas cl´ınicas repartidas a lo largo de mucho tiempo, por
lo que hay muchos an˜os sin eventos cl´ınicos y, por tanto, muchos vectores nulos. Hemos
conseguido reducir la cantidad de estos vectores eliminando de la base de datos aquellos
pacientes que no cumplen la siguiente condicio´n:
Nu´mero de sucesos cl´ınicos del paciente
Intervalo de tiempo en el que esta´n registrados estos eventos cl´ınicos
> 0,01 (2.27)
31
Esto es equivalente a decir que solo consideraremos relevantes a aquellos pacientes que
han tenido, en media, un evento cl´ınico recogido cada 100 d´ıas.
Mencionar que previamente fueron eliminados aquellos pacientes cuyo historial recog´ıa
sucesos durante menos de 720 d´ıas (2 an˜os), puesto que se necesitan por lo menos 720
d´ıas para poder entrenar el modelo λi 7→ Ci+1 para el caso de regresio´n o el modelo λi 7→




En este cap´ıtulo se tratara´ de dar una visio´n general de los algoritmos de clustering
o agrupamiento: el objetivo de e´stos, una posible taxonomı´a de estas te´cnicas, las etapas
que lo conforman... Para finalmente presentar dos algoritmos concretos, el k-means y los
mapas auto-organizados.
3.1. Introduccio´n
Clustering se refiere a la tarea de dividir o particionar datos no etiquetados en grupos
o clusters significativos. Algo que resulta ser una u´til aproximacio´n en procesos de miner´ıa
de datos para identificar patrones ocultos o revelar informacio´n subyacente en una larga
coleccio´n de datos. Las a´reas de aplicacio´n de las te´cnicas de clustering incluye segmenta-
cio´n de ima´genes, recuperacio´n de informacio´n o clasificacio´n de documentos.
Como se ha dicho, el principal objetivo de estas te´cnicas es particionar los datos en
subconjuntos significativos. Matema´ticamente hablando, una particio´n es una coleccio´n de
subconjuntos disjuntos, esto es, no interseccionan entre ellos, y cuya unio´n es el conjunto
entero. Si el algoritmo de clustering cumple esta condicio´n hablaremos de grisp clustering.
En el caso contrario, en el que los distintos clusters no sean disjuntos, hablaremos de fuzzy
clustering.
El modelo obtenido para la deteccio´n de clusters puede ser sensible a muestras que se
alejan mucho del “comportamiento” o tendencia general de los datos, lo que comu´nmente
se llaman outliers. Si el algoritmo es insensible a estos datos, se tratara´ de un me´todo
robusto.
Para una visio´n ma´s exhaustiva de los algoritmos de clustering consultar [29] y [13].
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3.1.1. Taxonomı´a de los algoritmos de clustering
Estos algoritmos pueden ser clasificados de diferentes maneras:
Jera´rquica o particional. En los primeros inicialmente cada muestra se con-
sidera un cluster y, tras unas pocas iteraciones de unio´n de clusters “cercanos”,
obtenemos el conjunto de clusters finales. Mientras tanto, en los segundos el proceso
es inverso; el conjunto de muestras de la base de datos es inicialmente un solo cluster
y en cada iteracio´n se va dividiendo en otros ma´s pequen˜os que engloban muestras
parecidas segu´n la medida de similitud utilizada.
Exclusivo o superpuesto. La diferencia radica en que en los algoritmos exclusi-
vos de clustering una muestra pertenece exclusivamente a un solo cluster, mientras
que en los segundos una muestra puede pertenecer a varios, eso s´ı, cada uno con un
cierto grado de “pertenencia”.
Determinista o estoca´stico. Esta cuestio´n es la ma´s relevante en aproximacio-
nes particionales, y esta´ disen˜ada para optimizar la funcio´n de error cuadra´tica. Esta
optimizacio´n puede lograrse usando te´cnicas tradicionales o a trave´s de una bu´sque-
da aleatoria del espacio de estados componiendo todas las posibles asignaciones de
etiquetas.
Incremental o no incremental. Cuando el taman˜o del conjunto de muestras a
las que se quiere aplicar este tipo de te´cnica afecta a la arquitectura del algoritmo o
no.
Taxonomı´a extra´ıda de [29].
3.1.2. Una vista general
Un proceso de clustering puede ser visto como la realizacio´n de las etapas mostradas
en la Figura 3.1 [29]:
1. Representacio´n de patrones, opcionalmente puede incluir extraccio´n y/o seleccio´n de
caracter´ısticas,
2. Definicio´n de una medida de proximidad entre patrones y
3. Clustering o agrupamiento de los datos de acuerdo al patro´n de representacio´n y
medidas de proximidad elegidos.
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Figura 3.1: Una t´ıpica secuencia de una actividad de clustering
Representacio´n de patrones, seleccio´n y extraccio´n de caracter´ısticas
Referida a la observacio´n y abstraccio´n del problema de aprendizaje, incluyendo el tipo
y nu´mero de caracter´ısticas, el nu´mero de patrones o el formato de representacio´n de las
caracter´ısticas.
La seleccio´n de caracter´ısticas es definida como la tarea de identificar un conjunto de
variables obtenidas directamente o mediante transformacio´n de las originales que resulten
ser las ma´s representativas posibles del conjunto disponible originalmente, para ser usado
por la maquina. La extraccio´n de caracter´ısticas tiene como tarea transformar las variables
o caracter´ısticas seleccionadas en un “formato” que permita ser entendido por el algoritmo
y trabajar con e´l.
La representacio´n de patrones es considerada como la base del aprendizaje ma´quina, y
la eleccio´n de un sistema de coordenadas adecuado puede llevar a la obtencio´n de mejores
resultados. Como se muestra en la Figura 3.2(A), el uso de un sistema de coordenadas
cartesianas permitira´ al algoritmo de clustering distinguir los 4 clusters distintos que hay.
En cambio en la Figura 3.2(B), para otro conjunto de datos en el sistema cartesiano, el
algoritmo de clustering no diferenciara´ los 4 subconjuntos que se pueden apreciar, ya que
no son fa´cilmente separables en te´rminos de distancia Eucl´ıdea. En su lugar, la utilizacio´n
de un sistema de coordenadas polares probablemente nos guiase a un mejor resultado, ya
que los datos en cada cluster esta´n cercanos el uno respecto al otro en te´rminos de a´ngulo
polar.
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Figura 3.2: Representacio´n en sistema de coordenadas de dos conjuntos de datos distintos
En este proyecto, la seleccio´n y extraccio´n de caracter´ısticas, as´ı como la eleccio´n del
sistema de coordenadas ha sido elaborada en una etapa anterior, concretamente en el
Cap´ıtulo 2.
Medida de proximidad de patrones
Referidas a las me´tricas que se encargan de evaluar la similitud entre patrones, o lo
que es lo mismo, indican como se parecen los unos a los otros.
Centra´ndonos en el ejemplo de la Figura 3.2(A), la distancia Eucl´ıdea es adecuada y
suficiente para identificar los clusters en el conjunto de datos. En cambio para el caso de
la figura (B), la distancia Eucl´ıdea no sera´ la medida de similitud que de´ lugar a la identi-
ficacio´n de los clusters que son fa´cilmente identificables a simple vista por el ser humano.
A continuacio´n se va a mostrar un ejemplo que va a demostrar como, siguiendo diferen-
tes criterios de similitud, se pueden obtener distintas soluciones de agrupamiento, siendo
la o´ptima aquella que mejor se ajuste a la consecucio´n de la intencio´n del usuario.
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Figura 3.3: Usando distintos medidas de proximidad, las ocho ca´maras en las tres carreteras
pueden ser agrupadas de diferentes maneras
Medida Resultados del clustering
Distancia Geome´trica C1 = {S1, S2, S3, S4, S5}
C2 = {S6, S8}
C3 = {S7}
Conectividad C1 = {S1, S2, S3, S4}
C2 = {S5, S6}
C3 = {S7, S8}
Densidad C1 = {S1, S2, S3, S4, S5}
C2 = {S6, S7, S8}
Algoritmos de clustering
En esencia, el objetivo de estos algoritmos es conseguir dos cosas:
Maximizar la similitud entre las muestras pertenecientes a un mismo cluster y,
Maximizar la diferencia entre los distintos clusters.
A pesar del gran nu´mero de algoritmos disponibles de clustering, no hay un me´todo
que sea capaz de dar buenos resultados para cualquier problema de agrupamiento. Por
ese motivo, la eleccio´n de un determinado algoritmo para una determinada tarea sera´ fun-
damental en el resultado de la misma. Adema´s, normalmente el funcionamiento de los
algoritmos, y por tanto de sus resultados, depende de una configuracio´n o´ptima de sus
para´metros internos, los cuales son habitualmente decididos en base a una bater´ıa de
pruebas emp´ıricas sobre el espec´ıfico conjunto de datos.
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3.2. K-means
Es uno de los ma´s simples algoritmos de aprendizaje no supervisado para solucionar
el conocido problema de clustering. Segu´n las posibles clasificaciones de estos algoritmos
vista en el apartado 3.1.1, se trata de un algoritmo de clustering particional y exclusivo.
Adema´s, como los clusters resultantes son disjuntos entre s´ı estamos ante un algoritmo de
grisp clustering.
En primer lugar, los objetos que queremos agrupar deben ser representados como un
conjunto de variables nume´ricas (vector). Adema´s el usuario tiene que especificar el nu´me-
ro de grupos (lo que nos referimos con K) que e´l desea identificar.
Cada objeto, por lo tanto, es representado como un vector de variables en un espacio
de n dimensiones, siendo n el nu´mero de variables usadas para describir cada objeto. En-
tonces, el algoritmo elige aleatoriamente K puntos en el espacio de vectores, sirviendo esos
puntos como los centroides iniciales de los clusters. Posteriormente, todos los objetos son
asignados cada uno a su centroide ma´s cercano. Normalmente la medida de similitud que
determina cua´n lejos o cerca (segu´n esa me´trica) esta´ cada objeto de cada centroide y, por
tanto, responsable de la asignacio´n de los objetos a los distintos clusters, es elegida por el
usuario. Como es lo´gico, la eleccio´n de una u otra medida de similitud condicionara´ los re-
sultados que se obtengan. En el Cuadro 3.1 se pueden observar algunas conocidas me´tricas.
Despue´s, para cada cluster un nuevo centroide es calculado promediando todos los vec-
tores de variables que han sido asignados al cluster en cuestio´n. Este proceso de asignar
objetos a los distintos clusters y recalcular centroides es repetido hasta que el proceso
converja. Se puede demostrar que este algoritmo siempre converge tras un nu´mero finito
de iteraciones.
Algunos aspectos relacionados con las medidas de similitud, la eleccio´n de los centroi-
des iniciales, el reca´lculo de los nuevos centroides o el nu´mero de clusters (k) son, debido
a su importancia, objeto de estudio, ya que influira´n de una manera importante en el
resultado final.






d(x(j)i , cj) (3.1)
Siendo m el nu´mero de objetos a agrupar y los cj los centroides.
En pseudoco´digo:
1. begin initialize: c1, c2, ..., ck
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2. do: clasificar los m objetos segu´n su centroide ma´s cercano
recalcular los cj
3. volver al punto 2 (until), hasta que no haya cambios en los cj
4. return los cj
5. end
Eucl´ıdea d(i, l) = [
∑p
j=1 |xij − xlj |2]1/2
Manhattan d(i, l) = [
∑p
j=1 |xij − xlj |]




Distancia de Mahalanobis d(i, l) = [(xi − xl)tΣ−1(xi − xl)]1/2
Cuadro 3.1: Distancias de similitud
Ma´s informacio´n sobre el k-means en [1] y [29].
3.2.1. Evaluar Clusters K-means
Cada subconjunto o cluster esta´ formado por un conjunto de muestras que son, de
alguna manera, ma´s similares entre ellas que con las muestras de los otros clusters.
Nuestra intencio´n es medir la calidad de todas las particiones de las muestras. Para
dicho objetivo se pueden utilizar diferentes criterios, de los cuales presentare´ dos de ellos
a continuacio´n.
Criterio de la suma del error cuadra´tico















El valor de Je depende de co´mo este´n las muestras agrupadas y del nu´mero de clusters.
Una forma de reducir Je ser´ıa aumentando el nu´mero de clusters, aunque esto podr´ıa llevar
a un modelo de agrupacio´n no o´ptimo.
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Este criterio, Je, es o´ptimo para medir la calidad de problemas en donde las muestras
se presentan como nubes compactas y e´stas esta´n claramente separadas entre ellas.
















Pudiendo reemplazar s¯i por la media, la mediana, o quiza´s la ma´xima distancia entre
dos puntos del mismo cluster.
Otros criterios para evaluar la calidad de los clusters en [28].
3.3. Mapas auto-organizados
3.3.1. Introduccio´n
Los mapas auto-organizados (Self-Organizing maps, SOM) son una te´cnica de visuali-
zacio´n de datos inventada por el Profesor Teuvo Kohonen consistentes en una red neuronal
que lleva a cabo aprendizaje no supervisado para reducir la dimensio´n de los datos. El
problema que pretende solucionar es que los humanos no pueden visualizar datos de al-
ta dimensionalidad. Otras dos te´cnicas que reducen la dimensionalidad de los datos son
IsoMap y Locally Linear Embedding. Estas te´cnicas son explicadas con una mayor profun-
didad en [20] y [26]. La manera en la que los SOMs reducen la dimensionalidad generando
un mapa, normalmente, de una o dos dimensiones es “trazando” las similitudes de los
datos agrupando datos con caracter´ısticas similares juntas. As´ı, las SOMs llevan a cabo
dos tareas, la reduccio´n de la dimensionalidad y la exposicio´n de similitudes.
La Figura 3.4 da una idea de la apariencia de un SOM para un ejemplo en el que se
quieren organizar diferentes colores. Se puede observar co´mo los colores con tonalidades
parecidas se van agrupando en regiones cercanas entre ellas.
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Figura 3.4: Ejemplo de SOM
3.3.2. Componentes
Conjunto de datos
La idea de los mapas auto-organizados es proyectar los datos de n-dimensiones en algo
que puede ser entendido mejor visualmente, habitualmente una representacio´n de una o
dos dimensiones.
Para demostrar visualmente el proceso seguiremos con el ejemplo de los colores, que
pueden ser representados con vectores de 3 dimensiones si, como en este caso, usamos
un sistema de codificacio´n RGB. En este ejemplo, esperar´ıamos que en el mapa auto-
organizado final el azul oscuro acabase cerca del gris o el amarillo claro cerca del blanco.
Centroides
Una parte primordial de las SOM son los centroides. Cada centroide tiene dos compo-
nentes. La primera componente son sus datos, que son de la misma dimensio´n que la de
los conjuntos de datos, y su segunda componente es su localizacio´n.
Siguiendo con el ejemplo de los colores:
Figura 3.5: Mapa de centroides
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Como vemos en la Figura 3.5, el mapa final esta´ caracterizado por un conjunto de
centroides, los cuales tienen su vector de datos que definen sus componentes RGB y su
posicio´n dentro del mapa.
Algoritmo
La manera en que las neuronas de las SOMs se organizan a s´ı mismos es compitien-
do entre ellas para la representacio´n de las muestras. Se permite que las neuronas vayan
evolucionando aprendiendo de las muestras para conseguir ser los ma´s parecidas a ellas y
as´ı, cada vez que se entrene con una nueva muestra del conjunto, aumentar la esperanza
de ser la ma´s parecida a esta nueva muestra. Este proceso de seleccio´n y aprendizaje hace
que los centroides se organicen a s´ı mismos en un mapa representando similitudes.
Grosso modo, lo que hace el algoritmo es, tras inicializar los centroides, seleccionar
una muestra aleatoriamente y buscar en el mapa que´ centroide es el que le representa
mejor. Tanto el centroide ganador, es decir el que mejor representa a la muestra, como
los centroides vecinos aprenden de esta muestra para intentar parecerse algo ma´s a ella.
Para conseguir que con el paso del tiempo el mapa se vaya estabilizando se hace, ya se
vera´ co´mo, que tanto el nu´mero de vecinos que tienen un aprendizaje significativo, como
la “cantidad” que aprenden vaya decreciendo con el paso de las iteraciones. Este proceso
se repite iterativamente para todas las muestras.
A continuacio´n se explicara´ detalladamente cada etapa del algoritmo.
3.3.3. Etapas
Inicializacio´n de los centroides
Hay un gran nu´mero de formas de posibles inicializaciones de centroides. En funcio´n
de cada caso y del conocimiento que se tiene sobre los datos puede provocar que unos
buenos valores iniciales hagan que se consiga generar un buen mapa en un menor nu´mero
de iteraciones, lo que provoca un ahorro de tiempo al usuario.
La Figura 3.6 muestra tres posibles inicializaciones para el caso de los colores.
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Figura 3.6: Tres posibles inicializaciones
Obtener el Best Matching Unit(BMU)
Este es un paso muy simple, lo u´nico que hay que hacer es calcular la distancia de la
muestra a todos y cada uno de los centroides. El centroide con la distancia ma´s pequen˜a
a la muestra es el ganador, al cual se denomina Best Matching Unit (BMU). Si hubiera
ma´s de un centroide con la misma distancia ma´s pequen˜a, el centroide ganador es elegido
aleatoriamente entre ellos. Existen diferentes me´tricas para medir la distancia de la muestra
a cada centroide, siendo la me´trica ma´s comu´n la distancia eucl´ıdea:
√√√√ n∑
i=0
(xi − ci)2 (3.6)
donde xi es la nueva muestra de datos, ci un centroide y n es el nu´mero de dimensiones
de los datos, que, como se ha dicho, coincide con la dimensio´n de los centroides.
Escalado de vecinos
Consistente en dos partes: determinar que´ centroides son considerados como vecinos y
cua´nto aprenden del vector muestra.
Determinacio´n de vecinos Los vecinos del centroide ganador pueden ser determinados
de muy distintas maneras. Habitualmente, que es la que utiliza la librer´ıa SOM Toolbox
para Matlab, se determinan usando una funcio´n gaussiana.
Visualmente este proceso se puede apreciar si nos imagina´semos que coloca´semos una
gaussiana “encima” del mapa y centrada en el centroide ganador, provocando que lo que
aprende cada vecino esta´ ponderado por el valor de la gaussiana en su posicio´n en el
dominio espacial. Por tanto, cuanto ma´s lejos se encuentre el vecino del peso ganador,
menos aprenden. Ver Figura 3.7.
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Figura 3.7: Funcio´n gaussiana que pondera lo que aprenden los vecinos
Como queremos que conforme pase el tiempo (iteraciones), la solucio´n que se vaya ob-
teniendo se estabilice, para ello, adema´s de reducir lo que aprenden de cada nueva muestra
(ver siguiente apartado), se hace que la varianza de la gaussiana vaya disminuyendo pa-
ra que los vecinos que se ponderan por un valor a tener en cuenta, determinado por la
gaussiana, sean cada vez menos.
Aprendizaje El centroide ganador es premiado siendo ma´s parecido a la nueva muestra.
Los vecinos tambie´n son recompensados aumentando su parecido con la nueva muestra,
pero como se ha dicho antes, este aprendizaje esta´ ponderado por su distancia al peso
ganador.
El nuevo valor del centroide ganador (para no perder generalidad sera´ referenciado
como k) de la iteracio´n t, sera´ igual a:
Centroidetk = Centroide
t−1
k ∗ (1− α(t)) + xt ∗ α(t) (3.7)
As´ı, en la primera iteracio´n (t igual a 1) el valor de α(t) sera´ igual a 1, por lo que el
primer BMU tendra´ un valor exactamente igual a la primera muestra (x1).
Conforme disminuye α(t), se puede ver en 3.7 que lo que aprenden de la nueva muestra
es menor.
El siguiente pseudoco´digo nos puede dar una visio´n general de todas las etapas que
conforman esta te´cnica de aprendizaje no supervisado:
1. Inicializar los centroides.
2. Dar un valor a α(t) de 0 a 1. Normalmente al principio del algoritmo α(t) toma un
valor igual o cercano a 1.
44
3. Para cada muestra del conjunto:
a) Seleccionar aleatoriamente una de las muestras.
b) Obtener el Best Matching Unit.
c) Escalado de vecinos: determinacio´n de vecinos y aprendizaje.
d) Disminuir el valor de α(t) una cantidad pequen˜a.
3.3.4. Determinacio´n de la calidad del SOM
Siguiendo con el ejemplo de los colores, probablemente el SOM final mostrado en 3.4
es o este´ muy cerca del SOM ideal para este caso. Pero como ya se ha comentado, salvo
que siempre se inicialice igual los vectores de pesos, los SOMs resultantes pueden tener
aspectos muy dispares. Otro posible SOM para este caso podr´ıa ser el mostrado en la
Figura 3.8.
Figura 3.8: Otro posible SOM
Como vemos en la Figura 3.8, a primera vista podr´ıa parecer que este otro mapa
es bastante acertado, ya que los colores similares son agrupados juntos. Sin embargo, hay
algunos colores rodeados por otros que, aunque tengan cierta relacio´n, no ser´ıan sus vecinos
en el caso de que el mapa fuera elaborado por una persona.
Entonces, ¿co´mo sabemos que dos centroides cercanos entre s´ı son realmente parecidos
entre s´ı y no ha sido cuestio´n de azar? Un me´todo sencillo consiste en calcular la distancia
de cada centroide a sus vecinos para posteriormente promediar estas distancias. Para
observar gra´ficamente las similitudes entre vecinos, si el valor promediado es alto entonces
significa que presenta diferencias notorias con sus vecinos y asignaremos el color negro
en la localizacio´n de ese peso. Si por el contrario esta distancia es baja, un color ma´s
claro sera´ asignado. En la Figura 3.9 se muestra la aplicacio´n del mencionado me´todo de
comprobacio´n de calidad al mapa 3.8.
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Figura 3.9: Calidad del SOM
Mirando al SOM en blanco y negro podremos obtener una primera aproximacio´n de
la calidad del mapa auto-organizado obtenido.
3.3.5. Conclusiones
Ventajas
Probablemente uno de los mejores aspectos de los mapas auto-organizados es su sim-
plicidad tanto teo´rica como a la hora de ser manejados por un usuario de una manera
efectiva. Otro gran aspecto es que funcionan bastante bien, adema´s de que se puede eva-
luar fa´cilmente la calidad del mapa.
Desventajas
El mayor problema de los mapas auto-organizados es que conforme aumenta la dimen-
sio´n de los datos se incrementa de manera notable el coste computacional, lo cual puede
ser un gran inconveniente.
La informacio´n presente en este apartado sobre los SOM y ma´s, puede ser encontrada





Esta te´cnica es una de las ma´s famosas dentro de la rama del ana´lisis multivariante
para la visualizacio´n de datos de alta dimensionalidad y para el pre-procesado de los da-
tos. Presentado por Pearson en 1901 y desarrollado posteriormente por Hotelling, no fue
ampliamente usada hasta la llegada de los ordenadores.
El Ana´lisis de Componentes Principales (Principal Component Analysis, PCA) es un
me´todo no supervisado en el que, como sucede en este tipo de te´cnicas, no se usa la infor-
macio´n de salida, en nuestro caso el coste C.
Usada en una amplia variedad de aplicaciones, la idea central de esta te´cnica es redu-
cir, mediante una transformacio´n lineal, la dimensionalidad de un conjunto de datos en el
que, supuestamente, ciertas variables esta´n relacionadas entre s´ı o “miden” lo mismo bajo
distintos puntos de vista, manteniendo tanta varianza (o informacio´n) como sea posible en
el nuevo conjunto de datos. De este modo, si queremos representar unos datos de dimen-
sionalidad k en uno de n (n < k) esta te´cnica proporciona el menor error de reconstruccio´n
en el espacio n-dimensional.
Considerando el PCA como el ana´lisis espectral de la matriz de covarianza, me cen-
trare´ en la explicacio´n teo´rica y matema´tica de este ana´lisis desde dos puntos de vista o
propo´sitos de aplicacio´n.
4.1. Reduccio´n de la dimensionalidad
Consideremos el caso sencillo en el que recogemos 3 variables para definir cada muestra
de un conjunto de intere´s.
Este es un caso irreal, y en el que raramente se utilizara´ PCA para intentar reducir la
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dimensionalidad del problema, pero a la vez suficientemente simple para demostrar co´mo
se puede reducir la complejidad de un problema transformando las variables originales.
Adema´s, tiene la ventaja de que al tratarse de un problema tridimensional podemos seguir
el proceso gra´ficamente.
Tenemos la siguiente “nube” de datos:
Figura 4.1: Datos Originales
En este caso estamos interesados en conseguir “mapear” este espacio de 3 dimensiones
a uno nuevo de menor dimensio´n con la menor pe´rdida de informacio´n. En este ejemplo
lo transformaremos a un espacio bidimensional.
Como vemos, se trata de un espacio con 3 ejes (x1,x2,x3). Nuestro objetivo es encon-
trar unos componentes principales (w1,w2,,w3) tales que la primera componente principal
w1 sea la direccio´n que maximiza la varianza de la proyeccio´n de los datos sobre ella
y que el resto de componentes w2 y w3 maximice tambie´n la varianza de la proyeccio´n
de los datos sobre ellas sujetas a que sean ortogonales entre s´ı y a la componente principal.
Siendo la proyeccio´n de x, cuya matriz de covarianza es Cov(x) = Σ, sobre las com-
ponentes principales w igual a z = wtx resulta que:
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z1 = w11x1 + w12x2 + w13x3 (4.1)
z2 = w21x1 + w22x2 + w23x3 (4.2)
z3 = w31x1 + w32x2 + w33x3 (4.3)
Ser´ıa lo´gico pensar que para maximizar la varianza de las proyecciones en las direc-
ciones de los componentes principales w podr´ıamos otorgar a estos wji valores muy altos.
Y as´ı es, pero se impone que el mo´dulo de cada wtj = (wj1, wj2, wj3) sea igual a una
constante de normalizacio´n, esto es, ||wj || = cte, donde en la mayor´ıa de las ocasiones
esta constante es igual a 1. Adema´s, se impone que las componentes z, (z1, z2, z3), sean
incorreladas entre s´ı, o lo que es lo mismo, Cov(zi, zj) = 0 para toda i distinta de j.
Por tanto, el objetivo es maximizar de manera independiente la varianza de cada com-
ponente zi sujeto a que ||wj || = wtjwj = 1 y a que sean ortogonales entre s´ı las diferentes
componentes, lo cual puede ser expresado y solucionado con el operador de Lagrange.
Para la componente z1 tenemos:
V ar(z1) = wt1Σw1 siendo w
t
1w1 = 1 (4.4)
arg ma´x
w1
wt1Σw1 − α(wt1w1 − 1) (4.5)
Derivando respecto a w1 e igualando a cero:
2Σw1 − 2αw1 = 0
Σw1 = αw1
(4.6)
Llegados a este punto, y sabiendo que Σ al ser una matriz de covarianza es cuadrada
(m×m), nos percatamos que Σ debe cumplir Σvi = γivi, siendo vi un autovector de Σ y
γi el correspondiente autovalor.
Identificando te´rminos en 4.6, podemos llegar a la conclusio´n que w1 es igual a un
autovector de Σ y α a su correspondiente autovalor. Como queremos que esta primera
componente principal maximice la varianza de la proyeccio´n de los datos sobre ella, w1
sera´ igual a aquel autovector de Σ con el mayor autovalor asociado.
La segunda componente principal w2 debera´ maximizar tambie´n la varianza de la pro-
yeccio´n de los datos sobre ella (wt2Σw2), tener mo´dulo 1 (w
t
2w2 = 1) y que sea ortogonal
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a w1 (wt2w1 = 0).
Al igual que antes, esto puede ser expresado y solucionado con el operador de Lagrange.
arg ma´x
w2
wt2Σw2 − α(wt2w2 − 1)− β(wt2w1 − 0) (4.7)
Derivando respecto a w2 e igualando a 0 obtenemos la siguiente expresio´n:
2Σw2 − 2αw2 − βw1 = 0 (4.8)
Multiplicando por wt1 la expresio´n tenemos:
2wt1Σw2 − 2αwt1w2 − βwt1w1 = 0 (4.9)
Sabiendo que wt1w2 = 0 por ortogonalidad, y que w
t
1w1 = 1 por imposicio´n, nos
queda:
2wt1Σw2 = β (4.10)
Lo cual tiene que ser 0 ya que Cov(z1, z2) = 0, por tanto β = 0.
Reduciendo la expresio´n 4.8 a 2Σw2 − 2αw2 = 0, tenemos el mismo caso que para la
componente w1, donde en este caso w2 correspondera´ al autovector de Σ con el segundo
autovalor asociado ma´s grande.
De manera ana´loga, el resto de componentes principales correspondera´n a los autovec-
tores de la matriz de covarianza con autovalores decrecientes.
Gra´ficamente obtenemos:
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Figura 4.2: Componentes Principales
Cuya matriz de covarianza sera´:
Σz =
α1 0 00 α2 0
0 0 α3
 (4.11)
Siendo αi ≥ αi+1.
Como se puede observar en la Figura 4.2, es la primera componente principal (w1)
la componente sobre la cual radica una mayor varianza de los autovectores existentes. Si
quisie´semos reducir la dimensionalidad del problema, por motivos tales como que algu-
nos algoritmos presentan problemas al manejar vectores de gran taman˜o o sencillamente
para “resumir” unos datos en su informacio´n ma´s importante, deber´ıamos seleccionar las
i-e´simas primeras componentes de las p disponibles (i≤p). Es en este momento cuando se
produce una pe´rdida de informacio´n y no antes, ya que el conjunto de todas las compo-
nentes principales contiene exactamente la misma informacio´n que el vector de variables
original.
Si decidimos reducir el problema del ejemplo a un problema bidimensional nos queda-
mos exclusivamente con las proyecciones de los datos sobre las dos primeras componentes
principales, resultando:
z1 = w11x1 + w12x2 + w13x3
z2 = w21x1 + w22x2 + w23x3
(4.12)
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Figura 4.3: Reducio´n de dimensionalidad
Bibliograf´ıa de intere´s del PCA [10], [7] y [14].
4.2. “Blanqueado” de los datos
Este proceso es bastante similar al del caso anterior, la u´nica diferencia es que, como
veremos ma´s adelante, se multiplica a los componentes principales por una determinada
matriz que nos permite normalizar la matriz de covarianza de z.
Siendo Cov(x) = Σ, se puede descomponer en autovalores y autovectores de la manera:
Σvi = γivi. Sabiendo adema´s que esta matriz de covarianzas es de d × d, tenemos d
autovectores con sus d autovalores asociados. Englobando estos en un caso general nos
queda:








γ1 0 ... 0
0 γ2 ... 0
. . . . . .
. . . 0




Σ = V DV −1 (4.15)
Como sabemos que Σ es una matriz sime´trica, sus autovectores vi son ortogonales
entre s´ı y el determinante de V es 1; por tanto, se cumple que la matriz inversa de V es
igual a su traspuesta (V −1 = V t).
Σ = V DV t
E[(x− µx)(x− µx)t] = V D1/2D1/2V t
(4.16)
Llamando, por comodidad, a V D1/2 = Q y a D−1/2V t = Q−1 tenemos que:
E[(x− µx)(x− µx)t] = QQt (4.17)
Para diagonalizar y normalizar la matriz de covarianza, esto es, convertirla en la matriz
unidad I, debemos multiplicar en ambos lados de la igualdad por Q−1 y Q−t.
Q−1E[(x− µx)(x− µx)t]Q−t = Q−1QQtQ−t
E[Q−1(x− µx)(x− µx)tQ−t] = II
E[(z − µz)(z − µz)t] = I
(4.18)
Por tanto, en este caso los componentes principales sera´n iguales a, como en el caso
anterior, los autovectores de la matriz de covarianza de X por una matriz D−1/2 respon-
sable de la normalizacio´n de la matriz de covarianza.
Resultando:
Z = W tX = D−1/2 · V tX︸ ︷︷ ︸
Caso anterior
(4.19)
Con Σz = I y µz = E[D
−1/2V tX].
La normalizacio´n de la matriz de covarianza puede resultarnos de intere´s cuando,
como en este proyecto, vamos a utilizar ma´quina de vectores soporte como te´cnica de re-
gresio´n/clasificacio´n. Este tipo de ma´quinas requieren, para un correcto funcionamiento,
la “configuracio´n” de determinados hiperpara´metros. Blanqueando los datos conseguimos
normalizar todas las dimensiones de los datos, de manera que si representa´semos los datos
en el espacio de dimensio´n n formar´ıan una nube en el que los datos estar´ıan distribuidos
de una manera ma´s predecible, y el barrido de los hiperpara´metros se har´ıa sobre una serie
de valores ma´s “normales”. Es decir, a la hora de hacer barridos de hiperpara´metros el
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hecho de conocer a priori cua´l va a ser la distribucio´n de los datos nos beneficia.
Gra´ficamente lo que se consigue es lo que muestra la Figura 4.4, pero en este proyecto
en cuestio´n sobre un espacio de dimensio´n 9.
Figura 4.4: Ilustracio´n del blanqueado de un conjuntos de datos bidimensionales
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Cap´ıtulo 5
Te´cnicas de regresio´n y
clasificacio´n
El objetivo de este cap´ıtulo es dar al lector una idea de que´ pretenden y co´mo funcionan
las te´cnicas de regresio´n y clasificacio´n para luego adentrarnos en e´stas y presentar las
ma´quinas de vectores soporte tanto para regresio´n como para clasificacio´n, y una de las
ma´s simples te´cnicas de regresio´n, la regresio´n lineal.
5.1. Introduccio´n a la clasificacio´n
El problema de la clasificacio´n es uno de los primeros que aparecen en la actividad
cient´ıfica y constituye un proceso consustancial con casi cualquier actividad humana, de
tal manera que en la resolucio´n de problema y en la toma de decisiones la primera parte de
la tarea consiste precisamente en clasificar el problema o la situacio´n, para despue´s aplicar
la metodolog´ıa correspondiente y que en buena medida dependera´ de esa clasificacio´n.
Cuando hablamos de clasificar a un sujeto en un grupo determinado, a partir de los
valores de una serie de para´metros medidos u observados, esa clasificacio´n tiene un cierto
grado de incertidumbre, por tanto, como es lo´gico, se debera´ cuantificar esta incertidumbre
de alguna manera, habitualmente en tanto por ciento.
5.1.1. Algunos aspectos de la teor´ıa de aprendizaje estad´ıstico
En el disen˜o de clasificadores habitualmente se utiliza el criterio de riesgo mı´nimo. Este
criterio esta´ basado en encontrar una funcio´n g que haga mı´nimo el funcional de riesgo.
Es decir, si tenemos un problema de clasificacio´n compuesto por l observaciones, y cada
observacio´n consiste en:
un conjunto de atributos x ∈ <n, denominado vector de observacio´n o entrada,
55
una etiqueta y ∈ {1, ..., k} que define la clase a la que pertenece el vector de obser-
vacio´n y
una funcio´n de densidad conjunta fX,Y (x, y),
encontrar la funcio´n g : <n 7→ κ que hace mı´nimo el funcional de riesgo, definido
como:
R(g) = EX,Y {L(g(x, y))} =
∫
L(g(x), y)∂fX,Y (x, y) (5.1)
Siendo L(g(x, y)) una funcio´n de coste.
El problema radica en que habitualmente se desconoce fX,Y (x, y). Se puede solucionar
estima´ndola a partir del conjunto de muestras {xi, yi} ∀i, pero esta tarea puede resultar
ma´s compleja que el propio disen˜o del clasificador. Otra opcio´n ser´ıa asumir que fX,Y (x, y)
pertenece a una funcio´n de densidad conocida y, por tanto, so´lo tendr´ıamos que calcular
los para´metros que caracterizan a dicha funcio´n. Pero corremos el riesgo de asumir una
funcio´n de densidad que en realidad no se ajusta a la verdadera fX,Y (x, y).
Es por ese motivo, por el cual se suele optar por estimar directamente el clasificador








Escogiendo aquel clasificador g que minimice el riesgo emp´ırico.
Como vemos en 5.2, el riesgo emp´ırico es obtenido sobre un conjunto de entrenamiento
de longitud l. Este error no sera´ el mismo si aplicamos el clasificador sobre otro conjunto
de muestras generados por la misma fX,Y (x, y). La cota ma´xima de error sobre este otro
nuevo conjunto (u otro cualquiera) estara´ determinada por la denominada cota de Vapnik:








donde η es el intervalo de confianza y h es la llamada de dimensio´n Vapnik-Chervonenkis
(dimensio´n VC) del clasificador g.
Por tanto, con probabilidad 1 − η (η toma valores entre 0 y 1) se cumple la cota de
Vapnik (5.3).
Sobre esta cota se pueden apreciar 3 puntos a destacar:
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1. Es independiente de fX,Y (x, y).
2. No se puede calcular el valor exacto del lado izquierdo de la ecuacio´n.
3. Conociendo la dimensio´n VC se puede hallar la cota ma´xima.
Adema´s, la diferencia ma´xima entre el riesgo emp´ırico y el verdadero, dependiente
tanto del nu´mero de muestras como de la dimensio´n VC, es menor, para un nu´mero fijo
de muestras, cuanto menor sea h.
Visto esto, si dispusie´ramos de un conjunto de ma´quinas de aprendizaje, y eligiendo
un η suficientemente pequen˜o, deber´ıamos escoger aquella que minimice el lado derecho
de la ecuacio´n 5.3.
Informacio´n extra´ıda de [19].
Dimensio´n de Vapnik-Chervonenkis
Definimos la dimensio´n VC para un conjunto de funciones g(α) como el nu´mero ma´xi-
mo de muestras que pueden ser separables por g(α) sea cual sea el etiquetado de e´stas.
En el caso en el que nos encontremos en <2 y queramos analizar la dimensio´n VC de
un clasificador lineal binario, se puede observar como la dimensio´n de VC es 3. Esto es
as´ı puesto que sea cual sea el etiquetado de estas 3 muestras siempre habra´ una posible
frontera que separe las muestras de un tipo de las de otro (en la Figura 5.1 se puede
apreciar las 23 posibles formas de etiquetado). Si intenta´semos clasificar 4 muestras, un
clasificador lineal no es suficiente para poder separar las 24 formas posibles de etiquetado
(ejemplo en la Figura 5.2).
Figura 5.1: Posibles etiquetados de 3 muestras en <2
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Figura 5.2: No existe clasificador lineal que pueda separar este caso
Puede demostrarse que, en el caso general de un espacio n-dimensional, la dimen-
sio´n VC de la familia de los clasificadores binarios lineales (hiperplanos en el espacio
n-dimensional) es h = n+ 1.
En el caso de regresio´n tambie´n se puede apreciar la influencia de la dimensio´n VC
en los resultados obtenidos. Si queremos ajustar un conjunto de l muestras a un polino-
mio de grado k, podemos apreciar que conforme aumenta el grado del polinomio el riesgo
emp´ırico disminuye, hasta que se hace nulo cuando el polinomio es de grado l − 1. Pero
tambie´n, conforme aumenta el grado k aumenta la dimensio´n VC del polinomio (h) con
el consiguiente aumento de la cota del riesgo verdadero debido al segundo te´rmino de la
cota Vapnik (5.3). Por lo que se debe buscar un polinomio de grado intermedio que haga
que la suma de los dos te´rminos de la cota de Vapnik hagan mı´nima a e´sta.
Informacio´n extra´ıda de [19] [27].
5.1.2. Ma´quinas de vectores soporte para clasificacio´n
Las ma´quinas de vectores soporte (Support Vector Machine,SVM ) son un conjunto
de me´todos de aprendizaje supervisados usadas para clasificacio´n y regresio´n.
Una propiedad especial de las SVM es que consiguen, simulta´neamente, minimizar el
error emp´ırico de clasificacio´n y maximizar el margen geome´trico (explicado posteriormen-
te), de ah´ı que tambie´n sean conocidos como clasificadores (en el caso de clasificacio´n) de
ma´ximo margen.
Caso separable
Consideremos que tenemos el conjunto de muestras de entrenamiento { (xi, yi) }Ni=1, en
donde xi es el vector de entrada i-e´simo y yi es la correspondiente salida deseada, pudiendo
tomar los valores {-1,1}.
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En el caso separable, la clase representada por el subconjunto de muestras con salida
yi = +1 es separable linealmente de la clase representada por el subconjunto de mues-
tras con salida yi = −1. La ecuacio´n del hiperplano que hace de frontera entre ambos
subconjuntos sera´ de la forma:
wtx + b = 0 (5.4)
Siendo x el vector de entrada, w un vector de pesos ajustables y b el sesgo. Por tanto:
wtx + b ≥ 0 para yi = +1
wtx + b ≤ 0 para yi = −1
(5.5)
Al ser un problema separable linealmente, las posibles soluciones, es decir, el nu´mero
de posibles hiperplanos que son capaces de separar las muestras de ambas clases, son
infinitas. En la Figura 5.3 se pueden apreciar 4 de las infinitas posibles soluciones.
Figura 5.3: Cuatro posibles soluciones para el caso de separacio´n lineal
Entonces, ¿que´ solucio´n elegir? Las SVM proporcionan la solucio´n que maximiza el
margen de separacio´n entre las muestras positivas y negativas. A dicha superficie de deci-
sio´n se le conoce como el hiperplano o´ptimo. Adema´s esta frontera produce una tasa de
error, vista anteriormente que es igual a la suma de la tasa de error del conjunto de entre-
namiento ma´s un te´rmino que depende de la dimensio´n de Vapnik-Chervonenkis (5.3), en
el caso separable, igual a cero (riesgo emp´ırico) ma´s el valor del otro te´rmino dependiente
de la dimensio´n VC.
La Figura 5.4 nos muestra una ilustracio´n de la idea del hiperplano o´ptimo para pa-
trones separables linealmente.
Geome´tricamente se puede demostrar que la distancia del origen al hiperplano (en la
Figura 5.4 representado por una l´ınea azul) es igual a −b/||w||.
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Figura 5.4: Solucio´n de la SVM para el caso separable
Con la intencio´n de calcular este hiperplano o´ptimo sujeto a las restricciones 5.5,
expresamos a e´stas en una sola inecuacion de la siguiente manera:
yi(wtxi + b) ≥ M ∀i
yi(wtxi + b)−M ≥ 0 ∀i
(5.6)
Donde M es un margen que imponemos y que podemos asumir, sin pe´rdida de gene-
ralidad, de valor M = 1.
Volviendo a la Figura 5.4, el margen es igual a la distancia entre los hiperplanos H1 y
H2. O lo que es lo mismo, considerando las muestras que cumplen:
wtxi + b = 1 para yi = +1
wtxi + b = −1 para yi = −1
(5.7)
se puede demostrar geome´tricamente, que las muestras que cumplen la primera igual-
dad esta´n a una distancia perpendicular del origen igual a |1 − b|/||w||, y las muestras
que cumplen la segunda igualdad esta´n a una distancia perpendicular del origen igual a
|−1−b|/||w||. De ah´ı que la distancia del hiperplano o´ptimo respecto a cada plano H1 y H2
sea igual a 1/||w||, y por tanto el margen sera´ igual a la suma de ambas distancias, 2/||w||.
Habie´ndose demostrado que este margen es igual a 2/||w||, si queremos maximizar
el margen para encontrar el hiperplano o´ptimo, entonces deberemos minimizar la norma
Eucl´ıdea del vector de pesos w, ||w||, pero siempre con la restriccio´n 5.6.
Como se ve en la Figura 5.4, la solucio´n se encuentra a una distancia igual de los
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hiperplanos H1 y H2, y estos dependen exclusivamente de unas pocas de las muestras de
entrenamiento, los denominados vectores soporte, cuya presencia es la que determinan a
los planos H1 y H2 y, por tanto, al hiperplano o´ptimo.
Este es un problema que puede ser planteado y resuelto usando el me´todo de los mul-
tiplicadores de Lagrange que, como ya sabemos, nos permite trabajar con funciones de
varias variables que nos interesa maximizar o minimizar sujeto a determinadas restriccio-
nes.
Construyendo la funcio´n Lagrangiana:






αi[yi(wtxi + b)− 1] (5.8)
El factor escalar 1/2 que multiplica a la norma Eucl´ıdea de w esta´ incluida aqu´ı so-
lo por conveniencia de presentacio´n, pero no afecta de ningu´n modo a la solucio´n final.
Adema´s,los multiplicadores de Lagrange, como sabemos, deben ser mayores que 0.
La solucio´n al problema de optimizacio´n restringido esta´ determinado por un punto de
equilibro de J(w, b, α) en donde J(w, b, α) esta´ minimizado respecto a w y b y maximizado
con respecto a α, ya que as´ı se demuestra que la solucio´n obtenida es la o´ptima. Dicha
demostracio´n se puede encontrar en [22].




















Con estas dos condiciones, ma´s las 3 ya conocidas:
αi ≥ 0 (5.11)
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yi(wtxi + b)− 1 ≤ 0 (5.12)
αi(yi(wtxi + b)− 1) = 0 (5.13)
Tenemos las denominadas condiciones de Karush-Kuhn-Tucker (KKT) [22], condicio-
nes necesarias y suficientes para que la solucio´n de un problema de programacio´n no lineal
(como 5.8) sea o´ptima, que nos permiten definir la solucio´n. No´tese que se trata de un sis-
tema de ecuaciones de 3 inco´gnitas (α,w, b) que puede ser resuelto de una manera sencilla.
Analizando la condicio´n 5.13, podemos apreciar como las muestras pueden ser agru-
padas en dos subconjuntos:
1. Muestras que cumplen (yi(wtxi) + b) > 1, y que por tanto, para que se cumpla 5.13
deben tener αi = 0.
2. Muestras que cumplen (yi(wtxi) + b) = 1, y que por tanto, sus αi no tienen por que
ser obligatoriamente iguales a 0, ya que de todas maneras se cumple 5.13, por lo que
sus αi ≥ 0.
De modo que solo las muestras pertenecientes al segundo subconjunto (αi ≥ 0), los
denominados vectores soporte, son los que determinan la solucio´n del hiperplano o´ptimo
w =
∑l





El valor del sesgo b, al igual que w, se obtiene teniendo solamente en cuenta los vec-
tores soporte (αi ≥ 0) y cuyo valor se puede obtener despejando b en la ecuacio´n 5.13 de
KKT.
Bibliograf´ıa usada para la SVM lineal de clasificacio´n para el caso separable: [7], [16],
[28], [22], [4] y [3].
Teor´ıa de la Dualidad
Segu´n el teorema de la dualidad, cada problema de programacio´n lineal tiene un se-
gundo problema asociado a e´l. Uno se denomina primal y el otro dual. Los dos poseen
propiedades muy relacionadas, de tal manera que la solucio´n o´ptima a un problema pro-
porciona informacio´n completa sobre la solucio´n o´ptima para el otro.
Las relaciones entre el primal y el dual se utilizan para reducir el esfuerzo de co´mputo
en ciertos problemas y para obtener informacio´n adicional sobre las variaciones en la solu-
cio´n o´ptima debidas a ciertos cambios en los coeficientes y en la formulacio´n del problema.
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En un caso general, sea un problema primal a maximizar sujeto a determinadas res-
tricciones, el dual se puede obtener del primal (y viceversa) de la siguiente manera:
1. Cada restriccio´n de un problema corresponde a una variable en el otro (Ver tabla de
Tucker, Figura 5.5).
2. Los te´rminos independientes de las restricciones de uno son los coeficientes en la
funcio´n objetivo del otro.
3. Un problema busca maximizar y el otro minimizar.
4. El problema de maximizacio´n tiene restricciones ≤ y el de minimizacio´n tiene res-
tricciones ≥.
5. Las variables en ambos casos son no negativas.
Figura 5.5: Tabla de Tucker
Ma´s informacio´n de la teor´ıa de la dualidad en [16].
Para postular el problema dual a nuestro problema primal, primero expandiremos la
expresio´n 5.8,













Usando la informacio´n de las restricciones del problema primal, observamos que el
tercer te´rmino es igual a 0 debido a la segunda condicio´n de optimizacio´n (
∑l
i=1 αiyi = 0).
Adema´s, recordando la primera condicio´n de optimizacio´n (w =
∑l
i=1 αiyixi) del problema
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Reformulando la funcio´n objetivo a maximizar (recordamos que en este caso, ya que en
el problema primal se buscaba minimizar, el objetivo es maximizar la expresio´n), puesto





























Si comparamos esta funcio´n objetivo a maximizar con la funcio´n objetivo a minimizar
del problema primal (5.8), donde estaba sujeto a las 5 condiciones de KKT, observamos






Lo que computacionalmente es mucho ma´s sencillo y dando lugar a la misma solucio´n
que en el caso primal.
Caso no separable
Hasta ahora nos hemos centrado en el caso linealmente separable. En este apartado
consideraremos un caso ma´s dif´ıcil, el caso de patrones no separables, en donde, dado un
conjunto de entrenamiento, no nos sera´ posible “construir” un hiperplano de separacio´n sin
encontrar errores de clasificacio´n. No obstante, nos gustar´ıa encontrar un hiperplano o´pti-
mo que minimice la probabilidad de error de clasificacio´n en el conjunto de entrenamiento.
En este caso, al margen de separacio´n entre clases lo denominamos suave ya que hay
una o ma´s muestras (xi, yi) que violan la siguiente condicio´n:
yi(wtxi + b) ≥ +1 ∀i (5.19)
Esta violacio´n se puede presentar de dos maneras diferentes:
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La muestra (xi, yi) cae en el lado correcto de la superficie de decisio´n, pero dentro
de la superficie que se encuentra entre el hiperplano o´ptimo y el correspondiente
H1/H2. Ilustrado en la Figura 5.6 (A).
La muestra (xi, yi) cae en el lado incorrecto de la superficie de decisio´n como se
puede ver en la Figura 5.6 (B).
No´tese que en el primer caso estamos estamos clasificando correctamente, mientras que
en el segundo caso no.
Para el tratamiento de este problema, por tanto, introduciremos un nuevo conjunto de
variables escalares no negativas, {ξi}li=1 en la definicio´n del hiperplano de separacio´n:
yi(wtxi + b) ≥ 1− ξi ∀i (5.20)
Los ξi son llamados variables “flojas”(slack variables), y miden la desviacio´n del dato
a la condicio´n ideal de separabilidad. Para 0 ≤ ξi ≤ 1, los datos se encuentran en la
situacio´n descrita en la Figura 5.6 (A). Para ξi > 1, los datos caen en el lado incorrecto
del hiperplano de separacio´n como muestra la Figura 5.6 (B). Los vectores soporte son
aquellos que, al igual que en el caso separable, conforman los hiperplanos H1 y H2.
Figura 5.6: Posibles violaciones que ocurren en el caso no separable
Nuestro objetivo es encontrar un hiperplano de separacio´n que alcance un compromiso
entre la maximizacio´n del margen (minimizacio´n de ||w||) y la minimizacio´n de los errores.








El para´metro C sirve para buscar un compromiso entre la complejidad de la ma´quina
y el nu´mero de puntos no separables, por lo que puede ser visto como una forma de
regularizacio´n. Un coste alto implicara´ que damos prioridad a que se consiga una ma´quina
con pocos errores en el conjunto de entrenamiento, aunque provoque que e´sta sea compleja
y no generalice correctamente para otro conjunto. Adema´s, este para´metro C tiene que
ser elegido por el usuario, lo que puede ser hecho en una de las dos siguientes maneras:
1. Experimentalmente, realizando una bater´ıa de pruebas sobre un conjunto de entre-
namiento y su posterior validacio´n en un conjunto de test o realizando validacio´n
cruzada.
2. Anal´ıticamente, estimando la dimensio´n VC y usando l´ımites en las prestaciones de
las ma´quina basadas en esta´ dimensio´n de VC estimada.








siendo L(ξi) la funcio´n de coste elegida. En la Figura 5.7 se muestras distintas funciones
de coste. En verde la funcio´n de coste aplicada en 5.21, que, por comodidad, es la que
utilizaremos para todo el desarrollo.
Figura 5.7: Tres funciones de coste: escalo´n lineal y cuadra´tica
Cada coste presenta una serie de caracter´ısticas que da lugares a distintas soluciones
y a ma´quinas de distinta complejidad.
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De cualquier manera, la funcio´n objetivo a minimizar 5.21 esta´ sujeta a las restricciones
descritas en la ecuacio´n 5.20 y a que ξi ≥ 0. Construyendo la funcio´n Lagrangiana para
este problema nos queda:













Donde αi ≥ 0 y ri ≥ 0, son multiplicadores de Lagrange, y por tanto no negativos. Los
ri son introducidos para asegurar la positividad de los ξi.
Ya se ha planteado el problema de optimizacio´n para el caso de patrones no separables.
Se puede observar que el problema de optimizacio´n para patrones separables linealmente
es un caso especial, concretamente cuando los ξi = 0.
La solucio´n, al igual que en el caso separable, queda definida por las condiciones de
KKT. En este caso se obtienen encontrando al mismo tiempo el mı´nimo de 5.23 respecto
a w, ξ, b y el ma´ximo respecto a todos los multiplicadores de Lagrange, es decir derivando
respecto a las mencionadas variables e igualando a 0. Lo que nos queda:
∂J(w, α, b, r)
∂w




∂J(w, α, b, r)
∂b




∂J(w, α, b, r)
∂ξ
= 0 −→ C − αi − ri = 0
(5.24)
Ma´s las ya conocidas condiciones 5.25 conforman las condiciones de KKT, con lo que
la solucio´n o´ptima queda definida. Ya solo hay que resolver el sistema de ecuaciones con
5 inco´gnitas (w, α, b, ξ y r).
yi(wtxi + b) ≥ 1− ξi
ξi, αi, ri ≥ 0
αi(yi(wtxi + b)− 1 + ξi) = 0
riξi = 0
(5.25)
Al igual que en el caso separable, se puede seguir un razonamiento similar analizando
algunas de las condiciones de KKT anteriores y agrupar a las muestras en 3 subconjuntos
diferentes de la siguiente manera:
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1. Muestras que cumplen yi(wtxi + b) > 1 → αi = 0, ξi = 0, ri = C
2. Muestras que cumplen yi(wtxi + b) = 1 → 0 ≤ αi ≤ C, ξi = 0, ri = C − αi
3. Muestras que cumplen yi(wtxi + b) < 1 → αi = C, ξi = 1− yi(wtxi + b), ri = 0
As´ı que, en este caso, los vectores soporte sera´n aquellos pertenecientes a los dos u´ltimos





Procediendo en una manera similar al del caso separable, podemos desarrollar el pro-


















0 ≤ αi ≤ C
(5.28)
Como se aprecia, el problema dual para el caso de patrones no separables es bastan-
te similar al del caso separable excepto por una pequen˜a, pero importante, diferencia. La
funcio´n objetivo Q(α) a maximizar es la misma en ambos casos, pero difiere el uno del otro
en que la restriccio´n αi ≤ 0 es reemplazada por una restriccio´n ma´s exigente 0 ≤ αi ≤ C.
Bibliograf´ıa utilizada para SVM lineal de clasificacio´n para caso no separable: [7], [16],
[28], [22], [4] y [3].
5.2. Introduccio´n a la regresio´n
El te´rmino regresio´n se utiliza usualmente para describir una situacio´n de retroceso.
En estad´ıstica el te´rmino de regresio´n proviene del trabajo del genetista Francis Galton
(1822-1911). Su estudio se centro´ en la descripcio´n de los rasgos f´ısicos de los descendientes
a partir de los de sus padres, concluyendo que los hijos de los padres ma´s grandes tend´ıan
a tener un taman˜o promedio menor que el de sus padres, mientras que los hijos de padres
pequen˜os tend´ıan a tener una mayor estatura que la de sus padres. Galton denomino´ a
este feno´meno “regresio´n hacia la mediocridad”. En la actualidad, el te´rmino de regresio´n
se utiliza siempre que se busca predecir una variable en funcio´n de otra [30].
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El ana´lisis de regresio´n tiene por objetivo estimar el valor promedio de una variable, va-
riable dependiente, con base en los valores de una o ma´s variables adicionales, variables
explicativas. Este ana´lisis ha cobrado popularidad debido al gran nu´mero de paquetes
estad´ısticos que lo incluyen y por ser un proceso robusto que se adapta a un sinf´ın de
aplicaciones cient´ıficas y ejecutivas que permite la toma de decisiones.
Tipos de regresio´n:
Atendiendo al nu´mero de variables independientes que se consideren en el ana´lisis.
1. Una variables independiente: el ana´lisis se denomina Ana´lisis de regresio´n Sim-
ple.
2. Varias variables independientes: el ana´lisis se denomina Ana´lisis de regresio´n
mu´ltiple.
Atendiendo al tipo de relacio´n funcional entre variables.
1. Lineal: La dependencia de la variable dependiente respecto a las variables in-
dependientes que la describen sigue una relacio´n lineal.
2. No lineal: La dependencia de la variable dependiente respecto a las variables
independientes que la describen sigue una relacio´n no lineal.
5.2.1. Regresio´n lineal
La importancia de las te´cnicas de regresio´n lineal radica en que nos permite observar
como una variable influye sobre la otra. En el caso de que esta dependencia realmente sea
lineal, esto es, el aumento o disminucio´n de la variable X supone un aumento o disminu-
cio´n proporcional en la variable Y , este tipo de regresores funcionaran de una manera ma´s
o menos o´ptima. Ejemplos de estos pueden ser: el aumento de las temperaturas (variable
X) provoca un aumento proporcional en el consumo de l´ıquidos por parte de las personas
(variable Y ), o la disminucio´n de las temperaturas (variable X) provoca un aumento en
el consumo ele´ctrico en los hogares en calefaccio´n (variable Y ). La Figura 5.8 muestra un
ejemplo de situacio´n en el que este regresor tendra´ un comportamiento aceptable.
Esta funcio´n de regresio´n requiere el ca´lculo de dos para´metros: la pendiente w y el
origen de coordenadas de la recta de regresio´n w0:
yˆ = wx+ w0 (5.29)
En el caso de la regresio´n lineal mu´ltiple nos encontramos ante la misma situacio´n, solo
que u´nicamente la variable dependiente Y dependera´ de ma´s de una variable independiente.
Por lo tanto, esta funcio´n requerira´ del ca´lculo de un vector de pesos w.
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Figura 5.8: Recta de regresio´n
yˆ = w0 + w1x1 + ...+ wpxp =
(






 = wtx (5.30)
En el modelo anterior w0 representa el factor constante del modelo lineal. Mientras que
los dema´s para´metros wi (i=1,2,...,p) indican el incremento de la variable dependiente
Y por aumento unitario de la i-e´sima variable independiente, suponiendo fijas el resto de
variables.
El objetivo ahora es obtener la expresio´n que permita calcular el valor de w minimi-
zando una determinada funcio´n de coste.
Definiendo la funcio´n de coste como C, w sera´ aquel que:
min~w C(y, yˆ) (5.31)
En nuestro caso la funcio´n de coste sera´ cuadra´tica (Fig. 5.9).
Por tanto:
minw C(y, yˆ) = minw (y − yˆ)2 = minw (y −wtx)2 (5.32)




2(y − wtx)xt = 0 (5.34)
yxt = wtxxt (5.35)
wt = yxt(xxt)−1 (5.36)
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Siendo n el nu´mero de muestras que componen nuestro conjunto de entrenamiento y
p el nu´mero de variables independientes que describen a la variable dependiente Y .
Para un mayor detalle consultar [30], [1] y [18].
5.2.2. Ma´quinas de vectores soporte para regresio´n
La SVM fue en primer lugar desarrollada para clasificacio´n. Pero para cuando se qui-
so que se generalizara´ para el caso de regresio´n, donde se requiere la estimacio´n de una
funcio´n que genere valores reales continuos en lugar de la determinacio´n de ±1 como en
el caso de reconocimiento de patrones, se siguio´ un criterio similar al de clasificacio´n para
poder construir la funcio´n regresora.
En ambos casos, reconocimiento de patrones y regresio´n, se quiere minimizar la norma
de ||w||2. En el primer caso, como ya se demostro´, para obtener una frontera de decisio´n
que maximizara la distancia entre las muestras de las dos clases (en el caso binario), y
en el segundo caso un pequen˜o valor de ||w||2 corresponde a una funcio´n regresora sencilla.
El concepto de margen visto en clasificacio´n se asimila en regresio´n mediante la intro-
duccio´n de la denominada funcio´n de pe´rdidas -insensitiva, la cual tiene la forma mostrada
en la Figura 5.10.
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Figura 5.10: Funcio´n de pe´rdidas -insensitiva
Y “crea” un margen alrededor de la recta (en el caso lineal) generada por la funcio´n de
regresio´n, en donde no se penaliza el error entre el valor real y el predicho por el regresor
(5.11). De este modo, fijado el , el algoritmo obtiene aquel regresor para dicho margen
que busca un compromiso, determinado por C, entre la complejidad del regresor y la im-
portancia que se le da a los errores (en valor absoluto) mayores que .
Figura 5.11: Los valores dentro del tubo de regresio´n de radio  son considerados dentro
del l´ımite de bien predichos
As´ı, el algoritmo de regresio´n de la SVM, al cual llamaremos a partir de ahora ε−SV R,
busca estimar la funcio´n de regresio´n
f(x) = wtx+ b (5.38)
suponiendo que el conjunto de pares (xi, yi) han sido originados de manera independiente







|yi − f(xi)| (5.39)
Introduciendo variables flojas, podemos expresar este problema como un Lagran-
giano similar al que se construye para resolver el problema de clasificacio´n para el caso
no separable. En este caso, necesitamos dos tipos de variables flojas, una para cuando
f(xi)− yi > , a la que denotamos ξ, y otra para cuando f(xi)− yi < , a la que denota-
mos ξ∗; y colectivamente nos referiremos a ellas como ξ(∗).






(ξi + ξ∗i ) (5.40)
Sujeto a:
(wtx+ b)− yi ≤ + ξi





Procediendo de una manera ana´loga al caso de clasificacio´n, el problema primal puede
ser planteado y resuelto construyendo el Lagrangiano adecuado y con la ayuda de las con-
diciones de KKT, las cuales permiten obtener la solucio´n o´ptima. Igualmente, podemos
transformar el problema primal en el dual sustituyendo en e´ste las relaciones obtenidas
en el primal conseguidas derivando el Lagrangiano respecto a las variables a minimizar y,
finalmente, maximizar la expresio´n resultante del dual, lo cual resulta ser un problema a
resolver ma´s sencillo computacionalmente que el primal.
Bibliograf´ıa de las SVM lineales de regresio´n: [7] y [22].
5.3. Ma´quinas de vectores soporte no lineales
Para muchos problemas de clasificacio´n o regresio´n, una solucio´n lineal no da buenos
resultados. En esos casos es necesaria una aproximacio´n no lineal.
Los datos que inicialmente pertenecen al espacio <d, donde no pueden ser separados
sin error por un hiperplano, se mapean, en primer lugar, a otro espacio (posiblemente de
dimensio´n infinita) mediante un conjunto de transformaciones no lineales Ψ(x), donde
ahora s´ı, en este nuevo espacio, los datos pueden ser separados (en el caso de clasificacio´n)
con menos errores por un hiperplano. La Figura 5.12 muestra gra´ficamente el objetivo que
se desea alcanzar:
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Figura 5.12: Transformacio´n de un espacio de dimensio´n 2 a uno de espacio 3
Por tanto, el hiperplano que actu´e como superficie de decisio´n sera´:
m1∑
j=1
wjΨj(x) + b = 0 (5.42)
donde los [w]m1j=1 son el conjunto de pesos lineales, m1 la dimensio´n del espacio de carac-
ter´ısticas y b el sesgo. Podemos simplificarlo escribiendo:
m1∑
j=0
wjΨj(x) = 0 (5.43)
asumiendo que Ψ0(x)=1 y, por tanto, siendo w0 el sesgo.
El desarrollo matema´tico es absolutamente ide´ntico a los casos anteriores, u´nicamente
teniendo en cuenta esta transformacio´n no lineal sobre los datos. Adaptando la expresio´n












El problema radica en que esta´ transformacio´n Ψ nunca esta´ expl´ıcita, esto es, es
desconocida. Este contratiempo se soluciona mediante el denominado truco del Kernel,
que nos permite expresar el producto de dos puntos en este espacio transformado con una
























0 ≤ αi ≤ C
(5.47)
Como vemos, la complejidad de este tipo de ma´quinas es bastante similar a las lineales.
La u´nica diferencia radica en que se reemplaza el producto escalar (xi ·xj) en la dimensio´n
en la que viven los datos por K(xi ·xj) en todas las partes del algoritmo de entrenamiento.
La ma´quina de vectores soporte llevara´ a cabo una separacio´n (en el caso de clasifica-
cio´n) lineal en este nuevo espacio, denominado espacio de Hilbert H, el cual es dimensio-
nalmente grande.
Para ma´s informacio´n consultar [22], [7], [28] y [9].
Teorema de Mercer
Se demuestra en [22] que estas funciones kernel, las cuales representan el producto
punto en un espacio de Hilbert, son todas aquellas que cumplen la denominada condicio´n
de Mercer.





si y solo si
∫
f(x)2dx es finito, entonces:∫
K(x,y)f(x)f(y)dxdy ≥ 0 (5.49)
Muchas veces el problema radica en que demostrar que se verifica 5.49 para una de-
terminada funcio´n f(x) no es una tarea sencilla.
Algunas de las funciones Kernels conocidas son:
1. Polinomial de grado p:
K(x,y) = (x · y + 1)p (5.50)
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3. Red neuronal sigmoidal de dos capas
K(x,y) = tanh(κx · y − δ) (5.52)
4. Curva de plato delgado de grado n:
K(x,y) = ||x,y||2n ln ||x,y|| (5.53)
Existen muchos otro tipos de kernels mucho ma´s complejos que pueden ser estudiados
en la bibliograf´ıa [22], [28], [8] y [23].
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Cap´ıtulo 6
Evaluacio´n de los resultados
Este cap´ıtulo esta´ orientado a la evaluacio´n y comparacio´n de los resultados obteni-
dos siguiendo diferentes estrategias a partir de los datos proporcionados por la Fundacio´n
Gime´nez Dı´az y que fueron descritos en el Cap´ıtulo 2.
El cap´ıtulo presenta la siguiente estructura:
1. La presentacio´n de los conjuntos que han sido utilizados para entrenamiento/validacio´n
y el de test sobre el cual se ha comprobado si se ha conseguido el objetivo.
2. La obvia demostracio´n de que los gastos generados durante un an˜o esta´n ligados al
historial de entradas cl´ınicas recogidas durante ese an˜o.
3. La argumentacio´n de en base a que´ establecemos las simplificaciones llevadas a cabo
para, en una primera aproximacio´n, considerar a un paciente como susceptible de
generar un gasto innecesario que puede ser reducido con una temprana y adecuada
atencio´n primaria.
4. El listado de los distintos para´metros a refinar para cada SVM, y co´mo se ha conse-
guido este refinamiento gracias a la validacio´n cruzada en base a distintos criterios.
La explicacio´n de cua´l es la funcio´n de coste que nos determinara´ la calidad de los
procedimientos usados y el por que´ es as´ı.
5. La justificacio´n de las distintas te´cnicas usadas y los resultados obtenidos con las
diferentes estrategias
6.1. Conjunto de entrenamiento y de test
El total del conjunto de entradas-salidas ( λ → C o λ → Etiqueta ∈ {+1,−1}) lo
dividimos en dos conjuntos disjuntos con la intencio´n de utilizar uno para entrenar las
diferentes te´cnicas utilizadas (PCA, ma´quina de vectores soporte...) y el otro sobre el
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cual utilizar las te´cnicas ya entrenadas en la fase de entrenamiento para evaluar la cali-
dad/precisio´n de la utilizacio´n de estas te´cnicas para la consecucio´n del objetivo final.
El conjunto de entrenamiento esta´ formado por alrededor del 80 por ciento del total
de entradas existentes, y el restante 20 por ciento (aproximadamente) formara´ el conjunto
de test. En este proyecto esta divisio´n puede ser realizada de dos maneras distintas:
1. Cogiendo el 80 por ciento de las entradas de manera aleatoria.
2. Cogiendo estrictamente las primeras entradas de cada paciente que forman el 80 por
ciento del total que tiene dicho paciente.
La diferencia entre ambas te´cnicas es el realismo, mientras que con la primera hacemos
que los algoritmos este´n aprendiendo de casos que suceden en instantes posteriores a un
momento dado, en el segundo las te´cnicas aprenden de una manera ma´s natural, siguiendo
la evolucio´n temporal de los gastos psiquia´tricos del paciente.
Es por ese motivo por el cual definitivamente optamos por la segunda ta´ctica para
llevar a cabo las pruebas.
6.2. Correlacio´n de los costes y λ
Aunque sea un problema trivial, antes de iniciar la tarea de predecir el coste de un
paciente durante un an˜o en base a su historial psiquia´trico durante el an˜o anterior, com-











Para realizar dicha comprobacio´n se llevara´ a cabo con un “simple” regresor lineal, y







Siendo l el nu´mero de muestras de test.
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Sin realizar clustering ni ningu´n otro tipo de te´cnica que nos permitiera mejorar los
resultados, u´nicamente con regresio´n lineal y utilizando la primera divisio´n de conjuntos
de entrenamiento-test descrita en el apartado 6.1, el error medio absoluto generado es
igual a 157.0205 e.
La gra´fica de los costes predichos contra los costes reales es la Figura 6.1:
Figura 6.1: Gra´fica de valores reales contra predichos
Si esta gra´fica tiene forma de bisectriz como en este caso (no´tese que la Figura 6.1
ser´ıa as´ı si se normalizaran los ejes), significa que el regresor predice de una manera muy
acertada el coste real. Obviamente en este problema toda la informacio´n del coste generado
en un an˜o esta´ totalmente relacionado con el vector de para´metros de ese an˜o (λ), y por ese
motivo la gra´fica de la Figura 6.1 tiene la forma que desear´ıamos en el problema verdadero
a resolver en este trabajo.
6.3. Referencia para la evaluacio´n de los resultados
Segu´n la Estrategia en Salud Mental del Sistema Nacional de Salud [5]:
“En Espan˜a no se dispone de informacio´n sobre la carga de enfermedad. En cuanto
a la repercusio´n econo´mica, el coste total en el an˜o 198 fue estimado en 3.005 millones
de euros. Amplios estudios, como el recogido en el Libro Blanco Estudio Socioecono´mico,
establecen el coste social de los trastornos de salud mental en Espan˜a(1998) en 3.373,47 e
por trastorno. Los costes directos representar´ıan el 38.8 % (1.311,69 e) y los indirectos el
61 % (2.061,77 e). Dentro de los primeros, la hospitalizacio´n supone el 20.6 % (696,97 e),
correspondiendo a hospitalizacio´n prolongada un 17.7 % (597,66 e) y un 3 % (98,31 e) a
79
hospitalizacio´n breve; las consultas ambulatorias son un 10.4 % (352,22 e) y los dastos de
farmacia el 7.8 % (263,50 e). Dentro de los costes indirectos, la invalidez representar´ıa el
21.8 % (733,82 e), la mortalidad prematura el 21.6 % (730,12 e), la baja productividad
el 9 % (303,33 e) y la incapacidad temporal el 8.7 % (294,50 e). Los trastornos mentales
son la causa del 10.5 % de d´ıas perdidos por incapacidad temporal, y en torno al 6.8 % de
los an˜os de vida laboral perdidos por invalidez permanente”
Con esta informacio´n y el resto disponible en [5], debemos establecer algu´n tipo de
criterio a partir del cual podemos considerar a un paciente como caro y por tanto, propor-
cionarle un tratamiento o cuidados psiquia´tricos que permita por un lado tratar adecuada-
mente al paciente y por el otro, ahorrar dinero a la sanidad pu´blica, ya que una temprana
atencio´n puede prevenir el que un paciente acuda de manera intensiva y frecuente en el
futuro a urgencias, que es el tipo de atencio´n cl´ınica ma´s caro.
Establecer dicho criterio es una tarea compleja y dependera´ de cada patolog´ıa, pero
para una primera aproximacio´n y con la ayuda del doctor en psiquiatr´ıa Enrique Baca
Garc´ıa, hemos establecido el l´ımite a partir del cual un paciente es considerado como caro
en 1311.69 e, que corresponde a la media de los costes directos de un tratamiento, como
se ha indicado anteriormente en el pa´rrafo extra´ıdo del libro de la Estrategia en Salud
Mental del Sistema Nacional de Salud
Habiendo detectado a los pacientes que sobrepasan este l´ımite debido a una atencio´n
ineficiente en la mayor´ıa de los casos y sabiendo que el coste que generara´n sera´ grande,
nos centraremos en el tratamiento a proporcionarles en el instante actual para en el futuro
evitar este gran coste. Este tratamiento a proporcionarles tendra´ en media un coste igual,
como en un caso normal, a la media del coste directo de un tratamiento e igual a 1311.69
e.
6.4. Refinamiento de para´metros de las SVM
Para cada problema de regresio´n/clasificacio´n en que se emplee ma´quina de vectores
soporte se requiere un refinamiento de hiperpara´metros para obtener los mejores resultados
posibles. El no refinamiento de estos hiperpara´metros implica que la SVM empleara´ unos
por defecto que probablemente no sean los o´ptimos y que, por consiguiente, los resultados
obtenidos puedan ser mejorables.
En funcio´n de si se trata de un problema de regresio´n o de clasificacio´n el nu´mero de
hiperpara´metros a refinar cambiara´. Por ejemplo, el para´metro , como ha sido explicado
anteriormente, es exclusivo de regresio´n.
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6.4.1. Clasificacio´n SVM
En funcio´n de si utilizamos una superficie de decisio´n que sea un hiperplano, esto es,
que sea lineal, o que sea curva, esto es, que sea no lineal, provocara´ que se refinen unos
para´metros o no, ya que el segundo caso implica la utilizacio´n de un kernel, el cual tiene
hiperpara´metros a configurar.
Para clasificacio´n se debe reetiquetar a cada λ que, hasta ahora, estaba caracterizado
por una salida que consist´ıa en un coste en euros. Ahora debemos categorizar a e´stos en
dos grupos:
Etiquetados como -1: aquellos λ cuyo coste asociado es menor que el precio standard
(1311.69 e).
Etiquetados como +1: aquellos λ cuyo coste asociado es mayor que el precio standard
(1311.69 e).
Caso lineal
Si intentamos clasificar a las muestras mediante un hiperplano o´ptimo apreciamos como
se trata de un problema de clasificacio´n no linealmente separable. Por tanto, como se ha








Como vemos, el u´nico para´metro a refinar en este caso es C. Este para´metro regula
la relacio´n entre la complejidad de la ma´quina y el intento de establecer una frontera de
separacio´n con el menor error de clasificacio´n posible.
La librer´ıa de Matlab de las SVM permite establecer un coste diferente para cada ti-
po de clase (+1 o´ -1), de modo que podemos dar ma´s importancia a la deteccio´n de las
muestras pertenecientes a una clase que a las de otra. Esto puede ser requerido cuando el
equivocarse en la clasificacio´n de un tipo de muestras genera un coste o un gasto mayor
que si nos equivoca´semos en la clasificacio´n de las muestras de la otra clase.
Para realizar el barrido estableciendo un coste para cada clase, lo cual es de intere´s
para este trabajo, se realiza fijando el coste de una de las dos clases y realizando un barrido
del otro coste, ya que lo realmente importante no son los valores que toman estos costes,
sino la relacio´n que hay entre ellos, es decir, denominando al coste de aquellos λ cuyo coste
asociado es mayor que 1311.69 e como C+ y a los que su coste asociado es menor que
1311.69 e como C−, un par de valores C+ = 10 C− = 1 dara´ unos resultados parecidos
al par de valores C+ = 1 C− = 0,1. Es por ese motivo por el que es suficiente con fijar un
valor y hacer un barrido del otro para´metro.
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Caso no lineal
En esta oportunidad, la diferencia del clasificador del caso anterior respecto a e´ste es
la del uso de una funcio´n kernel, la cua´l debe ser elegida por el usuario y que permite la
transformacio´n de los datos a un espacio de mayor dimensio´n en el que se conseguira´ un
menor error de clasificacio´n en el conjunto de entrenamiento. La explicacio´n extendida
matema´tica y teo´rica del caso no lineal lo encontraremos en el Cap´ıtulo 5.
Utilizando la funcio´n kernel RBF:
K(xi,xj) = e
−
||xi − xj ||2
2σ2 (6.3)
Adema´s de los para´metros C+ y C− a refinar, tenemos un nuevo para´metro que aparece
en la funcio´n kernel que debemos refinar. Este nuevo para´metro es σ y esta´ relacionado con
la anchura de las gaussianas. Indica el “radio de accio´n” de cada vector soporte influyendo
de esta manera en la forma de la superficie de separacio´n. Para una explicacio´n ma´s extensa
consultar [14].
6.4.2. Regresio´n SVM
Al igual que en el caso de clasificacio´n, la utilizacio´n de un regresor lineal o no lineal
implicara´ la no o s´ı utilizacio´n respectivamente de un kernel que implicara´ el barrido de
un nuevo hiperpara´metro. Adema´s en regresio´n hay que configurar otro nuevo para´metro
exclusivo de la funcio´n de coste que utiliza.
Para regresio´n se mantiene para cada λ el coste generado durante el an˜o siguiente. Y
el modelo del regresor sera´:
Cˆi+1 = wtλi + w0 (6.4)
Siendo Cˆi+1 la prediccio´n del coste para la muestra i-e´sima.
Caso lineal
Recordando la funcio´n de coste -insensitiva:
Como se aprecia, este nuevo para´metro a configurar es , que penaliza exclusivamente
aquellos errores de prediccio´n que cumplan |Ci − Cˆi| > . En este problema  tendra´ uni-
dades de euros, y significa que otorgamos al regresor cierta flexibilidad para fallar, como
ma´ximo, con un error absoluto de  euros sin que estos fallos intervengan en la elaboracio´n
final del modelo de regresio´n de la SVM.
Adema´s, siendo la funcio´n objetivo a minimizar:
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(ξi + ξ∗i ) (6.5)
Se debe refinar el para´metro C que, a igual que en clasificacio´n, es la encargada de
buscar una solucio´n que busque un compromiso entre la complejidad de la ma´quina y la
importancia que se le da a los errores, en este caso, de prediccio´n.
A modo de ejemplo en este caso, para observar la importancia de co´mo tener unos
valores “malos” de hiperpara´metros pueden afectar gravemente en la consecucio´n del ob-
jetivo final expondre´ el siguiente caso: para el problema que tratamos de solucionar, en el
que los costes habitualmente oscilan entre los 0 e y los 2500 e, establecer un  de 3000
e y un C pequen˜o, que de poca importancia a los escasos casos en los que se genera un
gasto mayor de 3000 e, supondr´ıa que el algoritmo converger´ıa a una solucio´n en lo que
primordial ser´ıa minimizar la norma de w sujeto a unas condiciones muy poco restricti-
vas, provocando un regresor bastante malo si nuestra intencio´n es predecir con bastante
exactitud el coste generado.
Adema´s, el barrido del hiperpara´metro C esta´ referenciado al de , ya que si  es





i )) siga teniendo peso,el valor de C tambie´n debe ser alto. Es por ese motivo
por el cual el valor de los barridos de los para´metros C y  esta´n relacionados, si aumenta
uno el otro tambie´n y si disminuye uno el otro tambie´n.
Caso no lineal
Si utilizamos una funcio´n kernel RBF, el nu´mero de para´metros a refinar sera´ C, σ y
. Teniendo C y  el significado explicado en el punto anterior y σ, al igual que en el caso
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de clasificacio´n, afecta al “radio de accio´n” de los vectores soporte y por tanto a la forma
de la funcio´n de regresio´n. Una explicacio´n ma´s extensa puede ser encontrada en [14].
6.5. Validacio´n cruzada
Para llevar a cabo este refinamiento, el barrido de los hiperpara´metros se debe evaluar
sobre un conjunto de muestras del problema. Esto ha sido realizado de dos maneras:
1. Realizando validacio´n cruzada sobre el conjunto de entrenamiento y eligiendo aque-
llos conjuntos de hiperpara´metros que nos proporcionan el mayor ahorro posible
tanto en el caso de clasificacio´n como en el de regresio´n para este conjunto de mues-
tras, es decir, aquellos hiperpara´metros que dan los mejores resultados utilizando la
funcio´n de coste que se ve en la seccio´n 6.6.
2. Realizando validacio´n cruzada sobre el conjunto de entrenamiento y eligiendo aque-
llos conjuntos de hiperpara´metros que dan lugar a las mayores tasas de acierto en el
caso de clasificacio´n, o al menor error cuadra´tico medio en el caso de regresio´n.
Para la primera de las validaciones se realizara´ una serie de barridos de hiperpara´me-
tros sobre el funcional de coste explicado en el Cap´ıtulo 5 y evaluando posteriormente
estas SVM generadas sobre la funcio´n de coste 6.1 (seccio´n 6.6).
Para conjunto de muestras de un taman˜o moderado, como en el problema que esta-
mos tratando, el procedimiento que adoptamos es la validacio´n cruzada. En su forma ma´s
elemental, la validacio´n cruzada consiste en dividir el conjunto de datos de entrenamiento
en m subconjuntos. Cada subconjunto de los m se utiliza para evaluar la ma´quina con
sus correspondiente hiperpara´metros entrenada sobre los (m− 1) subconjuntos restantes.
Finalmente el error calculado es el promediado de los errores obtenidos tras evaluar sobre
cada uno de los m subconjuntos las ma´quinas entrenadas en los (m − 1) subconjuntos
restantes.
Una importante dificultad con el uso de la validacio´n cruzada radica en que si se usa
con algoritmos intensivos computacionalmente, la repeticio´n de los m ciclos de aprendizaje
puede requerir demasiado esfuerzo computacional.
En la Figura 6.3 podemos ver gra´ficamente la validacio´n cruzada con m igual a 4 que
ha sido empleada para el refinamiento de los hiperpara´metros de las distintas SVM usadas.
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Figura 6.3: Validacio´n cruzada con m igual a 4
Informacio´n sobre la validacio´n cruzada en [1].
6.6. Evaluacio´n de los resultados (medida de calidad)
Segu´n lo visto en la seccio´n 6.3, establecer un criterio de calidad de resultados en base
al porcentaje de aciertos en el caso de clasificacio´n o en base al error cuadra´tico medio en
regresio´n seguramente no sea la opcio´n ma´s adecuada. Fija´ndonos de nuevo en el objetivo
que perseguimos nos percatamos de que:
En clasificacio´n nos interesa ma´s detectar los pacientes que generan un coste alto que
en general tener un porcentaje de acierto bastante alto, pero no demasiado bueno
detectando los paciente “caros”.
En regresio´n preferimos tener un regresor que aunque no prediga con muy buena
exactitud el coste real que generara´ el paciente al an˜o siguiente, pero que s´ı prediga
un coste que determine con gran acierto si nos encontramos ante un paciente “caro”
o “barato”.





Barato 0 Ci - Coste de referencia
Caro 0 Ci - Coste de referencia
Cuadro 6.1: Funcio´n de coste
El coste de referencia es el descrito anteriormente (seccio´n 6.3) e igual a 1311.69 e.
Los casos son los siguientes:
1. Coste real barato - Coste predicho barato: si nos encontramos ante esta situacio´n
no hay gasto innecesario ni ahorro, ya que estamos ante un caso en el que no inter-
venimos en el tratamiento natural del paciente, y por tanto, como se ha dicho, no
tendremos la posibilidad de ahorrar ni de gastar de ma´s.
2. Coste real barato - Coste predicho caro: si un paciente que va a generar un gasto
pequen˜o le detectamos como lo contrario, como que su gasto va a ser grande, le apli-
caremos un tratamiento standard de coste 1311.69 e, mayor que lo que en realidad
va a ser y, por tanto, produciremos un gasto innecesario igual a Ci - precio standard
(no´tese que si esta resta, como en este caso, da igual a un nu´mero negativo significa
que se produce un gasto innecesario).
3. Coste real caro - Coste predicho barato: si lo detectamos como barato no interven-
dremos en el tratamiento que recibira´ este paciente, y por tanto no habra´ un gasto
innecesario ni ahorro. De todas maneras, si lo detecta´semos como caro s´ı podr´ıamos
ahorrar una cantidad igual a Ci - precio standard (cifra positiva). Es un caso en el
que podr´ıamos ahorrar dinero a la sanidad pu´blica pero no lo hacemos.
4. Coste real caro - Coste predicho caro: detectamos correctamente a un paciente caro,
con lo que el ahorro que experimentamos es igual a Ci - precio standard (cifra
positiva).
6.7. Visualizacio´n de los mapas auto-organizados
Entrenando esta te´cnica con el conjunto de λ y sus C asociados, y usando una ma´sca-
ra que haga que los mapas se organicen en base a los λ y no de sus costes, los mapas
resultantes son los mostrados en la Figura 6.4.
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Figura 6.4: Visualizacio´n de los coeficientes y de su coste asociado
Como vemos, se justifica la hipo´tesis que asumimos al principio del proyecto, el coste
de un an˜o esta´ ı´ntimamente relacionado con el historial cl´ınico del paciente durante los
365 d´ıas anteriores. Esto se puede ver porque, debido a la ma´scara utilizada, el mapa se
autoorganiza en base a los λ, y el mapa del coste se organiza en base al mapa resultante
de sus λ asociados. De esta forma, se aprecia que la organizacio´n de los costes sigue una
estructura muy lo´gica, teniendo cada celda del mapa de costes vecinos con costes bastantes
parecidos entre s´ı.
6.8. Justificacio´n de las te´cnicas usadas
En esta seccio´n se justificara´ experimentalmente el uso de todas y cada una de las
te´cnicas empleadas en el proyecto. Para ello se comparara´n estad´ısticos o datos que sirven
para demostrar la val´ıa de la introduccio´n de una determinada te´cnica.
6.8.1. K-means
El uso de un algoritmo de clustering puede interesar para agrupar vectores de entrada
(λ) que presentan caracter´ısticas comunes. Si los distintos clusters de λ presentan en me-
dia costes asociados suficientemente diferentes entre s´ı, significa que esta primera etapa
nos permite agrupar pacientes que en general se comportan de una manera diferente a
la de los otros clusters y, de esta manera, iniciar un estudio de cada cluster de manera
independiente que debiera ser ma´s preciso que un “tratamiento” global.
Usando el K-means con K=3 obtenemos 3 clusters con las caracter´ısticas mostradas
en el Cuadro 6.2, y la distribucio´n de costes en cada cluster segu´n la Figura 6.5.
87
1o Cluster 2o Cluster 3o Cluster
Nu´mero de muestras 10202 3890 454
Coste medio 274.0734 e 603.46 e 1608.5 e
Desviacio´n standard 1207.3 e 1300.6 e 1630.8 e
Coste ma´ximo 65828 e 57433 e 15333 e
Coste mı´nimo 0 e 0 e 0 e
Porcentaje de pacientes caros 1.8 % 7 % 54 %
Cuadro 6.2: Informacio´n de los clusters
Figura 6.5: Histograma de los costes de los distintos clusters para el conjunto de entrena-
miento
A la vista de los resultados en la Tabla 6.2, tenemos 3 clusters que pueden ser catalo-
gados, debido a sus costes medios, como caro, intermedio y barato. Adema´s y con la ayuda
de la funcio´n de coste a utilizar vista en la seccio´n 6.6, vistos sus costes medios podemos
extraer las siguientes conclusiones:
1. El cluster caro es en donde, en principio y con el correcto funcionamiento de las
etapas posteriores, deber´ıamos conseguir la mayor cantidad de ahorro por paciente.
2. En el cluster intermedio si bien es cierto que la mayor´ıa sera´n detectados como ba-
ratos, habra´ un nu´mero importante de pacientes sobre los que s´ı podr´ıamos ahorrar.
3. Siendo el coste medio del cluster barato pequen˜o en comparacio´n con el precio a
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partir del cual los pacientes son catalogados como caros, queda claro que la cantidad
posible a ahorrar o lo que es lo mismo, el nu´mero de pacientes susceptibles de ser
caros, sera´ muy pequen˜o.
Si no se hubiera realizado clustering la tabla de estad´ısticas ser´ıa la mostrada en el
Cuadro 6.3.
Datos
Nu´mero de muestras 14546
Coste medio 403.81 e
Desviacio´n standard 1274.8 e
Cuadro 6.3: Informacio´n de los datos sin clustering
Para justificar el uso del algoritmo de clustering se realizara´ una prueba para comparar
los resultados. En la seccio´n 6.9, se vera´ como el ahorro medio conseguido con regresio´n
lineal es igual a 104.85 e. Realizando la misma regresio´n sin distinciones de clusters, es
decir, tratando al conjunto de datos como un solo cluster, el ahorro medio obtenido es
igual a 83.04 e.
6.8.2. Ana´lisis de componentes principales
El hecho de aplicar PCA esta´ justificado porque, como se explico´ en el Cap´ıtulo 4, nos
interesa normalizar la varianza de los datos para conocer a priori la distribucio´n de los
datos y as´ı realizar un barrido de valores de forma ma´s controlada de los hiperpara´metros
de las SVM.
Esta te´cnica se aplica cluster por cluster porque cada grupo de muestras tendra´ una
distribucio´n que, en principio, deber´ıa diferir bastante respecto a las otras. Si se tratase
todos los datos de una manera conjunta, obtendr´ıamos unos autovalores y autovectores
que representar´ıan con menos fidelidad la distribucio´n de los datos de cada cluster que si
lo hicie´ramos cluster por cluster.
En la Figura 6.6 se muestra un ejemplo de co´mo es notable la diferencia de los autovec-
tores de cada cluster y, por tanto, es justificable el uso de PCA de manera independiente
en cada cluster.
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Figura 6.6: En rojo y azul los autovectores correspondientes a cada cluster
6.8.3. Regresio´n y clasificacio´n
La regresio´n ha sido utilizada con la intencio´n de predecir el coste generado por el
paciente durante el an˜o siguiente.
El objetivo de la clasificacio´n es indicarnos si un determinado paciente es susceptible
de ser considerado como caro por el gasto que podr´ıa generar el pro´ximo an˜o.
Sea como fuere, el objetivo de ambas te´cnicas es el mismo, detectar paciente sobre
los que se podr´ıa actuar para proporcionales una temprana y adecuada atencio´n primaria
provocando, por otra parte, el ahorro de los gastos en tratamientos no productivos. Los
resultados de ambos procedimientos esta´n en la seccio´n 6.9.
6.9. Diferentes estrategias seguidas
Volviendo al Cap´ıtulo 1, all´ı se muestra un esquema general del procedimiento seguido
(Figura 1.3). Como se aprecia en dicho esquema, la parte de clustering ma´s PCA es comu´n
a todas las diferentes estrategias seguidas, lo u´nico diferente es la eleccio´n del camino de
clasificacio´n o de regresio´n para conseguir el objetivo final y de que´ me´todo en concreto.
Las muestras de test han sido asignadas al cluster cuya distancia a su centroide hace




(xi − centroidei)2 (6.6)
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donde i es el indicador de cada una de las dimensiones de los datos.
Siendo los clusters definitivos sobre los que se ha evaluado las diferentes estrategias
son los descritos en el Cuadro 6.4, sobre los que se ha aplicado a cada uno su PCA corres-
pondiente obtenido en la etapa de entrenamiento.
1o Cluster 2o Cluster 3o Cluster
Nu´mero de muestras 2547 858 139
Coste medio 356.3455 e 967.2534 e 3564.4 e
Desviacio´n standard 1152.9 e 1633 e 6818.1 e
Coste ma´ximo 23877 e 22602 e 74246 e
Coste mı´nimo 0 e 0 e 33.44 e
Porcentaje de pacientes caros 3.8 % 13.64 % 75.54 %
Cuadro 6.4: Informacio´n de los clusters para el conjunto de test
Y siendo los histogramas de los costes de cada cluster los mostrados en la Figura 6.7.
Figura 6.7: Histograma de los costes de los distintos clusters para el conjunto de test
A continuacio´n se procedera´ a mostrar los resultados obtenidos con las diferentes es-
trategias.
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6.9.1. Clasificacio´n SVM lineal
Usando hiperpara´metros segu´n la tasa de acierto
En primer lugar se mostrara´n los resultados conseguidos con los hiperpara´metros ob-
tenidos en fase de entrenamiento/validacio´n que maximizan la tasa de acierto para cada
cluster.
Recordando la funcio´n de coste final mostrada en el Cuadro 6.1 (seccio´n 6.6), se aprecia
como cada prediccio´n puede afectar de 3 posibles maneras en el aspecto econo´mico: provo-
cando o un gasto innecesario o bien un ahorro, o bien no alterando las arcas monetarias.
Habiendo recordado e´sto, la distribucio´n de los porcentajes de cada caso en cada cluster
fija´ndonos solamente en el aspecto monetario utilizando SVM lineal para clasificacio´n es
la siguiente:
Figura 6.8: Resultado de la clasificacio´n de
los pacientes del cluster “barato” desde un
punto de vista econo´mico
Figura 6.9: Resultado de la clasificacio´n de
los pacientes del cluster “intermedio” desde un
punto de vista econo´mico
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Figura 6.10: Resultado de la clasificacio´n de los pacientes del cluster “caro” desde un punto
de vista econo´mico
A continuacio´n se muestran los porcentajes de ocasiones en los que el clasificador ha
predicho que se trata de un caso barato o caro en cada cluster.
Figura 6.11: Porcentaje de las predicciones
del clasificador en el cluster “barato”
Figura 6.12: Porcentaje de las predicciones
del clasificador en el cluster “intermedio”
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Figura 6.13: Porcentaje de las predicciones del clasificador en el cluster “caro”
Provocando una tasa de acierto en cada cluster igual a:
Figura 6.14: Tasa de acierto del clasificador
en el cluster “barato”
Figura 6.15: Tasa de acierto del clasificador
en el cluster “intermedio”
Figura 6.16: Tasa de acierto del clasificador en el cluster “caro”
Lo que se traduce a:
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Ahorro total Ahorro por paciente y an˜o
Primer cluster 0 0
Segundo cluster 0 0
Tercer cluster 313150.28 e 2252.88 e
Total 313150.28 e 88.36 e
Cuadro 6.5: Tabla de informacio´n monetaria conseguida con una SVM lineal de clasifica-
cio´n y usando los hiperpara´metros que dan lugar a las mayores tasas de acierto
A la vista de los resultados la conclusio´n es clara, el ahorro conseguido es exclusiva-
mente debido al algoritmo de clustering.
Usando hiperpara´metros segu´n la funcio´n de coste 6.1 (seccio´n 6.6)
En este apartado se muestran los resultados obtenidos con los hiperpara´metros que
en la etapa de entrenamiento/validacio´n daban los mejores resultados usando validacio´n
cruzada con la funcio´n de coste 6.1 (seccio´n 6.6).
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
Figura 6.17: Resultado de la clasificacio´n de
los pacientes del cluster “barato” desde un
punto de vista econo´mico
Figura 6.18: Resultado de la clasificacio´n de
los pacientes del cluster “intermedio” desde un
punto de vista econo´mico
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Figura 6.19: Resultado de la clasificacio´n de los pacientes del cluster “caro” desde un punto
de vista econo´mico
A continuacio´n se muestran los porcentajes de ocasiones en los que el clasificador ha
predicho que se trata de un caso barato o caro en cada cluster.
Figura 6.20: Porcentaje de las predicciones
del clasificador en el cluster “barato”
Figura 6.21: Porcentaje de las predicciones
del clasificador en el cluster “intermedio”
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Figura 6.22: Porcentaje de las predicciones del clasificador en el cluster “caro”
Provocando una tasa de acierto en cada cluster igual a:
Figura 6.23: Tasa de acierto del clasificador
en el cluster “barato”
Figura 6.24: Tasa de acierto del clasificador
en el cluster “intermedio”
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Figura 6.25: Tasa de acierto del clasificador en el cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 34315.8 e 13.47 e
Segundo cluster 51002.7 e 59.44 e
Tercer cluster 313150.28 e 2252.88 e
Total 398468.78 e 112.43 e
Cuadro 6.6: Tabla de informacio´n monetaria conseguida con una SVM lineal de clasifica-
cio´n y usando los hiperpara´metros o´ptimos para la funcio´n de coste 6.1 (seccio´n 6.6)
La mejora respecto al caso anterior se produce u´nicamente en los clusters barato e
intermedio. Es en e´stos en donde ahora s´ı el algoritmo de clasificacio´n interviene produ-
ciendo una ostensible mejora en el ahorro medio por paciente. En el cluster caro se sigue
ahorrando exclusivamente gracias a la correcta deteccio´n de pacientes caros por parte del
algoritmo de clustering.
6.9.2. Clasificacio´n SVM RBF
Usando hiperpara´metros segu´n la tasa de acierto
En este apartado se muestran los resultados de utilizar una SVM RBF para clasifica-
cio´n con los para´metros que maximizan la tasa de acierto en cada cluster en la etapa de
entrenamiento/validacio´n.
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
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Figura 6.26: Resultado de la clasificacio´n de
los pacientes del cluster “barato” desde un
punto de vista econo´mico
Figura 6.27: Resultado de la clasificacio´n de
los pacientes del cluster “intermedio” desde un
punto de vista econo´mico
Figura 6.28: Resultado de la clasificacio´n de los pacientes del cluster “caro” desde un punto
de vista econo´mico
A continuacio´n se muestran los porcentajes de ocasiones en los que el clasificador ha
predicho que se trata de un caso barato o caro en cada cluster.
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Figura 6.29: Porcentaje de las predicciones
del clasificador en el cluster “barato”
Figura 6.30: Porcentaje de las predicciones
del clasificador en el cluster “intermedio”
Figura 6.31: Porcentaje de las predicciones del clasificador en el cluster “caro”
Provocando una tasa de acierto en cada cluster igual a:
Figura 6.32: Tasa de acierto del clasificador
en el cluster “barato”
Figura 6.33: Tasa de acierto del clasificador
en el cluster “intermedio”
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Figura 6.34: Tasa de acierto del clasificador en el cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 2035.45 e 0.79 e
Segundo cluster 0 e 0 e
Tercer cluster 307536.83 e 2212.49 e
Total 309572.28 e 87.35 e
Cuadro 6.7: Tabla de informacio´n monetaria conseguida con una SVM RBF de clasificacio´n
y usando los hiperpara´metros que dan lugar a las mayores tasas de acierto
En ocasiones como e´sta el clasificador establece una frontera compleja que da lugar a
mayores tasas de acierto en la etapa de entrenamiento que en el caso de clasificacio´n SVM
lineal, pero con peores resultados de acierto en la etapa de test debido a que se trata de
un modelo sobreajustado. Adema´s, en este caso la peor tasa de acierto se ha traducido a
un menor ahorro medio por paciente que el conseguido con el clasificador SVM lineal con
los hiperpara´metros que intentan maximizar la tasa de acierto.
Usando hiperpara´metros segu´n la funcio´n de coste 6.1 (seccio´n 6.6)
En este apartado se muestran los resultados obtenidos con los hiperpara´metros que
en la etapa de entrenamiento/validacio´n daban los mejores resultados usando validacio´n
cruzada con la funcio´n de coste 6.1 (seccio´n 6.6).
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
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Figura 6.35: Resultado de la clasificacio´n de
los pacientes del cluster “barato” desde un
punto de vista econo´mico
Figura 6.36: Resultado de la clasificacio´n de
los pacientes del cluster “intermedio” desde un
punto de vista econo´mico
Figura 6.37: Resultado de la clasificacio´n de los pacientes del cluster “caro” desde un punto
de vista econo´mico
A continuacio´n se muestran los porcentajes de ocasiones en los que el clasificador ha
predicho que se trata de un caso barato o caro en cada cluster.
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Figura 6.38: Porcentaje de las predicciones
del clasificador en el cluster “barato”
Figura 6.39: Porcentaje de las predicciones
del clasificador en el cluster “intermedio”
Figura 6.40: Porcentaje de las predicciones del clasificador en el cluster “caro”
Provocando una tasa de acierto en cada cluster igual a:
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Figura 6.41: Tasa de acierto del clasificador
en el cluster “barato”
Figura 6.42: Tasa de acierto del clasificador
en el cluster “intermedio”
Figura 6.43: Tasa de acierto del clasificador en el cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 39206.33 e 15.39 e
Segundo cluster 74591.17 e 86.93 e
Tercer cluster 313150.28 e 2252.87 e
Total 426947.78 e 120.47 e
Cuadro 6.8: Tabla de informacio´n monetaria conseguida con una SVM RBF de clasificacio´n
y usando los hiperpara´metros o´ptimos para la funcio´n de coste 6.1 (seccio´n 6.6)
El gran aumento en el ahorro medio por paciente se debe a la mejora conseguida en
la deteccio´n de pacientes caros en los clusters barato y especialmente en el intermedio. Al
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igual que con el clasificador SVM lineal, el ahorro conseguido en el cluster caro se debe
exclusivamente a la buena deteccio´n por parte del k-means de los pacientes que generan
costes grandes.
6.9.3. Regresio´n lineal
En este apartado se mostrara´n los resultados tras aplicar un regresor lineal que mini-
miza la funcio´n de coste cuadra´tica.
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
Figura 6.44: Resultado de la regresio´n lineal
sobre los pacientes del cluster “barato” desde
un punto de vista econo´mico
Figura 6.45: Resultado de la regresio´n lineal
sobre los pacientes del cluster “intermedio”
desde un punto de vista econo´mico
Figura 6.46: Resultado de la regresio´n lineal sobre los pacientes del cluster “caro” desde
un punto de vista econo´mico
Siendo las gra´ficas de los valores predichos contra los reales en los diferentes cluster las
siguientes:
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Figura 6.47: Gra´fica de valores predichos
contra reales en el cluster “barato”
Figura 6.48: Gra´fica de valores predichos
contra reales en el cluster “intermedio”
Figura 6.49: Gra´fica de valores predichos contra reales en el cluster “caro”
Y los errores absolutos de prediccio´n de cada una de las muestras de cada cluster:
Figura 6.50: Gra´fica de errores absolutos de
cada muestra del cluster “barato”
Figura 6.51: Gra´fica de errores absolutos de
cada muestra del cluster “intermedio”
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Figura 6.52: Gra´fica de errores absolutos de cada muestra del cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 10467 e 4.1 e
Segundo cluster 48033 e 55.98 e
Tercer cluster 313122 e 2252.67 e
Total 371622 e 104.85 e
Cuadro 6.9: Tabla de informacio´n monetaria conseguida con una regresio´n lineal
Como vemos, una “simple” regresio´n lineal da unos resultados bastante aceptables en
los clusters caro e intermedio.
6.9.4. Regresio´n SVM lineal
Usando hiperpara´metros segu´n el error cuadra´tico medio
Usa´ndose una ma´quina de regresio´n con los hiperpara´metros o´ptimos segu´n el error
cuadra´tico medio en los barridos realizados en la etapa de entrenamiento/validacio´n, los
resultados son los mostrados a continuacio´n.
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
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Figura 6.53: Resultado de la regresio´n SVM
lineal sobre los pacientes del cluster “barato”
desde un punto de vista econo´mico
Figura 6.54: Resultado de la regresio´n SVM
lineal sobre los pacientes del cluster “interme-
dio” desde un punto de vista econo´mico
Figura 6.55: Resultado de la regresio´n SVM lineal sobre los pacientes del cluster “caro”
desde un punto de vista econo´mico
Las gra´ficas de los valores predichos contra los reales en los diferentes cluster son:
Figura 6.56: Gra´fica de valores predichos
contra reales en el cluster “barato”
Figura 6.57: Gra´fica de valores predichos
contra reales en el cluster “intermedio”
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Figura 6.58: Gra´fica de valores predichos contra reales en el cluster “caro”
Y los errores absolutos de prediccio´n de cada una de las muestras de cada cluster:
Figura 6.59: Gra´fica de errores absolutos de
cada muestra del cluster “barato”
Figura 6.60: Gra´fica de errores absolutos de
cada muestra del cluster “intermedio”
Figura 6.61: Gra´fica de errores absolutos de cada muestra del cluster “caro”
Lo que se traduce a:
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Ahorro total Ahorro por paciente y an˜o
Primer cluster 15261.71 e 5.99 e
Segundo cluster 5121.90 e 5.96 e
Tercer cluster 313966 e 2258.74 e
Total 334349.61 e 94.34 e
Cuadro 6.10: Tabla de informacio´n monetaria conseguida con una SVM lineal de regresio´n
y usando los hiperpara´metros que minimizan el error cuadra´tico medio
Resultando unos resultados peores que los obtenidos con la regresio´n lineal que mini-
miza la funcio´n de coste cuadra´tica. Hay que percatarse que hay un conjunto de hiper-
para´metros de la SVM de regresio´n lineal que da lugar al mismo resultado obtenido con la
regresio´n lineal del apartado anterior. En este caso el resultado no es el mismo porque se
han elegido aquellos hiperpara´metros que han dado el menor error cuadra´tico de la bater´ıa
de barridos realizados, y ha resultado que dicho conjunto de hiperpara´metros no equivale
a la solucio´n del regresor lineal.
Usando hiperpara´metros segu´n la funcio´n de coste 6.1 (seccio´n 6.6)
A continuacio´n la ma´quina de regresio´n con los hiperpara´metros o´ptimos segu´n la fun-
cio´n de coste 6.1 (seccio´n 6.6) en la etapa de entrenamiento/validacio´n.
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
Figura 6.62: Resultado de la regresio´n SVM
lineal sobre los pacientes del cluster “barato”
desde un punto de vista econo´mico
Figura 6.63: Resultado de la regresio´n SVM
lineal sobre los pacientes del cluster “interme-
dio” desde un punto de vista econo´mico
110
Figura 6.64: Resultado de la regresio´n SVM lineal sobre los pacientes del cluster “caro”
desde un punto de vista econo´mico
Las gra´ficas de los valores predichos contra los reales en los diferentes cluster son:
Figura 6.65: Gra´fica de valores predichos
contra reales en el cluster “barato”
Figura 6.66: Gra´fica de valores predichos
contra reales en el cluster “intermedio”
Figura 6.67: Gra´fica de valores predichos contra reales en el cluster “caro”
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Y los errores absolutos de prediccio´n de cada una de las muestras de cada cluster:
Figura 6.68: Gra´fica de errores absolutos de
cada muestra del cluster “barato”
Figura 6.69: Gra´fica de errores absolutos de
cada muestra del cluster “intermedio”
Figura 6.70: Gra´fica de errores absolutos de cada muestra del cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 16339.32 e 6.41 e
Segundo cluster 52034.44 e 60.64 e
Tercer cluster 313966 e 2258.74 e
Total 382339.76 e 107.88 e
Cuadro 6.11: Tabla de informacio´n monetaria conseguida con una SVM lineal de regresio´n
y usando los hiperpara´metros o´ptimo para la fundio´n de coste 6.1 (seccio´n 6.6)
Consiguiendo un ahorro medio por paciente y an˜o que ahora s´ı mejora el resultado
obtenido con el regresor lineal.
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6.9.5. Regresio´n SVM RBF
Usando hiperpara´metros segu´n el error cuadra´tico medio
Usa´ndose una ma´quina de regresio´n con los hiperpara´metros o´ptimos segu´n el error
cuadra´tico medio en los barridos realizados en la etapa de entrenamiento/validacio´n, los
resultados son los mostrados a continuacio´n.
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
Figura 6.71: Resultado de la regresio´n SVM
RBF sobre los pacientes del cluster “barato”
desde un punto de vista econo´mico
Figura 6.72: Resultado de la regresio´n SVM
RBF sobre los pacientes del cluster “interme-
dio” desde un punto de vista econo´mico
Figura 6.73: Resultado de la regresio´n SVM RBF sobre los pacientes del cluster “caro”
desde un punto de vista econo´mico
Las gra´ficas de los valores predichos contra los reales en los diferentes cluster son:
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Figura 6.74: Gra´fica de valores predichos
contra reales en el cluster “barato”
Figura 6.75: Gra´fica de valores predichos
contra reales en el cluster “intermedio”
Figura 6.76: Gra´fica de valores predichos contra reales en el cluster “caro”
Y los errores absolutos de prediccio´n de cada una de las muestras de cada cluster:
Figura 6.77: Gra´fica de errores absolutos de
cada muestra del cluster “barato”
Figura 6.78: Gra´fica de errores absolutos de
cada muestra del cluster “intermedio”
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Figura 6.79: Gra´fica de errores absolutos de cada muestra del cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 16040.22 e 6.29 e
Segundo cluster 39979.92 e 46.59 e
Tercer cluster 313122.47 e 2252.67 e
Total 369142.61 e 104.15 e
Cuadro 6.12: Tabla de informacio´n monetaria conseguida con una SVM RBF de regresio´n
y usando los hiperpara´metros que minimizan el error cuadra´tico medio
A la vista de los resultados, podemos decir en este caso que el regresor, que en realidad
busca minimizar el error cuadra´tico medio, da unos resultados bastante o´ptimos en materia
de ahorro econo´mico.
Usando hiperpara´metros segu´n la funcio´n de coste 6.1 (seccio´n 6.6)
A continuacio´n la ma´quina de regresio´n con los hiperpara´metros o´ptimos segu´n la fun-
cio´n de coste 6.1 (seccio´n 6.6) en la etapa de entrenamiento/validacio´n.
La distribucio´n de porcentajes en cada cluster de los distintos casos referidas al aspecto
monetario son los siguientes:
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Figura 6.80: Resultado de la regresio´n SVM
RBF sobre los pacientes del cluster “barato”
desde un punto de vista econo´mico
Figura 6.81: Resultado de la regresio´n SVM
RBF sobre los pacientes del cluster “interme-
dio” desde un punto de vista econo´mico
Figura 6.82: Resultado de la regresio´n SVM RBF sobre los pacientes del cluster “caro”
desde un punto de vista econo´mico
Las gra´ficas de los valores predichos contra los reales en los diferentes cluster son:
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Figura 6.83: Gra´fica de valores predichos
contra reales en el cluster “barato”
Figura 6.84: Gra´fica de valores predichos
contra reales en el cluster “intermedio”
Figura 6.85: Gra´fica de valores predichos contra reales en el cluster “caro”
Y los errores absolutos de prediccio´n de cada una de las muestras de cada cluster:
Figura 6.86: Gra´fica de errores absolutos de
cada muestra del cluster “barato”
Figura 6.87: Gra´fica de errores absolutos de
cada muestra del cluster “intermedio”
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Figura 6.88: Gra´fica de errores absolutos de cada muestra del cluster “caro”
Lo que se traduce a:
Ahorro total Ahorro por paciente y an˜o
Primer cluster 17351.91 e 6.81 e
Segundo cluster 67455.49 e 78.61 e
Tercer cluster 313122.47 e 2252.67 e
Total 397929.87 e 112.28 e
Cuadro 6.13: Tabla de informacio´n monetaria conseguida con una SVM RBF de regresio´n
y usando los hiperpara´metros o´ptimos para la funcio´n de coste 6.1 (seccio´n 6.6)
Siendo e´ste el mejor resultado dentro de los regresores.
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Cap´ıtulo 7
Conclusiones y futuras l´ıneas de
investigacio´n
En este cap´ıtulo se comentara´, a la vista de los resultados obtenidos en el Cap´ıtulo 6,
las conclusiones que podemos extraer de los mismos, as´ı como posibles futuras l´ıneas de
investigacio´n que permitan reducir en la medida de lo posible las simplificaciones que se
han llevado a cabo, generando un modelo ma´s acorde a la realidad.
7.1. Conclusiones
En primer lugar se ha realizado un estudio econo´mico del impacto logrado con nuestro
modelo de aprendizaje estad´ıstico en el sistema sanitario debido a una adecuada atencio´n
primaria en pacientes psiquia´tricos. Cogiendo el mejor resultado obtenido en ahorro medio
por paciente y an˜o, que es igual a 120.47 e conseguido con una SVM RBF de clasifica-
cio´n, y teniendo en cuenta que el coste medio de la base de datos, tras la purga inicial,
proporcionada por Enrique Baca Garc´ıa es igual a 448 e, estamos consiguiendo un 26.8 %
de ahorro, lo que, pese a todas las simplificaciones, es una cifra bastante llamativa. La
purga inicial que se menciona es la explicada en el Cap´ıtulo 2, y fue realizada en el his-
torial de pacientes para eliminar aquellos pacientes que hemos considerado que tienen un
comportamiento psiquia´trico que no sigue ninguna pauta, y por tanto, es inu´til tenerlos
en cuenta en el estudio, pues podr´ıa desvirtuar el modelo.
De todas maneras, y aunque nuestra base de datos solo proporciona los costes debido
a la asistencia de los pacientes a las diferentes entidades sanitarias (ambulatorio, hospital
y urgencias), es decir, no incluye ni gastos de medicamentos ni otros gastos causados por
los pacientes, la cifra de referencia de 1311.69 e usada en esta memoria es una cifra de
“prueba” y que fue considerada como razonable por el grupo de psiquiatr´ıa como l´ımite
entre pacientes caros y baratos, y que adema´s esta´ fundamentada en que representa la me-
dia de los costes directos por paciente (libro de la Estrategia en Salud Mental del Sistema
Nacional de Salud, [5]).
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Otro aspecto a destacar es la aportacio´n en los resultados de las diferentes te´cnicas
usadas. Fija´ndonos en los resultados totales observamos co´mo gran parte del ahorro es
conseguido generalmente por la correcta deteccio´n de pacientes que han generado un gas-
to considerado como caro, es decir, la labor realizada por el algoritmo de clustering, en
este caso el k-means, es ma´s que o´ptima, aislando un gran porcentaje de los pacientes
causantes de un gasto mayor del coste de referencia (1311.69 e). Por otra parte, la in-
fluencia de los algoritmos de clasificacio´n/regresio´n solo se observa en los clusters barato
e intermedio, y es en este u´ltimo donde radica principalmente las diferencias de ahorro
entras las diferencias te´cnicas, ya que el ahorro conseguido en el cluster caro es comu´n a
todas las te´cnicas y debido, como se ha dicho, al algoritmo de clustering, que hace que,
aunque los te´cnicas de regresio´n/clasificacio´n no funcionen bien, el ahorro detectando a
todos como caros sea muy grande.
Estableciendo un ranking de los resultados obtenidos con las diferentes te´cnicas las
mejores ser´ıan las de clasificacio´n y luego las de regresio´n. Y dentro de ellas han resultado
mejores las de tipo RBF por delante de las lineales. Es decir, la clasificacio´n quedar´ıa:
1. Clasificacio´n RBF: 120.47 e.
2. Clasificacio´n lineal: 112.43 e.
3. Regresio´n RBF: 112.28 e.
4. Regresio´n SVM: 107.88 e.
5. Regresio´n lineal: 104.85 e.
El hecho de que de´ mejores resultados una SVM RBF que una lineal se debe a que
estamos ante problema en el que las relaciones entre las variables independientes y la de-
pendiente se ajustan mejor de una manera no lineal.
Por tanto, las principales conclusiones que podemos extraer son: el buen resultado
obtenido pese a las simplificaciones que se han realizado, la buena deteccio´n de pacientes
caros por el algoritmo de clustering responsable en ocasiones de todo, o de una gran
parte, del ahorro conseguido, y que la inclusio´n de regresio´n/clasificacio´n solo tiene una
incidencia positiva en los clusters barato e intermedio. En resumen, este proyecto es un
buen primer paso para construir un esquema que permita implementar un sistema de
deteccio´n temprana de uso potencialmente caro del sistema sanitario por parte de pacientes
psiquia´tricos.
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7.2. Futuras l´ıneas de investigacio´n
Consideramos que las ampliaciones ma´s interesantes de este trabajo puede estar rela-
cionadas con:
La consecucio´n de una estimacio´n ma´s realista de todos los costes generados por
los pacientes, no solo de los debidos a los distintos tipos de consultas psiquia´tricas
(ambulatorio, urgencias y hospital), ya que nuestro modelo intenta dar una aten-
cio´n temprana adecuada a aquellos pacientes potencialmente caros, y obviamente
habra´ que tener en cuenta todos los gastos que e´stos ocasionan. Es por este motivo
por el cual tambie´n se debe incluir toda la informacio´n referente a los costes directos
e indirectos provocados por los pacientes a la sanidad pu´blica. Para conseguir esto
ser´ıa recomendable iniciar una l´ınea de investigacio´n por patolog´ıa, debido a que
cada una tendra´ un coste medio por paciente y otros costes como pueden ser los
farmace´uticos, que pueden diferir de manera notable respecto a otra patolog´ıa.
La generacio´n de un modelo de caracterizacio´n del comportamiento cl´ınico de pacien-
tes que incorporara datos relacionados con los diagno´sticos y otras variables socio-
econo´micas o familiares de los pacientes. As´ı obtendr´ıamos un modelo de aprendizaje
ma´s completo y que nos permitir´ıa observar posibles relaciones entre tipos de enfer-
medades y sus comportamientos cl´ınicos.
La inclusio´n de la funcio´n de coste que mide el ahorro real conseguido en la estruc-
tura del funcional de la SVM, de manera que la seleccio´n de hiperpara´metros que
maximizan el ahorro se haga de una manera ma´s ortodoxa, ya que as´ı obtendr´ıamos
directamente soluciones que lo que han buscado ha sido maximizar el ahorro tal y co-
mo ha sido definido en la memoria, con un determinado conjunto de hiperpara´metros.
El estudio de ma´s algoritmos de clustering, ya que vista la importancia de e´stos en
el resultado, puede resultar que la utilizacio´n de otro algoritmo de clustering basado
en algo que vaya ma´s alla´ de la distancia eucl´ıdea, pueda mejorar el ahorro conse-
guido o, por lo menos, hacer que la posterior tarea de clasificacio´n/regresio´n sea ma´s
fruct´ıfera.
Conseguir que los algoritmos de clasificacio´n/regresio´n tengan alguna repercusio´n
positiva en el ahorro medio conseguido en el cluster caro, y que e´ste no se deba solo
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