Abstract
Introduction
Recently, urbanization has increasingly occurred all over the world, especially in developing countries. Due to the need to predict, plan for, or manage future problems of the urbanizing process, it is important to obtain the latest information concerning land use. A common source material for this sort of updated observation is satellite images. In this context, terrain classification and change detection have become very important applications of satellite imagery.
In pattern classification, the input data is normally too big or repetitive of presented values. Therefore, feature extraction is used to transform this big data into a number of feature values, which can for a basis for terrain segmentation. The new feature vectors are assumed to include related information from the input data, and so the algorithm can be executed using this reduced representation. Because it decreases the size of the input data and strongly affects the classification performance, feature extraction plays an important role in pattern recognition. During the past several decades, many researchers have realized that the root problem in pattern segmentation is that there is great dissimilarity within a class, while certain different classes are very close to each other. Even though certain powerful feature descriptors have been proposed to deal with inter -class relation, these descriptors have obviously not been sufficient to solve all cases. Consequently, to tackle this issue, a combination of multi-features to make a stronger descriptor has been thoughtfully considered. This paper will follow that direction by presenting an improvement of terrain classification using a combination of two features.
Among many features that have been developed so far, texture features such as co-occurrence, Haar-like, or Local Binary Pattern (LBP) have been extensively used in the classification of remotely sensed images; it is acknowledged that these methods can be used to obtain prominent features of samples [1] [2] [3] . Besides this, feature combination has been studied for years in fields such as text categorization, object recognition, and others. A good overview and a comprehensive survey of both feature selection and feature combination have been established in the field of text categorization [4, 5] . Evaluation of feature combination approaches for this area has been done as well [6] . Combinations of several widely used features have been used in experiments [7] , and certain combination methods have shown big improvements. However, since benchmark collection data was utilized, the output has been such that it is unfair to make comparisons of features because many preprocessed steps have been applied.
Another field that has attracted much interest is object recognition. We performed experiments with seven features for object recognition evaluating each possible combination [8] . The integration of certain features may worsen the performance. Therefore, only a small number of combinations can perform better than separate ones. As a result, it is valuable to empirically identify well performing feature combinations to improve output performance in object recognition. A combination of Harr-like and co-occurrence features applied to terrain classification, and showed promising results. [9] This paper presents a terrain classification and segmentation method using two textural features: Haar-like and co-occurrence features. The classifier is implemented by either Adaboost [10] or BPNN (Back Propagation Neural Network). From the given 2048 x 2048 ortho image and DEM, objects with sizes of 15 x 15 are collected and classified into four categories: road, grass, white block, and tree shadow. The images have wide scope sizes of roads, white-blocks, or tree-shadows. Through the experiments detailed in this paper, we study how combinations of features affect accuracy in terrain classification.
Accurately segmented temporal images lead to efficient change detection. In this context, we perform experiments on change detection; these experiments subsequently lead to terrain segmentation. Given two satellite images taken at different times at the same location, it is expected that a change detector will be able to identify changed sections and recognize the types of change. This field of study has recently attracted much interest from many researchers. Various analysis applications such as land use change, shifting cultivation, or deforestation have been developed for this research area.
Change detection methods often have two main approaches to processing data: supervised and unsupervised. While unsupervised techniques [11] cannot provide information about changes to a map, the supervised method can create a change detection map, in which changed regions are identified and change types are determined. One of the most popular supervised methods is the post classi fication comparison approach [12] . Our change detection method belongs to this class. In this paper, two remote sensing images of the same area, acquired at different times, are classified independently by a supervised classification algorithm such as Adaboost or BPNN (Back Propagation Neural Network). Comparison between the two classification maps is used to determine the changes. Section 2 will introduce Haar-like and Co-occurrence features. Next in Section 3, the change detection method is presented. Section 4 shows the experiment results, and in Section 5, a summary and future work will be mentioned.
Implementation of Features

Haar-like Implementation
Haar-like feature is a real-time processing feature in the application of object recognition [2] . Haar-like feature simply considers subtraction value between dark and bright areas. Particularly, it divides sample into multi adjacent rectangular regions, aggregates the pixel intensities in each region, and computes the deviation between the two final summations. The equation of Haar-like feature is shown as follows:
where N and M respectively are the number of dark and bright regions, and P and Q are subareas inside the image sample. A clearer explanation can be illustrated through this example. In Figure 1 , two features A and B are designed to compute Haar-like value based on two sub-regions of darkness and brightness. In case of features C, the value is the subtraction of the two bright rectangles and one dark block. Finally in feature D, the sum of dark rectangles subtracted from the sum of bright rectangles will be calculated. 
Co-Occurrence Implementation
Co-occurrence is a statistical and strong feature extraction method in textural analysis and classification [1] . This feature is used to evaluate the spatial dependency in terms of a co-occurrence matrix, in which each element represents the number of itself occurrences. The co-occurrence matrix P can be defined as:
Co-occurrence has been designed for homogeneous textures and used for terrain classification [13] . In our experiment, we use twelve features derived from four directions of 0, 45, 90, 135 degree. Three textural features -Angular Second Moment (ASM), Contrast (CON) and Entropy (ENT) -are calculated from ortho image for four directions, and twelve another values are calculated from DEM. Consequently, co-occurrence feature contributes twenty-four values in the combined feature vector. ASM gives a well-estimated measure of data uniformity, and is defined as:
CON provides estimation of how close the structural variation inside the image, and is computed as:
ENT supplies an evaluation of the complexity and is computed by an entropy equation, given by:
Combination of Features
From the given 2048x2048 ortho image and DEM, objects with the size of 15x15 are collected and classified into four categories: road, grass, white block and tree shadow. The image has wide scope sizes of road, white-block or tree-shadow; this is a heterogeneous problem.
Due to the slope terrain in satellite image, each data sample does not represent a whole view of its nature, but just a partial one. Haar-like feature shows higher accuracy than co-occurrence feature. However, its combination with co-occurrence feature can increase the performance and achieves a mean accuracy of 94.54% for region classification with Adaboost. Although the combination of these two features performs better in classification, the combination of other features might deteriorate the performance in the same circumstance. We implement another well-known texture feature, LBP, and combine it with Haar-like feature. However, this combination leads to a worse performance than the application of each individual feature.
Change Detection Scheme
Given two satellite images taken at different times in the same location, it is expected that a change detector will be able to identify changed sections and recognize types of change. In this paper, a supervised change detection method is implemented using post classification comparison of two temporal images. The overall process of change detection is shown in Figure 2 .
Our method consists of two main stages concerned with supervised classification and change detection techniques. We begin with the collection of ROI (regions of interest), which can be done manually, trained with two supervised algorithms, Adaboost and Back-propagation neuron network (BPNN). Based on the two trained models, two temporal satellite images are segmented into one of several land cover classes. In the consequent phase, change detection is carried out in terms of the difference image computed from the two segmented images. The change, determined by the difference image, may have many false alarms. In this paper, false alarms can be eliminated by using a simple consistency test.
A difference image produced by subtracting, pixel by pixel, two segmented images still includes many false alarms, which look like "salt and pepper" type of noise. Since we implement two classifiers, we utilize both sets of classified results for the consistency test. As shown in Figure 2 , we simply take two difference images produced by Adaboost and BPNN and confirm the 'changed' status in the output using a consensus of the two input matrices. If one of two input difference images indicates 'unchanged', we maintain the 'unchanged' status in the output change map, even if the other map indicates a 'changed' status.
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Figure 2. Overall Process of Change Detection Method using Consistency Test
Experiment
Data Preparation
From the Ortho image and the DEM (Digital Elevation Model) with sizes of 2048x2048, samples of road, grass, white blocks and tree shadows are manually accumulated with sizes 15x15, as can be seen in Table 1 . Each sample is transformed to a combination of Haar-like and Co-occurrence feature vectors, which will later be processed in object recognition. The ratio of training to testing data is 0.4 for both the BPNN and Adaboost algorithms. Other configurations of the two algorithms, such as the learning rate, maximum number of epochs, maximum number of weak classifiers, etc., are fixed to all training and classification in order to obtain an impartial comparison. Samples are divided into four categories, as mentioned, and the remaining area is assumed to be urban area. Since we do not collect ground truth data for urban areas, data accuracy is not considered in the region and pixel classification evaluation; rather, data accuracy is considered in the change types section. As shown in Figure  3 , a small white square denotes a selected sample in a class. 
Classification
Region classification is an automatic labeling process for a whole image that utilizes a trained model. A sub window with a size of 15 x 15 slides from the top left to the bottom right corner of the satellite image. For each sub window, we build a descriptive vector composing the Haar-like and co-occurrence features. The trained models of BPNN and Adaboost classify this vector and label 3 x 3 center pixels of the current sub window with a predefined label value [road label = 1, grass label = 180, white block label = 254, tree shadow label = 110, urban area label = 80]. This procedure will produce a greyscale segmented image. Fig. 4 shows region classification results with BPNN classifier and Adaboost classifier. Regardless of training with either Adaboost or BPNN, the combination of co-occurrence and Harrlike shows the best performance. When only one feature is used, the Harr-like feature outscores the co-occurrence feature.
To evaluate the accuracy of this process, manually collected ground -truth samples that correctly show the labels of their regions will be utilized. Each ground truth sample is given one value from the label value collection. We thus evaluate the accuracy of the method by comparing the pixel similarity between the ground truth and the segmented images Figure 5 shows pixel classification results with BPNN classifier and Adaboost classifier. For the BPNN classifier, the combination of two features shows a balanced accuracy among the four classes, while the co-occurrence feature is much more prone to unstable performance, from 98.15% for the tree shadow class to 21.19% for the road class. The Haar-like feature presents a consistent output among the four classes, showing a level of accuracy from 62.35% to 84.41%. On the whole, the combination of the co-occurrence and Haar-like feature vectors reaches an accuracy of over 80% in pixel classification. For the Adaboost classifier, the combination of co-occurrence and Harr-like also shows the best performance. The Harr-like feature outperforms the co-occurrence feature, except for the tree shadow class. On the whole, the combination of feature vectors achieves an accuracy of over 73.8% in pixel classification. Table 2 shows classification result using a combination of Haar-like and Cooccurrence features. Using this combination, Adaboost and BPNN achieve mean accuracy of region classification values of 94.5% and 89.8%, respectively in region classification. Also, in pixel classification, this combination achieves very stable performance. Segmented images obtained from the combination of Haar -like and co-occurrence features show much clearer and better visualized segmentation in comparison with images obtained from a single feature. The resulting segmented images are shown in Figure 6 . Segmented images obtained using either the co-occurrence feature or the Haar-like feature with BPNN and Adaboost are shown in Figure 7 . In our interpretation of the accuracy data, the segmented images obtained from a single feature obviously show less accurately segmented regions. From this analysis, it can be stated that a combination of proper features can improve the classification performance. Image using co-occ +Adaboost
Change Detection
Supposing two satellite images taken at different times in the same location, we carry out experiments on change detection. Figures 8 (a) and (b) show two satellite images, Ortho1 and Ortho2, which are temporal images acquired at two different times for the same location. However, in the region indicated by the red rectangle, there is new construction, which is the change we are supposed to detect. In this paper, change is detected by obtaining a difference image computed from two segmented images. Figures 9 (a) and (b) are the change maps resulting from using the Adaboost classifier and the BPNN classifier, respectively. Each pixel of each change map has a binary value. A white pixel indicates a status of 'unchanged', while a black pixel indicates a status of 'changed'.
As shown in Figures 9 (a) and (b) , there exist many false alarms in the change map. This phenomenon is inevitable, especially with the post classification comparison approach. To eliminate false alarms, we carry out a consistency test between the difference images generated by the Adaboost classifier and the BPNN classifier. Figure 9 (c) shows the resulting change map prior to the consistency test. Occurrence of false alarms significantly decreases, since 'changed' status can be maintained only with the consensus of the 'changed' state from both classifiers. 
Conclusion
In this paper, we have studied terrain segmentation using several types of features with two supervised algorithms. This approach starts with extraction of Haar -like and co-occurrence features, and combines these features into one descriptive vector. On the whole, the new combined feature vector shows a much better accuracy compared to that of either individual feature vector, regardless of training with either Adaboost or BPNN. This new feature combination can help to enhance performance of satellite image segmentation, and to recognize textural patterns in object recognition problems. We also confirm that the combination of two or more features does not always improve the accuracy of the classification, as shown in the case of the combination with the LBP feature. In this context, the identification of a suitable combination of features based on certain criteria may also be a future direction of our research. Since change detection results rely greatly on high accuracy of the segmented images, we also perform the change detection from two temporal images. According to the experimental results, the consistency test can eliminate false alarms of 'changed' status.
