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ABSTRACT
More than about twenty central stars of planetary nebulae (CSPN) have been observed spectropo-
larimetrically, yet no clear, unambiguous signal of the presence of a magnetic field in these objects
has been found. We perform a statistical (Bayesian) analysis of all the available spectropolarimetric
observations of CSPN to constrain the magnetic fields on these objects. Assuming that the stellar
field is dipolar and that the dipole axis of the objects are oriented randomly (isotropically), we find
that the dipole magnetic field strength is smaller than 400 G with 95% probability using all available
observations. The analysis introduced allows integration of future observations to further constrain
the parameters of the distribution, and it is general, so that it can be easily applied to other classes
of magnetic objects. We propose several ways to improve the upper limits found here.
Subject headings: magnetic fields — polarization — techniques: polarimetric — methods: data anal-
ysis, statistical
1. INTRODUCTION
The detection of magnetic fields in the CSPN has been
a subject of considerable interest recently. The presence
of magnetic fields on CSPN could shed some light on the
magnetic field of planetary nebulae (PNe) themselves,
and hence on the role of magnetic fields on the shaping of
PNe (Chevalier & Luo 1994; Tweedy et al. 1995; Garc´ıa-
Segura et al. 1999; Blackman et al. 2001a,b; Balick &
Frank 2002; Soker 2004, 2006; Vlemmings et al. 2006;
Sabin et al. 2007). Yet, magnetic fields on CSPN have
proved elusive and so far, no clear, unambiguous spec-
tropolarimetric detection of a magnetic field in a CSPN
has been possible (Leone et al. 2011; Bagnulo et al. 2012;
Jordan et al. 2012).
Spectropolarimetry of CSPN is challenging because
they are intrinsically faint and must be observed at rel-
atively low spectral resolutions, which leads to cancella-
tions attenuating the, already weak, polarimetric signals.
Additionally, CSPN present a relatively low number of
spectral lines, which hampers line addition techniques
that exploit the collective contribution of hundreds (or
even thousands) of spectral lines to increase the signal-to-
noise ratio (Semel & Li 1996; Donati et al. 1997; Mart´ınez
Gonza´lez et al. 2008).
Here we follow a different approach. We aim at con-
straining the magnetic field on CSPN statistically, com-
bining the overall information of all available observa-
tions to constrain the magnetism of CSPN (in a way sim-
ilar, but more general, to the analysis of magnetic fields
in RR Lyrae of Kolenberg & Bagnulo 2009). A common
procedure would be combining the inferred values of the
field strengths (obtained for example, from least-squares
fitting) in a histogram. However, this is unsuitable be-
cause on the one hand, noise introduces large uncertain-
ties and degeneracies in the determination of the field
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that are not properly propagated when carrying out a
histogram; and on the other, the magnetic field is not
a directly measurable quantity, it is inferred from obser-
vations. Consequently, a robust inference of the distri-
bution of magnetic fields in CSPN is better done within
the Bayesian formalism (see Bovy et al. 2011, 2011 for
a similar approach). In fact, we will follow a hierarchi-
cal Bayesian approach similar to that recently follower
by Hogg et al. (2010) to estimate the distribution of ec-
centricities in the orbits of binary stars and exoplanets;
but unlike them, here, we carry out the full hierarchical
Bayesian analysis.
2. MAGNETIC FIELD INFERENCE UNDER A
BAYESIAN HIERARCHICAL ANALYSIS
In magnetized atmospheres, spectral lines show a char-
acteristic circular polarization pattern dominated by the
Zeeman effect. If the Zeeman splitting is sufficiently
small so that it does not dominate the broadening of
the spectral lines, and assuming that the magnetic field
is roughly constant along the line of sight (LOS) and
has a dipolar topology in the stellar surface, this circular
polarization flux pattern FV can be simply modeled as
(see Landi Degl’Innocenti 1992; Mart´ınez Gonza´lez et al.
2012)
FV (λ) = −αB‖ dFI(λ)
dλ
, (1)
where FI is the intensity flux, and B‖ = Bd cos θd, with
Bd being the magnetic field strength in the pole and θd
the inclination of the dipole axis with respect to the LOS.
Additionally, α = 1.17 × 10−13λ20geff in the absence of
limb darkening (see Mart´ınez Gonza´lez et al. 2012, for
the general expression), λ0 is the central wavelength of
the spectral line (in A˚), and geff is the effective Lande´
factor of the transition (Landi Degl’Innocenti 1982). For
a general discussion about the weak-field approximation
in stellar magnetism, we refer to Mart´ınez Gonza´lez et al.
(2012). From the observational point of view, FV /FI is
easier to measure because it is less prone to errors (e.g.,
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2Bagnulo et al. 2009). Consequently, we work instead with
FV (λ)
FI(λ)
= −αB‖ 1
FI(λ)
dFI(λ)
dλ
. (2)
Although all the subsequent formalism is presented in
terms of FV (λ) to simplify the notation, they are still
valid provided one substitutes FV (λ) for FV (λ)/FI(λ)
and dFI(λ)/dλ for (dFI(λ)/dλ)/FI(λ).
A number of different methods have been devised to in-
fer the magnetic field B‖ of an object from a set of obser-
vations D = {FI(λ1), . . . , FI(λM ), FV (λ1), . . . , FI(λM )}
of the flux of the Stokes I and Stokes V spectra at
some given wavelengths λ1, . . . , λM . Maximum likeli-
hood methods consist on choosing the parameter(s) that
maximizes the likelihood function Lθ, which is the prob-
ability of observing the data (here, the intensity and po-
larization profiles), given the physical parameters θ of
the model (here, the average longitudinal magnetic field)
(e.g., Jaynes & Bretthorst 2003; Mart´ınez Gonza´lez et al.
2012). The likelihood ensues simply from equation (1)
and our model for the noise (here, Gaussian; see Ap-
pendix):
LB‖ =
[
S∏
s=1
1
[2pi(σ2V + α
2
sB
2
‖σ
2
I′)]
(Ls/2)
]
× exp
{
−
S∑
s=1
c1(B‖ − bˆ‖)2 − c0
2(σ2V + α
2
sB
2
‖σ
2
I′)
}
, (3)
where s extends over all the S spectral lines in the ob-
served spectrum (each with Ls wavelengths), σ
2
V and σ
2
I′
are the variances of the Gaussian noise of the circular
polarization profile and the derivative of the intensity
respectively, and c0,1 and bˆ‖ are combination of aver-
ages of the observed FV and F
′
I defined in the Appendix.
The denominator of each term in the exponential can
be understood as (twice) the variance of the linear com-
bination FV + αB‖F ′I of the two random variables FV
and F ′I : Var(FV + αB‖F
′
I) = Var(FV ) + α
2B2‖Var(F
′
I) +
2αB‖Cov(FV , F ′I) = σ
2
V + α
2B2‖σ
2
I′ + 2αB‖σV σI′ρ, as-
suming that ρ is the average correlation between FV and
FI′ (Press et al. 1992; Asensio Ramos & Manso Sainz
2011). For typical modulation schemes, σ2I ∼ σ2V . Hence,
σ2I′ ∼ 2σ2VR2/λ2, where R is the spectral resolution and
λ the characteristic wavelength. In the optical (λ ≈ 5000
A˚), for R = 3500, and for relatively weak fields, the sec-
ond and third terms can be neglected so that equation (3)
simplifies to
LB‖ ≈
[
S∏
s=1
1
[2piσ2V ]
(Ls/2)
]
exp
{
−C1(B‖ − Bˆ‖)2 + C0
}
,
(4)
where C0,1 and Bˆ‖ have been redefined as in equa-
tion (A8) (for clarity, the explicit dependence of σ2V on
the spectral line is not shown). Note that Bˆ‖ is the max-
imum likelihood estimate for B‖ (see Mart´ınez Gonza´lez
et al. 2012; Leone et al. 2013).
In a Bayesian analysis, the a posteriori probability for
the presence of a magnetic field B‖ in the object given
TABLE 1
Statistical parameters of CSPN
Object (PNe) S Bˆ‖ [G]a Bˆ‖ [G] (with error)b C1
NGC 2392 4 −1438 −1000± 2000 1.3×10−7
NGC 1360 12 −1423 −1000± 4000 3.2×10−8
NGC 1360 16 420 0± 4000 2.9×10−8
NGC 1360 4 −172 −170± 80 8.2×10−7
NGC 6826 12 2640 3000± 16000 2.1×10−7
NGC 6826 4 −6910 −7000± 13000 3.2×10−9
PHL 932 20 −1238 −1000± 5000 2.3×10−8
LSS 1362 4 −3560 −3600± 1700 1.6×10−7
Abell 36 8 208 200± 1200 3.8×10−7
Abell 36 12 950 900± 1200 4.4×10−7
IC 4637 4 −1668 −1700± 1400 2.8×10−7
LSE 125 12 −50 0± 600 1.4×10−6
LSE 125 4 3381 3400± 1600 2.0×10−7
NGC 4361 7 −2607 −2600± 1600 2.0×10−7
NGC 7293 2 −27985 −28000± 11000 4.1×10−9
Tc 1 6 223 200± 1300 2.9×10−7
Tc 1 1 7373 7000± 7000 1.9×10−8
NGC 6026 30 882 900± 500 1.8×10−6
HD 44179 16 −289 −290± 150 2.3×10−5
aMaximum likelihood estimate of the longitudinal component of
the magnetic field.
bEstimation of the field with error bars and taking into account
the significant figures.
some observations D is simply obtained from the Bayes
theorem (e.g., Jaynes & Bretthorst 2003; Gregory 2005)
p(B‖|D) =
p(D|B‖)p(B‖)
p(D)
, (5)
where p(D|B‖) ≡ LB‖ , p(B‖) measures our a priori
knowledge on the value of the field, and p(D) is the so-
called evidence, which we will not consider explicitly in
the following since it is just a scaling factor so that the
posterior is normalized (p(D) =
∫
p(D|B‖)p(B‖)dB‖).
There is, in principle, no a priori reason for the field
pointing towards us or away from us, and it seems likely
that the most probable value of B‖ be zero. Hence, a
natural choice for p(B‖) would be a normal distribution
N (0, b2) for some fixed variance b2 (which can be po-
tentially very large). Equation (5) may thus be used to
infer the magnetic field of an object from polarimetric ob-
servations (see, for example, Asensio Ramos et al. 2007;
Asensio Ramos 2009, 2011). Instead, here, we are inter-
ested on the statistical distribution of all of them and
how this distribution is constrained by the observations.
We now make the simplification of assuming that
all observations are statistically independent. In other
words, observing an object tells you nothing about the
magnetic field of another one. Repeated observations of
the same star are modeled by using the same B‖i unless
the observations are obtained in too different epochs. In
this case, they are considered to be different objects be-
cause of the potential variability of the source. Strictly
speaking, the assumption of independence is surely not
correct for different observations of the same star at dif-
ferent epochs and one should include the covariance be-
tween them. However, we make this simplification for
the sake of obtaining a simpler analytical final result and
because this covariance is difficult to model and estimate.
If the previous conditions hold, we can factorize the like-
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Fig. 1.— Likelihood (dotted line) and posterior (solid line) for
the parameter b. The grey lines show the results when only the
data of Leone et al. (2013) is taken into account. When the data
of Jordan et al. (2012) is added, the curves are updated to the blue
lines. The posterior is equal to the likelihood multiplied by the
Jeffrey’s prior (see equation [10]).
lihood and the priors so that the posterior reads
p(B‖1, . . . , B‖N |{Di}) ∝
Nobs∏
i=1
p(Di|B‖i)p(B‖i), (6)
where {Di} is the set of all the observed Stokes profiles
averaged over the stellar surface, p(Di|B‖i) ≡ LB‖i , and
p(B‖) is a Gaussian with mean 0 and variance b2. Instead
of using a fixed b, we follow a hierarchical Bayesian ap-
proach and we introduce b into the Bayesian inference
scheme (Gregory 2005), so that
p(B‖1, . . . , B‖N , b|{Di}) ∝
Nobs∏
i=1
p(Di|B‖i)p(B‖i, b). (7)
The b parameters is then termed hyperparameter, since
it is a parameter of the prior. Note that is does not
affect the likelihood. The joint prior for B‖ and b can be
factorized as
p(B‖, b) = p(B‖|b)p(b), (8)
so that the marginal prior for B‖ could be obtained by
marginalizing b (i.e., integrating out)
p(B‖) =
∫
p(B‖|b)p(b)db. (9)
As discussed above, we consider p(B‖|b) = N (0, b2). In-
tegrating equation (6) over all the B‖i variables (using
equation [4]), the marginalized posterior for b is obtained,
resulting in
p(b|{Di}) ∝ p({Di}|b) p(b), (10)
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Fig. 2.— Distribution for the magnetic field strength that emerge
from the observations, under the assumption that all CSPN are
samples of a unique distribution. The probability distribution func-
tion are shown in solid lines, while the cumulative distribution is
shown in dotted lines. Grey curves correspond to data of Leone
et al. (2013) alone, while blue curves are computed adding the data
of Jordan et al. (2012). Only the blue curve is conspicuous because
the grey and blue curves overlap.
where p({Di}|b) ≡ Lb is given by
Lb =
Nobs∏
i=1
∫
dB‖i p(Di|B‖i)p(B‖i|b)
=
[
Nobs∏
i=1
[
S∏
s=1
1
(2piσ2V )
Lsi/2
]
1
(1 + 2C1ib2)1/2
]
× exp
−
Nobs∑
i=1
Bˆ‖
2
i
C1i
1 + 2C1ib2
−
Nobs∑
i=1
C0i
 ,
(11)
while p(b) is the prior to be chosen over the hyperpa-
rameter b. The previous expression can be considered as
a multiobject and multiline approach to magnetic field
detection.
We do not have any a priori information on b, which
is a scale variable. A convenient uninformative prior in
these cases is the Jeffreys prior p(b) ∝ 1/b because it dis-
tributes probability uniformly in the logarithm: it is as
likely to find b between 0.1 and 1 G, as between 10 and
100 G (Jeffreys 1968; Jaynes & Bretthorst 2003). This
prior is improper (its integral is not finite) and here, it
yields an improper posterior too. For that reason, a cut-
off bmin has to be chosen. For any informative data set
(peaked Lb), the value of the cutoff becomes irrelevant
but for, perhaps, ridiculously small values; for less infor-
mative (i.e., flatter) Lb, we must check the sensitivity of
the results to the value of bmin.
Figure 1 shows, in grey, Lb (dotted line) and the pos-
terior p(b|{Di}) using a Jeffreys’ prior (solid line) for the
CSPN data compiled in Leone et al. (2013) and sum-
marized in table 1. A characteristic of the likelihood
displayed in equation (11) is that it only depends on the
maximum likelihood estimation of the longitudinal field,
Bˆ‖ and of the coefficients C1 (the coefficients C0 repre-
sent just a scaling of the likelihood and are of no impor-
tance for our purpose). According to equation (A9), C1
4can be obtained from the uncertainty in the estimation
of Bˆ‖, as computed by Mart´ınez Gonza´lez et al. (2012).
Therefore, we can make use of the recent results of Jor-
dan et al. (2012) and use their estimations to upgrade
our observations. Note that, since their results represent
a longitudinal magnetic field averaged on the stellar sur-
face, they have to be multiplied by 4 to account for the
dipolar dilution (Mart´ınez Gonza´lez et al. 2012). Accord-
ing to Fig. 1, the addition of the observations of Jordan
et al. (2012) barely modifies the posterior distribution
p(b|{Di}). The results point to a very small value of b.
From the posterior of the hyperparameter, we derive
the posterior probability of the longitudinal field for all
the sources as
〈p(B‖)〉 =
∫
db p(B‖|b) p(b|{Di}). (12)
This distribution depends on the cut-off bmin, but only
weakly for bmin ranging between 10
−6-10−1 G. Although
we do not display the figure, choosing bmin = 1 mG, B‖
is below ∼250 G in absolute value with 95% probability.
More interesting is to consider the distribution of Bd,
the magnetic field strength of the dipole, which can be
obtained from the distribution of B‖ assuming that the
dipole inclination angle of the different CSPN is ran-
domly (isotropically) oriented in space, which seems rea-
sonable since there is no clear evidence for a preferential
orientation of PNe themselves (Corradi et al. 1998). This
computation is not possible in the general case in which
B‖ is interpreted as an average longitudinal field over the
stellar surface. Then, a-priori, Bd follows a Maxwellian
distribution:
p(Bd|b) = 4pi
(2pib2)3/2
B2d exp
(
−B
2
d
2b2
)
. (13)
Proceeding as above we derive the distribution of dipolar
magnetic field strength from all the observed sources as
〈p(Bd)〉 =
∫
db p(Bd|b) p(b|{Di}). (14)
It is interesting to compare this equation with Eq. (7)
of Kolenberg & Bagnulo (2009) and point out the differ-
ences. Although the two formalism assume an isotropic
distribution of fields, our approach is more general for
the following reasons: i) we use a fully Bayesian approach
in which we model the observed Stokes profiles to cor-
rectly propagate all uncertainties in the observations to
the magnetic field distribution, while Kolenberg & Bag-
nulo (2009) use the maximum likelihood estimation of
the B‖ and ii) we take into account that each source can
have a different magnetic field strength and that it is
known with imprecision.
Figure 2 shows the corresponding probability density
function (solid) and the cumulative distribution (dotted)
for the data of Leone et al. (2013) alone and what hap-
pens when we add the data of Jordan et al. (2012). From
this, the dipolar magnetic field strength is larger than 3
mG and smaller than 400 G with 95% probability. Note
that this result is independent of bmin, since equation (14)
is not divergent for Bd = 0, unlike equation (12).
3. DISCUSSION AND CONCLUSIONS
An important property of Lb is its ability to concen-
trate for large Nobs. Consider, for example, an ensemble
of objects with similar spectra that are observed with
identical uncertainties σV (hence, they have similar C1);
they only differ in their magnetic field strength (i.e., Bˆ‖i).
Then, the maximum of Lb (or logLb) in equation (11)
will lie at
bML = 0 if 〈Bˆ2〉 < 12C1
bML =
√
2C1〈Bˆ2〉−1
2C1
if 〈Bˆ2〉 ≥ 12C1 ,
(15)
where 〈Bˆ2〉 = ∑iB2‖i/Nobs. In the first case, the ob-
servations are inadequate (too noisy, and therefore, C1
too large), for the estimated Bˆi to be informative. Lb is
relatively flat near b = 0 and when multiplied by the Jef-
freys prior, the posterior clearly diverges towards smaller
values, always reaching its maximum a-posteriori (MAP)
value at the cut-off, bMAP = bmin, which is not very help-
ful. An illustration of this situation is given by one of the
dotted lines in figure 3, which corresponds to an incom-
plete subset of just four observed objects from table 1.
The two other dotted lines correspond to different subsets
with the same number of objects. In those other cases,
Lb has a maximum at some non-zero value bML, which
is noticeable also in the posterior p(b|Di). But they are
notably wider (spanning several hundreds of gauss) than
the likelihood obtained from the full set of observed ob-
jects (gray solid line). In fact, it can be shown that for
large values of Nobj, the width of Lb converges to 0 as
N
−1/2
obj . Therefore, Lb becomes more and more infor-
mative on the value of b as we accumulate observations
(Nobs → ∞), even if the individual observations are too
noisy to get a clear detection (cf. solid gray line in Fig-
ure 3). In a sense, this is a generalization of multiline
addition techniques in which the collective contribution
of many individual spectral lines from an object is used
to increase the signal-to-noise ratio of the polarization
pattern (Semel & Li 1996; Donati et al. 1997; Mart´ınez
Gonza´lez et al. 2008). Here, the collective contribution
of many different objects contribute to constrain the sta-
tistical distribution of fields.
It is also interesting to see how a few better observa-
tions may affect the estimates. For example, consider
that we observed two objects with well-defined Bˆ‖, but
with a much better precision than up to now (say, σV is
a factor 100 better), i.e., in case we had a clear detection
for some (perhaps, different) object. Figure 3 shows how
p(b|{Di}) change from the original (solid grey line) for
three different values of Bˆ‖. Likewise, we also display in
dotted grey line what happens if we only take into ac-
count 4 of the available observations. This demonstrates
that, although there is not a single detection of magnetic
fields, adding more objects produces a collapse of the
posterior.
We have introduced two major simplifications in the
method which are not essential. The first one regards
noise estimation. We have assumed that the variance of
the observed quantities (σV and σI′) was known for the
derivation the likelihood functions (see Appendix), and
that they are independent of wavelength. Their actual
values have been independently estimated from the in-
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Fig. 3.— Illustration of how adding two new objects with clear
magnetic field detections of 200 G, 1000 G, or 1500 G, would lead
to a rapid change of the posterior (blue lines). By contrast, if had
observed just four objects out of the total sample, the posterior
would be far less informative (dotted lines for three random real-
izations of four elements, superposed), than the complete sample
to date (solid grey line).
tensity fluctuations in the continuum windows between
spectral lines. Estimating the unknown variance of a set
of measurements is a fundamental problem in Bayesian
theory which can be done independently (like here) or
consistently within the Bayesian analysis itself by assign-
ing (e.g., non-informative, Jeffreys) priors to σV and σI′ ,
and marginalizing these parameters. We have not pur-
sued this more general approach here to keep our main
argument simple.
Secondly, the approximation in equation (4) has al-
lowed the analytical derivation of equation (11). This
approximation is accurate beyond the strict limits stated
above. When the more general equation (3) is required,
the integrals in equation (11) have to be performed nu-
merically using Markov Chain Monte Carlo methods or
alike, depending on the dimensionality of the problem.
An important characteristic of the analysis presented
is that it naturally allows integration of new data to
improve the magnetic field estimates. We have already
shown how things change when the data of Jordan et al.
(2012) is added to the observations of Leone et al. (2013).
From the analysis of all the available observations so far
we have obtained the upper-limit of 400 G.
Our analysis here suggests several ways in which such
estimates can be improved. As shown above, the mere
addition of new observations helps constraining the mag-
netic field distribution, even when no clear detection in
the individual objects is possible. The constraints on the
global distribution can be even stronger when either the
new observations have a better (lower) noise level, or if
clear detection on individual objects is achieved.
The analysis presented in this paper is not limited to
any particular spectral range, provided that the weak-
field approximation holds. Observations at different
spectral windows can be straightforwardly included in
the analysis after computing their corresponding C1, Bˆ‖,
and σV values (although in some cases it might be ad-
visable to consider the general expression for the likeli-
hood (Eq. (3)). Given that the amplitude of the Zeeman
Stokes V scales with λ0 (see, e.g., Landi Degl’Innocenti
& Landolfi 2004), spectropolarimetry of the Paschen and
Brackett series should be favoured.
The joint analysis of linear and circular polariza-
tion would impose stronger constrains on the magnetic
field distribution under the, very likely, assumption of
isotropic distribution of fields for the observed objects.
The Zeeman effect generates linear polarization pat-
terns which are usually smaller than those of circular
polarization and that are, in the weak-field approxi-
mation, proportional to the square of the transversal
component B2⊥ of the magnetic field to the LOS (e.g.,
Landi Degl’Innocenti 1992; Landolfi et al. 1993; Mart´ınez
Gonza´lez et al. 2012). However, we understand that the
detection of linear polarization is extremely improbable,
given that no reliable detection of circular polarization
has been achieved so far.
Additionally, magnetic alignment of dust grains cre-
ates linear polarization in the continuum from which we
may infer the presence of a magnetic field (e.g., Davis &
Greenstein 1951; Lazarian 2007). The information thus
obtained is not quantitative and cannot be directly in-
cluded in our formalism. Yet, it may provide important
general and symmetry constraints and bounds that could
be implemented within the Bayesian methodology.
Finally, it is clear that the approach presented here can
be applied to other sets of objects (e.g., white dwarfs,
. . . ) once they can be assumed to belong to the same
magnetic class, i.e., they are all characterized by the same
statistical distribution of fields.
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APPENDIX
COMPUTATION OF THE LIKELIHOOD
We assume that the observed circular polarization flux is given by equation (1) but that it is corrupted by a normaly
distributed noise eV ∼ N (0, σ2V ) with zero mean and variance σ2V :
FV = −αB‖F ′I + eV ; (A1)
the flux derivative, in turn, is corrupted by a noise eI′ ∼ N (0, σ2I′):
F ′I = F ′I + eI′ . (A2)
6Assuming that both sources of error are independent, then the joint likelihood of the data is
p(FV , FI′ |B‖,F ′I , σV , σI′) = p(FV |B‖,F ′I , σV )p(FI |F ′I , σI′)
=
1
2piσV σI′
exp
{
− (FV + αB‖F
′
I)
2
2σ2V
}
exp
{
− (F
′
I −F ′I)2
2σ2I′
}
.
(A3)
The true value F ′I is treated as a nuisance parameter that we may integrate out for some uniform vague prior
p(FV , FI′ |B‖, σV , σI′) = 1√
2pi
1√
σ2V + α
2B2‖σ
2
I′
exp
{
− (FV + αB‖F
′
I)
2
2(σ2V + α
2B2‖σ
2
I′)
}
. (A4)
Assuming statistical independence for the L wavelengths, and constant σV and σI′ accross the spectral line,
p({FV (λ`), F ′I(λ`)}|B‖, σV , σI′) =
1
[2pi(σ2V + α
2B2‖σ
2
I′)]
L/2
exp
{
−c1(B‖ − bˆ‖)
2 + c0
2(σ2V + α
2B2‖σ
2
I′)
}
, (A5)
where, introducing the notation 〈F 2V 〉 =
∑
` FV (λ`)
2, 〈FV F ′I〉 = −α
∑
` FV (λ`)F
′
I(λ`), 〈F ′I2〉 = α2
∑
` F
′
I(λ`)
2, then,
c1 = 〈F ′I2〉, c0 = 〈F 2V 〉 − c1bˆ2‖, and bˆ‖ =
〈F ′IFV 〉
〈F ′I2〉
.
Note that c0,1, and bˆ‖ implicitly depend on the spectral line considered and also explicitly through the effective Lande´
factor within α. Extending the argument to all the S spectral lines
LB‖ ≡ p({FV (λ`,s), F ′I(λ`,s)}|B‖, σV , σI′) =
[
S∏
s=1
1
[2pi(σ2V + α
2
sB
2
‖σ
2
I′)]
(Ls/2)
]
exp
{
−
∑
s
c1(B‖ − Bˆ‖)2 + c0
2(σ2V + α
2
sB
2
‖σ
2
I′)
}
, (A6)
where λ`,s represents the wavelength point ` of line s. In equation (A6), σV and σI′ are, in principle, different for the
each spectral line; they are estimated from their adjacent continuum (for clarity, we do not write the subscript s). To
second order on ζ = B‖σI′/σV ,
LB‖ =
[
S∏
s=1
1
[2piσ2V ]
(Ls/2)
]
exp
{
−C1(B‖ − Bˆ‖)2 − C0
}
+ O(ζ2) (A7)
where
C1 = 〈〈F ′I2〉〉, C0 = 〈〈F 2V 〉〉 − C1Bˆ2‖ , and Bˆ‖ =
〈〈F ′IFV 〉〉
〈〈F ′I2〉〉
, (A8)
with 〈〈F 2V 〉〉 =
∑
`s FV (λ`,s)
2/(2σ2V ); 〈〈FV F ′I〉〉 = −
∑
s[αs/(2σ
2
V )]
∑
` FV (λ`,s)F
′
I(λ`,s); and 〈〈F ′I2〉〉 =∑
s[α
2
s/(2σ
2
V )]
∑
` F
′
I(λ`,s)
2. Interestingly, the C1 coefficient can be related to the error bar of Bˆ‖ as shown by Mart´ınez
Gonza´lez et al. (2012)
C1 =
1
2σ2B‖
. (A9)
Therefore, all the ingredients to carry out our calculations are readly available from any work that tabulates the
maximum-likelihood estimation of the longitudinal field and its associated error bar.
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