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Abstract—Hierarchical uncertainty quantification can reduce
the computational cost of stochastic circuit simulation by em-
ploying spectral methods at different levels. This paper presents
an efficient framework to simulate hierarchically some chal-
lenging stochastic circuits/systems that include high-dimensional
subsystems. Due to the high parameter dimensionality, it is
challenging to both extract surrogate models at the low level
of the design hierarchy and to handle them in the high-level
simulation. In this paper, we develop an efficient ANOVA-
based stochastic circuit/MEMS simulator to extract efficiently
the surrogate models at the low level. In order to avoid the curse
of dimensionality, we employ tensor-train decomposition at the
high level to construct the basis functions and Gauss quadrature
points. As a demonstration, we verify our algorithm on a
stochastic oscillator with four MEMS capacitors and 184 random
parameters. This challenging example is simulated efficiently by
our simulator at the cost of only 10 minutes in MATLAB on a
regular personal computer.
Index Terms—Uncertainty quantification, hierarchical uncer-
tainty quantification, generalized polynomial chaos, stochastic
modeling and simulation, circuit simulation, MEMS simulation,
high dimensionality, analysis of variance (ANOVA), tensor train.
I. INTRODUCTION
PROCESS variations have become a major concern insubmicron and nano-scale chip design [2]–[6]. In or-
der to improve chip performances, it is highly desirable to
develop efficient stochastic simulators to quantify the un-
certainties of integrated circuits and microelectromechanical
systems (MEMS). Recently, stochastic spectral methods [7]–
[12] have emerged as a promising alternative to Monte Carlo
techniques [13]. The key idea is to represent the stochastic
solution as a linear combination of some basis functions
(e.g., generalized polynomial chaos [8]), and then compute the
solution by stochastic Galerkin [7], stochastic collocation [9]–
[12] or stochastic testing [14]–[16] methods. Due to the
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fast convergence rate, such techniques have been successfully
applied in the stochastic analysis of integrated circuits [14]–
[20], VLSI interconnects [21]–[25], electromagnetic [26] and
MEMS devices [1], [27], achieving significant speedup over
Monte Carlo when the parameter dimensionality is small or
medium.
Since many electronic systems are designed in a hierarchical
way, it is possible to exploit such structure and simulate a com-
plex circuit by hierarchical uncertainty quantification [28]1.
Specifically, one can first utilize stochastic spectral methods
to extract surrogate models for each block. Then, circuit
equations describing the interconnection of blocks may be
solved with stochastic spectral methods by treating each block
as a single random parameter. Typical application examples
include (but are not limited to) analog/mixed-signal systems
(e.g., phase-lock loops) and MEMS/IC co-design. In our pre-
liminary conference paper [1], this method was employed to
simulate a low-dimensional stochastic oscillator with 9 random
parameters, achieving 250× speedup over the hierarchical
Monte-Carlo method proposed in [32].
Paper Contributions. This paper extends the recently
developed hierarchical uncertainty quantification method [28]
to the challenging cases that include subsystems with high
dimensionality (i.e., with a large number of parameters). Due
to such high dimensionality, it is too expensive to extract a
surrogate model for each subsystem by any standard stochastic
spectral method. It is also non-trivial to perform high-level
simulation with a stochastic spectral method, due to the high-
dimensional integration involved when computing the basis
functions and Gauss quadrature rules for each subsystem. In
order to reduce the computational cost, this work develops
some fast numerical algorithms to accelerate the simulations
at both levels:
• At the low level, we develop a sparse stochastic testing
simulator based on adaptive anchored ANOVA [33]–[37]
to efficiently simulate each subsystem. This approach
exploits the sparsity on-the-fly, and it turns out to be
suitable for many circuit and MEMS problems. This
algorithm was reported in our preliminary conference
paper [1] and was used for the global sensitivity analysis
of analog integrated circuits.
1Design hierarchy can be found in many engineering fields. In the recent
work [29] a hierarchical stochastic analysis and optimization framework based
on multi-fidelity models [30], [31] was proposed for aircraft design.
• In the high-level stochastic simulation, we accelerate the
three-term recurrence relation [38] by tensor-train decom-
position [39]–[41]. Our algorithm has a linear complexity
with respect to the parameter dimensionality, generating
a set of basis functions and Gauss quadrature points
with high accuracy (close to the machine precision). This
algorithm was not reported in [1].
II. BACKGROUND REVIEW
This section first reviews the recently developed stochastic
testing circuit/MEMS simulator [14]–[16] and hierarchical
uncertainty quantification [28]. Then we introduce some back-
ground about tensor and tensor decomposition.
A. Stochastic Testing Circuit/MEMS Simulator
Given a circuit netlist (or a MEMS 3D schematic file),
device models and process variation descriptions, one can set
up a stochastic differential algebraic equation:
d~q
(
~x(t, ~ξ), ~ξ
)
dt
+ ~f
(
~x(t, ~ξ), ~ξ, u(t)
)
= 0
(1)
where ~u(t) is the input signal, ~ξ=[ξ1, · · · , ξd] ∈ Ω ⊆ Rd are
d mutually independent random variables describing process
variations. The joint probability density function of ~ξ is
ρ(~ξ) =
d∏
k=1
ρk (ξk), (2)
where ρk (ξk) is the marginal probability density function of
ξk ∈ Ωk. In circuit analysis, ~x∈Rn denotes nodal voltages
and branch currents; ~q∈Rn and ~f∈Rn represent charge/flux
and current/voltage, respectively. In MEMS analysis, Eq. (1) is
the equivalent form of a commonly used 2nd-order differential
equation [1], [42]; ~x includes displacements, rotations and
their first-order derivatives with respect to time t.
When ~x(~ξ, t) has a bounded variance and smoothly depends
on ~ξ, we can approximate it by a truncated generalized
polynomial chaos expansion [8]
~x(t, ~ξ) ≈ x˜(t, ~ξ) =
∑
~α∈P
xˆ~α(t)H~α(~ξ) (3)
where xˆ~α(t) ∈ Rn denotes a coefficient indexed by vector
~α = [α1, · · · , αd] ∈ Nd, and the basis function H~α(~ξ) is a
multivariate polynomial with the highest order of ξi being αi.
In practical implementations, it is popular to set the highest
total degree of the polynomials as p, then P = {~α| αk ∈
N, 0 ≤ α1 + · · · + αd ≤ p} and the total number of basis
functions is
K =
(
p+ d
p
)
=
(p+ d)!
p!d!
. (4)
For any integer j in [1,K], there is a one-to-one correspon-
dence between j and ~α. As a result, we can denote a basis
function as Hj(~ξ) and rewrite (3) as
~x(t, ~ξ) ≈ x˜(t, ~ξ) =
K∑
j=1
xˆj(t)Hj(~ξ). (5)
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Fig. 1. Demonstration of hierarchical uncertainty quantification.
In order to compute ~x(t, ~ξ), stochastic testing [14]–[16]
substitutes x˜(t, ~ξ) into (1) and forces the residual to zero at
K testing samples of ~ξ. This gives a deterministic differential
algebraic equation of size nK
dq(xˆ(t))
dt
+ f (xˆ(t), u(t)) = 0, (6)
where the state vector xˆ(t) contains all coefficients in (3).
Stochastic testing then solves Eq. (6) with a linear complexity
of K and with adaptive time stepping, and it has shown higher
efficiency than standard stochastic Galerkin and stochastic
collocation methods in circuit simulation [14], [15].
1) Constructing Basis Functions: The basis function H~α(~ξ)
is constructed as follows (see Section II of [16] for details):
• First, for ξi one constructs a set of degree-αi orthonormal
univariate polynomials
{
ϕiαi(ξi)
}p
αi=0
according to its
marginal probability density ρi(ξi).
• Next, based on the obtained univariate polynomials of
each random parameter one constructs the multivariate
basis function: H~α(~ξ)=
∏d
i=1 ϕ
i
αi
(ξi).
The obtained basis functions are orthonormal polynomials
in the multi-dimensional parameter space Ω with the density
measure ρ(~ξ). As a result, some statistical information can be
easily obtained. For example, the mean value and variance of
~x(t, ~ξ) are xˆ0(t) and
∑
~α6=0
(xˆ~α(t))
2
, respectively.
2) Testing Point Selection: The selection of testing points
influence the numerical accuracy of the simulator. In stochastic
testing, the testing points {~ξj}Kj=1 are selected by the following
two steps (see Section III-C of [14] for details):
• First, compute a set of multi-dimensional quadrature
points. Such quadrature points should give accurate re-
sults for evaluating the numerical integration of any mul-
tivariate polynomial of ~ξ over Ω [with density measure
ρ(~ξ)] when the polynomial degree is ≤ 2p.
• Next, among the obtained quadrature points, we select
the K samples with the largest quadrature weights under
the constraint that V ∈ RK×K is well-conditioned. The
(j, k) element of V is Hk(~ξj).
B. Hierarchical Uncertainty Quantification
Consider Fig. 1, where an electronic system has q sub-
systems. The output yi of a subsystem is influenced by
some process variations ~ξi ∈ Rdi , and the output ~h of the
whole system depends on all random parameters ~ξi’s. For
simplicity, in this paper we assume that yi only depends
on ~ξi and does not change with time or frequency. Directly
simulating the whole system can be expensive due to the large
problem size and high parameter dimensionality. If yi’s are
mutually independent and smoothly dependent on ~ξi’s, we can
accelerate the simulation in a hierarchical way [28]:
• First, perform low-level uncertainty quantification. We
use stochastic testing to simulate each block, obtaining
a generalized polynomial expansion for each yi. In this
step we can also employ other stochastic spectral methods
such as stochastic Galerkin or stochastic collocation.
• Next, perform high-Level uncertainty quantification. By
treating yi’s as the inputs of the high-level equation,
we use stochastic testing again to efficiently compute
~h. Since yi has been assumed independent of time and
frequency, we can treat it as a random parameter.
In order to apply stochastic spectral methods at the high
level, we need to compute a set of specialized orthonormal
polynomials and Gauss quadrature points/weights for each
input random parameter. For the sake of numerical stability, we
define a zero-mean unit-variance random variable ζi for each
subsystem, by shifting and scaling yi. The intermediate vari-
ables ~ζ = [ζ1, · · · , ζq] are used as the random parameters in
the high-level equation. Dropping the subscript for simplicity,
we denote a general intermediate-level random parameter by ζ
and its probability density function by ρ(ζ) (which is actually
unknown), then we can construct p+1 orthogonal polynomials
{πj(ζ)}pj=0 via a three-term recurrence relation [38]
πj+1(ζ) = (ζ − γj) πj(ζ)− κjπj−1(ζ),
π−1(ζ) = 0, π0(ζ) = 1, j = 0, · · · , p− 1 (7)
with
γj =
∫
R
ζπ2j (ζ)ρ(ζ)dζ∫
R
π2j (ζ)ρ(ζ)dζ
, κj+1 =
∫
R
π2j+1(ζ)ρ(ζ)dζ∫
R
π2j (ζ)ρ(ζ)dζ
(8)
and κ0 = 1, where πj(ζ) is a degree-j polynomial with a
leading coefficient 1. The first p+1 univariate basis functions
can be obtained by normalization:
φj(ζ) =
πj(ζ)√
κ0κ1 · · ·κj , for j = 0, 1, · · · , p. (9)
The parameters κj’s and γj’s can be further used to form a
symmetric tridiagonal matrix J ∈ R(p+1)×(p+1):
J (j, k) =


γj−1, if j = k√
κj, if k = j + 1√
κk, if k = j − 1
0, otherwise
for 1 ≤ j, k ≤ p+1. (10)
Let J = UΣUT be an eigenvalue decomposition, where U is
a unitary matrix. The j-th quadrature point and weight of ζ
are Σ(j, j) and (U(1, j))2, respectively [43].
Challenges in High Dimension. When di is large, it is
difficult to implement hierarchical uncertainty quantification.
First, it is non-trivial to obtain a generalized polynomial chaos
expansion for yi, since a huge number of basis functions and
Fig. 2. Demonstration of a vector (left), a matrix (center) and a 3-mode
tensor (right).
samples are required to obtain yi. Second, when high accuracy
is required, it is expensive to implement (7) due to the non-
trivial integrals when computing κj and γj . Since the density
function of ζi is unknown, the integrals must be evaluated in
the domain of ~ξi, with a cost growing exponentially with di
when a deterministic quadrature rule is used.
C. Tensor and Tensor Decomposition
Definition 1 (Tensor). A tensor A ∈ RN1×N2×···×Nd is a
multi-mode (or multi-way) data array. The mode (or way) is
d, the number of dimensions. The size of the k-th dimension
is Nk. An element of the tensor is A(i1, · · · , id), where the
positive integer ik is the index for the k-th dimension and 1 ≤
ik ≤ Nk. The total number of elements of A is N1×· · ·×Nd.
As a demonstration, we have shown a vector (1-mode
tensor) in R3×1, a matrix (2-mode tensor) in R3×3 and a
3-mode tensor in R3×3×4 in Fig. 2, where each small cube
represents a scalar.
Definition 2 (Inner Product of Two Tensors). For A,B ∈
R
N1×N2×···×Nd
, their inner product is defined as the sum of
their element-wise product
〈A,B〉 =
∑
i1,··· ,id
A (i1, · · · id)B (i1, · · · id). (11)
Definition 3 (Frobenius Norm of A Tensor). For A ∈
R
N1×N2×···×Nd
, its Frobenius norm is defined as
‖A‖F =
√
〈A,A〉. (12)
Definition 4 (Rank-One Tensors). A d-mode tensor A ∈
R
N1×···×Nd is rank one if it can be written as the outer product
of d vectors
A = v(1) ◦ v(2) · · · ◦ v(d), with v(k) ∈ RNk (13)
where ◦ denotes the outer product operation. This means that
A(i1, · · · , id) =
d∏
k=1
v
(k)(ik) for all 1 ≤ ik ≤ Nk. (14)
Here v(k)(ik) denotes the ik-th element of vector v(k).
Definition 5 (Tensor Rank). The rank of A ∈ RN1×···×Nd
is the smallest positive integer r¯, such that
A =
r¯∑
j=1
v
(1)
j ◦ v(2)j · · · ◦ v(d)j , with v(k)j ∈ RNk . (15)
It is attractive to perform tensor decomposition: given a
small integer r < r¯, approximate A ∈ RN1×···×Nd by a
rank-r tensor. Popular tensor decomposition algorithms in-
clude canonical decomposition [44]–[46] and Tuker decom-
position [47], [48]. Canonical tensor decomposition aims to
approximate A by the sum of r rank-1 tensors [in the form
of (15)] while minimizing the approximation error, which is
normally implemented with alternating least square [45]. This
decomposition scales well with the dimensionality d, but it
is ill-posed for d ≥ 3 [49]. Tucker decomposition aims to
represent a tensor by a small core tensor and some matrix
factors [47], [48]. This decomposition is based on singular
value decomposition. It is robust, but the number of elements
in the core tensor still grows exponentially with d.
Alternatively, tensor-train decomposition [39]–[41] approx-
imates A ∈ RN1×···×Nd by a low-rank tensor Aˆ with
Aˆ (i1, · · · id) = G1 (:, i1, :)G2 (:, i1, :) · · ·Gd (:, id, :) . (16)
Here Gk ∈ Rrk−1×Nk×rk , and r0 = rd = 1. By fixing the
second index ik, Gk(:, ik, :)∈Rrk−1×rk becomes a matrix (or
vector when k equals 1 or d). To some extent, tensor-train
decomposition have the advantages of both canonical tensor
decomposition and Tuker decomposition: it is robust since
each core tensor is obtained by a well-posed low-rank matrix
decomposition [39]–[41]; it scales linearly with d since storing
all core tensors requires only O(Nr2d) memory if we assume
Nk = N and rk = r for k = 1, · · · , d − 1. Given an error
bound ǫ, the tensor train decomposition in (16) ensures
∥∥∥A− Aˆ∥∥∥
F
≤ ε ‖A‖F (17)
while keeping rk’s as small as possible [39].
Definition 6 (TT-Rank). In tensor-train decomposition (16)
Gk ∈ Rrk−1×Nk×rk for k = 1, · · · d. The vector ~r =
[r0, r1, · · · , rd] is called TT-rank.
Recently, tensor decomposition has shown promising appli-
cations in high-dimensional data and image compression [50]–
[53], and in machine learning [54], [55]. In the uncertainty
quantification community, some efficient high-dimensional
stochastic PDE solvers have been developed based on canon-
ical tensor decomposition [56]–[58] (which is called “Proper
Generalized Decomposition” in some papers) and tensor-
train decomposition [59]–[62]. In [63], a spectral tensor-
train decomposition is proposed for high-dimensional function
approximation.
III. ANOVA-BASED SURROGATE MODEL EXTRACTION
In order to accelerate the low-level simulation, this section
develops a sparse stochastic circuit/MEMS simulator based on
anchored ANOVA (analysis of variance). Without of loss of
generality, let y = g(~ξ) denote the output of a subsystem. We
assume that y is a smooth function of the random parameters
~ξ ∈ Ω ⊆ Rd that describe the process variations.
A. ANOVA and Anchored ANOVA Decomposition
1) ANOVA: With ANOVA decomposition [34], [64], y can
be written as
y = g(~ξ) =
∑
s⊆I
gs(~ξs), (18)
where s is a subset of the full index set I = {1, 2, · · · , d}.
Let s¯ be the complementary set of s such that s ∪ s¯ = I
and s ∩ s¯ = ∅, and let |s | be the number of elements in s .
When s =
{
i1, · · · , i|s|
} 6= ∅, we set Ωs = Ωi1 ⊗ · · · ⊗ Ωi|s| ,
~ξs = [ξi1 , · · · , ξi|s| ] ∈ Ωs and have the Lebesgue measure
dµ(~ξs¯) =
∏
k∈s¯
(ρk (ξk) dξk). (19)
Then, gs(~ξs ) in ANOVA decomposition (18) is defined recur-
sively by the following formula
gs(~ξs) =


E
(
g(~ξ)
)
=
∫
Ω
g(~ξ)dµ(~ξ) = g0, if s = ∅
gˆs(~ξs )−
∑
t⊂s
gt (~ξt ) , if s 6= ∅.
(20)
Here E is the expectation operator, gˆs(~ξs ) =
∫
Ωs¯
g(~ξ)dµ(~ξs¯ ),
and the integration is computed for all elements except those
in ~ξs . From (20), we have the following intuitive results:
• g0 is a constant term;
• if s={j}, then gˆs(~ξs ) = gˆ{j}(ξj), gs(~ξs) = g{j}(ξj) =
gˆ{j}(ξj)− g0;
• if s={j, k} and j < k, then gˆs(~ξs ) = gˆ{j,k}(ξj , ξk) and
gs(~ξs ) = gˆ{j,k}(ξj , ξk)− g{j}(ξj)− g{k}(ξk)− g0;
• both gˆs(~ξs ) and gs(~ξs) are |s |-variable functions, and the
decomposition (18) has 2d terms in total.
Example 1. Consider y = g(~ξ) = g(ξ1, ξ2). Since I = {1, 2},
its subset includes ∅, {1}, {2} and {1, 2}. As a result, there
exist four terms in the ANOVA decomposition (18):
• for s = ∅, g∅(~ξ∅) = E
(
g(~ξ)
)
= g0 is a constant;
• for s = {1}, g{1}(ξ1)=gˆ{1}(ξ1) − g0, and gˆ{1}(ξ1) =∫
Ω2
g(~ξ)ρ2(ξ2)dξ2 is a univariate function of ξ1;
• for s = {2}, g{2}(ξ2)=gˆ{2}(ξ2) − g0, and gˆ{2}(ξ2) =∫
Ω1
g(~ξ)ρ1(ξ1)dξ1 is a univariate function of ξ2;
• for s={1, 2}, g{1,2}(ξ1, ξ2)=gˆ{1,2}(ξ1, ξ2) − g{1}(ξ1) −
g{2}(ξ2)− g0. Since s¯=∅, we have gˆ{1,2}(ξ1, ξ2) = g(~ξ),
which is a bi-variate function.
Since all terms in the ANOVA decomposition are mutually
orthogonal [34], [64], we have
Var
(
g(~ξ)
)
=
∑
s⊆I
Var
(
gs(~ξs )
)
(21)
where Var(•) denotes the variance over the whole parameter
space Ω. What makes ANOVA practically useful is that for
many engineering problems, g(~ξ) is mainly influenced by the
terms that depend only on a small number of variables, and
thus it can be well approximated by a truncated ANOVA
decomposition
g(~ξ) ≈
∑
|s|≤deff
gs(~ξs), s ⊆ I (22)
where deff ≪ d is called the effective dimension.
Example 2. Consider y = g(~ξ) with d = 20. In the full
ANOVA decomposition (18), we need to compute over 106
terms, which is prohibitively expensive. However, if we set
deff = 2, we have the following approximation
g(~ξ) ≈ g0 +
20∑
j=1
gj(ξj) +
∑
1≤j<k≤20
gj,k(ξj , ξk) (23)
which contains only 221 terms.
Unfortunately, it is still expensive to obtain the truncated
ANOVA decomposition (22) due to two reasons. First, the
high-dimensional integrals in (20) are expensive to compute.
Second, the truncated ANOVA decomposition (22) still con-
tains lots of terms when d is large. In the following, we
introduce anchored ANOVA that solves the first problem. The
second issue will be addressed in Section III-B.
2) Anchored ANOVA: In order to avoid the expensive
multidimensional integral computation, [34] has proposed an
efficient algorithm which is called anchored ANOVA in [33],
[35], [36]. Assuming that ξk’s have standard uniform distri-
butions, anchored ANOVA first chooses a deterministic point
called anchored point ~q = [q1, · · · , qd] ∈ [0, 1]d, and then
replaces the Lebesgue measure with the Dirac measure
dµ(~ξs¯) =
∏
k∈s¯
(δ (ξk − qk) dξk). (24)
As a result, g0 = g(~q), and
gˆs(~ξs ) = g
(
ξ˜
)
, with ξ˜k =
{
qk, if k ∈ s¯
ξk, otherwise.
(25)
Here ξ˜k denotes the k-th element of ξ˜ ∈ Rd, qk is a fixed
deterministic value, and ξk is a random variable. Anchored
ANOVA was further extended to Gaussian random parameters
in [35]. In [33], [36], [37], this algorithm was combined with
stochastic collocation to efficiently solve high-dimensional
stochastic partial differential equations.
Example 3. Consider y=g(ξ1, ξ2). With an anchored point
~q = [q1, q2], we have g0 = g(q1, q2), gˆ{1}(ξ1) = g(ξ1, q2),
gˆ{2}(ξ2) = g(q1, ξ2) and gˆ{1,2}(ξ1, ξ2) = g(ξ1, ξ2). Com-
puting these quantities does not involve any high-dimensional
integrations.
B. Adaptive Anchored ANOVA for Circuit/MEMS Problems
1) Extension to General Cases: In many circuit and MEMS
problems, the process variations can be non-uniform and non-
Gaussian. We show that anchored ANOVA can be applied to
such general cases.
Observation: The anchored ANOVA in [34] can be applied
if ρk(ξk) > 0 for any ξk ∈ Ωk.
Proof: Let uk denote the cumulative density function for
ξk, then uk can be treated as a random variable uniformly
distributed on [0, 1]. Since ρk(ξk) > 0 for any ξk ∈ Ωk,
there exists ξk = λk(uk) which maps uk to ξk. Therefore,
g(ξ1, · · · , ξd) = g (λ1(u1), · · · , λd(ud)) = ψ(~u) with ~u =
[u1, · · · , ud]. Following (25), we have
ψˆs(~us) = ψ (u˜) , with u˜k =
{
pk, if k ∈ s¯
uk, otherwise,
(26)
where ~p = [p1, · · · , pd] is the anchor point for ~u. The above
result can be rewritten as
gˆs(~ξs ) = g
(
ξ˜
)
, with ξ˜k =
{
λk(qk), if k ∈ s¯
λk(ξk), otherwise,
(27)
from which we can obtain gs(~ξs ) defined in (20). Conse-
quently, the decomposition for g(~ξ) can be obtained by using
~q = [λ1(p1), · · · , λd(pd)] as an anchor point of ~ξ.
Anchor point selection. It is is important to select a proper
anchor point [36]. In circuit and MEMS applications, we find
that ~q = E(~ξ) is a good choice.
2) Adaptive Implementation: In order to further reduce
the computational cost, the truncated ANOVA decomposition
(22) can be implemented in an adaptive way. Specifically, in
practical computation we can ignore those terms that have
small variance values. Such a treatment can produce a highly
sparse generalized polynomial-chaos expansion.
For a given effective dimension deff ≪ d, let
Sk = {s |s ⊂ I, |s | = k} , k = 1, · · · deff (28)
contain the initialized index sets for all k-variate terms in
the ANOVA decomposition. Given an anchor point ~q and a
threshold σ, starting from k=1, the main procedures of our
ANOVA-based stochastic simulator are summarized below:
1) Compute g0, which is a deterministic evaluation;
2) For every s ∈ Sk , compute the low-dimensional function
gs(~ξs ) by stochastic testing. The importance of gs(~ξs )
is measured as
θs =
Var
(
gs
(
~ξs
))
k∑
j=1
∑
s˜∈Sj
Var
(
gs˜
(
~ξs˜
)) . (29)
3) Update the index sets if θs < σ for s ∈ Sk. Specifically,
for k < j ≤ deff , we check its index set s ′ ∈ Sj . If s′
contains all elements of s , then we remove s′ from Sj .
Once s′ is removed, we do not need to evaluate gs′(~ξs′)
in the subsequent computation.
4) Set k= k+1, and repeat steps 2) and 3) until k = ddef .
Example 4. Let y=g(~ξ), ~ξ ∈ R20 and deff = 2. Anchored
ANOVA starts with
S1 = {{j}}j=1,··· ,20 and S2 = {{j, k}}1≤j<k≤20 .
For k=1, we first utilize stochastic testing to calculate gs(~ξs )
and θs for every s ∈ S1. Assume
θ{1} > σ, θ{2} > σ, and θ{j} < σ for all j > 2,
implying that only the first two parameters are important to
the output. Then, we only consider the coupling of ξ1 and ξ2
in S2, leading to
S2 = {{1, 2}} .
Algorithm 1 Stochastic Testing Circuit/MEMS Simulator
Based on Adaptive Anchored ANOVA.
1: Initialize Sk’s and set β = 0;
2: At the anchor point, run a deterministic circuit/MEMS
simulation to obtain g0, and set y = g0;
3: for k = 1, · · · , deff do
4: for each s ∈ Sk do
5: run stochastic testing simulator to get the generalized
polynomial-chaos expansion of gˆs(~ξs ) ;
6: get the generalized polynomial-chaos expansion of
gs(~ξs) according to (20);
7: update β = β +Var
(
gs(~ξs )
)
;
8: update y = y + gs(~ξs);
9: end for
10: for each s ∈ Sk do
11: θs = Var
(
gs(~ξs)
)
/β;
12: if θs < σ
13: for any index set s ′ ∈ Sj with j > k, remove
s
′ from Sj if s ⊂ s ′.
14: end if
15: end for
16: end for
Consequently, for k = 2 we only need to calculate one bi-
variate function g{1,2}(ξ1, ξ2), yielding
g
(
~ξ
)
≈ g0 +
∑
s∈S1
gs
(
~ξs
)
+
∑
s∈S2
gs
(
~ξs
)
= g0 +
20∑
j=1
g{j} (ξj) + g{1,2} (ξ1, ξ2) .
The pseudo codes of our implementation are summarized in
Alg. 1. Lines 10 to 15 shows how to adaptively select the index
sets. Let the final size of Sk be |Sk| and the total polynomial
order in the stochastic testing simulator be p, then the total
number of samples used in Alg. 1 is
N = 1 +
deff∑
k=1
|Sk| (k + p)!
k!p!
. (30)
Note that all univariate terms in ANOVA (i.e., |s | = 1) are kept
in our implementation. For most circuit and MEMS problems,
setting the effective dimension as 2 or 3 can achieve a high
accuracy due to the weak couplings among different random
parameters. For many cases, the univariate terms dominate the
output of interest, leading to a near-linear complexity with
respect to the parameter dimensionality d.
Remarks. Anchored ANOVA works very well for a large
class of MEMS and circuit problems. However, in practice
we also find a small number of examples (e.g., CMOS ring
oscillators) that cannot be solved efficiently by the proposed
algorithm, since many random variables affect significantly
the output of interest. For such problems, it is possible
to reduce the number of dominant random variables by a
linear transform [65] before applying anchored ANOVA. Other
techniques such as compressed sensing can also be utilized to
extract highly sparse surrogate models [66]–[69] in the low-
level simulation of our proposed hierarchical framework.
3) Global Sensitivity Analysis: Since each term gs(ss ) is
computed by stochastic testing, Algorithm 1 provides a sparse
generalized polynomial-chaos expansion for the output of
interest: y=
∑
|~α|≤p
y~αH~α(~ξ), where most coefficients are zero.
From this result, we can identify how much each parameter
contributes to the output by global sensitivity analysis. Two
kinds of sensitivity information can be used to measure the
importance of parameter ξk: the main sensitivity Sk and total
sensitivity Tk, as computed below:
Sk =
∑
αk 6=0,αj 6=k=0
|y~α|2
Var(y)
, Tk =
∑
αk 6=0
|y~α|2
Var(y)
. (31)
IV. ENABLING HIGH-LEVEL SIMULATION BY
TENSOR-TRAIN DECOMPOSITION
In this section, we show how to accelerate the high-level
non-Monte-Carlo simulation by handling the obtained high-
dimensional surrogate models with tensor-train decomposi-
tion [39]–[41].
A. Tensor-Based Three-Term Recurrence Relation
In order to obtain the orthonormal polynomials and Gauss
quadrature points/weights of ζ, we must implement the three-
term recurrence relation in (7). The main bottleneck is to
compute the integrals in (8), since the probability density
function of ζ is unknown.
For simplicity, we rewrite the integrals in (8) as E(q(ζ)),
with q(ζ) = φ2j (ζ) or q(ζ) = ζφ2j (ζ). Since the probability
density function of ζ is not given, we compute the integral in
the parameter space Ω:
E (q (ζ)) =
∫
Ω
q
(
f
(
~ξ
))
ρ(~ξ)dξ1 · · · dξd, (32)
where f(~ξ) is a sparse generalized polynomial-chaos expan-
sion for ζ obtained by
ζ = f(~ξ) =
(y − E(y))√
Var(y)
=
∑
|~α|≤p
yˆ~αH~α(~ξ). (33)
We compute the integral in (32) with the following steps:
1) We utilize a multi-dimensional Gauss quadrature rule:
E (q (ζ)) ≈
m1∑
i1=1
· · ·
md∑
id=1
q
(
f
(
ξi11 , · · · , ξidd
)) d∏
k=1
wikk
(34)
where mk is the number of quadrature points for ξk,
(ξikk , w
ik
k ) denotes the ik-th Gauss quadrature point and
weight.
2) We define two d-mode tensors Q, W ∈ Rm1×m2···×md ,
with each element defined as
Q (i1, · · · id) = q
(
f
(
ξi11 , · · · , ξidd
))
,
W (i1, · · · id) =
d∏
k=1
wikk ,
(35)
for 1 ≤ ik ≤ mk. Now we can rewrite (34) as the inner
product of Q and W :
E (q (ζ)) ≈ 〈Q,W〉 . (36)
For simplicity, we set mk=m in this manuscript.
The cost of computing the tensors and the tensor inner
product is O(md), which becomes intractable when d is large.
Fortunately, both Q and W have low tensor ranks in our
applications, and thus the high-dimensional integration (32)
can be computed very efficiently in the following way:
1) Low-rank representation of W . W can be written as
a rank-1 tensor
W = w(1) ◦w(2) · · · ◦w(d), (37)
where w(k) = [w1k; · · · ;wmk ] ∈ Rm×1 contains all
Gauss quadrature weights for parameter ξk. Clearly, now
we only need O(md) memory to store W .
2) Low-rank approximation for Q. Q can be well ap-
proximated by Qˆ with high accuracy in a tensor-train
format [39]–[41]:
Qˆ (i1, · · · id) = G1 (:, i1, :)G2 (:, i1, :) · · ·Gd (:, id, :)
(38)
with a pre-selected error bound ǫ such that∥∥∥Q− Qˆ∥∥∥
F
≤ ε ‖Q‖F . (39)
For many circuit and MEMS problems, a tensor train
with very small TT-ranks can be obtained even when ǫ =
10−12 (which is very close to the machine precision).
3) Fast computation of (36). With the above low-rank
tensor representations, the inner product in (36) can be
accurately estimated as
〈
Qˆ,W
〉
= T1 · · ·Td, with Tk =
m∑
ik=1
wikk Gk (:, ik, :)
(40)
Now the cost of computing the involved high-
dimensional integration dramatically reduces to
O(dmr2), which only linearly depends the parameter
dimensionality d.
B. Efficient Tensor-Train Computation
Now we discuss how to obtain a low-rank tensor train.
An efficient implementation called TT cross is described
in [41] and included in the public-domain MATALB package
TT Toolbox [70]. In TT cross, Skeleton decomposition is
utilized to compress the TT-rank rk by iteratively searching a
rank-rk maximum-volume submatrix when computing Gk. A
major advantage of TT cross is that we do not need to know
Q a-priori. Instead, we only need to specify how to evaluate
the element Q(i1, · · · , id) for a given index (i1, · · · , id). As
shown in [41], with Skeleton decompositions a tensor-train
decomposition needs O(ldmr2) element evaluations, where l
is the number of iterations in a Skeleton decomposition. For
example, when l = 10, d = 50, m = 10 and r = 4 we may
need up to 105 element evaluations, which can take about
one hour since each element of Q is a high-order polynomial
function of many bottom-level random variables ~ξ.
In order to make the tensor-train decomposition of Q fast,
we employ some tricks to evaluate more efficiently each
element of Q. The details are given below.
• Fast evaluation of Q(i1, · · · , id). In order to reduce the
cost of evaluating Q(i1, · · · , id), we first construct a low-
rank tensor train Aˆ for the intermediate-level random
parameter ζ, such that∥∥∥A− Aˆ
∥∥∥
F
≤ ε ‖A‖F , A (i1, · · · , id) = f
(
ξi11 , · · · , ξidd
)
.
Once Aˆ is obtained, Q(i1, · · · , id) can be evaluated by
Q (i1, · · · , id) ≈ q
(
Aˆ (i1, · · · , id)
)
, (41)
which reduces to a cheap low-order univariate polynomial
evaluation. However, computing Aˆ(i1, · · · , id) by di-
rectly evaluating A(i1, · · · , id) in TT cross can be time-
consuming, since ζ = f(~ξ) involves many multivariate
basis functions.
• Fast evaluation of A(i1, · · · , id). The evaluation of
A (i1, · · · , id) can also be accelerated by exploiting the
special structure of f(~ξ). It is known that the generalized
polynomial-chaos basis of ~ξ is
H~α
(
~ξ
)
=
d∏
k=1
ϕ(k)αk (ξk), ~α = [α1, · · · , αd] (42)
where ϕ(k)αk (ξk) is the degree-αk orthonormal polynomial
of ξk, with 0 ≤ αk ≤ p. We first construct a 3-mode
tensor X ∈ Rd×(p+1)×m indexed by (k, αk +1, ik) with
X (k, αk + 1, ik) = ϕ
(k)
αk
(
ξikk
) (43)
where ξikk is the ik-th Gauss quadrature point for pa-
rameter ξk [as also used in (34)]. Then, each element of
A (i1, · · · , id) can be calculated efficiently as
A (i1, · · · , id) =
∑
|~α|<p
~y~α
d∏
k=1
X (k, αk + 1, ik) (44)
without evaluating the multivariate polynomials. Con-
structing X does not necessarily need d(p + 1)m poly-
nomial evaluations, since the matrix X (k, :, :) can be
reused for any other parameter ξj that has the same type
of distribution with ξk.
In summary, we compute a tensor-train decomposition for
Q as follows: 1) we construct the 3-mode tensor X defined
in (43); 2) we call TT cross to compute Aˆ as a tensor-
train decomposition of A, where (44) is used for fast element
evaluation; 3) we call TT cross again to compute Qˆ, where
(41) is used for the fast element evaluation of Q. With the
above fast tensor element evaluations, the computation time of
TT cross can be reduced from dozens of minutes to several
seconds to generate some accurate low-rank tensor trains for
our high-dimensional surrogate models.
C. Algorithm Summary
Given the Gauss quadrature rule for each bottom-level
random parameter ξk, our tensor-based three-term recurrence
relation for an intermediate-level random parameter ζ is sum-
marized in Alg. 2. This procedure can be repeated for all ζi’s
to obtain their univariate generalized polynomial-chaos basis
Algorithm 2 Tensor-based generalized polynomial-chaos basis
and Gauss quadrature rule construction for ζ.
1: Initialize: φ0(ζ) = π0(ζ) = 1, φ1(ζ) = π1(ζ) = ζ, κ0 =
κ1 = 1, γ0 = 0, a = 1;
2: Compute a low-rank tensor train Aˆ for ζ;
3: Compute a low-rank tensor train Qˆ for q(ζ) = ζ3, and
obtain γ1 =
〈
Qˆ,W
〉
via (40);
4: for j = 2, · · · , p do
5: get πj(ζ) = (ζ − γj−1)πj−1(ζ) − κj−1πj−2(ζ) ;
6: construct a low-rank tensor train Qˆ for q(ζ) = π2j (ζ),
and compute aˆ =
〈
Qˆ,W
〉
via (40) ;
7: κj = aˆ/a, and update a = aˆ ;
8: construct a low-rank tensor train Qˆ for q(ζ) = ζπ2j (ζ),
and compute γj =
〈
Qˆ,W
〉
/a ;
9: normalization: φj(ζ) = πj(ζ)√κ0···κj ;
10: end for
11: Form matrix J in (10);
12: Eigenvalue decomposition: J = UΣUT ;
13: Compute the Gauss-quadrature abscissa ζj = Σ(j, j) and
weight wj = (U(1, j))2 for j = 1, · · · , p+ 1 ;
functions and Gauss quadrature rules, and then the stochastic
testing simulator [14]–[16] (and any other standard stochastic
spectral method [7]–[9]) can be employed to perform high-
level stochastic simulation.
Remarks. 1) If the outputs of a group of subsystems are
identically independent, we only need to run Alg. 2 once
and reuse the results for the other subsystems in the group.
2) When there exist many subsystems, our ANOVA-based
stochastic solver may also be utilized to accelerate the high-
level simulation.
V. NUMERICAL RESULTS
In this section, we verify the proposed algorithm on a
MEMS/IC co-design example with high-dimensional random
parameters. All simulations are run in MATLAB and executed
on a 2.4GHz laptop with 4GB memory.
A. MEMS/IC Example
In order to demonstrate the application of our hierarchical
uncertainty quantification in high-dimensional problems, we
consider the oscillator circuit shown in Fig. 3. This oscillator
has four identical RF MEMS switches acting as tunable ca-
pacitors. The MEMS device used in this paper is a prototyping
model of the RF MEMS capacitor reported in [71], [72].
Since the MEMS switch has a symmetric structure, we
construct a model for only half of the design, as shown in
Fig. 4. The simulation and measurement results in [42] show
that the pull-in voltage of this MEMS switch is about 37 V.
When the control voltage is far below the pull-in voltage,
the MEMS capacitance is small and almost constant. In this
paper, we set the control voltage to 2.5 V, and thus the MEMS
switch can be regarded as a small linear capacitor. As already
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Fig. 4. 3-D schematic of the RF MEMS capacitor.
shown in [73], the performance of this MEMS switch can be
influenced significantly by process variations.
In our numerical experiments, we use 46 independent ran-
dom parameters with Gaussian and Gamma distributions to
describe the material (e.g, conductivity and dielectric con-
stants), geometric (e.g., thickness of each layer, width and
length of each mechanical component) and environmental
(e.g., temperature) uncertainties of each switch. For each
random parameter, we assume that its standard deviation is
3% of its mean value. In the whole circuit, we have 184
random parameters in total. Due to such high dimensionality,
simulating this circuit by stochastic spectral methods is a
challenging task.
In the following experiments, we simulate this challenging
design case using our proposed hierarchical stochastic spectral
methods. We also compare our algorithm with other two kinds
of hierarchical approaches listed in Table I. In Method 1,
both low-level and high-level simulations use Monte Carlo, as
suggested by [32]. In Method 2, the low-level simulation uses
our ANOVA-based sparse simulator (Alg. 1), and the high-
level simulation uses Monte Carlo.
B. Surrogate Model Extraction
In order to extract an accurate surrogate model for the
MEMS capacitor, Alg. 1 is implemented in the commercial
TABLE II
SURROGATE MODEL EXTRACTION WITH DIFFERENT σ VALUES.
σ # |s|= 1 # |s|= 2 # |s|= 3 # ANOVA terms # nonzero gPC terms # samples
0.5 46 0 0 47 81 185
0.1 to 10−3 46 3 0 50 90 215
10−4 46 10 1 58 112 305
10−5 46 21 1 69 144 415
TABLE I
DIFFERENT HIERARCHICAL SIMULATION METHODS.
Method Low-level simulation High-level simulation
Proposed Alg. 1 stochastic testing [15]
Method 1 [32] Monte Carlo Monte Carlo
Method 2 Alg. 1 Monte Carlo
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Fig. 5. Comparison of the density functions obtained by our surrogate model
and by 5000-sample Monte Carlo analysis of the original MEMS equation.
network-based MEMS simulation tool MEMS+ [74] of Coven-
tor Inc. Each MEMS switch is described by a stochastic
differential equation [c.f. (1)] with consideration of process
variations. In order to compute the MEMS capacitor, we can
ignore the derivative terms and solve for the static solutions.
By setting σ = 10−2, our ANOVA-based stochastic MEMS
simulator generates a sparse 3rd-order generalized polynomial
chaos expansion with only 90 non-zero coefficients, requiring
only 215 simulation samples and 8.5 minutes of CPU time
in total. This result has only 3 bivariate terms and no three-
variable terms in ANOVA decomposition, due to the very weak
couplings among different random parameters. Setting σ =
10−2 can provide a highly accurate generalized polynomial
chaos expansion for the MEMS capacitor, which has a relative
error around 10−6 (in the L2 sense) compared to that obtained
by setting σ = 10−5.
By evaluating the surrogate model and the original model
(by simulating the original MEMS equation) with 5000 sam-
ples, we have obtained the same probability density curves
shown in Fig. 5. Note that using the standard stochastic
testing simulator [14]–[16] requires 18424 basis functions and
simulation samples for this high-dimensional example, which
is prohibitively expensive on a regular computer. When the
effective dimension deff is set as 3, there should be 16262
terms in the truncated ANOVA decomposition (22). However,
due to the weak couplings among different random parameters,
only 90 of them are non-zero.
We can get surrogate models with different accuracies by
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Fig. 6. Main and total sensitivities of different random parameters for the
RF MEMS capacitor.
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Fig. 7. TT-rank for the surrogate model of the RF MEMS capacitor.
changing the threshold σ. Table II has listed the number of
obtained ANOVA terms, the number of non-zero generalized
polynomial chaos (gPC) terms and the number of required
simulation samples for different values of σ. From this table,
we have the following observations:
1) When σ is large, only 46 univariate terms (i.e., the terms
with |s | = 1) are obtained. This is because the variance
of all univariate terms are regarded as small, and thus
all multivariate terms are ignored.
2) When σ is reduced (for example, to 0.1), three dominant
bivariate terms (with |s | = 2) are included by consid-
ering the coupling effects of the three most influential
random parameters. Since the contributions of other
parameters are insignificant, the result does not change
even if σ is further decreased to 10−3.
3) A three-variable term (with |s | = 3) and some bivariate
coupling terms among other parameters can only be
captured when σ is reduced to 10−4 or below. In this
case, the effect of some non-dominant parameters can
be captured.
Fig. 6 shows the global sensitivity of this MEMS capacitor
with respect to all 46 random parameters. The output is
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Fig. 8. (a) Gauss quadrature rule and (b) generalized polynomial chaos (gPC) basis functions for the RF MEMS capacitor.
dominated by only 3 parameters. The other 43 parameters
contribute to only 2% of the capacitor’s variance, and thus their
main and total sensitivities are almost invisible in Fig. 6. This
explains why the generalized polynomial-chaos expansion is
highly sparse. Similar results have already been observed in
the statistical analysis of CMOS analog circuits [1].
C. High-Level Simulation
The surrogate model obtained with σ = 10−2 is imported
into the stochastic testing circuit simulator described in [14]–
[16] for high-level simulation. At the high-level, we have the
following differential equation to describe the oscillator:
d~q
(
~x(t, ~ζ), ~ξ
)
dt
+ ~f
(
~x(t, ~ζ), ~ζ, u
)
= 0
(45)
where the input signal u is constant, ~ζ=[ζ1, · · · , ζ4] ∈ R4
are the intermediate-level random parameters describing the
four MEMS capacitors. Since the oscillation period T (~ζ) now
depends on the MEMS capacitors, the periodic steady-state
can be written as ~x(t, ζ) = ~x(t + T (~ζ), ζ). We simulate the
stochastic oscillator by the following steps [15]:
1) Choose a constant T0 > 0 to define an unknown scaling
factor a(~ζ) = T (~ζ)/T0 and a scaled time axis τ =
t/α(~ζ). With this scaling factor, we obtain a reshaped
waveform ~z(τ, ~ζ) = ~x(t/a(~ζ), ~ζ). At the steady state,
we have ~z(τ, ~ζ) = ~z(τ + T0, ~ζ). In other words, the
reshaped waveform has a period T0 independent of ~ζ.
2) Rewrite (45) on the scaled time axis:
d~q
(
~z(τ, ~ζ), ~ξ
)
dτ
+ a(~ζ)~f
(
~z(τ, ~ζ), ~ζ, u
)
= 0.
(46)
3) Approximate ~z(τ, ~ζ) and a(~ζ) by generalized polyno-
mial chaos expansions of ~ζ . Then, convert (46) to a
larger-scale deterministic equation by stochastic testing.
Solve the resulting deterministic equation by shooting
Newton with a phase constraints, which would provide
the coefficients in the generalized polynomial-chaos
expansions of ~z(τ, ~ζ) and α(~ζ) [15].
4) Map ~z(τ, ~ζ) to the original time axis, we obtain the
periodic steady state of ~x(t, ζ).
In order to apply stochastic testing in Step 3), we need to
compute some specialized orthonormal polynomials and Gauss
quadrature points for each intermediate-level parameter ζi. We
use 9 quadrature points for each bottom-level parameter ξk to
evaluate the high-dimensional integrals involved in the three-
term recurrence relation. This leads to 946 function evaluations
at all quadrature points, which is prohibitively expensive.
To handle the high-dimensional MEMS surrogate models,
the following tensor-based procedures are employed:
• With Alg. 2, a low-rank tensor train of ζ1 is first con-
structed for an MEMS capacitor. For most dimensions
the rank is only 2, and the highest rank is 4, as shown in
Fig. 7.
• Using the obtained tensor train, the Gauss quadrature
points and generalized polynomial chaos basis functions
are efficiently computed, as plotted in Fig. 8.
The total CPU time for constructing the tensor trains
and computing the basis functions and Gauss quadrature
points/weights is about 40 seconds in MATALB. If we di-
rectly evaluate the high-dimensional multivariate generalized
polynomial-chaos expansion, the three-term recurrence rela-
tion requires almost 1 hour. The obtained results can be
reused for all MEMS capacitors since they are independently
identical.
With the obtained basis functions and Gauss quadrature
points/weights for each MEMS capacitor, the stochastic pe-
riodic steady-state solver [15] is called at the high level to
simulate the oscillator. Since there are 4 intermediate-level
parameters ζi’s, only 35 basis functions and testing samples
are required for a 3rd-order generalized polynomial-chaos
expansion, leading to a simulation cost of only 56 seconds
in MATLAB.
Fig. 9 shows the waveforms from our algorithm at the
scaled time axis τ = t/a(~ζ). The high-level simulation gen-
erates a generalized polynomial-chaos expansion for all nodal
voltages, branch currents and the exact parameter-dependent
period. Evaluating the resulting generalized polynomial-chaos
expansion with 5000 samples, we have obtained the density
function of the frequency, which is consistent with those from
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Fig. 10. Probability density functions of the oscillation frequency.
Method 1 (using 5000 Monte Carlo samples at both levels)
and Method 2 (using Alg. 1 at the low level and using 5000
Monte-Carlo samples at the high level), as shown in Fig. 10.
In order to show the variations of the waveform, we further
plot the output voltages for 100 bottom-level random samples.
As shown in Fig. 11, the results from our proposed method
and from Method 1 are indistinguishable from each other.
D. Complexity Analysis
Table III has summarized the performances of all three
methods. In all Monte Carlo analysis, 5000 random samples
are utilized. If Method 1 [32] is used, Monte Carlo has
to be repeatedly used for each MEMS capacitor, leading to
extremely long CPU time due to the slow convergence. If
Method 2 is used, the efficiency of the low-level surrogate
model extraction can be improved due to the employment
of generalized polynomial-chaos expansion, but the high-
level simulation is still time-consuming. Since our proposed
technique utilizes fast stochastic testing algorithms at both
levels, this high-dimensional example can be simulated at very
low computational cost, leading to 92× speedup over Method
1 and 14× speedup over Method 2.
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Fig. 11. Realization of the output voltages (unit: volt) at 100 bottom-level
samples, generated by (a) proposed method and (b) Method 1.
VI. CONCLUSIONS AND FUTURE WORK
This paper has proposed a framework to accelerate
the hierarchical uncertainty quantification of stochastic cir-
cuits/systems with high-dimensional subsystems. We have
developed an ANOVA-based stochastic testing simulator to ac-
celerate the low-level simulation, and a tensor-based technique
for handling high-dimensional surrogate models at the high
level. Both algorithms have a linear (or near-linear) complexity
with respect to the parameter dimensionality. Our simulator
has been tested on an oscillator circuit with four MEMS ca-
pacitors and totally 184 random parameters, achieving highly
accurate results at the cost of 10-min CPU time in MATLAB.
In such example, our method is over 92× faster than the
hierarchical Monte Carlo method developed in [32], and is
about 14× faster than the method that uses ANOVA-based
solver at the low level and Monte Carlo at the high level.
There are lots of problems worth investigation in the direc-
tion of hierarchical uncertainty quantification. Some unsolved
important questions include:
1) How to extract a high-dimensional surrogate model such
TABLE III
CPU TIMES OF DIFFERENT HIERARCHICAL STOCHASTIC SIMULATION ALGORITHMS.
Simulation Method Low level High level Total simulation costMethod CPU time Method CPU time
Proposed Alg. 1 8.5 min stochastic testing 1.5 minute Low (10 min)
Method 1 Monte Carlo 13.2 h Monte Carlo 2.2 h High (15.4 h)
Method 2 Alg. 1 8.5 min Monte Carlo 2.2 h Medium (2.3 h)
that the tensor rank is as small as possible (or the tensor
rank is below a provided upper bound)?
2) How to perform non-Monte-Carlo hierarchical uncer-
tainty quantification when the outputs of different blocks
are correlated?
3) How to perform non-Monte-Carlo hierarchical uncer-
tainty quantification when yi depends on some varying
variables (e.g., time and frequency)?
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