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Abstract
The method of lines is used to transform the initial/boundary-value problem associated with the two-dimensional sine-Gordon
equation in two space variables into a second-order initial-value problem. The ﬁnite-difference methods are developed by replacing
the matrix-exponential term in a recurrence relation with rational approximants. The resulting ﬁnite-difference methods are analyzed
for local truncation error, stability and convergence. To avoid solving the nonlinear system a predictor–corrector scheme using the
explicit method as predictor and the implicit as corrector is applied. Numerical solutions for cases involving the most known from
the bibliography line and ring solitons are given.
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1. Introduction
One-dimensional solitary wave solutions with soliton properties are well known from problems in many branches
of physics. Soliton solutions have been found in a variety of nonlinear differential equations such as the Korteweg and
deVries equation, the Schrödinger equation, the sine-Gordon (SG) equation, etc. Physical applications of solitons have
been found among others in shallow-water waves, optical ﬁbers, Josephson-junction oscillators, etc. The development
of analytical solutions of soliton type equations, especially the inverse scattering transform (see [26,1], etc.), were also
known many years ago.
In particular, soliton solutions to the one-dimensional SG equation have been investigated theoretically and numer-
ically. The two-dimensional SG equation is given by
2u
t2
+ u
t
= 
2u
x2
+ 
2u
y2
− (x, y) sin u (1.1)
with u= u(x, y, t) in the region = {(x, y), L0x < x <L1x, L0y < y <L1y} for t > t0 and u a sufﬁciently differentiable
function, where the parameter  is the so-called dissipative term, which is assumed to be a real number with 0.
∗ Tel.: +30 210 9632017; fax: +30 210 9630842.
E-mail address: bratsos@teiath.gr.
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.07.002
252 A.G. Bratsos / Journal of Computational and Applied Mathematics 206 (2007) 251–277
SG equation arises in extended rectangular Josephson junctions, which consist of two layers of super conducting
materials separated by an isolating barrier. A typical arrangement is a layer of lead and a layer of niobium separated
by a layer of niobium oxide. A quantum particle has a nonzero signiﬁcant probability of being able to penetrate in the
other side of a potential barrier that would be impenetrable to the corresponding classical particle. This phenomenon
is usually referred to as quantum tunneling. When = 0, Eq. (1.1) reduces to the undamped SG equation in two space
variables, while when > 0, to the damped one.
For the undamped SG equation in higher dimensions exact soliton solutions have been obtained in [22,17,24] us-
ing Hirota’s method, in [19,10,38] using Lamb’s method, in [11,28] by Bläcklund transformation and in [23] by
Painlevè transcendents. Numerical solutions for the undamped SG equation have been given among others by Guo
et al. [20] using two difference schemes, Xin [37] who studied SG as an asymptotic reduction of the two level dis-
sipationless Maxwell–Bloch system, Christiansen and Lomdahl [9] using a generalized leapfrog method and Argyris
et al. [2] with ﬁnite-elements where both methods using appropriate initial conditions have been successfully applied
with the latter one giving slightly better results, Sheng et al. [35] with a split cosine scheme, Bratsos [7] using a
three-time level fourth-order explicit ﬁnite-difference scheme, etc. Numerical approaches to the damped SG equation
can also be found in Nakajima et al. [34] who considers dimensionless loss factors and unitless normalized bias,
Gorria et al. [18] who studied the nonlinear wave propagation in a planar wave guide consisting of two rectangular
regions joined by a bent of constant curvature using as a model the kink solutions of the SG equation, where this
can be considered as a part of similar works examining the effect of the curvature on analogous nonlinear phys-
ical phenomena (see for example [21,36,3,33,14,27], etc.), Bratsos [7] and Djidjeli et al. [13] where the method
arises from a two-step one-parameter leapfrog scheme, which is a generalization to that used by Christiansen and
Lomdahl [9], etc.
Initial conditions associated with Eq. (1.1) will be assumed to be of the form
u(x, y, t0) = g(x, y), L0xxL1x, L0yyL1y (1.2)
with initial velocity
u(x, y, t)
t
= gˆ(x, y), for t = t0, L0xxL1x, L0yyL1y . (1.3)
In Eq. (1.1 ) the function (x, y) may be interpreted as the Josephson current density, while in Eqs. (1.2 )–(1.3) the
functions g(x, y) and gˆ(x, y) represent wave modes or kinks and velocity, respectively. In the experiments the kink
proﬁles will be considered known from the relevant one-dimensional problem. They will operate across lines or closed
curves in the xy-plane. These curves will be called line and ring soliton waves, respectively.
Boundary conditions will be assumed to be of the form
u(x, y, t)
x
= 0 for x = L0x and x = L1x, L0y < y <L1y (1.4)
and
u(x, y, t)
y
= 0 for y = L0y and y = L1y, L0x < x <L1x , (1.5)
when t > t0.
2. The ﬁnite-difference methods
2.1. Grid and solution vector
To obtain a numerical solution, the so-called method of lines was applied, due to which the initial/boundary-value
problem given by Eqs. (1.1)–(1.5) is transformed into a second-order initial-value problem. For this reason the region
R =  × [t > 0] with its boundary R consisting of the lines x = L0x, L1x , y = L0y, L1y and t = t0 is covered with
a rectangular mesh, G, of points with coordinates (x, y, t) = (xk, ym, tn) = (L0x + khx, L0y + mhy, t0 + n) with
k,m= 0, 1, . . . , N + 1 and n= 0, 1, . . .; clearly hx = (L1x −L0x)/(N + 1) and hy = (L1y −L0y)/(N + 1) represent the
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discretization into N + 1 subintervals of the space variables, while  represents the discretization of the time variable.
The solution of an approximating difference scheme at the same point will be denoted by unk,m: for the purpose of
analyzing stability the numerical value actually obtained (subject, for instance, to computer round-off errors) will be
denoted by u˜nk,m.
Let the solution vector be
un = u(t) = [un0,0, un1,0, . . . , unN+1,0; un0,1, un1,1, . . . , unN+1,1;
; . . . , un0,N+1, un1,N+1, . . . , unN+1,N+1]T, (2.1)
T denoting transpose, so there are (N + 2)2 values to be determined at each time step.
Replacing the space derivatives in Eq. (1.1) with the familiar second-order central-difference approximants and
applying Eq. (1.1) to all (N + 2)2 mesh points of the grid G at time level t = n with n = 0, 1, . . . , subject to the
boundary conditions given by Eqs. (1.4 )–(1.5) lead to a second-order initial-value problem of the form
D2u(t) + Du(t) = Au(t) − G(u(t)),
u(t0) = g, Du(t0) = gˆ; t > 0, (2.2)
where D = diag{d/dt} and D2 = diag{d2/dt2} are diagonal matrices of order (N + 2)2,
G(U(t)) = [0,0 sin u0,0(t), 1,0 sin u1,0(t), . . . ,N+1,0 sin uN+1,0(t);
0,1 sin u0,1(t), 1,1 sin u1,1(t), . . . ,N+1,1 sin uN+1,1(t);
; . . . ;0,N+1 sin u0,N+1(t), . . . ,N+1,N+1 sin uN+1,N+1(t)]T (2.3)
is a vector of order (N + 2)2 with k,m = (L0x + khx, L0y + mhy); k,m = 0, 1, . . . , N + 1, A = h−2x B + h−2y C is a
matrix of order (N + 2)2 with B a block diagonal matrix with tridiagonal blocks B1 of order N + 2 given by
B =
⎡
⎢⎢⎢⎣
B1
B1
. . .
B1
⎤
⎥⎥⎥⎦ with B1 =
⎡
⎢⎢⎢⎢⎢⎣
−2 2
1 −2 1
. . .
1 −2 1
2 −2
⎤
⎥⎥⎥⎥⎥⎦ (2.4)
and C is a block tridiagonal matrix with diagonal blocks given by
C =
⎡
⎢⎢⎢⎢⎢⎣
−2I 2I
I −2I I
. . .
I −2I I
2I −2I
⎤
⎥⎥⎥⎥⎥⎦ (2.5)
with I the identity matrix of order N + 2.
Using the relations
u(t ± ) = exp(±D)u(t) (2.6)
leads to the following three-time level recurrence relation for solving Eq. (1.1):
u(t + ) = [exp(D) + exp(−D)]u(t) − u(t − ); t = , 2, . . . . (2.7)
The numerical methods which are going to be examined will be developed by replacing the matrix-exponential term
in the recurrence relation (2.7) with rational replacements, which are also known as the (, ) Padé approximants,
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Table 1
Parameters of (, ) Padé approximants to the exponential function (2.8)
Method (, ) Padé a1 b1 c1 d1
I (1, 1) − 12 0 12 0
II (0, 2) 0 0 1 12
Table 2
Expression of Eq. (2.7) arising from the approximation (2.8)
Method Expression of Eq. (2.7)
I (I˜ − 14 2D2)[u(t + ) + u(t − )] = (2I˜ + 12 2D2)u(t)
II u(t + ) + u(t − ) = (2I˜ + 2D2)u(t)
of the form
exp(D) ≈ (I˜ + a1D + b12D2)−1(I˜ + c1D + d12D2) (2.8)
with a1, b1, c1, d1 parameters, which are real numbers having appropriate values for each type of the approximants and
I˜ the identity matrix of order (N + 2)2. The values of the parameters for the methods which are going to be examined
are given in Table 1, while the expression of Eq. (2.7) arising from the use of the approximation (2.8) in Table 2.
2.2. Method I: the (1,1) Padé approximant
The relevant expression of the method in Table 2 is written as
(I˜ + 142D)u(t + ) − 142(D2 + D)u(t + )
= 2(I˜ − 142D)u(t) + 122(D2 + D)u(t)
− (I˜ + 142D)u(t − ) + 142(D2 + D)u(t − ). (2.9)
Then Eq. (2.9) using Eq. (2.2) and the approximations
Du(t + ) = u(t + ) − u(t)

+ O() as  → 0, (2.10)
Du(t) = u(t + ) − u(t − )
2
+ O(2) as  → 0, (2.11)
Du(t − ) = u(t) − u(t − )

+ O() as  → 0 (2.12)
leads to the following three-time level implicit ﬁnite-difference scheme
(1 + 12)u(t + ) − 142Au(t + ) + 142 G(u(t + ))
= 2u(t) + 122Au(t) − 122 G(u(t))
− (1 − 12)u(t − ) + 142Au(t − ) − 142 G(u(t − )), (2.13)
which forms the following nonlinear system for the unknown vector u(t + ):
F(u(t + )) = 0. (2.14)
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Let rx = /hx and ry = /hy . Eq. (2.13), when applied to the general mesh point (xk, ym, tn) of the grid G, gives
the following three-time level implicit scheme for the unknown vector un+1:
(1 + 12)un+1k,m − 14 r2x (un+1k−1,m − 2un+1k,m + un+1k+1,m)
− 14 r2y (un+1k,m−1 − 2un+1k,m + un+1k,m+1) + 142k,m sin un+1k,m
= 2unk,m + 12 r2x (unk−1,m − 2unk,m + unk+1,m)
+ 12 r2y (unk,m−1 − 2unk,m + unk,m+1) − 122k,m sin unk,m − (1 − 12)un−1k,m
+ 14 r2x (un−1k−1,m − 2un−1k,m + un−1k+1,m) + 14 r2y (un−1k,m−1 − 2un−1k,m + un−1k,m+1)
− 142k,m sin un−1k,m for k,m = 0, 1, . . . , N + 1. (2.15)
2.2.1. Local truncation error
The principal part of the local truncation error of Method I is
L(x, y, t) = − 
2
6
2
t2
[
2u
t2
+ 1
2

u
t
+ 1
8
(
h2x
4u
x4
+ h2y
4u
y4
)]
− 1
12
(
h2x
4u
x4
+ h2y
4u
y6
)
+ O(4 + h4x + h4y), (2.16)
which tends to zero as hx, hy ,  tend to zero simultaneously, so Method I is consistent with Eq. (1.1).
2.2.2. Stability analysis
Following the Fourier method of analyzing stability a small error of the following form is considered:
Znk,m = unk,m − u˜nk,m (2.17)
with
Znk,m = eneikhx ei	mhy ; i =
√−1, (2.18)
where  is complex number and , 	 are real. Then due to von Neumann criterion for stability the following necessary
condition has to be satisﬁed:
|e|1. (2.19)
Eq. (2.15) using Eqs. (2.17)–(2.18) and Maclaurin’s expansion sin unk,m =
∑+∞
j=0 (−1)j (unk,m)2j+1/(2j + 1)! is
written as
(1 + 12)Zn+1k,m − 14 r2x (Zn+1k−1,m − 2Zn+1k,m + Zn+1k+1,m)
− 14 r2y (Zn+1k,m−1 − 2Zn+1k,m + Zn+1k,m+1) + 142k,mSn+1k,m Zn+1k,m
− 2Znk,m − 12 r2x (Znk−1,m − 2Znk,m + Znk+1,m)
− 12 r2y (Znk,m−1 − 2Znk,m + Znk,m+1) + 122k,mSnk,mZnk,m
+ (1 − 12)Zn−1k,m − 14 r2x (Zn−1k−1,m − 2Zn−1k,m + Zn−1k+1,m)
− 14 r2y (Zn−1k,m−1 − 2Zn−1k,m + Zn−1k,m+1) + 142k,mSn−1k,m Zn−1k,m = 0, (2.20)
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where
S

k,m =
+∞∑
j=0
(−1)j
(2j + 1)! [(u

k,m)
2j + (uk,m)2j−1u˜k,m + · · · + (u˜k,m)2j ]
≈
∞∑
j=0
(−1)j
(2j)! (us)
2j = cos us (2.21)
with =n+ 1, n, n− 1 after linearization of the term in square brackets and us =maxk,m=0,1,...,N+1{u0k,m}. Eq. (2.20)
using Eq. (2.18), after canceling both sides by eneikhx ei	mhy and Euler’s identity eix = cos x + i sin x, leads to the
following stability equation:(
1 + r2x sin2
hx
2
+ r2y sin2
	hy
2
+ 
2
4
k,m cos us +

2
)

2
− 2
(
1 − r2x sin2
hx
2
− r2y sin2
	hy
2
− 
2
4
k,m cos us
)


+ 1 + r2x sin2
hx
2
+ r2y sin2
	hy
2
+ 
2
4
k,m cos us −

2
= 0, (2.22)
where 
= e is the ampliﬁcation factor and which has the general form
A˘
2 − 2B˘
+ C˘ = 0; A˘, B˘, C˘ ∈ R. (2.23)
It can be assumed that cos us > 0 so that A˘> 0 and C˘ > 0, which leads to the restriction 1 − /2> 0. This restriction
is always satisﬁed when = 0, while when > 0, it gives the following restriction for the time step:
<
2

. (2.24)
The roots 
1, 
2 of Eq. (2.23 ) are easily seen to be 
1,2 = [B˘ ± (B˘2 − A˘C˘)1/2]/A˘. Then condition (2.19 ) will always
be satisﬁed, when B˘2 − A˘C˘0, otherwise
|B˘|C˘ (2.25)
and
C˘A˘, (2.26)
which are both obviously satisﬁed.
2.2.3. Convergence analysis
For the convergence analysis of Method I consider Eq. (2.15) and assume that unk,m = eineikeimϑ, where  is a
complex number and , ϑ are real. Then Eq. (2.15), after canceling both sides by eineikeimϑ, gives the following
convergence equation:[
1 + r2x sin2

2
+ r2y sin2
ϑ
2
+ 
2
4
k,m cos us +

2
]
e2i
− 2
[
1 − r2x sin2

2
− r2y sin2
ϑ
2
− 
2
4
k,m cos us
]
ei
+ 1 + r2x sin2

2
+ r2y sin2
ϑ
2
+ 
2
4
k,m cos us −

2
= 0. (2.27)
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Since , ϑ are real, it follows from Eq. (2.27) that unk,m remains bounded, whenever  is real, otherwise
|ei|1. (2.28)
Using analogous conclusions to those used for the stability analysis of the method, In. (2.28) for Eq. (2.27) is always
satisﬁed when = 0, while for > 0 when In. (2.24) holds.
2.3. The predictor–corrector scheme
To avoid solving the nonlinear system arising from system (2.15) the following predictor–corrector (P–C) scheme
was used.
2.3.1. Predictor
The predictor value uˆ(t + ) was evaluated using the explicit Method II given in Table 2. Its expression using Eq.
(2.2) and central-difference approximants for the term Du(t) leads to the following three-time level ﬁnite-difference
scheme:
(1 + 12)uˆ(t + ) = (2I˜ + 2A)u(t) − 2 G(u(t)) − (1 − 12)u(t − ), (2.29)
otherwise, following the notation of the grid G to the following explicit scheme:
(1 + 12)uˆn+1k,m = 2unk,m + r2x (unk−1,m − 2unk,m + unk+1,m)
+ r2y (unk,m−1 − 2unk,m + unk,m+1) − 2k,m sin unk,m − (1 − 12)un−1k,m (2.30)
for k,m = 0, 1, . . . , N + 1.
The principal part of the local truncation error of Method II is
L(x, y, t) = 
2
12
2
t2
(
2u
t2
+ 2 u
t
)
− 1
12
(
h2x
4u
x4
+ h2y
4u
y4
)
+ O(4 + h4x + h4y), (2.31)
which, again, tends to zero as hx , hy and  tend to zero simultaneously, so the predictor method is consistent with
Eq. (1.1 ).
Using analogous procedure to that used for the stability of Method I it can be shown that the stability equation of
the predictor method is(
1 + 1
2

)

2 − 2
[
1 − 2
(
r2x sin2
hx
2
+ r2y sin2
	hy
2
)
− 1
2
2 k,m cos us
]

+ 1 − 1
2
= 0, (2.32)
which is of the form
Aˆ
2 − 2Bˆ
+ A∗ = 0 with Aˆ, A∗, Bˆ ∈ R and Aˆ> 0. (2.33)
It is assumed that A∗ > 0. This assumption is always satisﬁed for =0, while when > 0, it gives the restriction (2.24).
Since always A∗ <Aˆ, condition (2.19) for Eq. (2.33) ﬁnally gives
−A∗BˆA∗. (2.34)
Let ˜= sup(x,y)∈[L0x ,L1x ]×[L0y ,L1y ]|(x, y)| with ˜< + ∞. The left-hand side of In. (2.34 ) for Eq. (2.32 ) gives(
1
h2x
sin2
hx
2
+ 1
h2y
sin2
	hy
2
+ 1
4
k,m cos us
)
2 + 1
4
1
and ultimately(
1
h2x
+ 1
h2y
+ 1
4
˜
)
2 + 1
4
− 10. (2.35)
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Let ˜1, ˜2 be the roots of the relevant to In. (2.35) quadratic equation. Since ˜1˜2 < 0 the roots are real and distinct. Let
the positive root be ˜2 = −/8a∗ + ˜1/2/2a∗ with a∗ = h−2x + h−2y + ˜/4, where ˜ is the discriminant. Then, since
> 0, In. (2.35) is satisﬁed, when
 ˜2. (2.36)
The right-hand side of In. (2.34) gives
2
[
k,m cos us + 4
(
1
h2x
sin2
hx
2
+ 1
h2y
sin2
	hy
2
)]
. (2.37)
If = 0, then In. (2.37) is always satisﬁed, while when > 0, it leads to the following restriction for the time step:
 [˜+ 4(h−2x + h−2y )]−1. (2.38)
The more restrictive of Ins. (2.24), (2.36) and (2.38) will be used for the experiments.
2.3.2. Corrector
The following explicit to the unknown vector un+1 ﬁnite-difference scheme is proposed:
(1 + 12)un+1k,m = 14 r2x (uˆn+1k−1,m − 2uˆn+1k,m + uˆn+1k+1,m) + 14 r2y (uˆn+1k,m−1 − 2uˆn+1k,m + uˆn+1k,m+1)
− 142k,m sin uˆn+1k,m + 2unk,m + 12 r2x (unk−1,m − 2unk,m + unk+1,m)
+ 12 r2y (unk,m−1 − 2unk,m + unk,m+1) − 122k,m sin unk,m
− (1 − 12)un−1k,m + 14 r2x (un−1k−1,m − 2un−1k,m + un−1k+1,m)
+ 14 r2y (un−1k,m−1 − 2un−1k,m + un−1k,m+1) − 142k,m sin un−1k,m for k,m = 0, 1, . . . , N + 1.
(2.39)
The stability and convergence analysis of the corrector are analogous to the ones of Method I given in subsections
2.2.2 and 2.2.3 respectively.
3. Numerical results
In this section the behavior of the proposed P–C scheme to selected examples used by Christiansen and Lomdahl [9]
is examined. The results obtained are also comparedwith those published inArgyris et al. [2], Djidjeli et al. [13], Bratsos
[7] and certain ones in Sheng et al. [35]. In all experiments except when otherwise deﬁned, t0 =0, hx =hy =h=0.2 for
the space and  = 0.01 for the time step were used. All graphs were made using Mathematica, while the P–C scheme
was applied once.
3.1. Line solitons
3.1.1. Superposition of two orthogonal line solitons
Following Christiansen and Lomdahl [9], if one line soliton operates along the x-axis and the other on the y-axis, an
exact solution to the sine-Gordon equation can be obtained. Numerical solutions for the case of (x, y)=1 with initial
conditions
g(x, y) = 4[tan−1(exp x) + tan−1(exp y)]; −6x, y6, (3.1)
gˆ(x, y) = 0; −6x, y6, (3.2)
have been calculated and are presented in Figs. 1–4 at t = 0, 1, 2, 3, 4 and 7 when = 0. In all graphs the break up of
these two orthogonal line solitons, which are parallel to the diagonal y = −x and are moving away from each other in
the direction of y =x, is shown. It is deduced from their relevant contours that until t =4 this separation occurs without
any deformation, while at t = 7 a deformation has already appeared. All graphs are in agreement with those published
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Fig. 1. Line solitons. Superposition of two orthogonal line solitons at t = 0 (initial condition) with the surface in (a) and the relevant contours in (b)
when = 0.
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Fig. 2. Line solitons. The contours of the superposition of two orthogonal line solitons at t = 1 and 2 when = 0.
in [9,2,13,7]. Also in order to examine the behavior of the dissipative term the solution was evaluated at t = 3 when
=0.5, 1.5 and the resulting solitons are shown in Figs. 5 and 6. In general, the presence of the dissipative term delays
the propagation of the solitons. This delay becomes obvious in Fig. 6, where the larger value (= 1.5) was used. This
conclusion agrees with Djidjeli et al. [13] and Bratsos [7].
It is known in the bibliography (see for example [20,35,13], etc.) that, when  = 0, for the SG equation the energy
given by the following expression:
E = 1
2
∫ ∫
[u2x + u2y + u2t + 2(1 − cos u)] dx dy (3.3)
is conserved. In Table 3 E for t corresponding to Figs. 1–4 is given, when = 0 and 0.5. It is observed that E remains
approximately as a constant in comparison to the decreasing initial energy values depending on the errors of the
numerical method and the mentioned deformation of the solitons at t = 7 when = 0, while it decreases when = 0.5.
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Fig. 3. Line solitons. The contours of the superposition of two orthogonal line solitons at t = 3 and 4 when = 0.
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Fig. 4. Line solitons. Superposition of two orthogonal line solitons at t = 7 with the surface in (a) and the relevant contours in (b) when = 0.
Table 3
Line solitons
 Initial t = 1 t = 2 t = 3 t = 4 t = 7
0 175.57453 175.57873 175.53131 175.50636 175.45610 175.34488
0.5 175.57453 173.13469 166.22879 158.41784 150.50918 124.20322
The energy of the superposition of two orthogonal line solitons when t ∈ [0, 7].
The latter results were expected because of the existence of the dissipative term. All the evaluations were performed
using the composite trapezoidal rule for integration.
3.1.2. Symmetric perturbation of a static line soliton
A static line soliton is perturbed to produce two symmetric dents moving towards each other with a constant unit
velocity. According to Christiansen and Lomdahl [9] the dents collide and continue with the same velocity and no shift
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Fig. 5. Line solitons. Superposition of two orthogonal line solitons at t = 3 when = 0.5 (a). In (b) the full contours show the solitons at t = 3 when
= 0, while the dashed ones when = 0.5.
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Fig. 6. Line solitons. Superposition of two orthogonal line solitons at t = 3 when = 1.5 (a). In (b) the full contours show the solitons at t = 3 when
= 0, while the dashed ones when = 1.5.
occurs. Their waves are deﬁned for (x, y) = 1 and initial conditions
g(x, y) = 4 tan−1 exp[x + 1 − 2 sech(y + 7) − 2 sech(y − 7)]; −7x, y7, (3.4)
gˆ(x, y) = 0, −7x, y7. (3.5)
In Fig. 7a the initial condition (t = 0) of the dents in terms of z = sin(u/2) is shown, while in Fig. 7b the numerical
solution at t = 2. The surface created from the collision of the dents at t = 7 is shown in Fig. 8a, while the relevant
contours in Fig. 8b. In order to examine the propagation of the dents after the collision, the solution was evaluated at
t = 11 and the surface created is shown in Fig. 9a. The comparison of the dents before and after the collision is given
in Fig. 9b, where for convenience it was used x ∈ [−4, 3], with the full curves to show the contours of the solution
at t = 2 and the dashed ones at t = 11. It can be deduced that the dents retain their shape, a result which veriﬁes the
conclusions of Christiansen and Lomdahl [9] and [2,13,7]. The effect of the dissipative term at the numerical solution
was examined next by solving the problem at t = 2, 11 with  = 0, 0.5 (Fig. 10a) and at t = 7 (collision’s time) with
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Fig. 7. Symmetrically perturbed static line solitons at t = 0 and 2 when = 0.
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Fig. 8. Symmetrically perturbed static line solitons at t = 7 surface (a) and relevant contours (b) when = 0.
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Fig. 9. Symmetrically perturbed static line soliton at t = 11 (a), while in (b) the full curves show the contours of the solution at t = 11 and the dashed
ones at t = 2 when = 0.
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Fig. 10. Symmetrically perturbed static line soliton. In (a) the dashed contours show the numerical solution at t = 11 when = 0, while the full ones
when = 0.5. In (b) the full curves show the contours of the solution at t = 7 when = 0, the dashed ones when = 0.5 and the dot-dashed when
= 1.5.
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Fig. 11. Line soliton in an inhomogeneous medium at t = 0 and 6 when = 0.
= 0, 0.5 and 1.5 (Fig. 10b), respectively. The resulting contours verify the conclusions of Section 3.1.1 for the effect
of the dissipative term at the solution of the problem.
3.1.3. Line soliton in an inhomogeneous medium
Numerical solutions for a line soliton in an inhomogeneous medium are obtained for the Josephson current density
(x, y) = 1 + sech2
√
x2 + y2 (3.6)
using initial conditions
g(x, y) = 4 tan−1 exp
[
x − 3.5
0.954
]
; −7x, y7, (3.7)
gˆ(x, y) = 0.629 sech
[
x − 3.5
0.954
]
; −7x, y7. (3.8)
The line soliton is moving in the direction x through the inhomogeneity (Figs. 11a,b). As t tends to 6 a deformation in
its straightness appears (Fig. 12a). For t ∈ [6, 12] and as t tends to 12, because of the inhomogeneity, this movement
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Fig. 12. Line soliton in an inhomogeneous medium when = 0. In (a) the full contours show the numerical solution at t = 6, while the dashed ones
at t = 0. In (b) the dashed contours show the numerical solution at t = 12.
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Fig. 13. Line soliton in an inhomogeneous medium at t = 18 (a) and relevant contours (full curves) in (b), where the dashed ones show the numerical
solution at t = 12 when = 0.
seems to be prevented (Fig. 12b), while for t ∈ [12, 18] it is stopped (Fig. 13a). Finally, when t =18 the soliton recovers
its straightness (Fig. 13b). Analogous phenomenon was observed by Christiansen and Lomdahl [9], who claimed that
this was due to the boundary conditions used. This phenomenon was not observed in [2,13,7].
3.2. Ring solitons
3.2.1. Circular ring solitons
The behavior of a circular ring quasi-soliton arising from the two-dimensional SG equation initial was investigated
numerically in Bogolyubski˘i and Makhankov [6], Bogolyubski˘i [4], who named these waves pulsons because of
their pulsating behavior as well as Christiansen and Olsen [10,12], who derived the return effect and gave its necessary
condition. Since then anumber of studies concerning the behavior of these quasi-solitonwaves havebeenpublished—see
for example Geicke [15,16], Maslov [31,32], Malomed [29,30] and recently Christiansen et al. [8], etc.
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Fig. 14. Ring solitons. Circular ring solitons at t = 0 when = 0.
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Fig. 15. Ring solitons. Circular ring solitons at t = 2.8 when = 0.
Following Christiansen and Lomdahl [9] for the experiments it is considered (x, y) = 1 with initial conditions
g(x, y) = 4 tan−1 exp
(
3 −
√
x2 + y2
)
; −7x, y7, (3.9)
gˆ(x, y) = 0; −7x, y7 (3.10)
and initial radius r0 ≈ 3 relatively small. The soliton from its initial position (Fig. 14a), where it appears as two
homocentric ring solitons (Fig. 14b) because of the small number used for the contours in Mathematica to avoid
density plot, shrinks until t = 2.8 (Fig. 15a) appearing as a single-ring soliton (Fig. 15b). From t = 5.6, which could
be considered as the beginning of the expansion phase, a radiation appears, which is followed by oscillations at the
boundaries (Figs. 16 and 17). This expansion is continued until t =11.2 (Fig. 18), where the soliton is almost reformed
(for this noncomplete reformation see [6]). Finally since t = 12.6 it appears to be again in its shrinking phase (Fig.
19). During all the above transformations no displacement of the center of the soliton occurred. These results are in
agreement (with minor in meaning differences) with the published ones in [9,2,13,7].
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Fig. 16. Ring solitons. Circular ring solitons at t = 5.6 when = 0.
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Fig. 17. Ring solitons. Circular ring solitons at t = 8.4 when = 0.
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Fig. 18. Ring solitons. Circular ring solitons at t = 11.2 when = 0.
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Fig. 19. Ring solitons. Circular ring solitons at t = 12.6 when = 0.
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Fig. 20. Ring solitons. Elliptical ring soliton at t = 0 when = 0.
3.2.2. Elliptical ring solitons
Elliptical ring solitons are obtained for (x, y) = 1 with initial conditions
g(x, y) = 4 tan−1 exp
⎡
⎣3 −
√
(x − y)2
3
+ (x + y)
2
2
⎤
⎦ ; −7x, y7, (3.11)
gˆ(x, y) = 0; −7x, y7. (3.12)
Figs. 20–28 show elliptical ring solitons at selected t used by [9] and [2]. The behavior of the soliton consists of a
shrinking and an expanding phase. The resulting pulsation is related with the change of the direction of the major
and minor axes of the corresponding ellipse. The comparison of these results with those published in [9,2], except for
minor differences, as for example in Fig. 22b where differences are observed at the formulation of the soliton, and in
Fig. 26b where in the corresponding published [2] the soliton tends to be a circular one, in general has led to analogous
conclusions. Finally, the soliton has been reformed at t = 11.2 as shown in Fig. 28 (see analogous reformation in
[9,2,7]).
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Fig. 21. Ring solitons. Contours of elliptical ring soliton at t = 1.6 [2] and t = 2.03 [9] when = 0.
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Fig. 22. Ring solitons. Contours of elliptical ring soliton at t = 3.2 [2] and t = 3.45 [9] when = 0.
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Fig. 23. Ring solitons. Elliptical ring soliton at t = 4.8 [2] when = 0.
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Fig. 24. Ring solitons. Elliptical ring soliton at t = 6.4 [2] when = 0.
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Fig. 25. Ring solitons. Elliptical ring soliton at t = 6.98 and 7.69 [9] when = 0.
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Fig. 26. Ring solitons. Elliptical ring soliton at t = 8.0 [2] when = 0.
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Fig. 27. Ring solitons. Elliptical ring soliton at t = 9.6 [2] when = 0.
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Fig. 28. Ring solitons. Elliptical ring soliton at t = 11.2 [2,9] when = 0.
3.2.3. Elliptical breather
Bogolyubski˘i and Makhankov [5] have studied the existence of long-lived stable spherically symmetrical pulsons of
large amplitude. The stability of a breather is investigated in Kodama andAblowitz [25]. For the experiments (see [9])
an elliptical breather with (x, y) = 1 and initial conditions
g(x, y) = 4 tan−1
⎧⎨
⎩2 sech
⎡
⎣0.866
√
(x − y)2
3
+ (x + y)
2
2
⎤
⎦
⎫⎬
⎭ ; −7x, y7, (3.13)
gˆ(x, y) = 0; −7x, y7. (3.14)
was considered. In Figs. 29–36 the surface and the relevant contours of the elliptical breather at t =0, 1.6, 8, 9.6, 11.2,
12.8, 14.4 and 15.2 when  = 0 are given. The major axis of the breather from its initial direction y = −x (Fig. 29b)
seems to be turned clockwise. Again as in Section 3.2.2, a shrinking (Fig. 30) and a reﬂexion phase (Figs. 31, 32) is
observed. At t = 11.2 the major axis has almost recovered its initial direction (y = −x), but strong oscillations are
observed. Finally, at t = 12.8 an expansion phase is observed. The surface graphs are in agreement with the relevant
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Fig. 29. Ring solitons. Elliptical breather at t = 0 when = 0.
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Fig. 30. Ring solitons. Elliptical breather at t = 1.6 when = 0.
t = 8
t = 8
 
7
x
-7
7
y
0
0.25
0.5
0.75
1
z
-7
-6 -4  -2 0 2 4 6
x
-6
-4
-2
0
2
4
6
y
(a) (b)
Fig. 31. Ring solitons. Elliptical breather at t = 8 when = 0.
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Fig. 32. Ring solitons. Elliptical breather at t = 9.6 when = 0.
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Fig. 33. Ring solitons. Elliptical breather at 11.2 when = 0.
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Fig. 34. Ring solitons. Elliptical breather at t = 12.8 when = 0.
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Fig. 35. Ring solitons. Elliptical breather at 14.4 when = 0.
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Fig. 36. Ring solitons. Elliptical breather at t = 15.2 when = 0.
Table 4
Ring solitons
Initial t = 1.6 t = 8 t = 11.2 t = 12.8 t = 14.4 t = 15.2
89.67611 89.38695 89.81244 89.69372 89.76469 89.45356 89.37961
The energy of an elliptical breather when = 0 and t ∈ [0, 15.2].
in [9], while the contours are also in agreement with those in [2]. Finally, in Table 4 the energy evaluated when = 0
and t ∈ [0, 15.2] is given. The results verify the conclusions of Section 3.1.1 that E remains as a constant.
3.2.4. Collision of two circular solitons
The collision of two circular solitons is next examined with (x, y) = 1 and initial conditions
g(x, y) = 4 tan−1 exp
{
1
0.436
[
4 −
√
(x + 3)2 + (y + 7)2
]}
; −10x10, −7y7 , (3.15)
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Fig. 37. Collision of two circular solitons at t = 0 and 4 when = 0 and h = 0.4.
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Fig. 38. Collision of two circular solitons at t = 8 when = 0 and h = 0.4.
gˆ(x, y) = 4.13 sech
{
1
0.436
[
4 −
√
(x + 3)2 + (y + 7)2
]}
; −10x10, −7y7. (3.16)
Figs. 37–39 show the collision of two expanding circular ring solitons at t = 0, 4, 8 and 11 when  = 0 and h = 0.4.
The solution can be expanded across x =−10 and y =−7 by the symmetry relations. The resulting numerical solution,
when y ∈ [−7, 13], presents an oval ring soliton bounding by an annular region, while inside this annulus a lump
appears by the time integration. The graphs were found to be in agreement with those published in [9,2,13,7,35].
3.2.5. Collision of four expanding ring solitons
The collision of four expanding circular ring solitons is examined with (x, y) = 1 and initial conditions
g(x, y) = 4 tan−1 exp
{
1
0.436
[
4 −
√
(x + 3)2 + (y + 3)2
]}
; −30x, y10, (3.17)
gˆ(x, y) = 4.13/ cosh
{
1
0.436
[
4 −
√
(x + 3)2 + (y + 3)2
]}
; −30x, y10. (3.18)
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Fig. 39. Collision of two circular solitons at t = 11 when = 0 and h = 0.4.
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Fig. 40. Collision of four expanding ring solitons at t = 0 and 2 (b) when = 0 and h = 0.5.
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Fig. 41. Collision of four expanding ring solitons at t = 4 and 5 when = 0 and h = 0.5.
Figs. 40–42 show the collision of four expanding circular ring solitons at t =0, 2, 4, 5, 6 and 7 when =0 and h=0.5.
The solution can also be expanded using the symmetry relations. The contour graphs in Figs. 41, 42 show rapidly
varying values of z in the center.
276 A.G. Bratsos / Journal of Computational and Applied Mathematics 206 (2007) 251–277
y y
t = 6 t = 7
(a) (b)
-30 -20 -10 0 10
x
-30
-20
-10
0
10
-30 -20 -10 0 10
x
-30
-20
-10
0
10
Fig. 42. Collision of four expanding ring solitons at t = 6 and 7 when = 0 and h = 0.5.
4. Conclusions
The method of lines, which was based on rational approximants in a three-time level recurrence relation, has been
proposed for the numerical solution of the nonlinear two-dimensional sine-Gordon equation. The methods arising from
this relation, except for the explicit ones, lead in general to the solution of a nonlinear system. To avoid solving it, a
predictor–corrector (P−C) scheme using two-explicit schemes was successfully applied. This P–C scheme was tested
to the most known for this equation line and ring soliton problems, and the numerical experiments, as they have been
developed in detail in Section 3, have proved to give results, which at least coincide with the published ones.
The author will be applying this method to other numerical schemes for this equation, as well as to other equations
describing nonlinear waves and this is a work under preparation, part of which is going to be sent for publishing soon.
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