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1. INTRODUCTION 
In [4, Theorem 21 I obtained an inequality of the form 
(1) 
in which the weighted geometric means G&x) are as defined in (3) 
(below). This inequality was motivated by an elegant result of Cochran and 
Lee [l, Theorem 11, who built on work of Heinig [3]. Their result, in 
different notation, is this. 
Zfp>O, K is real and 06x”-‘f(x)~L(0, XI), then (1) holds with I= co, 
weight w(t)= fPel, p(x)=xKP1, and K=e”‘*; that is 
I 
m 
X K-’ exp log f(t) dt dx 
0 
) 
co 
be 
KIP 
s 
xK - ‘f(x) dx. (2) 
0 
The constant eKJp is best possible. 
Knopp’s Inequality [2, Theorem 3353 is the special case p = 1 = IC of (2); 
and therefore the more a special case of (1). 
Cochran and Lee obtained (2) by a limit process from Hardy’s 
Inequality [2, Theorem 3303, and (1) was proved similarly by a limit 
process from a generalized Hardy’s Inequality [4, Theorem 11. This 
process required an awkward hypothesis about the integrability of each of 
a family of functions involving the weight function w. 
This paper presents a different approach to (1) related to the method of 
[S]. It does not use any inequality of Hardy’s type, and it does not need 
the above awkward hypothesis. Further it produces a still more general 
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inequality than (l), namely Theorem 1; and specialization of this produces 
Theorem 2, a version of (1) which is similar to [4, Theorem 21 but more 
streamlined. 
A deficiency in [4] is discussed in Section 2 (below) and remedied, it is 
hoped, there and in the rest of this paper. 
2. GEOMETRIC MEANS 
In line with [2, Sect. 6.71 we define the geometric mean on (0, x) of a 
non-negative measurable function f to be 
G,f(x)=(G,f)(x)=exp jXw(t/x)logf(r)dr 
0 
the weight function w  being supposed positive and measurable, and the 
integrals Lebesgue. 
In [4, Theorem 23 this geometric mean (there called Gf(x)) is implicitly 
assumed to exist almost everywhere and to be measurable, despite the facts 
that log f (t) may be two-signed and is undefined wherever f(t) = 0. Indeed, 
if w(t)= 1 and 
f(t)=e”’ or f(t) = e(W2) sin(V), 
then G,f(x) is, according to (3), undefined for all x > 0. Even iff(t) = e-l” 
the numerator integral in (3) still fails to exist as a proper Lebesgue 
integral; but it seems desirable in this case to have a definition which 
makes G,f(x)=O. 
To meet such situations define, for all real X, 
1x1 + = max{ +X, 0}, 1X1_ =max{ -X, 0}, (4) 
and agree that, for measurable real f(x), the slightly extended Lebesgue 
integral 
jf(x)dx= j If(x)l+ dx- j If(x dx (5) 
exists even if the last integral has the value cc; in this case the integral on 
the left is assigned the value -co. The integral on the left is not allowed 
the value + 00; thus it exists if and only if 1 f (x)1 + is integrable. 
Also agree that exp( - cc ) = 0 and log 0 = - co. (6) 
LEMMA 1. Zf w(t) is positive and integrable on (0, l), f(t) is nonnegatiue 
and measurable on (0, GO ), and t ~ ’ (log f (t)l + is integrable on (0, co ), then 
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G,f(x), as defined in (3)-(6), exists in [0, 00) for almost all x in (0, a), 
and is measurable. 
ProojI Let 
g(t) = llogf(e’)l + for -a3<<<<, 
h(t) = e-‘w(eC’) for O-ctcc.0, 
h(t) = 0 for - co<tdo. 
Then g and h are integrable on (- co, co), since 
loci Ig(t)l dt=jm ‘logf(u)‘+ du< cc 
0 u 
and 
jx 
-cc 
Ih( dt = j; w(u) du= W< co. (7) 
These imply integrability on -co <s < CC of the convolution 
s Ix, --J) g(s-t)h(t)dt= jm e-‘w(e-‘) (logf(e’e-‘)( + dt 0 
= 
s 
’ w(u) IlogS + du 
0 
=$ j; Mtlx) logf(t)l+ & 
where x = e”; so this function is finite for almost all x E (0, co), and 
measurable on (0, co). 
With W as in (7) it follows by the convention associated with (5) that 
&jr w(t/x) logf(t) dt 
0 
exists for almost all XE (0, co), with values in [-co, co), and is 
measurable. Its exponential is G,f(x) by (3), so that G,f(x) exists for 
almost all x E (0, co), with values in [0, oo), and is measurable. 
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3. THE INEQUALITIES 
THEOREM 1. Let w and p be positive measurable functions on (0, l), on 
which w has finite integral W, and let G,p( 1) exist and be positive. Let p be 
a positive measurable function on (0, I), where 0 < 1 B co; and let 
’ w(t/x) P(x)dx<H 
Wxp(tlx) At) (8) 
for almost all t E (0,l). If f is non-negative and measurable on (0,l) and 
tP’llog f(t)1 + is integrable on (0, I), then 
Proof: Let f (t) = 1 for t > 1 (if any). Then t - ’ 1 log f (t)l + is integrable on 
(0, oo), and by Lemma 1 G,f(x) exists for almost all XE (0,l) and is non- 
negative and measurable. So the left side of (9) exists, finite or infinite. It is 
equal to 
j/p(x) exp 
0 
kji w(s) log f(xs) ds dx 
> 
=G,~(l)j~Ax)ex~($,j~ w(s){logf(xs)-log~(s)}ds)dx 
0 
= Gw, P( ) I,’ ,u(x) exp (&ji w(s) logfz ds) dx 
<G,P( ) j’ Ax) (a j; Wf~ ds) dx 
0 
=G,P( ) j)4xl dxj; w;;;;;xJf(t) dt 
=G,P( ) j;fW dt jr' w;;;;l /4x) dx 
(10) 
<G,P(~) j'f(t)+O40 dt 
0 
using (8) at the last step and the inequality of arithmetic and geometric 
means at (10). This proves Theorem 1. 
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THEOREM 2. Let the function w be positive and integrable on (0, l), r~ be 
submultiplicative and measurable on (0, oo), and p(t) = t-‘a(t-‘); and let 
G,p( 1) exist and be positive. Let t be positive and decreasing on (0, I), where 
0 < I< 00. Iff is non-negative and measurable on (0, I), and tP’(log f(t)1 + is 
integrable on (0, I), then 
j; Gwf(xMx)+) dxb Gw.p(l) /~-f(+WW dx. (11) 
Proof: Let p(t) = a(t)r(t), positive and measurable on (0,l); and let W 
be the integral of w  on (0, 1). All the requirements of Theorem 1 are 
fulfilled except perhaps (8); and for it, if 0 < t < 1, 
’ w(e) Ax) dx= ‘tw(e) 4x1 
WXP(e-) At) s ?i?!dx I wx2 a(x/t)o(t) z(t) 
d s 
’ we) dx 
,TF 
1 ’ =- 
s w t/i 
w(s) ds < 1. 
So Theorem 1 is applicable with H = 1; which proves Theorem 2. 
4. BEST POSSIBLE CONSTANT 
THEOREM 3. Let w, p, o, and T be as in Theorem 2. Zf also I= co, 
n(t) = t-b(t)-‘, t-‘(logn(t)l+EL(l,co), (12) 
dt)z(d E w, 1) and t-Wt)4L(L CjJ), (13) 
then the best possible constant in place of G,p( 1) in (11) lies between 
G,n(l) and G,p(l) (inclusive). 
Proof Since o(t)o(t-l)>.(l)> 1 for all tE(O, a~), 
0<7C(t)=t-la(t)-l~t~‘o(t~‘)=p(t). (14) 
It follows that G,n(l) exists; and we may suppose that it is positive since 
there is nothing to prove if it is zero. 
It is easily seen that 7~ is supermultiplicative. Define 
fj(t)=l forO<t<l, d(t)=7r(t) for t> 1. (15) 
By (15) and (12) tP’Ilog$(t)l + EL(O, co), so by Lemma 1 G,,d(x) exists 
for almost all x and is measurable on (0, co). 
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Let W be the integral of w  on (0, 1). For x $1, (3) and (15) give 
logG&x)=&j* w(t/x)log~~(t)dr 
I 
1 1 
=.--- 
s w  I/r 
w(s) log n(xs) ds 
1 1 
a- s w  I/x 
w(s)(log n(x) + log n(s)} ds 
so that 
=logn(x)+logG,z(l)+o(l) as x+co, 
G,&x) 2 Gwn(l)4xMx) 
for x3 1, where U(X) + 1 as x -+ co. 
Given E E (0, 1 ), there is a > 3/& such that 
u(x)>l-+& for all x 2 tl. 
Also by (13) there is fl> CI such that 
(16) 
(17) 
From this, 
s B T(X) -dx=([;+ Jhp)Tdx<(&+ 1) j+Iydx I x 
Now 
2 
I 
’ G,q5(x)a(x)z(x) dx 
1 
>, G,z(l) j’ n(x)a(x)z(x)u(x) dx 
I 
by (16), 
>G,.n(l)j’*u(x)dx 
% x by (1219 
(19) 
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>GW,n(l)(l+)I”%x 
9. x 
>G,n(l)(l--:E)(l-~~‘)j~~~~x 
>G,n(l)(l-+~)2j,%(x)~(x)r(x)dx 
But by (15), (18), and (12), 
s 
B 
n(x)a(x)z(x) dx 
I 
by (1713 
by (191, 
by (12). 
= joB d(xb(x)~(x) dx - j; dXb(X) dx 
> j; &X)CJ(X)T(X) dx - f& jp * dx 
I x 
2 j; #(x)4x)$x) dx- &E jlp d(xb(x)T(x) dx 
and so 
> (1 - $1 j; ~(x)@x)T(x) dx, 
i ’ G,~(x)+)T(x) dx 0 
> G,z(l)(l-4~)~ ilp ~$(x)a(x)z(x) dx 
2 (1 -E) G,,,n( 1) j” #(x)a(x)t(x) dx. 
0 
(20) 
Define f(x)= d(x) for O<x<p, f(x) =0 for xap. Then 
~-‘lhicml+ ~t-‘llog 4(t)l f, so that the former function is in L(0, co). 
This f is thus admissible in Theorem 2; and by (3) and Lemma 1 we have, 
for almost all x, 
G,f(x) = G.&x) for 0 <x < /?, G,,,f(x) 3 0 for x > 8. 
It follows from (20) that 
jam G,f(xbb)T(x) dx > Cl- 6) G,n(l) joy f(x)o(xb(x) dx; 
this proves Theorem 3. 
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COROLLARY. If o is multiplicative and the hypotheses of Theorem 3 hold, 
then G,,p( 1) in (11) is the best possible constant in Theorem 2. 
EXAMPLE. It might be asked whether the various hypotheses of 
Theorem 3, especially those affecting a(t), are consistent. That they are is 
shown by the following example. 
Let k>O, Obr<p< 1, q>O, and 
w(t)= tk-‘, CT(t)= tp-‘(1 + t)“, z(t)= 1+ t--‘. 
It is easily verified that CJ is submultiplicative (multiplicative if q = 0), and 
that (13) holds. Since n(t) = tPp(l + t)-“, 
logn(t)=-plogt-qlog(li-t)-CO 
if t > 1, and so (12) holds. Also p(t) = t PPP ‘( 1 + t)“, whence existence and 
positiveness of G,p( 1) are easily established. 
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