Abstract-Lattice reduction aided (LRA) linear detectors have been known to achieve near optimal performance at low complexity. However, one weakness of LRA detector is that the quantization step in LRA detector is not optimal. Based on simulation results, we show that most of detection errors in LRA linear detectors are due to quantization errors. We then propose two methods to correct the quantization errors. In the first method, sphere detectors are introduced to correct quantization errors at low additional complexity. As a second approach, we propose a list quantization scheme which can generate a list of candidate symbols from the original LRA estimated symbols. From these listed symbols, decisions are made according to the minimum Euclidean distance between the received and estimated points. It is shown by simulations that both methods provide significant BER performance improvements with only a small additional complexity.
Introduction
Multiple-input multiple-output (MIMO) wireless systems were shown to achieve enormous channel capacity in rich-scattering wireless environments [1] . As one of the practical approaches to achieve the MIMO capacity, spatial multiplexing was demonstrated to have spectral efficiencies of 20-40 b/s/Hz in an indoor environment using the V-BLAST (VerticalBell Labs Layered Space-Time) detector [2] . It is known that V-BLAST is a promising detector in terms of balancing its BER performance and associated computational complexity. The BER performance of V-BLAST detectors is far from that of the optimum detector using maximum likelihood (ML) criterion.
Recently, there has been a great interest in seeking detectors with good BER performance but low computational complexity. One effective approach is to apply lattice reduction into the MIMO channel matrix to make it closer to orthogonal before using linear detectors such as zero forcing (ZF) or minimum mean square error (MMSE) to estimate transmitted symbols. This kind of detectors is often known as lattice reduction aided (LRA) linear detectors [3, 4] . It is interestingly noted from the literature that the LRA linear detectors allow to achieve the same diversity order of the ML detector but with some loss in average bit energy per noise variance (E b /N 0 ).
We note that in the previous proposed LRA detectors, a lattice reduction algorithm, such as the well-known Lenstra, Lenstra and Lovász (LLL) [5] , is often used to transform the original signal constellation into a lattice of parallel points. In fact, this transformation makes the optimal quantization too complex, and thus a suboptimal unconstrained element-wise quantization is used in previous works [3, 6] . The effect of the suboptimal quantization is a degradation in BER performance as mentioned above.
The objective of this paper is to find methods to save this degraded E b /N 0 in LRA linear detectors. Using experiments by computer simulation we found that most of detection errors resulted from LRA linear detectors are due to quantization errors. Based on this observation, we propose two methods to correct the quantization errors. In the first method, sphere detectors are introduced with the aim to correct the quantization errors at low additional complexity. As a second approach, we propose a list quantization scheme which can generate a list of candidate symbols from the original LRA estimated symbols. From these listed symbols, decisions are made according to the minimum Euclidean distance between the received and estimated points. It is shown by simulation that both methods provide significant BER performance improvements at the cost of only a small additional complexity, particularly, in high E b /N 0 region. The remainder of the paper is organized as follows. In Section 2, we introduce the signal model and conventional linear detectors (namely ZF and MMSE) for MIMO systems. The principle of lattice reduction and its application in linear detectors are presented in Section 3. Explanation on the quantization error of the LRA-linear detectors is given in Section 4. Combined Sphere Detector (SD)-LRA detector is explained in Section 4. List quantization scheme for LRA detection is proposed in Section 5. Simulation results are shown in Section 6 and, finally, the paper is summarized and concluded in Section 7.
Linear MIMO Detectors

System Model
We consider a MIMO system as illustrated in Figure 1 . The transmitter is equipped with N, and the receiver M antenna elements. It is also assumed that N ≤ M. The wireless propagation environment between the transmitter and the receiver is assumed rich scattering and flat in frequency. This assumption allows to model the complex channel gains h mn between the nth transmit antenna and the mth receive antenna as statistically independent Gaussian random variables with zero mean and unit variance, i.e., h mn ∼ N c (0, 1), n = 1, 2, . . . , N, and m = 1, 2, . . . , M. Further, the noise samples z m at the mth receive antenna are modeled as independent complex Gaussian random variables with zero mean and variance σ 2 z , i.e., z m ∼ N c (0, σ 2 z ). The vector signal model of the system under consideration can be then expressed as 
Linear Detectors
In the linear detectors, the receive signal y is multiplied with a weight matrix W to get the estimates of the transmitted symbols
The estimated vectors is then decided to the nearest points in the signal constellation. Based on the ZF and MMSE methods, the weight matrices of the corresponding detectors are given by [7] 
where H † denotes the pseudo-inverse of H, and ρ = σ 2 z /ζ 2 s represents the inverse signal to noise ratio (SNR) at the input of the receiver.
Using (2) and (3), the estimate of the transmitted vector s using the ZF detector is given bỹ
Each element ofs ZF is then mapped to a signal constellation point to make the final decision on the detected symbols.
For the MMSE detector, we can use the ZF equivalent representation proposed by Hassibi [8] by defining the following extended matrices:
Similar to the ZF detector, the estimate of the transmitted vector s using the MMSE detector can be then given bys
Due to this similarity in the expression between the MMSE and ZF detectors, analysis for the ZF detector will also be applied for the MMSE detector in the following parts.
In the next section, we will briefly introduce the application of lattice reduction to the linear detectors in order to improve the BER performance.
3 Lattice Reduction and LRA Linear Detectors
Principle of Lattice Reduction
The basic concept of lattice reduction [5] is to consider the noiseless receive signal vector in (1), The aim of lattice basis reduction, or often simply referred to as lattice reduction (LR), is to transform a given basis H into a new basis H whose columns are close to mutually orthogonal. The detection will be then carried out based on H , followed by a quantization operation. The most popular algorithm for LR is the LLL algorithm [5] . In fact, the whole LR algorithm can be described by a linear transform H = HT, where H is the LLL-reduced matrix. The transform matrix T is an integer unimodular matrix with determinant det{T} = ±1, which is resulted from the LLL algorithm. Detailed steps of the algorithm are presented in [7] . Further information can be found in [4] [5] [6] 9 ].
LRA Detectors
The motivation of applying LR to linear detectors is to improve the decision region [3] . Using the transform matrix T obtained from a LR algorithm as described in Sect. 3.1, the system model (1) can be rewritten as [7] 
where H HT and u T −1 s are the new complex channel matrix and transmitted signal vector, respectively. Based on this new model, LRA-ZF or LRA-MMSE detector estimates u and then uses the transform matrix T to convert u tos. Since columns of H are closely orthogonal, the linear detection based on H provides better BER performance [4] . A block diagram of LRA linear detector is illustrated in Figure 2 .
An important condition for LRA detectors is that s is taken from a specified complex integer set, i.e., s ∈ S M ∈ Z M . And since T −1 contains only integers, u ∈ T −1 S M is also a complex integer vector. Therefore, after soft estimatesũ are obtained by LRA linear detectors, a simple suboptimal quantization operation is used to round off the real and imaginary parts of each elementũ n inũ to the nearest integer asû n = R{ũ n } + ı I{ũ n } , where ı = √ −1. The detected signal vector is then obtained by transformingû intõ s by the transform matrix T, i.e.,s = Tû.
It is worth noting here that when s belongs to the Quadrature Amplitude Modulation (QAM) constellation, then in order to create a complex integer set S m ∈ Z m , proper shifting and scaling are necessary. Detailed description of these shifting and scaling operations can be found in [7] and references therein.
Detection Error and Quantization Error
In this section, we analyze the relation between the detection error and quantization error occurred in a LRA linear detector. It is reminded that, in a LRAdetector, soft estimates of the transmitted signal vector are given by the following transformation:s = Tû. The estimated vectors is then quantized to the signal constellation asŝ = Q{s}. Due to the effects of additive noise, channel fading as well as rounding operation, errors can occur in this quantization step, makingŝ not belong to the original set S m . In other words, there exist quantization errors due to quantization in LRA detectors.
To better understand about the quantization error, let us consider a simple example of a 2 × 2 MIMO system with
If 4-QAM modulation is used then the symbol alphabet after shifting and scaling will be S = {0, 1, ı, 1 + ı}.
Assume that the quantized vector after detection isû = [1 + ı ı] T , then the final estimatê s can be written asŝ = Q{Tũ} = [2 1 + 2ı] T . Since both the complex integers 2 and 2ı do not belong to the original set S, it is said that a quantization error occurs in the quantization step. In order to investigate the influence of quantization errors on the overall error performance, we have conducted an experiment based on computer simulation. The MIMO system used in experiment has 4 transmit and 4 receive antennas. Monte-Carlo simulation was run, and the number of iterations that have quantization errors and the number of corresponding bit errors for every 100 detection iterations were counted. Table I shows the average number of iterations in which quantization errors occured and the corresponding percentage of bit errors compared to the total number of bit errors for the three LRA linear detectors: LRA-ZF, LRA-MMSE, and LRA-MMSE based onH (LRA-MMSE Ext).
It is interestingly noted from Table I that although quantization errors do not occur very often, they account for most of the bit errors. For example, for the LRA-ZF detector, at SNR = 12dB, there are only 5% of detection iterations containing quantization errors on average, but they account for 90% of the total bit errors. Similarly, for the LRA-MMSE detector, at SNR = 12dB, only 2% of detection iterations are affected by quantization errors on average, but this number corresponds to 78% of the total bit errors. Another important observation can be made from this table is that for the LRA-ZF and LRA-MMSE detector and in the medium and high SNR region, most of detection errors occur in few detection iterations. Only for the LRA-MMSE Ext detector, there are almost no quantization errors. This is because the MMSE criterion is optimized with LRA-MMSE Ext detector. In general, we can see that as SNR increases the quantization error rate becomes small and decreases fast. Based on the above observations, it is desired to have a nonlinear correction scheme or an optimal detector to recover the bit error for those symbols having quantization errors. One possible approach is to use the reduced-complexity near-ML detector as proposed in [10] . However, the corrector in [10] is not suitable for high-order modulations, such as QAM, due to degraded performance and high computational complexity.
In this paper, we propose to use a sphere detector (SD) as a quantization error corrector to re-detect the quantization erroneously estimated symbols of the LRA linear detectors. Since SD gives exactly the same performance of ML detection (with much lower complexity), most of bit errors could be corrected. Note that the quantization error rate is low, hence we need to use SD in only a few iterations. Therefore the additional complexity will be slightly small. In addition, we also propose a list quantization scheme to improve the quantization as well as the BER performance of the LRA detectors. Details on these two schemes are presented next in Sections 4 and 5.
Quantization Error Correction Using Sphere Detector
The idea of using a sphere detector as a quantization error corrector is somehow similar to the reducedcomplexity maximum likelihood (ML) detector proposed in [10] . Here the quantization error is like a test of detection quality to find the high probably erroneous detected symbols. Every time the test fails, i.e., quantization error occurs, we apply the SD detector to get the optimal estimate and, thus, to recover the bit errors.
Let us recall here that, for linear LRA detectors, bit errors are most likely to occur in the estimated symbol vectorŝ that has one or more elements laying outside the signal constellation. Since SD gives the optimal detection, if we apply sphere detection on this vector, it is expected that most of bit errors would be corrected.
The main idea of sphere detection is briefly explained as below. Unlike ML detection (MLD), SD detection does not search all the constellation points but only those points that lie within a hyper-sphere of radius R around the received signal point [11] . Since the number of points searched is limited, the complexity is reduced as compared to ML detection. For ML detection with sphere constraint R, we havê
Based on QR decomposition H = QR and Q H Q = I, (9) can be rewritten aŝ
where y = Q H y and r ij is the element at row i and column j of the upper triangular matrix R. The solution of (11) can be obtained recursively starting from layer i = N to i = 1. For each layer, constellation value s i satisfying z i r ii
are selected as partial ML candidates for layer i, where
and
Those satisfied values s i on each layer can be obtained through the constraint in (12) , via direct comparison to the QAM constellation. When a new point is found inside the hyper-sphere (at i = 1) the radius is updated with the new minimum Euclidean distance and the algorithm continues the search with a new sphere constraint until there is only one point left. Figure 3 shows an example of one SD searching iteration in different layer in a tree diagram. The dark nodes mean that the value T i of the previous node already exceeds R 2 .
Some advantages thanks to using a sphere detector in combination with LRA linear detectors can be enumerated as below.
i) Initial radius optimization can be avoided: One important issue of sphere detection is to choose a suitable initial radius because the complexity of sphere detectors is very sensitive to this initial radius [12] . In LRA linear detectors, since the estimate is already known from the LRA detection stage, the initial distance can be set equal to the distance from the received signal point to the estimated point. ii) Keep the additional complexity small by limit number: In order to keep the additional complexity small, we can limit the number of symbols to be corrected by a limit number. In particular, we use SD for only those estimated symbolŝ whose the number of elements lying outside the signal constellation is smaller or equal to the limit number. This number should be chosen less than 2N as we treat the real and imaginary parts separately. In our simulation, we set the limit number equal to 4, 5, and 6 for LRA-ZF, and 3, 4, and 5 for the LRA-MMSE detector. Figure 4 shows the quantization error rates corresponding to different values of the limit number. It is obvious that the quantization error rate is proportional to the number of times that we need to use the sphere detector. This also means that the rate is proportional to the additional complexity. It is clear from the figure that the additional complexity due to sphere detection can be controlled if we use the limit number. For example, if we apply 3 and 5 as the limit numbers for SD-LRA-ZF and for SD-LRA-MMSE, the frequency of using SD is only about 5% for SNR = 8dB.
List Quantization LRA Detectors
Principle of the List Quantization Method
It is known from the previous section that the estimate of the transmit vector is given bỹ
Thus an error in elements ofû will also cause an error tõ s due to nonzero elements of the corresponding column of T. It is interestingly noted that when the error occurs the element-wise differences between the optimum quantization and rounding operation are mainly +1, −1, ı or −ı. Based on that, the idea of the proposed list quantization scheme is explained in brief as follows. Suppose that error occurs in only one componentû i of u. Then, the transmitted signal element is mainly expected to the candidate symbols whose elements lying outside the constellation, we obtain a list of highly reliable candidate symbols. Finally, the symbol nearest to the received point is chosen as the solution of the following equationŝ = arg miñ s y − Hs .
Since LRA detection with the LLL-reduced matrix usually gives a good estimate, we may assume that there is only one erroneous element inũ. Under this assumption, we can generalize a list-quantization scheme for the LRA detection as follows:
Step 1: Create 2N candidate symbols from the estimate of LRA detection. For i from 1 to N, add 2 candidates to the list, changing elementû i :
Step 2: Remove those candidates lying outside the signal constellation to achieve the list of candidates. If the list is empty, quit and return the estimate of LRA detection as the final result.
Step 3: Calculate the Euclidean distance from the received point to the LRA-based estimate point, update the distance for candidates in the list.
Step 4: Decide the best candidate which has the shortest distance.
Complexity Analysis
In order to keep the additional complexity small, we take a further look into the main step of the scheme, i.e., the Euclidian distance calculation. In most cases, the candidate symbols from the list are different from the first LRA estimate symbols by only one or two elements. Therefore, to calculate the new distance, we only need to calculate the different part of the term (y − Hŝ) inside the . . For example, ifŝ 1 andŝ are different in the i-th element, the distance fromŝ 1 can be calculated as:
whereŝ 1 (i) represents the ith element ofŝ 1 . We can see that the term inside the bracket of the second equation is already known when calculating the distance forŝ. The only calculation needed is the multiplication and addition operations when calculating h iŝ1 (i) and the norm. Moreover, we can represent the distance in the real domain using new variables
and the real-valued vectors
The real matrixH has the size m × n with m = 2M and n = 2N. The real vectorsȳ ands have size of 2N × 1. Then the distance can be expressed in the real domain as follows
It is clear that when comparing with h iŝ1 (i), the number of required multiplication and addition operations in h is1 (i) is reduced by half. For calculating the distance for signal pointŝ, we need (2N + 1)2M multiplications operations. However, to update the distance D 1 for the pointŝ 1 , we need only 4M multiplication operations. This means that if the expected number of different elements in one candidate symbol isn dif then in order to update the distance we need 4n dif M multiplication operations. If the expected number of candidate symbols in the list isN list , we need 4N listndif M multiplications, wheren dif is the number of different elements in average. Because step 2 makes the numbersN list and n dif become quite small, the complexity is negligible. For example, with 4 × 4 MIMO, at SNR= 10dB, the number value is around 2 for LRA-ZF detection and 3 or 4 for LRA-MMSE detection (see Figure 10 ).
Simulation Results
In order to evaluate performance of the proposed schemes, we have carried out simulations for a 4 × 4 MIMO system. The channel was assumed to be the flat Rayleigh fading with its complex gain generated using complex Gaussian random variables with zero mean and unit variance.
Results for SD-LRA
BERs of the LRA-ZF/MMSE and SD-LRA-ZF/MMSE detectors are shown in Figures 5 and 6 for different limiting numbers in a 4 × 4 MIMO system. We use 4 and 5 for ZF, and 5 and 6 for MMSE, in this simulation. In these figures, we compare BERs obtained using conventional LRA and combined SD-LRA based on ZF and MMSE. It can be seen from the figures that using the quantization error correction scheme, the BER performance of the LRA-ZF and LRA-MMSE detectors are improved steadily. The LRA-MMSE based onH does not benefit from using SD because there are almost no quantization errors occured as we have already discussed from the previous section. It is expected that the additional complexity for SD-LRA-ZF and SD-LRA-MMSE goes to nearly zero in the high SNR region.
Results for List Quantization LRA Detectors
BERs of the LRA-ZF/MMSE detectors with and without list quantization are compared in Figure 7 for a 4 × 4 MIMO system. It can be seen from the figure that, when the list quantization scheme is used, the BER performance of the LRA-ZF/MMSE detector is improved significantly. At BER = 10 −3 , the list quantization LRA-ZF detector can gain nearly 2.5 dB over the conventional LRA-ZF. The performance gain of LRA-MMSE based on H is about 1.5 dB. It is clear that the LRA-MMSE based onH with list quantization can achieve near-ML BER performance. We compare the list-quantization method for two cases in Figure 8 . First, a list of candidates is generated by changing only one element of the estimate. Second, the list of candidates is generated by changing one and two elements of the estimate. The improvement is almost the same in both cases. Therefore, it can be concluded that the list quantization scheme will work efficiently enough by changing only one element. That also supports the fact that in most cases the error appears in one element in the estimatê u. From Figure 9 , the impact of list quantization scheme is even more clear with 16QAM modulation. The LRA-ZF detector with list quantization even outperforms the conventional LRA-MMSE. Similarly, in both cases of changing 1 or 2 elements, we get almost the same performance.
Finally, Figure 10 shows the averaged number of candidate symbols in the list and the number of different elements. Based on the complexity analysis from the previous section and the value in the figure, the number of multiplication and addition operations is just several multiples of number of transmit antenna elements. In other words, it is comparable with the complexity of calculation of the Euclidian distance for one signal point. We can see that the average values of the n dif , N list are small, especially in the high SNR region. Therefore, if the number of antenna elements is not so large, the additional complexity is small and negligible. With the above results, it is reasonable to conclude that the performance is significantly improved for both LRA-ZF and LRA-MMSE detectors with very low additional complexity.
Conclusion
In this paper we propose two methods to improve the quantization step in LRA linear detectors. Firstly, we have investigated the relation between detection error and the quantization error of the LRA-ZF and LRA-MMSE detectors. We have shown that there is a strong relation between error in quantization and detection error. Based on this observation, in order to reduce the number of bit errors, we apply SD for high probably erroneous estimate to achieve its optimal solution. The SD-LRA detectors show the improvement over the LRA linear detectors. By using a complexity limit number, we can keep the complexity reasonable small, especially at the high SNR.
Secondly, we also proposed the list-quantization method for LRA-linear detection. We have shown that list-quantization can limit the error in quantization step and, thus, reduce the detection error. Simulation results showed that a significant improvement can be achieved for both LRA-ZF and LRA-MMSE detectors. Especially, the LRA-MMSE based onH with list quantization can get near-ML BER performance. The proposed quantization method will be more efficient with a higher constellation size. The simulation result shows that the method is efficient enough to generate the list of candidates by changing only one element of the estimate. We also calculate the complexity needed for list-quantization scheme. We showed that the additional complexity is just several multiples of number of transmit antenna elements. Thus, additional complexity will be negligible, especially in high SNR range. His major works include the feasibility study and the hardware development of the 120 Mbps trellis coded (TC) 8-PSK burst modem for TDMA system. This work was done at INTELSAT's request, and is the first development in the world. In the above feasibility study and the hardware development, he made two innovative inventions: one is the "pipe-lined Viterbi decoder," which makes possible for TC modems to operate in very high bit rates of hundreds Mbps, and the other is the clock aided carrier recovery system for the coherent detection of M-PSK modulated signal, which generates very little pattern noise. After designing and manufacturing the hardware of the TC burst modem using these inventions, he made field test, which was successfully done. By his two inventions and the field test results, it is verified that the high bit rate TC burst modem should be feasible to design. His current interests include the signal detection in MIMO systems such as lattice-reduction aided detection. He wrote a single authored book "Digital mobile communication," and three coauthored books. He received Meritorious Award from the ARIB (The Associate of Radio Industries and Businesses of Japan) of MPT of Japan, in 1997. He is also a Visiting Professor at Bac-Ha International University, Hanoi, Vietnam. Dr. Fujino is a Fellow of IEEE and a member of IEICE.
