Abstract
Introduction
Lung pathologies are continuously increasing due to several environmental reasons, such as air pollution, indoor contaminants and smoking habits. Such an increase, combined with the increased life expectance, requires methods to classify the different pulmonary diseases while limiting as much as possible the use of more costly cliagnostic methods.
Most functional non-invasive tests are largely aspecific with respect to pathologies that have similar symptoms at the initial stage such as asthma, bronchitis and emphysema. For this reason, no test alone s e e m to be able to perform the discrimination, while the combination o.f the outcome of different analyses is commonly employed for the discrimination.
Unfortunately, an assessed model, which is able to meaningfully combine the data, does not exist yet. This paper describes a mixed neural and conventional approach, which estimates a "pathology evidence" index on the basis of four functional parameters. The proposed approach takes the uncertainty presence on the single tests into account and flags the processing result with the probability of being the pathology correctly identified. Three neural networks are employed and trained to recognise the three pathologies (asthma, bronchitis and emphysema). The three outputs, which lay in the range of zero (no evidence of pathology) to one (high evidence of pathology), are 0-7803-5276-9/99/$10.00 0 1999 IEEE flagged with an uncertainty value that is estimated according to the uncertainties of the input values.
The network outputs and their uncertainties are eventually combined to determine the actual pathology. This last step allows one to screen out situations where the input values are supposed to be compatible with more than one pathology or when uncertainty associated to one or more network output is too high.
Pathophisiology of airway obstruction
The identification of the three airway pathologies on the basis of non invasive tests is not an easy task.
Pharmacological reversibility of airway obstruction is a typical feature of asthmatic patients. However also Chronic Obstructive Pulmonary Disease (COPD) patients show variable degrees of response to bronchodilating agents thus making the separation between asthmatic and bronchitis patients on the basis of respiratory tests before and after bronchodilating substances not easy. Pulmonary emphysema is characterised by alveolar destruction and airflow limitation which does not change after use of bronchodilating substances.
A correct diagnosis of asthma, bronchitis and emphysema can of course be reliably obtained by means of clinical, radiological and functional assessment involving several tests, but this would greatly increase the overall procedure cost and time required for the diagnosis.
Aim of this paper is therefore to verify if a reasonable and accurate prediction can be obtained by combining the results of different simple spirometric data, which are collected before and after pharmacological bronchodilation.
Several tests can be carried out in this trial, but the authors decided to employ only four of them. Two tests concern simple lung general parameters such as the residual lung volume (RV), and the transfer lung factor for the carbon monoxide (TLCB). The other two tests are related to the change of two respiratory parameters, the forced expired volume in one second (A%FEVl) and the specific airway conductance (A%sGaw), before and after the inha- Although the four tests were chosen according to their sensitivity with respect to the different pathologies, it is interesting to verify that the correlation between measured values and actual pathology is rather low. The results of such a verification are summarised in the table 1 and expressed as mean value and standard deviation within each pathology. A remarkable difference in the mean values of TLCO, D%FEVl and D%sGaw appears as expected, but the intra group variability, highlighted by the standard deviations, is very high. This confirms the experimental observation that none of the four parameters contains enough information to discriminate the different pathologies and that a processing which combines the results of the different parameters is required.
Neural Processing
A clear and accepted way to combine the four parameters in order to emit a diagnosis does not exist. A neural approach can therefore be interesting to overcome the lack of an accepted analytical model. A Multi Layer Perccptron can conveniently be employed for the investigation.
A single "big" network with four inputs (the four clinical values) and a "three-level" output (i.e. an output which can assume only three values corresponding to the three pathologies) could not be designed and trained properly due to the limited population.
It was therefore decided to employ three separate networks each designed to activate in the presence of one of the three pathologies. The use of three different networks allows less complex networks to be employed, thus reducing the training time, and permits to employ networks with a different number of neurons in the hidden layer.
Two neurons in the hidden layer were found to be enough for the networks that had to recognise asthma and emphysema, while three neurons were required for the network which had to recognise the bronchitis. A "balanced" training set was created by selecting a similar number of patients for the three pathologies in order to avoids a polarised behaviour [2] .
Each network was trained to produce an unary output for patients which present the pathology the network had to recognise and a zero output otherwise.
This kind of 'binary training', where the examples presented to the network have target either zero or one, tends to produce a "switching" network, especially if the training set is limited [3, 4] . In other words, the network tends to abruptly switch the output value between the two extreme values without a transition zone and this can easily generate erroneous results for patients which have clinical parameters on the border line.
A partial reduction of this problem and thus a smoother network behaviour can be obtained if the training is performed by employing an algorithm that takes the uncertainty presence into account [5] . The algorithm takes the uncertainty presence on the input values into account by artificially enlarging the training set. Each element of the training set is used to generate "similar" new elements which aic composed of values which are different from the original ones within the expected uncertainty of each input parameter.
The three outputs were eventually sent to a "competitive layer" (CL), which simply employs a "winner takes all" strategy, i.e. it selects the network with higher output regardless of its actual value.
number of errors and the corresponding number of correct diagnoses. Both the simple network with guard neuron set at 0.9 and the evidence index method achieve a minimum of two errors, but the evidence index method is able to provide more than twice correct diagnoses.
A simple program to compute the evidence index
A simple program has bcen designed to allow an easy determination of the evidence index. The program, whose graphical interface is shown in Fig. 2 , has been designed to be used by non specially trained pcrsonnel who perform the preliminary screening phase before the final diagnosis is emitted b a Physician. The program has been coded in VisualBasiJTM) and is designcd to be used in Wind o~s 9 5 / 9 8 (~~) or WindowsNT(TM) environments. The program takes four values corresponding to the four clinical parameters and computes the three evidence indexes with the estimated uncertainties. Network weights and parameter uncertainties arc obtained from a filc which can be updated by the program that is used for the netwxk training.
Conclusions
The discrimination between airway diseases with similar symptoms at early stages can be reliably obrained by means of a complete clinical, radiological and functional assessment. However such a discrimination is much more difficult to be obtained when only functional non-invasive tests have to be employed in order to avoid unnecessary patient's stress and to reduce the time required for diagnosis. This paper has presented a possiblc procedure to obtain such a discrimination which is based on four simple respiratory tcsts: the residual lung volume (RV), the transfer lung factor for the carbon monoxide (TLCO), the change of the forced expired volume in on? second (D%FEVl) and the change of specific airway conductance (D%sGaw), becore and after bronchodilation. The four test results arc sent to three MLP trained to recognise the three pathologies. The network outputs are then combincd together in order to define the diagnosis. Three different processing have been presented of different level of complexity. The most interesting results are obtained with the method which estimates the evidence index of each pathology and its uncertainty. Starting from th.ese values, each patient is tagged considered either not classifiable or affected by one of the three pathologies. In the latter case a reliability index is computed to flag the diagnosis as "doubtful" or "reliable". The proposed algorithm has been tested on a population of I 1 I patients and has failed only two times, with 19 patients not classified and 17 doubtful diagnoses. A simple program has been created for the WindowsWNT environincnt which implements the algorithm and can be used to cstimate quickly the patient situation and decide if other tests have to be performed. where k has the same meaning as in Eqn. (2) and use a modulo-three algebra (i.e if k = emphysema then k+l =asthma)
One should note that, even though this algorithm still produces six values, the important ones are only two: the highest evidence index and its uncertainty. Only if the highest evidence index is low, the second higher evidence index can be used for comparison in order to reduce the risk of misclassification.
By employing the evidence indexes, the doctor who has to carry out the diagnosis, has not only an onloff set of output, but instead a continuous range of values, which can be used to guess the reliability of the pathology detection.
A comparison between the evidence index method and the other proposed solutions however requires a clustering of the network outputs into a few groups, similar to the same previously introduced categories. Three categories can be used: not recognised, doubtful, and reliable diagnosis. The clustering can be performed according to the following criteria: a)
A patient is flagged as "not recognised" if a. 1) a.
2)
The highest evidence index is lower than 0.2.
The highest evidence index minus its uncertainty is lower than 0.3. The uncertainty of the highest evidence index is higher than 0.4. The difference between the highest and the second evidence indexes is lower than 0.2 diagnosis is flagged as ''reliable'' when none of the above conditions is met.
where the threshold values of the different rules are empirically chosen by analysing the obtained outputs.
By employing this criteria, 7.5 (68%) patients had a diagnosis marked as "reliable", 17 (15%) had a "doubtful" diagnosis and 19 (17%) were marked as "not classified". Only 2 of the 7.5 reliable diagnoses were wrong (1.8% of the total patients), while among the "doubtful" diagnoses only 2 were non correct. Table 2 shows the performance of the different pronosed svstems. The grey shaded cells highlight the lower are the clinical parameter uncertainties, expressed in terms of expected standard deviation art; the sensitivities of network i with re,spect to the diflerent inputs j . The uncertainty on the clinical parameters can be estimated according to the ATS criteria. The authors cniployed an uncertainty of 3%) of the expected range of e,xh parameter. Such a value should take all thc uncertainty conount and is rathcr largcr than the observed inter and intra-operator variability on a single patient.
Once the output uncertainties are computed, thc separation between "activated", "not activated" and "dcubtful" responses of each network can be obtained by choosing suitable confidence thresholds.
The authors considered a network activated (i.e. the network had recognised the pathology it was trained for) if the "probability" the output is above O S is greater than 66%.
A network was Considered not activated (i.e. it had estimated that the input combination is not compatible with the pathology it was trained to recognisc) if the "probability" the output is below 0.5 is greater than 66%. If none of the two above conditions was fulfilled, the network output was considered "doubtful".
One should note the use of term probability within quotes. In fact, it must be remarked that the computed "probability" values are obtained on the basis of the output standard deviation by hypothesising a normal (Gaussian) distribution even though no proof is given thc actual output probability distribution is normal. The term "probability" therefore is used here only to remind the idea below the algorithm.
The three outputs, produced by the three networks, were eventually combined together to obtain the "final" result that can be either the identification of one of the three pathologies, if one network is activated and the other two are not activated, or a "Not classified" response otherwise.
By employing the described processing, the proposed system gavc 88 correct diagnoses (79.5%), 19 unclassified outputs (17%) and only 4 wrong diagnoses (3.5%). This confirms that the combination of the four parameters contains enough information for a precise discri,mination and that the number of wrong diagnosis can be maintained at a rather low level.
Output validation by means of "evidence indexes"
A further step in the direction of a more structured information can be obtained by adding a "reliability" tag to the produced diagnoses. Such a reliability value can be obtained by computing three indexes which are capable of highlighting "at a glance" the evidence of one pathology and contemporaneously the evidence of the absence of the other two.
Such indexes can be obtained by multiplying the output of each network by the complements of the other two: By employing the three MLPs and the CL, the network gave 99 correct diagnoses (89%) and 12 wrong diagnoses (1 1%) over the 1 1 I available examples.
The high number of wrong diagnoses is due to the CL nature.
The CL always produces a "winner" even though all the competitors have a very low value, i.e. event though none of the MLP has actually "recognised" its pathology. Such a drastic behaviour can be avoided by employing a modified CL or some form more complex algorithms, capable of generating a fourth "not classified" output, as explained in the following section.
4 Second-level conventional processing 4.1 Output validation by means of the "Guard Neuron"
The CL behaviour, which always produces a winner regardless of the winner value, can be modified by adding a "guard input" (or "guard neuron") to the CL inputs. Such guard input is a fixed input, set at a suitable level, which wins when all the other inputs are lower than its "guard level". The guard level selection has to be performed on an empirical basis, trying to balance between the number of error avoided and the number of "good" results missed due to the guard activation. Fig. 1 shows the number of guard activations and the number of residual wrong diagnoses as a function of the guard level. The thick line represents the number of wrong diagnoses, while the thin one represents the number of patients marked as not recognised. The traces are clipped at 40 patients for clearness.
As expected, as the guard level increases, the number of errors decreases down to a minimum of two. As an example, guard levels between 0.4 and 0.6 reduce the number of wrong diagnoses to eight, at the expense of six unclassified patients.
More interesting reductions can be obtained by employing higher guard levels of up to 0.9. By using such a value, a minimum of two wrong diagnoses is reached, but such a high guard value leads also to 79 (71%) unclassified patients, which is an unacceptably high value.
Output validation by means of the output uncertainty
Another approach which can be employed to add the fourth "not classified" network output is based on the estimation of the output uncertainty.
Such an uncertainty estimation is performed in two steps [4] : firstly an estimation of the sensitivities of the output with respect to small changes of each input parameter is obtained. The sensitivities depend on the patient's parameter combination and is numerically computed by examining the network outputs in the presence of small changes of each of the input parameters.
Once the sensitivities are determined, the output uncertainty is computed according to the conventional uncertainty propagation rules [6]:
where uc( ni ) is the combined output uncertainty, i.e. the expected output standard deviation of the network ni.
