High-dimensional variable selection is important in many scientific fields, such as genomics. In this paper, we develop a Sure Independence feature Screening procedure based on Kernel Canonical Correlation Analysis (KCCA-SIS, for short). No model assumption is needed between response and predictors to apply KCCA-SIS and it can be used in ultrahigh dimensional data analysis. Compared to the original SIS (Fan and Lv, 2008) , KCCA-SIS can handle nonlinear dependencies among variables. Compared to Distance Correlation-SIS (Li et al., 2012) , KCCA-SIS is scale free, distribution free and has better approximation results based on the universal characteristic of Gaussian Kernel (Micchelli et al., 2006) . KCCA-SIS encompasses SIS and DC-SIS in the sense that SIS and DC-SIS correspond to specific kernel choices under KCCA-SIS. Compared to sup-HSIC-SIS (Balasubramanian et al., 2013) , KCCA-SIS is scale-free removing the marginal variation of features and response variables. Similar to DC-SIS and sup-HSIC-SIS, KCCA-SIS can also be used directly to screen grouped predictors and handle multivariate response variables. We show that KCCA-SIS has the sure screening property, and has better performance through simulation studies and its application to a brain gene expression dataset.
Introduction
Ultrahigh dimensional data sets have become common in many disciplines. For example, the reducing cost in microarrays and sequencing allows researchers to collect information on gene expression and sequence data at the whole genome level. A typical study may generate expression information from tens of thousands of genes (denoted as p) across dozens to hundreds of subjects (denoted as n). Feature screening is important in genetics/genomics studies to identify disease genes, construct gene networks, and develop biomarkers. Various regularization methods have been proposed and their statistical properties studied for these high dimensional problems, such as: Lasso (Tibshirani, 1996) , Dantzig selector (Candes and Tao, 2007) , SCAD (Fan and Li, 2001) , and MCP (Zhang, 2010) . All of these methods allow the number of selected predictors to be larger than sample size. However, the above mentioned methods may not perform well for ultrahigh dimensional data due to the simultaneous challenges in computational efficiency, statistical consistency and algorithmic robustness (Zhao and Yu (2006) , Fan et al. (2009) , Fan and Lv (2010) ). In order to tackle these difficulties, (Fan and Lv, 2008) proposed the Sure Independence Screening (SIS) and showed that the Pearson correlation ranking procedure possesses a sure screening property for linear regressions with Gaussian predictors and responses. Since the publication of SIS, several extensions were made to consider generalized linear models (Fan et al., 2009 ) and nonparametric independence screening in sparse ultrahigh dimensional additive models (Fan et al., 2011) . Ji et al. (2012) further proposed a two-stage method called UPS: screening by univariate thresholding and cleaning by penalized least squares for selecting variables. Li et al. (2012) proposed DC-SIS, a sure independence screening model-free method based on distance correlation as a measure of relationship between response and covariate. Song et al. (2012) proposed a method based on Hilbert-Schmidt Independence Criterion (HSIC, for short). To generalized the idea of DC-SIS, Balasubramanian et al. (2013) proposed a general framework, called sup-HSIC-SIS, for model-free and multi-output screening. Motivated from the equivalence between distance covariance and HSIC (Sejdinovic et al., 2013) , they used Reproducing Kernel Hilbert Space (RKHS) based independence measures (Gretton et al., 2005) .
In this paper, we propose a new method called Kernel Canonical Correlation Analysis (KCCA)-SIS, which removes the marginal effect of variables compared to sup-HSIC-SIS and DC-SIS. HSIC calculates the maximum covariance between the transformations of two random variables restricted in certain function classes, while KCCA calculates the maximum correlation between the transformed ones by removing the marginal variations of random variables. KCCA (Akaho (2006) , Melzer et al. (2001) , Bach and Jordan (2003) ) was first proposed as a nonlinear extension of canonical correlation aiming to extract the shared information between two random variables, i.e., to provide nonlinear mappings f ∈ H X and g ∈ H Y so that cor[f (X), g(Y )] is maximized. It was shown in Fukumizu et al. (2007a) that the maximum of the objective function in KCCA is identical to the operator norm of the correlation operator between H X and H Y . This fact motivates us to use the operator norm of the correlation operator as a measure for the relationship between random variables. We show that KCCA-SIS enjoys the sure screening property under mild conditions. In both simulations and a real data application for extracting interneuron related genes in the human brain, we show that the proposed method performs better than the existing approaches.
The rest of this paper is organized as follows. In Section 2, we develop the KCCA-SIS for feature screening and establish its sure screening property. In Section 3, we compare the proposed method with other approaches on simulated and real data. We conclude this paper with a brief discussion in Section 4. All technical proofs are given in the Appendix.
2. Independence screening using Kernel CCA
Some Preliminaries
Let (X , B X ) and (Y, B Y ) denote Borel measurable spaces. For example, they can be R d or any topological Borel measurable spaces. Given positive definite kernels k x and k y , let (H X , k x ) and (H Y , k y ) be RKHSs (Aronszajn, 1950) of functions on X and Y, respectively. We denote the marginal distributions of X and Y as P X and P Y , and their joint distribution as P XY . We denote the expectation operator associated with P X , P Y , and P XY as E X , E Y , and E XY , respectively. For a random variable X : Ω → X , the mean element m X ∈ H X is induced by the relation, for all
where ·, · H X denotes the inner product under H X . By the Riesz representation theorem (Reed and Simon, 1980) , there exists an operator Σ Y X :
holds for all f ∈ H X and g ∈ H Y . We call this operator cross-covariance operator (Fukumizu et al., 2009 ). If Y is equal to X, the positive self-adjoint operator Σ XX is called the covariance operator. Baker (1973, Theorem 1) showed that Σ Y X can be expressed as
where R Y X : H X → H Y is a unique bounded operator such that ||R Y X || ≤ 1. We call R Y X the correlation operator from H X to H Y , capturing all the nonlinear information between X and Y . On the other hand, assuming k : (X × Y) 2 → R to be separable, i.e., Gretton et al. (2005) and the authors showed that it can be represented as:
where (X ′ , Y ′ ) are an independent copy of (X, Y ) and E XX ′ Y Y ′ denotes the expectation over the independent pairs. Under the condition that k x and k y are characteristic (Fukumizu et al., 2007b) , HSIC(P XY , H X , H Y ) is zero iff X and Y are independent. From this, we know that ||Σ Y X || = 0 iff X and Y are independent, where || · || denotes the operator norm. Furthermore, it is easy to show that ||R Y X || = 0 iff X and Y are independent (Fukumizu et al., 2007b) . With a slight abuse of notation, we write
XX , where Σ Y Y and Σ XX may not be invertible. We define the regularized version of R Y X as
where ǫ n > 0 is the ridge parameter Fukumizu et al. (2007a, Lemma 7) showed that if R Y X is compact,
is a set of n independent copies from (X, Y ). Then the empirical cross-covariance operatorΣ (n) Y X is defined as the cross-covariance operator under the empirical distribution
, where δ X (i) and δ Y (i) are Dirac measures with point mass on X (i) and Y (i) . That is, for any
where Cov n (X, Y ) is the empirical covariance between two random variables with respect to the empirical measure. We can similarly defineΣ
XX . We then have the regularized estimator of R Y X :
Empirically, we use ||R 
An Independence Ranking and Screening Procedure
In this section we propose an independence screening procedure based on KCCA. We assume a response Y ∈ R d and predictors X ∈ R p , with p growing with n and d fixed. It is often assumed that only a small number of predictors are relevant to Y .
Denote by P(Y |X) the conditional distribution of Y given X. Following (Li et al., 2012), we define the set of relevant variables called active set M and irrelevant variables called inactive set I as: M = {r : P(Y |X) depends on X r }, and
We write X M = {X r : r ∈ M} and X I = {X r : r ∈ I}, and call X M as an active predictor vector and its complement X I as an inactive predictor vector. By the definition we know that Y and X I are independent conditional on X M . In this case, feature selection involves estimating the set M from the given n samples.
A direct way is to rank the predictors according to their degree of dependence with the response. We consider the norm of correlation operator as a measure of such dependence. To be specific, we write
to be the measure of dependence between X r and Y , because ρ r (ǫ n ) = 0 for any ǫ n > 0 iff X r and Y are independent. Similar to distance correlation, our measure here is model-free and allows for multivariate response and group predictors. Similar to sup-HSIC-SIS, our method can be used in the case of more general topological space for response Y .
The learning algorithm

Choice of kernel
As mentioned before, we choose Gaussian kernel for its universal property. The form of Gaussian kernel is defined as:
2 ), where · 2 stands for Euclidean norm.
In sample version, we have the corresponding estimatorρ r (ǫ n ) = ||R (n)
Y Xr (ǫ n )||. In order to select the relevant variables, we first computeρ r (ǫ n ) for r = 1, ..., p and definê
as the estimated set of active predictors, where 0 ≤ κ < 1/2, C 3 is predefined constant in condition (C2) and ǫ −3/2 n is due to some technical issues explained later.
Sample level estimator
Following Lee et al. (2016), we will derive the empirical representation of ||R
We use A † to denote the Moore-Penrose inverse of a matrix A, and A †α to denote (A † ) α . We choose the orthonormal basis
The notation [·] is the coordinate with respect to the new basis system; Lee et al. (2013) and Lee et al. (2016) also adopted a similar coordinate system. We denote H (n)
Xr ⊆ H Xr to be the RKHS generated by (k xr (·, X r (1) ), ..., k xr (·, X r (n) )) and similarly for H
For f ∈ H (n)
where the second equality follows from equation (2). So we have [Σ (n)
Since we just conduct the orthogonal transformation of the original matrix, the operator norm of sample correlation operator is just the largest singular value of [R (n)
Y Xr ].
Tuning parameter selection
For Gaussian kernel, we need to choose the bandwidth parameter γ. For i = 1, . . . , p, we compute γ i via 1
Similarly we can compute γ Y for Y . For the choice of ǫ n , we use a generalized cross-validation (GCV) criterion similar to Li et al. (2014) . To be specific, let
where K Y and K Xr are the corresponding kernel matrices. Then we define
where · F is the Frobenius norm of a matrix. We choose ǫ n by minimizing GCV(ǫ n ).
Feature screening procedure
The algorithm is as follows:
(a) Calculate the bandwidth parameters γ 1 , . . . , γ p , and γ Y using (4) 
we then estimate M byM = {r 1 , . . . , r m }.
In practice, the choice of m may depend on the researchers' prior knowledge and also the sample size. In our simulation analysis, we use different numbers of m based on the true number of active predictors. In our real data analysis, we choose the upper 1% as active predictors. Empirically, we recommend using 1.5ǫ −3/2 n n 1/4 , where ǫ n is the best tuning parameter chosen by (5).
Theoretical Guarantees
In this section, we study the theoretical properties of the proposed independence screening method. Our analysis does not require any moment conditions on the variables X and Y such as spherical symmetric distribution in Fan and Lv (2008) , or sub-gaussian in Li et al. (2012) . Instead, we require the following two conditions:
(C1) The uniform boundedness of kernel functions:
(C2) The minimum signal strength condition:
for some constants C 3 > 0 specified in Theorem 2.3 and 0 ≤ κ < 1/2.
Note that condition (C1) holds for many commonly used kernels, such as the radial basis function. Condition (C2) requires that KCCA measure corresponding to the active predictors cannot be too weak, which is an analog of condition 3 of Fan and Lv (2008 
Based on the concentration bound in Theorem 2.1, we can establish the following concentration bound for the correlation operator:
Based on the concentration bounds and conditions (C1) and (C2), we can achieve the following sure independence screening property.
Furthermore if condition (C2) holds, then we have the following sure screening property:
where s is the cardinality of M.
Based on the above result, we can handle the NP dimensionality log p = o(n 1−2κ ). The sure screening property without controlling for false selection rates is not satisfactory. Ideally if there is a gap between active variables and inactive variables regarding their ρ(ǫ n ), i.e. max j / ∈M ρ r (ǫ n ) = o(B 3/2 ǫ 3/2 n n −κ ), the false-positive rate will vanish. Next, we show that the size ofM can be controlled when there is no severe dependency between the predictors. Suppose H X is the direct sum ⊕ (t 1 , . . . , t p ) . It can be shown that the covariance operator Σ XX : H X → H X has a matrix form satisfying that, for any
Then the following result provides an upper bound for |M|.
where λ max (·) represents the largest singular value of the corresponding operator, and C 4 > 0 is the constant in Theorem 2.3.
Numerical Results
In this section, we report results on different simulated and real biological data to illustrate the advantage of the propose method (KCCA-SIS). For the experiments on synthetic data, we consider the data settings from Li et al. (2012) and Balasubramanian et al. (2013) in order to make a head to head comparison to their approaches. For evaluation on real world data, we consider a high dimensional human brain gene expression data set, select genes related to marker genes for interneuron cells, and measure the performance of the selection using gene set enrichment analysis. In simulations 1 and 2, we generate random vector X = (X 1 , X 2 , · · · , X p ) from a multivariate Gaussian distribution with zero mean and covariance matrix Σ = (σ ij ) p×p , where σ ij = 0.8 |i−j| . The error term ε is generated from N (0, 1). We fix the sample size n to be 200 and number of features p to be 2000. We repeat each experiment 500 times, and evaluate the performance through the following two criteria (the same as those used in Li et al. (2012) ).
1 S: the minimum model size to include all active predictors. We report the 25%, 50%, and 75% quantiles of S using replications.
2 P: the proportion that all active predictors are selected for a given model size d in the 500 replications.
The metric S is used as a measure of model complexity needed for sure screening with regard to the underlying screening procedure. The lower the value of S, the better the screening procedure. The sure screening property ensures that P is close to one when the estimated model size d is sufficiently large. We choose d to be 
where β j = (−1) U (a + |Z|), a = 4 log n/ √ n, U ∼ Bernoulli(0.4) and Z ∼ N (0, 1). We set (c 1 , c 2 , c 3 , c 4 ) = (2, 0.5, 3, 2) in this example. For each independence screening procedure, we compute the associated marginal effect of X r on Y . In this case we treat X = (X 1 , ...., X p ) as the predictor variables. We use the GCV criterion to select ǫ n . Tables 1 and 2 report the simulation results for S and P. We can observe that screening fails in all four models by SIS. The proposed method outperforms DC-SIS in all cases and HSIC-SIS in most cases. We notice that our proposed KCCA-SIS is better than DC-SIS, comparable with sup-HSIC-SIS in model 3, where there is heteroscedasticy. The better performance is likely due to the removal of the marginal variations of responses and predictors. We have similar results as HSIC-SIS for larger ǫ n . The advantage of the proposed approach is clearly demonstrated in model 4, where the marginal variations are different among predictors. In that case KCCA-SIS performs much better than the other methods. Model  25%  50%  75%  25%  50%  75%  25% 50%  75% 25% 50%  75%  1 Table 1 : Minimum model size (S) comparisons among different methods in simulation 1 Table 2 : The proportions (P) comparisons among different methods in simulation 1
S
SIS DC-SIS HSIC-SIS KCCA-SIS
P SIS DC-SIS HSIC-SIS KCCA-SIS Model d 1 d 2 d 3 d 1 d 2 d 3 d 1 d 2 d 3 d 1 d 2 d 3 1
Simulation 2
In this experiment, we consider multivariate outputs, while X is generated as before. We generate Y |X ∼ N (0, Σ) from a bivariate normal distribution, where σ 11 = σ 22 = 1 and σ 12 = σ 21 = σ(X). We consider two correlation functions for σ(X) given by 1. σ(X) = sin(β T 1 X) where β 1 = (0.8, 0.6, 0, ..., 0); Table 3 and Table 4 .
S DC-SIS HSIC-SIS KCCA-SIS Model 25% 50% 75% 25% 50% 75% 25% 50% 75% 
Discussion
In this article we have proposed an ultrahigh dimensional feature selection method via Kernel Canonical Correlation Analysis. The proposed approach is scale-free, model-free and works with multivariate random variables. We established the sure screening property of the proposed method and illustrated its capability in handling ultrahigh dimensional data on various simulated and real biological data sets. Future work includes a theoretical analysis of the choice of thresholding and combination of KCCA-SIS and other nonlinear regression methods for a better predictive model. 
where (X,Ỹ ) and (X, Y ) are independently and identically distributed with distribution
Let's consider a fixed predictor X r first. Let's denote Xr , and a similar fact holds for G, G 1 , . .., G n . Notice that mean elements can be written as
random elements in H
Lemma A.3. Under assumptions that sup k xr (x, x) ≤ B < ∞, k y (y, y) ≤ B < ∞, we have for r = 1, ..., p and i = 1, ..., n,
Proof.
where the first inequality comes from triangle inequality and the second from the definition of B and || · || H Xr . Using the similar techniques, we have
By Cauchy-Schwartz inequality we have
This completes the proof.
Lemma A. 4 . Under assumptions that sup k xr (x, x) ≤ B < ∞, k y (y, y) ≤ B < ∞, we have for r = 1, ..., p,
for some positive constant c 1 . And
Proof. Following the same argument as in Fukumizu et al. (2007a) , Lemma A.2 implies
Using the argument in the proof of the same lemma,
From these equations, we have
which is further bounded by
Since the variance of a sum of independent random variables is equal to the sum of their variances, we obtain
The first inequality follows from the fact that ||a−b|| 2 ≤ 2||a|| 2 +2||b|| 2 . 
, and
we have E||Σ
for some constant c 1 > 0. Following the same argument we can show that
To prove part 2, we have by lemma A.2
where the first inequality follows from Jenson's inequality with respect to || · || Fr and the fact that ||F r G|| Fr = ||F r || H Xr ||G|| H Y , and the last inequality follows from lemma A.3.
where the first inequality comes from the fact that ||a + b|| 2 ≤ 2||a|| 2 + 2||b|| 2 and the last inequality follows from lemma A.3. The proof arguments are similar for Σ XrXr ,Σ XrXr ,
, we have for r = 1, ..., p,
for some positive constant c 2 > 0.
Proof. Following the same argument as in Fukumizu et al. (2007a) , the differenceR
Using the equality
we can rewrite M 1 as
the norm of which is further upper bounded by
The upper bound comes from the fact that (Fukumizu et al., 2007a) , and Lemma A.1, Provided that ǫ n → 0, by Lemma A.4 we have
for some constant c > 0. Similarly we have E||M 3 || ≤ cB 3/2 ǫ −3/2 n n −1/2 . From Lemma A.4 and the fact that ||(Σ Y Y + ǫ n I) −1/2 || ≤ ǫ −1/2 n , we know
So we have for some constant c 2 > 0,
We then complete the proof of the lemma.
Lemma A.6 (McDiarmid's Inequality (McDiarmid (1989))). Let X 1 , ..., X n be independent random variables taking values in a set A, and assume that f ; A n → R satisfies
A.2 Proof of main theorems
Proof of Theorem 2.1. It suffices to check the bounded difference property of
we have
≤ 32B n The equality follows from the same argument as in proof of Lemma A.2. The second inequality follows from triangle inequality, the third and fourth inequalities follows from Lemma A.3. Then by McDiarmid's inequality we complete the proof. 
Using a similar argument, we have
Since II ≤ ǫ where C 1 = 3C ′ 1 .
