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Fluids confined to quasi-one-dimensional channels exhibit a dynamic crossover from single file diffusion to
normal diffusion as the channel becomes wide enough for particles to hop past each other. In the crossover
regime, where hopping events are rare, the diffusion coefficient in the long time limit can be related to
a hopping time that measures the average time it takes a particle to escape the local cage formed by its
neighbours. In this work, we show that a transition state theory that calculates the free energy barrier for
two particles attempting to pass each other in the small system isobaric ensemble is able to quantitatively
predict the hopping time in a system of two-dimensional soft repulsive discs [U(rij) = (σ/rij)
α] confined to a
hard walled channel over a range of channel radii and degrees of particle softness measured in terms of 1/α.
The free energy barrier exhibits a maximum at intermediate values of α that moves to smaller values of 1/α
(harder particles) as the channel becomes narrower. However, the presence of the maximum is only observed
in the hopping times for wide channels because the interaction potential dependence of the kinetic prefactor
plays an increasingly important role for narrower channels. We also begin to explore how our transition state
theory approach can be used to optimize and control dynamics in confined quasi-one-dimensional fluids.
I. INTRODUCTION
The movement of fluids through narrow quasi-one-
dimensional channels appears in a variety of natural and
engineered systems1,2 such as zeolites,3–5 carbon nan-
otubes,6–8 metallic organic frameworks,9,10 confined col-
loids,11,12 and in the transport of water and ions through
membranes.13,14 It also plays a fundamental role in the
functioning of nano- and micro- fluidic devices15–17 and
provides a basis for separating mixtures.18–20 When the
particles are subjected to stochastic forces21,22 or a Brow-
nian background23 and the channel is narrow enough
to prevent passing, the system exhibits a form of sub-
diffusion known as single file diffusion (SFD), where
the mean squared displacement (MSD) increases as the
square root of time in long time limit. The MSD can
then be described by an Einstein-like relation,
〈∆x2t 〉 = 2Fxt1/2, (1)
where Fx is the mobility factor.
24,25 As the channel be-
comes wider, the particles are able to pass each other, and
the system exhibits a dynamical transition or crossover
from SFD to normal diffusion,5,8,26–28 where the MSD in-
creases linearly in time in the long time limit. However,
in the crossover regime, hopping events are rare because
particles must overcome an entropic barrier caused by
a restriction in configuration space as they attempt to
pass. If the particles remain caged between their neigh-
bours long enough to perform SFD before escaping, the
MSD follows Eq. (1) at intermediate times before cross-
ing over to normal diffusion at long times.29
a)Electronic mail: richard.bowles@usask.ca
Percus and Mon30 developed a simple theory that con-
nects the intermediate time behaviour to the long time
normal diffusion coefficient, Dx, as,
Dx ∝ 1
τ
1/2
hop
, (2)
where τhop is a phenomenological hopping time that mea-
sures the average time it takes for a particle to escape its
cage. This hopping time approach to understanding dif-
fusion in confined environments is attractive because all
the factors that influence particle mobility, such as den-
sity, temperature, and particle–particle and particle–wall
interactions, are captured in a single parameter that can
be measured directly in simulation. A variety of theoreti-
cal and computational methods can be used to study the
hopping time. For example, projection operator tech-
niques have been used to map the diffusion of the sys-
tem into a modified one-dimensional Fick–Jacobs equa-
tion31–36 to take advantage of the quasi-one-dimensional
nature of the channels. However, the activated nature of
the hopping process also suggests τhop can be obtained
theoretically using barrier crossing methods, and a simple
transition state theory has been shown to provide the cor-
rect scaling exponent for the hopping time as a function
of channel radius37 for two-dimensional hard discs. It
was recently shown that a transition state theory (TST)
qualitatively predicts the hopping time for the same sys-
tem,38 where the height of the free energy barrier for two
particles attempting to pass was obtained using the small
system isobaric-isothermal ensemble.39,40
The goals of the current paper are to show that
TST provides quantitative measures of the hopping time
for particles confined to quasi-one-dimensional channels
when both the barrier and prefactor are calculated and to
demonstrate how the hopping time approach can be used
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2to study the role of particle–particle interaction on diffu-
sion in confined fluids. To achieve these goals, we com-
pare the hopping times obtained using TST with those
measured directly from the simulation of large number of
particles for a system of two-dimensional soft repulsive
discs confined to a hard wall channel for a range of chan-
nel radii. We also examine the effect of particle softness
on the hopping time, and hence diffusion, by varying the
magnitude of the exponent associated with the repulsive
particle-particle potential. Intuitively, we might expect
the hard particle system to exhibit the longest hopping
times because they restrict the configuration space of the
transition state to the greatest degree. Making the po-
tential softer should make it easier for the particles to
reach the transition state. Our results show that the
hopping barrier goes through a maximum as the parti-
cles become softer because of a competition between the
energetic and entropic contributions to the free energy of
the transition state. However, the hopping times them-
selves only appear to exhibit the maximum as a function
of particle softness for wider channels because the po-
tential dependence of the kinetic prefactor in the TST
theory becomes increasingly important for the narrower
channels. We also begin to explore how our TST method
can be used to optimize the dynamic properties of single
file systems.
The remainder of the paper is organized as follows.
Section II outlines the model system and the methods,
including outlining the general TST approach to hopping
times, the hopping free energy barrier calculations, the
kinetic prefactor calculations, the hopping times mea-
surements in large systems, and the hopping time opti-
mization. Section III describes our results and discussion,
and Section IV summarizes our conclusions.
II. MODEL AND METHODS
A. Model
We study a system of two-dimensional repulsive discs
confined to a narrow two-dimensional channel that ex-
tends longitudinally along the x-axis and has a radius,
R, along the y-axis, where the origin of the coordinate
system is located at the center of the channel. The par-
ticles interact through an inverse-power-law potential,
U(rij) = 
(
σ
rij
)α
, 5 ≤ α ≤ 100, (3)
where rij = |ri−rj | is the distance between particles i and
j, α is the power-law exponent describing the repulsive
potential, σ is the particle diameter,  is the interaction
strength, and the interaction is cut off at rc = 2.5σ. We
use the quantity 1/α as a measure of particle softness
because it tends to zero as α → ∞, describing the hard
sphere potential, and increases as the potential allows
greater particle overlap. The particles interact with the
walls of the channel as hard particles, so the particle-wall
interaction is given by,
UW (yi) =
{
0 if |yi| ≤ R− σ/2,
∞ if |yi| > R− σ/2, (4)
where yi is the y-coordinate of particle i. Our simulations
are carried out using reduced units. We also study the
equivalent two-dimensional hard sphere system under the
same conditions used to study the soft particles, so we
can make a direct comparison.
B. Transition State Theory for Hopping times
The particles in a fluid confined to a quasi-one-
dimensional channel are arranged in a single file so that
each particle is caged by its (first) nearest neighbour in
each direction along the channel. In order to diffuse nor-
mally in the long time limit, the particles must hop past
each other. This hopping is an activated process because
the excluded volume interactions of the particles and the
wall restrict the configuration space available to the par-
ticles as they pass, giving rise to an entropic free energy
barrier. Transition state theory, which assumes that all
the trajectories that cross through the transition state
are reactive, i.e., recrossing events are ignored, provides
an upper estimate for the transition rate in an activated
process given by,41–44
kTST =
〈|v∗c |〉eq
2
P0(x
∗
c), (5)
where P0(x
∗
c) is the probability density of the system lo-
cated at the transition state, denoted x∗c , and v
∗
c is the
velocity of the system along the reaction coordinate as
it passes through the transition state. The TST hopping
time is then given by,
τhop(TST ) =
1
kTST
. (6)
The free energy barrier associated with a particle hop-
ping past one of its neighbours to escape its cage is calcu-
lated using the small system isobaric-isothermal (n, p, T )
ensemble developed by Corti et al.39,40 In general, the
method involves considering the properties of a small
system of n particles confined to a small volume, v, im-
mersed in a larger system of N −n particles with volume
V − v, both at a fixed temperature, T . One of the n
small system particles, denoted the shell particle, is con-
strained to a region dv at the boundary of the small sys-
tem, defining the small system volume. This avoids an
over counting of configurations associated with the fluc-
tuation of v when integrating over the degrees of freedom
of the large N − n system to yield a small system con-
stant pressure ensemble that does not rely on the use of
a system size dependent volume scale.
3Here, we provide a brief description of the small system
isobaric-isothermal ensemble in the context of its appli-
cation to hopping times.38 Figure 1(a) shows the system,
consisting of n = 2 particles, at a constant external lon-
gitudinal pressure, pl, and fixed T . The small system
has a length, L, and radius, R, with the center located
at r0. The shell particle (particle one) is confined to a
region 2RdL at x1 = L/2 > 0 to define the volume. The
partition function for the small system given by,
∆ =
∫
L
Q∗n,v,T e
−βpl2RL 2RdL, (7)
where Q∗n,v,T is the canonical partition function of the
small n, v, T system with one shell particle and β =
1/kBT , where kB is the Boltzmann constant. In obtain-
ing Eq. (7), it has been assumed that the interactions
between the particles in the small and large systems are
negligible.
Particle two in the system represents the caged par-
ticle, and we define a reaction coordinate for the hop-
ping process as the axial separation between the particles,
xc = x1 − x2, so that the transition state occurs when
they are side by side in the channel, i.e., with xc = 0,
as shown in Fig. 1(b). The reaction coordinate partition
function is then given by,
∆x′c dxc =
∫
L
Q∗n,v,T e
−βpl2RL δ(x′c − xc)2R dLdxc, (8)
where δ(·) is the Dirac delta function. Integrating Eq. (8)
yields the partition function,
∆ =
∫
xc
∆x′c dxc. (9)
The probability of finding the caged particle at x′c is then,
P0(x
′
c) dxc =
∆x′c dxc
∆
, (10)
where the probability density, P0(x
′
c), is normalized so
that ∫ ∞
0
P0(xc) dxc = 1. (11)
The Gibbs free energy barrier for hopping, which is de-
fined as the work required to bring the caged particle
from anywhere in the cage to the transition state is given
by,
β∆G∗ = − lnP ∗, (12)
where
P ∗ =
∫ x∗c
0
P0(xc)dxc, (13)
and the range of the reaction coordinate, xc = 0 to x
∗
c ,
is the transition state region. It should also be noted
r0
L
r0
xc
(a)
(b)
Shell Particle Caged Particle
R
Figure 1. (a) A schematic representation of the two-
dimensional small n, pl, T system consisting of a cage with
length L and radius R, centered at the origin r0. The shell
particle is located at L/2 and defines the volume of the sys-
tem. The reaction coordinate, xc, is the longitudinal distance
of the cage particle from the shell particle. (b) A configuration
of the particles in the transition state where xc = 0.
that we select x∗c to be small compared to the size of
the motion required to take the particle from one cage
to the other so that configurations that have little or no
chance of crossing the barrier in the small time limit are
excluded from the transition state.
The free energy barrier for hopping is obtained from
a Monte Carlo (MC) simulation as follows: Particle
one, the shell particle, is located at L/2, and particle
two is placed within the cell between −L/2 and L/2.
For each MC move, a particle is randomly selected and
moved by δx and δy, up to a maximum displacement of
|∆x| = 0.06σ and |∆y| = 0.12σ. The move is immedi-
ately rejected if the trial displacement causes the particle
to overlap with the hard wall or if particle two is moved
outside the cage. If particle one is moved, the cell length
is changed by 2δx and the position of particle two is re-
scaled to ensure it remains within the simulation cell.
Because the position of the shell particle defines the sys-
tem volume, the position of the shell molecule must be
positive during the simulation to ensure V > 0. The MC
probability of accepting the trial move from the old to
the new configurations is given by38,45
acc(old→ new) = min(1, exp { − β[Unew − Uold]
− βpl2R[Lnew − Lold] + (n− 1) ln[Lnew/Lold] }).
(14)
For each system, the value of ∆G is obtained as an av-
erage over 20 independent runs. For each run, 2 × 106
MC cycles are used to reach equilibrium, and the free en-
ergy barrier is calculated over the next 8×108 MC cycles,
where an MC cycle consists of n = 2 MC moves. We sam-
pled configurations every 1000 MC cycles to ensure that
they are not correlated. The probability is calculated
by building a normalized histogram of all configurations
along the reaction coordinate, where we have used bin
4sizes of ∆xc = x
∗
c = 0.05σ, and the free energy barrier
is calculated using the probabilities. The error bars are
calculated as the standard deviation of ∆G∗ over the 20
runs. Our simulations consider systems with α in the
range 5–100 and R/σ in the range 1.01–1.10 under con-
ditions with βpl = 1 and β = 1. The probability density
at the transition state, P0(x
∗
c), is used in Eq. (5) to calcu-
late the transition rate, and the hopping time is obtained
by dividing the transition state probability, P ∗, by ∆xc.
The average velocity at which the system crosses the
barrier is defined by
〈|v∗c |〉 =
〈 |xc(t+ ∆t)− xc(t)|
∆t
〉
, (15)
where xc(t+ ∆t) and xc(t) are the values of the reaction
coordinate close to the transition state. To obtain 〈|v∗c |〉,
we performed simulations in the canonical (n, V, T ) en-
semble using the standard Metropolis MC scheme46 to
move the particles as a simple approximation to Brown-
ian motion.47 Each MC move involves randomly select-
ing one of the two particles and moving it randomly
by a step δx and δy up to a maximum displacement of
|∆x| = 0.06σ and |∆y| = 0.12σ. The move was rejected
if the trial displacement caused any of two particles to
overlap with the hard wall; otherwise the move was ac-
cepted according to the standard Metropolis MC proba-
bilities. A Monte Carlo cycle involves n = 2 attempted
MC moves and defines the unit of time. We then used
∆t = 1 in Eq. (15). The starting configuration for each
run, with xc(t = 0) < 0.05, was taken from the free en-
ergy simulations described in the previous section, and
average quantities were calculated over 1000 distinct ini-
tial configurations.
C. Hopping Time Measurement
In order to test the predictions of our TST, we di-
rectly measure the hopping time in a series of canoni-
cal (N,V, T ) simulations consisting of N = 500 particles
confined to a channel of radius, R, and length, L. Pe-
riodic boundary conditions are used in the longitudinal
direction, and the particle dynamics is the same as that
described in the previous section. For each MC move,
a particle is randomly selected and moved in a random
direction by a step δx and δy up to a maximum displace-
ment of |∆x| = 0.06σ and |∆y| = 0.12σ. An MC cycle in-
volves N MC move attempts and defines the unit of time,
t, in the simulation. Particles are initially placed uni-
formly along the channel but randomly across the width
of the channel. Then 3 × 107 MC cycles are performed
to equilibrate the system before collecting data over the
next 5 × 107 to 3 × 108 MC cycles in order to be long
enough for the average hopping time to converge. After
equilibrium is achieved, the cage for each particle is de-
fined by their immediate right and left neighbours, and
the initial hopping time is set to zero for all the parti-
cles. The number of MC cycles that it takes for each
particle to escape their cage is counted as their hopping
time. After each hopping event, the hopping time for
the particle is reset to zero and the new cages are identi-
fied. The hopping time, τhop, is calculated as an average
over all hopping times recorded for all particles. We also
performed simulations with N = 100 − 800 to check for
system size effects on the hopping time calculations, and
these additional simulations confirm N = 500 is large
enough to account for system size effects.
The appropriate linear density, ρl = N/L for each
system (R,α) studied is determined by performing an
N, pl, T simulation, where N = 500, pl/kBT = 1. In the
limit of large system sizes, the standard constant pres-
sure simulation method and the shell particle method
yield the same results,45 so we continued to use the shell
particle method. An MC trial move follows that out-
lined for the free energy calculations (Eq. (14)), with the
maximum step size of |∆x| = 0.06σ and |∆y| = 0.12σ,
and results in an MC acceptance ratio of 85− 92%. The
average ρl for the system is measured over 5 × 107 MC
cycles, after the system reaches equilibrium over 107 MC
cycles, and data are sampled every 10 000 MC moves to
ensure that they are not correlated. Figure 2 shows that
the densities increase as the channels expand but remain
relatively constant as a function of α.
0 20 40 60 80 100
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0.33
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R=1.10
Figure 2. Linear density, ρl, obtained from N, pl, T simula-
tions as a function of α for different channel radii.
III. RESULTS AND DISCUSSION
A. Hopping times
The hopping times obtained directly from the large
system simulations provide a measure by which we can
qualitatively examine the influence of particle softness on
diffusion. Figure 3 shows that, as soft particles become
harder (decreasing 1/α), τhop initially increases, doing
so more rapidly for the narrower channels. This is con-
sistent with our expectation that particle hopping in a
channel should be more difficult for harder particles. We
5also know that the hopping time must diverge in the lim-
its R→ σ and 1/α→ 0 because perfectly hard particles
are unable to pass each other when the channel radius
decreases below the passing threshold, causing the fluid
to undergo a dynamic transition from normal diffusion to
SFD. However, we also find that the hopping times ex-
hibit an unexpected maximum, suggesting that there are
cases where the softer particles diffuse more slowly than
the harder particles. The maximum, which is directly ob-
servable for the wider channels, sharpens and moves to
lower values of 1/α as the channels narrow until it is no
longer visible within the range of 1/α studied. In these
narrow channel cases, the hopping times grow larger than
those measured for the perfect hard discs model, suggest-
ing that the maximum may still occur at lower values of
1/α than were studied.
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Figure 3. ln τhop for the hopping times measured from simu-
lation as a function of 1/α for different channel radii.
We now examine the properties of the free energy bar-
rier to hopping. Figure 4 shows the Gibbs free energy
as a function of separation of the two particles along the
reaction coordinate for systems with different values of
α. At large xc, the interaction between the particles is
negligible, and they are both able to move freely across
the entire diameter of the channel. However, constrain-
ing the particles to a particular xc puts a lower limit on
the fluctuations available to the cell in the n, pl, T ensem-
ble. The linear increase in the free energy with increasing
xc is related to the work performed against the external
pressure as the particles are separated, forcing the cage
to increase in volume. The same effect is observed for
two ideal gas particles.38 The free energy goes through
a minimum at xc ≈ σ and begins to increase as the re-
pulsive interaction between the particles begins to re-
strict their available configuration space. The minimum
is sharp for the harder particles, but with decreasing α,
the softer, longer range interactions lead to a shallower
and softer minimum as well as a slower increase toward
the maximum near the transition state at xc = 0. When
the channels are very narrow, the maximum is located
very close to the geometrically defined transition state,
but this is not always the case.38 The particles studied
here are circular, so the greatest degree of configurational
restriction occurs when xc = 0, but as the channel be-
comes wider, the influence of the pressure-volume work
become significant, and this can lead to the appearance
of the maximum before the geometric transition state is
reached. Nevertheless, it is important to recognize that
it is the probability of being at the geometric transition
state that contributes to the hopping time because the
particles are unable to diffuse in the long time limit unless
they exchange positions along the channel.
0 1 2 3 4 5 6
x
c
/σ
3
6
9
12
β ∆
G
α=5
α=100
α=∞
Figure 4. Gibbs free energy as a function of the reaction coor-
dinate, xc, for systems with α = 5 (stars), α = 100 (circles),
and α =∞ (squares) with Rp/σ = 1.01.
Figure 5 shows the height of the free energy barrier for
hopping exhibits the same general trends as ln τhop(sim)
measured from the simulation, and moreover we are able
to directly identify the location of the free energy maxi-
mum for all channel radii. Measurements of the prefactor
term (see Fig. 6) also account for the disappearance of
the maxima in the hopping times for narrow channels.
For wider channels, the prefactor is relatively indepen-
dent of the interaction potential, so the hopping times
essentially follow the behaviour of the free energy. How-
ever, for narrower channels, the prefactor term becomes
strongly potential dependent, and its increase outweighs
the effect of the decreasing free energy. This highlights
the importance of understanding the properties of the
prefactor even in a regime where the free energy barri-
ers are high and are expected to dominate the overall
behaviour. Figure 6 also shows that the prefactor is rela-
tively independent of channel width for the softer parti-
cles but is highly channel width dependent for the harder
particles.
Figure 7 shows that our TST approach generally pre-
dicts the hopping times τhop(TST ) to within a factor of
two, underestimating the times for wide channels and
overestimating them for narrow channels. Transition
state theory should underestimate the hopping time be-
cause it assumes that all trajectories that cross through
the transition state lead to a hopping event. Improve-
60 0.05 0.1 0.15 0.2
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β ∆
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R=1.05
R=1.07
R=1.10
Figure 5. Gibbs free energy barrier, β∆G∗, as a function of
1/α for different channel radii.
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Figure 6. The prefactor term, − ln(〈|v∗c |〉 /2.0), as a function
of 1/α for different channel radii.
ments that account for trajectory recrossing, where the
particle re-enters its original cage, correct terms associ-
ated with the kinetic prefactor and lead to longer hop-
ping times. However, our two particle approach makes
some additional assumptions that may lead to further
variations from the measured value. The construction
of the two particle model, through the mapping of the
large canonical ensemble onto the small system n, p, T
ensemble is formally exact, but when we perform our
calculations, we neglect the interactions between the sys-
tem and its surroundings, leading to errors in the free
energy calculations. In particular, we expect the free
energy calculations to be less accurate for the systems
with softer, longer range potentials because we neglect
the interactions outside of the cell. As the channels be-
come narrower, the fluid structure becomes more single
file, reducing the role of long range interactions and im-
proving the accuracy of the free energy calculations. It is
important to note that the prefactor calculations are also
performed using just two particles; this ignores the role
second neighbours may play in blocking the escape of a
particle from its cage. Nevertheless, the simplicity of our
two particle analysis combined with its ability to capture
the general trends in the hopping times for the particles
suggests that it could be useful in determining the factors
that influence diffusion in highly confined fluids.
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Figure 7. Comparison of predicted hopping time, τhop(TST )
with the measured hopping time, τhop(sim), for different val-
ues of α and R. The dashed line represents perfect agreement.
B. Transition State Partition Function
To gain insight into the origin of the maximum in
the barrier height as a function of particle softness, we
study the ensemble of states associated with the tran-
sition state, which for the current system is described
by the partition function for two particles confined to a
one-dimensional line (see Fig. 8). The one-dimensional
transition state partition function for the system can be
written as,
Q1d =
2
2!Λ2
∫ 2Rr
0
dr1
∫ 2Rr−r1
0
e−βU(rij)drij , (16)
where Λ = (2mkBT/h
2)1/2 is the thermal de Broglie
wavelength for a particle with mass m, h is Planck’s
constant, Rr = R − σ/2 is the reduced channel radius
accessible to the centers of the particles due to the hard
wall interaction, rij = r2 − r1 > 0 is the particle separa-
tion, U(rij) is the interaction potential given by Eq. (3),
and the factor of two accounts for the need to consider
both possible particle orders on the line. The Helmholtz
free energy for the transition state, relative to two ideal
gas particles, is then given by,
β∆F ∗1d = − ln (Q1d/Qig) , (17)
where Qig = (1/2!Λ
2)(2R)2 is the ideal gas partition
function, noting that the ideal gas particles have no di-
ameter and hence are able to sample the entire width
7of the channel. The energetic and entropic contribu-
tions to the free energy, F = E − TS, can then be ob-
tained using the usual canonical ensemble expressions,
〈E〉 = kBT 2(∂ lnQ/∂T )N,V and S = kB lnQ + 〈E〉 /T ,
respectively.
Figure 8. A schematic representation of the one-dimensional
transition state.
Figure 9 shows that, despite its simplicity, the one-
dimensional transition state partition function captures
the key features of the effect of the interaction potential
on the hopping free energy barrier, including the presence
of the maximum and how it evolves as a function of chan-
nel radius. However, it is important to recognize that the
transition state partition function cannot be used directly
in the TST expression to yield the hopping time because
it does not give the probability of finding the system at
the top of the barrier, but it clearly contains the relevant
details on how the properties of the transition state vary
as the system parameters vary.
The model also reveals that the maximum in the height
of the hopping barrier as a function of particle softness
results from a competition between the energy and en-
tropy in the transition state as the interaction poten-
tial changes (see Fig. 10). The barrier for the hard disc
system is entirely entropic in nature, with the excluded
volume interaction between the particles and the wall re-
stricting the accessible configurations space for the two
particles. As the particles become softer, both the en-
ergy and the entropy relative to the ideal gas begin to
increase because the particles can effectively overlap, but
for small 1/α, the energetic cost increases more rapidly
than the entropy, causing an overall increase in the height
of the barrier. For larger values of 1/α the situation is re-
versed. The energy essentially plateaus, and the entropy
increasingly dominates, leading to an overall decrease in
the hopping free energy barrier as the particles continue
to become softer.
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Figure 9. Helmholtz free energy for the one-dimensional tran-
sition state ensemble as a function of 1/α for different channel
radii.
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Figure 10. The energy, E/kBT , and entropy relative to an
ideal gas, ∆S/kB , of the one-dimensional transition state en-
semble as a function of particle softness for a channel with
R = 1.01.
C. Optimization
Using the hopping time approach to study diffusion
in quasi-one-dimensional systems is attractive because
all the molecular details that influence mobility are con-
tained within a single parameter, τhop, suggesting it could
be a useful target for the optimization of diffusion in
these systems. Our TST then provides a simple and effi-
cient way to evaluate the τhop as part of an optimization
scheme.
To demonstrate the general principle, we use the
pythOPT global optimization problem-solving software
environment48 to search for the value of the particle soft-
ness (1/α) that maximizes the hopping barrier for a given
channel radius. This process corresponds to finding the
maxima in Fig. 5 and approximately identifies the con-
ditions under which diffusion is slowest. The pythOPT
8environment offers multiple global optimization solvers
as well as a suite of benchmark problems and routines
for performance analysis. The solver used in this study
was the Guaranteed Convergence Particle Swarm Opti-
mization (GCPSO).49 At each step in the search, the MC
free energy calculation outlined in Section II is used to
obtain the figure of merit. This obviously ignores the
effects associated with the prefactor, but they can be in-
cluded in the current analysis in a straightforward way.
CGPSO simulations used 50 swarm particles and one mil-
lion function evaluations. Each DG simulation took ap-
proximately five minutes to execute, and 40 simulations
were used for each function evaluation. The optimization
for each radius required approximately five CPU-days.
To compare the optimization results with estimates
obtained from our systematic set of simulations, we fit
a quadratic polynomial to the free energy as a function
of 1/α to the data in Fig. 5 for each channel radius for
the five closest points the free energy maximum. Ta-
ble I shows that there is excellent agreement between
the maxima obtained from pythOPT and the systematic
study for β∆G∗. As can be expected from the sensitiv-
ity of optimization problems50, the agreement is not as
good for the location 1/α of the maxima, but the values
are still close given the large degree of fluctuation in our
free energy estimates. For example, for R = 1.01, the
fluctuation in β∆G∗ is on the order of 0.20 kT , and this
could include values of 1/α in the range 0− 0.17.
Global Optimization Quadratic Fit
R 1/α β∆G∗ 1/α β∆G∗
1.01 0.0107 10.095 0.0104 10.084
1.03 0.0123 7.978 0.0165 7.947
1.05 0.0215 6.957 0.0292 6.950
1.07 0.0429 6.294 0.0425 6.289
1.10 0.0585 5.603 0.0626 5.601
Table I. Values of 1/α and β∆G∗ at the maximum in the
hopping free energy barrier.
The example given here is relatively straightforward
because we only vary one parameter and there is a well
defined maximum in the free energy surface. However, it
demonstrates the principle of using the TST approach,
either by simply calculating the free energy or the full
hopping time through the added calculation of the pref-
actor term, in a search for an optimal condition to control
diffusion. In general, an optimization for the purposes of
engineering design would involve the variation of a variety
of parameters relating to channel diameter and particle–
particle and particle–wall interactions.
IV. CONCLUSIONS
The hopping time, τhop, is a phenomenological parame-
ter that connects a local parameter, i.e., the time it takes
for a particle to escape the cage of its neighbours, to the
long time diffusion coefficient of the system. It contains
information about the roles system parameters, such as
the density and particle-particle and particle-wall inter-
actions, play in the dynamics of quasi-one-dimensional
fluids. We have shown that a transition state theory,
where the free energy barrier for two particles attempt-
ing to pass is calculated in the small system isobaric-
isothermal ensemble, provides quantitative predictions
for τhop and is able to reveal interesting details regard-
ing effect of inter-particle interaction in the dynamics of
the system. This suggests that the hopping time TST ap-
proach could be an effective tool for the optimization and
control of diffusion in nano- and micro-fluidic devices.
ACKNOWLEDGMENTS
We would like to thank Natural Sciences and Engineer-
ing Research Council of Canada (NSERC) for financial
support. Computing resources and support were pro-
vided by Compute Canada and WestGrid.
REFERENCES
1J. Ka¨rger, “Transport phenomena in nanoporous materials,”
ChemPhysChem 16, 24–51 (2015).
2K. E. Gubbins, Y. Liu, J. D. Moore, and J. C. Palmer, “The
role of molecular modeling in confined systems: impact and
prospects,” Phys. Chem. Chem. Phys. 13, 58–85 (2010).
3V. Kukla, J. Kornatowski, D. Demuth, I. Girnus, H. Pfeifer,
L. V. C. Rees, S. Schunk, K. K. Unger, and J. Ka¨rger, “NMR
studies of single-file diffusion in unidimensional channel zeolites,”
Science 272, 702–704 (1996).
4J. Ka¨rger, M. Petzold, H. Pfeifer, S. Ernst, and J. Weitkamp,
“Single-file diffusion and reaction in zeolites,” J. Catal. 136, 283–
299 (1992).
95A. A. V. Kumar, “Crossover from normal diffusion to single-file
diffusion of particles in a one-dimensional channel: LJ particles
in zeolite zsm-22,” Mol. Phys. 113, 1306–1310 (2014).
6A. Das, S. Jayanthi, H. Deepak, K. Ramanathan, A. Kumar,
C. Dasgupta, and A. K. Sood, “Single-file diffusion of confined
water inside SWNTs: an NMR study,” Acs Nano 4, 1687–1695
(2010).
7R. Valiullin and J. Ka¨rger, “Comment on Single-file diffusion of
confined water inside SWNTs: an NMR study,” Acs Nano 4,
3537–3537 (2010).
8Q. Chen, J. D. Moore, Y. Liu, T. J. Roussel, Q. Wang, T. Wu,
and K. E. Gubbins, “Transition from single-file to Fickian diffu-
sion for binary mixtures in single-walled carbon nanotubes,” J.
Chem. Phys. 133, 094501 (2010).
9F. Salles, S. Bourrelly, H. Jobic, T. Devic, V. Guillerm,
P. Llewellyn, C. Serre, G. Ferey, and G. Maurin, “Molecular in-
sight into the adsorption and diffusion of water in the versatile
hydrophilic/hydrophobic flexible MIL-53(Cr) MOF,” J. Phys.
Chem. C 115, 10764–10776 (2011).
10H. Jobic, “Observation of single-file diffusion in a MOF,” Phys.
Chem. Chem. Phys. 18, 17190–17195 (2016).
11Q. H. Wei, C. Bechinger, and P. Leiderer, “Single-file diffusion
of colloids in one-dimensional channels,” Science 287, 625–627
(2000).
12C. Lutz, M. Kollmann, and C. Bechinger, “Single-file diffusion
of colloids in one-dimensional channels,” Phys. Rev. Lett. 93,
026001 (2004).
13A. L. Hodgkins and R. D. Keynes, “The potassium permeability
of a giant nerve fibre,” J. Physiol. 128, 61–88 (1955).
14A. Finkelstein, Water movement through lipid bilayers, pores,
and plasma membranes: theory and reality (John Wiley & Sons,
1987).
15U. Siems, C. Kreuter, A. Erbe, N. Schwierz, S. Sengupta, P. Lei-
derer, and P. Nielaba, “Non-monotonic crossover from single-file
to regular diffusion in micro-channels,” Sci. Rep. 2, 1015 (2012).
16E. Locatelli, M. Pierno, F. Baldovin, E. Orlandini, Y. Tan, and
S. Pagliara, “Single-file escape of colloidal particles from mi-
crofluidic channels,” Phys. Rev. Lett. 117, 038001 (2016).
17S. Yang, J. Yang, E. Kim, G. Jeon, E. Oh, K. Choi, S. Hahn, and
J. Kim, “Single-file diffusion of protein drugs through cylindrical
nanochannels,” Acs Nano 4, 3817–3822 (2010).
18P. Adhangale and D. Keffer, “Exploiting single-file motion in one-
dimensional nanoporous materials for hydrocarbon separation,”
Separ. Sci. Technol. 38, 977–998 (2003).
19C. D. Ball, N. D. MacWilliam, J. K. Percus, and R. K. Bowles,
“Normal and anomalous diffusion in highly confined hard disk
fluid mixtures,” J. Chem. Phys. 130, 054504 (2009).
20S. N. Wanasundara, R. J. Spiteri, and R. K. Bowles, “Single file
and normal dual mode diffusion in highly confined hard sphere
mixtures under flow,” J. Chem. Phys. 137, 104501 (2012).
21D. G. Levitt, “Dynamics of a single-file pore: Non-Fickian be-
havior,” Phys. Rev. A 8, 3050–3054 (1973).
22K. K. Mon and J. K. Percus, “Molecular dynamics simulation
of anomalous self-diffusion for single-file fluids,” J. Chem. Phys.
119, 3343–3346 (2003).
23J. K. Percus, “Anomalous self-diffusion for one-dimensional hard
cores,” Phys. Rev. A 9, 557–559 (1974).
24K. Hahn and J. Ka¨rger, “Deviations from the normal time regime
of singlefile diffusion,” J. Phys. Chem. B 102, 5766–5771 (1998).
25B. Lin, M. Meron, B. Cui, S. A. Rice, and H. Diamant, “From
random walk to single-file diffusion,” Phys. Rev. Lett. 94, 216001
(2005).
26D. Lucena, D. V. Tkachenko, K. Nelissen, V. R. Misko, W. P. Fer-
reira, G. A. Farias, and F. M. Peeters, “Transition from single-file
to two-dimensional diffusion of interacting particles in a quasi-
one-dimensional channel,” Phys. Rev. E 85, 031147 (2012).
27S. Herrera-Velarde, G. Pe´rez-Angel, and R. Castan˜eda-Priego,
“One-dimensional gaussian-core fluid: ordering and crossover
from normal diffusion to single-file dynamics,” Soft Matter 12,
9047–9057 (2016).
28T. Ooshida, S. Goto, and M. Otsuki, “Collective motion of repul-
sive brownian particles in single-file diffusion with and without
overtaking,” Entropy 20, 565 (2018).
29S. N. Wanasundara, R. J. Spiteri, and R. K. Bowles, “A transition
state theory for calculating hopping times and diffusion in highly
confined fluids,” J. Chem. Phys. 140, 024505 (2014).
30K. K. Mon and J. K. Percus, “Self-diffusion of fluids in narrow
cylindrical pores,” J. Chem. Phys. 117, 2289–2292 (2002).
31P. Kalinay and J. K. Percus, “Projection of two-dimensional dif-
fusion in a narrow channel onto the longitudinal dimension,” J.
Chem. Phys. 122, 204701 (2005).
32P. Kalinay, “Calculation of the mean first passage time tested on
simple two-dimensional models,” J. Chem. Phys. 126, 194708–
194710 (2007).
33P. Kalinay and J. K. Percus, “Two definitions of the hopping
time in a confined fluid of finite particles,” J. Chem. Phys. 129,
154117 (2008).
34K. K. Mon, “Brownian dynamics simulations of two-dimensional
model for hopping times,” J. Chem. Phys. 129, 124711 (2008).
35K. K. Mon, “Comment on “Calculation of the mean first passage
time tested on simple two-dimensional models” [J. Chem. Phys.
126, 194708 (2007)],” J. Chem. Phys. 128, 197102 (2008).
36K. K. Mon, “Brownian dynamics mean first passage time of two
hard disks diffusing in a channel,” J. Chem. Phys. 130, 184701
(2009).
37R. K. Bowles, K. K. Mon, and J. K. Percus, “Calculating the
hopping times of confined fluids: Two hard disks in a box,” J.
Chem. Phys. 121, 10668–10673 (2004).
38S. Ahmadi and R. K. Bowles, “Diffusion in quasi-one-dimensional
channels: A small system n, p, T, transition state theory for hop-
ping times,” J. Chem. Phys. 146, 154505 (2017).
39D. S. Corti and S. Gerardo, “Deriving the isothermalisobaric en-
semble: The requirement of a shell molecule and applicability to
small systems,” J. Chem. Phys. 108, 7959 (1998).
40D. S. Corti, “Isothermal-isobaric ensemble for small systems,”
Phys. Rev. E 64, 016128 (2001).
41C. H. Bennet, Algorithms for Chemical Computations (American
Chemical Society, 1977).
42D. Chandler, “Statistical mechanics of isomerization dynamics in
liquids and the transition state approximation,” J. Chem. Phys.
68, 2959–2970 (1978).
43M. J. Ruiz-Montero, D. Frenkel, and J. J. Brey, “Efficient
schemes to compute diffusive barrier crossing rates,” Mol. Phys.
90, 925–942 (1997).
44P. ten Wolde, M. J. Ruiz-Montero, and D. Frenkel, “Numerical
calculation of the rate of homogeneous gasliquid nucleation in a
Lennard-Jones system,” J. Chem. Phys. 110, 1591–1599 (1999).
45D. S. Corti, “Monte Carlo simulations in the isothermalisobaric
ensemble: the requirement of a shell molecule and simulations of
small systems,” Mol. Phys. 100, 1887–1904 (2002).
46D. Frenkel and B. Smit, Understanding Molecular Simulation:
From Algorithms to Applications (Academic Press, New York,
2002).
47A. Patti and A. Cuetos, “Brownian dynamics and dynamic
monte carlo simulations of isotropic and liquid crystal phases
of anisotropic colloidal particles: A comparative study,” Phys.
Rev. E 86, 011403 (2012).
48K. Voss, pythOPT: A problem-solving environment for optimiza-
tion methods, Master’s thesis, University of Saskatchewan, Saska-
toon, Canada (2016).
49F. van den Bergh and A. P. Engelbrecht, “A new locally conver-
gent particle swarm optimiser,” in IEEE International confer-
ence on systems, man and cybernetics, Vol. 3 (IEEE, 2002).
50M. T. Heath, Scientific computing, 2nd ed., Classics in Applied
Mathematics, Vol. 80 (Society for Industrial and Applied Mathe-
matics (SIAM), Philadelphia, PA, 2018) An Introductory Survey.
