Abstract: Linguistic neutrosophic numbers (LNNs) are a powerful tool for describing fuzzy information with three independent linguistic variables (LVs), which express the degrees of truth, uncertainty, and falsity, respectively. However, existing LNNs cannot depict the hesitancy of the decision-maker (DM). To solve this issue, this paper first defines a hesitant linguistic neutrosophic number (HLNN), which consists of a few LNNs regarding an evaluated object due to DMs' hesitancy to represent their hesitant and uncertain information in the decision-making process. Then, based on the least common multiple cardinality (LCMC), we present generalized distance and similarity measures of HLNNs, and then develop a similarity measure-based multiple-attribute decision-making (MADM) method to handle the MADM problem in the HLNN setting. Finally, the feasibility of the proposed approach is verified by an investment decision case.
Introduction
In the real world, the linguistic expression is well-suited for the thinking and expressing patterns of human beings. Due to the vagueness of languages and the complexity of decision-making environments, the linguistic fuzzy theory has been well developed in the past decades and shows irreplaceable advantages in the fuzzy decision-making field. Linguistic variables (LVs) were defined for fuzzy reasoning and decision-making [1] [2] [3] [4] . Linguistic uncertain variables [5, 6] (interval-valued linguistic variables) were then defined to depict uncertain linguistic information in decision-making problems [7, 8] . After that, a linguistic intuitionistic fuzzy number (LIFN) [9] , which contains two independent LVs to describe the degrees of truth and falsity, respectively, was presented to handle the uncertainty and incompleteness in linguistic decision-making environments [10] . Furthermore, with the wide application of the neutrosophic theory in decision-making [11] [12] [13] , Fang and Ye [14] proposed a linguistic neutrosophic number (LNN) by adding a new LV to the LIFN for representing the indeterminacy degree to do with the indeterminate and inconsistent linguistic information [15] . Although there exist some research works on LNNs [14, 15] , existing LNNs cannot depict the hesitancy of decision-makers (DMs) in the linguistic assessment of alternatives.
Concerning the handling of the human hesitant cognition in decision-making environments, many works have been published so far. Torra and Narukawa [16] and Torra [17] originally introduced hesitant fuzzy sets (HFSs) to express the hesitancy by allowing the membership to contain several possible values. Then, for linguistic decision-making problems, the expression of a hesitant fuzzy Definition 2 ([14] ). Let ϑ = <h T , h U , h F > be a LNN in H. Then its score function can be given by: S(ϑ) = (2τ + T − U − F)/3τ for S(ϑ) ∈ [0, 1] , (1) and its accuracy function can be expressed as
Definition 3 ([14] ). Let ϑ α =< h T α , h U α , h F α > and ϑ β =< h T β , h U β , h F β > be two LNNs in H. There exist the following relations: 
Hesitant Linguistic Neutrosophic Numbers (HLNNs) and HLNN Set
Torra and Narukawa [16] and Torra [17] first defined the HFS as follows:
Definition 4 ( [16, 17] ). Assume S is a universe set, then a HFS N on S can be given by N = {< s, E(s) >|s ∈ S}, where E(s) is a hesitant component of N containing a set of some values in [0, 1] , which represents all possible membership degrees of s.
By integrating HFS with LNN, we define a HLNN set as follows:
Definition 5. Set a universe of discourse S = {s 1 , s 2 , . . . , s q } and a finite LT set H = {h 0 , h 1 , . . . , h τ }, and then a HLNN set N l on S can be expressed as
where E l (s j ) is a set of m j LNNs, denoted by a HLNN E l (
LCMC-Based Distance and Similarity Measures of HLNNs
In most situations, the cardinal numbers (the number of LNNs) of HLNNs evaluated for the same object are usually different. Thus, it is necessary to make the cardinal numbers of the two HLNNs the same to satisfy the distance and similarity measures between them.
We assume that p HLNNs on S = {s 1 , s 2 , . . . ,
.., q). Then, the HLNNs E l i (s j ) for i = 1, 2, . . . , p can be given by
where m ij is the cardinal number of E l i (s j ) (i = 1, 2, . . . , p and j = 1, 2, . . . , q).
Provided that the LCMC of m ij (i = 1, 2, ..., p and j = 1, 2, ..., q) is c j (j = 1, 2, . . . , q), by increasing the number of LNNs
. . , p and j = 1, 2, . . . , q) will be obtained by the extension forms:
. . . , q), calculated by:
Additionally, the elements ϑ
. . , p and j = 1, 2, . . . , q),
be two HLNN sets on S = {s 1 , s 2 , ..., s q }, where E l 1 (s j ) and E l 2 (s j ) (j = 1, 2, . . . , q) are HLNNs in a LT set H = {h 0 , h 1 , ..., h τ } for h j ∈ H. Let f(h j ) = j/τ be a linguistic scale function. Then, the normalized generalized distance between N l 1 and N l 2 can be represented as:
Obviously, d(N l 1 , N l 2 ) degenerates to the normalized generalized distance of Hamming for ρ = 1 and to the normalized generalized distance of Euclidean for ρ = 2.
For the generalized distance d(N l 1 , N l 2 ), there is a proposition as follows:
between N l 1 and N l 2 for ρ > 0 contains the following properties:
Proof. It is obvious that the properties (HP1)-(HP3) are satisfied for d(N l 1 , N l 2 ). Thus, we only need to prove the property (HP4).
Since there is
Then there are the following inequalities:
Thus, the following relations can be further obtained:
Therefore, the property (HP4) can hold.
If we consider the weight w j of an element s j ∈ S with w j ∈ [0, 1] and ∑ q j=1 w j = 1, the generalized weighted distance between N l 1 and N l 2 is
Since the measures of similarity and distance are complementary with each other, the weighted measure of similarity between N l 1 and N l 2 can be represented by
Similar to the properties (HP1)-(HP4) satisfied by the generalized distance measure in Proposition 1, the similarity measure S w (N l 1 , N l 2 ) also has the proposition as follows: Proposition 2. The similarity measure S w (N l 1 , N l 2 ) for ρ > 0 contains the following properties:
Proof. It is clear that S w (N l 1 , N l 2 ) satisfies the properties (SP1)-(SP3). Thus, we only prove the property (SP4) here. According to the proved property (HP4) in Proposition 1, if
Since the similarity measure is the complement of the distance measure, both
can be easily obtained. Therefore, the property (SP4) can hold.
MADM Method Using the Similarity Measure of HLNNs
For a MADM problem in the HLNN setting, some DMs need to evaluate p alternatives (denoted by G = {g 1 , g 2 , . . . , g p }) over q attributes (denoted by S = {s 1 , s 2 , . . . , s q }) from the LT set H = {h 0 , h 1 , . . . , h τ }. Then, a weight vector W = (ω 1 , ω 2 , . . . , ω q ), which is on the conditions of 0 ≤ ω j ≤ 1 (j = 1, 2, ..., q) and ∑ q j=1 ω j = 1, represents the importance of the attributes in S. Thus, the HLNN decision matrix M can be expressed as:
. . .
where
>} is a HLNN for s j ∈ S, and m ij is the number of LNNs in E l i (s j ) (i = 1, 2, . . . , p and j = 1, 2, . . . , q).
On the basis of the proposed similarity measure, a novel MADM method of HLNN is presented by the following steps:
Step 1: 1, 2, . . . , q) in an ascending order according to their score and accuracy functions, then yield the corresponding extended HLNN E o l i (s j ) based on the LCMC c j and the occurrence number R ij of every LNN in E l i (s j ) obtained by Equation (3) . Hence, the extended decision matrix M
• is
Step 2: Specify an ideal HLNN set as 1, 2, . .., c j and j = 1, 2, ..., q).
Hence, the similarity measure between g i (i = 1, 2, . . . , p) and g* can be calculated by
Step 3: According to the similarity measure results, rank the alternatives in G = {g 1 , g 2 , . . . , g m } in a descending order and choose the best one.
Step 4: End. HLNN is a hybrid form of a LNN and HFS, which inherits the advantages of both the LNN and HFS, and expresses the decision-making information with a hesitant set of LNNs. The proposed LCMC-based distance and similarity measures can deal with not only the HLNN information, but also the LNN information, because the LNN is only a special case of the HLNN when the DMs have no hesitation; while all existing aggregation operators of LNNs [14] cannot aggregate HLNN information for the reason that the HLNN is a LNN set of any length. Furthermore, existing MADM methods cannot deal with decision-making problems in the HLNN setting.
Moreover, to ensure the objectivity of the measure calculational results, the proposed LCMC-based distance and similarity measures are based on the LCMC extension method in HLNNs rather than by simply adding special components, such as the maximum or the minimum or the average values, which heavily depend on the personal interests and preferences of DMs [23, 24] so as to easily result in subjective decision-making results. Thus, the novel MADM method of HLNN provides a more general and objective decision-making process for decision-makers.
Actual Example
In this section, to verify whether the novel MADM approach with HLNNs is feasible and reasonable in practical applications, an investment decision-making case adapted from [14] is illustrated under a HLNN environment. In this case, the investment company makes an optimal selection in a set of four possible manufacturers, G = {g 1 , g 2 , g 3 , g 4 }, for producing computers (g 1 ), cars (g 2 ), food (g 3 ), and clothing (g 4 ), respectively. The four alternatives must satisfy a set of three attributes, S = {s 1, s 2 , s 3 }, including the risk (s 1 ), the growth (s 2 ), and the environmental impact (s 3 ), with the importance given by the weight vector W = (0.35, 0.25, 0.4). Now, some DMs are assigned to assess the alternatives over the attributes by HLNN expressions from the given LT set H = {h 0 : none, h 1 : lowest, h 2 : lower, h 3 : low, h 4 : moderate, h 5 : high, h 6 : higher, h 7 : highest, h 8 : perfect}. Then, the assessment results regarding the four alternatives g 1 , g 2 , g 3 , and g 4 on the three attributes s 1 , s 2 , and s 3 can be constructed as
Thus, there are the following decision steps:
Step 1: According to the score and accuracy functions obtained by Equations (1) and (2), rank the LNNs ϑ σ(k) ij (k = 1, 2, . . . , m ij ) in each HLNN E l i (s j ) (i = 1, 2, 3, 4 and j = 1, 2, 3) in an ascending order, and obtain the following matrix:
Then, according to the LCMC c j = 6 (j = 1, 2, 3) and the number of occurrences of LNNs R ij of E l i (s j ) (i = 1, 2, 3, 4 and j = 1, 2, 3) obtained by Equation (3), yield the following extended decision matrix M
• :
Step 2: Obtain the similarity measures between the alternatives g 1 , g 2 , g 3 , and g 4 and the ideal solution g* = {{<8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>}, {<8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>}, {<8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>}} by Equation (7) for ρ = 1 and 2:
Step 3: Due to S w (g 4 , g*) > S w (g 2 , g*) > S w (g 3 , g*) > S w (g 1 , g*) for ρ = 1 and 2, the ranking of the four alternatives is g 4 > g 2 >g 3 > g 1 ; thus, the best choice is g 4 .
By following the above steps, the MADM calculations of ρ ∈ [3, 100] are further performed for this example. The relative decision results, including the similarity measure, ranking order, average value (AV), standard deviation (SD), and the best alternative, are shown in Table 1 . Obviously, the ranking order is g 4 > g 2 > g 3 > g 1 for ρ = 1 and 2, and then it becomes g 4 > g 3 > g 2 > g 1 for ρ > 2; while the best alternative is always g 4 . Notes: 1 ρ: parameter; 2 S w (g i , g*): the similarity measures between the alternatives g i (i = 1, 2, 3, 4) and the ideal solution g* = {{<8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>}, {<8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>}, {<8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>, <8,0,0>}}; 3 AV: average value; 4 SD: standard deviation.
Discussion and Analysis
In this section, further discussion and analysis are carried out for the resolution and the sensitivity of the novel MADM method of HLNNs.
Resolution Analysis
According to Table 1 , Figure 1 illustrates the SDs of the similarity measures for ρ ∈ [1, 100] . Clearly, the SD increases with increasing the value of ρ. Then, it reaches 0.051 for ρ = 100. Since the SD can reflect the resolution/discrimination level of the MADM method, it is obvious that the resolution/discrimination level will be enhanced with increasing the value of ρ so as to provide effective decision information for decision-makers in the MADM process. However, considering that the computational complexity of MADM increases with increasing the value of ρ, we recommend selecting the MADM method with some suitable value of ρ under the condition that the resolution degree meets some actual requirement and the DMs' preference.
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Sensitivity Analysis of Weights
The Tables 1 and 2 , we find that the ranking orders are identical except that of ρ = 2. For ρ = 2, the ranking orders of g4 > g2 > g3 > g1 for W = (0.35, 0.25, 0.4) and g4 > g3 > g2 > g1 for W = (1/3, 1/3, 1/3) indicate a little difference. Then, the best alternatives are the same within the entire range of ρ. Hence, the ranking orders in this example imply a little sensitivity to the attribute weights. Tables 1 and 2 , we find that the ranking orders are identical except that of ρ = 2. For ρ = 2, the ranking orders of g 4 > g 2 > g 3 > g 1 for W = (0.35, 0.25, 0.4) and g 4 > g 3 > g 2 > g 1 for W = (1/3, 1/3, 1/3) indicate a little difference. Then, the best alternatives are the same within the entire range of ρ. Hence, the ranking orders in this example imply a little sensitivity to the attribute weights. 
Conclusions
This paper firstly defined the concept of HLNNs by integrating a HFS with a LNN. Then, the normalized generalized distance and similarity measures of HLNNs were presented based on the LCMC method. Next, a novel MADM method based on the proposed similarity measure was presented under the HLNN environment. Finally, a MADM example of an investment problem was illustrated to demonstrate that the developed method is feasible and applicable. Since the HLNN combines the merits of the HFS and LNN, containing more information than the LNN, the MADM method of HLNNs based on the LCMC method is more objective and more suitable for the practical applications with HLNN information.
However, some advantages of the proposed HLNNs and MADM method based on the LCMC method are listed as follows:
(1) The proposed HLNN provides a new effective way to express more decision information than existing LNNs by considering the hesitancy of DMs. (2) The proposed MADM method of HLNNs solves the MADM problems with HLNN information for the first time, as well as the gap of existing linguistic decision-making methods. (3) The proposed distance and similarity measures of HLNNs based on the LCMC extension method for HLNNs are more objective and more reasonable than those reported in [23, 24] . 
(1) The proposed HLNN provides a new effective way to express more decision information than existing LNNs by considering the hesitancy of DMs. for HLNNs are more objective and more reasonable than those reported in [23, 24] .
Future research on HLNNs will focus on the development of new aggregation operators and correlation coefficients of HLNNs, and their applications in fault diagnosis, medical diagnosis, decision-making, and so on in the HLNN setting.
