Confidence intervals (CI) and the reported predictive ability of statistical models may be misleading if one ignores uncertainty in the model selection procedure. When analyzing time-to-event data using Cox regression, one typically checks the proportional hazards (PH) assumption and subsequently alters the model to address any violations. Such an examination and correction constitutes a model selection procedure, and if not accounted for could result in misleading CI. With the bootstrap, I study the impact of checking the PH assumption using (1) data to predict AIDS-free survival among HIV-infected patients initiating antiretroviral therapy, and (2) simulated data. In the HIV study, due to non-PH, a Cox model was stratified on age quintiles. Interestingly, bootstrap CI that ignored the PH check (always stratified on age quintiles) were wider than those which accounted for the PH check (on each bootstrap replication tested PH and corrected through stratification only if violated). Simulations demonstrated that such a phenomenon is not an anomaly, although on average CI widen when accounting for the PH check. In most simulation scenarios, coverage probabilities adjusting and not adjusting for the PH check were similar. However, when data were generated under a minor PH violation, 95% bootstrap CI ignoring the PH check had coverage of 0.77 as opposed to 0.95 for CI accounting for the PH check. The impact of checking the PH assumption is greatest when the p-value of the test for PH is close to the test's chosen Type I error probability.
INTRODUCTION
Most confidence intervals, P-values, and prediction models reported in medical journals are based on the assumption that the underlying probability model used for the analysis is known. For example, a multivariable analysis may estimate the effect of a treatment on an outcome after adjusting for several other variables. Often, however, those variables are a subset of many candidate adjustment variables, the shape of the relationship between covariables and the outcome is uncertain, and different distributional assumptions and transformations are considered. It is well known that if this uncertainty in the model selection process is ignored, P-values, confidence intervals, and the reported success of prediction models may be misleading, with researchers claiming to know more than the information content in the data support [1] [2] [3] [4] [5] [6] .
By bootstrapping the entire modeling process, valid confidence intervals and measures of the discriminatory ability of prediction models can be computed [7] [8] [9] . Using the bootstrap, Faraway demonstrated the cost of using the data in order to select a model [5] . In a linear regression analysis, he considered variable transformations, selected predictors for the model, checked for outliers, examined overly influential observations, and investigated hederoscedasticity. He then bootstrapped the entire model fitting process, programming, for example, a correction for hederoscedasticity if it was seen in a bootstrap sample. Faraway then demonstrated how non-parameteric bootstrap confidence intervals widen as each of the different components of the model selection process is accounted for.
Based on the results of Faraway and others, analysts have been encouraged to bootstrap the entire modeling procedure [10] .
When dealing with right censored data, researchers often use Cox regression, which assumes proportional hazards (PH). There are many suggested methods for testing the validity of this assumption (e.g., using log(-log) plots, hazard ratio plots, smoothed Schoen-feld residual plots [11] , etc.). When the PH assumption is violated, there are various approaches for changing the model (e.g., stratification, time-dependent covariables, accelerated failure time models, etc.). A highly cited paper recommends bootstrapping the process of examining and correcting possible violations of the PH assumption (points 10 and 13 of [12] ). However, I know of no analysis that has bootstrapped the process of checking the PH assumption.
The purpose of this paper is to examine the cost of data analysis when checking and correcting violations of the proportional hazards assumption. In section 2 I will introduce an observational HIV study from which a model was created to examine predictors of AIDS-free survival, and I will describe my model fitting procedures. In section 3 I will obtain confidence intervals and measures of the model's predictive ability by bootstrapping the entire model fitting procedure, including checking and adjusting for violations of the proportional hazards assumption. Following the approach of Faraway, I will compare these confidence intervals and statistics to similar quantities that do not account for the full model fitting uncertainty. Due to some unexpected results, in section 4 I will investigate through simulations the importance of accounting for the PH check under four different data generating scenarios. In section 5 I will discuss implications of these results on general data analysis.
HIV EPIDEMIOLOGY STUDY
The Collaborations in HIV Outcomes Research United States cohort (CHORUS) followed HIV positive individuals throughout the United States. A recent study examined predictors of an AIDS defining event (ADE [13] ) or death for individuals initiating highly-active antiretroviral therapy (HAART). Of particular interest was whether %CD4 at initiation of HAART was a good predictor of ADE/death. Other predictor variables were absolute CD4 count (aCD4), log10-transformed viral load (VL), age, race (white or non-white), gender, and whether an individual had previously used antiretroviral therapy.
A total of 1891 participants met the inclusion criteria and were followed for a median of 55 weeks (interquartile range, 23 to 83 weeks); 468 individuals had an ADE or died. Details have been previously published [14] .
To evaluate the association between %CD4 at the start of therapy on ADE or death, I fit a Cox proportional hazards model adjusting for each of the above variables. To improve numeric stability, %CD4 and aCD4 were square-root transformed. All predictor variables were included in the analyses without variable selection. An interaction between %CD4 and aCD4 was also included in the model, because a prior study suggested the association between %CD4 and disease progression varied according to different levels of aCD4 [15] . My model fitting procedure was the following:
1. Linearity in the hazard was not necessarily assumed, so continuous predictors (%CD4, aCD4, VL, and age) were expanded by fitting restricted cubic splines with k knots (with the knots located at the default levels of R's Design package [10] ). To limit the number of candidate models, the number of knots, k, was set equal for all continuous predictors, either 0 (linearity), 3, 4, or 5 knots. The same number of knots were also used in the interaction term between %CD4 and aCD4; the interaction was specified using the Design package function %ia% which is referred to as a restricted interaction because it does not include products involving nonlinear components on both variables. The number of knots used in the final model, k = 3, was chosen as that which maximized the Akaike information criteria (AIC). 
3.
The proportional hazards assumption was tested using an approach outlined elsewhere [11, 12] . In short, scaled Schoenfeld residuals were computed separately for each predictor and the proportional hazards assumption was tested using a "correlation with time" test, using the R function cox.zph in the survival package. There was data evidence of a possible violation to the proportional hazards assumption (p = 0.038). The variable deemed most likely to contribute to the non-proportionality, age, was adjusted for using stratification (allowing the form of the baseline hazard to vary across levels of age). Strata were created based on age quintiles. Age was left in the linear predictor (with 3 knots) to capture any residual information.
When not accounting for the model fitting procedures, %CD4 was found to be a significant predictor of the time until ADE/death (p = 0.002) for individuals initiating HAART. Controlling for all other variables and adjusting for aCD4 at its median value of 240 (due to an interaction), the estimated hazard ratio for an individual with %CD4=24 (third quartile) versus %CD4=9 (first quartile) was 0.58 (95% confidence interval (CI) of 0.41-0.82). The predicted 5-year ADE-free survival, adjusting for all variables at their medians, was 0.77 (95% CI, 0.72-0.81). Discrimination was measured using Harrell's c-statistic [12] , defined as the proportion of patient pairs in which predictions and outcomes were concordant. (Considering the strata in the final model, the c-statistic was computed using predicted ADE-free survival at time 5 years). The apparent estimate of discrimination was 0.676.
EXAMINING THE COST OF THE MODEL FITTING PROCEDURE

Bootstrapping the Model Fitting Procedure
Using the bootstrap, I next examined the change in confidence intervals and c-statistic when accounting for varying degrees of the model fitting uncertainty. In each of 1000 bootstrap replications I fit a new model to the bootstrapped data using the same 3 model fitting steps described in Section 2. Specifically, 1. The number of knots, k, (0, 3, 4, or 5; the same number for all continuous variables) was chosen as the value that maximized the AIC.
2. A test for interaction between %CD4 and aCD4 (including both linear and nonlinear terms, if any were selected in step 1) was performed and the interaction was left in the model if found significant at the 0.05-level. Similar to Faraway [5] , I also obtained estimates bootstrapping all or part of the model fitting procedure. Using the same bootstrapped data, I obtained estimates by fitting a model: A) ignoring all model fitting uncertainties by using none of the above steps (assuming k = 3 knots, an interaction, and stratifying by age quintiles), B) accounting for uncertainty with regards to the number of knots by using step 1 only (assuming an interaction and stratifying by age quintiles), C) accounting for uncertainty with regards to the number of knots and whether there was an interaction by using steps 1 and 2 only (stratifying by age quintiles), and D) accounting for full model uncertainty by using steps 1, 2, and 3.
Results
When accounting for full model uncertainty, bootstrap replications substantially var- In this case, 95% confidence intervals actually decreased if I accounted for the uncertainty in the proportional hazards assumption.
The estimated c-statistic computed earlier, 0.676, is an over-estimate of how well this model will perform in independent data. Based on the bootstrap accounting for no modeling uncertainty, the estimated optimism [8] of the c-statistic is 0.062; accounting for uncertainty in the number of knots, 0.073; accounting for uncertainty in the number of knots and the interaction 0.073; and accounting for full model uncertainty (knots, interaction, and proportional hazards), the optimism is 0.052. That means that applied to independent data, one would expect the c-statistic to be 0.676 − 0.052 = 0.624. Interestingly, the c-statistic is higher when accounting for the full model fitting uncertainty than when ignoring the PH check.
Using the bootstrap, one can also obtain estimates for the amount of over-fitting or shrinkage when applying this model to independent data; a shrinkage estimate of 1 indicates no overfitting ( [10] page 95). The estimates of shrinkage if one accounts for no modeling uncertainty, knots, knots and interaction, or full are 0.70, 0.66, 0.67, and 0.62, respectively.
It should be noted that of the 693 bootstrap replications where the proportional hazards assumption was violated, 486 still violated the proportional hazards assumption after stratifying as described above.
To summarize, I found it surprising and noteworthy that 51 of the possible 56 models were selected at least once in 1000 bootstrap replications, and that the width of confidence intervals and the estimated optimism of the c-statistic actually decreased when accounting for checking and fixing violations of the proportional hazards assumption. Each of these statistics was re-computed a second time using 1000 new bootstrap replications with similar results (data not shown). 
SIMULATIONS
Simulation Setup
) where a = (3.9, 15, 38. In each simulation a Cox proportional hazards model was initially fit to the data.
Next, the proportional hazards assumption was tested. If the proportional hazards assumption was violated at the 0.05 level, then a new Cox proportional hazards model was fit to the data, stratifying by the covariate deemed to most contribute to the nonproportionality (quintiles/levels for continuous/discrete covariates, respectively, as described in section 3.1). The relationship between continuous predictors and the hazard was assumed to be linear without any interactions. Therefore, the only model fitting procedure was the check and the possible correction of proportional hazards.
For each simulated dataset, 200 bootstrap replications were performed; in each replication I both did and did not account for the proportional hazards test/correction. A total of 500 simulations (each with 200 bootstrap replications) were performed for each of the four data generation scenarios.
Simulation Results
Simulation results under each of the set-ups described above are summarized in Table   1 . The coverage probability and width of the 95% confidence intervals for the hazard ratio were approximately the same whether or not one accounted for the proportional hazards check in the bootstrap procedure. This could be expected since for all three PH data generating scenarios the hazard ratio was the same, whether or not one had to stratify to meet the PH assumption. It is not surprising that coverage probabilities for the hazard ratio fitting a PH model to non-PH data (generated under a lognormal distribution) do not cover at their nominal level. The estimated c-statistic and the estimated shrinkage were also similar, whether or not one included the PH check in the bootstrap simulation.
In contrast, when accounting for the PH check in 3 of the 4 scenarios the mean width of confidence intervals for the predicted 5-year survival was wider. The shorter width of confidence intervals ignoring the PH check resulted in lower coverage probabilities for the estimated 5-year survival. The coverage probability not accounting for the PH check was particularly poor when data were generated under the minor PH violation, with 95% confidence intervals covering only 77% of the time. These results are consistent with observations made by Altman and Andersen who saw that bootstrap confidence intervals of predicted survival were much wider when bootstrapping the stepwise regression model selection process than when assuming the variables included in the model were fixed and known [3] . to simulations under PH (left column). First, it should be recognized that confidence intervals for the predicted survival are wider when one stratifies than when one does not stratify, because stratification requires estimating a separate baseline hazard for each stra-tum. In the simulations, if the PH p-value was > 0.05 then the original model stratified, the bootstrap replications that ignored the PH check did not stratify, and therefore CI were narrow; if the PH p-value was < 0.05 then the original model did not stratify, the bootstrap replications that ignored the PH check always stratified, and therefore CI were wide (first row of Figure 3 ). In contrast, if one accounted for the PH check in the bootstrap replications then the width of confidence intervals was a more continuous function of the PH p-value. The larger the PH p-value, the less frequently PH was rejected in the bootstrap replications (bottom row of Figure 3) , and therefore the more narrow the resulting confidence intervals that accounted for the PH check (second row of Figure 3 When data were simulated under PH, the distribution of PH p-values, as predicted by theory, was uniform (left column of Figure 3) . In contrast, when data were simulated under a minor violation of PH, the PH p-value distribution was skewed (right column of Confidence intervals were identical both accounting for and not accounting for the PH check in the simulations with data generated under a major violation of PH. This is because PH was always rejected with extremely small p-values, and therefore stratification in almost all (> 99.9%) bootstrap replications occurred over the correct stratifying variable, which was the same stratifying variable assumed in the bootstrap replications that ignored the PH check.
Even though confidence intervals widen on average when accounting for the PH check, this may not be the case in a particular analysis. For example, for the simulations generated under the minor violation of PH, the mean confidence interval width for survival ignoring the PH check was 0.073 compared to 0.098 when accounting for the PH check.
However, 78 (16%) of the simulations resulted in shorter confidence intervals when accounting for the PH check than when ignoring it. And of those simulations with a PH p-value < 0.05, 78/175 (45%) had shorter CI after accounting for the PH check. The explanation for this phenomenon is also in Figure 3 : When the PH p-value was below 0.05, partial bootstrap CI were wide because stratification was assumed for each bootstrap replication. In contrast, when the p-value was just below 0.05, in some bootstrap replications the test for PH was not rejected, resulting in no stratification, and therefore full bootstrap CI which were more narrow than the corresponding partial bootstrap CI.
A close look at the third row of plots in Figure 3 shows that full bootstrap CI widths minus partial bootstrap CI widths tended to decrease (become negative) as the PH p-value approached 0.05 from below. Recall that in the HIV example, the PH p-value was 0.038.
Hence, the shorter confidence intervals seen when accounting for the PH check in the HIV analysis are not anomalies.
Similarly, when accounting for full model fitting uncertainty the estimated optimism of the c-statistic often decreased, which was also seen in the HIV example. Although the estimated c-statistic optimism seen in the simulations tended to be slightly less when ignoring the PH check than when accounting for it, I often saw the opposite in individual simulations. For example, 165 (33%) of simulations generated under the minor PH violation had a smaller estimate of optimism when accounting for full model uncertainty than when ignoring the PH check.
DISCUSSION
In this paper I have examined the cost of checking and correcting violations of the proportional hazards assumption. Similar to others [3, 5] , I saw that confidence intervals generally (although not necessarily) widen when one accounts for an increasing amount of model fitting uncertainty using the bootstrap.
In the simulations, coverage probabilities of 95% CI constructed ignoring the PH check were as low as 0.77. Although far from exhaustive, the simulations were informative as to when naive confidence intervals will be especially poor. The PH test p-value is a good predictor of how many times PH will be rejected in bootstrap simulations. If the PH p-value is large or very small, then accounting for the PH check in the bootstrap probably will not have a substantial influence on final results because most models selected in bootstrap replications will be similar to the model selected in the original data. Ignoring the PH check appears to be most problematic when the PH p-value is slightly above the selected Type I error probability for the PH test (0.05 in our case).
In the HIV analysis, CI actually narrowed when accounting for the PH check. In Do we need to bootstrap the proportional hazards check and potential correction procedure every time we test this assumption in routine data analysis? Yes, or we should use some other approach to account for model fitting uncertainty (e.g., model averaging [17] ). Does that mean it will happen in practice? Probably not. The importance of accounting for model selection uncertainty has been known for years, yet largely ignored. As bootstrapping the check and correction of the PH assumption is quite tedious, someone could alternatively (and erroneously) conclude that it is best to simply avoid checking the PH assumption altogether. This would allow the analyst to avoid one problem, but possibly create a bigger problem -poorly fitting models. In order to facilitate Interquartile range.
