This paper presents a new methodological approach for carrying out Bayesian inference about dynamic models for exponential family observations. The approach is simulationbased and involves the use of Markov chain Monte Carlo techniques. A MetropolisHastings algorithm is combined with the Gibbs sampler in repeated use of an adjusted version of normal dynamic linear models. Different alternative schemes based on sampling from the system disturbances and state parameters separately and in a block are derived and compared. The approach is fully Bayesian in obtaining posterior samples with state parameters and unknown hyperparameters. Illustrations with real datasets with sparse counts and missing values are presented. Extensions to accommodate more general evolution forms and distributions for observations and disturbances are outlined.
INTRODUCTION
Normal dynamic linear models received a great deal of attention in the Bayesian literature after the work by Harrison & Stevens (1976) . They consist of an observation equation in regression form y, = FlP, + v t , v t~N (0,V t ) and a system equation relating successive regression coefficients or state parameters via P t = G t p t^ + Wt , Wt~N (0, W t ) .
Typically the model is completed with the assumption that disturbances v t and w t are mutually independent and with a prior ^ ~ N (a, R) . The values of a and R are set a priori and vague prior specification is achieved by taking R~1-*0. When V t and W t , or at least WJV t are known, inference can be performed analytically. The so-called Kalman filter provides the on-line distribution of the state parameters fi t and smoothing the information back to all state parameters is achieved by a recursive algorithm. Thus, the smoothed distributions (fi t \y*)~N{m,, C t ) are obtained with y" = (y 1 ,..., y n ). Full details, expressions for m, and C, and implications for Bayesian inference in general are discussed in West & Harrison (1997) . Classical inference with maximum likelihood estimation of the hyperparameters V t ,W t ,a and R is studied by Harvey (1989, Ch. 3) . When both V t and W t are unknown, inference cannot be performed analytically and approximating procedures are sought. Recent developments in Markov chain Monte Carlo techniques provide answers explored in a few recent papers. Carlin, Poison & Stoffer (1992) suggested the use of Gibbs sampling (Gelfand & Smith, 1990; Geman & Geman, 1984) in a more general context of mixtures of normal disturbances. Inference is performed in blocks consisting of the state parameters and the variances of the disturbances. More recently, Fruhwirth-Schnatter (1994a), Carter & Kohn (1994) and Shephard (1994) showed that the procedures can be substantially improved if all state parameters are updated in a single multimove inside a Gibbs step. The computational importance of this multimove lies in removing separate sampling from the correlated state parameters and hence improving the speed of convergence. Shephard (1994) , in particular, stressed the detrimental effect of the prior correlation in the convergence of the sampler.
Another suggestion for the removal of the correlation is the reparameterisation through system disturbances described in the Appendix. The relative efficiency of this scheme is expected to lie between the efficiency obtained through sampling state parameters separately and jointly (Liu, Wong & Kong, 1994) . The empirical results in § 3 also suggest superiority of sampling procedures after this reparameterisation.
For low correlation systems or more erratic parameter trajectories, reparameterisation or multimove is less likely to produce substantial gains in efficiency. State parameters are almost independent and fast convergence is obtained. However, low correlation systems are less frequent (Shephard, 1994) and it is very difficult from the outset to ascertain under which regime the process is. It seems unwise not to use the reparameterisation as a general safeguard. The price paid by the reparameterisation proposed here is the computational cost of evaluating the conditional moments of the disturbances. As detailed in the Appendix, this evaluation involves O(n 2 ) operations. For large datasets, it may offset the benefits of faster convergence of the disturbance sampler. It is shown that, for exponential family observations, sampling the disturbances is an efficient scheme which seems to outperform other competing sampling schemes.
Dynamic models can be generalised to account for different observational distributions. The observation equation is replaced by P(3>,|0,)ocexp{â nd the successive means /x, = E(y t 16 t ) = b'(6 t ) are related to the state parameters via the link relation g(n,) = r\ t = F'tPt-Th e functions b and g are at least twice differentiate and the weights <f>, are assumed known. This is a dynamic version of the generalised linear models (McCullagh & Nelder, 1989) . The models are called dynamic generalised linear models or exponential family state space models. The analysis cannot be performed exactly and West, Harrison & Migon (1985) proposed an approximation based on linear Bayes and conjugate priors. Kitagawa (1987) proposed a nonparametric type of approximation, while Fahrmeir (1992) and Fahrmeir & Wagenpfeil (1997) have worked on obtaining the posterior mode of state parameters. Fruhwirth-Schnatter (1994b) also suggested some analytical approximations to inference in these models.
In this paper, exact Bayesian inference, i.e. posterior distributions for state parameters and disturbance variances, for dynamic generalised linear models is obtained based on Markov chain Monte Carlo techniques. Some ideas were explored in this direction by Carlin & Poison (1992) and Fahrmeir, Hennevogl & Klemme (1992) but in limited setups. In addition to organising these ideas for the general set-up, three different sampling schemes are described. An alternative methodology for generalised models is introduced in § 2. It is based on the system disturbances and uses results from the Appendix. A similar approach was recently proposed by Shephard & Pitt (1997) . They suggest the use of a sampling scheme where parameters are grouped in randomly chosen blocks of state parameters. Examples are provided in § 3 and some extensions and concluding remarks are made in §4.
INFERENCE PROCEDURES

Reparameterisation of dynamic generalised linear models
The dynamic generalised linear model can be rewritten using (Al) as < J-
J=i where 0, and /x, are functions of w 1 = (w 1( ..., w,).
Example 1. Consider a Poisson time series y t~P o(fi t ) (t=l,...,n) . In this case, 9 t = log/i, and b(9 t ) = -exp(0,). We work with the logarithmic link n t = log/z, = 0 t . In the case of no regression structure, the predictor simplifies to n, = p t . In the presence of a single regressor, x, n, = /? lr + x t p 2t = (1, x t )fl t . The model can be completed with a random walk evolution fl t = /?,_! + w t .
The 
for the parameterisation in (2). Dependence of the posterior on y" is suppressed from the notation and /iw(.; v w , S w ) denotes the density of an inverse Wishart distribution with kernel | W\ ~ * wl2 exp {-\ tT(W~1S w )}, adopted as prior for W. In terms of state parameters, the posterior is the same with 9 t and w, written as functions of /?" using (Al). In either case, the form of the posterior and the resulting full conditional distributions for model parameters are nonstandard. Direct sampling procedures required in a Gibbs scheme are difficult to derive and are likely to have limited use or to not take account of the structure of the model. Fahrmeir et al. (1992) used rejection sampling, which has limited use because of difficulty in finding efficient envelopes in general. Carlin & Poison (1992) proposed a sampling scheme based on latent variables which is only suitable for discrete data. For the hyperparameter W, the full conditional n w is an inverse Wishart distribution as given in (A4) and is easy to sample from.
2-2. Outline of Metropolis-Hastings algorithms
The general approach proposed here is based on taking advantage of the structure of the problem. The first step is to give up the idea of deriving an efficient Gibbs sampler for model parameters. Fortunately, if good but not necessarily enveloping approximations to their full conditional distribution can be found, the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970) provides efficient sampling schemes. This can be combined with the Gibbs sampler for W in a hybrid scheme (Tierney, 1994 In terms of system disturbances, the iteration cycle is conceptually the same with w, replacing /?, throughout step (a). Multimove sampling of all state parameters is also possible with a new set of values (/??,..., /?*) jointly sampled from a joint proposal density and jointly accepted with probability depending on this joint proposal and the joint conditional density of /?". The relative merits of each of these schemes is discussed below.
Conditions on the proposal transition density that guarantee convergence to the posterior density as the equilibrium distribution of the chain are given in Roberts & Smith (1994) and Tierney (1994) . In particular, proposal densities allowing moves from any point to any other point in the parameter space with positive probability, as with those used in this paper, satisfy the stationarity conditions. Hence, repeatedly iterating through steps (a) and (b) above eventually leads to a sample from the posterior distribution.
Empirical work suggests that a good choice of proposal can lead to substantial efficiency gains and should if possible incorporate the structure of the model. The closer are the proposal and the full conditional densities, the higher is the acceptance probability. When they are equal, sampling is done directly from the full conditional and the acceptance probability becomes 1. Section 2-3 motivates the specification of a proposal that takes into account the model structure. West (1985) showed that repeated use of Bayesian inference for weighted least squares to adjusted observations leads to the posterior mode of the regression coefficients in generalised linear models. This idea was used by Gamerman (1997) to form the basis of proposal transition densities for a Metropolis-Hastings algorithm in the more general case of generalised linear mixed models. Empirical evidence provided suggests that this procedure leads to efficient algorithms in a sampling-based approach to inference. West's (1985) idea was extended to the context of dynamic generalised linear models by Singh & Roberts (1992) . Consider adjusted observations p t and associated variances V, defined as They are functions of the current value of the state parameters /?, through the functional dependence on n t and /*,. An adjusted normal dynamic linear model can be created with observation equation
2-3. Motivation for the proposal transition density
and system equation (1). The posterior mode algorithm is based on repeatedly smoothing an iteratively adjusted time series as follows. Convergence is assessed on the basis of some distance measure between successive values of m}° for all t. Fahrmeir & Wagenpfeil (1997) proved that algorithm (i)-(i v ) above forms a Fisher scoring step that leads to the posterior mode of the state parameters conditional on a fixed value of W. Although the algorithm requires only at each iteration / evaluation of the mode mf, it provides at no extra cost the normal distributions in (iii). This opens up the possibility of using them as proposal densities in a Metropolis-Hastings algorithm. In so doing, the maximisation at each step is replaced by sampling.
The proposal densities suggested by the above reasoning are based on the full conditional distributions obtained at each step. These densities are called adjusted full conditional and are denoted below by ft to distinguish them from the corresponding full conditional n. Although the full conditional density is difficult to sample from in general, the adjusted full conditional densities are always normal for all sampling schemes considered. These full conditional densities pace the chain moves according to the posterior mode algorithm, which typically has a fast convergence rate. In general, the adjusted distributions provide good approximations and so proposed moves are generally accepted. Hence, it is expected that under an appropriate sampling scheme the chain will converge just as fast.
2-4. Expressions of the proposal transition density
The adjusted full conditional densities are obtained for normal dynamic linear models for each sampling scheme considered. They depend on the previous value of the chain through the adjusted observations and weights. These are iteratively evaluated at each step of the Markov chain.
When sampling the state parameters one at a time, the proposal densities <?,($'" 1J > Pt) at iteration / are given by the full adjusted full conditional densities, for t = 2, ...,n-1, with y t = y t {fi l~l) ) and V t = V t (p^~l ) ). Simple calculations lead to a distribution. The endpoint state parameters also have similar expressions for their adjusted full conditional distributions. These distributions coincide with those given by with replacement of y, and V t by y,^'" 1 ') and V t ($~l ) ). The scheme generally provides high acceptance rates because of the appropriateness of the approximations used. Carter & Kohn (1994) . These papers showed that
Wu...,Pn) = n(Pn\r,W)fln(P,\P, + i,y,WY
(5)
The densities on the right-hand side of (5) respectively. Hence sampling from the proposal involves sampling p* from n(f} H \y", W) and then /?,* from 7r(/?,|/?* +1 , y*, W^), for t = n -1,..., 1. A missing value at time t is taken care of by setting a, = Gd^ _ i and R t = GR, _! G' + W This scheme removes the state correlation by block-sampling the state parameters without the computational burden caused by the construction of the proposal. Unfortunately, high-dimensional block moves generally lead to very low acceptance rates in Metropolis-Hastings schemes and as a result the chain seldom moves. This problem with multimove sampling led Shephard & Pitt (1997) to the introduction of random block sampling. Prediction follows the same pattern described in the Appendix. Sampling from the predictive distribution {y n+h \y") (h^ 1) is carried out by sampling 9* +h using #»+>, = b'ã nd then sampling y n+h from (y H+h \6* +h ), which is in the exponential family and easy to sample from.
APPLICATIONS
The three sampling schemes described in the previous section were applied to three datasets. The schemes are given by Metropolis-Hastings algorithms applied to state parameters one at a time, reparameterised as functions of system disturbances or grouped in a single block. The proposal transition kernels used in each case were given above. Vague prior specification is assumed for all cases.
Both the separate state parameter and system disturbance sampling schemes led to very high acceptance probabilities in general, typically accepting on average more than 90% of the proposed moves, showing the good approximation of the proposals used. As anticipated, the high correlation between state parameters slows considerably their convergence just as in the normal case with the disturbances sampling scheme showing a superior performance.
Despite its advantages, the multimove scheme seems to produce an inefficient Metropolis-Hastings algorithm with very small acceptance rates. The use of a very highdimensional parameter space at each multimove leads to densities that tend to be concentrated in a small region of the parameter space. Thus, it becomes extremely difficult for any multimove to get accepted and as a result the chain virtually does not move. It may be worth exploring alternatives for the multimove such as thicker tail proposals and the schemes described in § 4, but this was not pursued and only results for the other schemes are reported here.
Other forms for the proposals described in Tierney (1994) were also considered. The simplest form is ^(w^'" 1 ',.) = N(0, W), the prior distribution, which provides the computationally cheapest form for the acceptance probability. Variants include the random walk chain with qM'~l\
, where the tuning constant c is optimised to speed convergence. All these forms were applied in the examples but proved inferior to the forms that take the observations into account for times where the posterior is different from the prior. This is typically the situation for the initial time and for times of greater change. As these times are usually unknown in advance, the scheme with adjusted time series is preferred, although combinations of proposals may be explored.
Example 1 (continued). The first application is derived from the dataset of coal-mining disasters given in Jarrett (1979) . The dataset consists of times of occurrence of serious disasters in coal mines in England and Wales. Dynamic models were used by Gamerman (1992) in a point-process analysis suggesting a marked decline in the occurrence rate around 1890 and a smaller decline after World War II. Here, the data are discretised into n = 122 years similarly to Carlin, Gelfand & Smith (1992) . The average trajectories over 500 chains are depicted along with the data in Fig. 1 , where the features previously described are also observed. The slowness of the state parameter sampling scheme is evident albeit not excessive. Sampling schemes can also be compared by the autocorrelation of the chains. It turns out that the correlation structures for both sampling schemes are similar for the first times, but as time advances the state parameter scheme exhibits increasingly slow decay in autocorrelation, responsible for the slow convergence of the chain. The disturbance scheme exhibits exactly the opposite behaviour, with decay in autocorrelation structure becoming increasingly fast as time advances. This is also observed in other applications and seems to be a consistent autocorrelation pattern of the sampling schemes. Harrison (1985) . Samples of size n, = 66 are weekly polled to inform on the public awareness of an advertising campaign, and the relevant covariate here is a cumulative measure of advertising expenditure, both depicted in Fig. 2 . Features of interest are a change of campaign before week 41 and a few missing data points. A dynamic logistic regression is used with , 7t r ), ^ = logitfo) = p lt + p 2t x t , 0, = ft_ Again, convergence was empirically monitored by simple averages over 500 parallel chains at given iterations as shown in Figs 2 and 3. The slow convergence of the state parameter scheme is more evident here than in the previous example, especially for the expenditure coefficient. Figure 4 shows the estimated trajectory of this parameter along with uncertainty limits. The campaign change is captured in the model by a change of level around week 41. Greater uncertainty over the final weeks of the study can also be noted. These estimates clearly indicate that the early campaign is more effective and that during each campaign the expenditure does not seem to alter the awareness probability.
Example 3. The final example comes from Kitagawa (1987) , where the observations consist of the number of rainy days in Tokyo for each calendar day over 2 years. This example with small counts is included as a check on whether or not proposals based on a normal approximation for the adjusted counts are reasonable. The model is again binomial with probabilities n t subject to a system evolution p, = /? t _! + w t , w t ~ N(0, W) , median; , 80% uncertainty limits; , 90% uncertainty limits.
for p t = logit(7t r ). Figure 5 shows the estimated trajectory of n t , confirming the pattern of dry winter, rainy spring and autumn and higher rain probability in early summer previously obtained by Kitagawa (1987) and Fahrmeir & Wagenpfeil (1997) . Unlike these approaches, the present analysis also provides complete Bayesian inference for the hyperparameter W in the form of a skew density estimate not depicted here. The mean and median for W are 0034 and 0-032, which compare well with the point estimate of 0-032 quoted by Fahrmeir & Wagenpfeil (1997) . , median; , 90% uncertainty limits.
EXTENSIONS
(i) Throughout the paper, it was assumed that W is full rank and that the system evolution is a first-order Markov process. Some situations may lead to models that do not satisfy these requirements. Examples include the higher-order random walk (Kitagawa, 1987 ) and the seasonal model used by Harvey (1989, p. 40) . Relevant densities obtained by Fruhwirth-Schnatter (1994a) for the state parameters and by de Jong & Shephard (1995) for the system disturbances in a general setting can be used as the basis for proposals.
(ii) Estimation of state parameters and system variances is a structured problem where good proposals are available for the first and direct sampling is available for the second group. The model may have other unknown hyperparameters such as the weights <p t in (6) or the coefficient <f> in an evolution ^t = ^^,_ 1 + w t . These are typically low-dimensional or static parameters that simply involve an extra step in the Markov chain Monte Carlo cycle and are likely not to affect convergence of the sampler. Similar comments apply to multivariate and non-exponential family observations and dynamic models with hierarchical structure (Gamerman & Migon, 1993) .
(iii) Other sampling schemes can be explored in order to improve the computations. Empirical evidence suggests that, for early times, the chain autocorrelation is only slightly smaller for the sampler based on sampling disturbances. It may be worth exploring a hybrid scheme where reparameterisation is only used after a suitable proportion of state parameters have been directly sampled. Another useful idea is to sample parameters in small blocks. This was used by Shephard & Pitt (1997) and in unpublished work by L. Knorr-Held. Calculations of the Appendix can be extended to blocks of disturbances. Both ideas above are potentially useful for alleviating the computation overhead and accelerating convergence.
The joint density of all quantities is given by P (f, w, v, w) = n p(y,\< v) n p(w t | W) P^M V, wy r=l r=2
The full conditional density of w, (t = 2,..., n) The full conditional distributions for V and W will depend on the form of the prior. In the case these are independent inverse gamma and inverse Wishart distributions with kernels K-* Vl '-1 exp{-5 K (2K)} and |W]-*^expi-^triW-^^}, respectively, the full conditionals n r (V) and n w (W) are in conditional conjugate form with (h 3* 1) is obtained by sampling y H+h from the observational distribution of (y m+h \ /?"+», V). The sampled value of 9 m+h is obtained from (2) through by sampling /?", w n +,,..., w B+Jk . The sampled value of /? H is given by the above procedure while the future disturbances w B+( are independently sampled from a N(0, W) distribution. Finally, sampling from the normal density (y n +h I /?»+*. V) is trivial.
MV)oc{\p(y,\ W ',V)p(V)
The full conditional distributions for w b ..., w n , V and W are all in standard form and sampling can be easily done, thus completing an alternative Gibbs scheme. The state parameters are immediately available through the transformations (Al).
