Introduction
Urbanization and localization effects have the potential to boost the regional economy and its growth (Henderson 2003 , Combes, Gobillon 2014 , Rosenthal, Strange 2004 . The emergence of these effects is due to localized knowledge flows (Glaeser et al. 2011) , the closeness to markets (Krugman 1991) , and the diversity of services and industries (Jacobs 1969) . This paper concentrates on agglomeration effects on firms' labor productivity because it is widely accepted that the dynamics of an economy depend strongly on this central influence. Metropolitan areas are the regions where innovations occur, and from these areas, innovations spread out nationally or even internationally. Since Marshall's 1920 book (Marshall 1920 ) on economic theory, arguments have progressed that relate agglomeration effects to the performance of firms. Duranton and Puga's modern typology shows that sharing, matching, and learning effects increase the productivity in metropolitan areas in particular (Duranton, Puga 2004 ). In the context of regionally diverse labor markets characterized by a broad variety of skills in a complex production process, we go beyond measuring human capital based on educational attainment. Instead, we introduce a task-based concept of educational investment to control for over-and under-education and for the complexity of jobs in business establishments' production (Duncan, Hoffmann 1981, Autor et al. 2003) . With "business establishment," this refers to an individual plant of a firm, whose purpose is the production of goods or services.
We intend to observe the empirics of productivity more closely to link regional differences to agglomeration effects. Although many studies have been conducted concerning agglomeration effects, thorough analyses with microdata are still rare (see the overview of Combes, Gobillon 2014), especially from the perspective of individual firms. Analyses with microdata are required, however, to decide whether the assumed effects of agglomerations are critical for individual firms' decisions, as these firms are the most important actors in the regional economy. The production process is organized within establishments. Aggregation could mask the crucial relationships between cause and effect or could produce an ecological fallacy (Duque et al. 2006 ) if a connection between variables found at the aggregate level is erroneously transferred to the individual-level. Among the few examples of empirical studies using microdata are Baldwin et al. (2010) and Drucker, Feser (2012) .
This paper addresses the gap in microdata analysis by examining regional (intraindustrial) agglomeration economies, which may influence labor productivity, with microdata from an exceptionally large establishment panel study and from the employment statistics of Germany. This paper's intention is to investigate the interaction between productivity and the regional economy to observe whether agglomeration effects matter. The available microdata are integrated into a linked employer-employee panel data set, which facilitates the analysis that is carried out in several steps.
The empirical study's design is chosen to overcome certain difficulties: Standard methods of panel analysis are not appropriate to answer the question at hand because agglomeration forces vary relatively slowly. Therefore, we need to modify these standard approaches because we are interested in identifying and measuring agglomeration effects. The chosen approach has the advantage that it allows for studying effects at various levels of observation. It also takes the interaction of establishments, industries, and regions into account. This requires detailed measurements of the performance and mechanics of establishments or plants. It is necessary to control for several variables at this level in order to identify the interaction with the local economy's properties. In terms of the regions, we are able to use relatively small units: In Germany, there are 412 districts ("Kreise" -NUTS3 regions), of which 411 are represented in our data. For the effects of larger regional units, we use spatially lagged variables generated by distance matrices.
In the following sections, we start with a brief outline of a theoretical model, which is used to derive an identification strategy. The inspiration for the empirical analyses' design is from the two-step approach used by Bell et al. (2002) . Next, we give an outline of the rich data source we use. Finally, we report the empirical analyses before concluding.
A theoretical model as the basis of the empirical approach
The theoretical model, which we use to derive an empirical approach, starts from a general characterization of the production process by an extended constant elasticity of substitution production function (CES function), which includes other common functions such as the Cobb-Douglas function as special cases. Under the assumption of profit maximization, we derive labor demand from the CES function. Using few simplifications allows for the development of a general empirical approach to estimate labor productivity, which also depends on the level of intermediate products. In our case, it is important that productivity depends both on the properties of the respective firms, and on the REGION : Volume 2, Number 1, 2015
Figure 1: Overview of variables and fixed effects emerging at different levels of aggregation characteristics of the regions where the firms are located. Figure 1 provides a brief overview of the different levels that may influence establishment productivity.
Production technology
We assume a general functional form of an establishment's production by specifying a CES function, given by
Total production Y is produced with labor L, capital K, and intermediate inputs I, where α, β and γ are parameters that describe the input shares of these inputs. The elasticity of substitution between the inputs is described by σ. For σ = 1, the production function becomes a Cobb-Douglas type. A and B relate to labor and capital productivity, respectively. The CES function is of a generalized form because output depends not only on labor and the capital stock, but also on intermediate products.
As frequently discussed in the literature, the productivity parameters A and B are assumed to be influenced by agglomeration effects: Being located in an agglomeration region yields additional benefits that increase output for a given level of inputs. We implement these agglomeration effects in the following Subsection 2.2. For level of sales E = pY , factor prices w for wages, R for the interest rate, and p I for the price of the intermediates, the compensated factor demand for labor is given by
A firm's labor demand increases with its level of sales, but decreases with wages and with labor productivity. This is expressed by A for 0 ≤ σ ≤ 1 when labor and other inputs are complementary to some degree. Additionally, the capital productivity parameter B affects labor demand. An increase in B yields an increase in labor demand when capital and labor are to some degree complements, whereas an increase in B yields a decrease in labor demand when capital and labor are to some degree substitutes. The level of sales divided by employment levels is a good proxy for a firm's labor productivity; thus, rearranging (2) yields
Productivity parameters and introduction of agglomeration effects
Labor productivity A and the productivity of capital B of Equation (3) are functions of establishment characteristics, which are observable X nt and unobservable θ n . According to agglomeration literature, productivity is further affected by influences emerging at a "higher" level of the hierarchy, such as the industry and the region (Moretti 2004) . We therefore hypothesize that a firm's productivity operating in industry i, which is located in region r and observed at time t, is influenced by an industry-specific regional effect θ irt and a region-specific effect θ rt , which may change over time (Combes et al. 2004 ). Collecting terms and assuming an additive coherence nested in an exponential expression yields
where some similar expression holds for B. The coefficient δ n refers to the impact of establishment characteristics on productivity. As was the case with establishment-specific characteristics, θ irt and θ rt can be described by an observable and unobservable part, respectively. X irt and X rt are vectors of industry-specific regional variables and regionspecific variables, which influence industrial and regional productivity, respectively. θ r and θ i refer to yet unexplained regional and industry effects. This leads to
with δ r and δ i parameters that describe the change in productivity at the higher level. Substituting both expressions of (5) into (4) provides the agglomeration effects with augmented establishment productivity measures:
where some similar expression holds for B. The effects θ i and θ r also take over the interest cost, which may be specific for a special industry and region.
The augmented productivity model
Equation (3) describes a productivity measure -revenues per employee -from a theoretical perspective. Productivity depends on labor productivity and wages, but also on the price of capital, capital productivity, and intermediates. Labor productivity depends on establishment characteristics and characteristics found at a higher level of the hierarchy, as indicated in Equation (6). This equation can be substituted into (3). Ultimately, taking logs provides an augmented empirical specification, which approximates the theoretical model. With a new set of parameters γ, it reads as
Unobserved time fixed effects are captured by θ t , whereas nt relates to an unexplained IID error term. In the next section, we discuss the estimation issues of the models presented in Equation (7).
Empirical model and identification strategy
From Equation (7), two empirical equations can be formulated, which integrate a different number of variables.
for model 1 (8)
with µ n = θ n +θ i +θ r
y nt is the log of sales per employee. The set of x nt includes all variables that are associated with the n th establishment during period t. This might include time constant variables. Accordingly, X irt and X rt relate to sets of variables for the industry and regional level, respectively. The θ parameters are as described above, and µ n is a composite establishment-specific fixed effect, which also captures capital cost. It would be possible to use random effects instead of fixed effects and apply a multilevel model. However, using random effects requires an important additional assumption (which is often not observed): The random effects should be independent of the exogenous variables. Because this assumption is not required with fixed effects (FE), we use these. FEs are also able to take the multilevel structure into account, which is important for our problem. The estimation strategy is inspired by the approach of Bell et al. (2002) , which was suggested in turn by Card (1995) . This is a two-step approach, which starts with an analysis of observations at the individual-level (workers for Bell et al. 2002 , and establishments in our case). In a second step, we analyze the variation between regions (and possibly periods). In the first step, we control for the many influences on productivity, which are establishment-specific. The regional and intra-industrial averages,θ r andθ i , respectively, included in the establishment fixed effects µ n , are then used in the second step to identify agglomeration effects and effects of other region-specific variables. It is not possible to integrate both steps into one because some of the variables characterizing a region do not vary in time and thus drop out in a fixed effects approach. Therefore, the two-step approach is required to control for the unobserved properties of establishments.
Considering a regression of Equation (8) that includes establishment fixed effects does not take into account the time-varying part of the regional and industrial variables, it is included in the error term. Additionally, the estimates of nearly time invariant establishment-specific factors are identified with only a few observations, when a change in variables occurs. Hence, much of the between-establishment variation is included in the fixed effects and for the time-varying variables in the remaining error term. The advantage of the estimation of (9) by means of establishment fixed effects takes the time variation of region-and industry-specific variables into account, and is no longer included in the error term. Insofar as these variables vary only slowly, their estimation is not precise in the first-step regression (Plümper, Troeger 2007 , Greene 2011 .
The region-and industry-specific variables X rt and X irt are included in (9) because a regression of (8) including establishment fixed effects yields biased results when variables of X nt correlate with the time-variant part of X irt or X rt . If the mentioned correlation is negligible, the difference in estimates between (8) and (9) is expected to be small. In this case, the additional variables included in (9) are expected to be insignificant. Additionally, in both cases, the estimated µ n for the second-step regression are expected to be quite similar.
The fixed effects estimation at the establishment level offers one further advantage compared to a pooled regression, as sorting establishments into different regions might bias the results when between-establishment characteristics are used to identify parameters. Put differently, more productive establishments might be located in different regions compared to less productive establishments. If exporting establishments are located in regions where relatively more productive establishments are present, there is a bias in the estimate for exports because of the selectivity problem (Baldwin, Okubo 2006) . According to the above argumentation and according to Bell et al. (2002) , our first-step regression employs establishment fixed effects. However, it is not possible to split off the establishment's fixed effect as given in Equation (10). Therefore, in the first step, we estimate a "summary fixed effect" µ n as observed from Equations (8) and (9), which is the response variable in the second-step regression.
The µ n contain not just the "pure" establishment fixed effect θ n but also all other time invariant variables and fixed effects from other levels of the hierarchy. Determinants working at different levels of the hierarchy are separated in the second-step regression. The predicted µ n in Models 1 and 2 do not vary over time. Therefore, the second step includes one observation per establishment. The explanatory industry and regional variables relate to the time average of the overall sample period, when the establishment was observed. They are therefore indicated by a bar in (10).
To identify the consistent parameters of γ in the first-step regression, we also need to determine that the time-variant error nt is uncorrelated with the establishment variables, which are included in the regression. Such a correlation appears when reverse causality is expected; this is especially the case for wages paid to an establishment's workers. Establishments that are more productive can afford to pay higher wages. We therefore instrument wages and use wages paid by the establishment in the previous year as an internal instrument. Additionally, the average regional wage of the last year is included as an external instrument. This inclusion is because many German establishments are part of tariff unions.
In Models 1 and 2, the prediction for the second-step regression is corrected for the productivity effects of the establishment under consideration. The second-step regression is based on the following equation (Greene 2011) :
However, there are several additions to make: The µ n are establishment-specific, but all establishments located in region r reveal the productivity (dis-)advantage ofθ r and θ i as presented in (10); that is, if there are any. In other words, if there is a region that is relatively more productive than another, all individual productivity parameters µ n will be relatively larger compared to the less productive region. A similar argumentation holds for different industries. Thus, using all µ n within a region and industry provides an estimate ofθ r andθ i , the average labor productivity effect of the region and industry, respectively. Thus, a regional effectθ r and industry effectθ i can be integrated into the second-step regression (see Equation (12)).
Equation (12) includes establishment-specific variables, which are time constant or are nearly time constant (x n ), regardless of whether they are also included in (8) or (9); this is suggested by Greene (2011) . In (8) or (9), a nearly time constant variable's coefficient indicates the effect due to a change in time. Equation (12), however, estimates the effect of a level on the same variable, as opposed to the effect of a change. These effects on productivity of the within-and between-variation of variables can differ.
Equation (12) is written with a time index, which might be regarded as unexpected. The rationale is that the establishment panel is an unbalanced panel. On average, establishments are observed approximately 3.7 times. Therefore, the observations of single establishments cover different timespans; some are older and some are newer. The time-varying variables X irt and X rt are then averaged for the time span to which the observations of a single establishment are related. The variation in the establishmentspecific time averages of the localization and urbanization measures then identifies the potential agglomeration effects.
In the second-step regression, we estimate the variants of Equations (11) and (12) by means of OLS while including different sets of explanatory variables and fixed effects. The outlined estimation strategy is therefore a strict approach to analyzing region-specific and industry-specific effects, which relate to agglomeration economies, as much variation is absorbed by fixed effects techniques and averaging.
Data
We aim to identify industry and region-time-specific labor productivity, θ irt and θ rt , which might be influenced by regional characteristics and the economic environment. The identification of these effects is based on the labor productivity of single establishments. This requires establishment-or firm-level data. We choose Germany as our research field because a rich database is available for this country, which suits our purpose. The IAB Establishment Panel (IAB-EP) is the only representative survey of establishments for a large economy that can be uniquely linked to other data sources. It is conducted on an annual basis and available for a relatively long time period. For the waves of 1995 to 2010, we use the vast information introduced in the following, which is especially relevant to our research program.
The IAB-EP surveys 16,000 establishments annually. To obtain a consistent data set, we only consider establishments that earn revenue and are sole traders, partnership companies, or corporate enterprises. This restriction excludes the public sector and, to some extent, financial institutions. We exclude 671 establishments that change either the reported industry or location based on NUTS3 regions. The exclusion of relocating firms addresses the emerging "selection effect" of firms that will overestimate agglomeration effects as indicated by Baldwin, Okubo (2006) . After these preparatory steps, we can use approximately 8-9,000 establishments per wave. In total, we consider more than 27,000 establishments during the observation period.
The second data source is the Employment Statistics of Germany, which includes the entire population of people with gainful employment and social insurance coverage in Germany. Only the self-employed, civil servants, and workers with very low incomes are excluded from these data. The Employment Statistics give continuous information on employment spells, earnings, and job and personal characteristics. The statistics are based on microdata delivered by firms regarding their individual employees. For every employee, a new record is generated each year. If he or she changes work establishment, a new record is likewise generated. One of the advantages of the Employment Statistics is that it identifies the region where a specific employee is located.
Initially, the Employment Statistics data are collected for administrative purposes of the social security system, and are then collected by the administration of the Federal Employment Services. Because the data are used to calculate the pensions of retired people, the income and duration information is reliable. No wage classifications are needed because the Employment Statistics report exact individual wages. The wage variable measurement is in calendar days. Our institute, the IAB, has prepared and cleaned the statistics in a way that makes them useful for scientific analyses. This version of the database is called IAB Employment Statistics (IAB-ES). Apart from the individual wage, which is averaged at the establishment level, additional variables are used in our regressions.
In the context of our analyses, the use of the IAB-ES is twofold: On one hand, an employer-employee database is constructed by adding the information from the Employment Statistics to the individual establishment it is related to. This is relevant in the case of the human capital variable because of adding the share of highly qualified in the respective establishments. On the other hand, the information from the Employment Statistics was aggregated for further characterization of the industries and regions under observation, and this information was used to identify agglomeration effects.
Our response variable comes from the IAB-EP. It is the level of turnover or revenue, which is received by the respective establishments in the market, divided by the number of workers. Because it also relates to the stock of capital and the intermediate products used, it is an adequate measure of productivity (see section 2.1).
From the IAB-EP, we gather more information concerning additional control variables. Because Melitz (2003) argues exporting firms have to be more productive than nonexporting firms to compete in foreign markets are, we use the export proportion of total sales as a proxy for international competitiveness. Thus, such trade-related productivity effects are already absorbed from the remaining labor productivity parameter. We also use a dummy indicator that is set to unity if the establishment is foreign owned. Foreign owners may have an interest in higher dividends and, thus, more productive companies. The empirical evidence for Spain offered by Benfratello, Sembenelli (2006) , however, suggests that foreign ownership does not influence productivity.
We employ two dummy indicators for the legal status, i.e., whether the firm is a sole trader or a private partnership. The reference category comprises all types of capital companies (for instance, stock corporations and other legal forms). As a proxy for the productivity of capital, we use information on the state of the type of technology and machinery. This ordinal set includes "newest", "new", "old," and "out of date" to categorize equipment. The reference category is "newest technology". As an additional control variable, we employ two dummy indicators for the establishment age. The first is set to unity if the life of the establishment is more than 4 years and less than 15 years; the second refers to an establishment with an age equal to or higher than 15 years. The reference category is therefore an age of up to 4 years.
Insourcing and outsourcing or spin-offs of companies would directly lead to a change in labor demand, as parts of the economic activities now take place within or outside of the establishment. Therefore, it is worthwhile to control for them: Two indicators are set to unity if parts of the establishment were insourced and outsourced. Employment Statistics data come from a consolidated file called the IAB Employment History File (IAB-EH), which is combined with the establishment panel on an annual basis. It contains not only information on the workforce employed on a reference day, but also the workforce employed throughout the year. It therefore takes seasonal employment differences explicitly into account. The IAB-EH provides detailed information on the occupations of the workforce represented by 2-digit occupational classifications (KldB 88). We use this information and compute diversity indices based on the fractionalization index for employees in less complex (low-skilled) and complex (high-skilled) occupations (see below). Because the theoretical approach suggests controlling for intermediates, we make use of the IAB-EP survey data, which provides the proportion of intermediates in production. They are included as a regressor.
We refrain from using standard measures of human capital, such as the attainment of university degrees, for three reasons. First, there is a trend in the data indicating that the number of missing values of the educational attainment increases, whereas the proportion of people holding a university degree decreases over time. Second, Brunow, Hirte (2009) indicate that a measure built on educational attainment is biased, as it does not account for "over" or "undereducation." This argument comes from a strand of literature started by Duncan, Hoffmann (1981) . Third, Autor et al. (2003) establish a task-based approach for jobs, which relates to the amount of routine tasks and analytical tasks in the workplace. The advantage of the task-based approach is that it overcomes the problem of measuring mismatches such as overeducation because occupations are classified on both formal qualifications and the tasks performed.
Our classification of human capital is inspired by Gathmann, Schönberg (2010) . We use the German Qualification and Career Survey, which was jointly conducted by the Federal Institute for Vocational Education and Training (BIBB) and the Institute for Employment Research (IAB) for 1998/1999. From this survey, we relate occupations to tasks and cluster occupations (see Spitz-Öner 2006, based on Autor et al. 2003 ) based on the average time spent with analytical work relative to analytical and manual work. Second, we calculate the share of non-routine work relative to routine and non-routine work. Finally, we use the proportion of human capital in the occupation based on formal qualification. According to our definition, which has previously been used by Trax et al. (2012) and Brunow, Nafts (2013) , a complex occupation exhibits a relatively high proportion of time spent in non-routine and analytical work, and typically, the proportion of highly qualified people is relatively large. Following this, other occupations are then sorted into the "less complex" occupations group. For the sake of labeling, we henceforth use the term "low-skilled" and "high-skilled" for "less complex" and "complex" occupations, respectively. The classification is based on a hierarchical cluster analysis using the average linkage method.
Because the IAB-EH covers the entire population of all employees subject to social security, we are able to construct additional measures from this data source that are related not to individual establishments, but to industrial and regional units. First, we compute the total number of establishments that operate in the same 2-digit industry and that are located in the region. Second, we aggregate individual data within the regional workforce employed and use the proportion of people working in high-skilled occupations, again measured in full-time equivalents within the industry, to which the establishment is assigned.
For some of the variables, we also use a spatially lagged version. These lagged variables are calculated by multiplication with a row-standardized, spatial weights matrix. An element w ij of this matrix W is computed by w ij = exp(−φd ij ), where d ij relates to the distance of the geographical centers of two regions i and j, and φ is a distance-decay parameter. The parameter is set such that from the average neighboring region (which has an average distance of 34 km), 70% of the effect is present. Experiments with a variation of this parameter exhibit only very small differences in the regression results.
As per Combes et al. (2004) 's suggestion, we use measures to control for the industrial variety diversity in a region. The number of regional established 2-digit industries aims to control for the variety of products and services available to the establishment. We also compute a diversity measure based on the fractionalization index, which captures the relative distribution of establishments across the industries. This measure increases the more uniform the distribution of establishments across industries is. Both measures relate to urbanization externalities.
We use the population density of districts in Germany, obtained from the German official statistics. This is one of the most important variables for indicating the presence of agglomerations in the country. The expectation is that the cost of population concentration, which is directly affected by high land prices (and high rents for flats and also relatively high regional prices; see Blien et al. 2009 ) and indirectly by the cost of congestion and of pollution, must be offset by the relatively high productivity of the establishments located there. Regional population is also a measure of market size (see, e.g., the theoretical contribution of Baldwin 1999).
Our regional units are the previously mentioned districts (i.e., in German terms "Landkreise" and "kreisfreie Städte"), which are relatively small, as there are 412 in the country; 411 of these regional units are represented in our sample. The size of the units provides a detailed picture. The disadvantage of the small-scale regional grid is compensated for by the use of the previously mentioned weight matrices, which describe the interdependencies of regions. Our establishment survey is sufficiently representative of the regions Additionally, we use a typology of districts, which is generated by the application of two criteria: Centrality at the level of larger regions and population density at the level of districts. This typology has been developed and regularly updated by the German institute, BBSR (see Görmar, Irmen 1991 , and later versions from the homepage of BBSR). Table 4 shows definitions of this typology. Table A .1 of the Appendix shows an overview and brief description of the variables used in the empirical study for establishment characteristics, and Table A .2 for industry and regional variables. Table 1 contains the first-step regressions of Model 1. The first column contains the result of a standard fixed effects (FE) model. All time constant variables disappear due to the fixed effects (within) transformation. In the second column, wages are instrumented (FE-IV). The tests show that the IV model does not suffer from weak instruments. The Hansen J-test indicates that the instruments are valid. Reported standard errors are robust to the presence of arbitrary heteroskedasticity. Model 2 is also estimated, but is not reported, because the results differ only slightly from those of Model 1.
Results
In Table 1 , the estimated coefficients reveal the expected signs. The coefficient of wages is 0.351 in the FE regression and 0.635 in the FE-IV estimation. The results suggest that labor and capital are complements rather than substitutes because the estimate is less than 1. Considering the employment structure, we find a significant and positive effect of employing high-skilled workers. The effect becomes insignificant after instrumenting wages. This is not surprising, as wages already capture human capital effects: If there are relatively more highly-skilled employees, wages should be higher. As wages are also instrumented with lagged values, the skill information is partly included in the instrument. Thus, the estimate of the wage rate increases to 0.6. This result is one of the key findings of the work conducted by Mankiw et al. (1992) . Melitz (2003) argues that exporting firms have to be relatively more productive to be able to compete in foreign markets. If the proportion of exports to revenues increases, labor productivity is higher. As the results in Table 1 show, Melitz's argument on productivity and trade is supported. If the equipment and machinery employed in the production process ages, the establishment's productivity decreases. This may reflect the progress of the product life cycle, but also the productivity disadvantages of old equipment. In regards to the product life cycle, and therefore to the establishment age, we do not find any significant effect of aging. If the establishment matures, it does not become more or less productive. In focusing on occupational diversity among employment groups, we provide evidence that a diverse set of employees is accompanied by productivity losses. This initially does not seem to be clear. However, if the fragmentation of occupations is too strong, it is likely that the establishment does not focus on a specific task/production process and is therefore disadvantaged with respect to labor productivity. As expected, this disadvantageous effect is smaller for highly-skilled occupations.
Considering the cultural diversity of high-skilled employees, we support the earlier findings of Brunow, Blien (2014) , which focus on overall diversity. However, according to Brunow, Nijkamp (2012) , productivity differences due to the cultural diversity of lowskilled people do not occur, and correspondingly, we only find evidence of such differences for the high-skilled group. The proportion of employed foreigners is insignificant. Thus, on average, there is no general negative effect of employing foreigners. However, an increase in the figure of nationalities employed has negative effects.
It is important to control other variables to properly assess the presence and size of agglomeration effects. These variables, however, are time constant or nearly time constant. Therefore, these variables are included in the second step of the regression. The two models of Table 1 do not differ in terms of interpretation; however, because the IV model adjusts for wage endogeneity, it is preferred. From this regression, we compute the establishment fixed effect µ n , which becomes the response variable in the regression of step two.
In the second-step regressions, each observation represents the fixed effect received in the first-step regression. Therefore, the precision of the estimation of the establishment fixed effects depends on the number of observations available in the first-step regression. To account for the preciseness in the second step, each observation is weighted with the number of observations used to identify the establishment fixed effects in the first step. Tables 2, 3 , and 4 present the results of several variants of the second step regressions. The explanatory variables are computed by the time average of each variable when the individual establishment is observed. Depending on the specification, there are approximately 25,000 distinct establishments surveyed over time. In all empirical models, industry fixed effects are included, as the theoretical model suggests. Reported standard errors are clustered at the regional level to account for the likely correlation among establishments within the region.
The first column of Table 2 is a baseline specification, which includes some of the crucial variables indicating agglomeration and controls for (nearly) time constant establishment characteristics. The latter group of variables comprises dummies indicating various forms of ownership, modernity of equipment, establishment age, outsourcing, and insourcing. These variables are included in all models of the following tables to control for the heterogeneity of the population. They are not noteworthy in the present context, and their coefficients are therefore omitted. They are largely in line with expectations and are presented in Table A .3 in the Appendix.
In Column (2), regional fixed effects are added. In the following columns, different variables are added to check for various aspects of agglomeration. Some of the exogenous variables are also included with a spatial lag: They are multiplied by a spatial weight matrix W . The models of Columns (9) and (10) consider nine different district types by means of dummy variables instead of region fixed effects. Parameters do not vary greatly between the two specifications.
We now ask whether the establishment effects are influenced by agglomeration forces while controlling for a variety of fixed effects and establishment characteristics. The inclusion of the latter variables allows for proper identification of the agglomeration effects. This increases the difficulty for agglomeration variables to become significant, as they are no longer biased upward. Therefore, we perform a strong test of agglomeration forces. With some variables, this test is not possible because they vary only minimally between time periods.
Examining the agglomeration variables shows that a larger number of industries within the region does not matter. This may be because the variation in the number of industries measured at the 2-digit level between regions is relatively small. The fractionalization of industries within a region matters, however: In regions where the number of operating establishments has an equal distribution over industries, labor productivity is higher on average. Both measures are related to a special form of urbanization externality, namely, the Jacobs effect (Jacobs 1969) . It is important that the diversity of the industrial composition matters for productivity. We also tested the interaction effects of both variables, which, however, were insignificant. A subset of the included variables is related to the Marshall-Arrow-Romer (MAR) agglomeration forces within an industry. The number of establishments located in the region (and its spatial lag) is a measure of the bulk of production taking place in these locations. The variable also indicates production chains of horizontal and vertical linkages within the two-digit industries. Finally, it serves as a measure of competition intensity. It is insignificant in the basic regression without regional fixed effects but becomes weakly significant in the FE model. If more establishments of a specific industry are located within the region, average labor productivity increases. Thus, supply chains and stronger competition within a regional industry relate (weakly) to labor productivity gains.
As a further variable, we include the intra-industrial proportion of highly skilled workers, excluding the contribution of the establishment under consideration. This variable serves as a proxy for intra-industrial knowledge spillovers and knowledge intensity. This variable is significant and positive in all models. Establishments located in an environment of knowledge-intense competitors within an industry are on average more productive. This is an important result, which can also be related to endogenous growth theory, which suggests knowledge spillovers between firms are a key driver of growth.
Measures of urbanization are the size of the population itself and the population density in the respective area. In the new economic geography literature, population size serves as a measure of demand because the level of regional expenditures is linked to the regional population (Krugman 1991) . A frequent argument is that being closer to larger markets enhances demand, which is associated with increasing returns and thus with higher productivity (Brunow, Nijkamp 2012) . The estimates on population density support this argument (Columns (1), (2), (5), and (6)). In the fixed effects models, the between-region variation is lost, and therefore, it is not surprising that the effect becomes insignificant because the population density is nearly time constant. As an alternative, we employ the size of the regional population (Columns (3), (4), (7), and (8)) instead of population density and find a positive effect of the spatially lagged variable. The direct effect of population and of population density is not significant in any of the models discussed because of the multicollinearity with other variables, especially with the proportion of high-skilled employees.
As an alternative measure of urbanization, we use the employment levels and their spatial lag (Columns (5) to (8) and (10)), excluding the employment level of the establishment under consideration. In this case, the direct effect is nearly always significant. This is a strong result for the relevance of agglomeration effects. A larger workforce employed in a specific industry is associated with labor productivity gains. Arguably, this effect is due to common labor markets and spillover effects. The spatial lag of this variable is not significant in most models.
The number of establishments within a region and an industry (Columns (1) to (4), and (9)) is a variable that shows similar results to those of the employment level. Both variables -the number of establishments and the employment levels -and their spatial lags, which are not significant, relate to MAR externalities. We also include both variables in a regression, but the picture does not change greatly, although both variables are collinear, and the spatial variables become highly significant with the opposite sign as the corresponding non-spatial variables have. Therefore, they should be regarded separately. Table 4 presents results using a widespread and simple classification system for German regions developed by the BBSR, a spatial research institute. Districts are classified Table 4: Step 2 of the establishment's FE approach: results for the district types (according to BBSR classification) dependent variable: fixed effects of IV of Table 1 Parameter estimates Level of Column (9) Column (10) larger Table 2b  Table 2b Parameter estimates for district types of models (9) & (10) in Table 3 , Region-cluster robust standard errors (s.e.) in (); * p <0.1; ** p <0.05; *** p <0.01
according to the criteria of density and centrality. Both are important to describe an agglomeration. Because the districts are the regional units we use in this paper, the regional fixed effects cannot be included. Additionally, the classification uses population density; therefore, this variable is excluded from the regression model. The classification system takes control of regional effects in 'similar' regions but is less restrictive than the pure region fixed effects model. The coefficients of the other variables are presented in Table 3 , Column (9) and (10), and the results for the district types are presented in Table 4 . They indicate significant differences between regional types. The main result is that centrality matters for productivity differentials. The most productive regions are those in the center of a metropolitan area.
Conclusion
In this paper, we have carried out empirical analyses based on a theoretical model of firms. The empirical results show that agglomeration effects are present for individual establishments. Because both localization and urbanization forces are important, the metropolitan areas are the engines of labor productivity in Germany.
It should be noted that the results concern the productivity of establishments and cannot be easily transferred to other economic variables. This is because agglomeration forces affect different economic variables differently (Rosenthal, Strange 2004 , Puga 2010 . Agglomeration effects on productivity and employment might be similar, or they might be contradictory, as Cingano, Shivardi (2004) have shown. Due to the labor-saving effect of productivity gains, agglomeration effects on productivity might affect employment negatively. On the other hand, increases in productivity typically reduce prices, and this might increase employment (see Combes et al. 2004 , Blien, Sanner 2014 . This compensating effect on employment might be even stronger than the labor-saving effect. Thus, the productivity effect of agglomerations on employment is an empirical question. This can explain the different results on employment obtained in various empirical studies. Large parts of the empirical literature have concentrated on employment and wages, whereas we address productivity. We use a flexible and comprehensive operationalization of productivity, as it is measured by the empirical approximation of the production function derived from theory. Productivity in this sense is turnover per worker related to the complete use of labor, capital, and intermediate products.
The analysis concerns one of the critical questions of regional economics. Agglomeration effects are expected to occur due to the "Marshallian forces": Common labor markets, knowledge spillovers, and forward and backward linkages between firms or establishments foster higher productivity in areas more densely populated by firms and people. Although there has been much research on the existence of these forces, many of the empirical studies were affected by limitations concerning the units of observations. Many of the studies operate at an aggregate level, which does not allow for a precise measurement of agglomeration forces. In this study data, we use individual establishments to assess the effects expected from theoretical considerations. Aggregation could mask the important relationships and could produce an "ecological fallacy" by erroneously transferring a connection between variables found at the aggregate level to the micro-level.
The empirical part of this paper shows in detail that agglomeration effects are present in Germany. Localization, especially intra-industrial human capital spillovers and urbanization forces measured by the local economic industrial diversity, are both important. The metropolitan areas are those regions that are the engines of productivity in the country. Regions have differential consequences for the establishments in their territories. Densely populated metropolitan areas are those in which the establishments reach the highest levels of labor productivity, whereas rural regions outside agglomerations are disadvantaged. The analysis for district types indicates that this conclusion is justified even within a metropolitan area. Establishments located near the core of an agglomeration are not as productive as are those that are precisely within the core. Our approach uses relatively small regional units, which facilitates the identification of these differences.
The conclusion concerning agglomeration forces can be drawn even after controlling for important individual-level variables. The respective industry and the modernity of the production equipment clearly influence the productivity of a firm. However, the effect of the concentration of economic activity remains after controlling for these variables. Therefore, this approach makes it possible to closer observe the forces that have an influence on the interaction between regions and establishments. The conclusion is that the location of an establishment influences its productivity. In addition to various forms of concentration that can be demonstrated to have an effect, the diversity of a region is also important. Therefore, not only are Marshall-Arrow-Romer effects present, especially the knowledge spillover, but also Jacobs effects. Region-cluster robust standard errors. in (); * p <0.1; ** p <0.05; *** p <0.01
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