Abstract. Bahadur representation of the difference of estimators of regression coefficients for the full data set and for the set from which one observation was deleted is given for the M-estimators which are generated by a continuous C-function. The representation is invariant with respect to the scale of residuals and it indicates that the bound of the norm of the difference is proportional to the gross error sensitivity. Then for the C-function which corresponds to the median it is shown that the difference of the estimates for the full data and for data without one observation, although being bounded in probability, can be much larger than indicated by the gross error sensitivity.
i. Introduction
Diagnostic tools of the regression analysis have attracted, due to the evident reasons, a lot of attention, and presumably in the all recent monographies on the regression analysis they are more or less thoroughly discussed (e.g. Bates and Watts (1988) , Rousseeuw and Leroy (1987) or Sen and Srivastava (1990) ). Of course, there are also monographies treating only this topic (e.g. Atkinson (1985) , Belsley et al. (1980) , Chatterjee and Hadi (1988) or Cook and Weisberg (1982) ).
One of the efficient and simple tools of LS-regression diagnostic has been a formula expressing the difference of estimators of regression coefficients for the full set of data and for the set of data obtained when excluding one observation from the original data. The formula may be written as 
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(where notation is nearly selfexplaining, nevertheless, X (n-1,t) is the design matrix after deletion of the g-th row and Xe is the g-th row (assumed as a column vector) of the design matrix for the full data). For the M-estimators we cannot generally expect that we shall succeed to derive an exact formula for such a difference, not being even able to give an explicit formula for M-estimators themselves. But we may expect to derive an asyinptotic representation for it (for the linear models and an absolutely continuous ~-functions see Vfgek (1992a Vfgek ( , 1992b ). This paper gives such representation for the nonlinear model for the M-estimators generated by continuous C-functions. It is proved that the upper bound of norm of the difference of estimates is proportional to the gross error sensitivity. The difference of estimators of regression coefficients for the full set of data and for the set of data from which one observation was deleted is also studied for the ~-function corresponding to median, i.e. for ~m(Z) = sign(z). It is shown that in this case, the difference of the estimates, even if bounded in probability, may be much larger than it is indicated by the gross error sensitivity. The approach considers (for continuous ~-functions) the studentized residuals which reflects the fact that in many statistical packages, the evaluation of M-estimators is based also on studentized residuals. The reason for the studentization of residuals is of course the fact that it allows to use standardized ~b-functions. Moreover, in the special case when the regression model is linear, we obtain as a "premium" the invariance of the estimator; for more complete discussion see Rubio and Vf~ek (1996) . Since we want for the estimator generated by ~m to show only its "subsample instability", we shall keep the text as simple as possible and hence we shall not assume studentization of residuals (moreover, since Cm(Z) = sign(z), and because the studentization does not change the sign, the value of ~m is invariant with respect to scale).
At the end of the paper, we shall offer a numerical study which brings a possibility to create an idea how much may be L]-estimator, as an example of Mestimators with the discontinuous C-function, "subsample instable" in comparison with the other M-estimators.
In the LS-regression analysis the formula (1.1) might have already been used by Sir Francis Galton, when looking for the (most) influential point. In an iterative way, it was utilized even for finding the subsets of the influential observations (although it is not generally the same as searching for the influential subset as a block). The same is possible for our case. We shall return to this problem in the concluding remark when we will be able, with the help of the presented results, to explain the problem better. ~(n-l,e) Since the estimator ~'LS for n --1 observations is included in the formula (1.1), it may seem that the considerations which will follow may be related to those in the jackknifing. But the resemblance is just formal, on the level of the formulas. The diagnostic studies are aimed to construct the tools which will help to reveal the influential point(s) (or influential subsets) among the data, while the goal of the jackknifing is to decrease (the order of) the bias (and possibly to find, as a byproduct, a strongly consistent estimator of the variance of the estimators in question).
