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SOMMAIRE
Soit G un groupe algébrique semi-simple sur un corps de caractéristique 0. Ce
mémoire discute d’un théorème d’annulation de la cohomologie supérieure du faisceau D
des opérateurs différentiels sur une variété de drapeaux de G. On démontre que si P est
un sous-groupe parabolique de G, alors H i.G=P;D/ D 0 pour tout i > 0.
On donne en fait trois preuves indépendantes de ce théorème. La première preuve
est de Hesselink [He] et n’est valide que dans le cas où le sous-groupe parabolique est
un sous-groupe de Borel. Elle utilise un argument de suites spectrales et le théorème
de Borel–Weil–Bott. La seconde preuve est de Kempf [Ke] et n’est valide que dans le
cas où le radical unipotent de P agit trivialement sur son algèbre de Lie. Elle n’utilise
que le théorème de Borel–Weil–Bott. Enfin, la troisième preuve est attribuée à Elkik.
Elle est valide pour tout sous-groupe parabolique mais utilise le théorème de Grauert–
Riemenschneider.
On présente aussi une construction détaillée du faisceau des opérateurs différentiels
sur une variété.
Mots clés : Faisceau des opérateurs différentiels, variétés de drapeaux, fibré cotangent,
algèbre des opérateurs différentiels, algèbre de Weyl, groupe algébrique, cohomologie des
faisceaux, théorie de la représentation
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SUMMARY
Let G be a semisimple algebraic group on a field of characteristic 0. This thesis
discusses a vanishing theorem for the higher cohomology of the sheaf D of differential
operators on a flag variety of G. We show that if P is a parabolic subgroup of G, then
H i.G=P;D/ D 0 for all i > 0.
In fact, we give three independent proofs of this theorem. The first proof, due to
Hesselink [He], only works if the parabolic subgroup P is a Borel subgroup. It uses a
spectral sequence argument as well as the Borel–Weil–Bott theorem. The second proof,
due to Kempf [Ke], only works if the unipotent radical of P acts trivially on its Lie algebra.
It only uses the Borel–Weil–Bott theorem. Finally, the third proof, due to Elkik, is valid
for any parabolic subgroup. However, it uses the Grauert–Riemenschneider theorem.
We also present a detailled construction of the sheaf of differential operators on a
variety.
Keywords : Sheaf of differential operators, flag variety, cotangent bundle, algebra of
differential operators, Weyl algebra, algebraic groups, sheaf cohomology, representation
theory
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INTRODUCTION
Quoique nous nous bornerons dans ce mémoire à discuter des faisceaux des opéra-
teurs différentiels, leur principal intérêt réside plutôt dans leurs modules. Ces modules,
communément appelés D-modules, ont d’abord été développés au début des années 1970
par entre autres M. Sato, M. Kashiwara et J. Bernstein pour construire une théorie algé-
brique des équations différentielles. Les D-modules se sont cependant rapidement avérés
d’une grande utilité dans plusieurs autres branches des mathématiques. De nombreuses
applications existent en particulier en théorie de la représentation. En guise de motivation
pour la suite, on discute brièvement de deux de ces applications : la correspondance de
Riemann–Hilbert et la localisation de Beilinson–Bernstein.
Soit une équation différentielle linéaire sur CP1 avec des singularités régulières
aux points a1; : : : ; an, alors la monodromie de l’équation différentielle donne une re-
présentation du groupe fondamental 1.CP1 n fa1; : : : ; ang/. La solution du 21e pro-
blème d’Hilbert donne la réciproque : si on commence avec une représentation de
1.CP
1 n fa1; : : : ; ang/, alors il existe une équation différentielle linéaire avec des singu-
larités régulières dont la monodromie est la représentation prescrite. La correspondance de
Riemann–Hilbert [Ka, Me] est une généralisation de ce théorème établie pour les variétés
complexes, ou encore les variétés algébriques non singulières. Dans ce cas, les D-modules
jouent le rôle des équations différentielles.
Plus précisément, soit X une variété algébrique non singulière surC etD son faisceau
d’opérateurs différentiels. La correspondance de Riemann–Hilbert donne une équivalence
de catégories entre d’une part lesD-modules holonomes à singularités régulières et d’autre
part la catégorie des faisceaux pervers. Les faisceaux pervers sont certains objets de la
catégorie dérivée bornée à cohomologie constructible des faisceaux sur X munie de
la topologie complexe. Malgré cette définition un peu technique, il s’agit d’invariants
topologiques naturels munis d’excellentes propriétés formelles.
2Un second exemple des applications des D-modules est la localisation de Beilinson–
Bernstein [BB]. Un peu comme le théorème de Borel–Weil–Bott, la localisation de
Beilinson–Bernstein permet de donner une construction géométrique de certains g-
modules.
Plus précisément, soit G un groupe algébrique semi-simple, g son algèbre de Lie
et U.g/ l’algèbre enveloppante de g. Un U.g/-module M est dit de caractère central
trivial s’il satisfait z m D 0 pour tout m 2M et z 2 Z.U.g//, le centre de U.g/. Soit
aussi B  G un sous-groupe de Borel, G=B la variété de drapeaux et D le faisceau des
opérateurs différentiels sur G=B. La localisation de Beilinson–Bernstein affirme que le
foncteur de sections globales .G=B; / est une équivalence de catégories entre d’une part
les D-modules quasi-cohérents comme OX -modules et d’autre part les U.g/-modules de
caractère central trivial. Le foncteur inverse est alors donné par D˝U.g/ ./.
On peut en fait généraliser ce résultat : si M est un U.g/-module de caractère central
, alors on peut utiliser l’homomorphisme de Harish–Chandra pour réécrire  en terme
d’un poids  2 X.T / dominant, où T  G est un tore maximal. On dira alors que
M est de caractère central . On peut également se servir du poids  pour définir
une légère généralisation du faisceau des opérateurs différentiels : le faisceau D des
opérateurs différentiels tordus. Dans ce cas, la localisation de Beilinson–Bernstein affirme
que le foncteur de sections globales .G=B; / donne une équivalence de catégories
entre d’une part les D-modules quasi-cohérents comme OX -modules et d’autre part les
U.g/-modules de caractère central . Encore une fois, le foncteur inverse est donné par
D ˝U.g/ ./.
Cette technique est particulièrement utile à l’étude des modules de Harish–Chandra ou
encore des modules de Verma. La correspondance de Riemann–Hilbert et la localisation
de Beilinson–Bernstein sont toutes deux importantes dans la résolution des conjectures de
Kazhdan–Lusztig [BB].
Une étape majeure de la preuve de la localisation de Bernstein–Beilinson est la
démonstration que, pour tout D-module quasi-cohérent comme O-module sur une variété
de drapeaux d’un groupe algébrique G semi-simple sur un corps de caractéristique 0,
le foncteur de sections globales est exact. Il revient au même de dire que pour chaque
D-module quasi-cohérentM et sous-groupe parabolique P , on a H i.G=P;M/ D 0 pour
i > 0. Le principal théorème de ce mémoire peut être vu comme un cas particulier de
cette propriété. On démontrera l’annulation des groupes de cohomologie supérieurs pour
3le faisceau des opérateurs différentiels D lui-même, plutôt que pour tous les D-modules
quasi-cohérents. Plus précisément, on montrera le théorème suivant.
Théorème (3.4.1). Soit G un groupe algébrique semi-simple sur un corps de caractéris-
tique 0, P un sous-groupe parabolique de G et D le faisceau des opérateurs différentiels
sur la variété de drapeaux G=P . Alors les groupes de cohomologie supérieurs sont tous
nuls c’est-à-dire que pour i > 0,
H i.G=P;D/ D 0:
On décrit maintenant le contenu de ce mémoire.
Dans le chapitre 1, on donne une construction soignée du faisceau des opérateurs
différentiels sur une variété. On commence par donner une définition plutôt abstraite et on
s’affaire ensuite dans les sections suivantes à donner une description plus concrète pour
des variétés progressivement plus générales. On établit aussi au passage la plupart des
propriétés élémentaires de ces faisceaux.
Dans les premières sections, on considère une variété affine X où l’on peut se conten-
ter de travailler avec l’algèbre des opérateurs différentiels plutôt qu’avec un faisceau.
On définit cette algèbre comme une sous-algèbre des endomorphismes de l’anneau de
coordonnées kŒX  en se servant de l’ordre d’un opérateur différentiel, qui est lui-même
défini par récurrence avec une relation de commutation. En particulier, l’algèbre des
opérateurs différentiels est non commutative et munie d’une filtration donnée par l’ordre.
Dans le cas de l’espace affine, l’algèbre des opérateurs différentiels est l’algèbre de
Weyl ; une algèbre bien connue des physiciens en raison de son utilité en mécanique
quantique. Il s’agit d’une algèbre non commutative, simple et noethérienne. Pour les
autres variétés affines, on peut encore donner une description de l’algèbre des opérateurs
différentiels à l’aide de l’algèbre de Weyl.
On considère ensuite la localisation de l’algèbre des opérateurs différentiels afin de
pouvoir recoller les algèbres d’opérateurs différentiels sur des variétés affines pour former
le faisceau des opérateurs différentiels sur une variété quelconque. Dans le cas où la variété
est non singulière, le faisceau des opérateurs différentiels est très lié au fibré cotangent.
On pourra donc par la suite travailler avec le fibré cotangent pour démontrer certaines
propriétés du faisceau des opérateurs différentiels.
Le chapitre 2 est essentiellement un survol des constructions de géométrie et de
groupes algébriques qui seront nécessaires par la suite. On discute en peu de pages
4d’un grand nombre de résultats importants. En fait, ce chapitre sert davantage à fixer les
notations et donner des références détaillées à la littérature qu’à donner une exposition
satisfaisante de ces notions.
Enfin, le dernier chapitre contient trois preuves indépendantes du théorème princi-
pal 3.4.1 cité ci-haut. La première preuve est de Hesselink [He] et ne fonctionne que dans
le cas particulier où le sous-groupe parabolique P est un sous-groupe de Borel. On peut
alors démontrer le résultat en utilisant des méthodes algébriques, à savoir un complexe de
Koszul puis un argument de suites spectrales. On doit aussi calculer quelques groupes de
cohomologie auxiliaires en se servant du théorème de Borel–Weil–Bott.
La seconde preuve est de Kempf [Ke] et on doit supposer que le radical unipotent
V du sous-groupe parabolique P D LV agit trivialement par l’adjointe sur son algèbre
de Lie v. Cette hypothèse est notamment satisfaite lorsque G=P est un espace projectif
ou plus généralement une grassmanienne. Encore une fois, la preuve est algébrique et
n’utilise que le théorème de Borel–Weil–Bott.
La dernière preuve est attribuée à R. Elkik et est publiée dans [KP]. Elle traite du
cas général où P est un sous-groupe parabolique arbitraire. Cependant, elle fait appel
au théorème de Grauert–Riemenschneider. Il s’agit d’un théorème issu de la géométrie
analytique qui généralise le théorème d’annulation de Kodaira.
Conventions : Sauf mention contraire, k désigne un corps commutatif algébriquement
fermé et de caractéristique 0. Par anneau, on entend un anneau muni d’une identité et par
algèbre on entend une algèbre associative munie d’une identité. Sauf mention contraire,
on désigne par module un module à gauche. Il ne sera pas nécessaire de supposer que les
variétés sont irréductibles.
Chapitre 1
GÉNÉRALITÉS SUR LES FAISCEAUX DES OPÉRATEURS
DIFFÉRENTIELS
Dans le chapitre 1, on donne une construction soignée du faisceau des opérateurs
différentiels sur une variété, qui sera l’objet du reste de ce mémoire. On commence par
une définition abstraite de l’algèbre des opérateurs différentiels sur une variété affine et
puis donner une description plus explicite des opérateurs différentiels sur des variétés
progressivement plus générales. Dans le cas des variétés non singulières, on montrera à la
section 1.7 que cette définition est équivalente à l’algèbre engendrée par les dérivations et
les multiplications par des fonctions.
La première section donne la définition abstraite de l’algèbre des opérateurs différen-
tiels sur les variétés affines et quelques-unes de leurs propriétés élémentaires. Les sections
2 et 3 discutent de l’algèbre des opérateurs différentiels sur l’espace affine An. On la
caractérise comme l’algèbre de Weyl et on établit ses propriétés, notamment qu’il s’agit
d’une algèbre noethérienne. La quatrième section revient sur les variétés affines et utilise
l’algèbre de Weyl pour donner une description plus explicite de l’algèbre des opérateurs
différentiels. On s’intéresse aussi à la localisation de ces algèbres.
À la quatrième section, on passe au cas des variétés pas nécessairement affines et
de leur faisceau d’opérateurs différentiels. La section 5 donne quelques définitions et
propriétés des variétés non singulières. On se sert de ces propriétés à la section 6 pour
expliquer le lien entre le faisceau d’opérateurs différentiels et le fibré cotangent des
variétés non singulières.
61.1. ANNEAU D’OPÉRATEURS DIFFÉRENTIELS
Soit X une variété affine sur un corps k de caractéristique nulle, OX son faisceau
structural et R.X / D .X;OX / l’algèbre des fonctions régulières sur X . Les endomor-
phismes k-linéaires de R.X / forment une k-algèbre, notée EndR.X /, avec l’addition
et la composition. On fait de EndR.X / une algèbre de Lie avec comme crochet le
commutateur ŒP;Q D PQ  QP , où P;Q 2 EndR.X /.
L’anneau R.X / s’injecte dans EndR.X / en appliquant r 2 R.X / sur l’endomor-
phisme de multiplication à gauche par r défini comme f 7! rf pour f 2 R.X /. On
pourra ainsi voir R.X / comme un sous-ensemble de EndR.X / en identifiant R.X / avec
son image dans EndR.X /.
Définition 1.1.1. Un opérateur différentiel sur X d’ordre 0 est un endomorphisme P 2
EndR.X / tel que ŒP; f  D 0 pour tout f 2 R.X /.
Si n > 0, un opérateur différentiel sur X d’ordre (au plus) n est un endomorphisme
P 2 EndR.X / tel que ŒP; f  est un opérateur différentiel d’ordre n   1, pour tout
f 2 R.X /. En particulier, un opérateur différentiel d’ordre n est aussi un opérateur
différentiel d’ordre m si m > n.
Un opérateur différentiel désigne tout opérateur d’ordre fini. On notera D.X / les
opérateurs différentiels et Dn.X / les opérateurs différentiels d’ordre n. Enfin, on convient
que D 1.X / D f0g.
Les prochaines propositions établissent que les opérateurs différentiels forment une
algèbre filtrée par l’ordre des opérateurs. Cette filtration sera constamment utilisée par la
suite. On rappelle d’abord la définition.
Définition 1.1.2. Soit R une k-algèbre. Une filtration de R est une suite fFigi2ZC
croissante de sous-espaces
f0g  F0  F1  F2    
telle que
(i)
S
i2ZC Fi D R,
(ii) Fp  Fq  FpCq pour tout p; q 2 ZC,
(iii) 1 2 F0.
Si R est une k-algèbre filtrée par fFigi2ZC , on définit aussi une filtration d’un R-
module M comme une suite figi2ZC croissante de sous-espaces
f0g  0  1  2    
7telle que
(i)
S
i2ZC i DM
(ii) Fp  q  pCq pour tout p; q 2 ZC.
Proposition 1.1.3. Soit P et Q des opérateurs différentiels sur X . Si P est d’ordre p et
Q est d’ordre q, alors
(i) P CQ est d’ordre maxfp; qg ;
(ii) PQ est d’ordre p C q ;
(iii) ŒP;Q est d’ordre p C q   1 ;
DÉMONSTRATION. On démontre tous ces énoncés par récurrence sur p C q. On vérifie
aisément les énoncés dans le cas où p ou q est nul. Sinon, soit f 2 R.X /.
Pour (i),
ŒP CQ; f  D ŒP; f C ŒQ; f 
est une somme d’opérateurs d’ordre respectif p 1 et q 1. Par l’hypothèse de récurrence,
ŒP CQ; f  est d’ordre maxfp   1; q   1g et donc P CQ est d’ordre maxfp; qg.
Pour (ii), on a
ŒPQ; f  D PQf   PfQC PfQ   fPQ D P ŒQ; f C ŒP; f Q:
Par l’hypothèse de récurrence, les opérateurs à droite sont d’ordre p C q   1. Il suit que
ŒPQ; f  est aussi d’ordre p C q   1 et donc PQ est d’ordre p C q.
Pour (iii), il suit de l’identité de Jacobi que
ŒŒP;Q; f  D ŒP; ŒQ; f    ŒQ; ŒP; f :
Par l’hypothèse de récurrence, les opérateurs à droite sont d’ordre p C q   2. Il suit que
ŒŒP;Q; f  est d’ordre p C q   2 et donc que ŒP;Q est d’ordre p C q   1. 
Corollaire 1.1.4. L’ordre des opérateurs fait de D.X / une algèbre filtrée.
DÉMONSTRATION. Le résultat suit des énoncés (i) et (ii) de la proposition 1.1.3. 
Définition 1.1.5. Étant donnée une algèbre R filtrée par fFig, son algèbre graduée
associée est définie comme
GrR D
M
i2ZC
Gri R D
M
i2ZC
Fi=Fi 1
8où l’on convient que F 1 D f0g. La multiplication y est définie de telle sorte que pour
x C Fp 1 2 Grp R et y C Fq 1 2 Grq R, on ait
.x C Fp 1/.y C Fq 1/ D xy C FpCq 1 2 GrpCq :
Pour chaque x 2 Fi non nul, il existe un unique 0  p  i tel que xCFp 1 2 Grp R
n’est pas nul. En appliquant x sur x CFp 1 on obtient une surjection  W R! GrR. On
appelle  .x/ le symbole principal de x. Plus généralement, on appelle le p-symbole la
surjection naturelle p W Fp ! Fp=Fp 1.
De manière analogue, le GrR-module gradué associé d’un R-module filtré M est
défini comme
GrM D
M
i2ZC
GriM D
M
i2ZC
i=i 1
où l’on convient que  1 D f0g. L’action de GrR est définie de telle sorte que pour
x C Fp 1 2 Grp R et mC q 1 2 Grq  , on ait
.x C Fp 1/.mC q 1/ D xmC pCq 1:
Le symbole principal et les p-symboles sont définis sur les modules filtrés comme sur
les algèbres filtrées.
Plusieurs propriétés de D.X / peuvent se déduire de celles de GrD.X /, algèbre dans
laquelle il est parfois plus commode de travailler. Par exemple D.X / n’est visiblement
pas commutatif, toutefois on a le corollaire suivant.
Corollaire 1.1.6. L’algèbre graduée GrD.X / associée à D.X / est commutative.
DÉMONSTRATION. Il suffit d’utiliser l’énoncé (iii) de la proposition 1.1.3. 
On termine cette section en donnant une description explicite des opérateurs d’ordre
0 et 1.
Définition 1.1.7. Soit A une k-algèbre et M un A-module à gauche. Une dérivation
de A dans M est une application k-linéaire @ W A ! M vérifiant la règle de Leibniz,
c’est-à-dire que pour a; b dans A, on doit avoir
@.ab/ D a@.b/C b@.a/:
On note DKer.A;M / les dérivations de A dans M et lorsque A DM D R.X /, on écrira
simplement
DKerR.X / D DKer.R.X /;R.X //:
Dans ce cas, DKerR.X / est une sous-algèbre de Lie de EndR.X /.
9Proposition 1.1.8. Les opérateurs d’ordre 0 et 1 sont respectivement donnés par
(i) D0.X / D R.X /,
(ii) D1.X / D R.X /˚ DKerR.X /.
DÉMONSTRATION. Les opérateurs d’ordre 0 vérifient ŒP; f  D Pf   fP D 0, c’est-à-
dire qu’ils sont R.X /-linéaires et EndR.X /R.X / D R.X /.
Pour les opérateurs d’ordre 1, on a R.X /C DKerR.X /  D1.X / puisque pour une
dérivation P , on a
ŒP; f .g/ D P .fg/   fP .g/ D P .f /g C fP .g/   fP .g/ D P .f /g:
Donc ŒP; f  D P .f / 2 R.X / D D0.X /. Pour l’autre inclusion, on peut se contenter
de montrer que si P 0 2 D1.X /, alors P D P 0   P 0.1/ est une dérivation. En notant que
P .1/ D 0, on a
P .fg/ D fP .g/C P .fg/   fP .g/
D fP .g/C ŒP; f .g/
D fP .g/C gŒP; f .1/
D fP .g/C gP .f /C gP .1/
D fP .g/C gP .f /:

1.2. OPÉRATEURS DIFFÉRENTIELS SUR L’ESPACE AFFINE
On s’intéresse d’abord à un exemple important, celui de l’espace affine An. Les
fonctions régulières y sont les polynômes en n variables kŒx1;x2; : : : ;xn. On écrira
d’ailleurs dans cette section R plutôt que kŒx1;x2; : : : ;xn.
Le principal résultat est le théorème 1.2.9 qui établit que l’algèbre des opérateurs
différentiels surAn est l’algèbre de Weyl. De bonnes références sont les chapitres 1,2,3,7,8
de [Co] ou encore les sections §1.1 et §1.2 de [Bj].
Définition 1.2.1. L’algèbre de Weyl, notée W .n/, est la sous-algèbre de EndR générée
par R et les dérivées partielles formelles @i D @=@xi , où i D 1; : : : ; n.
Les dérivées partielles formelles sont des dérivations. Elles satisfont donc la règle de
Leibniz. En particulier, quel que soit f 2 R,
@i.xif / D xi@i.f /   f @i.xi/ D xi@i.f /   f;
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c’est-à-dire qu’on a la relation Œ@i ;xi  D 1. On note également les relations évidentes
Œxi ;xj  D 0 1  i; j  n
Œ@i ; @j  D 0 1  i; j  n
Œ@i ;xj  D 0 1  i; j  n; i ¤ j:
On verra au corollaire 1.2.5 que ces relations engendrent l’idéal de toutes les relations.
Lemme 1.2.2. Les identités suivantes sont vérifiées dans W .n/ pour tout entier p > 0 et
i D 1; : : : ; n.
(i) Œ@i ; f  D @i.f /, pour tout f 2 R ;
(ii) Œ@i ;x
p
i  D pxp 1i ;
(iii) Œxi ; @
p
i  D  p@p 1i :
DÉMONSTRATION. L’identité (i) est une conséquence de la règle de Leibniz. Pour n’im-
porte quel g 2 R, on a
Œ@i ; f .g/ D @i.fg/   f @i.g/ D f @i.g/C g@i.f /   f @i.g/ D @i.f /g:
Pour (ii), il suit de l’identité (i) qu’il suffit de calculer @i.x
p
i /. On procède par
récurrence sur p. Si p D 1, il ne s’agit que de l’identité Œ@i ;xi  D 1. Si p > 1,
@i.x
p
i / D xi@i.xp 1i /C xp 1i @i.xi/
D xi.p   1/xp 2i C xp 1i
D pxp 1i :
Pour (iii), on procède par récurrence sur p. Si p D 1, il ne s’agit que de l’identité
Œxi ; @i  D  Œ@i ;xi  D  1. Si p > 1, on suppose Œxi ; @n 1 D  .n   1/@n 2i et alors pour
n’importe quel f 2 R,
Œxi ; @
n
i .f / D xi@ni .f /   @ni .xif /
D xi@n 1i .@if /   @n 1i .xi@i.f /C f @i.xi//
D Œxi ; @n 1i .@if /   @n 1i .f @i.xi//
D  .n   1/@n 2i .@if /   @n 1i .f /
D  n@n 1i .f /:

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Afin d’alléger les notations, on utilisera des multi-indices. C’est-à-dire qu’on pose
˛ D .˛1; ˛2; : : : ; ˛n/ 2 ZnC et ˇ D .ˇ1; ˇ2; : : : ; ˇn/ 2 ZnC pour écrire x˛@ˇ plutôt que
x
˛1
1
x
˛2
2
: : :x
˛n
n @
ˇ1
1
@
ˇ2
2
: : : @
ˇn
n . On adopte aussi les conventions suivantes :
(i) j˛j DP˛i ,
(ii) ˛! D ˛1!˛2! : : : ˛n!,
(iii) ˛ˇ D .˛1; ˛2; : : : ; ˛n; ˇ1; ˇ2; : : : ; ˇn/ 2 Z2nC .
Lemme 1.2.3. Supposons que j˛j  jˇj, alors @ˇ.x˛/ D ˇ! si ˛ D ˇ et 0 sinon.
DÉMONSTRATION. Il suit de la règle de Leibniz et des identités du lemme 1.2.2 que
@ˇ.x˛/ D @ˇ1
1
.x
˛1
2
@
ˇ2
2
.x
˛2
1
   @ˇnn .x˛nn /    //:
On peut évaluer cette expression en appliquant plusieurs fois @i.xni / D nxn 1i . On obtient
@
ˇi
i .x
˛i
i / D
8ˆ<ˆ
:
˛i !
.˛i ˇi /!x
˛i ˇi
i si ˇi  ˛i
0 sinon.
Si j˛j  jˇj et ˛ ¤ ˇ, alors il existe un indice i tel que ˛i < ˇi , c’est-à-dire un terme nul
dans le développement de @ˇ.x˛/. Sinon, ˛ D ˇ et le résultat suit. 
Proposition 1.2.4. Une base de W .n/ comme k-espace vectoriel est donnée par
fx˛@ˇ W ˛; ˇ 2 ZnCg:
DÉMONSTRATION. En se servant des commutateurs du lemme 1.2.2, on peut réécrire
tout élément de l’algèbre de Weyl comme une combinaison linéaire
P
c˛ˇx
˛@ˇ . Il suffit
donc de montrer que les x˛@ˇ sont linéairement indépendants.
Supposons qu’on a une somme D D P c˛ˇx˛@ˇ avec un coefficient cı ¤ 0 ; on
doit montrer que dans ce cas, D ¤ 0. On peut supposer que  ı est tel que cı ¤ 0 mais
c˛ˇ D 0 pour tout ˛ et ˇ tel que jˇj  jıj. Alors, on a par le lemme 1.2.3
D.xı/ D
X
˛;ˇ
c˛ˇx
˛@ˇ.xı/ D
X
˛
X
ˇWjˇjjıj
c˛ˇx
˛@ˇ.xı/ D
X
˛
c˛ıx
˛ı!:
Ce polynôme est non nul puisque cı n’est pas nul. Il suit que D est non nul. Les
fx˛@ˇg sont donc linéairement indépendants. 
Corollaire 1.2.5. L’algèbre de Weyl est isomorphe à l’algèbre libre sur les 2n générateurs
x1; : : : ;xn; @1; : : : ; @n avec les relations engendrées par
(i) Œxi ;xj  D 0, 1  i; j  n ;
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(ii) Œ@i ; @j  D 0, 1  i; j  n ;
(iii) Œ@i ;xj  D ıij , 1  i; j  n.
Où ıij désigne le delta de Kronecker.
DÉMONSTRATION. Soit A l’algèbre libre sur les 2n générateurs x1; : : : ;xn; @1; : : : ; @n
et I l’idéal engendré par les relations (i), (ii) et (iii). En appliquant les générateurs xi
et ıj sur les éléments correspondants de l’algèbre de Weyl, on obtient une surjection
A! W .n/ qui se factorise en une surjection ' W A=I ! W .n/. L’ensemble fx˛@ˇ C Ig,
qui génère A=I , est appliqué par ' sur la base de la proposition 1.2.4. On conclut que '
est injective. 
Le prochain corollaire nous dispensera de démontrer certains résultats deux fois : une
fois pour les W .n/-modules à gauche et une fois pour les W .n/-modules à droite.
Corollaire 1.2.6. L’algèbre de Weyl W .n/ est isomorphe à son algèbre opposée W .n/ı.
DÉMONSTRATION. L’anti-automorphisme est donné par xi 7! @i et @i 7! xi . 
Il reste à montrer que l’algèbre de Weyl est effectivement l’algèbre des opérateurs
différentiels sur An. Il faudra d’abord deux lemmes.
On pose
Cp D fP 2 D.An/ W P D
X
˛;ˇ
c˛ˇx
˛@ˇ; jˇj  pg:
Les @i sont des dérivations et donc des opérateurs différentiels d’ordre 1. En écrivant
P 2 CpC1 dans la base de la proposition 1.2.4, on obtient
Cp D CpC1 \Dp.An/:
On montrera au théorème 1.2.9 qu’on a en fait Cp D Dp.An/.
Lemme 1.2.7. Soit f˛ 2 R pour chaque multi-indice ˛ tel que j˛j  p. Alors il existe
P 2 Cp tel que P .x˛/ D f˛.
DÉMONSTRATION. On procède par récurrence sur p. L’affirmation est évidente pour
p D 0, alors supposons que p > 0. Il existe par l’hypothèse de récurrence un Q 2 Cp 1
tel que Q.x˛/ D f˛ pour j˛j  p   1. On pose
Q0 D
X
ˇWjˇjDp
fˇ  Q.xˇ/
ˇ!
@ˇ:
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Il suit alors du lemme 1.2.3 que Q0.x˛/ D 0 si j˛j  p   1, et
Q0.x˛/ D
X
ˇWjˇjDp
fˇ  Q.xˇ/
ˇ!
@ˇ.x˛/ D f˛  Q.x˛/
si j˛j D p.
On conclut que l’opérateur P D QCQ0 a toutes les propriétés désirées. Il est d’ordre
p puisque Q est d’ordre p   1 et Q0 est d’ordre p et
P .x˛/ D Q.x˛/CQ0.x˛/ D
8ˆ<ˆ
:f˛ C 0 si j˛j < pQ.x˛/C .f˛  Q.x˛// si j˛j D p:

Lemme 1.2.8. Soit P 2 Dp.An/ et Q 2 Cp. Si P .x˛/ D Q.x˛/ pour tout ˛ tel que
j˛j  p, alors P D Q.
DÉMONSTRATION. On procède par récurrence sur p. L’affirmation est évidente si p D 0 ;
alors supposons que p > 0. Quel que soit i D 1; : : : ; n et ˛ tel que j˛j  p   1, on a
ŒP;xi .x
˛/ D P .xix˛/   xiP .x˛/
D Q.xix˛/   xiQ.x˛/
D ŒQ;xi .x˛/:
Par l’hypothèse de récurrence, ŒP;xi  D ŒQ;xi .
Maintenant, on démontre que P D Q en montrant que P .xˇ/ D Q.xˇ/ quel que
soit ˇ 2 ZnC. On procède par (une autre) récurrence sur j˛j. Si j˛j  p, l’affirmation est
vraie par hypothèse. Sinon, on observe que pour n’importe quel i D 1; : : : ; n,
P .xix
˛/ D ŒP;xi .x˛/C xiP .x˛/
D ŒQ;xi .x˛/C xiP .x˛/
D Q.xix˛/C xi.Px˛  Qx˛/
D Q.xix˛/:
Le résultat suit par récurrence. 
Théorème 1.2.9. L’algèbre des opérateurs différentiels sur An est W .n/, l’algèbre de
Weyl. De plus, Dp.An/ D Cp.
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DÉMONSTRATION. Il suffit de montrer que Dp.An/  Cp. Soit P 2 Dp.An/. Par le
lemme 1.2.7, il existe un Q 2 Cp tel que Q.x˛/ D P .x˛/ pour j˛j  p. Le résultat suit
du lemme 1.2.8. 
Corollaire 1.2.10. Quel que soit p 2 ZC, le R-module Dp.X / est finiment engendré.
DÉMONSTRATION. Un ensemble générateur est f@ˇ W jˇj  pg. 
1.3. PROPRIÉTÉS DE L’ALGÈBRE DE WEYL
On démontre maintenant deux propriétés de l’algèbre de Weyl : elle est simple et
noethérienne. On verra au théorème 1.7.7 que les opérateurs différentiels sur une variété
affine non singulière ont toujours ces propriétés.
Il est commode d’introduire une nouvelle filtration sur W .n/, dite la filtration de
Bernstein
Bp D fP 2 W .n/ W P D
X
˛;ˇ
c˛x
˛@ˇ W j˛j C jˇj  pg:
On convient de plus que B 2 D B 1 D f0g.
On remarque que les Bp sont tous des espaces vectoriels de dimension finie sur
k, contrairement à la filtration par l’ordre, pour laquelle on a par exemple W0.n/ D
kŒx1; : : : ;xn.
Proposition 1.3.1. La filtration de Bernstein est une filtration de W .n/. Plus précisément,
pour tout p; q 2 ZC,
(i)
S
i2ZC Bi D W .n/ ;
(ii) Bp C Bq  Bmaxfp;qg ;
(iii) BpBq  BpCq ;
(iv) ŒBp;Bq   BpCq 2.
DÉMONSTRATION. On se contente de montrer (iii) et (iv), le reste étant clair. On procède
par récurrence sur p C q. Les résultats sont clairs si p D 0 ou q D 0. Soit donc
p; q > 1 tels que p C q D i , et des opérateurs P 2 Bp et Q 2 Bq . On peut supposer
sans perte de généralité que P et Q sont de la forme P D x˛@ˇ et Q D x@ı avec
j˛j C jˇj C j j C jıj D i . Alors
PQ D x˛@ˇx@ı
D x˛.x@ˇ C Œ@ˇ;x /@ı
D x˛C@ˇCı C x˛ Œ@ˇ;x @ı:
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Nous allons montrer que Œ@ˇ;x  est d’ordre j˛jCj j 2. Cette affirmation impliquera
(iii) puisque dans ce cas, PQ est du même ordre que x˛C@ˇCı qui est d’ordre i .
On procède par récurrence sur jˇj. Le résultat est clair si jˇj D 0. Sinon, on peut
écrire @ˇ
0
@i avec jˇ0j D jˇj   1. On a alors
Œ@ˇ;x  D Œ@ˇ0@i ;x  D @i Œ@ˇ0 ;x C Œ@i ;x @ˇ0 :
L’hypothèse de récurrence donne Œ@ˇ
0
;x  2 BjˇjCj j 3 et Œ@i ;x  2 Bj j 1. Il suit
Œ@ˇ;x  2 Bj jCjˇj 2, ce qui termine la preuve de (iii).
Un calcul identique donne QP D xC˛@ıCˇ C x Œ@ı;x˛ @ˇ. Il suit que
ŒP;Q D x˛ Œ@ˇ;x @ı   x Œ@ı;x˛ @ˇ
On a montré que les opérateurs Œ@ˇ;x  et Œ@ı;x˛  sont respectivement d’ordre jˇjCj j 2
et jıj C j˛j   2. On conclut que ŒP;Q est d’ordre i   2, ce qui termine la preuve de
(iv). 
Proposition 1.3.2. L’algèbre graduée associée GrW .n/ pour la filtration de Bernstein est
isomorphe à l’anneau de polynômes en 2n variables kŒ Nx1; : : : ; Nxn; N@1; : : : ; N@n, où Nxi et N@i
sont respectivement les symboles principaux de xi et de @i .
DÉMONSTRATION. Comme x1; : : : ;xn; @1; : : : ; @n génèrent W .n/ comme algèbre, les
Nx1; : : : ; Nxn; N@1; : : : ; N@n doivent générer l’algèbre GrW .n/. Il suffit donc de montrer qu’il
n’y a pas de relation linéaire non triviale entre les monômes de GrW .n/.
Par contradiction, supposons qu’on a une relation linéaire disons
P
˛;ˇ c˛ˇ Nx˛ N@ˇ D 0.
Soit i l’entier maximal tel que pour des multi-indices ; ı on ait j j C jıj D i et cı ¤ 0.
On considère l’opérateur différentiel P DP˛;ˇ c˛ˇx˛@ˇ 2 Bi dont le symbole principal
dans GrW .n/ est  .P / DP˛;ˇWj˛jCjˇjDi c˛ˇ Nx˛ N@ˇ. Comme il s’agit d’une composante
homogène d’un polynôme nul par hypothèse, on a  .P / D 0, c’est-à-dire P 2 Bi 1. On
peut donc écrire
P D
X
˛;ˇWj˛jCjˇj<i
d˛ˇx
˛@ˇ:
On devrait avoir c˛ˇ D d˛ˇ pour tout ˛ et ˇ étant donné que les fx˛@ˇg forment une
base. Ce serait cependant absurde étant donné que pour le multi-indice  ı, on a cı ¤ 0
et dı D 0. 
L’algèbre associée graduée de W .n/ filtrée par l’ordre est aussi isomorphe à un anneau
de polynômes en 2n variables, comme on pourra aisément le déduire du théorème 1.7.4.
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Par le dernier théorème, on sait que GrW .n/ est noethérien. Pour en déduire que
W .n/ est aussi noethérien, il faut une définition.
Définition 1.3.3. Soit A une algèbre filtrée par fFigi2ZC et M un A-module filtré par
figi2ZC . La filtration figi2ZC est dite bonne si GrM est finiment engendré comme
GrA-module.
Proposition 1.3.4. SoitA un anneau filtré par fFigi2ZC . SiM est unA-module admettant
une bonne filtration, alors M est finiment engendré comme A-module.
DÉMONSTRATION. Comme GrM est finiment engendré comme GrA-module, il suit
que GrpM est finiment engendré comme Gr0A-module pour n’importe quel p. En
utilisant la suite exacte
0! p 1 ! p ! GrpM ! 0;
on démontre par récurrence que p est aussi finiment engendré comme Gr0A-module
pour tout p.
Comme GrM est finiment engendré, on peut choisir un nombre fini de générateurs
fmj g de GrM comme GrA-module. Soit p tel que tous ces générateurs soient de degré
plus petit ou égal à p. Nous allons montrer que p génère M , ce qui impliquera le résultat
puisque p est finiment engendré.
Supposons qu’il existe x 2 M qui n’est pas généré par p. On peut supposer que
x 2 q avec q minimal, dans ce cas  .x/ D q.x/. Comme GrM est généré par les
mj , on a p.x/ D P cjmj pour des cj 2 GrR. Si Qcj et Qmj sont tels que  . Qcj / D cj
et  . Qmj / D mj , alors on a p.x/  P  . Qcj / . Qmj / D 0 dans q , ce qui implique que
x  P Qcj Qmj 2 q 1. On obtient donc un élément de q 1 qui n’est pas généré par p,
ce qui contredit la minimalité de q. 
Un anneau A est noethérien à gauche si chaque idéal à gauche I  A est fini-
ment engendré comme A-module, c’est-à-dire qu’il existe un nombre fini d’éléments
a1; : : : ; an 2 A tels que I D Aa1 C    C Aan. L’anneau A est noethérien à droite s’il
vérifie la condition analogue pour les idéaux à droite.
Proposition 1.3.5. L’algèbre de Weyl W .n/ est noethérienne à gauche (et à droite).
DÉMONSTRATION. Il suffit de montrer qu’il est noethérien à gauche en vertu de 1.2.6.
Soit I un idéal à gauche qu’on voit comme un W .n/-module à gauche. La filtration de
Bernstein sur W .n/ induit une filtration sur I donnée par Ii D Bi \ I . Les inclusions
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Ii ! Bi se factorisent en injections Ii=Ii 1 ! Bi=Bi 1. On obtient donc une injection
Gr I ! GrW .n/ qui nous permet de voir I comme un sous-module de GrW .n/.
On a vu à la proposition 1.3.2 que GrW .n/ est un anneau de polynômes en 2n
variables. Un tel anneau est noethérien en vertu du théorème de la base d’Hilbert. Il suit
que Gr I est finiment engendré comme GrW .n/-module, c’est-à-dire que fIigi2ZC est
une bonne filtration. Le résultat suit de la proposition 1.3.4. 
Avec considérablement plus d’efforts, on pourrait plus spécifiquement montrer que
chaque idéal à gauche de W .n/ est généré par au plus 2 éléments. On lira à ce sujet
l’article original [St] ou encore la section §1.7 de [Bj].
Proposition 1.3.6. L’algèbre de Weyl W .n/ est simple, c’est-à-dire que ses seuls idéaux
bilatères sont f0g et W .n/.
DÉMONSTRATION. Supposons que I est un idéal bilatère contenant un opérateur P non
nul. Dans ce cas, ŒP;Q 2 I pour tout Q 2 W .n/. Si P 2 Bp avec p > 0, l’identité
Œ@i ;x
n
i  D nxn 1 ou Œxi ; @ni  D  n@n 1i permet d’obtenir un élément P 0 de I tel que
P 0 2 Bp 1. Par récurrence, on conclut que I doit contenir un élément de B0 D k. Cet
élément est alors inversible ce qui force I D W .n/. 
1.4. OPÉRATEURS DIFFÉRENTIELS SUR LES VARIÉTÉS AFFINES
On utilise l’algèbre de Weyl pour donner une description plus explicite de l’anneau
des opérateurs différentiels sur les variétés affines. On discute ensuite de la localisation
de ces anneaux, qui sera un outil essentiel pour le cas des variétés pas nécessairement
affines. De bonnes références pour ces constructions sont les notes [Mi] ou [Be] ainsi que
les livres [B1] ou [Bj].
Dans toute cette section, X est une variété affine qu’on ne suppose pas nécessairement
irréductible. SoitOX son faisceau structural etR.X / D .X;OX / l’algèbre des fonctions
régulières sur X .
On peut voir X comme un sous-ensemble fermé de An, dans ce cas R.X / D
kŒx1; : : : ;xn=I.X / où I.X / est l’idéal des polynômes qui s’annulent sur X . On no-
tera  la surjection naturelle kŒx1; : : : ;xn! R.X /.
On considère la sous-algèbre
A D fP 2 W .n/ W P .I.X //  I.X /g:
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L’algèbre A est munie de la filtration induite Ai D A \Wi.n/, où fWi.n/gi2ZC est la
filtration par l’ordre de W .n/.
Un opérateur P 2 A se factorise uniquement en un endomorphisme '.P / de R.X /
tel que le diagramme suivant commute
kŒx1; : : : ;xn
P- kŒx1; : : : ;xn
R.X /

? '.P / - R.X /:

?
On obtient ainsi un morphisme ' W A! EndR.X /. Son noyau est
J D fP 2 W .n/ W P .kŒx1; : : : ;xn/  I.X /g:
En factorisant ' on obtient un morphisme injectif Q' W A=J ! EndR.X /. Nous montre-
rons à la proposition 1.4.3 que Q' est un isomorphisme de A=J sur D.X /.
Lemme 1.4.1. L’image de A par ' est contenue dans D.X /. De plus, ' respecte les
filtrations, c’est-à-dire que Ap est appliqué dans Dp.X /.
DÉMONSTRATION. On procède par récurrence sur p, l’ordre de la filtration. Si p D 0, il
suffit de noter que pour f 2 kŒx1; : : : ;xn, on a '.f / D .f /. Si p > 0, soit P 2 Ap.
Quel que soit Qf 2 R.X /, il existe f 2 kŒx1; : : : ;xn tel que .f / D Qf . Dans ce cas,
Œ'.P /; Qf  D Œ'.P /; '.f / D '.ŒP; f /:
Par l’hypothèse de récurrence, '.ŒP; f / est d’ordre p   1, et donc '.P / est d’ordre
p. 
L’algèbre A=J est aussi munie d’une filtration induite par celle de W .n/. Elle est
donnée par
.A=J /i D Ai=.Ai \ J / D .Wi.n/ \A/=.Wi.n/ \ J /:
Il suit du dernier lemme que Q' respecte aussi cette filtration.
Lemme 1.4.2. Soit P 2 Dp.X / et Q 2 Wp.n/. Si P ..x˛// D .Q.x˛// pour tout ˛
tel que j˛j  p, alors P D Q.
DÉMONSTRATION. Il s’agit d’une légère généralisation du lemme 1.2.8 et la même
preuve fonctionne. 
Proposition 1.4.3. L’application Q' W A=J ! D.X / est un isomorphisme d’algèbres
filtrées.
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DÉMONSTRATION. Il ne nous reste qu’à démontrer la surjectivité de '. Soit P un opé-
rateur différentiel dans Dp.X /. On peut choisir des polynômes f˛ 2 kŒx1; : : : ;xn
tels que P ..x˛// D .f˛/ pour tout j˛j  p. Par le lemme 1.2.7, il existe un opé-
rateur Q 2 W .n/ d’ordre p tel que Q.x˛/ D f˛ pour tout j˛j  p, ce qui im-
plique P ..x˛// D .Q.x˛//. Par le lemme 1.4.2, on conclut P D Q. On conclut
'.Q/ D P . 
Corollaire 1.4.4. Soit X une variété affine. Alors Dp.X / est un R.X /-module à gauche
(et à droite) finiment engendré.
DÉMONSTRATION. On peut voir X comme un fermé de An, dans quel cas on a R.X / D
kŒx1; : : : ;xn=I.X /. On sait que W .n/ est noethérien, alors A \ Wp.n/ est finiment
engendré comme kŒx1; : : : ;xn-module. Il suit que le kŒx1; : : : ;xn=I.X /-module
A \Wp.n/=I.X / \Wp.n/
est aussi finiment engendré. Mais par la proposition 1.4.3, il s’agit du R.X /-module
Dp.X /. 
Pour chaque f 2 R.X /, on peut définir l’ouvert affine
Xf D fx 2 X W f .x/ ¤ 0g:
Alors on a R.Xf / ' R.X /f , la localisation de R.X / par l’ensemble multiplicativement
fermé ff i W i 2 ZCg. Dans le reste de la section, on démontre que l’on a aussi D.Xf / '
D.X /f ; ce sera le théorème 1.4.9.
La première étape est de construire un morphisme  W D.X /! D.Xf /. Ce sera fait
à l’aide du lemme suivant pour X D An et à l’aide du lemme 1.4.7 dans le cas général.
Lemme 1.4.5. Soit P 2 Dp.An/, et f 2 kŒx1; : : : ;xn. Il existe un unique opérateur
Q 2 Dp.Anf / tel que le diagramme suivant commute.
kŒx1; : : : ;xn
P- kŒx1; : : : ;xn
kŒx1; : : : ;xnf
? Q- kŒx1; : : : ;xnf
?
Les flèches verticales désignent l’application naturelle g 7! g=1.
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DÉMONSTRATION. Les dérivées partielles formelles @i s’étendent uniquement à des
dérivations du corps des fonctions rationnelles k.x1; : : : ;xn/. Cela résulte de la règle de
Leibniz qui force les @i à vérifier la règle du quotient
@i

p
q

D q@i.p/   p@i.q/
q2
pour p; q 2 kŒx1; : : : ;xn.
En particulier, on a
@i

g
f m

D @i.g/f  mg@i.f /
f mC1
:
Il suit que P s’étend uniquement à un opérateur différentiel de k.x1; : : : ;xn/ qui applique
kŒx1 : : : ;xnf dans lui-même. Par la propriété universelle de la localisation, l’extension de
P induit un unique endomorphisme Q de kŒx1; : : : ;xnf qui fait commuter le diagramme
de l’énoncé. Il reste à montrer que Q est un opérateur différentiel d’ordre p, ce qu’on
peut faire avec le même argument qu’au lemme 1.4.1. 
Lemme 1.4.6. Soit P 2 Dp.Xf / tel que P .g=1/ D 0 pour tout g dans l’image de R.X /
dans R.Xf /. Alors P D 0.
DÉMONSTRATION. D’abord si f 2 R.X / est nilpotent, alors R.Xf / D 0 et il n’y a rien
à prouver. Sinon, on procède par récurrence sur l’ordre de P . Si p D 0, le résultat est clair
alors supposons que p > 0. Pour n’importe quel g 2 R.X /, on a dans D.Xf /,
ŒP; f .g/ D P .fg/   fP .g/ D 0   0:
Comme ŒP; f  est d’ordre p   1, il suit de l’hypothèse de récurrence que ŒP; f  D 0. On
conclut que P commute avec f .
Pour chaque h 2 R.Xf /, on peut trouver des entiers i et j tels que f ih D p et
f jP .h/ D q où p et q sont dans l’image de R.X /. On a alors
f iP .h/ D P .f ih/ D P .p/ D 0;
et donc
f i
1
q
f j
D 0
1
:
Il suit que pour un entier k, on a f kq D 0 dans R.X /. Comme f n’est pas nilpotent, on
conclut P .h/ D 0 pour tout h, et donc P D 0. 
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Lemme 1.4.7. Soit P 2 Dp.X /, et f 2 R.X /. Alors il existe un unique opérateur
Q 2 Dp.Xf / tel que le diagramme suivant commute.
R.X /
P- R.X /
R.X /f
? Q- R.X /f
?
Les flèches verticales désignent l’application naturelle g 7! g=1.
DÉMONSTRATION. En supposant que X est un sous-ensemble fermé de An, on peut
choisir un polynôme Qf tel que . Qf / D f , où  est la surjection naturelle
 W kŒx1; : : : ;xn! kŒx1; : : : ;xn=I.X / D R.X /:
On a alors AnQf \ X D Xf . Il suit de la proposition 1.4.3 qu’il existe un opérateur
QP 2 Wp.n/ tel que '. QP / D P et QP .I/  I . Par le lemme 1.4.5, QP s’étend à un opérateur
d’ordre p de AnQf , disons
QQ.
Nous allons montrer que QQ induit un endomorphismeQ de kŒx1; : : : ;xn Qf =I.X / Qf D
R.X /f . Il suffit pour cela de montrer que QQ.I.X / Qf /  I.X / Qf , ce qu’on fait par récur-
rence sur l’ordre p de QQ. Si p D 0, l’affirmation est claire ; alors supposons que p > 0.
L’hypothèse de récurrence donne pour tout g 2 I.X /,"
QQ; 1Qf
# 
g
Qf m
!
D QQ
 
g
Qf mC1
!
  1Qf 
QQ
 
g
Qf m
!
2 I.X / Qf :
On peut alors procéder à une (autre) récurrence sur m pour montrer que QQ.g= Qf m/ 2
I.X / Qf quel que soit m.
Par le même argument qu’au lemme 1.4.1, Q est un opérateur différentiel d’ordre p
de R.X /f . De par sa construction, Q fait commuter le diagramme. En vertu du lemme
1.4.6, Q est unique avec cette propriété. 
On conclut qu’il existe un morphisme d’algèbre filtrée  W D.X /! D.Xf / associant
à un opérateur P 2 Dp.X / l’unique Q 2 Dp.Xf / faisant commuter le diagramme du
lemme précédent.
Lemme 1.4.8. Soit f et f 0 dans R.X / tels que Xf et Xf 0 soient disjoints. Alors
D.XfCf 0/ D D.Xf /˚D.Xf 0/.
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DÉMONSTRATION. Soit ; 0 2 R.XfCf 0/ les fonctions caractéristiques de respective-
ment Xf et Xf 0 , c’est-à-dire
.x/ D f
f C f 0 .x/ D
8ˆ<ˆ
:1 si x 2 Xf0 si x 2 Xf 0
0.x/ D f
0
f C f 0 .x/ D
8ˆ<ˆ
:1 si x 2 Xf 00 si x 2 Xf
Les fonctions  et 0 vérifient les identités suivantes :
(i) 2 D , 02 D 0 ;
(ii) 0 D 0 D 0 ;
(iii) C 0 D 1.
Soit P 2 D.XfCf 0/, nous montrerons par récurrence sur l’ordre p de P que ŒP;  D
ŒP; 0 D 0. L’affirmation est claire pour p D 0, alors supposons que p > 0. Comme
ŒP;  est d’ordre p   1, il suit de l’hypothèse de récurrence que
ŒŒP; ; 0 D ŒP; 0   0ŒP;  D  P0   0P D 0:
En multipliant à gauche par , on obtient P0 D 0. En multipliant plutôt par 0, on
obtient 0P D 0. Il suit les identités suivantes :
P D .C 0/P D P
P D P .C 0/ D P:
On conclut comme désiré que ŒP;  D 0, et un argument similaire donne ŒP; 0 D 0.
Maintenant, on a R.XfCf 0/ D R.Xf /˚R.Xf 0/ et donc P agit sur g 2 R.Xf / 
R.XfCf 0/. Comme  D 1 sur Xf , on a P .g/ D P .g/ D P .g/: Il suit que
P .R.Xf //  R.Xf /. Pour la même raison, on a aussi P .R.Xf 0//  R.Xf 0/. On
conclut que P induit des opérateurs différentiels Pf et Pf 0 sur respectivement Xf et Xf 0
tels que P D Pf C Pf 0 . 
Théorème 1.4.9. Soit D.X /f D D.X / la localisation de D.X / comme R.X /-module.
L’application  W D.X /! D.Xf / du lemme 1.4.7 induit un isomorphisme Q W D.X /f !
D.Xf /.
DÉMONSTRATION. On sait que D.Xf / est un R.Xf /-module, c’est-à-dire un R.X /f -
module. Comme  W D.X /! D.Xf / est un morphisme de R.X /-module, la propriété
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universelle de la localisation donne le morphisme de R.X /f -module Q W D.X /f !
D.Xf / de l’énoncé. Il reste à montrer qu’il s’agit d’un isomorphisme.
Dans un premier temps, on suppose que Xf est dense dans X . Dans ce cas, l’inclusion
Xf ! X est un morphisme dominant et donc l’application naturelle r W R.X /! R.Xf /
est injective.
On commence par montrer que Q est injectif. Supposons que
Q

P
f m

D .P /
f m
D 0:
Par la construction de , on a r ı P D .P / ı r . On peut donc trouver pour n’importe
quel g 2 R.X /, un entier i tel que
f iP .g/
1
D f
i
1
.P /
g
1

D 0:
Par l’injectivité de r , il suit alors f iP .g/ D 0 et donc P .g/ D 0. Comme g est arbitraire,
P D 0 et on a l’injectivité.
Pour la surjectivité, on peut se contenter de montrer que pour chaque P 2 D.Xf /, il
existe un i 2 ZC tel que .f iP /.R.X //  R.X /. Dans ce cas, on peut voir f iP comme
un opérateur sur R.X / et on a
Q

f iP
f i

D .f
iP /
f i
D P:
On procède par récurrence sur p, l’ordre de P . Si p D 0, l’affirmation est évidente
alors supposons que p > 0. Soit g1; : : : ;gn des générateurs de R.X / comme k-algèbre.
Par l’hypothèse de récurrence, il existe i 2 ZC tel que f i ŒP;gj .R.X //  R.X / pour
tout j D 1; : : : ; n. En particulier, on doit avoir f iP .1/ 2 R.X /. Maintenant on montre
que f iP .g˛/  R.X / à l’aide d’une deuxième récurrence, cette fois sur j˛j. Si on
suppose que pour f iP .g˛/  R.X /, alors on a
f iP .gig
˛/ D f i ŒP;gi .g˛/C f igiP .g˛/:
Il suit de l’hypothèse de récurrence sur p que f i ŒP;gi .g˛/ 2 R.X / et il suit de l’hypo-
thèse de récurrence sur j˛j que f igiP .g˛/ 2 R.X /. Ce qui termine la démonstration de
la surjectivité.
Maitenant, supposons que Xf n’est pas dense dans X . Dans ce cas, il existe f1 2
R.X / tel que Xf et Xf1 sont disjoints, et donc XfCf1 D Xf [ Xf1 . En répétant cet
argument un nombre fini de fois, on construit f 0 D f1 C    C fk tel que XfCf 0 D
Xf [Xf 0 est dense dans X . La première partie de la preuve donne alors un isomorphisme
D.X /fCf 0 ! D.XfCf 0/. Par le lemme 1.4.8, on obtient le résultat. 
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1.5. OPÉRATEURS DIFFÉRENTIELS SUR LES VARIÉTÉS
Sans l’hypothèse que X est une variété affine, la définition des opérateurs différentiels
de la section 1.1 peut donner une algèbre triviale. Par exemple, sur la droite projec-
tive, CP1, les seules fonctions régulières sont les fonctions constantes. On aurait donc
D.CP1/ D C.
On évite cet inconvénient en définissant un faisceau d’opérateurs différentiels sur X .
L’algèbre des opérateurs différentiels sur X sera alors définie comme les sections globales
de ce faisceau.
On suppose pour l’instant que X est variété affine. Alors les ouverts affine Xf D
fx 2 X W f .x/ ¤ 0g forment une base B de la topologie de X .
Étant donné unR.X /-moduleM , on peut lui associer unOX -module qu’on notera fM .
Ses sections sont données sur la base B par fM .Xf / DMf et le morphisme de restrictions
pour Xf  Xg est le morphisme canonique Mg !Mf obtenu en agrandissant la partie
multiplicative servant à la localisation. Un faisceau construit de cette manière est quasi-
cohérent. Il est de plus cohérent si le module M est finiment engendré. On verra la section
1.1.3 de [EGA1] pour plus de détails.
Définition 1.5.1. Le faisceau des opérateurs différentiels noté DX sur une variété affine
X est le OX -module associé au R.X /-module D.X /.
Le théorème 1.4.9 donne immédiatement le corollaire suivant.
Corollaire 1.5.2. Le faisceau DX est tel que pour chaque ouvert affine U  X , on a
DX .U / D D.U /.
DÉMONSTRATION. Si U D Xf pour un f 2 R.X /, il s’agit du théorème. Sinon, soit
f 2 R.X / tel que Xf  U . Alors on a Uf jU D Xf , et donc
DU .Uf jU / D D.Uf jU / D D.Xf / D DX .Xf /:
Comme les Xf forment une base de la topologie de X , les Xf tels que Xf  U
forment une base de la topologie de U . On conclut que DX jU et DU sont deux faisceaux
sur U égaux sur une base de la topologie. Ils sont donc égaux partout. 
On peut enfin supposer que X est une variété pas nécessairement affine. Soit fUigi2I
un recouvrement de X par des ouverts affines et Fi un faisceau sur Ui , pour chaque i 2 I .
On aimerait pouvoir recoller les faisceaux Fi en un faisceau F sur X tel que F jUi D Fi .
Il nous faut pour cela des isomorphismes 'ij W Fi.Ui \ Uj /! Fj .Ui \ Uj /, pour tous
25
les indices i; j 2 I qui vérifient la condition de recollement 'jk ı 'ij D 'ik pour tous
les indices i; j ; k 2 I .
Définition 1.5.3. Soit X une variété et fUig un recouvrement de X par des ouverts affines.
Le faisceau des opérateurs différentiels de X est le faisceau D.X / obtenu en recollant les
faisceaux DUi à l’aide des isomorphismes identités
'ij W DUi .Ui \ Uj / D D.Ui \ Uj /
id ! D.Ui \ Uj / D DUj .Ui \ Uj /:
Notre première préoccupation sera de transférer la filtration par l’ordre des opérateurs
différentiels sur le faisceau DX .
Définition 1.5.4. Soit F un faisceau de k-algèbres. Une filtration de F est une suite
fFigi2ZC croissante de sous-faisceaux d’espaces vectoriels 0  F0  F1  F2    
telle que
(i)
S
i2ZC Fi D F
(ii) Fp  Fq  FpCq pour tout p; q 2 ZC.
Définition 1.5.5. Soit U un ouvert dans X et P 2 DX .U /. L’opérateur P est d’ordre
p s’il existe un ouvert affine V  U tel que UV .P / est d’ordre p au sens de la
définition 1.1.1.
On construit avec cette définition le sous-faisceau FpDX des opérateurs différen-
tiels d’ordre p, et donc une suite croissante de sous-faisceaux d’espaces vectoriels
fFiDX gi2ZC .
Proposition 1.5.6. La suite croissante de sous-faisceaux fFpDX gi2ZC est une filtration
de DX .
DÉMONSTRATION. On se contentera de montrer que
S
i2ZC FiDX D DX , le reste étant
clair.
Soit P 2 DX .U /, on doit montrer que P est d’ordre fini. Soit fUigi2I un re-
couvrement de X par des ouverts affines. Soit un entier p tel que pour tout i 2 I ,
UUi .P / 2 Dp.Ui/.
Soit maintenant V  U un ouvert affine quelconque et Q D UV .P /. Quelles que
soient les fonctions f0; : : : ; f1 2 R.V /, l’opérateur
R D Œ: : : ŒŒQ; f0; f1; : : : ; fp 
est nul sur V \ Ui . Il suit que R D 0, et donc que .UV /.P / est d’ordre p. Comme V
était arbitraire, on conclut que P est d’ordre p. 
26
Avec cette définition, on a FpDX .U / D Dp.U /. On peut alors définir le faisceau
associé gradué GrDX comme
GrDX D
M
i2ZC
Gri DX D
M
i2ZC
FiDX =Fi 1DX
où l’on convient que F 1 D f0g. Il s’agit d’un faisceau de k-algèbre grâce au produit
discuté à la définition 1.1.5.
Corollaire 1.5.7. Soit X une variété.
(i) Le faisceau D.X / est un OX -module quasi-cohérent ;
(ii) Le faisceau Dp.X / est un OX -module cohérent, pour tout p 2 ZC ;
(iii) Le faisceau Grp D.X / est un OX -module cohérent, pour tout p 2 ZC.
DÉMONSTRATION. Pour (i), il suffit de couvrir X par des ouverts affines fUig et de noter
que DX jUi est le OU -module associé au R.U /-module D.U /.
Maintenant, (ii) suit du corollaire 1.4.4 et (iii) suit de (ii). 
1.6. VARIÉTÉS NON SINGULIÈRES
Nous considérerons à l’avenir des variétés non singulières. Cette hypothèse garantit
aux opérateurs différentiels des propriétés commodes qui ne sont pas vérifiées en général.
Par exemple, l’anneau des opérateurs différentiels D.X / pour X le cône cubique c’est-
à-dire la variété affine des zéros de x3
1
C x3
2
C x3
3
dans C3 n’est pas noethérien [BGG].
Nous verrons cependant au corollaire 1.7.7 que D.X / est noethérien lorsque X est non
singulière. Sous cette hypothèse, on peut aussi donner une description plus commode de
D.X / (corollaire 1.7.5) et de GrD.X / (théorème 1.7.4). Étant donné que les variétés de
drapeaux sont non singulières, on pourra utiliser ces résultats dans les chapitres suivants.
Dans cette section, on donne quelques définitions et propriétés des variétés non singulières.
Comme il s’agit essentiellement de fixer les notations, la plupart des démonstrations sont
omises.
Définition 1.6.1. Soit X une variété. Un point x 2 X est non singulier si OX ;x est un
anneau régulier local. Une variété X est non singulière si tous ses points le sont.
Un anneau régulier local est un anneau local noethérien A avec idéal maximal m tel
que la dimension de m=m2 comme A=m-espace vectoriel est la dimension de Krull de A.
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1.6.1. Faisceau des différentielles et faisceau tangent
On rappelle maintenant quelques définitions sur le faisceau des différentielles et le
faisceau tangent. On regardera la section §4.4.16 de [EGA4] ou encore la section §II.8
de [Ha] pour plus de détails.
Définition 1.6.2. Soit A une k-algèbre. Le module de différentielles de A est un module
A et une dérivation d W A ! A vérifiant la propriété universelle suivante : pour
chaque dérivation d 0 W A!M dans un A-module M , il existe un unique morphisme de
A-module ' W A !M tel que le diagramme suivant commute.
A
d - A
M
'
?
d 0
-
Le faisceau des différentielles, noté X , est un faisceau tel que sur chaque ouvert
affine U  X , on a X jU D eR.U /. On peut définir ce faisceau sur toute variété, mais
lorsque X est non singulière, on a le théorème suivant.
Théorème 1.6.3. Une variété X est non singulière de dimension n si et seulement si X
est un OX -module localement libre de rang n.
DÉMONSTRATION. Théorème II.8.15 de [Ha]. 
Il existe une équivalence de catégories entre les faisceaux localement libres de rang
fini et les fibrés vectoriels sur une variété (§III.2 de [Mu]). On commence par rappeler la
définition des fibrés vectoriels.
Définition 1.6.4. Soit X une variété. Un fibré vectoriel de rang n sur X est une variété
Y et un morphisme de variétés p W Y 7! X appelé la projection vérifiant les propriétés
suivantes.
(i) Pour chaque point x 2 X , la fibre p 1.x/ est un k-espace vectoriel de dimension
de n.
(ii) La variété X est munie d’un recouvrement ouvert fUigi2I appelé un recouvrement
trivialisant tel que pour chaque i , il existe un isomorphisme 'i W p 1.Ui/ !
Ui An qui commute avec la projection.
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(iii) Pour toute intersection non vide Ui \ Uj avec i; j 2 I , il existe un morphisme de
variétés Mij W Ui \ Uj ! GL.kn/ tel que l’application 'j ı ' 1i est donnée par
'j ı ' 1i W .Ui \ Uj /  kn ! .Ui \ Uj /  kn
.x;y/ 7! .x;Mij .x/y/
Il suit du théorème précédent que si X est une variété non singulière, alors le faisceau
des différentielles est localement libre. Le fibré vectoriel correspondant est appelé le
fibré cotangent, noté  W T X ! X . Il s’agit d’une variété non singulière de dimension
2 dimX .
La fibre au point x 2 X , notée T xX est l’espace cotangent au point x. Si on note mx
l’idéal maximal de OX ;x , alors T xX est isomorphe au k-espace mx=m2x .
Étant donné f 2 OX ;x , on a f   f .x/ 2 mx . La différentielle de f à x est l’image
de f   f .x/ dans T xX , on la note df .
Définition 1.6.5. Le faisceau tangent, noté TX est défini comme HomOX .X ;OX /,
c’est-à-dire comme le dual du faisceau des différentielles.
Si X est non singulière de dimension n, alors TX est aussi un OX -module localement
libre de rang n. Pour n’importe quel ouvert affine U  X , le faisceau TX jU est le faisceau
associé au R.U / module .U /. On vérifie facilement en utilisant la propriété universelle
de A que .A/ est canoniquement isomorphe à l’algèbre des dérivations DKerA. Ainsi,
sur chaque ouvert affine U , on a TX jU D DKerR.U /.
On obtient en particulier une version de la proposition 1.1.8 pour les faisceaux.
Corollaire 1.6.6. Soit X une variété algébrique non singulière. Alors
(i) F0DX D OX ;
(ii) F1DX D OX ˚ Tx .
Comme avec le faisceau des différentielles, on peut utiliser le faisceau tangent pour
définir un fibré vectoriel sur X . Ce fibré est appelé le fibré tangent, noté p W TX ! X .
Il s’agit d’une variété non singulière de dimension 2 dimX . La fibre au point x 2 X ,
notée TxX est l’espace tangent au point x. Si on note mx l’idéal maximal de OX ;x ,
alors TxX est isomorphe au k-espace .mx=m2x/
. Cet espace est aussi l’espace des dé-
rivations à x, c’est-à-dire des applications linéaires D W OX ;x ! k vérifiant D.fg/ D
f .x/D.g/ C g.x/D.f /. Une telle dérivation s’annule sur m2x et défini donc une ap-
plication de .mx=m2x/
. Inversement, si ' 2 .mx=m2x/, alors on peut vérifier que
f 7! '.df / est une dérivation à x.
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Une dérivation D 2 DKer.R.X // définit une dérivation à x pour tout x 2 X et donc
application linéaire T xX ! k. Si ! D df 2 T Xx pour f W OX ;x ! k, cette application
est donnée par .x; !/ 7! D.f /.x/
1.6.2. Système de coordonnées locales
Proposition 1.6.7. Soit X une variété non singulière de dimension n. Pour chaque x 2 X ,
il existe un voisinage affine U de x, des fonctions régulières x1; : : : ;xn 2 OX .U / et des
dérivations @1; : : : ; @n 2 TX .U / vérifiant pour 1  i; j  n
(i) Œ@i ; @j  D 0 ;
(ii) @i.xj / D ıij ;
(iii) TX .U / D
Ln
iD1OX .U /@i .
(iv) x1; : : : ;xn génèrent l’idéal maximal mx  OX ;x .
DÉMONSTRATION. Comme OX ;x est régulier et local, l’idéal mx est généré par n fonc-
tions x1; : : : ;xn 2 mx . Alors dx1; : : : ; dxn est une base duOX ;x-moduleX ;x puisqu’il
s’agit du k-espace vectoriel mx=m2x . On peut donc choisir U où dx1; : : : ; dxn génèrent
X .U / comme OX .U /-module libre. On a alors la base duale @i ; : : : ; @n 2 TX .U / qui
satisfait @i.xj / D ıij . Enfin, il faut montrer que les @i commutent entre eux. On peut
écrire Œ@i ; @j  DPnkD1 gkij@k . On a alors PnkD1 gkij@k.xl/ D glij et donc
gkij D Œ@i ; @j .xk/ D @i@j .xk/   @j@i.xk/ D 0:
Ce qui implique Œ@i ; @j  D 0. On regardera dans l’annexe A.5 de [HTT] pour plus de
détails. 
Définition 1.6.8. On appelle un ensemble de x1; : : : ;xn; @1 : : : ; @n comme dans la pro-
position un système de coordonnées locales.
Remarquons que ces coordonnées locales ne sont pas des coordonnées locales au sens
de la géométrie différentielle : l’application U ! An obtenue des coordonnées locales par
x 7! .x1.x/; : : : ;xn.x// n’est bien sûr pas un isomorphisme de U sur An. Cependant,
cette application est un morphisme étale (théorème III.6.1 de [Mu]). Un tel morphisme
induit des isomorphismes des espaces tangents, ce qui nous sera suffisant.
1.7. FIBRÉ COTANGENT
Dans cette section, on démontrera que si X est une variété non singulière, alors
l’associé gradué GrDX est isomorphe à OT X . Ce résultat nous sera utile étant donné
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que la cohomologie de ce dernier faisceau est connue. Nous suivons essentiellement la
démonstration de [Mi].
Soit X une variété non singulière et U  X un ouvert affine. On peut supposer que U
est assez petit pour admettre un système de coordonnées locales x1; : : : ;xn; @1; : : : ; @n.
Soit P 2 Dp.U /, alors pour chaque entier q tel que 1  q  p, on définit un
morphisme
q.P / W R.U /! Dp q.U /
f 7! 1
q!
 ŒŒ: : : ŒŒP; f f ; : : : ; f ; f „ ƒ‚ …
q crochets
:
Lemme 1.7.1. Soit P 2 Dp.U / où p > 0. Alors p.P / est une dérivation de R.U /.
DÉMONSTRATION. On démontre par récurrence que pour q D 1; : : : ;p, l’application
composée
R.U /
q.P/    ! Dp q.U /  ! Grp q D.U /;
où  est la surjection sur le quotient, est un élément de DKer.R.U /;Grp q D.U //. Dans le
cas de q D p, la surjection  W D0.U /! Gr0D.U / n’est que l’identité. On pourra donc
conclure que p.P / est une dérivation de Gr0D.U / ' R.U /.
D’abord si q D 1, on a l’identité
1.P /.fg/ D f 1.P /.g/C g1.P /.f /C ŒŒP;g; f :
Le dernier terme, ŒŒP;g; f , est un opérateurs différentiel d’ordre p   2. Il est donc nul
dans Grp 1D.U /. Il suit que l’identité de Leibniz est vérifiée dans Grp 1D.U / et donc
on a comme désiré que  ı 1.P / 2 DKer.R.U /;Grp 1D.U //.
Si q > 1, alors on sait par l’hypothèse de récurrence que
 ı q 1.P / 2 DKer.R.U /;Grp qC1D.U //:
Il existe donc un Q 2 Dp q.U / tel que
q 1.P /.fg/ D f q 1.P /.g/C gq 1.P /.f /CQ:
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Pour montrer que q.P / vérifie l’identité de Leibniz, on considère la différence
q.P /.fg/   .f q.P /.g/   gq.P /.f //
D 1
q
Œq 1.P /.fg/; fg   f 1
q
Œq 1.P /.g/;g   g 1
q
Œq 1.P /.f /; f 
D 1
q
Œq 1.P /.fg/   q 1.P /.g/   q 1.P /.f /; fg
D 1
q
ŒQ; fg:
Le dernier terme, 1
q
ŒQ; fg, est un opérateur différentiel d’ordre p   q   1, il est donc nul
dans Grp q D.U /. Il suit que l’identité de Leibniz est vérifiée dans Grp q et donc on a
comme désiré que  ı q.P / 2 DKer.R.U /;Grp q D.U //. 
Supposons que P 2 Dp.U /. Comme p.P / est une dérivation de R.U /, elle définit
une application linéaire  0p.P / W T U ! k. Dans le système de coordonnées locales,
si on dit que .x; 1; : : : ; n/ 7! .x;
P
idxi.x// est un isomorphisme U  kn ! T U ,
alors cette application s’écrit
.x; 1; : : : ; n/ 7! p.P /
X
ixi

.x/:
Il s’agit d’une fonction régulière sur U  kn et on conclut que  0p.P / est une fonction
régulière sur T U . Sur une fibre T xX , il s’agit en fait d’un polynôme homogène de degré
p dans les i .
On notera OT X l’image directe de OT X par  W T X ! X . Sur les fibres
T xX , les fonctions régulières sont des polynômes. La graduation obtenues sur les fibres
par les polynômes homogènes passe à OT X qui devient un faisceau gradué.
En utilisant les applications  0p, on définit une famille de morphismes de faisceaux
FpDX ! OT X . On a noté que p.P / est nulle si P est d’ordre p   1, il suit donc
que ce morphisme se factorise en un morphisme Grp DX ! OT X . Finalement, on
peut regrouper ces morphismes pour en obtenir un  W GrDX ! OT X .
Nous montrerons au théorème 1.7.4 que  est un isomorphisme. Nous aurons d’abord
besoin de deux lemmes.
Lemme 1.7.2. Soit U  X un ouvert , P 2 FpDX .U / et Q 2 FqDX .U /. Alors
pCq.PQ/ D p.P /q.Q/:
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DÉMONSTRATION. Avec un argument de récurrence qui n’est pas sans rappeler le théo-
rème du binôme, on peut montrer que
m.PQ/ D
mX
iD0
i.P /m i.Q/:
On a donc
pCq.PQ/.f / D
pCqX
iD0
i.P /pCq i.Q/:
Or, i.P / est nul pour i D pC 1; : : : ;pC q et pCq i.Q/ est nul pour i D 0; : : : ;p  1.
On conclut que le seul terme non nul est celui où i D p et donc
pCq.PQ/ D p.P /q.Q/:

Il suit que  est un morphisme de OX -algèbres graduées.
Lemme 1.7.3. Soit P 2 FpDX .U /. Alors p.P / D 0 si et seulement si P est d’ordre
p   1.
DÉMONSTRATION. Il est clair que si P est d’ordre p 1, alors p.P / D 0. On démontre
la réciproque. Soit f;g 2 OX .U / et  2 k. On peut vérifier par récurrence l’identité
m.P /.f C g/ D
mX
iD0
ii.m i.P /.f //.g/
D
mX
iD0
i Œ: : : ŒŒ: : : ŒP; f  : : : ; f„ ƒ‚ …
m i fois f
;g : : : ;g„ ƒ‚ …
i fois g
Maintenant on procède par récurrence sur l’ordre de p. L’affirmation est claire si
p D 0, alors on peut supposer que p > 0. Si on suppose que p.P / D 0, on a en
particulier que m.P /.f C g/ est nul pour  2 k arbitraire. Mais dans ce cas, il
suit de l’identité que i.p i.P /.f //.g/ D 0 pour tout i . En particulier, quel que soit
f 2 OX .U /,
p 1.ŒP; f /.g/ D pp 1.1.P /.f //.g/ D 0:
Par l’hypothèse de récurrence, on conclut que ŒP; f  est d’ordre p   2 et donc que P est
d’ordre p   1. 
Théorème 1.7.4. L’application  W GrD ! OT X est un isomorphisme de OX -
algèbres graduées.
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DÉMONSTRATION. Il suit du lemme 1.7.2 que  est un morphisme de faisceaux gradués
et du lemme 1.7.3 que  est injectif. Il reste à montrer la surjectivité. Étant donné que
OT X est généré par les composantes homogènes de degré 0 et 1, on peut se contenter
de montrer que 0 et 1 sont surjectifs.
Avec le corollaire 1.6.6, on a Gr0DX D OX et  n’est alors que l’identité sur Gr0DX .
Encore par 1.6.6, Gr1DX D TX . D’autre part, OT X s’identifie avec l’algèbre
symétrique STX dont la première composante homogène est aussi TX . Pour x 2 X et U
un voisinage ouvert affine, si P 2 TX .U / D DKer.R.U //, alors pour f 2 R.X /,
 01.P /.x; df / D ŒP; f .x/ D P .f /.x/:
On conclut que  0
1
.P / est un isomorphisme sur la première composante homogène de
OT X . 
Corollaire 1.7.5. Soit X une variété non singulière et U un ouvert affine admettant un
système de coordonnées locales x1; : : : ;xn; @1; : : : ; @n.
(i) FpDX .U / est généré comme OX .U /-module libre par f@˛ W j˛j  pg
(ii) DX .U / est généré comme OX .U /-module libre par f@˛ W j˛j 2 ZnCg
En particulier, DX est localement libre.
DÉMONSTRATION. Soit i D .@i/. Alors OT X .U / est un OX .U /-module libre
généré par f˛ W j˛j 2 ZnCg. Le résultat suit. 
Corollaire 1.7.6. Soit X une variété affine non singulière. Alors GrD.X / est finiment
engendré.
DÉMONSTRATION. Comme  est un morphisme affine,
GrD.X / D .X;GrDX / D .X; OT X / D .T X;OT X / D R.T X /
qui est finiment engendré. 
Corollaire 1.7.7. Soit X une variété affine non singulière. Alors D.X / est une anneau
noethérien.
DÉMONSTRATION. Le corollaire précédent établit que D.X / admet une bonne filtration.
On n’a plus qu’à utiliser le même argument qu’à la proposition 1.3.5 
Chapitre 2
GÉNÉRALITÉS SUR LES GROUPES ALGÉBRIQUES
Dans ce chapitre, on énonce les résultats généraux dont nous aurons besoin pour
discuter de la cohomologie du faisceau des opérateurs différentiels sur une variété de
drapeaux. Les preuves seront omises mais on donne des références précises pour tous les
résultats importants. On donne également ici des références plus générales pour chacune
des sections.
Les deux premières sections portent sur l’algèbre homologique, notamment le com-
plexe de Koszul [Se, IV.A] et les suites spectrales d’un double complexe [BT, 14] [Mc,
2.4].
La section 2.3 définit la cohomologie des faisceaux avec les foncteurs dérivés à
droite [Ha, III.1]. On énonce aussi quelques résultats utiles, notamment le théorème de
Grauert–Riemenschneider. On définit aussi la cohomologie de Cˇech [Ha, III.4].
La section 2.4 porte sur les systèmes de racines abstraits [H1, 9,10,13] qui serviront
ensuite à décrire la structure des groupes algébriques.
Les sections 2.5, 2.6 et 2.7 discutent directement des groupes algébriques [B2,H2,Sp].
On décrit en particulier leur algèbre de Lie, leurs représentations et les sous-groupes
paraboliques. On définit aussi les variétés de drapeaux qui seront considérées au chapitre
suivant.
La section 2.8 discute de certains fibrés vectoriels sur les variétés de drapeaux [J,
I.5] [AC]. On énonce en particulier le théorème de Borel–Weil–Bott.
2.1. COMPLEXE DE KOSZUL
Soit x1; : : : ;xr des éléments d’un anneau commutatif A. On considère le A-module
libre Ar généré par e1; : : : ; er . Dans ce cas la p-ième puissance extérieure
Vp
Ar est un
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A-module libre généré par
fei1 ^    ^ eip W 1  i1 <    < ip  rg:
Pour tout p > 0, soit l’application A-linéaire
dp W
p^
Ar ! p^ 1Ar
donnée sur les générateurs de
Vp
Ar par
dp.ei1 ^    ^ eip / D
pX
kD1
. 1/kC1xikei1 ^    ^ Oeik ^    ^ eip :
Ici, Oeik désigne l’omission du terme eik dans le produit extérieur.
Les applications d vérifient d ı d D 0, c’est-à-dire que nous avons construit un
complexe
    ! p^ Ar dp ! p^ 1Ar  !     ! 2^Ar  ! Ar  ! A  ! 0:
Ce complexe s’appelle le complexe de Koszul, noté K.x1; : : : ;xr /.
Si M est un A-module, on construit un complexe similaire en prenant le produit
tensoriel de chaque terme
Vp
Ar avec M pour obtenir
Vp
Ar ˝A M . On définit alors
pour p > 0 l’application A-linéaire
dp W
p^
Ar ˝M ! p^ 1Ar ˝M
donnée sur les générateurs de
Vp
Ar par
dp.ei1 ^    ^ eip ˝m/ D
pX
kD1
. 1/kC1ei1 ^    ^ Oeik ^    ^ eip ˝ xik m:
On a encore d ı d D 0, et donc nous avons un autre complexe
    ! p^ Ar ˝M dp ! p^ 1Ar ˝M  !     ! Ar ˝M  !M  ! 0:
On l’appelle aussi le complexe de Koszul, noté K.x1; : : : ;xr IM /.
Le théorème suivant décrit les modules d’homologie
Hp.K.x1; : : : ;xr IM // D ker dp W
Vp
Ar ˝M !Vp 1Ar ˝M
im dpC1 W
VpC1
Ar ˝M !Vp Ar ˝M :
Proposition 2.1.1. Si xi n’est pas un diviseur de zéro dans M=.0;x1; : : : ;xi 1/M pour
tout i D 1; : : : ; r , alors
(i) H0.K.x1; : : : ;xr IM // DM=.x1; : : : ;xr /M ;
(ii) Hp.K.x1; : : : ;xr IM // D 0, pour p > 0.
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DÉMONSTRATION. Proposition IV.A.2 dans [Se]. 
Nous utiliserons surtout le complexe de Koszul dans le cas particulier suivant. Soit
une suite exacte d’espaces vectoriels de dimension finie
0  ! U  ! V  ! W  ! 0:
Soit SU et SV les algèbres symétriques de U et V respectivement. L’application U ! V
permet de voir SV comme un SU -module. On fixe une base fu1; : : : ;ur g de U et alors
les ui 2 U s’identifient avec des éléments homogènes de degré 1 dans SU .
Avec les notations du paragraphe précédent, on construit le complexe de Koszul
K.u1; : : : ;ur ISV / avec SU comme anneau et SV comme SU -module. Le p-ième
terme de ce complexe est
p^
.SU /r ˝SU SV '
p^
U ˝SU SV:
Maintenant on arrive à la particularité importante de cet exemple : la graduation de
SV nous permet de graduer le complexe de Koszul. On définit la graduation en posant
que les éléments de
Vp
U ˝ SqV sont homogènes de degré p C q.
Sur ces éléments, la différentielle est donnée par
dqp .ui1 ^    ^ uip ˝ s/ D
pX
kD1
. 1/kC1ui1 ^    ^ Ouik ^   uip ˝ uik  s:
Étant donné que s est homogène de degré q et que chaque ui est homogène de degré 1, on
a que uik  s est homogène de degré q C 1. Il s’agit donc d’une application
dqp W
p^
U ˝ SqV ! p^ 1 U ˝ SqC1V:
Il suit que le complexe de Koszul se sépare en complexesKq .u1; : : : ;ur ISV / donnés
pour q  0 par
    ! p^ U ˝ Sq pV  ! p^ 1 U ˝ Sq pC1V  !   
    ! 2^ U ˝ Sq 2V  ! U ˝ Sq 1V  ! SqV  ! 0:
Enfin, les hypothèses de la proposition 2.1.1 sont vérifiées de telle sorte que le seul
module d’homologie non nul est
H0.K.u1; : : : ;ur ISV // ' SW:
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En fait, on a plus précisément que pour chaque complexe Kq .u1; : : : ;ur ISV /, le seul
module d’homologie non nul est
H0.K
q.u1; : : : ;ur ISV // ' SqW:
2.2. SUITES SPECTRALES D’UN DOUBLE COMPLEXE
Définition 2.2.1. Un double complexe est une famille de groupes abéliens fCp;qgp;q2Z
munie pour chaque paire d’entiers .p; q/ de deux morphismes
dI W Cp;q ! CpC1;q
dII W Cp;q ! Cp;qC1
vérifiant
(i) dI ı dI D 0 ;
(ii) dII ı dII D 0 ;
(iii) dI ı dII C dII ı dI D 0.
On illustre un double complexe à l’aide d’un diagramme :
:::
:::
:::
   - Cp;qC2
6
- CpC1;qC2
6
- CpC2;qC2
6
-   
   - Cp;qC1
6
- CpC1;qC1
dII
6
dI- CpC2;qC1
6
-   
   - Cp;q
6
- CpC1;q
6
- CpC2;q
6
-   
:::
6
:::
6
:::
6
Un tel diagramme n’est pas commutatif ; on a plutôt la propriété (iii) de la définition
qu’on appelle l’anticommutativité. Dans le cas où un tel diagramme commute, c’est-à-dire
où dI ı dII D dII ı dI , on peut se ramener à un double complexe en remplaçant la
différentielle dII par . 1/qdII .
Étant donné qu’on a deux différentielles, on peut prendre la cohomologie de deux
façons : par rapport à dI et par rapport à dII . Commençons par la cohomologie par
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rapport à dII , c’est-à-dire qu’on considère les groupes H q
II
.Cp/ donnés par
H
q
II
.Cp/ D ker d
II W Cp;q ! Cp;qC1
im dII W Cp;q 1 ! Cp;q :
L’autre différentielle, dI , induit des morphismes NdI sur les groupes de cohomologie :
NdI W H q
II
.Cp/! H q
II
.CpC1/:
Les morphismes induits NdI vérifient aussi NdI ı NdI D 0. On peut donc encore prendre la
cohomologie, cette fois par rapport à NdI . On obtient les groupes H q
I
H
p
II
.C / donnés par
H
q
I
H
p
II
.C / D ker
NdII W Hp;q
II
.C /! HpC1;q
II
.C /
im NdI W Hp;q 1
II
.C /! Hp;q
II
.C /
:
De façon parfaitement analogue, on aurait pu d’abord considérer la cohomologie par
rapport aux morphismes dI et ensuite la cohomologie par rapport aux morphismes NdII
induits par dII . On aurait obtenu des groupes Hp
II
H
q
I
.C /.
Le prochain théorème permet de lier Hp
II
H
q
I
.C / et H q
I
H
p
II
.C /. Nous aurons besoin
d’une autre construction.
Définition 2.2.2. Étant donné le double complexe fCp;qgp;q2Z, on construit le complexe
total T  en posant, pour k 2 Z,
T k D
M
pCqDk
Cp;q:
La différentielle est donnée par d D dI C dII .
Le complexe total est un complexe puisque l’anticommutativité de dI et de dII
implique d ı d D 0. On peut maintenant énoncer le théorème.
Théorème 2.2.3. Soit fCp;qgp;q2Z un double complexe. Il existe deux suites spectrales,
IE
; et IIE; , telles que
IE
p;q
2
D H q
I
H
p
II
.C /
IIE
p;q
2
D Hp
II
H
q
I
.C /:
Si Cp;q D 0 pour p; q < 0, alors les deux suites spectrales convergent vers HpCq.T /,
où T  est le complexe total.
DÉMONSTRATION. Théorème 14.14 de [BT]. 
On pourra relâcher les hypothèses du théorème et conclure que les suites spectrales
convergent dès qu’il existe un entier r tel que Cp;q D 0 pour p; q < r .
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2.3. COHOMOLOGIE DES FAISCEAUX
Soit X une variété. Dans cette section, un faisceau désigne un faisceau de groupes
abéliens sur X .
Définition 2.3.1. Un faisceau I est injectif si Hom.; I/ est un foncteur exact. Une
résolution injective d’un faisceau F est une suite exacte
0  ! F  ! I0 d
0
 ! I1  ! I2  !   
telle que Ip est un faisceau injectif pour chaque p  0.
La catégorie des faisceaux compte assez d’injectifs, ce qui signifie que chaque faisceau
F admet une résolution injective. Nous utilisons maintenant ces résolutions pour définir
les foncteurs dérivés à droite.
Soit F est un foncteur exact à gauche sur les faisceaux etF un faisceau. On commence
par choisir une résolution injective de F ,
0  ! F  ! I0 d
0
 ! I1  ! I2  !   
puis on applique le foncteur F à la suite exacte
0  ! F.F/  ! F.I0/ F.d
0/    ! F.I1/  ! F.I2/  !   
et enfin on enlève le terme F.F/
0  ! F.I0/ F.d
0/    ! F.I1/  ! F.I2/  !    :
Le résultat n’est pas une suite exacte en général, cependant il s’agit d’un complexe. Si
on suppose que F est un foncteur vers la catégorie des groupes abéliens ou encore des
faisceaux, on peut considérer la cohomologie de ce complexe.
Définition 2.3.2. Le i -ème foncteur dérivé à droite de F , noté RiF , est le i -ème foncteur
de cohomologie appliqué au complexe construit ci-haut.
On a pour les objets
RiF.F/ D kerF.d
i/ W F.Ii/! F.IiC1/
imF.d i 1/ W F.Ii 1/! F.Ii/ :
Cette construction ne dépend pas du choix de la résolution injective de F . Pour ce qui
est des morphismes, supposons que F et G sont des faisceaux et que ' W F ! G est un
morphisme. Soit I et J  des résolutions injectives de F et G respectivement. On peut
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construire des morphismes 'p W Ip ! J p tels que le diagramme suivant commute.
0 - F - I0 - I1 -   
0 - F
'
?
- J 0
'0
?
- J 1
'1
?
-   
On peut alors définir RiF.'/ comme l’application induite sur la cohomologie
RF i.'/ D N'i W H i.I/! H i.J /:
Ces applications ne dépendent ni du choix des résolutions injectives ni des applications
'i construites. Avec ces définitions, les foncteurs dérivés à droite sont effectivement des
foncteurs [Ha, III.1.1A].
Les foncteurs dérivés à droite sont de plus des ı-foncteurs, ce qui signifie notamment
qu’étant donné une suite exacte courte de faisceaux
0  ! F 0  ! F  ! F 00  ! 0;
il existe des morphismes pour i  0
ıi W RiF.F 00/! RiC1F.F 0/
tels que la suite suivante est exacte :
0  ! R0F.F 0/  ! R0F.F/  ! R0F.F 00/ ı
0
  ! R1F.F 0/  !   
    ! RiF.F/  ! RiF.F 00/ ı
i
  ! RiC1F.F 0/  ! RiC1F.F/  !    :
Cette suite exacte est appelée suite exacte longue.
Maintenant qu’on a discuté des foncteurs dérivés à droite, la cohomologie d’un
faisceau se définit facilement.
Définition 2.3.3. Soit X une variété. Le i-ème foncteur de cohomologie est le i-ème
foncteur dérivé à droite du foncteur de sections globales
H i.X; / D Ri.X; /:
En particulier, si F est un faisceau, alors le i -ème groupe de cohomologie H i.X;F/ est
Ri.X;F/.
On utilisera aussi fréquemment les foncteurs dérivés à droite d’un autre foncteur.
Définition 2.3.4. Soit X et Y des variétés, f W X ! Y un morphisme et f./ le foncteur
d’image directe par f . Le i -ème foncteur d’image directe supérieure Rif./ est le i -ème
foncteur dérivé à droite du foncteur f./.
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Les propriétés générales des foncteurs dérivés à droite donnent déjà des propriétés
importantes de la cohomologie des faisceaux, comme l’existence des suites exactes
longues. Pour le reste de cette section, on discute de quelques autres résultats utiles
concernant les images directes et la cohomologie des faisceaux.
2.3.1. Formule de projection
Théorème 2.3.5. Soit X et Y des variétés, f W X ! Y un morphisme, F unOX -module
et E un OY -module localement libre de rang fini. Il existe un isomorphisme naturel
Rif.F ˝ f E/ ' Rif.F/˝ E :
DÉMONSTRATION. Proposition 0.12.2.3 de [EGA3]. 
2.3.2. Suite spectrale de Leray
Théorème 2.3.6. Soit X et Y des variétés, f W X ! Y un morphisme et F un faisceau
de groupes abéliens sur X . Il existe une suite spectrale E; telle que
E
p;q
2
D Hp.Y;RqfF/
qui converge vers
HpCq.X;F/:
DÉMONSTRATION. Section 5.8.6 de [W]. 
2.3.3. Théorème de Grauert–Riemenschneider
Soit X une variété non singulière. On a déjà discuté du faisceau des différentielles
X à la section 1.6.1. Maintenant, on définit le faisceau canonique comme
!X D
n^
X
où n est la dimension de X .
On donne un cas particulier de la formulation de Kempf du théorème de Grauert–
Riemenschneider.
Théorème 2.3.7. Soit X une variété non singulière et Y une variété. Si f W X ! Y est
un morphisme propre, surjectif et dont les fibres sont génériquement finies, alors pour tout
i > 0,
Rif!X D 0:
DÉMONSTRATION. Théorème 4 de [Ke]. 
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2.3.4. Cohomologie de Cˇech
Il est souvent plus commode pour les calculs de travailler avec la cohomologie de
Cˇech plutôt qu’avec la cohomologie des faisceaux. Sous certaines hypothèses, ces deux
constructions sont les mêmes.
SoitX une variété et U D fUigi2I un recouvrement ouvert deX , où I est un ensemble
d’indices bien ordonné. Si F est un faisceau, alors on définit pour chaque p  0 le groupe
abélien
Cp.U;F/ D
Y
i1<<ip
F.Ui1 \    \ Uip /:
On peut voir un élément ! de Cp.U;F/ comme une fonction qui assigne à chaque
intersection Ui1\  \Uip de p ouverts une section, disons !i1;:::;ip , deF.Ui1\  \Uip /.
On construit pour p  0 un morphisme
dp W Cp.U;F/! CpC1.U;F/
en définissant la section de dp! dans F.Ui1 \    \ UipC1/ comme
d!i1;:::;ipC1 D
pC1X
kD0
. 1/k!
i1;:::;Oik ;:::;ipC1 jUi1\\UipC1 :
Ces morphismes font de C .U;F/ un complexe qu’on appelle le complexe de Cˇech.
La cohomologie de Cˇech LHp.U;F/ est la cohomologie de ce complexe
LHp.U;F/ D ker d
p W Cp.U;F/! CpC1.U;F/
im dp 1 W Cp 1.U;F/! Cp.U;F/ :
En général, la cohomologie de Cˇech diffère de la cohomologie des faisceaux. Par
contre, on a le théorème suivant.
Théorème 2.3.8. Soit X une variété, U un recouvrement par des ouverts affines et F un
faisceau quasi-cohérent. On a des isomorphismes naturels pour p  0
LHp.U;F/ ' Hp.X;F/:
DÉMONSTRATION. Théorème III.4.5 de [Ha]. 
2.4. SYSTÈME DE RACINES ET POIDS
Un espace euclidien E est un espace vectoriel réel de dimension finie muni d’une
forme .; / bilinéaire, symétrique et définie positive. Il sera commode pour la suite de
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définir une autre forme h; i donnée pour ˛ et ˇ dans E par
hˇ; ˛i D 2.ˇ; ˛/
.˛; ˛/
:
Cette forme n’est pas symétrique et n’est linéaire que dans la première variable.
Étant donné un vecteur ˛ 2 E, la réflexion ˛ est l’unique transformation linéaire qui
applique ˛ sur  ˛ et fixe l’hyperplan fˇ 2 E W .ˇ; ˛/ D 0g des vecteurs orthogonaux à
˛.
Définition 2.4.1. Un système de racines dans un espace euclidien E est un sous-ensemble
ˆ de E vérifiant les propriétés suivantes :
(i) ˆ est fini, génère E comme espace vectoriel et ne contient pas 0 ;
(ii) Si ˛ 2 ˆ, alors˙˛ sont les seuls multiples entiers de ˛ dans ˆ ;
(iii) Si ˛ 2 ˆ, la réflexion ˛ laisse ˆ stable ;
(iv) Si ˛ et ˇ sont dans ˆ, alors h˛; ˇi est un entier.
Les éléments ˛ 2 ˆ d’un système de racines sont appelés racines.
Définition 2.4.2. Une base d’un système de racines ˆ est un sous-ensemble   ˆ
vérifiant
(i)  est une base de E comme espace vectoriel ;
(ii) Chaque racine ˛ 2 ˆ se décompose comme une somme finie
˛ D
X
˛2
c˛˛
où les c˛ sont des entiers qui sont soit tous positifs ou nuls, soit tous négatifs ou
nuls.
Les racines ˛ 2  qui font partie d’une base sont appelées racines simples.
On peut donner une description de toutes les bases d’un système de racine ˆ. Si
˛ est une racine, on considère l’hyperplan P˛ orthogonal à ˛. L’espace E  S˛2ˆ P˛
est partitionné en un nombre fini de composantes connexes qu’on appelle chambres de
Weyl. Pour chaque chambre de Weyl C , nous allons construire une base .C / de ˆ. On
commence par choisir un vecteur v 2 C , alors l’hyperplan Pv sépare les racines en deux
sous-ensembles ˆC D f˛ 2 ˆ W .v; ˛/ > 0g et  ˆC. La base .C / est donnée par les
racines ˛ telles que
(i) ˛ 2 ˆC ;
(ii) Il n’existe pas de racines ˇ1; ˇ2 2 ˆC telles que ˛ D ˇ1 C ˇ2.
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La base .C / ne dépend pas du choix du vecteur v 2 C , seulement de la chambre de
Weyl. Toutes les bases de ˆ sont de la forme .C / pour une chambre de Weyl C .
Dans le paragraphe précédent, les racines de ˆC sont appelées les racines positives
par rapport à la base .C /. Si ˆC sont les racines positives, alors  ˆC sont appelées les
racines négatives. On peut donner une autre caractérisation des racines positives.
Définition 2.4.3. Les racines positives de ˆ par rapport à une base  sont les racines
˛ DP˛2 c˛˛ où les entiers c˛ sont tous positifs ou nuls.
On peut se servir d’une base pour donner un ordre partiel au système de racines ˆ : si
˛; ˇ 2 ˆ, on définit ˛  ˇ si ˇ   ˛ est une racine positive ou si ˛ D ˇ.
2.4.1. Poids
Pour le reste de cette section, on fixe un système de racinesˆ dans un espace euclidien
E muni d’une base .
Définition 2.4.4. Un poids est un vecteur  2 E tel que h; ˛i est un entier pour toutes
les racines ˛ 2 ˆ.
L’ensemble des poids ƒ est un réseau dans E, c’est-à-dire qu’il s’agit d’un Z-module
généré par une base de E. Il contient comme sous-réseau le réseau généré par les racines.
Définition 2.4.5. Un poids  est dominant par rapport à si h; ˛i est un entier positif ou
nul pour tout ˛ 2 . On note ƒC l’ensemble des poids dominants. Si C est une chambre
de Weyl et  D .C /, on peut caractériser les poids dominants comme ceux qui sont
dans l’adhérence de C .
On peut se servir d’une base pour donner un ordre partiel aux poids ƒ : si ; 2 ƒ,
on définit    si     est dominant.
Définition 2.4.6. Un poids  2 ƒ est régulier s’il est dans un chambre de Weyl, c’est-
à-dire si h; ˛i ¤ 0 pour toutes les racines ˛ 2 ˆ. Si  n’est pas régulier, alors il est dit
singulier.
2.4.2. Groupe de Weyl
Définition 2.4.7. Le groupe de Weyl W de ˆ est le sous-groupe de GL.E/ qui est
engendré par les réflexions ˛ pour ˛ 2 ˆ :
W D h˛ W ˛ 2 ˆi:
Comme W  GL.E/, le groupe de Weyl agit sur l’espace euclidien E. Le système
de racines ˆ est stable sous cette action, le groupe de Weyl agit donc aussi sur les racines.
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Similairement, le groupe de Weyl agit sur les poids ƒ. L’action de W sur ƒ est telle que
pour chaque poids , il existe un w 2 W telle que w   est dominant [H1, 13.2.A]. La
forme h; i est invariante sous l’action du groupe de Weyl, c’est-à-dire que pour tout poids
; 2 ƒ et w 2 W , on a hw  ;w  i D h;i.
Les réflexions ˛ pour les racines simples ˛ 2  forment un autre ensemble générateur
pour le groupe de Weyl. On peut donc donner la définition suivante.
Définition 2.4.8. La longueur de w 2 W par rapport à , notée l.w/, est l’entier n
minimal tel que w s’écrit comme un produit w D ˛1    ˛n où chaque ˛i 2  est une
racine simple.
La longueur de w 2 W est aussi le nombre de racines positives ˛ telles que w  ˛
est une racine négative, c’est-à-dire la cardinalité de fw ˆC \  ˆCg [H1, 10.3.A]. En
particulier, si ˛ est une racine simple, alors la réflexion ˛ applique ˛ sur  ˛ et permute
les autres racines positives. Il existe de plus un unique élément w0 qui applique toutes les
racines positives dans les racines négatives, et donc qui est de longueur maximale.
On utilisera fréquemment un poids particulier : la demi-somme des racines positives
 D 1
2
X
˛2ˆC
˛:
Pour n’importe quelle racine simple ˛ 2 , on a ˛   D    ˛ étant donné que ˛
permute ˆC n f˛g. Par l’invariance de h; i, on a
h; ˛i D h˛  ; ˛  ˛i D h   ˛; ˛i D  h; ˛i C 2:
et il suit que h; ˛i D 1 pour toutes les racines simples. En particulier,  est un poids
dominant. Il est aussi régulier.
2.5. GROUPES ALGÉBRIQUES
Un groupe algébrique est une variété algébrique G munie d’une structure de groupe
telle que les deux applications
G G ! G G ! G
.g; h/ 7! gh g 7! g 1
sont des morphismes de variétés.
Un groupe algébrique est linéaire si sa variété sous-jacente est affine. Un exemple
important est GL.n; k/, le groupe multiplicatif des matrices nn inversibles à coefficients
dans le corps k. Il s’agit d’un exemple important notamment parce qu’un groupe algébrique
46
est linéaire si et seulement si il est isomorphe à un sous-groupe fermé de GL.n; k/ [B2,
1.10].
À l’avenir, il sera sous-entendu que tous les groupes algébriques considérés sont
linéaires.
2.5.1. Algèbre de Lie
Soit un groupe algébrique G et kŒG les fonctions régulières sur G. La translation
à gauche par g est l’endomorphisme de kŒG donné par gf .h/ D f .g 1h/, pour
f 2 kŒG et g; h 2 G. L’algèbre de Lie de G, notée g, est l’algèbre de Lie des dérivations
de kŒG (cf. définition 1.1.7) invariantes par translation à gauche
g D fd 2 DKer kŒG W dg D gd pour tout g 2 Gg:
En composant les dérivations avec l’évaluation à l’identité, on obtient un isomor-
phisme d’espace vectoriel de g vers l’espace tangent à l’identité T1G. Cet isomorphisme
permet de transporter la structure d’algèbre de Lie de g vers T1G [H2, 9.1]. On obtient
ainsi une description souvent plus commode de g.
Un morphisme de variété ' W G ! G0 détermine, pour chaque g 2 G, une application
linéaire des espaces tangents d'g W TgG ! T'.g/G0. En particulier, si on considère
les espaces tangents T1G et T1G0 identifiés avec les algèbres de Lie g et g0, on a une
application linéaire
d'1 W g! g0:
Cette application est appelée la différentielle de ', qu’on notera simplement d'. Si ' est
un morphisme de groupes algébriques, alors d' est un morphisme d’algèbres de Lie.
2.5.2. Groupes réductifs et semi-simples
Une application x dans GL.n; k/ est semi-simple si elle est diagonalisable, c’est-à-dire
si kn admet une base de vecteurs propres de x. Une application linéaire x dans GL.n; k/
est unipotente s’il existe un entier positif p tel que ap D 1.
On aimerait étendre les définitions des éléments semi-simples et unipotents à un
groupe algébrique arbitraire G. On peut pour cela simplement fixer un isomorphisme
' vers un sous-groupe fermé de GL.n; k/ et définir que g 2 G est semi-simple (resp.
unipotent) si '.g/ est semi-simple (resp. unipotent). Cette définition ne dépend pas de
l’isomorphisme ' choisi [Sp, 2.4.9].
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Dans un groupe algébrique G, il existe un unique sous-groupe fermé, connexe, normal,
résoluble et maximal pour l’inclusion ; on appelle ce sous-groupe le radical de G, noté
R.G/ [H2, 19.5]. Le radical unipotent, noté Ru.G/ est le sous-groupe de G des éléments
unipotents de R.G/.
Définition 2.5.1. Un groupe algébrique connexe G est réductif si Ru.G/ D f1g. Le
groupe G est de plus semi-simple si R.G/ D f1g.
Les groupes que nous considérerons au chapitre suivant seront tous semi-simples. On
peut cependant se passer de cette hypothèse pour la plupart des résultats qui suivent et on
ne supposera pas inutilement que les groupes sont semi-simples.
2.6. REPRÉSENTATIONS DES GROUPES ALGÉBRIQUES RÉDUCTIFS
Soit G un groupe algébrique connexe.
Définition 2.6.1. Soit V un espace vectoriel. Une représentation de G est un morphisme
de groupes algébriques
 W G ! GL.V /:
Dans ce cas, on dira aussi que V est un G-module étant donné que G agit sur V par
g  v D .g/.v/, où v 2 V .
2.6.1. Poids d’une représentation
Définition 2.6.2. Un tore est un groupe algébrique isomorphe à la somme directe d’un
nombre fini de groupes multiplicatifs k.
Pour un groupe algébrique G, un tore maximal est un sous-groupe fermé de G qui est
isomorphe à un tore et qui est de dimension maximale. Les tores maximaux de G sont
tous conjugués [H2, 21.3.A].
Soit T un tore maximal de G. Un caractère de T est un morphisme de groupe
algébrique  W T ! k. Si  et  sont deux caractères de T , on peut les multiplier pour
obtenir un autre caractère t 7! .t/ .t/, où t 2 T . Avec cette opération, l’ensemble
des caractère devient un groupe abélien, noté X.T /. Il est plus conventionnel de noter
l’opération dans X.T / comme une addition, on aura donc pour t 2 T ,
.C  /.t/ D .t/ .t/:
Soit V un G-module de dimension finie. On obtient une action de T sur V en
restreignant celle de G. Cette action de T est diagonalisable. On peut donc séparer V en
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se servant des caractères de T : si  2 X.T /, on définit le sous-espace de V
V D fv 2 V W .t/v D t  v pour tout t 2 T g
et alors
V D
M
2X .T /
V:
Les  2 X.T / non nuls tels que V ¤ 0 sont appelés les poids de V .
2.6.2. Système de racines
On suppose pour le reste de cette section que le groupe G est réductif. Le système
de racines de G sera construit à l’aide des poids d’une représentation particulière, la
représentation adjointe.
Le groupe G agit sur lui-même par conjugaison, c’est-à-dire que pour un g 2 G
donné, on a un morphisme de groupe algébrique
G ! G
h 7! ghg 1:
La différentielle de ce morphisme est une application de GL.g/ que l’on note Adg. On
obtient ainsi la représentation adjointe :
G ! GL.g/
g! Adg :
Les poids de la représentation adjointe sont appelés les racines de G par rapport à T .
On note ˆ.G;T /, ou simplement ˆ, l’ensemble des racines de G par rapport à T . On
obtient une décomposition de l’algèbre de Lie de G
g D t˚
 M
˛2ˆ
g˛
!
où t est l’algèbre de Lie de T et chaque g˛ est de dimension 1.
Théorème 2.6.3. Soit G un groupe algébrique réductif, T  G un tore maximal et
ˆ.G;T / les racines de G par rapport à T .
(i) L’ensemble des racines ˆ.G;T / est un système de racines dans l’espace euclidien
E D R˝Z X.T / au sens de la définition 2.4.1 ;
(ii) Le groupe de Weyl W de la définition 2.4.7 est isomorphe au quotient du normali-
sateur de T par T , c’est-à-dire W ' N.T /=T ;
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(iii) L’ensemble des caractères X.T / est un réseau de E tel que ƒr  X.T /  ƒ, où
ƒr est le réseau généré par les racines et ƒ le réseau des poids de ˆ.
DÉMONSTRATION. Théorème 27.1 de [H2]. 
On peut aussi utiliser les racines pour construire des sous-groupes de G. Plus préci-
sément, il correspond à chaque racine ˛ 2 ˆ un unique sous-groupe U˛ de G connexe,
T -stable et dont l’algèbre de Lie est g˛. [B2, 13.18]. Le groupe U˛ est isomorphe au
groupe additif k et en particulier il est de dimension 1. De plus, si n 2 N.T / représente
un élément w du groupe de Weyl, alors on a wU˛w 1 D Uw˛.
2.6.3. Représentations irréductibles des groupes réductifs
On suppose encore dans cette section que le groupe G est réductif.
Si V est un G-module, un sous-espace W  V est dit G-stable si G W  W . Un
G-module V de dimension finie est irréductible si ses seuls sous-espaces G-stables sont 0
et V .
Ces G-modules sont importants puisque tout G-module de dimension finie peut
s’écrire comme une somme directe de G-modules irréductibles [H2, 14.3].
Soit T un tore maximal, ˆ le système de racines de G par rapport à T et  une
base de ˆ. On obtient en particulier un ordre partiel sur les caractères X.T /. Si V est
un G-module irréductible, alors il existe un poids  2 X.T / de V qui est maximal pour
l’ordre partiel, on l’appelle le plus haut poids de V . Un G-module irréductible V est
complètement caractérisé à isomorphisme près par son plus haut poids [H2, 31.3]. Si
 est le plus haut poids d’un G-module irréductible V , alors  est un poids dominant.
Réciproquement, pour chaque caractère dominant  2 X.T /C, il existe un G-module
irréductible de plus haut poids . On pourra construire explicitement ces G-modules à
l’aide du théorème de Borel–Weil–Bott à la section 2.8.3.
L’action de W permute les poids d’un G-module irréductible. [H2, 31.3]
Définition 2.6.4. Soit V un G-module irréductible et … l’ensemble des poids de V . Le
caractère de V est
.V / D
X
2…
dimVe
où l’exponentielle n’est qu’une expression formelle.
On se servira de la formule de caractère de Weyl pour décrire les poids d’un G-module
irréductible.
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Théorème 2.6.5. Soit V le G-module irréductible de plus haut poids  2 X.T /C. Alors
.V / D
P
w2W . 1/l.w/ew.C/P
w2W . 1/l.w/ew
:
Le dénominateur de cette expression est le dénominateur de Weyl, on a l’égalité
X
w2W
. 1/l.w/ew D e
Y
˛2ˆC
.1   e ˛/:
DÉMONSTRATION. Section 24.3 de [H1] et section 13.4 de [Ka]. 
2.7. SOUS-GROUPES DE BOREL ET SOUS-GROUPES PARABOLIQUES
Soit G un groupe algébrique connexe.
Définition 2.7.1. Un sous-groupe de Borel est un sous-groupe B  G fermé, connexe,
résoluble et maximal pour l’inclusion.
Définition 2.7.2. Un sous-groupe parabolique est un sous-groupe fermé P  G tel que
G=P est une variété complète. La variété G=P est appelée variété de drapeaux.
La principale particularité des sous-groupes de Borel est qu’il s’agit des plus petits
sous-groupes paraboliques. Plus précisément, un sous-groupe est parabolique si et seule-
ment si il contient un sous-groupe de Borel [B2, 11.2]. Les variétés de drapeaux G=P
seront notre principal objet d’étude au chapitre suivant.
Théorème 2.7.3. Soit G un groupe algébrique connexe et B un sous-groupe de Borel.
(i) Tous les sous-groupes de Borel sont conjugués à B ;
(ii) Le sous-groupe B est son propre normalisateur, NG.B/ D B.
DÉMONSTRATION. Théorèmes 11.1 et 11.16 de [B2]. 
Le théorème permet de donner une autre description de la variété de drapeaux G=B.
Comme les sous-groupes de Borel sont tous conjugués, G agit transitivement par conjugai-
son sur l’ensemble B de tous les sous-groupes de Borel. Le stabilisateur d’un sous-groupe
B 2 B est son normalisateur, et donc seulement B. Il suit que si on choisit un sous-
groupe de Borel B 2 B, on peut identifier B avec la variété G=B par l’application
gBg 1 2 B 7! gB. On donne ainsi à B une structure de variété qui ne dépend pas du
sous-groupe de Borel B choisi [B2, 11.18].
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2.7.1. Racines positives
Nous supposons pour le reste de cette section que G est un groupe réductif. On peut
décomposer un sous-groupe de Borel B  G comme un produit semi-direct B D T Ë U ,
où T est un tore maximal de G et U est le radical unipotent de B [H2, 19.3]. On a une
décomposition analogue des algèbres de Lie : b D t˚ u, où b; t et u sont respectivement
les algèbres de Lie de B;T et U . Dans ce cas, il existe une base  du système de racines
ˆ de G telle que u se décompose en la sommes des g˛ pour les racines ˛ positives :
u D
M
˛2ˆC
g˛:
Conséquemment, le choix d’un sous-groupe de Borel B 2 B revient à choisir une base 
de ˆ [H2, 27.4].
On discute d’abord d’une application de cette base aux représentations irréductibles
d’un groupe réductif G (cf. 2.6.3). Soit B un sous-groupe de Borel. N’importe quel
G-module de dimension finie V contient un sous-espace de dimension 1 qui est stable
sous l’action de B [H2, 31.3]. Un élément non nul v de cette droite est appelé un vecteur
maximal. Il s’agit d’un vecteur non nul de V qui est dans un sous-espace V pour un
certain poids  de V . Dans ce cas, le poids  est un poids dominant par rapport à la base
de ˆ déterminée par B. De plus, le G-module V 0 généré par le vecteur maximal v est en
fait le G-module irréductible de plus haut poids .
Le choix d’un sous-groupe B, et donc d’une base de ˆ, détermine un unique élément
w0 de longueur maximale dans le groupe de WeylW D N.T /=T . Soit Pw0 un représentant
de w0 dans N.T /. Le sous-groupe B  D Pw0B Pw 10 est appelé le sous-groupe de Borel
opposé à B. Il s’agit de l’unique sous-groupe de Borel tel que B \ B  D T . Si on écrit
B  D T U , alors l’algèbre de Lie de U , disons u , se décompose comme la somme
de g˛ pour les racines ˛ négatives :
u  D
M
˛2 ˆC
g˛:
2.7.2. Décomposition de Bruhat
Soit B D T U un sous-groupe de Borel, w un élément du groupe de Weyl W D
N.T /=T et Pw 2 N.T / un représentant de w. Les translatés PwB et les translatés doubles
B PwB ne dépendent que de w et pas du choix du représentant Pw. On pourra donc noter
ces translatés comme wB et BwB.
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Théorème 2.7.4. Soit G un groupe réductif, B  G un sous-groupe de Borel et W le
groupe de Weyl. Alors G se décompose comme une union disjointe
G D P
[
w2W
BwB:
DÉMONSTRATION. Théorème 28.3 de [H2] 
La décomposition d’un élément g 2 G comme g D bwb0 avec b; b0 2 B et w 2 W
n’est pas unique. On décrira cependant à la section 2.7.3 un raffinement de la décomposi-
tion de Bruhat qui permet d’obtenir une décomposition unique.
2.7.3. Sous-groupes paraboliques
Soit B un sous-groupe de Borel et  la base des racines qu’il détermine. Un sous-
groupe parabolique qui contient B est dit standard par rapport à B. On peut décrire
tous les sous-groupes paraboliques standards à l’aide du système de racines. Soit   
un sous-ensemble de racines simples et W le sous-groupe de GL.E/ engendré par les
réflexions ˛, où ˛ 2  . On obtient alors un sous-groupe parabolique standard P en
posant P D
S
w2W BwB [H2, 30.1]. On a en fait une bijection entre les sous-groupes
paraboliques standards et les sous-ensembles   .
Chaque translaté wW 2 W =W contient un unique représentant de longueur mi-
nimale, on l’appelle un représentant distingué. Un élément w 2 W est un représentant
distingué pour le translaté wW si et seulement si il satisfait w    ˆC [C1, 2.3.3].
Ces constructions permettent une donner une variation de la décomposition de Bruhat.
Théorème 2.7.5. Soit G un groupe réductif, B  G un sous-groupe de Borel, P D P
un sous-groupe parabolique standard et D un système de représentants distingués pour
W =W . On pose aussi Ud D U \ dU d 1. Alors on a
G D P
[
d2D
UddP:
et chaque g 2 G s’écrit uniquement comme g D udp avec u 2 Ud , d 2 D et p 2 P .
DÉMONSTRATION. Théorème 5.2.1 de [C1]. 
2.7.4. Décomposition de Levi
Chaque sous-groupe parabolique P admet une décomposition de Levi, c’est-à-dire
qu’il s’écrit comme un produit semi-direct P D L Ë V , où V est le radical unipotent de
P et L est un sous-groupe réductif qui contient T [H2, 30.2].
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On a une décomposition analogue des algèbres de Lie : p D l˚ v où p; l et v sont
respectivement les algèbres de Lie de P , L et V . Si P est un sous-groupe parabolique
standard P D P , on note ‰ les racines de ˆ qui sont une combinaison Z-linéaire des
racines de  . On peut alors décomposer l et v :
l D t˚
 M
˛2‰
g˛
!
v D
M
˛2ˆCn‰
g˛:
Similairement, on peut se servir des groupes définis à la section 2.6.2 pour écrire L et
V comme des produits semi-directs [B2, 14.5] :
T 
Y
˛2‰
U˛ ' L
Y
˛2ˆCn‰
U˛ ' V:
2.7.5. Exemple
On considère le groupe algébrique GL.n; k/. Il s’agit d’un groupe réductif, ce qu’on
peut démontrer en notant que son action sur kn est irréductible [Sp, 2.4.15].
Par le théorème de Lie–Kolchin [B2, 10.5] tout sous-groupe connexe et résoluble
est formé après un changement de base approprié de matrices triangulaires supérieures.
Il suit qu’on peut prendre comme sous-groupe de Borel, disons B, toutes les matrices
triangulaires supérieures inversibles. On note que B contient le tore maximal, disons T ,
formé de toutes les matrices diagonales dans GL.n; k/.
Ce tore maximal nous permettra de décrire les racines de GL.n; k/. Soit t 2 T la
matrice diagonale
t D
 
t1
:::
tn
!
et i le caractère de T donné par
i W
 
t1
:::
tn
!
7! ti :
Soit aussi Eij la matrice dont toutes les entrées sont nulles à l’exception de l’entrée de la
ligne i et de la colonne j qui est 1.
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Si i ¤ j , l’action adjointe de t sur Eij est simplement
Adt Eij D tj
ti
Eij D .j   i/Eij :
On peut donc conclure que les racines de GL.n; k/ sont données par j   i , où j ¤ i ,
et que l’espace gj i est engendré par la matrice Eij . On voit de plus que le groupe
Uj i discuté à la section 2.6.2 est donné par I C kEij , où I est la matrice identité.
Une racine j  i est positive par rapport à la base déterminée par B si Uj i  B,
ce qui se produit si et seulement si Eij est triangulaire supérieure. On conclut que les
racines positives sont les j   i avec i < j . On peut écrire n’importe quelle telle racine
comme
j   i D .j   j 1/C .j 1   j 2/C    C .iC1   i/:
et donc les racines iC1   i , où i D 1; : : : ; n   1, sont les racines simples.
Étant donné un sous-ensemble de racines simples, on peut désormais aisément
construire le sous-groupe parabolique standard associé ainsi que sa décomposition de Levi.
Par exemple, on considère le groupe GL.7;C/ et le sous-groupe parabolique standard
déterminé par le sous-ensemble de racines simples f3   2; 4   3; 5   4g. On a
alors
4   2 D .4   3/C .3   2/
5   3 D .5   4/C .4   3/
5   2 D .5   4/C .4   3/C .3   2/:
Il suit que les racines qui sont une combinaison Z-linéaires de ces racines simples sont
f˙.3   2/;˙.4   3/;˙.5   4/;˙.4   2/;˙.5   3/;˙.5   2/g:
En utilisant les décompositions en produit semi-direct de la section 2.7.4, on conclut
que le sous-groupe parabolique standard associé à cet ensemble de racines simples est
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donné par les matrices inversibles de la forme
P D
0BBBBBBBBBBBBBBB@
? ? ? ? ? ? ?
0 ? ? ? ? ? ?
0 ? ? ? ? ? ?
0 ? ? ? ? ? ?
0 ? ? ? ? ? ?
0 0 0 0 0 ? ?
0 0 0 0 0 0 ?
1CCCCCCCCCCCCCCCA
;
le facteur de Levi est donné par les matrices inversibles de la forme
L D
0BBBBBBBBBBBBBBB@
? 0 0 0 0 0 0
0 ? ? ? ? 0 0
0 ? ? ? ? 0 0
0 ? ? ? ? 0 0
0 ? ? ? ? 0 0
0 0 0 0 0 ? 0
0 0 0 0 0 0 ?
1CCCCCCCCCCCCCCCA
et le radical unipotent est donné par les matrices inversibles de la forme
V D
0BBBBBBBBBBBBBBB@
1 ? ? ? ? ? ?
0 1 0 0 0 ? ?
0 0 1 0 0 ? ?
0 0 0 1 0 ? ?
0 0 0 0 1 ? ?
0 0 0 0 0 1 ?
0 0 0 0 0 0 1
1CCCCCCCCCCCCCCCA
:
2.8. FIBRÉS VECTORIELS G-ÉQUIVARIANTS
Pour toute cette section, on suppose que G est un groupe algébrique réductif. Soit
P  G un sous-groupe parabolique. Nous utiliserons un P -module V de dimension finie
pour construire un fibré vectoriel sur G=P (cf. définition 1.6.4) et son faisceau de sections.
On commence par considérer l’espace G  V sur lequel on définit la relation d’équi-
valence
.gp; v/  .g;p  v/ pour tout g 2 G;p 2 P et v 2 V:
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On note G P V l’espace des classes d’équivalence muni de la topologie quotient. La
projection
p W G P V ! G=P
.g; v/ 7! gP
fait de G P V un fibré vectoriel sur G=P [J, I.5.16].
Les ouverts de la décomposition de Bruhat (cf. théorème 2.7.5) forment un re-
couvrement trivialisant pour G P V , c’est-à-dire que pour chaque d 2 D, on a
p 1.UddP / ' UddP  V .
De plus, G agit sur le fibré GP V par g.h; v/ D .gh; v/ ( [AC, Chapitre 3], [J, I.5]).
Définition 2.8.1. Un fibré vectoriel p W X ! G=P est G-équivariant s’il est muni d’une
action de G vérifiant
(i) g XhP D XghP , pour tout g; h 2 G ;
(ii) l’application XhP ! XghP donnée par l’action de g est un isomorphisme linéaire.
Les fibrés vectoriels G P V construits à partir de P -modules sont G-équivariants.
Réciproquement, si p W X ! G=P est un fibré vectoriel G-équivariant, on obtient un
P -module en considérant l’action de P sur la fibre de l’identité X1P .
2.8.1. Faisceau des sections
Étant donné un fibré vectoriel p W G P V ! G=P , on peut construire un OG=P -
module localement libre de rang fini, noté L.V /, en considérant les sections de G P V .
Plus précisément, si U  G=P est un ouvert, alors on pose
L.V /.U / D fs 2 Hom.U;G P V / W p ı s D idU g:
On obtient ainsi un foncteur L des P -modules de dimension finie vers les OG=P -modules
localement libres de rang fini. On écrira aussi LP plutôt que L s’il y a risque de confusion
sur le sous-groupe parabolique considéré.
Le foncteur L est exact et commute avec le dual, le produit tensoriel, la somme directe
et les algèbres symétriques et extérieures [J, I.5]. On a de plus une action de G sur les
sections globales de L.V / donnée par g  s.hB/ D s.g 1hB/, pour s 2 H 0.G=P;L.V //
et g; h 2 G.
Enfin, il suit de [EGA2, 2.1.7.9] que pour un fibré vectoriel p W G P V ! G=B, on
a pOGPV D L.SV /.
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2.8.2. Formule de projection
Supposons que V est un G-module, alors V est aussi un P -module par restriction et
on peut construire le fibré G P V . On a alors un diagramme commutatif :
G P V - G G V D V
G=P
? f- G=G D Spec k
?
Supposons que F est un OG=P -module quasi-cohérent, alors on peut se servir du mor-
phisme f et de la formule de projection (théorème 2.3.5) pour conclure que
H q.G=P;F ˝ LP .V // D H q.G=P;F/˝ V:
2.8.3. Théorème de Borel–Weil–Bott
Soit P D LV un sous-groupe parabolique de G et sa décomposition de Levi. Soit
aussi  2 X.T / un poids dominant par rapport au système de racines de L. On peut
considérer comme à la section 2.6 le L-module irréductible de plus haut poids  qu’on
note VL;. On peut faire de VL; un P -module où l’action de V est triviale. On notera
VP; ce P -module et LP; son faisceau de sections. On écrira aussi simplement L
lorsqu’il n’y a pas de risque de confusion à propos du sous-groupe parabolique considéré.
Dans le cas où P est un sous-groupe de Borel, les modules irréductibles de L D T
sont simplement les caractères de T . En particulier, ils sont sont tous de dimension 1.
Le théorème de Borel–Weil–Bott décrit complétement les groupes de cohomologie
H i.G=P;L
P;
/.
Théorème 2.8.2. Soit G un groupe algébrique réductif, P un sous-groupe parabolique,
T un tore maximal de P ,  un poids de X.T / et  la demi-somme des racines positives.
(i) Si C  est singulier, alors pour tout i  0,
H i.G=P;LP;/ D 0:
(ii) Si C  est régulier, alors il existe un unique w dans le groupe de Weyl tel que
 D w  . C /    est dominant par rapport aux racines de G. Soit V G le
G-module irréductible de plus haut poids , alors
H i.G=P;LP;/ D
8ˆ<ˆ
:V

G;
si i D l.w/
0 si i ¤ l.w/:
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DÉMONSTRATION. Théorème 2 de [D] ou [AC]. 
2.8.4. Fibré cotangent d’une variété de drapeaux
On a déjà discuté du fibré cotangent des variétés non singulières à la section 1.6. On
s’intéresse maintenant spécifiquement au fibré cotangent d’une variété de drapeaux.
D’abord, G agit sur G=P par multiplication à gauche. On a donc pour chaque g 2 G
un morphisme
g W G=P ! G=P
hP 7! ghP
En considérant la différentielle, on obtient une action de G sur le fibré tangent
G  ThP .G=P /! TghP .G=P /
g  .hP;x/ 7! dghP .x/:
Cette action fait de T .G=P / un fibré G-équivariant. La fibre à l’identité est Te.G=P / D
g=p, il s’agit d’un P -module tel que T .G=P / D G P .g=p/. L’action de P sur g=p est
l’adjointe : p  .x C p/ D Adp.x/C p.
En considérant les applications duales, on obtient une action de G sur T .G=P / :
G  T hP .G=P /! T g 1hP .G=P /
g  .hP;x/ 7! dg
g 1hP .x/:
Le fibré cotangent est aussi G-équivariant avec cette action et on a T .G=P / D G P
.g=p/ [CG, 1.4.3]. L’action de P sur .g=p/ est la coadjointe : p  .xCp/ D Adp.x/Cp.
Définition 2.8.3. Soit X une variété non singulière. Une forme symplectique est une
2-forme ! 2V2X non-dégénérée et fermée c’est-à-dire une forme vérifiant
(i) si x 2 X , v 2 TxX et !.v;w/ D 0 pour tout w 2 TxX , alors v D 0 ;
(ii) d! D 0, où d est la dérivée extérieure.
Le fibré cotangent T .G=P / d’une variété non singulière est naturellement muni
d’une forme symplectique ! [CG, 1.1.3]. Conséquemment, la forme
! ^    ^ !„ ƒ‚ …
dimG=P termes
2 2^ dimG=P T .G=P/ D !T .G=P/
est une section jamais nulle du fibré canonique. L’existence d’une telle section sur un
fibré vectoriel de rang 1 implique que le fibré est trivial. On conclut en particulier que
!T .G=P/ D OT .G=P/.
Chapitre 3
FAISCEAU DES OPÉRATEURS DIFFÉRENTIELS SUR
UNE VARIÉTÉ DE DRAPEAUX
Dans ce chapitre, on démontre le principal théorème de ce mémoire, à savoir un théo-
rème d’annulation de la cohomologie supérieure du faisceau des opérateurs différentiels
sur une variété de drapeaux. Plus précisément, on démontre que si G est un groupe algé-
brique semi-simple, P un sous-groupe parabolique de G et D le faisceau des opérateurs
différentiels de G=P , alors on a H i.G=P;D/ D 0 pour i > 0.
On montrera d’abord un théorème analogue pour l’associé gradué de D, à savoir que
H i.G=P;GrD/ D 0 pour i > 0. En vertu de l’identification de GrD avec OT .G=P/
du théorème 1.7.4, on pourra travailler avec le fibré cotangent  W T .G=P /! G=P et
montrer que H i.G=P; OT .G=P// D 0 pour i > 0.
On donne en fait trois preuves indépendantes de ce théorème. La preuve de la sec-
tion 3.1 est de Hesselink [He] et ne fonctionne que dans le cas particulier où le sous-groupe
parabolique P est un sous-groupe de Borel. La preuve de la section 3.2 est de Kempf [Ke]
et on doit supposer que le radical unipotent V du sous-groupe parabolique P D LV agit
trivialement par l’adjointe sur son algèbre de Lie v. On peut aisément vérifier que cette
hypothèse est satisfaite lorsque G=P est un espace projectif ou plus généralement une
grassmanienne. Enfin, la preuve de la section 3.3 est attribuée à R. Elkik et est publiée
dans [KP]. Elle traite du cas général où P est un sous-groupe parabolique arbitraire en
faisant appel au théorème de Grauert–Riemenschneider.
Dans la dernière section, on conclut finalement que H i.G=P;D/ D 0 pour i > 0.
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3.1. PREMIÈRE PREUVE
Soit G un groupe algébrique semi-simple, B D T U un sous-groupe de Borel et
g; b; t; u les algèbres de Lie correspondant respectivement à G;B;T et U . Soit ˆ le
système de racines de G et  la base de ˆ telle que les racines positives soient celles de u.
Le fibré cotangent T .G=B/ s’identifie avec GB .g=b/ (cf. section 2.8.4). On peut
de plus identifier .g=b/ avec u, où B agit sur u par l’action adjointe. On a alors
T .G=B/ ' G B u
OT .G=B/ ' L.Su/:
Nous montrerons au théorème 3.1.8 que pour i > 0,
H i.G=B;L.Su// D H i.G=B; OT .G=B// D 0:
Dans la preuve, on utilisera le complexe de Koszul (cf. 2.1) associé à la suite exacte
0  ! .g=u/ ' b  ! g  ! u  ! 0:
On construira un double complexe en considérant un complexe de Cˇech pour chacun des
termes
Vq b˝ Srg du complexe de Koszul. Nous utiliserons ensuite un argument de
suites spectrales.
Nous aurons en particulier besoin de connaître la cohomologie des termes du complexe
de Koszul c’est-à-dire de calculer Hp.G=B;L.Vq b˝ Srg//. La principale difficulté
est en fait de calculer Hp.G=B;L.Vq b//. Nous rassemblons ces calculs dans la sous-
section 3.1.1.
3.1.1. Lemme sur la cohomologie de L  Vq b
Soit x˛ 2 u un vecteur qui génère g˛. Comme u est la somme directe des g˛ pour
˛ 2 ˆC, l’ensemble fx˛g˛2ˆC est une base de u. On peut construire une base de
Vs u :
ƒ D
(^
˛2
x˛ W   ˆC et j j D s
)
où j  j désigne la cardinalité. On peut faire de Vs u un B-module avec l’action donnée sur
la base ƒ par
B  s^ u! s^ u
g  .x˛1 ^    ^ x˛s / 7! g  x˛1 ^    ^ g  x˛s
61
Pour chacun des vecteurs
V˛
2 x˛ 2 ƒ, on obtient un poids de
Vs u :
t  .x˛1 ^    ^ x˛s / D t  x˛1 ^    ^ t  x˛s
D ˛1.t/x˛1 ^    ^ ˛s.t/x˛s
D .˛1 C    C ˛s/.t/.x˛1 ^    ^ x˛s /:
Comme ƒ est une base de
Vs u, on obtient tous les poids de cette manière. On conclut
que l’ensemble des poids de
Vs u est
(X
˛2
˛ W   ˆC et j j D s
)
:
Similairement, on a b D t˚ u et donc si on choisit une base T D ft1; : : : ; tng de t,
on obtient une base de
Vs b :
( ^
˛2
x˛
!
^
 ^
t2
t
!
W   ˆC;   T et j j C jj D s
)
:
Les poids de t sont tous nuls et il suit que les poids de
Vs b sont
(X
˛2
˛ W   ˆC;   T et j j C jj D s
)
:
Avant de continuer, on fixe quelques notations. Si   ˆ, on écrit hi pour la somme
des racines de  , c’est-à-dire hi DP˛2 ˛: Siw 2 W , on écrit .w/ pourwˆC\ ˆC,
l’ensemble des racines positives qui sont appliquées par w dans les racines négatives. On
a en particulier j.w/j D l.w/ (cf. section 2.4.2).
Lemme 3.1.1. Le groupe de Weyl permute les poids de la forme    hi, où   ˆC.
DÉMONSTRATION. Étant donné que W permute les poids d’un G-module irréductible,
il suffira de montrer que les poids    hi pour   ˆC sont précisément les poids du
G-module irréductible V de plus haut poids . On utilise pour cela la formule de caractère
de Weyl (théorème 2.6.5). On aura aussi besoin d’une légère variante du dénominateur de
Weyl X
w2W
. 1/l.w/ew2 D e2
Y
˛2ˆC
.1   e 2˛/:
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On a alors
.V / D
P
w2W . 1/l.w/ew.C/P
w2W . 1/l.w/ew
D e
2
Q
˛2ˆC.1   e 2˛/
e
Q
˛2ˆC.1   e ˛/
D e
Y
˛2ˆC
 
1C e ˛ :
En développant le dernier produit comme une somme, on obtient comme désiré
.V / D
X
ˆC
e hi:

Lemme 3.1.2. Un poids    hi, où   ˆC, est régulier si et seulement si il est dans la
W -orbite de .
DÉMONSTRATION. D’un côté, on sait que  et toute son orbite sont des poids réguliers.
Réciproquement, supposons que  hi est régulier. Alors il existe unw tel quew. hi/
est régulier et dominant. Comme W permute les poids de la forme    hi, on peut écrire
w  .   hi/ D    h 0i pour un  0  ˆC. Nous allons montrer que h 0i D 0, ce qui
établira le résultat.
Pour toute racine positive ˛ 2 ˆC, on a
0 < h   h 0i; ˛i D 1   hh 0i; ˛i:
Il suit que .h 0i; ˛/  0. On peut écrire h 0i D P˛2ˆC k˛˛ où k˛ est 0 ou 1 et en
particulier k˛  0. Maintenant on a
.h 0i; h 0i/ D
X
˛2ˆC
k˛.h 0i; ˛/  0:
Il suit que .h 0i; h 0i/ D 0 et donc que h 0i D 0. 
Lemme 3.1.3. Soit w 2 W . Si w ¤ 1, alors on peut écrire w D w0˛ avec ˛ 2  et
l.w0/ D l.w/   1. Dans ce cas, on a .w/ D ˛  .w0/ [ f˛g.
DÉMONSTRATION. Pour l’inclusion .w/  ˛  .w0/ [ f˛g, il suffit de montrer que si
ˇ 2 ˛  .w0/[ f˛g, alors ˇ est une racine positive et w ˇ est une racine négative. Nous
considérerons séparément deux cas : soit ˇ D ˛ ou encore ˇ 2 ˛  .w0/.
Commençons par le cas ˇ D ˛. On a déjà que ˛ 2 , et en particulier que ˛
est positive. Maintenant, si w0  ˛ était une racine négative, on pourrait construire une
décomposition de w en réflexions simples de longueur l.w0/   1 (cf. [H1, 10.2.C]). Il
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n’existe cependant pas de telle décomposition puisque l.w/ D l.w0/C 1. Il suit que w0 ˛
est positive et donc w  ˛ D w0˛  ˛ D  w0  ˛ est une racine négative.
Supposons maintenant que ˇ 2 ˛  .w0/, c’est-à-dire qu’il existe un ˇ0 2 .w0/
tel que ˇ D ˛  ˇ0. Comme ˇ0 est une racine positive et que ˛ permute les racines de
ˆC n f˛g, on a que ˇ est une racine positive. Il reste à montrer que w  ˇ est négative. Par
hypothèse, w0  ˇ0 est une racine négative et on a
w  ˇ D w˛  ˇ0 D w0˛˛  ˇ0 D w0  ˇ0:
On a démontré que ˛  .w0/ [ f˛g  .w/. Ce sont respectivement des ensembles
de cardinalité l.w0/C 1 et l.w/. Comme l.w0/C 1 D l.w0/, on conclut que ce sont des
ensembles de même cardinalité et donc .w/ D ˛  .w0/ [ f˛g. 
Lemme 3.1.4. Si   ˆC est tel que hi D h.w/i, alors  D .w/.
DÉMONSTRATION. On démontre le lemme par récurrence sur la longueur de w 2 W .
Si l.w/ D 0, alors w D 1 et le résultat suit. Si l.w/ > 0, on peut écrire w D w0˛
avec ˛ 2  et l.w0/ D l.w/   1. Soit   ˆC tel que hi D h.w/i. Il suit alors du
lemme 3.1.3 que .w/ D ˛  .w0/ [ f˛g et en particulier que
h.w/i D ˛  h.w0/i C ˛: ./
On montre que ˛ est dans  . Si ce n’est pas le cas,  0 D f˛g [ ˛   est un sous-
ensemble des racines positives. En utilisant ./, on obtient
h 0i D ˛ C ˛  hi
D ˛ C ˛  h.w/i
D ˛ C ˛  .˛  h.w0/i C ˛/
D h.w0/i:
Par l’hypothèse de récurrence, on a .w0/ D  0, ce qui est absurde puisque ˛ est dans  0
mais n’est pas dans .w0/. On conclut que ˛ 2  .
Pour terminer la preuve, on pose  00 D ˛  . n f˛g/. En utilisant ./, on obtient
h 00i D ˛  .hi   ˛/
D ˛  .h.w/i   ˛/
D ˛˛  h.w0/i
D h.w0/i:
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Par l’hypothèse de récurrence, on conclut que  00 D .w0/. Finalement, on a comme
désiré
.w/ D ˛  .w0/ [ f˛g D ˛  .˛  . n f˛g// [ f˛g D :

Théorème 3.1.5. Soit   ˆC. Le poids  hi est régulier si et seulement si  D .w/
pour un w 2 W . Dans ce cas,    h.w/i D w  .
DÉMONSTRATION. Par le lemme 3.1.2, les poids réguliers sont w   D    h.w/i. Par
le lemme 3.1.4, on a    hi D    h.w/i pour   ˆC si et seulement si  D .w/.
L’argument qu’on vient de donner est essentiellement celui de [Ma], une autre preuve
est donnée dans [Ko] (et [C2]). 
Lemme 3.1.6. Soit   ˆC. Alors
(i) S’il existe w 2 W tel que  D .w/, alors
H i.G=B;Lhi/ D
8ˆ<ˆ
:k si i D l.w/0 sinon:
(ii) S’il n’existe pas de w 2 W tel que  D .w/, alors pour tout i  0,
H i.G=B;Lhi/ D 0:
DÉMONSTRATION. Il suffit d’appliquer le théorème de Borel–Weil–Bott (théorème 2.8.2).

Lemme 3.1.7. Pour tout p > q,
Hp

G=B;L
 q^
b

D 0:
DÉMONSTRATION. Il existe donc une filtration de L  Vq b
0 D F0  F1  F2      Fm D L
 q^
b

telle que pour tout i D 1; : : : ;m, on a Fi=Fi 1 ' Li où f1; : : : ; mg sont les poids deVq b dans un certain ordre.
On démontre par récurrence sur i que Hp.G=B;Fi/ D 0 pour p > q. Si i D 1, alors
F1 D L1 et le résultat suit du lemme 3.1.6.
Si i > 1, on considère la suite exacte
0  ! Fi  ! FiC1  ! Li  ! 0:
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On obtient une suite exacte longue en cohomologie
    ! Hp.G=B;Fi/  ! Hp.G=B;FiC1/  ! Hp.G=B;Li /  !    :
Quel que soit i , il suit du corollaire 3.1.6 que Hp.G=B;Li / D 0 pour p > q. Par
l’hypothèse de récurrence, on a de plus que Hp.G=B;Fi/ D 0 pour p > q. La suite
exacte devient donc pour p > q
    ! 0  ! Hp.G=B;FiC1/  ! 0  !    :
On conclut comme désiré que Hp.G=B;FiC1/ ' 0 pour p > q. 
Remarque. L’argument du lemme 3.1.7 peut être adapté pour montrer que la cohomologie
de L  Vq u est diagonale c’est-à-dire Hp  G=B;Vq u D 0 pour p ¤ q. En fait, une
induction un peu plus méticuleuse démontre que si on note nr le nombre d’éléments dans
le groupe de Weyl de longueur r , alors on a
Hp

G=B;L
 q^
u

D
8ˆ<ˆ
:k
nr si p D q
0 sinon.
Si on travaille sur C, on peut se servir de ce résultat pour calculer la cohomologie
complexe deG=B. Commeq
G=B
'Vq u, il suit de la décomposition de Hodge [GH, 0.7]
que
H 2r .G=B;C/ '
M
pCqD2r
Hp

G=B;L
 q^
u

D knr
et que
H 2rC1.G=B;C/ D 0:
3.1.2. Démonstration du théorème
Nous sommes maintenant prêts à démontrer le principal théorème de cette section.
Théorème 3.1.8. Pour p > 0,
Hp.G=B;L.Su// D 0:
DÉMONSTRATION. On a la suite exacte
0  ! u  ! g  ! g=u ' b  ! 0
et en dualisant la suite exacte
0  ! b  ! g  ! u  ! 0:
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On considère le complexe de Koszul (cf. 2.1) associé
    ! p^ r b˝ Spg  ! p^ r 1 b˝ SpC1g  !     ! Srg  ! 0:
Soit U un recouvrement de G=B par des ouverts affines. Pour chaque terme du
complexe de Koszul
Vp r b˝ Spg, on considère le complexe de Cˇech
Cp; D C 

U;L
 p^ r
b˝ Sqg

:
Les différentielles du complexe de Koszul induisent des différentielles
dI W C q

U;L
 p^ r
b˝ Spg

! C q

U;L

p^ r 1
b˝ SpC1g

:
Les différentielles des complexes de Cˇech, disons Ld , commutent avec les dI . Il suit que
l’on obtient un double complexe en définissant dII comme  1q Ld .
:::
:::
:::
:::
   - Cp;qC2
6
- CpC1;qC2
6
-    - C r;qC2
6
- 0
6
-   
   - Cp;qC1
6
- CpC1;qC1
6
-    - C r;qC1
6
- 0
6
-   
   - Cp;q
dII
6
dI- CpC1;q
6
-    - C r;q
6
- 0
6
-   
:::
6
:::
6
:::
6
:::
6
On considère les suites spectrales du double complexe. Pour IE;
2
, on considère
d’abord la cohomologie par rapport à dII . Comme chaque colonne est un complexe de
Cˇech (à un signe près), on a
H
q
II
.Cp/ D LH q

U;L
 p^ r
b˝ Spg

:
Comme U est un recouvrement par des ouverts affines et que les faisceaux sont tous
quasi-cohérents, la cohomologie de Cˇech est la même que la cohomologie des faisceaux
(théorème 2.3.8) c’est-à-dire
H
q
II
.Cp/ D H q

U;L
 p^ r
b˝ Spg

:
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Enfin, comme Spg est un G-module, la formule de projection (section 2.8.2) donne
H
q
II
.Cp/ D H q

U;L
 p^ r
b

˝ Spg:
En vertu du lemme 3.1.7, on a que H q
II
.Cp/ D 0 si q > p   r . On en déduit que
IE
p;q
2
et donc IEp;q1 sont nuls pour q > p   r . On conclut que IE;1 est triangulaire,
c’est-à-dire de la forme suivante :
:::
:::
:::
:::
:::
   - IEr 3;31
6
- 0
6
- 0
6
- 0
6
- 0
6
-   
   - IEr 3;21
6
- IEr 2;21
6
- 0
6
- 0
6
- 0
6
-   
   - IEr 3;11
6
- IEr 2;11
6
- IEr 1;11
6
- 0
6
- 0
6
-   
   - IEr 3;01
6
- IEr 2;01
6
- IEr 1;01
6
- IEr;01
6
- 0
6
-   
:::
6
:::
6
:::
6
:::
6
:::
6
On considère maintenant IIE;
2
. Étant donné que U 2 U est un ouvert affine et que
les faisceaux sont quasi-cohérents, les foncteurs de sections .U; / sont exacts. On peut
conséquemment se servir de la proposition 2.1.1 concernant les complexes de Koszul pour
calculer la cohomologie par rapport à dI . On obtient que le seul groupe de cohomologie
H
p
I
.C q/ non nul est
H rI .C
q/ D C q.U;L.Sru//:
Le complexe H r
I
.C / est alors le complexe de Cˇech C .U;L.Sru// (à un signe
près). Étant donné que U est un recouvrement par des ouverts affines et que le faisceau
L.Sru/ est quasi-cohérent, on a l’égalité entre la cohomologie de Cˇech et la cohomologie
des faisceaux. On obtient donc le terme IIEp;q
2
de la suite spectrale. Visiblement, il s’agit
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aussi du terme IIEp;q1 .
:::
:::
:::
   - 0
6
- H 2.G=B;L.Sru//
6
- 0
6
-   
   - 0
6
- H 1.G=B;L.Sru//
6
- 0
6
-   
   - 0
6
- H 0.G=B;L.Sru//
6
- 0
6
-   
:::
6
:::
6
:::
6
Comme le double complexe est tel que Cp;q D 0 pour p < r   dim b et q < 0, le
théorème 2.2.3 donne que IE; et IIE; convergent toute deux vers H .T /, où T est le
complexe total. En comparant les suites spectrales et en notant que IE;1 est triangulaire,
on conclut que Hp.G=B;L.Sru// D 0 pour tout p > 0.
Enfin, comme la somme directe commute avec L et la cohomologie, on a pour p > 0,
Hp.G=B;L.Su// D
M
r0
Hp.G=B;L.Sru// D 0:

Corollaire 3.1.9. Pour p > 0,
Hp.G=B; OT .G=B// D 0:
DÉMONSTRATION. Comme OT .G=B/ ' L.Su/, ce n’est que le théorème 3.1.8.

3.2. DEUXIÈME PREUVE
Soit G un groupe algébrique semi-simple et P un sous-groupe parabolique de G.
Soit aussi P D LV la décomposition de Levi de P . On peut supposer que P est un
sous-groupe parabolique standard pour un sous-groupe de Borel B D T U . On écrira g et
v pour les algèbres de Lie de G et V respectivement. Soit ˆ les racines de G et  la base
de ˆ telle que les racines positives soient celles de u.
Théorème 3.2.1. Soit P D LV tel que V agit trivialement sur v. Alors pour i > 0,
Hp.G=P;L.Sv// D 0:
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DÉMONSTRATION. Si V agit trivialement sur v, alors il suit que V agit aussi trivialement
sur le P -module Sqv. Dans ce cas, P agit comme L qui est un groupe réductif. On peut
donc décomposer Sqv comme une somme directe de P -modules irréductibles de la forme
VP; (cf. section 2.8.3) :
Sqv D
nM
iD1
VP;i :
Comme chaque poids i est un plus haut poids pour un certain L-module irréductible,
les poids i sont tous dominants par rapport au système de racines de L. Nous montrons
maintenant qu’ils sont aussi dominants par rapport au système de racines de G.
Étant donné qu’on a une inclusion v  g, il existe un morphisme surjectif kŒg kŒv.
Cette application est en fait un morphisme de B-modules. En identifiant kŒg avec Sg et
kŒv avec Sv et en ne considérant que les éléments homogènes de degré q, on obtient
une morphisme surjectif de B-modules
Sqg Sqv:
En dualisant, on obtient aussi un morphisme injectif de B-modules
j W Sqv ,! Sqg:
Le P -module VP;i contient notamment un sous-espace de dimension 1 stable sous
l’action de B (cf. section 2.7.1), et donc un vecteur maximal de poids i . Cette droite
B-stable est appliquée par j sur une droite B-stable dans Sqg. Il suit donc que Sqg
contient aussi un vecteur maximal de poids i . Étant donné que Sqg est un G-module,
on conclut que i doit aussi être dominant par rapport au système de racines de G (cf.
section 2.7.1).
Étant donné que i est dominant par rapport au système de racines de G, il suit du
théorème de Borel–Weil–Bott que Hp.G=P;L.V 
P;i
// ne peut être non nul que si p D 0.
En particulier, on a pour p > 0
Hp.G=P;L.V P;i // D 0:
Comme la somme directe commute avec la cohomologie, on a pour p > 0
Hp
 
G=P;L.Sqv/ D Hp  G=P; nM
iD1
.V P;i /
!
D
nM
iD1
Hp.G=P;L.V P;i // D 0:
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Enfin, en utilisant encore une fois que la somme directe et L commutent avec la
cohomologie
Hp.G=P;L.Su// D
M
r0
Hp.G=P;L.Sru// D 0:

3.3. TROISIÈME PREUVE
Soit G un groupe algébrique semi-simple et P un sous-groupe parabolique de G.
Soit aussi P D LV la décomposition de Levi de P . On peut supposer que P est un
sous-groupe parabolique standard pour un sous-groupe de Borel B D T U . On écrira
g; p; l; v; b; t et u les algèbres de Lie correspondant respectivement à G;P;L;V;B et U .
Soit ˆ les racines de G et  la base de ˆ telle que les racines positives soient celles de
u. Soit   ˆC tel que P D P , ‰ les racines qui sont une combinaison Z-linéaire des
racines de  . Soit W le sous-groupe du groupe de Weyl engendré par les racines de  et
enfin, soit D un système de représentants distingués de W =W .
Si w 2 N.T / représente un élément du groupe de Weyl, on écrira pour alléger les
notations V w plutôt que w 1Vw, wV plutôt que wVw 1 et Vw plutôt que V \ wV  .
Pour montrer que H i.G=P; OT .G=P// D 0 pour i > 0, nous utiliserons le
théorème de Grauert–Riemenschneider avec le morphisme de variétés
f W T .G=P / D G P v! g
.g;x/ 7! Adg.x/:
Il faudra en particulier montrer que f est projectif (lemme 3.3.3) et que ses fibres sont
génériquement finies (lemme 3.3.2).
Lemme 3.3.1. Soit d 2 D. Alors dim.V \ V d /  dimV   l.d/.
DÉMONSTRATION. On a
V D
Y
˛2ˆCn‰
U˛
V d D
Y
d ˛2ˆCn‰
U˛:
Il suit que
V \ V d D
Y
˛2S
U˛
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où
S D f˛ 2 ˆC n‰ et d  ˛ 2 ˆC n‰g:
On pourra donc se contenter de montrer que jS j  dimV   l.d/.
On peut séparer l’ensemble des dimV racines de V comme une union disjointe
f˛ 2 ˆC n‰g D f˛ 2 ˆC n‰ et d  ˛ 2  ˆCg P[ f˛ 2 ˆC n‰ et d  ˛ 2 ˆCg:
Appelons respectivement ces ensembles A et B.
Étant donné que d est un représentant distingué, les racines positives ˛ telles que
d  ˛ 2  ˆC ne sont pas dans ‰. On a donc
A D f˛ 2 ˆC et d  ˛ 2  ˆCg D .d/
et la cardinalité de A est l.d/. L’ensemble B est donc de cardinalité dimV   l.d/ et il
contient proprement S . On conclut jS j  dimV   l.d/, comme désiré. 
Lemme 3.3.2. Il existe un ouvert dense vD  v tel que, pour tout z 2 vD , la fibre f  1.z/
est finie.
DÉMONSTRATION. La décomposition de Bruhat (cf. théorème 2.7.5) donne une décom-
position de G=P et donc une décomposition du fibré  W G P v! G=P :
G P v D P
[
d2D
 1.UddP=P /
G=P

?
D P
[
d2D
UddP=P
Le recouvrement ouvert donné par les UddP=P est trivialisant pour le fibré G P v, alors
on a  1.UddP=P / ' Udd  v. Pour chaque d 2 D, on considère la restriction du
morphisme f sur Udd  v :
Qfd W Udd  v! g
.ud;y/ 7! Adud .y/
Comme il n’y a qu’un nombre fini de d 2 D, on pourra se contenter de montrer qu’il
existe un ouvert dense vD  v tel que pour tout z 2 vD et d 2 D, la fibre Qf  1d .z/ est
finie.
Soit z 2 v et .ud;y/ 2 Qf  1
d
.z/, alors on a Adud .y/ D z et donc y D Add 1u 1.z/.
Comme AdUd v  v, on conclut que y 2 v \ Add 1 v.
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On pourra conséquemment se contenter de montrer qu’il existe un ouvert dense
vD  v tel que pour tout z 2 vD et d 2 D, la fibre f  1d .z/ est finie, où fd est le
morphisme suivant :
fd W Ud  .v \ Add 1 v/! v
.u;x/ 7! Adu.x/:
On commence par choisir un d 2 D et à considérer seulement fd . Si fd est dominant,
alors il existe un ouvert dense, disons vd , où pour chaque z 2 vd , on a
dimf  1d .z/ D dim.Ud  .v \ Add 1 v//   dim v:
Comme V d D d 1V , il découle du lemme 3.3.1 que dim.v \ Add 1 v/  dim v   l.d/.
On a donc pour tout z 2 vd ,
dimf  1d .z/ D dimUd C dim.v \ Add 1 v//   dim v
 dimUd C dim v   l.d/   dim v
Comme dimUd D l.d/, on conclut que dimf  1d .z/  0 et donc que dimf  1d .z/ D 0.
Il suit que f  1
d
.z/ est finie.
Si fd n’est pas dominant, alors on pose vd D vn imfd . Comme dans le cas précédent,
vd est un ouvert dense tel que pour tout z 2 vd , la fibre f  1d .z/ est finie (ou plus
précisément vide).
Posons maintenant
vD D
\
d2D
vd :
Comme v est irréductible, il s’agit aussi d’un ouvert dense. De plus, on a comme désiré
que pour tout z 2 vD et d 2 D, la fibre de f  1d .z/ est finie.
L’argument qu’on vient de donner est celui de [C1, 5.2.3]. 
Lemme 3.3.3. Le morphisme f est projectif, et en particulier propre.
DÉMONSTRATION. On a un isomorphisme
G P g! G=P  g
.g;x/ 7! .gP;g  x/:
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On peut conséquemment factoriser f
G P v  - G P g - G=P  g  - PN  g
f
g:
?-
Il suit que f est un morphisme projectif. 
Théorème 3.3.4. Pour p > 0,
Hp.G=P; OT .G=P// D 0:
DÉMONSTRATION. Le morphisme de variétés
f W T .G=P / ' G P v! imf  g
.g;x/ 7! Adg.x/
est surjectif sur son image imf , projectif (lemme 3.3.3) et ses fibres sont génériquement
finies (lemme 3.3.2). Il suit du théorème de Grauert–Riemenschneider (théorème 2.3.7)
que Rif!T .G=P/ pour i > 0. Comme !T .G=P/ D OT .G=P/ (cf. section 2.8.4), on a
pour i > 0,
RifOT .G=P/ D 0:
Comme imf est l’image d’un morphisme propre, il s’agit d’un fermé. Comme g est
affine, on conclut que imf est aussi affine. Il suit que RqfOT .G=P/ est un faisceau
quasi-cohérent pour tout q  0, on a pour p > 0,
Hp.imf;RqfOT .G=P// D 0:
Il suit que la suite spectrale de Leray (théorème 2.3.6) est dégénérée E;
2
D E;1 et on
conclut pour i > 0
H i.T .G=P /;OT .G=P// D H 0.imf;RifOT .G=P// D 0:
Maintenant on considère la projection  W T .G=P / ! G=P . Il s’agit d’un mor-
phisme affine et donc pour q > 0,
Hp.G=P;RqOT .G=P// D 0:
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Encore une fois, il suit que la suite spectrale de Leray est dégénérée E;
2
D E;1 . On
conclut que pour i  0,
H i.G=P; OT .G=P// D H i.T .G=P /;OT .G=P/:
En particulier, pour i > 0, on a
H i.G=P; OT .G=P// D 0:

3.4. THÉORÈME PRINCIPAL
On a démontré dans les sections 3.1 et 3.3 que H i.G=P;GrDG=P / D 0 pour i > 0.
Dans cette section, on obtient la même conclusion pour DG=P plutôt que pour son associé
gradué.
Théorème 3.4.1. Soit G un groupe algébrique semi-simple et P  G un sous-groupe
parabolique. Alors pour i > 0,
H i.G=P;DG=P / D 0:
DÉMONSTRATION. On démontre le théorème par récurrence sur p, l’ordre de la filtration
fFpDG=P gp2ZC . On a déjà que pour i > 0,
H i.G=P;F0DG=P / D H i.G=P;Gr0DG=P / D 0:
Supposons que H i.G=P;FpDG=P / D 0 pour i > 0 et p > 0. On considère la suite
exacte courte
0  ! FpDG=P  ! FpC1DG=P  ! GrpC1DG=P  ! 0:
On a déjà montré que H i.G=P;GrpC1DG=P / D 0 pour i > 0 et par l’hypothèse de
récurrence, on a aussi H i.G=P;FpDG=P / D 0 pour i > 0. Il suit que pour i > 0, la suite
exacte longue obtenue en cohomologie est de la forme
    ! 0  ! H i.G=P;FpC1DG=P /  ! 0  !    :
On conclut que H i.G=P;FpC1DG=P / D 0 pour i > 0. Par récurrence, on a montré que
pour tout i > 0 et p > 0,
H i.G=P;FpDG=P / D 0:
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Maintenant, on peut faire de la filtration fFpDG=Pgp2ZC un système inductif en
prenant simplement l’inclusion comme morphisme FpDG=P ! FqDG=P lorsque
p  q. On a alors
lim !FpDG=P D
[
p2ZC
FpDG=P D DG=P :
Comme les limites inductives commutent avec la cohomologie (cf. [Ha, III.2.9]), on
conclut pour i > 0,
H i.G=P;DG=P / D H i.G=P; lim !FpDG=P / D lim !H
i.G=P;FpDG=P / D 0:

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