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摘 要 
离群点检测是数据挖掘中重要的研究分支,用于识别某些特征显著区别于其
他观测数据的对象。在实际应用如评估金融风险、检测结构的缺陷、侵入检测等
领域中会出现的一些离群数据，它们往往预示了某些重要的信息。通过对检测出
的离群数据进行分析，可以获取大量能用于预测和决策支持的有用的知识。因此,
离群点检测是一个相当有意义的研究方向。 
本文以离群点检测为研究背景，以提高分类数据离群点检测性能为主要目标，
在介绍离群点相关的概念和主要检测方法的基础上，主要对基于加权频率和聚类、
基于信息熵的半监督离群检测算法进行了深入研究并进行改进，具体工作如下： 
1、分类数据集中含有多种属性，不同属性对数据对象的离群程度的影响是
不同的。针对现有分类数据离群检测算法将属性视为同等重要的不足，提出基于
加权频率的离群检测策略。根据属性对离群性的贡献程度赋予不同的权值，再结
合数据的属性频率，计算数据对象的加权频率值。数据加权频率值的大小能够反
应数据离群程度的大小。 
2、针对基于频率的算法对多个频繁属性共同作用的离群点检测效果不佳的
情况，通过对两种类型离群点进行定义，在加权频率离群检测策略的基础上，结
合聚类算法提出基于加权频率聚类的离群检测算法。根据加权频率策略和聚类距
离得到的数据离群程度的排序，构造得到最终的离群点数据集。该算法能够有效
检测两种类型的离群点，从而提高离群检测率。 
3、针对现有的大多数无监督分类数据离群点检测算法，误报率较高且精确
率较低的不足进行改进，提出基于信息熵的半监督离群点检测算法，同时着重考
虑训练集只有少量正例的特殊情况。结合半监督学习和改进的信息熵概念，使用
正例（离群点）作为训练集剔除部分数据，在减小数据集规模的基础上再进行离
群点检测，降低了算法复杂度并且提高了检测率。  
实验结果表明，本文提出的改进算法都能提高离群点检测的检测率，且能扩
展应用于分类大数据集，实验验证了算法的有效性。 
关键词：离群检测；加权频率；信息熵  
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Abstract 
 
Abstract 
Outlier detection is an important research branch of data mining, used to identify 
the objects significantly different from the other data. In practical applications, such 
as financial risk assessment, structural defects detection and intrusion detection, 
outliers often represent important or special events. Through analysis of the detected 
outlier data, we can obtain lots of valuable information which can be used for decision 
and prediction of future trends. Thus, outlier detection is a very interesting research 
field. 
This dissertation focuses on outlier mining and improving the outlier detection 
performance of the categorical data. Based on the introduction of the relevant concept 
of outlier and the major detection methods, this dissertation conducts an in-depth 
study of the outlier detection algorithms based on the weighted frequency and 
clustering and semi-supervised learning using information entropy.  
1. The categorical data are multivariate and different attributes have different 
effect on outlier degree. This dissertation improves the current algorithms of 
regarding all attributes of equal importance. The outlier detection strategy based on 
the weighted frequency is put forward. Different attributes are endowed with different 
weights according to their contribution degree to the outliers feature. Then, the 
weighted frequency value of the data objects is calculated based on the attribute 
frequency of the data. The value of the weighted frequency can reflect the outlier 
degree of data.  
2. Since the algorithm based on the frequency is not favorable while detecting 
outliers jointly influenced by multiple frequent attributes. An improved outlier 
detection algorithm based on the cluster and weighted frequency is put forward in this 
dissertation. By distinguishing two types of outliers and combining the weighted 
frequency algorithm and improved cluster algorithm to rank the outlier degree of 
different types of outliers, the data set of the candidate outliers is obtained. The 
improved algorithm can detect the outliers of two types effectively and improve the 
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outlier detection accuracy. 
3. Because most current categorical outlier detection algorithms are 
non-supervised algorithm with high false alarm rate and low precision, this 
dissertation improves these problems by putting forward the semi-supervised outlier 
detection algorithm based on the information entropy. This algorithm adopts the 
concept of the semi-supervised learning and the improved information entropy, 
considering the special conditions of a few positive examples as the training set. The 
positive examples (outliers) are regarded as the training set to eliminate partial data 
and reduce the scale of the data set. After all these, the outlier detection is conducted, 
which can reduce the calculation complexity and improve the detection accuracy.   
The experiment results show that the improved algorithms put forward by this 
dissertation can improve the accuracy of outlier detection and can be applied to the 
large categorical data set. Thus, these improved algorithms are valid.  
Key Words: Outlier Detection; Weighted Frequency; Information Entropy 
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1 
第一章 绪论 
1.1 研究背景与意义 
随着计算机网络技术、通讯技术和数据库技术的迅速发展，各个行业领域都
累积了呈指数式增长的海量数据，对大数据的处理成为研究的热点。传统的数据
处理的方式模式单一，处理性能较低且处理高维数据的时间复杂度较高，已经难
以有效的从海量数据中挖掘有用的知识。如何更有效的从海量数据中挖掘出信息，
是目前摆在研究人员面前的一大问题。 
在这样的问题面前，数据挖掘(Data Mining)技术应运而生。数据挖掘指的是
以统计、综合分析和推理为手段，从大量的有噪声、不完全、随机的数据中，提
取潜在的有用信息的过程[1]。聚类分析、数据分类、关联规则分析以及离群点检
测等是数据挖掘的几个重要分支。 
在进行数据挖掘的过程中，常常会遇到与整个数据集的行为特征和模式不相
符合的数据，我们称之为离群数据。在很多现有的数据挖掘方法中，离群数据常
常被视为噪声数据而被忽略，然而，在许多实际应用如入侵系统中，离群数据往
往蕴含着更大的研究价值。因此，离群点挖掘开始受到人们的关注。 
离群点检测(Outlier Detection)，也可被称为异常检测，是数据挖掘领域中重
要的分支。其主要任务是检测得到数据特征与其他数据存在明显差别的异常数据。 
早期的离群点挖掘主要致力于如何更好地发现数据中的“噪声”，在数据挖
掘的预处理阶段中对这些离群对象进行清洗，减少其对数据分析的影响。然而，
随着实际应用中海量的大数据及突发的事件，一方面的噪声可能是另一方面的信
号[2]，异常的事件中可能含有关键的信号，因此对异常事件进行研究分析可能比
对常规模式更具有意义。目前，在以下几个领域，离群点检测已经得到了广泛的
应用。 
（1）欺诈检测：例如信用卡公司根据持卡人消费习惯建立持卡人正常消费
模式，当持卡人信用卡丢失时，可能发生交易异常。利用离群点检测技术可以从
合法的交易数据中发现某些潜在的异常交易行为，能有效的防范欺诈，降低损失。 
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（2）入侵检测：入侵是系统正常行为不同的异常行为，网络中发生异常入
侵时，系统中隐私或安全信息可能发生泄露，造成重大损失。利用离群点检测技
术，可以发现系统异常行为。 
（3）医疗诊断分析：离群点检测技术已经在很多医疗领域得到应用，检测
得到一些不同于健康指标的病症数据很可能是疾病的信号，及早发现有利于病人
的治疗。例如病人通过心电图检测，可以确诊是否有心脏疾病的存在 [3]。 
（4）气候异常检测：自然灾害来临前常产生一些异常的气候数据，如地壳
的异常波动可能是地震或海啸的前兆，海面上的热带漩涡可能预示着台风的形成。
使用离群点检测技术可以及早发现灾害并进行预防。 
此外，离群检测在金融的风险评估、检测框架缺陷、时间流序列监视等许多
其他领域也有着重要的使用价值。通过对检测出的异常数据进行研究分析，往往
能够获取大量能用于决策支持和趋势预测的有用的知识。因此，对离群点检测进
行研究是相当有意义的。 
1.2 国内外研究现状 
近年来，国内外的研究学者在离群点挖掘领域已经提出了大量的算法。传统
的离群点检测算法模式单一，一般建立在某种数学算法基础上进行离群发现。按
技术路线可划分为基于统计的、基于深度的、基于距离的、基于深度的、基于密
度的、基于聚类的和基于偏差的检测方法等[4]。 
基于统计的离群点检测方法最早被提出，Yananishi[5]等人使用高斯的混合模
型来描述数据分布，根据数据和模型的相异程度进行离群检测。由于需要对数据
分布进行假设，导致这种方法仅适用于属性单一且服从确定分布数据集，无法有
效的处理多属性和分布未知的数据集。针对这一缺陷，Knorr[6]将离群点的检测
转换为判断数据间距离是否大于阈值，提出了基于距离的离群点检测方法。但是
由于距离阈值受到全局的限制，当数据集分布密度不同时，该方法对无法有效检
测出局部离群点，导致算法性能不佳。针对此问题，Breuniiig[7,8]等人研究设计了
基于密度的离群检测方法。该方法定义了局部离群因子(LOF)对数据的离群程度
进行衡量，能够同时挖掘得到全局和局部离群点。此外，Arning[9]等人还提出了
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基于偏差的检测算法，该方法仿照人类的方式，根据数据集的主要特征来快速识
别离群点。这些传统的检测方法除了基于统计的方法外，均不需要预先假设数据
集的分布，具有一定的可行性和有效性。但仍存在许多的不足之处。 
近年来，随着人工智能、机器学习等方面的研究发展被运用到数据挖掘领域，
在传统的离群点检测研究的基础上，一些新颖有效的离群点检测技术被陆续提出。
机器学习的方法被延伸运用到离群检测中，文献[10]利用人工神经网络技术，克
服了传统方式的单一和机械性，使离群检测算法具有较好的自适应性。自组织映
射技术具有良好的拓扑结构和可视化特征，且无须训练集用于学习，文献[11]提
出利用该技术来检测异常行为。文献[14]提出的算法类似训练学习的方式，通过
得到的部分离群点可解集来预测判断其它的数据是否具有离群特征。此外，也有
一些研究是在传统思路的基础上进行改进，将多种算法结合在一起或提出新的数
据结构。文献[12]中探讨了利用模糊粗糙集的属性重要性等概念来进行特征选择，
再结合基于密度和关联规则的方法发现离群。文献[13]中在索引的算法基础上提
出了新的一种索引结构 Cd-Tree，通过该索引结构划分数据再进行离群挖掘。 
目前，随着数据的维度呈指数增加和数据库存储数据能力的提高，数据挖掘
的热点开始转向高维大数据的处理。目前存在的针对数值数据的离群检测算法已
较成熟，但对于处理分类多属性数据、高维大数据等仍有以下几点问题有待解决。 
（1）复杂的多维分类大数据集的离群检测：由于高维数据集存在“维数灾
难”问题，目前的大多检测技术不能有效的进行处理。在处理高维大数据时通常
采用以下三种方法进行[15,16]。 
①对高维空间中数据间的相异性进行重定义。 
②降低数据维度或进行投影预处理。 
③对多维属性集进行属性约简（加权）。但必须确保处理后的知识完备性，
能发现大体相同的离群数据集。 
④利用剪枝技术剔除部分确定的数据，减小数据集规模。 
（2）算法效率方面问题：目前机器学习中的监督算法已被广泛运用在数据
挖掘领域。但是由于监督算法需要大量标记数据作为训练集，在实际应用中，获
取标签数据常常是费时费力的，严重制约了学习的效率。因此，在离群挖掘领域，
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大多数现有检测算法是无监督的，但这也带来了误检率过高等一系列问题，如何
解决此类问题是研究者面临的挑战之一。 
1.3 主要内容与论文结构 
1.3.1 主要内容与创新 
本文以离群点挖掘为研究背景，在介绍离群点相关的理论和主要挖掘方式的
基础上，主要对基于加权频率和聚类、基于信息熵半监督机制的分类数据离群点
检测问题进行研究，本文主要工作与创新点概括如下： 
1、分类数据集中，不同属性对数据对象的离群度的影响（贡献）是不同的。
对关键属性进行加权，对提高离群检测算法性能和更好解释得到的离群数据有关
键作用。针对现有许多算法不区分属性重要性的情况，结合属性频率和补特征的
信息熵概念，提出一种基于加权频率的离群检测策略。根据属性对数据离群程度
的影响赋予相应的权值，再结合数据的属性频率，计算数据对象的加权频率。根
据加权频率值的大小对数据离群程度进行排序。 
2、针对现有分类数据离群检测算法对多个频繁属性共同作用的离群点检测
效果不佳的情况，通过对离群点进行扩展性定义，在加权频率的离群检测策略基
础上结合聚类，提出一种基于加权频率和聚类的离群检测算法。根据基于加权频
率和基于聚类距离排序得到候选离群点，获得最终的离群数据集。有效的提高了
两种类型离群点的检测率。 
3、针对现有大多数无监督的分类数据离群点检测算法，误报率较高且精确
率较低的不足。利用半监督学习和改进的信息熵概念，又着重考虑只有少量正例
作为训练集特殊情况，提出一种基于信息熵的半监督利群检测算法。实验结果表
明，该算法相比几种无监督离群检测算法，具有更高的算法效率和精确率。 
1.3.2 本文结构安排 
全文共五章，其组织结构如下： 
第一章 绪论部分，主要简要概括了离群点检测相关的研究背景、意义及国
内外研究现状。同时对本文主要研究和创新的内容进行介绍。 
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