Abstract. Formal tools and methods for the design of concurrent programs can be very similar to their sequential counterparts, but nevertheless concurrent programming seems more di cult than sequential programming. Detailed examples in the literature suggest that this particular di culty originates from interaction problems, when a ne grain of parallelism is required. A systematic technique is proposed to transform a coarse-grained version of a concurrent system into a ner-grained one, through a series of re nements. This technique is illustrated with a classical but still unproved algorithm for mutual exclusion. The incremental development clearly involves two kinds of steps. \Creative" transformations appear mainly at the beginning; these steps are short but rather subtle. \Techni-cal" transformations are routine steps but involve lengthy formal developments. With a careful separation of creative and technical re nements, developments of concurrent programs become longer but no more di cult than developments of sequential programs.
Introduction
The methodology of programming (with commands) is founded mainly on the concept of invariant, together with a formal system to deal with it, that is, Hoare's logic and/or Dijkstra's programming calculus 10, 12, 17] . It is widely accepted that the concept of invariant remains central when concurrency is involved; many invariant-based techniques have been proposed for parallel programming (early works are 1, 19, 25] ). Nevertheless, the rigorous design of a concurrent system is generally considered a more subtle task than the design of a sequential program of the same size. More precisely,
The invariants used in the simple program can be retained in the re ned, more distributed version, or they can be weakened : : :] The selection of a weaker invariant is a critical design decision : : :] ( Chandy and Misra, 6], p. 206). This is for us the main reason of the inherent di culty of concurrency. The purpose of this paper is to propose and illustrate a method for obtaining an adequate \weaker invariant". The most common re nement is the \atomicity re nement", consisting in the replacement of a coarse-grained version of a concurrent system by a ner-grained one. The development of an example shows that a systematic method for dealing with atomicity re nement is su cient to transform an abstract concurrent algorithm into a more realistic concurrent system. As Chandy and Misra have demonstrated, in our opinion, that the development of abstract concurrent systems requires the same tools, method and skills as the development of sequential programs, our conclusion is that the speci c intricacies of concurrent programming do originate neither from the rst phase of the development (design of an abstract version) nor in the second one (re nement towards an implementation), but in a lack of a separation between them.
The sequel of this paper is organized as follows. In Section 2, a programming notation and a proof system are brie y introduced and illustrated with an elementary example. A speci c stepwise re nement method for the design of concurrent systems is presented in Section 3. As an illustration of the method, an abstract algorithm for the mutual exclusion problem is incrementally transformed into a more realistic network of communicating sequential processes (Sections 4 and 5). Section 6 is a conclusion based on a comparison between related work and the work presented here. 2 Programming, speci cation and proof languages
Sequential programs as sets of transitions
Let us consider sequential programming rst. Sequential algorithms are classically represented by owcharts or by structured programs. Graphical notation is not recommended in programming for mainly three reasons.
1. It becomes intractable for large programs.
2. The structure of programs is hidden. 3. Formal reasoning is easier with lexical representation. Some problems disappear when the graph is represented lexically as a formal concurrent system. A representation of the classical algorithm for computing the factorial of a natural number is given in the left part of Figure 1 . P = f`g ; where`= f`0;`1;`2;`3g ; M = fx; y; F : integerg ; T = f : (`0; y := 1 ;`1) ;
: (`1; x > 0 ?! y := y x ;`2) ; : (`2; x := x ? 1 ;`1) ; : (`1; x = 0 ?! F := y ;`3) g :
(`; (x; y; F)) ; (`0 ; (2; ; )) ; (`1 ; (2; 1; )) ; (`2 ; (2; 2; )) ; (`1 ; (1; 2; )) ; (`2 ; (1; 2; )) ; (`1 ; (0; 2; )) ; (`3 ; (0; 2; 2)) : This fcs (Formal Concurrent System) contains one process`, whose labels arè 0 ,`1,`2 and`3, a memory of three variables x, y and F, and also a set of four transitions. Comment. In the sequel, processes are denoted by lowercase letters. The labels of a process p are identi ed by subscripts; for each process p the (non-empty) set of subscripts is denoted p , with p = fp i : i 2 p g.
With self explanatory notation, the behaviour of the algorithm is described by the following statement, valid for any natural number x 0 . If initially the formula (at`0^x = x 0 ) is true, then nally the formula (at`3^x = 0^F = y = x 0 !) is true.
The computations of the algorithm are described by sequences of system states; the sequence of transitions inducing some computation is the trace of the computation. A typical computation appears at the right part of Figure 1 . Both nite and in nite computations are allowed but nite computations must end with a terminal state, from which no further action can be performed.
The main objection against owcharts still holds for fcs : no structure is emphasized. For this reason, the structured, Algol-like notation is preferred, as in the program y := 1; while x > 0 do y := y x; x := x ? 1 ] ; F := y :
Structure is important in programming because the meaning of a program is functionally de ned from the meaning of its components. The meaning of a program P is often formally de ned as the binary relation R P on the set of program states, which connects initial states with the corresponding nal states. This is very convenient in sequential programming. For instance, the identity R P;Q = R Q R P ; which holds for Algol-like programs (provided that some technical requirements are met, for instance about the names of the variables), gives rise to a useful design rule 17] : fAg P fBg ; fBg Q fCg fAg P; Q fCg ;
where fAg P fBg means that all nite computations of program P, when initiated in a state satisfying formula A, end in a state satisfying formula B. 1 The rule means that, if the triples above the line are true, then the triple below the line is also true. Unfortunately, in order to get an identity like S PkQ = (S P ; S Q ) ; where S P is some mathematical object representing the \meaning" of P, one is obliged to consider rather complex mathematical objects; furthermore, the semantical function is also complex (see e.g. 9, 29] ). From the particular, \without toil", point of view adopted in this paper, complex objects are disallowed. As a consequence, we cannot introduce a rule for establishing the validity of triples like fAg PkQ fBg . This prevents us from introducing the operator \k" for parallel composition of sequential processes, and leads us to represent this composition by more elementary mechanisms, which can be easily introduced in the language of formal concurrent systems. 1 The formula A means that formula A is true at state .
Parallelism = Interleaving + Shared action
Our purpose is now to introduce concurrency in the program notation fcs used in Figure 1 . For the reason mentioned in the previous paragraph, we would like to avoid a \k" operator denoting the parallel execution of processes.
It is well-known that concurrency can be modelled by nondeterminism (see e.g. 1]). This is interesting in the present context, since this kind of representation does not induce the introduction of a new concept : nondeterminism already exists in sequential programming.
The nondeterministic model of concurrency is brie y recalled now. We consider a system S of two programs P and Q, where P and Q are represented by sets of transitions. The union of these sets can be an acceptable representation of S, provided that the \interleaving" semantics of concurrency is adopted. Roughly speaking, this means that an execution step for S consists in executing either a transition of P, or a transition of Q, the choice being nondeterministic.
Interleaving semantics is questionable, since it does not model true concurrency. The concurrent execution of an atomic action a, by process P, and of an atomic action b, by process Q, is modelled by (a; b b; a), where \ " denotes the choice operator. This means that the concurrent execution of the atomic actions a and b is viewed as the sequential execution of a and b, in an arbitrary order.
The question is whether this simple model is adequate. If the processes share a single processor, there is no problem. Otherwise, three cases should be considered. First, obviously enough, when a and b do not interfere at all, the representation is adequate. Second, if they interfere by sharing memory, the adequacy is subject to restrictive conditions (see e.g. 25] for detail). Third, if a and b are subject to synchronization conditions, the representation can become inadequate. For instance, if a is a classical \send" statement and b is the corresponding \receive" statement, then akb has to be modelled by a; b (a message cannot be received before it has been sent). In csp 18 ], input and output statements must be executed simultaneously; if a is C!e and if b is C?x, then their parallel composition is semantically equivalent to the distributed assignment x := e. In this context, the interleaving semantics is not acceptable.
It is not needed here to determine in which cases exactly the interleaving semantics is adequate; the important point is that, in all cases, the concurrent execution of two actions a (by process P) and b (by process Q) can be represented by some action c ab (perhaps nondeterministic). This is true as long as a concurrent system is viewed as a transition system (see 19] ). The only problem is that the resulting action c ab is not executed by a single process, but by two (cooperating) processes. The formalism of formal concurrent systems will therefore allow transitions whose execution requires two or more processes. Comment. In order to model csp, it would be su cient to introduce transitions involving two processes. However, some extensions of csp have been introduced, in which rendezvous between more than two processes are allowed.
Formal Concurrent Systems
Our notation for concurrent systems is derived in a straightforward way from the notation used for sequential programs, as in Fig. 1 . Only two new features are needed to introduce concurrency. First, an fcs will involve a nite (maybe empty) set of processes instead of a single process. This mechanism allows us to model memory sharing, and also asynchronous communication : channels can be represented by special shared variables (see e.g. 27]). The second new feature is shared transition : a transition shared by n processes models an action synchronously executed by these processes. This mechanism exists in several languages, including csp 18] and Action Systems 4] . The language fcs can also be viewed as an extension of the language unity introduced in 6]. This approach is developed in 14], where the operational, relational and axiomatic semantics of fcs are formally introduced. Only the notions needed in the sequel will be illustrated here, by rewriting in fcs a small classical algorithm.
Let us suppose that a resource shared by nitely many distributed computing stations must be controlled in such a way that it is accessed in mutual exclusion only. A station p is initially in a non-critical section (label p n , where \n" means \non-critical"). It performs internal computation until access to the shared resource becomes necessary, that is, until an internal condition, denoted crs p , becomes true. At this moment, a request for access is issued. The access can be delayed (label p w , \w" for \waiting"). When the access has been obtained, the station may use the resource (label p c , \c" for \critical"), until the internal condition crs p becomes false; at this time, the station releases the resource and returns to its non-critical section (label p n ).
The management of the resource involves a variable INCS and a waiting queue E. The variable INCS is intended to record the number of the station currently within its critical section; its value will be 0 when no station is within its critical section. The queue (or set) E is intended to record the numbers of the waiting stations.
This system can be modelled by a formal concurrent system S = (P; M; T ). The processes correspond to the stations and are denoted p; q; r; : : : For each station p there is a boolean variable crs p ; there is also a variable INCS the range of which is the set of stations, and a set (or a queue) E which may record names of stations. This is summarized in P = fp; q; r; : : :g ; M = fcrs p ; crs q ; crs r ; : : :; INCS; Eg : Each process is a set of three labels; for instance, p = fp n ; p w ; p c g or, equivalently, p = fn; w; cg , for all p 2 P. (p c q w ; :crs p^q 2 E ?! (INCS; E) := (q; E n fqg) ; p n q c ) : There is no other transition in T .
The notation ] stands for an arbitrary internal computation which is not described here; we only suppose that ] always terminates and does not alter the variable INCS and the waiting queue E. The value of the boolean variable crs p is modi ed by the internal computation only.
Transitions (p n ! p n ) and (p c ! p c ) are models for the computation performed by the station p in its non-critical section and in its critical section respectively. 2 Transitions (p n ! p c ) and (p n ! p w ) correspond to the requesting procedure : station p requests the access and this access is granted at once (transition (p n ! p c )) or delayed (transition (p n ! p w )). Lastly, transitions (p c q w ! p n q c ) and (p c ! p n ) concern the releasing procedure : when the station p releases the resource, this resource is attributed to a waiting station q or becomes idle (transitions (p c q w ! p n q c ) and (p c ! p n ), respectively).
The It is convenient to write (L ! M) instead of (L; G ?! A; M), when there is no risk of confusion. 3 Recall that safety properties, or invariance properties of programs are true throughout the computation. This is in contrast with liveness, or progress properties, which are true at least once in the computation.
Hoare's logic and programming calculus
Hoare's logic and Dijkstra's calculus have proved to be very useful tools for sequential and concurrent programming. In this paragraph, they will be adapted for parallel programming with formal concurrent systems, in an elementary way. Several authors have proposed an adaptation for the guarded assignment (see e.g. 5]). This adaptation is recalled below, and further extended into an axiom for the transition.
A piece of notation is introduced rst. Let S be a formal concurrent system and let P be an S-assertion, that is, a formula interpreted on the set ? S of system states. It is not a restriction to suppose that each composite place predicate has been expanded in a conjunction or disjunction of elementary place predicates. The formula P at c i ] (read \P restricted at c i ", or simply \P at c i ") is obtained by \making at c i true in P"; more formally, P at 
A temporal logic
Hoare logic is appropriate to deal with invariance properties, but not with liveness properties. Several programming logics have been proposed that take into account both kinds of properties. As the language fcs is similar to the language unity, the temporal logic developed for unity in 6] can be adapted for fcs (see 14] ).
Towards a methodology for FCS
In this section, the stepwise re nement paradigm is revised and a new adaptation for concurrency is given. This results in a methodology for concurrent programming that is presented in detail. It can be viewed as a solution for the \mapping problem" mentioned in 6] and also as a design method for the \state functions" introduced in 21].
Introduction
The notion of stepwise re nement is now classical in sequential programming. Let us recall it brie y with an example. Suppose that some program has to be developed, which involves sorting. At an early stage of the design, one will use freely an \abstract" statement like sort(A). At a later stage, this statement will be implemented, that is, replaced by a program composed of less abstract The main advantage of this approach is that the use and the implementation of the statement swap(A; i; j) are separate concerns. When the designer uses the statement, the way it is or will be implemented does not matter. Conversely, when the designer implements the statement, this implementation will be adequate for all subsequent uses; the fact that swap will be used to sort some array is irrelevant. The only link between use and implementation is the formal speci cation of the statement.
This notion of re nement and the separation of concerns remain relevant when concurrency is involved, but a new problem arises. In the sequential framework, the replacement in some program S of the double assignment A : (x; y) := (x ? 1; y x) by the sequence A 0 : y := y x ; x := x ? 1 is trivially valid. The program S is (partially or totally) correct with respect to the input predicate P and the output predicate Q if and only if the transformed program S 0 is correct with respect to the same predicates (programs S and S 0 are sequentially equivalent). It is well-known that this is no longer true when general concurrency is allowed. In this case, due to interference between processes, some properties of S will be preserved in S 0 but not all.
This unpleasant phenomenon makes the design of concurrent systems rather di cult, but the paradigm of formal programming methodology is not altered : a re nement, or a more general transformation, is acceptable if an invariant exists that establishes (the safety part of) the speci cations. As a result, it is indicated that a concurrent system is re ned or transformed together with an invariant of it. Several authors have demonstrated that this strategy can be e cient in practice (see e.g. 6]).
The problem is, adapting an invariant is not easy. Even with a good methodology, programming remains a di cult task. Our purpose here is to lessen the gap between sequential programming and concurrent programming. This gap clearly originates from the interference problem, and gives rise to a disappointing situation : many concurrent algorithms exist which can be clearly | if not rigorously | described in a few English sentences, although their formal design takes several pages. (The example introduced in the next section is one of them.) As, in our opinion, adequate formal methods are likely to speed up, and not to slow down, the design and/or the understanding of an algorithm, we are bound to suspect that the biggest part of the formal design of a concurrent system consists of routine steps of symbolic manipulation.
In general, a re nement requires \algorithmic creativity"; this is the case, for instance, when the statement z := gcd(x; y) is replaced by the block z := x; u := y; do z > u ?! z := z ? u u > z ?! u := u ? z od: (2) On the contrary, no creativity is required to replace the double assignment (x; y) := (f(x); g(y)) by the sequence x := f(x); y := g(y) or by the sequence y := g(y); x := f(x) : Nevertheless, the validation of such an atomicity re nement is by no way a trivial problem, as soon as concurrency is involved. 4 A method is presented in 5] to determine whether the total correctness of the terminating parallel program S with respect to the predicate P and Q is preserved by an atomicity re nement. In this paper, we do not restrict to terminating parallel programs, and this leads us to adopt another point of view; the question is no longer whether the re ned system S 0 is correct with respect to P and Q, since this question is relevant only for terminating systems.
A more appropriate question here could be whether the invariance property P, established for the initial system S, is still valid for the re ned system S 0 . However, as all invariance properties are simply logical consequences of an invariant, we prefer to deal directly with invariants. Therefore, the real question is how one can derive from a (global) invariant I of the initial system S, a re ned invariant I 0 of the re ned system S 0 . This point of view is not new (see e.g. 13, 21] ) and is in accordance with the principle of an invariant-based method for developing programs 6, 10] . The sequel of this paper is devoted to the development and the illustration of a systematic method for deriving I 0 from S, S 0 and I.
Position of the problem
The starting point is a formal concurrent system S and an invariant I of S. The initial condition is I itself : any state satisfying I is a valid initial state.
We would like to re ne S into a new system S 0 , with maintaining the initial condition I. Most of the time, this transformation will not respect the invariant, and a weaker, re ned invariant I 0 must be determined. Fixpoint-based methods exist for computing a monotonic sequence of formulas whose limit is the strongest invariant 8, 30], but the limit itself cannot be determined in a systematic way, except in the degenerate case where S 0 is a nite-state system. Even then, a lot of symbolic computation is needed. This is not surprising, since the method applies for arbitrary transformations. (See 15] for more details.) Fortunately enough, the production of the strongest invariant is seldom necessary and that will make things more manageable. To see why the strongest invariant is not always the best one in practice, let us consider again the elementary program (2), for computing the greatest common divisor of two strictly positive integers x and y. The appropriate loop invariant I is clearly 0 < z x^0 < u y^gcd(z; u) = gcd(x; y) ; but it is not the strongest one. For instance, if x = 10 and y = 4, the state z = 8, u = 2 satis es invariant I although it is not reachable. Obviously, the formal expression of the strongest invariant often happens to be heavy, even for small elementary programs. The documentation role of invariants is as important as their proof role, so complicated invariants are not very useful and should be avoided. It is therefore not indicated to stick to strongest invariants. is still true in relevant states (for which at p i is false), but may be false in transient states (for which at p i is true). From the speci cation point of view, the required invariance property of the re ned version is (I _ at p i ). However, the standard way to prove an invariance property is to build an invariant that logically implies the speci ed property. In the present framework, such an invariant is bound to have the form (3). Indeed, when at p i is true, I 0 reduces to J, and no a priori link is stated between I and J. On the contrary, when at p i is false, I 0 reduces to I since I 0 can in no way be stronger than the initial invariant I.
The modularity problem
The de nition (3) indicates that a re nement strategy could achieve some kind of modularity, in the sense that the re ned invariant I 0 could be derived from the initial invariant I, instead of being constructed from scratch. The re ned system S 0 di ers from the initial system S by the occurrence, in the computations of S 0 , of states satisfying the new place predicate atp i ; this di erence also appears in the re ned invariant, which remains equivalent to the initial invariant, as long as the new control predicate is false.
Nevertheless, the de nition (3) allows the old assertion I and the new assertion J to be totally di erent. In practice, however, I and J are likely to be rather similar, since the initial and the re ned systems are intended to be so, from the speci cation point of view. A re nement strategy should take into account the likely similarity between I and J.
Usually, invariants are written as conjunctive sets of assertions, and hopefully the similarity between I and J will induce that they di er in few assertions only. The problem is rst to identify the assertions of the initial invariant I that would be preserved in the new assertion J. More precisely, we suggest a decomposition of I into I ? and I + , where the formula I ? contains assertions common to I and J, whereas the formula I + may contain assertions not present in the formula J. This decomposition is formalized as follows : I I ?^I+ ] ; I 0 I ?^( if at p i then J + else I + )] : (4) The de nition (4) is less nondeterministic than the de nition (3); as a result, a rather e cient strategy for deriving the new invariant I 0 from the initial invariant I can be developed. In the sequel, only the scheme (4) will be considered, and we may write J instead of J + . Note that the former scheme is obtained from the latter by xing I ? = def true.
Formal description of the method
In this section we investigate the connection between some initial system given with an invariant, and a re ned version of them. A rather systematic adaptation strategy is given for the atomicity re nement. This strategy is illustrated with a small elementary example.
Introduction
It is convenient to x some notation rst, and then to adapt the classical invariant theorem to the re nement problem. Let S = (P; M; T ) be the initial system and let S 0 = (P 0 ; M; T 0 ) be a re ned version of it, where p 2 P ; p 0 ; p 1 2 p and p i 6 2 S P ; P 0 = (P n fpg) p 0 ; where p 0 = p fp i g ; The connections between the initial proved system (S; I) and the re ned one (S 0 ; I 0 ) are now investigated. All proofs are given in 16]. The rst theorem is an adaptation to the problem in hand of the classical soundness and completeness result for the invariant method. Theorem 1 simply states, rst, that re ning the invariant is an appropriate way to check whether an invariance property is preserved or not and, second, that the form (4) can always be enforced (not in a unique way) for the re ned invariant. Furthermore, it is su cient to evaluate either sin (I^:at p i ); S 0 ] or win S 0 ; (I _ at p i )] to determine the correctness of the re nement. Our goal, however, is to dispense with any complicated evaluation of a weakest or strongest invariant; that is the reason why we will especially use condition 5 in practice.
De nition. The re nement of S into S 0 is correct with respect to the invariant I if the conditions of theorem 1 are satis ed. The role of the weakest and strongest invariants is to \squeeze" the re ned invariant I 0 between tight bounds. We can look for bounds less tight but easier to evaluate. By de nition, the invariant I 0 reduces to I when at p i is false; the following corollary provides bounds for the interesting case, where at p i is true. 
The set of solutions of the constraints (5) The same problem seems to arise again : a computation of a strongest invariant seems to be needed to know whether an assertion A can be selected or not, although this computation is likely to be intractable. However, safeness is easier to check than acceptability, and good approximations of an appropriate safe assertion I ? can be obtained simply by removing parts of the old invariant I, viewed as a conjunctive set of assertions. The key of the method is that the separate construction of I ? and then of J is easier than the direct construction of I 0 . The practical construction process for I ? is now formally described.
De nition. Let H 0 be a set of assertions such that I V H 0 . The approximation sequence (H 0 ; H 1 ; : : :) associated with the (conjunctive) set H 0 and the re ned system S 0 is inductively de ned as follows. Let H n be fA x : x 2 X n g and let X n+1 X n be the maximal set such that the triples f V H n g S 0 fA x g hold for all x 2 X n+1 . The set H n+1 is de ned as fA x : x 2 X n+1 g. The sequence (H n : n 2 N) is clearly decreasing, so its limit is is not an invariant of the re ned system, and we have no practical way to decide whether it is acceptable or not. However, experimentation has shown that, when the re nement under investigation is valid, the corresponding approximation sequence often converges quickly and that, even when H 1 6 = H, the formula V H 1 is still an acceptable choice. So, if V H 1 cannot be supplemented with adequate I + and J (using the technique given in Section 3.4.3), this is a strong indication that the re nement is not valid. The next step in this case is therefore 5 It is common practice to identify the invariant V H0 and the set H0 of assertions.
to look for an invalidity proof (see x3.5). If (6) are satis able. A choice J without occurrence of any place predicate associated with process p can be enforced.
Theorem 6. Let I be an invariant of S. If I ? is a safe assertion and if J is a formula satisfying constraints (6) and constraints I ? fJg fJg ; for all 2 T 0 such that p 0 6 2 type( ), (7) then the re nement of S into S 0 is correct (with respect to I) and an invariant of S 0 is I 0 = def I ?^( if at p i then J else I + )] :
The strategy for nding J is as follows. First, the sequentiality constraints (6) are evaluated; they lead to a candidate set C for J. Second, elements of C are repeatedly checked against the interaction constraints (7), that is, the triples fJg fJg (p 0 6 2 type( )) are evaluated, with the assertion I ? as an additional axiom. The assertion J can be any assertion satisfying both sequentiality and interaction constraints. In practice, J is a small formula whereas I ? may be a big one, so I ? fJg fJg is easier to check than fI ?^J g fI ? ) Jg. Even when I ? is not safe, this strategy often succeeds but, in this case, an a posteriori veri cation of the new invariant I 0 is needed.
The candidate set determined by the system of sequentiality constraints (6) is a \boolean interval" : it has the form fX : (A ) X)^(X ) B)g. Testing an arbitrary element X against the interaction constraints (Theorem 6) is routine work, but the needed symbolic computation can be heavy. It is therefore highly desirable to keep the number of tested elements as low as possible; a good tactic is needed to select a candidate X for testing. To obtain it, we have to keep in mind the double role of the invariant. First, as it is a proof tool, stronger formulas are to be preferred to weaker ones; second, as the invariant is also a documentation tool, one considers simpler formulas before more complicated ones. 
Incorrect re nements
The re nement strategy is nondeterministic; a failure to obtain a re ned invariant indicates either that the re nement is not correct with respect to the initial invariant, or that the assertions I ? and J have been selected in a wrong way (but recall that a safe choice for I ? is never wrong). However, due to theorems 1 and 6, the strategy is complete in the sense that every valid re nement can be proved correct with an invariant obtained by applying the strategy, provided that appropriate choices are made for I ? and J. There is a strong similarity with the resolution method used in rst-order logic : the empty clause can be derived by resolution from any unsatis able set of clauses, provided that the appropriate clauses are selected for uni cation and resolution. When non-correctness is suspected, the standard way to prove it is to construct a computation of S 0 whose initial state 0 satis es (I^:at p i ) whereas some succeeding state n fails to satisfy (I _ at p i ). The following theorem allows us to restrict to a special kind of computations. Comment. The essential point in a stepwise re nement development method is that the system and its invariant are modi ed hand in hand. It is not su cient that the invariant establishes the correctness of the system with respect to some speci cation. As already mentioned, the invariant is not only a proof tool, but also a documentation tool; as a result, clarity is as important as correctness. Besides, program speci cations might be modi ed as well; although speci cations should be clearly stated at the very beginning of the design, they can be modi ed during the design for at least three reasons. First, one may discover an additional property which happens to be satis ed by some version of the system under development. If this property is useful, it can be added to the speci cation; the invariants of the versions already constructed are modi ed accordingly. Second, it is well known that the proof of liveness properties often requires the proof of additional invariance properties; such properties are to be added to the speci cations and the invariants. Third, in case of failure, one may consider to weaken the speci cations. An example of re nement failure will be given in Section 4.4. An example of speci cation modi cation has already occurred in Section 2.3. In the invariant (1), the second line was the speci ed property (mutual exclusion), but the third line can be read as follows : the shared resource is idle (INCS = 0) only when no station is waiting for it (E = ;). This optimality in the use of the resource is interesting in itself and should be added to the speci cation.
An elementary example
The re nement technique is now demonstrated on a toy example : an (oversimpli ed) version of the \Producer-Consumer" algorithm. The problem is as follows. A cyclic process repeatedly produces data which are consumed by another cyclic process. Data already produced but not consumed yet are stored in a nite rst-in-rst-out bu er of size N > 0. Obviously, no item can be consumed when the bu er is empty, and no item can be produced when it is full. An abstract solution to this problem is modelled by the following fcs. 
Generalizations
In practice, atomicity re nements are slightly more complicated than the transformation introduced and illustrated above; especially, the introduction of new variables can be needed, and a statement can be decomposed in a sequence or a set of more than two substatements.
Another problem in practice is that algorithms to be designed and veri ed are frequently parameterized. For instance, mutual exclusion algorithms can be developed for a xed number of competing processes (usually 2), but it is more convenient to develop algorithms for the general case of n processes, where n is nite but unknown. These problems are addressed in the sequel of this section.
Sequential decomposition of a general multiple assignment
The re nement methodology introduced so far allows only the replacement of a transition like (p; S; p 0 ) by the transitions (p; S 1 ;`) and (`; S 2 ; p 0 ), wherè is a new label and where S 1 ; S 2 is sequentially equivalent to S. In practice however, S can be not only a double assignment, but also an arbitrary multiple assignment or a loop. We address here the sequential decomposition of the statement S 1 : n], where S i : j] is de ned as for k := i to j do S k ] , so S i : j] is sequentially equivalent to (S i ; : : :; S j ), for all i; j. A two-step decomposition method is proposed.
The rst step of the re nement is to replace the transition (p; S 1 : n]; p 0 ) by the transitions (p; S 1 : k];`k) and (`k; S k + 1 : n]; p 0 ), for some k such that 1 k < n. The usual method leads to adapt the old invariant I into a new invariant I ?^( if at`k then J k else I + )] :
The second step consists of an educated guess. A function J(:) de ned on f1; : : :; n ? 1g is to be found such that J(k) = J k . Several choices are possible for J(:) but most of the time, the simpler choice is the right one. Nevertheless, a formal veri cation of the following \generalization statement" is needed.
If the transition (p; S 1 : n]; p 0 ) is replaced by the n new transitions (p; S 1 ;`1), (`1; S 2 ;`2), : : :, (`n ?1 ; S n ; p 0 ), and if I is an invariant of the old system, then
is an invariant of the new system (with the additional convention that out is true when all new control predicates at`k are false). is an invariant of the re ned system, with the additional conventions J 0 (;) = def I + , J 0 (X) = def (J(X)^at p) , if X 6 = ;, X K and X 6 = K , J 0 (K) = def (I + at p 0 ]^at p). This technique will be illustrated in Section 4.8.
Parameterized algorithms
More often than not, the designer has to develop parameterized programs. An algorithm for mutual exclusion should be usable for an arbitrary number of processes, solutions to the classical problem of readers and writers should be valid for any numbers of readers and writers, a data transfer protocol involving a transmission bu er should be independent of the maximal size of this bu er, and so on.
In this paper, we restrict to the case where the only parameter is the number of processes and furthermore we suppose full symmetry between processes.
More formally, if p and q denote processes, neither the algorithm nor its specications and proofs are modi ed when the roles of symbols p and q are permuted.
It is well known that, when a problem exhibits some kind of symmetry, this symmetry should be maintained in the solution of the problem and, preferably, also in the argumentation leading to this solution. However, the notion of re nement introduced in this paper destroys the symmetry. The natural strategy is to restore the symmetry as soon as possible and, usually, this is rather straightforward. For instance, if the re nement of some transition r destroys the symmetry and if type( r ) = frg, then the adaptation of the invariant will probably be an instance of the scheme Old invariant : I 0^ 8p : A(p)] ; New invariant : I 0^ 8p6 =r : A(p)]^A 0 (r) : (8) The next step will be to suppose that, if symmetric replacements are performed for all p , p 6 = r, then an adequate re ned invariant is I 0^ 8p : A 0 (p)] : (9) Although this supposition is usually valid, there are cases when it is not, so an a posteriori formal veri cation is necessary.
Example { an abstract version
The problem of the mutual exclusion between the processes of a distributed network is considered again. The elementary solution introduced in the paragraph 2.3 was not found satisfactory since it involves the sharing of data structures between the processes. A better solution, rst introduced in 26], will be developed in this section.
Informal description of the problem and its solution
A network consists of N 2 nodes which communicate by messages and do not share memory. The algorithm has to create mutual exclusion between these nodes for access to a given resource. Freeness of deadlock and individual starvation must be provided. The basic idea, as introduced in 26], is as follows. A node attempting to invoke mutual exclusion sends a request to all other nodes. On receipt of the request, the other nodes send a reply, immediate or deferred, following a priority function. When the N ? 1 replies have been received, the access to the critical section is granted. A deferred reply is delayed until the receiving node has completed its own access to the critical section.
When a station p needs to access its critical section, it will rst indicate it and update the priority function. Afterwards, requesting messages are issued to the other stations; the access is delayed until all the answering messages have been received. The station p performs some internal computation within its critical section for a while; when this computation is completed, the station p sends deferred replies, if any (these replies are sent to stations which have requested access to their own critical section). The station p then comes back into its non-critical section. The priority function is updated by a station at the very time this station begins its entry protocol. The station allows already entered stations to take precedence over it.
A minimal requirement appears immediately. If stations p and q both attempt to access their critical section, then exactly one of them should be delayed by the other. Comment. This requirement is not a consequence of the mutual exclusion, but a speci c property connected with the tactics used to implement mutual exclusion.
Some notation is introduced now, in accordance with 26]. 
A rst abstract version
In this most abstract version, called S 0 , all communication and synchronization problems are avoided : it is supposed that each station has instantaneous access to the whole memory of the system. Furthermore, we look for a coarse-grained version. More precisely, only three steps are distinguished : the entry protocol, which leads from the initial state p 0 to the waiting state p 4 , the entry test, which leads from the waiting state p 4 to the critical state p 5 , and the exit protocol which leads from the critical state p 5 to the initial state p 0 .
The program
Every station is modelled by a process (the same name is used for a station and for the corresponding process). The set of processes is P 0 = fp; q; r; : : :g. Every process contains three labels; they are denoted z 0 ; z 4 and z 5 , for all z 2 P 0 . (10) All expressions occurring in the transitions will eventually be implemented with private variables and message passing but, for now, we are not concerned with implementation problems. All those expressions are boolean; the expressions RCS p , OR q p and RD q p are initially false. We often write 1 and 0 for true and false respectively. The symbol ] denotes a step of internal computation. Such a step can change the value of the expression rcs p , when executed by station p, but has no action on the value of the other expressions introduced above.
The intended meaning of the transitions is as follows.
(p 0 ! p 0 ) models internal computation in the non-critical section.
(p 0 ! p 4 ) models the entry protocol. Station p indicates that the access to the critical section is needed, the priority function is updated and requests are sent to all the other stations, which react to them instantaneously.
(p 4 ! p 5 ) models waiting for access.
(p 5 ! p 5 ) models internal computation in the critical section.
(p 5 ! p 0 ) models the exit protocol. The station p indicates that the access to the critical section is no longer needed, and sends replies to the stations which have requested access (reactions to these replies are also instantaneous). This oversimpli ed version of the system is not satisfactory, for the following reasons.
The communications from a station p to a station q are modelled by assignments, involving either station p or station q. (This is not realistic : both stations should be involved.) As the priority function is used immediately after the update, that is, before any interference from another station can occur, the test (RCS qP R p q ) will always reduce to RCS q in the transition from the initial state p 0 to the waiting state p 4 .
Large sections of program have arti cially been viewed as single transitions; for instance, it is not realistic to suppose that a station can send several messages or receive several replies in a single execution step. These assumptions will be replaced by more realistic ones in the sequel of this paper but, rst of all, the behaviour of this rst version of the system must be stated formally, in the form of an invariant. The invariant must be strong enough to imply the speci cations of the system, as far as safety properties are considered.
The speci cations and the invariant
The main speci cation formalizes the mutual exclusion : no more than one station at a time can be in its critical section. This is formalized in the assertion 8p 8q6 =p :(at p 5^a t q 5 )] : (11) The requirement introduced in Section 4.1 is formalized in the assertion 8p 8q6 =p (at p 4^a t q 4 ) ) NfOR q p ; OR p q g = NfRD q p ; RD p q g = 1] : (12) Comment. Freeness of individual starvation is a liveness property and is not considered here.
The construction of an adequate invariant is not very di cult : : : since all di culties have been arti cially removed. In order to obtain this invariant, the intended meaning of the variables is formally described by safety properties. As all expressions are concerned with only one or two stations, we will look for assertions involving at most two stations, say stations p and q. The invariant I 0 can now be checked against every transition. This kind of checking is routine work and omitted here.
As a conclusion, the system S 0 is correct with respect to the invariant I 0 .
Furthermore, this invariant is strong enough to guarantee mutual exclusion;
should (at p 5^a t q 5 ) be true, then (RCS p^R CS q ) and PR q p and PR p q would also be true, in contradiction with assertion NfPR q p ; PR p q g = 1 .
Comment. It is important to point out that, at this abstract level, the only di cult point was to think about the very idea on which the algorithm is based (although this idea can be expressed in a very concise way 26]). In this respect, concurrent algorithms are like most classical sequential algorithms (QuickSort for instance); a spark of genius may be needed to get the idea but, afterwards, fair technical competence should be su cient to obtain the program with a proof of correctness. contains too many actions and should be split. The rst line of the transition models a preliminary phase, during which the station selects a weak priority and makes requests to all the other stations. The second line is the decision phase : the other stations decide whether the request will be granted at once or delayed. The two phases are tentatively separated, by introducing the label p 3 , rst for a single station r 2 P 0 only (if the re nement succeeds, it will be generalized according to Section 3. 
A rst re nement

Construction of I {
A new invariant I 1 must be constructed from I 0 , in order to establish the validity of this re nement. According to the method introduced in Section 3.4.2, the rst task is to compute the approximation sequence (H 0 ; H 1 ; : : :), or at least its rst two elements, in order to choose an assertion I ? 0 . The elements of H 0 are the assertions of I 0 , as listed in (13) . Almost all assertions still belong to H 1 ; the di erence is (H 0 n H 1 ) = f(OR q r RD r q ) : q 2 P 0 n frgg :
We are no longer in the favourable case : it is easy to check that V H 1 is not an invariant of the re ned system. Nevertheless, it will be our rst choice for I ? 0 . (14) Similarly, the greatest weaker bound (C 1 ) wlp A 1 ; I + 0 at r 4 ]]) is 8q6 =r if RCS q^P R r q then OR q r else :RD r q ] : (15) We have now to select a candidate among the members of the candidate set determined by the aforementioned bounds (15) and (14) . The most promising candidate is usually the strongest interpolant (x3.4.3). In the present case, it is simply obtained from the strongest bound by dropping the terms not occurring in the weakest bound. This leads to the choice 8q6 =r PR r q^O R q r^: RD r q ] . However, this candidate for J is not acceptable as such, since the term PR r q is not respected by transition (q 0 ! q 4 ); this term is therefore to be omitted too. Our strongest possible choice for J is now 8q6 =r OR q r^: RD r q ] . This formula is still an element (and an interpolant) of the candidate set. This second choice leads to the candidate invariant I 1 = def I ? 0^i f at r 3 then 8q6 =r OR q r^: RD r q ] else I + 0 ] : It is easy to check that I 1 is an invariant, and that it still guarantees the mutual exclusion.
Construction of
Generalization
The e ect of the re nement just validated is as follows. The equivalences OR q r RD r q are not respected by the decomposition. The invariant I 1 is obtained from the invariant I 0 by replacing, for each q 6 =r, the assertion OR q r RD r q by the assertion if at r 3 then OR q r^: RD r q else OR q r RD r q or, equivalently, by the assertion (RD r q ) OR q r )^(:at r 3 (OR q r ) RD r q )) :
Comment. The second assertion is to be preferred since it shows that, although the formula OR q r RD r q is not respected by the new transition (r 3 ! r 4 ), the weaker formula RD r q ) OR q r is. Note also that the truthvalue of (OR q r ) RD r q ) is independent of q although (q 5 ! q 0 ) may alter OR q r and RD r q .
Only one transition, involving an arbitrary but xed station r, was concerned by the re nement. A similar re nement can now be attempted about the analogous transitions in all other stations, and it is likely that the e ect on the invariant will be similar. The least stronger bound and the greatest weaker bound of the candidate set for J J at r 1 ] respectively are : S = rcs r^R CS r^8 p6 =r (:RD p r )] ; W = 8p6 =r (:RD p r ) : We rst observe that the only interpolant of S and W is W. Second, we have already noticed that introducing the private variable rcs r into the invariant is useless and, third, introducing the variable RCS r would be useless too, since its behaviour is already recorded in full in the preserved part of the invariant.
As a conclusion, we need only considering one candidate, that is, J = def W. is not valid, although the precondition implies I 0 and the postcondition is a logical consequence of I 0 . (More operationally, the \then" part of the assignment is executed for q = r, leading to a state where (at r 1^R D p r ) is true, whereas the postcondition asserts that (at r 1^R D p r ) should be false.) The usual technique fails to validate the re nement and leads to a negative result, that is, the assertion (:at r 1 ) I ?
2 ) is not an invariance property of the re ned system. As a conclusion, the transition (r 0 ! r 3 ) will not be split into (r 0 ! r 1 ) and (r 1 ! r 3 ), but another decomposition can be attempted. 
Decomposition of the exit protocol
The transition (r 5 ! r 0 ) models the exit protocol; it is tentatively re ned by introducing the new control point r 6 (see Figure 2) . It is left to the reader to show that the usual tactic succeeds here, and leads to replace in the invariant I 2 the assertions at r 0 :RCS r ; RD p r (at p 4^R CS r^P R r q ) ; for all p6 =r ;
respectively by the assertions at r 06 :RCS p ; at p 4 r 6 _ (RD p r (at p 4^R CS r^P R r q )) ; for all p6 =r : This re nement can be generalized to all p 2 P 0 .
A medium-grained approach and its invariant
The system S 3 obtained so far has the transitions listed below, for all p 2 P 0 . 
Comment. We have obtained a \medium-grained" version : distinct operations belong to distinct transitions, but a station deals with all the other stations in a single transition.
Absence of deadlock
The invariant expresses that the medium-grained version guarantees the mutual exclusion. Furthermore, two stations cannot wait for a reply from each other, but this property is not su cient to guarantee the absence of deadlock. More formally, the invariant establishes that states satisfying at p 4^a t q 4^O R q p^O R p q cannot be reached, but this is no longer true for states satisfying dead(p; q; r) = def at p 4^a t q 4^a t r 4^O R q p^O R r q^O R p r ; (19) where p, q and r are distinct stations. In such a state, station p is waiting for station q, which is waiting for station r, which is waiting for station p. None of these three stations will ever gain access, and, in fact, all the other stations will be also delayed forever. Let us call formula (19) the deadlock formula associated with the sequence A blocking state is a state satisfying block(D) for some D.
The absence of deadlock is the consequence of the propositions enumerated below.
1. Any deadlock state satis es the deadlock formula associated with some sequence D.
2. Any state satisfying both the invariant I 3 and the formula dead(D) also satis es the formula block(D).
The formula (I 3^8 D :block(D)]
) is an invariant of the system S 3 .
The proofs are given in 16]. These propositions guarantee that, in order to prevent deadlock, it is su cient that the initial state is not a blocking state. Comment. The strengthening of the invariant performed in this section shows that the proposed methodology is rather exible. The program designer may strengthen or modify the speci cation of the problem at any time; the point is, every modi cation in the program must be justi ed at once by an adaptation of the invariant.
Centralized implementation of the priority scheme
As mentioned in Section 4.1, the priority scheme is simply \ rst-in-rst-out". The very abstract way it has been implemented was convenient for understanding and proving purposes but, as variables shared in writing have been used, this abstract way is not realistic at all. As a rst step towards an implementation, we would like to restrict at least the writing access. This is a \creative" modi cation, the rst one since the initial system has been stated. Fortunately enough, a standard solution to this problem exists, that is, the \bakery technique", introduced in 20]. Let us recall the principle brie y. In a bakery, each customer is served according to the arrival time. This time can be witnessed by a ticket the customer takes when entering the bakery. The tickets are numbered 0,1,2,: : :. A customer p has priority over a customer q if the \sequence number" of p is less than the sequence number of q. A drawback is that all customers need to access the ticket box (like the absolute time in the algorithm); this restriction is not always acceptable and will be removed later.
In the present framework, the application of the bakery technique is straight- (20) The standard way of justifying the modi cation performed in this section is a new adaptation of the invariant but, in fact, it is hardly needed. From the formal point of view, the \transformation" is nothing more than a notational change : \PR q p " has been replaced by \SN p < SN q ". All we have to check is that this notational change has been consistently applied everywhere. Otherwise stated, the (abstract) family of variables PR is adequately implemented by the (less abstract) family of variables SN and the special expression time. This point of view is compositional in the sense that the modi cation is concerned only with the priority scheme, and not with the whole concurrent system. The dependence of the assertion J A on the set A is explicit, so the second step of the attempted re nement consists of the (trivial) de nition J(X) = def J X , where X can be any non-empty subset of P r except P r itself. We also call X the new set variable; its initial value is the empty set.
According to the end of Section 3.7.2, we have to check that the replacement of the transition J 0 (X) = def (J(X)^at r 2 ) , if X 6 = ;, X P r and X 6 = P r , J 0 (P r ) = def (I + 3 at r 3 ]^at r 2 ). It is indeed the case; furthermore, it can be shown that the new invariant I 5 di ers from the old invariant I 3 only in the replacement, for all q 6 = r, of the assertion :at r 3 (OR q r ) RD r q ) by the assertion : at r 3 _ (at r 2^q 2 X)] (OR q r ) RD r q ) : The predicate at r 3 _(at r 2^q 2 X)] is interpreted as follows : \station q views station r as being at the control point r 3 ". This intuitive interpretation will be further developed later. 4 The veri cation is left to the reader. 6 ; X p = P p ?! X p := ; ; p 0 ) : (22) The new invariant I 7 is obtained from I 3 by addition of the assertion 8p (X p P p ) and by replacing at p i by at q p i , where the latter predicate intuitively means : \from the point of view of station q, the place predicate at p i is true". Here is the formal de nition of these predicates. 5 Towards an implementation
Decomposition of all quanti ed transitions
The system S 7 can be implemented as a set of processes communicating by shared memory. However, as no expression is altered by more than two stations, it can be attempted to implement S 7 as a set of communicating sequential processes.
Private variables and shared transitions
The system must be transformed in such a way that each variable is altered by one station only. We adopt the following convention : a variable can be altered by station p if its subscript is p.
This convention enforces further transformation of the system. Let us consider for instance the transition (p 6 ; q 2 P p nX p^R D q p ?! (RD q p ; OR p q ; X p ) := (0; 0; X p fqg) ; p 6 ) :
This transition does not respect the convention, since it alters the variable OR p q , being owned by station q. This can be repaired easily. If process p is no longer allowed to access variable OR p q , then a new process, attached to station q, needs to be created to do that; the type of the transition (see x 2.3) will include this new process. In fact, one can observe that station p requires the cooperation of station q in two ways: rst, when the access is requested (station q must know SN p ) and, second, when a reply is issued (station q has to reset variable OR p q ).
It is convenient to create two new processes for each station. A rst one will deal with the requests, that is, the sequence numbers of the other stations. A second one will deal with the replies from the other stations. For now, these processes will contain a single label. For station p, the auxiliary processes are respectively p 0 = fp 0 0 g and p 00 = fp 00 0 g. A The rst one evokes SN q and RD p q ; therefore, this transition involves the rst auxiliary process attached to station q. The last one involves OR p q , which has to be reset to 0 (false) by the second auxiliary process attached to station q. The second transition, like the rst one, involves the auxiliary process fq 0 0 g; furthermore, as the variable OR q p is reset to 0, the auxiliary process fp 00 0 g is also involved. As a result, the aforementioned transitions are respectively rewritten as (p 3 This transformation does not alter the invariant; it is not really a re nement, but only a purely syntactic transformation. This is rather obvious : exactly the same actions are performed, in the same order. The only modi cation is concerned with the formal processes, and the following result has been achieved : each variable is now the \private" property of a station, and can be evoked only in a transition shared by a process of this station. Let us note that, intuitively, auxiliary processes have been introduced to perform some speci c tasks but, formally, the fcs language does not indicate which process performs which assignment; indeed, formal processes in fcs are simply sets of labels (and are not computing agents). Computing agents are concerned with the implementation, but further transformations are needed before the implementation as a set of communicating processes can be evoked.
Distributed implementation of the priority scheme
There is still a quantity which is shared between all the stations : the absolute time, denoted by the symbol time. It is perhaps optimistic to suppose that all stations have access to a common clock. In practice, the stations should have access only to their own clocks, meaning that the priority scheme should be implemented in a distributed way. One can suppose that the local clocks are all copies of some absolute clock, giving GMT for instance, but one cannot suppose that they are perfectly accurate. Let us now investigate whether the accuracy hypothesis can be relaxed.
As a rst step, we recall what is known about time; this knowledge is inherited from the abstract version of the priority scheme. the last evaluation of time gives a greater value than any former evaluation. As it is unrealistic to assume that distant processes share a common clock, the monotonicity hypothesis will probably be weakened. In fact, the realistic situation is that each station has its local clock, and that clocks are synchronized only from time to time. can no longer be assumed without restriction. Fortunately, the validity of this triple is needed only when station q is about to access its critical section; at this time, say when some predicate cl 8 pq holds, station p should not be allowed to \steal" the priority by establishing SN p < SN q . As a consequence, synchronization between p and q should occur before station q reaches the control point at p q 4 (and after it has selected its own time time(q)). From the operational point of view, this is possible since communication between p and q occurs during the appropriate space of time. The conclusion is that a distributed implementation is possible, assuming only monotonicity of the local clocks and from time to time synchronization. The specifying triple will be fSN q < SN p _ cl 8 Besides, the behaviour of the new variables is speci ed by the assertion 6 q : at q 0 0 _`q 2 P q ; 7 qp : (:at q 0 0^`q = p) ) (k q = SN p^ (at p 3^q 2 X p ) _ (at p 4^q 6 2 X p )]) : Comment. It can be more convenient to rede ne the auxiliary predicates at q p 3 and at q p 4 instead of replacing them by appropriate expressions. That will be done in the next section. This re nement does not alter the invariant. That was not unsuspected for the new transition q 12 has no e ect on the invariant. As suggested above, it is more convenient to rede ne auxiliary place predicates than to replace them by more complicated expressions. The assertions of I 10 are : Comment. The new de nitions of the auxiliary predicates reduce to the old ones when the formula (:at q 0 0^`q =p) is false. Note that, with any interpretation, exactly one of the six auxiliary predicates in the set fat q p i : i = 0; 2; 3; 4; 5; 6g is true at every time. This is obvious when (:at q 0 0^`q =p) is false; otherwise, this is a consequence of the assertion 7 qp . The usual procedure can be used but it is clear that the only natural way to adapt the invariant is to add the assertion 8 qp : (at q 0 3^`q = p) ) d q = (RCS q^( SN q ; q) (SN p ; p)) :
Further decomposition
An unsuccessful attempt (bis)
However, this assertion is not respected by transition p 56 and the invariant cannot be adapted. One can check that the attempted re nement is incorrect and leads to deadlock.
Communicating Sequential Processes
The implementation of the system as a set of distributed processes is now possible. The solution presented here is based on the rendezvous mechanism. It is obtained by replacing transitions involving two processes by pairs of \pseudo-transitions" involving one process (and containing a communication statement ;`q) is interpreted as \receive a couple of values from the channel REQ q p and assign these values to the variables k q and`q respectively". Similarly, REP q p (for \reply from p to q") denotes a one-way channel, oriented from p to q; this is a synchronization channel, which does not carry information. The input and output statements respectively are REP q p ? and REP q p !, without argument. As recalled in Section 2.2, input and output statements are executed simultaneously, in matching pairs; the e ect of the concurrent execution of C?x and C!e is the distributed assignment x := e.
An auxiliary version
The actions of a synchronous system are usual transitions and pseudo-transitions executed in matching pairs only. The actions involving station p are listed below.
in csp is also di cult. The formal semantics of unity is by far easier, which leads to a simpler methodology. However, a unity program is rather far from an implementation, and the last step of the design should be made outside unity.
The language fcs is inspired from the formalism of transition systems 28], but can also be viewed as a trade-o between csp and unity. In fcs, the notion of process exists, which allows to perform the whole design within fcs, but the notion of parallel composition of processes does not exist, which avoids the introduction of complex formal semantics and proof systems.
The methodology we propose can be used to map a proved unity program (translated into a proved fcs program) on a speci c architecture. The introduction of processes and control ow is not incompatible with a clean use of the invariant method and of Chandy and Misra's logic.
The main example presented in this paper clearly indicates that a formal development might be rather long. As already mentioned, educated guesses can make the development signi cantly faster. Our goal is not to discourage the use of educated guesses, provided that they are strengthened by formal notation and proof. However, our opinion is that most program re nements can be performed using formal manipulation alone.
