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概要
In this paper, we will investigate how to introduce the complex number notation for the 
truth value in logic. The truth value in a logic is used to interpret whether a given 
proposition is valid or not. The proposition are notated by formulas, which are constructed 
from the set of atomic propo-sitional variables V AR by the standard truth functional 
connectives: ¬(negation), ∧ (conjunction), ∨ (disjunction) and → (material implication). So, to 
interpret a formula, we need at first to define a truth assignment function v : V AR → { 0, 1 }. 
Here {0, 1 } is a set of truth values in 2-valued logic. As the valid formulas in 2-valued logic, 
law of excluded middle, law of noncontradiction, law of double negation, De Morgan’s laws 
and Lewis principles are well-known. On the other hand, there exists a situation in which 
2-valued logic, i.e. law of excluded middle A∨¬A was not valid. To interpret such a 
situation, there are proposed several kinds of non-standard logics, intuitionistic logic, De 
Morgan logic and Ł- ukasiewicz 3-valued logic, for instance.  The validity of formulas in non-
standard logics, are defined on the order relation among the truth value set of many 
numerical elements.  Therefore, in order to exploit the strong analytical property of complex 
number domain, we will propose the complex number notation, precisely v(B) = v(A)eiθ as 
the interpretation of a pair sentence (A, B), instead of using natural number or real number 














































命題が作り出せる。基本的な命題表現を命題変数 p, q, r, · · · で表し、論理的な操作は次の論理結
合子で形式化することにより、個々の命題表現を論理式の形で表現できる。任意の命題を表す論
理式 A，B について、
　（ i ）　∧（論理積）：A ∧ B は、合成命題 ”A かつ B” を表す論理式
　（ii）　∨（論理和）：A ∨ B は、合成命題 ”A または B” を表す論理式
　（iii）　→（含意）：A→ B は、合成命題 ”A ならば B” を表す論理式
　（iv）　¬（否定）：¬A は、合成命題 ”A でない”を表す論理式、と定める。










(A,B) [1] eiθ = cos θ + i sin θ














p, q, r, · · ·
A,B
(i) ∧ A ∧B A B
(ii) ∨ A ∨B A B
(iii) → A → B A B
(iv) ¬ ¬A A






A B A ∧B A ∨B A → B
⊤ ⊤ ⊤ ⊤ ⊤
⊤ ⊥ ⊥ ⊤ ⊥
⊥ ⊤ ⊥ ⊤ ⊤
⊥ ⊥ ⊥ ⊥ ⊤
v : V AR → {0, 1} v(⊤) = 1






そこで、おのおのの命題変数への数値の割り当てをする付値関数 v : V AR→｛ 0，1 ｝を導入する。
但し、v（
⊥




　（C2）v（A ∧ B）= min（v（A），v（B））
　（C3）v（A ∨ B）= max（v（A），v（B））
　（C4）v（A→ B）= max（１− v（A），v（B））
　実際に、この定義は表１の真理値表の付値集合の下での言い換えである。この付値関数 v を用
いて v : L C→A 2 により、言語 L C と同型なブール代数 A 2=〈A2 ,∼,∩,∪,⊃，1，0〉が構成できる。
このブール代数により、論理式の解釈が与えられる。即ち、任意の A, B ∈ FORC に対して、v（A）
= a，v（B）= b を満たす a, b ∈ A2 が存在し、次が成り立つ。
　（C1）′∼a = 1 − a：∼ は論理結合子 ¬ のブール代数上での解釈
　（C2）′a ∩ b = min（a,b）：∩は論理結合子∧のブール代数上での解釈
　（C3）′a ∪ b = max（a,b）：∪は論理結合子∨のブール代数上での解釈
　（C4）′a ⊃ b = max（∼a,b）：⊃は論理結合子→のブール代数上での解釈
　２値論理（または古典論理とも云う）で恒真となる論理式には次のものがある。ここで、P ↔ 
Q は（P→ Q）∧（Q→ P）の省略形である。
（１）c A ∨ ¬A （排中律）
（２）c ¬（A ∧ ¬A） （無矛盾律）
（３）c ¬¬A ↔ A （二重否定の除去）
（４）c（¬B→ ¬A）↔（A→ B） （対偶律）
（５）c ¬（A ∨ B）↔（¬A ∧ ¬B） （ド・モルガン律１）
（６）c ¬（A ∧ B）↔（¬A ∨ ¬B） （ド・モルガン律２）
（７）c（A→ B）↔（¬A ∨ B）
（８）c（（A→ B）→ A）→ A （パース律）
（９）c（A ∨ B）∧ ¬A→ B （選言三段論法）
（10）c（A→ B）∨（B→ A）
（11）c A→（B ∨ ¬B）
（12）c A∧¬A→ B （ルイスの原理）
　しかし、２値論理の他にも次節にその一部を示すたくさんの論理が提案されている。これらは
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　−（１）c A ∨ ¬A （排中律）
　−（３）c において、¬¬A→ A （二重否定の除去）
　−（４）c において、（¬B→ ¬A）→（A→ B） （反対偶律）
　−（６）c において、¬（A ∧ B）→（¬A ∨ ¬B） （ド・モルガン律２）
　−（７）c（A→ B）↔（¬A ∨ B）
　−（８）c（（A→ B）→ A）→ A （パース律）
　−（11）c A→（B ∨ ¬B）
　ド・モルガン論理は２値論理において選言三段論法（９）c を認めない論理であり、選言三段論
法を恒真としないことにより、以下の論理式が恒真にならない［6］。
　−（１）c A ∨ ¬A （排中律）
　−（２）c ¬（A ∧ ¬A） （無矛盾律）
　−（７）c（A→ B）↔（¬A ∨ B）
　−（８）c（（A→ B）→ A）→ A （パース律）
　−（９）c（A ∨ B）∧ ¬A→ B （選言三段論法律）
　−（11）c A→（B ∨ ¬B）
　−（12）c A ∧ ¬A→ B （ルイスの原理）
　ウカシェヴィッチ３値（Ł３）論理は２値論理において真と偽の他に第３の値として ” 可能 ” を
導入した論理であり、この ” 可能 ” の導入により、以下の論理式が恒真にならない［5, 4］。
　−（１）c A ∨ ¬A （排中律）
　−（２）c ¬（A ∧ ¬A） （無矛盾律）
　−（７）c（A→ B）↔（¬A ∨ B）
　−（８）c（（A→ B）→ A）→ A （パース律）
　−（９）c（A ∨ B）∧ ¬A→ B （選言三段論法律）
　命題変数の集合 V AR に対して、上の３つの論理式を構成する言語を次で定義する。
１．直観主義論理の言語：L I =< FORI ,¬,∧,∨,→,
⊥
,N,⊥ > に対して、命題変数への数値の割
り当てをする付値関数 vI : V AR→｛ 0,1/2,1 ｝を導入する。直観主義論理では排中律 A ∨ ¬A が
恒真とならないので真理値として N を取るとする。また、vI（
⊥
）=１, vI（⊥）= ０および vI（N）
= 1/2とする。この時、付値関数は以下の定義により、直観主義論理式全体の集合 FORI から付
値集合｛ 0,1/2,1 ｝への写像に一意的に拡張できる［4］。
　（I1）vI（¬A）= vI（A→⊥）
　（I2）vI（A ∧ B）= min（vI（A），vI（B））










　２値論理のブール代数と同様に、この付値関数を用いて vI : L I→A I により、直観主義論理の
擬ブール代数 A I =（AI，∼，∩，∪，⊃，１，1/2，０）を構成でき、論理式の解釈が次で与えられる。
即ち、任意の A，B ∈ FORI に対して、vI（A）= a，vI（B）=b を満たす a，b ∈ AI が存在し、次が
成り立つ。
　（I1）′∼a = a ⊃０：∼ は論理結合子 ¬ の擬ブール代数上での解釈
　（I2）′a ∩ b = min（a，b）：∩は論理結合子∧の擬ブール代数上での解釈
　（I3）′a ∪ b = max（a，b）：∪は論理結合子∨の擬ブール代数上での解釈





b 　（a > b）
：⊃は論理結合子 → の擬ブール代数上での解釈
　直観主義論理の論理式の解釈を真理値表で表すと表２の通りである。
２．ド・モルガン論理の言語：L DM =< FORDM ,¬,∧,∨,→,
⊥
, I , J,⊥ > に対して、命題変数へ
の数値の割り当てをする付値関数 vDM : V AR →｛0，i，j,1｝を導入する。ド・モルガン論理では
排中律 A ∨ ¬A と無矛盾律 ¬（A ∧ ¬A）が恒真とならないので、A ∧ ¬A, A ∨ ¬A の真理値と
して I，J を取るとする。また、vDM（
⊥













　（DM 2）vDM（A ∧ B）= min（vDM（A），vDM（B））
　（DM 3）vDM（A ∨ B）= max（vDM（A），vDM（B））







vI(A) vI(B) vI(A ∧B) vI(A ∨B) vI(A → B)



























0 0 0 0 1
vDM : LDM → ADM , ADM = �ADM ,∼,∩,∪,⊃, 1, i, j, 0�
A,B ∈ FORDM vDM (A) =
a, vDM (B) = b a, b ∈ ADM











0 (a = 1)
1 (a = 0)
i (a = i)
j (a = j)
∼ ¬
(DM2)′ a ∩ b = min(a, b) ∩ ∧
(DM3)′ a ∪ b = max(a, b) ∪ ∨
(DM4)′ a ⊃ b = a ≤ b ⊃ →
3
3. �L3 L�L3 =< FOR�L3 ,¬,∧,∨,→,⊤,N,⊥ >
v�L3 : V AR → {0,
1
2 , 1} �L3 3







(�L31) v�L3(¬A) = 1− v�L3(A)
(�L32) v�L3(A ∧B) = min(v�L3(A), v�L3(B))
(�L33) v�L3(A ∨B) = max(v�L3(A), v�L3(B))
(�L34) v�L3(A → B) = min(1, 1− v�L3(A) + v�L3(B))
v�L3 : L�L3 → A�L3 ,�L3 A�L3 = �A�L3 ,∼,∩,∪,⊃, 1,
1
2 , 0�
A,B ∈ FOR�L3 v�L3(A) = a, v�L3(B) = b
a, b ∈ A�L3
(�L31)
′ ∼ a = 1− a ∼ ¬ �L3
(�L32)
′ a ∩ b = min(a, b) =∼ (∼ a+ ∼ b) ∩ ∧ �L3
(�L33)
′ a ∪ b = max(a, b) = ((a ⊃ b) ⊃ b) ∪ ∨ �L3
(�L34)




　この付値関数を用いて vDM : L DM → A DM により、ド・モルガン代数 A DM =〈ADM ,∼,∩,∪,⊃,1,  
i，j,0〉を構成でき、論理式の解釈が次で与えられる。即ち、任意の A，B ∈ FORDM に対して、
vDM（A）= a，vDM（B）= b を満たす a，b ∈ ADM が存在し、次が成り立つ。
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i（a = i ）
j（a = j ）
：∼ は論理結合子 ¬ のド・モルガン代数上での解釈
　（DM 2）′a ∩ b = min（a，b）：∩は論理結合子∧のド・モルガン代数上での解釈
　（DM 3）′a ∪ b = max（a，b）：∪は論理結合子∨のド・モルガン代数上での解釈
　（DM 4）′a ⊃ b = a ≤ b：⊃は論理結合子 → のド・モルガン代数上での解釈
　ド・モルガン論理の論理式の解釈を真理値表で表すと表３の通りである。
３．Ł３論理の言語：L Ł３= < FORŁ３,¬,∧,∨,→,
⊥
,N,⊥ > に対して、命題変数への数値の割




び vŁ３（N）= 1/2とする。この時、付値関数は以下の定義により、Ł３論理式全体の集合 FORŁ３
から付値集合｛0,1/2,1｝への写像に一意的に拡張できる［4］。
　（Ł３1）vŁ３（¬A）=１− vŁ３（A）
　（Ł３2）vŁ３（A ∧ B）= min（vŁ３（A），vŁ３（B））
　（Ł３3）vŁ３（A ∨ B）= max（vŁ３（A），vŁ３（B））
　（Ł３4）vŁ３（A→ B）= min（1, 1 − vŁ３（A）+ vŁ３（B））
　この付値関数を用いて vŁ３ : L Ł３ → A Ł３ により、Ł３論理代数 AŁ３=〈AŁ３，∼，∩，∪，⊃，１，
1/2，０〉を構成でき、論理式の解釈が次で与えられる。即ち、任意の A, B ∈ FORŁ３に対して、
vŁ３（A）= a，vŁ３（B）= b を満たす a，b ∈ AŁ３が存在し、次が成り立つ。
　（Ł３1）′∼a = １− a：∼ は論理結合子 ¬ の Ł３論理代数上での解釈
　（Ł３2）′a ∩ b = min（a，b）= ～（∼a+∼b）：∩は論理結合子∧の Ł３論理代数上での解釈
　（Ł３3）′a ∪ b = max（a，b）=（（a ⊃ b）⊃ b）：∪は論理結合子∨の Ł３論理代数上での解釈










vDM (A) vDM (B) vDM (A ∧B) vDM (A ∨B) vDM (A → B)
1 1 1 1 1
1 i i 1 0
1 j j 1 0
1 0 0 1 0
i 1 i 1 1
i i i i 1
i j 0 1 0
i 0 0 i 0
j 1 j 1 1
j i 0 1 0
j j j j 1
j 0 0 j 0
0 1 0 1 1
0 i 0 i 1
0 j 0 j 1









v�L3(A) v�L3(B) v�L3(A ∧B) v�L3(A ∨B) v�L3(A → B)






































vDM (A) vDM (B) vDM (A ∧B) vDM (A ∨B) vDM (A → B)
1 1 1 1 1
1 i i 1 0
1 j j 1 0
1 0 0 1 0
i 1 i 1 1
i i i i 1
i j 0 1 0
i 0 0 i 0
j 1 j 1 1
j i 0 1 0
j j j j 1
j 0 0 j 0
0 1 0 1 1
0 i 0 i 1
0 j 0 j 1









v�L3(A) v�L3(B) v�L3(A ∧B) v�L3(A ∨B) v�L3(A → B)





































（１）２値論理の付値関数：v : V AR →｛0，1｝
（２）直観主義論理の付値関数：vI : V AR →｛0,1/2,1｝ 　
（３）ド・モルガン論理の付値関数：vDM : V AR →｛0，i，j，1｝
（４）Ł３論理の付値関数：vŁ３ : V AR →｛0,1/2,1｝
　２値論理の付値は否定により反転するが、v（¬A）=1 − v（A）で計算できる。また、論理結合
子∧ , ∨の付値は、0, 1 の大小関係の下でそれぞれ min（x，y）, max（x，y）関数で計算できる。また、
直観主義論理の否定の付値は、vI（¬A）= vI（A→⊥）=（a ⊃ 0）で定義され、含意の付値は、a ⊃
b = １（a ≤ b）または =b（a > b）で計算できる。この含意の計算定義は、直観主義論理を解釈す
る順序 ≤ が、次の２つの条件を満たすことと等価である。
　（ i ）　順序集合｛0,1/2,1｝の中に最大元１と最小元０が存在する。
　（ii）　 順序集合｛0,1/2,1｝の中の任意の２元x，yに対して、x⊃y = max｛z|x∩z≤y｝が存在する。
　ド・モルガン論理の付値も否定により反転するが、vDM（¬A）=０（vDM（A）=１），=１（vDM（A）
=０）、= i（vDM（A）= i）および = j（vDM（A）= j）で計算できる。また、｛0，i，1｝と｛0，j，1｝のそれぞ
れの集合の要素間には大小の順序関係があるが、｛ i，j ｝集合の要素間には順序が付かない。論理




　- vŁ３（¬A）=１− vŁ３（A）= 1/2　（vŁ３（A）= 1/2）
　 - vŁ３（A→ B）= min（1,1 − vŁ３（A）+ vŁ３（B））= 1/2　（vŁ３（A）= 1/2, vŁ３（B）=０またはこの
逆）




(1) 2 v : V AR → {0, 1}
(2) vI : V AR → {0,
1
2 , 1}
(3) vDM : V AR → {0, i, j, 1}
(4) �L3 v�L3 : V AR → {0,
1
2 , 1}
2 v(¬A) = 1− v(A) ∧, ∨
0, 1 min(x, y), max(x, y)
vI(¬A) = vI(A → ⊥) = (a ⊃ 0) a ⊃ b = 1 (a ≤ b) = b (a > b)
≤
(i) {0, 12 , 1} 1 0
(ii) {0, 12 , 1} 2 x, y x ⊃ y = max{z|x ∩ z ≤ y}
vDM (¬A) = 0 (vDM (A) = 1), = 1 (vDM (A) = 0)
= i (vDM (A) = i) = j (vDM (A) = j) {0, i, 1} {0, j, 1}
{i, j} ∧, ∨ ⊃













2 , v�L3(B) = 0 )






















eiθ = cos θ + i sin θ






　今、論理式の付値集合として、単位円上の複素数 eiθ= cosθ + i sinθを考える。即ち、２つ
の論理式のペア文（A，B）が ”A は B である ” を表現し、実軸上の論理式 A の付値 vP（A）を単位
円上の任意の点（論理式 A から見た相対的な論理式 B の付値 vP（B））に移す（偏角θだけ回転
する）と解釈して、次で定める。
vP（（A，B））=１⇐⇒ vP（B）= vP（A）eiθ= a（cosθ+ i sinθ）　　　（1°）
実軸上の論理式 A の付値 vP（A）を仮定し、いくつかの典型的な値の定義を挙げると以下の通
りである。
（ i ）vP（（A，A））=１⇐⇒ vP（A）= vP（A）ei０= vP（A）×１= vP（A）
（ii）vP（（A，¬A））=１⇐⇒ vP（¬A）= vP（A）eiπ= vP（A）×（−１）= − vP（A）
（iii）vP（（A,～A））=１⇐⇒ vP（～A）= vP（A）ei
π
2 = vP（A）× i = ivP（A）（～A は A ∧ ¬ A の省略
形とする）
上の（1°）を満たす付値 vP（B）= vP（A）eiθを持つ論理式 B の一般的な否定操作を次で定める。
vP（（B，¬B））=１⇐⇒ vP（¬B）= vP（B）eiπ= vP（A）ei（π− arg（B））= vP（A）e i（π−θ）　　　（2°）












A B vP (B) θ
vP ((A,B)) = 1 ⇐⇒ vP (B) = vP (A)e
iθ = a(cos θ + i sin θ) (1◦)
A vP (A)
(i) vP ((A,A)) = 1 ⇐⇒ vP (A) = vP (A)e
i0 = vP (A) × 1 = vP (A)
(ii) vP ((A,¬A)) = 1 ⇐⇒ vP (¬A) = vP (A)e
iπ = vP (A) × (−1) = −vP (A)
(iii)vP ((A, ≀A)) = 1 ⇐⇒ vP (≀A) = vP (A)e
i π
2 = vP (A) × i = ivP (A) (≀A A ∧ ¬A )
(1◦) vP (B) = vP (A)e
iθ B
vP ((B,¬B)) = 1 ⇐⇒ vP (¬B) = vP (B)e
iπ = vP (A)e
i(π−arg(B)) = vP (A)e
i(π−θ) (2◦)
vP ((A,¬ ≀ A)) = 1 ⇐⇒ vP (¬ ≀A) = vP (≀A)e
iπ = vP (A)e
i(π−π
2
) = vP (A)e
i π
2 = vP (≀A)
≀A ≀A vP (≀A) vP (≀A) = vP (A)ei
π





















3.2 (1◦), (2◦) vP ((A,B)) = 1 ⇐⇒ vP (B) = vP (A)e
iθ
A,B arg(A), arg(B)
(1) 0 ≤ arg(A) ( arg(B)) ≤ π vP (A) ≤ vP (B) ⇐⇒ (π − arg(A)) ≤ (π − arg(B))
(2) −π ≤ arg(A) ( arg(B)) ≤ 0 vP (A) ≤ vP (B) ⇐⇒ arg(A) ≤ arg(B)
(3) 0 ≤ arg(A) ≤ π − π ≤ arg(B) ≤ 0 vP (A) vP (B)
4 3
4.2






















= １⇐⇒ vP（B）= vP（A）eiθに対して、任意の論理式 A，B の偏角 arg（A），arg（B）について、次
で定める。
（１）   arg（A）（およびarg（B）） ≤πならばvP（A） ≤ vP（B）⇐⇒（π−arg（A）） ≤ （π−arg（B））
－ 9 －
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（２ ）共役な偏角について、−π≤ arg（A）（および arg（B））≤０ならば vP（A）≤ vP（B）⇐⇒ arg（A）
≤ arg（B）






































), π} = {1, 0, z1, z2, · · · , zn−3,−1}
(2) S′n ∀z1, z2 ∈ S
′
n z1 ≤ z2 ⇐⇒ (π − arg(z1)) ≤ (π − arg(z2))
2.2 (I1)′ − (I4)′
ei( )=-1
ei( /2+ /4)
ei( /2+ /4+ /8)
ei( /2)=i
ei(0)=1










































23 , · · · , 
1
2n−2 , 0｝を考える［4］。この時、この順序集合は第３章の初めに述べた（ i ），（ii） 


















2k），π｝=｛1, 0, z1, z2, · · · , zn−3, −１｝
（２）S′n 上の順序関係を、∀z1，z2 ∈ S′n に対して、z1 ≤ z2 ⇐⇒（π−arg（z1））≤（π− arg（z2））





































), π} = {1, 0, z1, z2, · · · , zn−3,−1}
(2) S′n ∀z1, z2 ∈ S
′
n z1 ≤ z2 ⇐⇒ (π − arg(z1)) ≤ (π − arg(z2))
2.2 (I1)′ − (I4)′
ei( )=-1
ei( /2+ /4)
ei( /2+ /4+ /8)
ei( /2)=i
ei(0)=1









































　Ł３論理を一般化したウカシェヴィッチ n 値論理の付値集合を Łn =｛0, 1n−1 , 
2





（１ ）Łn の複素数付値集合 Łn およびその実部集合 R（Ł′n）を次で定める。R（z）は複素数 z の実部
を表す。
　（ i ）n = 2k（偶数の時）
　　　cosθ1 = 12k−1  ，r1 = R（e
iθ1）
　　　cosθ2 = 12k−1（１+２×１），r2 = R（e
iθ2）
　　　cosθ3 = 12k−1（１+２×２），r3 = R（e
iθ3）
　　　cosθ4 = 12k−1（１+２×３），r4 = R（e
iθ4）
　　　　　　　 ︙
　　　cosθk = 12k−1（１+２×（k−１））= １,　rk = R（e
iθk）= R（ei0）=１に対して、
Ł′n =｛eiθ|θ=θk（= ０），θk−1 , · · · , θ2 , θ1 , π−θ1 , π−θ2 , · · · , π−θk（=π）｝
R（Ł′n）=｛R（z）| z ∈ Ł′n ｝=｛rk（=１），rk−1 , · · · , r2 , r1 , −r1 , −r2 , · · · , −rk（=−１）｝
　（ii）n = 2k +１（奇数の時）
　　　cosθ1 = 1k×０=０，　r1 = R（e
iθ1）= R（eiπ2 ）= ０
　　　cosθ2 = 1k×１，　r2 = R（e
iθ2）
　　　cosθ3 = 1k×２，　r3 = R（e
iθ3）
　　　　　　　 ︙
　　　cosθk+1 = 1k×k =１，　rk+1 = R（e
iθk+1）= R（ei0）= １に対して、
Ł′n =｛eiθ|θ=θk+1（=０），θk , · · · , θ2 , θ1（=
π
2 ），π−θ2 , · · · , π−θk , π−θk+1（=π）｝
R（Ł′n）=｛R（z）| z ∈ Ł′n｝=｛rk+1（=１）， rk , · · · , r2 , r1（=０）， −r2 , · · · , −rk+1（=−１）｝



















(1 + 2× (k − 1)) = 1 , rk = R(e
iθk) = R(ei0) = 1
L′n = {e
iθ|θ = θk(= 0), θk−1, · · · , θ2, θ1, π − θ1, π − θ2, · · · , π − θk(= π)}
R(L′n) = {R(z)|z ∈ L
′
n} = {rk(= 1), rk−1, · · · , r2, r1,−r1,−r2, · · · ,−rk(= −1)}




× 0 = 0 , r1 = R(e
iθ1) = R(ei
π















× k = 1 , rk+1 = R(e
iθk+1) = R(ei0) = 1
L′n = {e
iθ|θ = θk+1(= 0), θk, · · · , θ2, θ1(=
π
2
), π − θ2, · · · , π − θk, π − θk+1(= π)}
R(L′n) = {R(z)|z ∈ L
′
n} = {rk+1(= 1), rk, · · · , r2, r1(= 0),−r2, · · · ,−rk+1(= −1)}
(2) L′n ∀z1, z2 ∈ L
′




















(b)  n=2k+1( )
r4
ei 4







θ = 0 (A,B) ”A B
” θ
vP ((A,B)) = 1 ⇐⇒ vP (B) = vP (A)e





す ”A は B である ” の解釈として、偏角θを持つ複素数に割り当てることで導入される。即ち、
vP（（A，B））= １⇐⇒ vP（B）= vP（A）eiθ= a（cosθ+ i sinθ）
で定義する。ここで、vP（A）は偏角θ= ０での付値割り当てであり、２値論理の付値関数を仮定
する。典型的な例として、（A，A）が表す “A は A である ” を考えると、vP（A）= vP（A）ei0 = vP（A）
×１= vP（A）となり、アリストテレスの同一律が成り立つ。また、（A，¬A）が表す “A は ¬A で
ある ” に対して、vP（¬A）= vP（A）eiπ= vP（A）×（−１）= − vP（A）となり、偏角 θ=０とθ = π
の付値は論理値が反転する。今、次の３つのペア文を仮定する。
　（１）“A は B でない ”：ペア文は（A，¬B）で表す
　（２）“B は C でない ”：ペア文は（B，¬C）で表す
　（３）“C は A である ”：ペア文は（C，A）で表す
　この時、（１）より vP（¬B）= vP（A）eiθ1、（２）より vP（¬C）= vP（B）eiθ2 および（３）より vP（A） 
= vP（C）eiθ3 を得る。これより、vP（¬B）= vP（A）eiθ1 = vP（C）ei（θ1+θ3）を得る。他方、vP（¬C）= 
vP（C）eiπ⇐⇒ vP（C）= vP（¬C）e−iπと（２）を代入すると、vP（¬B）= vP（¬C）ei（θ1+θ3−π）= vP（B）
ei（θ1+θ2+θ3−π）= vP（B）eiπ ⇐⇒ vP（B）= vP（B）ei（θ1+θ2+θ3−2π）= vP（B）ei0 を得る。よって、θ1 +θ2 






（C2）（A，B）∧（C，D）→（（A ∧ C）,（B ∧ D））





（Mp）A  A → BB
　ここで、同一律を表すペア文（A，A）を追加すると、（E1）,（E2）と共にペア文（A，B）は同値
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