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Abstract—Group testing is a well known search prob-
lem that consists in detecting up to s defective elements
of the set [t] = {1, . . . , t} by carrying out tests on
properly chosen subsets of [t]. In classical group testing
the goal is to find all defective elements by using the
minimal possible number of tests. In this paper we
consider multistage group testing. We propose a general
idea how to use a hypergraph approach to searching
defects. For the case s = 2, we design an explicit
construction, which makes use of 2 log
2
t(1 + o(1)) tests
in the worst case and consists of 4 stages. For the general
case s > 2, we provide an explicit construction, which
uses (2s− 1) log
2
t(1 + o(1)) tests and consists of 2s− 1
rounds.
Keywords: Group testing problem, multistage
algorithms, hypergraph, construction
I. INTRODUCTION
Group testing is a very natural combinatorial prob-
lem that consists in detecting up to s defective elements
of the set of objects [t] = {1, . . . , t} by carrying out
tests on properly chosen subsets (pools) of [t]. The test
outcome is positive if the tested pool contains one or
more defective elements; otherwise, it is negative.
There are two general types of algorithms. In adap-
tive group testing, at each step the algorithm decides
which group to test by observing the responses of
the previous tests. In non-adaptive algorithm, all tests
are carried out in parallel. There is a compromise
algorithm between these two types, which is called a
multistage algorithm. For the multistage algorithm all
tests are divided into p sequential stages. The tests in-
side the same stage are performed simultaneously. The
tests of the next stages may depend on the responses
of the previous. In this context, a non-adaptive group
testing algorithm is reffered to as a one stage algorithm.
A. Previous results
We refer the reader to the monograph [1] for a
survey on group testing and its applications. In spite
the fact that the problem of estimating the minimum
average (the set of defects is chosen randomly) number
of tests has been investigated in many papers (for in-
stance, see [2], [3]), in the given paper we concentrate
our attention only on the minimal number of test in
the worst case.
In 1982 [4], Dyachkov and Rykov proved that at
least
s2
2 log2(e(s+ 1)/2)
log2 t(1 + o(1))
tests are needed for non-adaptive group testing al-
gorithm. Recently, we have shown [5] that for non-
adaptive group testing
s2
4e−2 log2 s
log2 t(1 + o(1))
tests are sufficient as s→∞. This result was obtained
as the particular case of a more general bound for
cover-free codes.
If the number of stages is 2, then it was proved that
O(s log2 t) tests are already sufficient. It was shown
by studying random coding bound for disjunctive list-
decoding codes [6], [7] and selectors [8]. The recent
work [5] has significantly improved the constant factor
in the main term of number of tests for two stage group
testing procedures. In particular, if s→∞, then
se
log2 e
log2 t(1 + o(1))
tests are enough for two stage group testing.
As for adaptive strategies, there exist such ones that
attain the information theory lower bound s log2 t(1+
o(1)). However, the number of stages in well-known
optimal strategies is a function of t, and grows to
infinity as t→∞.
B. Summary of the results
In the given article we present some explicit algo-
rithms, in which we make a restriction on the number
of stages. It will be a function of s. We briefly give
necessary notations in section II. Then, in section III,
we present a general idea of searching defects using
a hypergraph approach. In section IV, we describe a
4-stage group testing strategy, which detects 2 defects
and uses the asymptotically optimal number of tests
2 log2 t(1 + o(1)). As far as we know the best result
for such a problem was obtained [9] by Damashke et al.
in 2013. They provide an exact two stage group testing
strategy and use 2.5 log2 t tests. For other constructions
for the case of 2 defects, we refer to [10], [11]. In
section V, we propose searching of s defects in 2s− 1
rounds. There we use (2s− 1) log2 t(1+ o(1)) tests in
the worst case. Finally, in Sect. VI for certain values of
t we provide the minimal number of tests of algorithm
discussed in Sect. IV.
II. PRELIMINARIES
Throughout the paper we use t, s, p for the number
of elements, defectives, and stages, respectively. Let ,
denote the equality by definition, |A| – the cardinality
of the set A. The binary entropy function h(x) is
defined as usual
h(x) = −x log2(x)− (1 − x) log2(1− x).
A binary (N × t)-matrix with N rows x1, . . . , xN
and t columns x(1), . . . , x(t) (codewords)
X = ‖xi(j)‖, xi(j) = 0, 1, i ∈ [N ], j ∈ [t]
is called a binary code of length N and size t. The
number of 1’s in the codeword x(j), i.e., |x(j)| ,
N∑
i=1
xi(j) = wN , is called the weight of x(j), j ∈ [t]
and parameter w, 0 < w < 1, is the relative weight.
One can see that the binary code X can be associated
with N tests. A column x(j) corresponds to the j-
th sample; a row xi corresponds to the i-th test. Let
u
∨
v denote the disjunctive sum of binary columns
u,v ∈ {0, 1}N . For any subset S ⊂ [t] define the
binary vector
r(X,S) =
∨
j∈S
x(j),
which later will be called the outcome vector.
By Sun, |Sun| 6 s, denote an unknown set of de-
fects. Suppose there is a p-stage group testing strategy
S which finds up to s defects. It means that for any
Sun ⊂ [t], |Sun| 6 s, according to S:
1) we are given with a code X1 assigned for the
first stage of group testing;
2) we can design a code Xi+1 for the i-th stage of
group testing, based on the outcome vectors of
the previous stages r(X1,Sun), r(X2,Sun), . . . ,
r(Xi,Sun);
3) we can identify all defects Sun using
r(X1,Sun), r(X2,Sun), . . . , r(Xp,Sun).
Let Ni be the number of test used on the i-th stage
and
NT (S) =
p∑
i=1
Ni
be the maximal total number of tests used for the
strategy S. We define Np(t, s) to be the minimal
worst-case total number of tests needed for group
testing for t elements, up to s defectives, and at most
p stages.
III. HYPERGRAPH APPROACH TO SEARCHING
DEFECTS
Let us introduce a hypergraph approach to searching
defects. Suppose a set of vertices V is associated with
the set of samples [t], i.e. V = {1, 2 . . . , t}.
First stage: Let X1 be the code corresponding to the
first stage of group testing. For the outcome vector r =
r(X1,Sun) let E(r, s) be the set of subsets of S ⊂ V
of size at most s such that r(X,S) = r(X,Sun). So,
the pair (V,E(r, s)) forms the hypergraph H . We will
call two vertices adjacent if they are included in some
hyperedge of H . Suppose there exist a good vertex
coloring of H in k colours, i.e., assignment of colours
to vertices of H such that no two adjacent vertices
share the same colour. By Vi ⊂ V , 1 6 i 6 k, denote
vertices corresponding to the i-th colour. One can see
that all these sets are pairwise disjoint.
Second stage:
Now we can perform k tests to check which
of monochromatic sets Vi contain a defect. Here
we find the cardinality of set Sun and |Sun| sets
{Vi1 , . . . , Vi|Sun|}, each of which contains exactly one
defective element.
Third stage:
Carrying out ⌈log2 |Vi1 |⌉ tests we can find a vertex v,
corresponding to the defect, in the suspicious set Vi1 .
Observe that actually by performing
Sun∑
j=1
⌈
log2 |Vij |
⌉
tests we could identify all defects Sun on this stage.
Fourth stage:
Consider all hyperedges e ∈ E(r, s), such that e
contains the found vertex v and consists of vertices
of v ∪ Vi2 ∪ . . . ∪ Vi|Sun| . At this stage we know that
the unknown set of defects coincides with one of this
hyperedges. To check if the hyperedge e is the set of
defects we need to test the set [t]\e. Hence, the number
of test at fourth stage is equal to degree of the vertex
v.
IV. OPTIMAL SEARCHING OF 2 DEFECTS
Now we consider a specific construction of 4-stage
group testing. Then we upper bound number of tests
Ni at each stage.
First stage:
Let C = {0, 1, . . . q − 1}Nˆ be the q-ary code,
consisting of all q-ary words of length Nˆ and having
size t = qNˆ . Let D be the set of all binary words with
length N ′ such that the weight of each codeword is
fixed and equals wN ′, 0 < w < 1, and the size of
D is at least q, i.e., q 6
(
N ′
wN ′
)
. On the first stage
we use the concatenated binary code X1 of length
N1 = Nˆ ·N ′ and size t = qNˆ , where the inner code is
D, and the outer code is C. We will say X1 consists
of Nˆ layers. Observe that we can split up the outcome
vector r(X1,Sun) into Nˆ subvectors of lengths N ′. So
let rj(X1,Sun) correspond to r(X1,Sun) restricted to
the j-th layer. Let wj , j ∈ [Nˆ ], be the relative weight of
rj(X1,Sun), i.e., |rj(X1,Sun)| = wjN ′ is the weight
of the j-th subvector of r(X1,Sun).
If wj = w for all j ∈ [Nˆ ], then we can say that Sun
consists of 1 element and easily find it.
If there are at least two defects, then suppose for
simplicity that Sun = {1, 2}. The two corresponding
codewords of C are c1 and c2. There exists a coordinate
i, 1 6 i 6 Nˆ , in which they differs, i.e., c1(i) 6= c2(i).
Notice that the relative weight wi is bigger than w.
For any i ∈ [Nˆ ] such that wi > w, we can colour
all vertices V in q colours, where the colour of j-
th vertex is determined by the corresponding q-nary
symbol ci(j) of code C. One can check that such a
coloring is a good vertex coloring.
Second stage:
We perform q tests to find which coloured group
contain 1 defect.
Third stage:
Let us upper bound the size tˆ of one of such
suspicious group:
tˆ 6
(
w1N
′
wN ′
)
· . . . ·
(
w
Nˆ
N ′
wN ′
)
.
In order to find one defect in the group we may perform⌈
log2 tˆ
⌉
tests.
Fourth stage:
On the final step, we have to bound the degree of the
found vertex v ∈ V in the graph. The degree deg(v)
is bounded as
deg(v) 6
(
wN
′
(2w − w1 )N ′
)
· . . . ·
(
wN
′
(2w − w
Nˆ
)N ′
)
.
We know that the second defect corresponds to one of
the adjacent to v vertices. Therefore, to identify it we
have to make ⌈log2 deg(v)⌉ tests.
Letting Nˆ tends to infinity we obtain the following
bound:
NT
log2 t
6
Nˆ ·N ′ +max
wi
(
log2 tˆ+ log2 deg(v)
)
(1 + o(1))Nˆ log2
(
N ′
wN ′
) .
It is easy to see that in the worst case all values of wi
are the same, hence
NT
log2 t
6
Nˆ ·N ′ +max
w′
log2
((
w′N ′
wN ′
)(
wN ′
(2w−w′)N ′
))
(1 + o(1))Nˆ log2
(
N ′
wN ′
) .
(1)
By choosing the optimal parameter w, wN ′ ∈ Z , we
can minimize the number of tests for fixed value of q.
If q →∞, then we can rewrite (1) as follows
NT
log2 t
6 sup
w6w′6min(1,2w)
f(w,w′)(1 + o(1)),
where
f(w,w′) =
1 + w′ · h ( w
w′
)
+ w · h
(
2w−w′
w
)
h(w)
.
Finally, we obtain the following bound
NT
log2 t
6 inf
0<w<1
sup
w6w′6min(1,2w)
f(w,w′). (2)
Let us find extreme value on y of
g(x, y) = y · h(x/y) + x · h((2x− y)/x).
dg(x, y)
dy
= h(x/y)− x
y
h′(x/y)− h′((2x− y)/x) =
= log2 y − 2 log2(y − x) + log2(2x− y).
This implies
(y − x)2 − 2xy + y2 = 0.
Hence, if we take w = 1/(2 +
√
2), then the supre-
mum in (2) is attained at w′ = 1/2, and achievable
number of tests by 4-stage group testing procedure is
2 log2 t(1 + o(1)).
Observe that for fixed q we can obtain only fi-
nite amount of rational values for parameter w, we
could not provide an explicit construction of search-
ing procedure with 2 log2 t(1 + o(1)) tests. But if
q → ∞, then the minimal number of test NT tends
to 2 log2 t(1 + o(1)).
V. SEARCHING OF s DEFECTS
Here we will use combination of the first two stages
of the previous algorithm. Suppose the number of
defects is at most s. In fact, we don’t use this fact in
our algorithm. Let C = {0, 1, . . . q − 1}Nˆ , |C| = qNˆ ,
be the set of all q-ary words of length Nˆ . Let D be
the set of all binary words of length N ′ such that the
weight of each codeword is fixed and equals N ′/2, and
the size of |D| is at least q. On the first stage we use the
concatenated binary code X of length Nˆ ·N ′ and size
qNˆ , where the inner code is D, and the outer code is
C. Notice that if the number of defects is one, then we
are assumed to identify defect basing on the outcome
vector r1(X,Sun). If this number is at least two than
there exists a coordinate i in which the corresponding
q-ary words differs. It means that the outcome vector
restricted on the i-th coordinate has the relative weight
bigger than w. Split up all vertices V in q groups
according to q-ary symbol in the i-th coordinate. On
the next stage we perform q tests and find which groups
contain at least one defect. Then we will deal with
each such group separately. If we could not divide a
group into subgroups, then we easily find the unique
defect in this group. In the worst case scenario, we
have to perform 2s − 1 group testing stages, and the
total number NT of tests is upper bounded by the sum
of number of tests, which served for separating defects
into disjoint groups, and number of tests, which used
for finding 1 defect among different groups. Thus, we
have
NT 6 (s− 1)Nˆ ·N ′ + sNˆ ·N ′ + q(s− 1).
In asymptotic regime, the total number of tests
NT 6 (2s− 1) log2 t(1 + o(1)).
VI. FINITE NUMBER OF OBJECTS
In this section we apply our 4 stage procedure
from IV to specific values of t. Let us bound numbers
of tests at each stage more properly. Recall that number
of tests at the first stage N1 is equal to Nˆ ·N ′. In case
|Sun| = 1 we can find defective element based only
on the outcome of the first stage of group testing.
Let W = wN ′ and Wi = wiN ′. If our coloring
is determined by symbols from i-th layer of the code
X1, then the actual number of suspicious sets equals(
Wi
W
)
. Since we know exact number of defects it is
sufficient to use
(
Wi
W
)−1 tests. Also note that we need
to determine only one set with a defective element,
therefore we can make
(
Wi
W
) − 2 tests at the second
stage.
The total number of elements in all suspicious
groups is equal to(
W1
W
)
· . . . ·
(
W
Nˆ
W
)
.
One can see that the numbers of elements of each color
are the same, hence the cardinality tˆ of one suspicious
set is equal to
tˆ =
(
W1
W
)
· . . . ·
(
W
Nˆ
W
)
/
(
Wi
W
)
So, at the third stage we need to perform
⌈
log2 tˆ
⌉
tests.
Before the last stage we have already known one of the
defects. At each layer j 6= i we have ( W2W−Wj) ways
to choose q-nary coordinate of the second defect, but
at the i-th layer we have only 2 suspicious coordinates
left in the worst case. Therefore, the number of tests
at the fourth stage is at most⌈
log2
(
2
(
W
2W−W1
) · . . . · ( W2W−W
Nˆ
)
(
W
2W−Wi
)
)⌉
.
We provide three tables with optimal values of tests
for small t 6 1000, for t = 10k, 3 6 k 6 18, and for
some values of t, for which we have a small ratio of
number of tests to log2 t.
TABLE I
NUMBER OF TESTS FOR t 6 1000
t tests t tests t tests
8-9 8 29-36 14 126-256 20
10-16 10 37-64 15 257-441 22
17-27 12 65-81 16 442-784 24
28 13 82-125 18 785-1000 25
In table II and table III we also present information
bound N , which is the minimum integer such that
2N > 1 +
(
t
1
)
+
(
t
2
)
.
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TABLE II
NUMBER OF TESTS FOR t = 10k
information
t = qN1 tests bound tests / log2 t
103 26 19 2.609
104 33 26 2.483
105 41 33 2.468
106 48 39 2.408
107 56 46 2.408
108 64 53 2.408
109 71 59 2.375
1010 79 66 2.378
1011 86 73 2.354
1012 94 79 2.358
1013 102 86 2.362
1014 109 93 2.344
1015 117 99 2.348
1016 124 106 2.333
1017 132 112 2.337
1018 139 119 2.325
TABLE III
NUMBER OF TESTS FOR t WITH SMALL RATIO TESTS / log2 t
information
qN1 = t tests bound tests / log2 t
282 = 784 24 19 2.496
153 = 3375 29 23 2.474
213 = 9261 32 26 2.428
283 = 21952 35 28 2.427
154 = 50625 37 31 2.368
214 = 194481 41 35 2.334
215 = 4084101 51 43 2.322
156 = 11390625 54 46 2.304
216 = 85766121 60 52 2.277
219 = 794280046581 89 79 2.251
2111 ≈ 3.5 · 1014 108 96 2.235
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