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Abstract
This thesis, presented as a set of research papers, studies the problem of activity
recognition and fall detection in mobile systems where the battery draining and the
accuracy are the main areas of researching. These problems are tackled through the
establishment of a new selection, discretization and classification algorithm based
on the core of the algorithm Ameva. Thanks to the discretization process, it allows
to get an efficient system in terms of energy and accuracy.
The new activity recognition algorithm has been designed to be run in mobile
systems, smartphones, where the energy consumption is the most important feature
to take into account. Also, the algorithm had to be efficient in terms of accuracy
giving an output in real time. These features were tested both in a wide range of
mobile devices by applying usage data from recognized databases and in some real
scenarios like the EvAAL competition where non-related people carried a smart-
phone with the developed system. In general, it had therefore been possible to
achieve a trade-off between accuracy and energy consumption.
The developed algorithm was presented in the Activity Recognition track of the
competition EvAAL (Evaluation of Ambient Assisted Living Systems through Com-
petitive Benchmarking), which has as main objective the measurement of hardware
and software performance. The system was capable of detecting some activities
through the established set of benchmarks and evaluation metrics. It has been
developed for multi-class datasets and obtains a good accuracy when there is ap-
proximately the same number of examples for each class during the training phase.
The solution achieved the first award in 2012 competition and the third award in
2013 edition.

PART I
Preface
Page 17

CHAPTER 1
INTRODUCTION
It is strange that only extraordinary men make the discoveries, which later appear
so easy and simple - Georg Christoph Lichtenberg
1.1 Research motivation
This doctoral thesis will present the work of the doctorate in discretization and
classification systems based on discrete techniques and its application in the area of
activity recognition. The energy saving and the low computational complexity, as
well as the increasing of the performance, are the main objectives that have been
defined to optimize the execution of algorithms in mobile devices with the lower
possible impact.
As part of the research team, we decided to continue with one of the main topics
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that my research group did. It is the Ameva discretization algorithm and there were
some open discussions around the possibilities that it had, starting with the relation
between discretization and classification.
The problem of classification is one of the main issues in data analysis and
pattern recognition that requires the construction of a classifier, that is, a function
that assigns a class label to instances described by a set of features. The induction
of classifiers from data sets of classified instances is a central problem in machine
learning. For that purpose, a large number of methodologies based on SVM [46],
Naive Bayesian [116], C5.0 [49], etc. have been developed.
One of the most important preprocess in classification is the discretization. This
process establishes a relationship between continuous variables and their discrete
transformation through functions. Therefore, it is possible to model qualitatively
a series of continuous values if a label is assigned to them. Some studies [34] have
shown that execute a prior process to discretize continuous features is more efficient
than work directly with the continuous values. This process reduces the computation
time and memory usage in classification algorithms and it is used to manage the set
of values of a feature more effectively. One of the contributions in this vein of the
present doctoral thesis is a discretization method based on the Ameva discretization
algorithm.
Ameva algorithm reduces execution time and the number of intervals as it was
demonstrated in [47]. This behavior is outstanding when the data set has a large
number of classes, although, under certain circumstances, it has a slight reduction
in the capacity of identification.
The Ameva discretization algorithm performs this process effectively and quickly,
so the set of values of a feature is greatly reduced, but do not reduce the number of
features. Because Ameva uses the statistic χ2 to determine the relationship between
features and classes, it is possible to use this algorithm to determine the relationship
between features. In fact, this is one of the open questions derived from this research.
In the other hand, activity recognition and fall detection are two areas of great
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interest as can be seen in Figure 1.1 and detailed in Table 1.1, where the result of
some Web of Science reports have been exported. The number of research papers
in these areas has been grown in the last decades due to the facilities offered by the
technologies companies with new and really good devices. They do not only allow
to get relevant information from their embedded sensors, but share the information
across health entities or other users in general-purpose applications.
Figure 1.1: Growth in activity recognition and fall detection research papers
since 2010.
In terms of activity recognition, the appearance of affordable gyroscopes and
accelerometers allowed researches to use them in their investigations. From 2000 to
now, wearable sensors and smartphone devices increased the number of possibilities
of getting information and data in some ways. This means that the generation of
products and services around the world is also more efficient.
In the other hand, the number of research papers in fall detection is lower because
it didn’t have an own well defined area (the majority of researchers included it in
activity recognition), but the increasing of the published papers in the last years is
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proportionally bigger. Since 2010, fall detection has gained importance for elderly
people, for this reason, medical companies are investing several resources.
# research papers
Year
Activity recognition Fall detection
2010 930 267
2011 1373 390
2012 1848 726
2013 3062 1147
2014 4329 1620
2015 6697 2167
2016 8402 2931
2017 9862 3699
Table 1.1: Detail of number of research papers reported by Web of Science
since 2010.
Within this context, this thesis proposal continues the thesis of one of the ad-
visors, Luis Miguel Soria Morillo [86], where one of the topics was mobile physical
activity recognition systems. He ended up that one of the needs was the decreasing
of the computational time and therefore of battery draining and, here, it is where a
new algorithm based on the Ameva discretization algorithm was developed as part
of this thesis.
All this research was done as part of two research projects: HERMES (Healthy
and Efficient Routes in Massive Open-Data Based Smart Cities-Citizen) and Simon
(Saving Energy by Intelligent Monitoring)(1) where the objectives were to achieve
energy efficiency in the day-to-day life of citizens and monitoring the citizens of a
smart city.
(1)This research is partially supported by the projects of the Spanish Ministry of Economy and
Competitiveness HERMES (TIN2013-46801-C4-1-r) and Simon (P11-TIC-8052) of the Andalusian
Regional Ministry of Economy, Innovation and Science.
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1.2 Research methodology
This research follows the standard scientific research technique [66] which includes
the following phases:
1. Define research problem. Most of the activity recognition systems applied
to mobile devices have a high computational cost and in this dissertation, a new
one is designed that has a trade-off between battery draining and performance.
2. Review the literature. During the period of this doctoral thesis, a deep
searching and reading of the research based on activity recognition systems
has been done and the references of each paper show it.
3. Formulate hypotheses. As part of the previous works made in our research
group, we discussed how to apply discretization techniques in order to reduce
the computational cost in the analysis of the data acquired by the mobile
devices without decreasing the performance.
4. Design research. The whole system was analyzed in order to find the key
points that are susceptible to changes and we found some of them where the
discretization algorithm could be applied. The main ones were the pre-process
and the post-process steps.
5. Collect data. Hundreds of megabytes of real data were collected using some
devices carried out by dozens of people of diverse age. Also, a few well-known
databases from other researchers were used as well.
6. Execution of the project. The designed algorithm was executed using
the previous data as training data and after that, it was executed in real
environments.
7. Analyze data. The information obtained by the system was analyzed using
standard metrics and was compared with previous results.
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8. Interpret and report. Once the information was analyzed and interpreted,
some papers were published as a result of our hypothesis.
1.3 Research question
The research question that leads this thesis dissertation is: are we able to reduce the
computational cost in the activity recognition and fall detection system developed by
us without decreasing the performance and therefore increasing the battery life using
Ameva?
Within the context of activity recognition, we focused on obtaining and discretiz-
ing data, generating some statistics and clustering them in activities using Ameva.
To this end, activity recognition systems from the literature and new proposals were
tested and compared. Also, a software was specially developed for this purpose and
tested in real scenarios.
Within the context of specific activities, we focused on rating as the maximum
priority the detection of fall detection. The question became how to adapt the
system in order to isolate the recognition of that activity in the set of activities
configured in the system using the Ameva discretization algorithm. As part of the
system, the same software developed in the previous case was used.
1.4 Success criteria
The success will be achieved if the research question is resolved. This means that we
have to check that both the model and the supporting algorithms actually recognize
and identify the activities and demonstrate their validity through real scenarios.
The developed software demonstrates that the output matches the prediction that
was formulated in the hypothesis.
Using the sensors in the mobile devices, hundreds of Megabytes of data were
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collected and computed from a set of 10 users. The learning process of each activity
recognized by the system consisted of its performance for a time of 6 minutes and,
for the recognition process, users were followed over a period of 72 hours. Later,
new experiments were carried out on real scenarios by a set of a wide age people
[27]. Apart of that, other well-know databases [101, 131, 70, 106] were used as well.
1.5 Properties analyzed and discussed
Activity recognition and fall detection is approached from two sides:
• Performance. In relation to the number of activities recognized by the sys-
tem, we improved it developing a new methodology using the Ameva algorithm
as an extension of the Luis Miguel Soria Morillo’s thesis.
• Battery draining. In relation to the computational cost, the methodology
uses the Ameva algorithm as well. It allowed to reduce the amount of data
that has to be analyzed.
The work presented in this document provides a solution for the improvement of
activity recognition in order to satisfy user preferences, by and minimizing energy
consumption with high performance, using the Ameva algorithm.
1.6 Thesis outline
The document is structured as follows: In Part. I, the current introduction is
presented in Chapter 1. Chapter 2 describes the Ameva discretization algorithm
based on the χ2 statistic and Chapter 3 introduces the problem of recognizing the
actions of one or more subjects and presents the difficulty of identifying a specific
activity among others, where is a major health risk that diminishes the quality of
life for elderly people. In Part. II, three selected journal papers are provided. These
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journals are included in the Thomson Reuters JCR ranking integrated with the
Institute for Scientific Information (ISI) web of knowledge. All of these papers are
related to the problem of activity recognition in mobile systems:
• Discrete techniques applied to low-energy mobile human activity
recognition. A new approach. M.Á. Álvarez de la Concepción, L.M. So-
ria Morillo, L. González-Abril, J.A. Ortega Ramirez. Published in Journal of
Expert Systems with Applications, Elsevier, ISSN: 0957-4174, Date of Pub-
lication: October 2014, Volume: 41, Issue: 14, On Pages: 6138-6146, DOI:
https://doi.org/10.1016/j.eswa.2014.04.018, [JCR-2014 2.240, JCR-5
2.571] [Q1 in three categories: Operations Research & Management Science
(12/81), Engineering, Electrical & Electronic (48/249) and Computer Science,
Artificial Intelligence (29/123)].
• Low Energy Physical Activity Recognition System on Smartphones.
L.M. Soria Morillo, L. González-Abril, J.A. Ortega Ramirez and M.Á. Álvarez
de la Concepción. Published in Journal of Sensors, MDPI AG, ISSN: 1424-
8220, Date of Publication: March 2015, Volume: 15, Issue: 3, On Pages:
5163-5196, DOI: https://doi.org/10.3390/s150305163, [JCR-2015 2.033,
JCR-5 2.437] [Q1 in Instruments & Instrumentation (12/56)].
• Mobile activity recognition and fall detection system for elderly
people using Ameva algorithm. M.Á. Álvarez de la Concepción, L.M.
Soria Morillo, J.A. Álvarez García, L González-Abril. Published in Jour-
nal of Pervasive and Mobile Computing, Elsevier, ISSN: 1574-1192, Date
of Publication: January 2017, Volume: 34, On Pages: 3-13, DOI: https:
//doi.org/10.1016/j.pmcj.2016.05.002, [JCR-2016 2.349, JCR-5 2.874]
[Q2 in two categories in 2016: Telecommunications (34/89) and Computer
Science, Information Systems (53/146)].
A summary of these journal papers and rankings can be found in Table 1.2.
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Title Journal I.F. Ranking
Discrete techniques applied to
low-energy mobile human activity
recognition. A new approach
Expert
Systems
with Applications
2014
2.240 Q1
Low Energy Physical
Activity Recognition
System on Smartphones
Sensors
2015
2.033 Q1
Mobile activity recognition and
fall detection system for elderly
people using Ameva algorithm
Pervasive
and
Mobile Computing
2017
2.349
Q2
(2016)
Table 1.2: Summary of papers published in JCR indexed journals
In Part. III, other related relevant research work, published in conference pro-
ceedings, are included in this thesis. These include:
• A qualitative methodology to reduce features in classification prob-
lems. M.Á. Álvarez de la Concepción, et al. Published in the 25th Interna-
tional Workshop on Qualitative Reasoning. Date of Publication: July 2011,
On Pages: 1-5.
• The CICA GRID - A Cloud Computing Infrastructure on Demand
with Open Source Technologies. M.Á. Álvarez de la Concepción, et
al. Published in the 14th International Conference on Enterprise Informa-
tion Systems. ISBN: 978-989-8565-11-2, Date of Publication: 2012, Volume:
2, On Pages: 301-304, DOI: https://doi.org/10.5220/0003992603010304,
CORE ranking C.
• Activity Recognition System Using AMEVA Method. L.M. Soria Mo-
rillo, et al. Published in the Journal of Evaluating AAL Systems Through
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Competitive Benchmarking. ISBN: 978-3-642-37418-0, Date of Publication:
2013, Volume: 362, On Pages: 137-147, DOI: https://doi.org/10.1007/
978-3-642-37419-7_11.
• An adaptive methodology to discretize and select features. M.Á. Ál-
varez de la Concepción, et al. Published in the Journal of Artificial Intelligence
Research. ISSN: 1927-6974, Date of Publication: February 2013, Volume: 2,
Issue: 2, On Pages: 77-86, DOI: https://doi.org/10.5430/air.v2n2p77.
• Activity Recognition System Using Non-intrusive Devices through a
Complementary Technique Based on Discrete Methods. M.Á. Álvarez
de la Concepción, et al. Published in the Journal of Evaluating AAL Systems
Through Competitive Benchmarking. ISBN: 978-3-642-41042-0, Date of Pub-
lication: 2013, Volume: 386, On Pages: 36-47, DOI: https://doi.org/10.
1007/978-3-642-41043-7_4.
• Evaluating Wearable Activity Recognition and Fall Detection Sys-
tems. J.A. Álvarez García, et al. Published in the 6th European Conference
of the International Federation for Medical and Biological Engineering. ISBN:
978-3-319-11127-8, Date of Publication: 2015, Volume: 45, On Pages: 653-656,
DOI: https://doi.org/10.1007/978-3-319-11128-5_163.
Finally, in Part IV, final remarks are made, conclusions are drawn and future
work is discussed.
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CHAPTER 2
AMEVA
Science is the acceptance of what works and the rejection of what does not. That
needs more courage than we might think - Jacob Bronowski
2.1 Introduction
Currently, the classification algorithms have become an important part of any pro-
cess of execution of tasks and usually determine the decisions to be taken when
performing the next step. The rules that determine whether an example belongs
to one class or another are given by a comprehensive study of its features, but
sometimes it is possible that at first glance there are no such rules and it has to
be deduced through the comparison between different samples and the similarity
between them (feature analysis).
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The class where an example belongs is the value of one feature that is deduced
and the others are data collected by an comprehensive study. Also, each class should
be defined by specifying the rules that differentiate it from the rest. In the other
hand, establish exact values that decides whether an example belongs to one class
or another is quite difficult. Thus, these rules are specified in ranges.
The values of the features are mostly continuous and rarely discrete. The dis-
cretization process enables the relationship between continuous variables and a dis-
crete transformation through functions. This process is used to manage more effec-
tively the set of values of a property.
In mathematics, the discretization is defined as the process of transforming con-
tinuous models and equations into the equivalent discrete models. Usually, it is done
as a first step in making appropriate numerical evaluation and implementation on
computers.
From this, it is proposed to discretize the values of the sets of examples, so
inferring the classification rules is a much simpler process and it is not necessary to
deal with infinite values, but to a set of them.
The Ameva discretization algorithm allows this process effectively and quickly,
so the set of values of a characteristic is greatly reduced. This reduction of set of
possible data of a characteristic favors the classification, making it faster and less
expensive.
2.2 The Ameva discretization algorithm
Let X = {x1, x2, . . . , xN} be a data set of a continuous attribute X of mixed-mode
data such that each example xi belongs to only one of ` classes of the variable
denoted by
C = {C1, C2, . . . , C`}, ` ≥ 2
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A continuous attribute discretization is a function D : X → C which assigns a class
Ci ∈ C to each value x ∈ X in the domain of the property that is being discretized.
Let us consider a discretization D which discretizes the continuous domain of X
into k discrete intervals:
L(k;X ; C) = {[d0, d1], (d1, d2], · · · , (dk−1, dk]}
In this discretization, d0 is the minimum value and dk is the maximum value of the
attribute X , and the di values are in ascendant order.
If L1 is the interval [d0, d1] and Lj is the interval (dj−1, dj], j = 2, 3, . . . , k, then
L(k;X ; C) = {L1, L2, · · · , Lk}
Thus, a discretization variable is defined as L(k) = L(k;X ; C) which verifies that, for
all xi ∈ X, a unique Lj exists such that xi ∈ Lj for i = 1, 2, . . . , N and j = 1, 2, . . . , k.
The discretization variable L(k) of attribute X and the class variable C are treated
from a descriptive point of view. Having two discrete attributes, a two-dimensional
frequency table (called contingency table) as shown in the Table 2.1 can be built.
Ci|Lj L1 · · · Lj · · · Lk ni·
C1 n11 · · · n1j · · · n1k n1·
...
... . . .
... . . .
...
...
Ci ni1 · · · nij · · · nik ni·
...
... . . .
... . . .
...
...
C` n`1 · · · n`j · · · n`k n`·
n·j n·1 · · · n·j · · · n·k N
Table 2.1: Contingency table
In Table 2.1, nij denotes the total number of continuous values belonging to the
Ci class that are within the interval Lj. ni· is the total number of instances belonging
to the class Ci, and nj is the total number of instances that belong to the interval
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Lj, for i = 1, 2, . . . , ` and j = 1, 2, . . . , k. So that:
ni· =
k∑
j=1
nij, n·j =
∑`
i=1
nij, N =
∑`
i=1
k∑
j=1
nij
Given discrete attributes C and L(k), these are statistically independents if for all
Ci ∈ C and Lj ∈ L(k), then
nij =
ni·n·j
N
for i = 1, 2, . . . , ` and j = 1, 2, . . . , k. In other case, a dependence between these
attributes exists.
Therefore, a way to measure the dependence between C and L(k) is the study of
value ∑`
i=1
k∑
j=1
(
nij − ni·n·j
N
)2
Considering a relative measure, χ2(k) def= χ2(L(k), C|X) is defined by
χ2(k) =
∑`
i=1
k∑
j=1
(
nij − ni·n·jN
)2
ni·n·j
N
= N
(
−1 +
∑`
i=1
k∑
j=1
n2ij
ni·n·j
)
(2.1)
It is straightforward to prove that
max
X,L(k),C
χ2(k) = N(min{`, k} − 1) (2.2)
Hence, the Ameva coefficient, Ameva(k) def= Ameva(L(k), C|X), is defined as follows:
Ameva(k) =
χ2(k)
k(`− 1)
for k, ` ≥ 2. The Ameva criterion has the following properties:
• The minimum value of Ameva(k) is 0 and when this value is achieved then
both discrete attributes C and L(k) are statistically independent and viceversa.
• The maximum value of Ameva(k) indicates the best correlation between class
labels and discrete intervals. If k ≥ ` then, for all x ∈ Ci a unique j0 exists
such that x ∈ Lj0 (remaining intervals (k− `) have no elements); and if k < `
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then, for all x ∈ Lj, a unique i0 exists such that x ∈ Ci0 (remaining classes
have no elements) i.e. the highest value of the Ameva coefficient is achieved
when all values within a particular interval belong to the same associated class
for each interval.
• The aggregated value is divided by the number of intervals k, hence the crite-
rion favors discretization schemes with the lowest number of intervals.
• From Equation 2.2, it is followed thatAmevamax(k)
def
= maxX,L(k),C Ameva(k) =
N(k−1)
k(`−1) if k < ` and
N
k
otherwise. Hence, Amevamax(k) is an increasing
function of k if k ≤ `, and a decreasing function of k if k > `. Therefore,
maxk≥2Amevamax(k) = Amevamax(`) i.e. the maximum value of the Ameva
coefficient is achieved in the optimal situation, it is to say, when all values of
Ci are in a unique interval Lj and viceversa.
Therefore, the aim of the Ameva method is to maximize the dependence relationship
between the class labels C and the continuous-values attribute L(k), and at the same
time to minimize the number of discrete intervals k.
2.3 Optimizations of the algorithm
A deep study was done in order to understanding its strengths and weaknesses and
there are two main characteristics based on the Ameva coefficient that should be
presented.
• The problem of finding a discretization scheme L(k) with a global optimal
value of Ameva criterion is highly combinatorial. The first approach reduces
the task of discretization to a reasonable computational cost, so it can be
applied to continuous attributes with a large number of different values and
computes a local maximum value of the coefficient Ameva. The algorithm
works with a top-down scheme by starting as a single interval and dividing
it into two new intervals using as criterion the results obtained in the search
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for the optimal value of Ameva(k) after the division. The algorithm has two
parts and is detailed in the Algorithm 1. This algorithm finds the best and
smallest number of intervals based on the value of the coefficient Ameva.
• The number of class labels is small and, as the Ameva criterion provides a
reduced number of intervals, it is possible to define a genetic algorithm that
finds the maximum overall value of the Ameva coefficient with a not excessive
computational cost.
Algorithm 1: The Ameva algorithm
Data: X = {x1, x2, . . . , xN}, xi < xi+1 and C = {C1, C2, . . . , C`}, ` ≥ 2
Result: D: discretization scheme
D = {[x0, xN ]};
A = {x0, xN};
global = 0;
while true do
for j ← 1 to N − 1, xj@A do
B = sort(A ∪ xj);
localj = Ameva(L(B), C|X);
end
if max(local1, local2, . . . , localN−1) > global then
A = sort(A ∪ xj);
D = {[x0, x1], [x1, x2], . . . , [x|A|−1, x|A|]};
global = local;
else
break;
end
end
Based on the previous findings, two optimization of Ameva discretization algo-
rithm that provides improvements in two ways were performed:
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• In the first optimization, the accuracy was increased and the computational
cost was decreased over other discretization algorithms.
• In the second optimization, the accuracy was increased over its original ver-
sion and the computational cost was reduced compared to other discretization
algorithms.
2.3.1 First optimization
In this optimization, the algorithm stops when the number of intervals is equal to the
number of existing classes in the class variable. As a result, the accuracy is reduced
and the computational time is increased, but in comparison with other discretization
algorithms, both are better.
The algorithm is detailed in the Algorithm 2.
Algorithm 2: The first optimization of the Ameva discretization algorithm
Data: X = {x1, x2, . . . , xN}, xi < xi+1 and C = {C1, C2, . . . , C`}, ` ≥ 2
Result: D: discretization scheme
D = {[x0, xN ]};
A = {x0, xN};
while |D| < ` do
for j ← 1 to N − 1, xj@A do
B = sort(A ∪ xj);
localj = Ameva(L(B), C|X);
end
A = sort(A ∪ xj/max(local1, local2, . . . , localN−1) = localj);
D = {[x0, x1], [x1, x2], . . . , [x|A|−1, x|A|]};
end
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2.3.2 Second optimization
After studying the Ameva discretization algorithm and checking the partial results
at each step of the value of the Ameva coefficient, it was discovered that there are
more than one max point. Thus, the implemented function got in some cases more
than one local maximum.
The original Ameva discretization algorithm ends when the next value of the
Ameva coefficient is less than the previous one as can be seen in the Algorithm 1,
so if there is another local maximum value of the Ameva coefficient, then it will not
be considered.
Because it has to be considered, in this optimization, the algorithm stops also
when the number of intervals is the number of classes, but it gets the best discretiza-
tion scheme.
The algorithm is detailed in the Algorithm 3.
2.4 Feature reduction
If ` = 1 or k = 1 then it is not possible to use the Ameva discretization algorithm(1).
Let us see the two cases in Table 2.2 and Table 2.3.
Equation 2.1 can not be calculated using Table 2.2 because it is not possible to
divide by 0. Nevertheless, all the instances belong to the same class, therefore can
be concluded that the dependence is maximum. In this case, let us indicate that
A∗(1) = 1.
Regarding to Table 2.3, the Ameva discretization algorithm can not be used be-
cause X2(k) = 0 and the Ameva coefficient does not give any information about
the dependence. However, the dependence is not minimum and a new coefficient is
(1)Let us indicate these pathological cases do not happen in a standard discretization, but it will
be necessary taking into account in the presented methodology in the current section
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Algorithm 3: The second optimization of the Ameva discretization algorithm
Data: X = {x1, x2, . . . , xN}, xi < xi+1 and C = {C1, C2, . . . , C`}, ` ≥ 2
Result: D: discretization scheme
D = {[x0, xN ]};
A = {x0, xN};
A′ = {x0, xN};
global = 0;
while |D| < ` do
for j ← 1 to N − 1, xj@A′ do
B = sort(A′ ∪ xj);
localj = Ameva(L(B), C|X);
end
A′ = sort(A′ ∪ xj/max(local1, local2, . . . , localN−1) = localj);
if max(local1, local2, . . . , localN−1) > global then
A = A′;
D = {[x0, x1], [x1, x2], . . . , [x|A|−1, x|A|]};
global = local;
end
end
necessary. By taking into account that if all instances are distributed equally in all
classes, the dependence is minimum, and if exists i such that ni1 = N , the depen-
dence is maximum. Hence the following coefficient, called Entropy, is considered:
A(1) = 1 +
1
N ln `
∑`
i=1
ni1 ln(
ni1
N
)
It holds that 0 ≤ A(1) ≤ 1 and the next:
• If A(1) = 0, then ni1 = N` (minimum dependency).
• If A(1) = 1, then a unique ni1 exists that ni1 = N (maximum dependency).
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Ci|Lj L1 · · · Lj · · · Lk ni·
C1 n11 · · · n1j · · · n1k N
n·j n11 · · · n1j · · · n1k N
Table 2.2: Contingency table at first case (` = 1)
Ci|Lj L1 ni·
C1 n11 n11
...
...
...
Ci ni1 ni1
...
...
...
C` n`1 n`1
n·j N N
Table 2.3: Contingency table at second case (k = 1)
This new coefficient allows to establish a new methodology to reduce features using
the Ameva discretization algorithm.
Given an attribute Xi where i = 1, 2, . . . , s, the Ameva discretization algorithm
is applied to this attribute so obtained intervals are considered as a new set of classes.
This set of classes is denotes as follows:
Ci = {Ci1, Ci2, . . . , Ci`} (2.3)
Let us consider Xp ⊂ X as the data subset that belongs to the class Cp ∈ Ci where
p = 1, 2, . . . , `. From Equation 2.3, for each attribute Xj with j = 1, 2, . . . , s, a gijp
value is obtained from Ci as follows:
• If the Xp data subset all belong to the same class Ci then gijp = A∗(1) = 1.
• If the subset of data belongs to different classes, then:
– If values of the attribute Xj are always in the same interval, then gijp =
A(1).
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– If values of the attribute Xj are not always in the same interval, then
gijp = AmevaN(`i), where AmevaN(`i) is defined as follows(2):
AmevaN(`i) =
`
′
i
Np
Ameva(`i)
provided that Np is the number of instances of the class Xp and l
′
i is the
number of intervals of the attribute Xi for which there is at least one
value in the data subset.
Given i, j = 1, 2, . . . , s, a gijp value can be obtained applying this methodology for
all class Cp ∈ C for p = 1, 2, . . . , `, and by considering different statistics as follows:
gminij = min
p
gijp
ggeoij =
√`√√√∏`
p=1
gijp
gariij =
1
`
∑`
p=1
gijp
gmaxij = max
p
gijp
Also, it is well-known that gminij ≤ ggeoij ≤ gariij ≤ gmaxij is holded.
The main properties of the matrix G = (gij), that is,
G =

1 g12 · · · g1s
g21 1 · · · g2s
...
... . . .
...
gs1 gs2 · · · 1

are the following: i) it is squared but non symmetric matrix; ii) the values of the
main diagonal are 1; iii) 0 ≤ gij, gji ≤ 1.
(2)This new Ameva coefficient is chosen in order to obtain a normalized value 0 ≤ AmevaN (`i) ≤ 1
as same as A(1). Furthermore, it is straightforward to prove that if i = j for i = 1, 2, . . . , s, then
gijp = 1, for all p = 1, 2, . . . , `.
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From the G matrix, a method of generating rules of dependence between at-
tributes can be defined. For example, a possible rule is the next: given a threshold
value, θ, if max(gij, gji) > θ and i < j where i, j = 1, 2, . . . , s and i 6= j, then the
Xj attribute is eliminated.
A first approach has been published in [6] and [26] as part of the future work
and a new way to use the Ameva discretization algorithm.
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ACTIVITY RECOGNITION AND FALL
DETECTION
The good thing about science is that it is true whether or not you believe in it -
Neil deGrasse Tyson
3.1 Introduction
Activity recognition is an important area of research and applications and its goal is
an automated analysis (or interpretation) of ongoing events and their context from
data. Its applications include surveillance systems, patient monitoring systems and
a variety of systems that involve interactions between persons and electronic devices.
Most of these applications require recognition of high-level activities, often composed
of multiple simple (or atomic) actions of persons. In this context, one of the main
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activities that has acquired an special attention in the medical area is falling.
Nevertheless, sensing the activity of the user has been very hard to tackle. Most
of the context gathering is achieved through the use of hardware sensors, typically
measure a specific phenomenon such as a GPS location or the ambient temperature.
However, they could be more complex, for example a camera might track a user’s
position and through a connection to models can identify whether a user is sitting or
standing or even where on a screen he is looking. It should be said that for the latter
work, complex setups are needed and hence, a high cost occurs with the deployment
of hardware sensors. Although, the calculation of the physical activity of a user,
based on data obtained, remains a current research topic, numerous limitations
have been identified that make these systems uncomfortable for users in general.
The development of activity recognition applications using smartphones has sev-
eral advantages such as easy device portability without the need for additional fixed
equipment, and comfort to the user due to the unobtrusive sensing. This contrasts
with other established approaches which use specific purpose hardware devices or
sensor body networks. Although the use of numerous sensors could improve the
performance of a recognition algorithm, it is unrealistic to expect that the general
public will use them in their daily activities because of the difficulty and the time
required to wear them. One drawback of the smartphone-based approach is that
energy and services on the mobile phone are shared with other applications and this
become critical in devices with limited resources.
Thus, the present section is focused on the recognition of physical activities car-
ried out by users through their mobile devices, and hence special attention must be
paid to energy consumption and the computational cost of the methods used. Tak-
ing previous works into account, physical activity monitoring through smartphones
presents the following challenges:
• To decrease, as far as possible, the risk of forgetting the processing device so
that continuous monitoring can be performed anywhere and any time.
• To reduce the drain of energy on the smartphone, by developing an accurate
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and efficient system.
• To integrate learning and monitoring on the device itself, in real-time and
without sharing server information.
In order to reduce the cost associated to accelerometer and gyroscope signal analysis,
this work opts for an approach based on a discretization method that uses only
accelerometer sensors since with these good results can be achieved and a lot energy
can be saved. Furthermore, the data is processed in the mobile itself and the result
is obtained in real time. Thanks to this discretization process, the classification cost
is much lower than it would be with continuous variables, and therefore the life of
the battery is longer.
3.2 Embedded sensors and activities
Throughout this work, a sensor with a range of sampling frequencies between 25 Hz
and 150 Hz was used and it was configured to operate at 50 Hz in order to prevent
excessive use of data and to reduce the computational cost. As it will be seen later,
it proposes placing the device at the hip, where acceleration forces are lower than
at the ankle, and hence frequencies at this position are also lower.
On the other hand, a lower frequency allows the computation cost to be reduced
thanks to the fact that each feature is obtained from accelerometry data. Further-
more, by reducing this processing time, the system becomes faster, more efficient
and consumes less energy. Indeed, for contextual systems, with their intensive use
of sensors, the high-energy consumption required must be taken into account not
only in obtaining the data but also in its processing.
Battery life is not a secondary consideration, since, according to a survey per-
formed by some companies like YouGov(1) or LG(2), it stands as one of the most
(1)https://today.yougov.com/news/2016/09/22/smartphone-longer-battery-life-headphone-jack/
(2)http://wccftech.com/lg-us-smartphone-users-survey/
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important purchase decision factor for buyers of smartphones. Users acceptance, in
the context of aware applications in general and of activity recognition systems in
particular, is therefore critical. For this reason, not only has an accurate and fast
system been developed, but a low energy consumption model is also presented from
the viewpoint of discrete techniques.
In the other hand, even if a large number of personal devices that able to mon-
itor the activity level have been developed by big commercial companies, the limit
imposed on the number of activities constitutes the main disadvantage, since they
can only detect certain parameters. Although these features are significant, the
number of these activities may be insufficient, for example, for users involved in a
physical rehabilitation process which must be monitored by doctors. In these cases,
activity recognition should have greater granularity to detect activities like fall de-
tection as an specific example. In this work, far from being a static system, the
number and type of activities recognized depends on the user since they can carry
out hot-training on the system, which may involve adding new activities, and hence
other activities can be detected. This is crucial for the accomplishment of a highly
customizing environment where the users themselves can determine which activities
are important and which remain irrelevant.
3.3 Data collection
The data was obtained from two different sources: from some volunteers through
the application that was installed in their smartphones and from some external
databases.
The volunteers were a group of 30 people within an age bracket of 19-48 years and
was randomly partitioned into two sets where 70% of the volunteers were selected
for generating the training data and 30% the test data. They followed a protocol in
which the activities were performed wearing a waist-mounted smartphone.
The external datasets that were tested in the system were well-known datasets
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(PAMAP2 [101], USC-HAD [131], WISDM [70] and Shoaib [106]) and their details
are shown in the Table 3.1.
dataset |people| age |activities|
Own dataset 30 19-48 6
PAMAP2 9 26-31 18
USC-HAD 14 21-49 12
WISDM 29 - 6
Shoaib 10 25-30 7
Table 3.1: Datasets information used during the activity recognition process
Training and recognition sets were obtained using time windows of 5 seconds
composed of a set of accelerometer readings from which it is possible to calculate a
variety of features. This time was chosen due to the importance of ensuring that,
in each time window, there is at least one activity cycle, defined as an complete
execution of an activity pattern.
Based on these time windows, a signal module was selected. This eliminates the
problem caused by the device rotation and increases user comfort by removing the
restriction of maintaining the same orientation during the learning and recognition
process.
For each data in a time window size N , ai = (axi , a
y
i , a
z
i ), i = 1, 2, . . . , N where x,
y and z represent the three accelerometer axes, the accelerometer module is defined
as follows:
|ai| =
√
(axi )
2 + (ayi )
2 + (azi )
2
Once it is defined, then some statistics can be defined as well:
• Mean: a¯ = 1
N
∑N
i=1 |ai|
• Minimum: amin = min{|a1| , |a2| , . . . , |aN |}
• Maximum: amax = max{|a1| , |a2| , . . . , |aN |}
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• Median: Me =
∣∣a(N+1)/2∣∣ if N%2 6= 0 and |aN/2|+|a(N+1)/2|2 otherwise
• Standard deviation: S =
√
1
N
∑N
i=1(|ai| − a¯)2
• Signal magnitude area [83]: SMA =
∑N
i=1 (|axi |+ |ayi |+ |azi |)
• Mean deviation: Dm = 1N
∑N
i=1 ||ai| − a¯|
In addition to the above variables, a new set of statistics is generated from the fre-
quency domain of the problem. In order to obtain these frequency-domain features,
the Fast Fourier Transform (FFT) is applied for each time window and the frequency
components associated are defined as follows:
yk =
F−1∑
j=0
|aj| e− 2piiF jk
where F is the cardinality of frequency components and k = 1, 2, . . . , F .
From here, the following attributes are identified:
• Min module: mmin = min{|y1| , |y2| , . . . , |yF |}
• Max module: mmax = max{|y1| , |y2| , . . . , |yF |}
• Min frequency module: fmin = {f(yk) | |yk| = mmin}
• Max frequency module: fmax = {f(yk) | |yk| = mmax}
where |yk| and f(yk) are the module and frequency associated to the k-th component,
respectively.
The previous statistics are the minimum set of statistics used in the evaluation
process.
3.4 Methodology
It involves working in the domain of discrete variables to perform learning and recog-
nition of activities using the Ameva discretization algorithm. This concept reduces
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the high computational cost required for learning algorithms based on continuous
variables, which have been used for this purpose over the years. The whole method-
ology consists on some steps that are described below.
Using the Ameva discretization algorithm that has been deeply described in 2.2,
for each statistic S ∈ {S1, S2, . . . , Sm}, where m is the number of statistics, the
discretization process is performed.
Given the result of the previous discretization process, a matrix of order kp × 2
is obtained, where kp is the number of class intervals and 2 denotes the dimension
made by the inf(Lpi ) and sup(L
p
i ) interval limits i of the statistic p. Hence, a three-
dimensional matrix containing the statistics and the set of interval limits for each
statistic is called the Discretization Matrix and is denoted by
W = (wpij)
where p = 1, 2, . . . ,m, i = 1, 2, . . . , kp, and j = 1, 2. Figure 3.1 shows the contents
of the Discretization Matrix obtained during a learning process.
Figure 3.1: Example of Discretization Matrix.
Therefore, the Discretization Matrix determines the interval in which each item
of data belongs for the different statistical associated values, by carrying out a simple
and fast discretization process.
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Based on previously generated intervals, the algorithm has to provide a proba-
bility associated with the elements of the training set x ∈ X .
For that purpose, a Class Matrix, V , is defined as a three-dimensional matrix
that contains the number of items from the training set associated with an interval
Lp in a activity Ci for each statistic Sp of the system. This matrix is defined as
follows:
V = (vpij)
where vpij = #{x ∈ X | inf(Lpi ) < x ≤ sup(Lpi )}, p = 1, 2, . . . ,m, i = 1, 2, . . . , kp
and j = 1, 2, . . . , `. Hence, each position in the Class Matrix is uniquely associated
with a position in the Discretization Matrix, which is determined by its range.
Figure 3.2 shows the contents of the Class Matrix obtained during a learning pro-
cess for only 3 out of 8 activities recognized by the system. Within these activities,
five intervals determined by the Ameva discretization algorithm can be observed in
the Class Matrix for the mean statistic.
Figure 3.2: Example of Class Matrix.
The next step is to specify the likelihood that a given value x associated to a
statistic Sp corresponds to an activity Ci in an interval Lp. This is done by the
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Activity-Interval Matrix denoted by U and defined as follows:
U = (upij)
where each value is defined as
upij =
vpij
vp·j
∑`
q=1,q 6=j
(
1− vpiq
vp·q
)
`− 1
and vp·j is the total number of time windows of the training process labelled with
the activity Cj for the statistic Sp, and p = 1, 2, . . . ,m, i = 1, 2, . . . , kp, and j =
1, 2, . . . , `.
Also, each value upij can be seen as a degree of belonging for a given x, identified
with a activity Ci, to be included in the interval Lp of the statistic Sp. Similarly,
they hold the following properties:
• upij = 0 ⇐⇒ vpij = 0 ∨ vpiq = vp·q, q 6= j
• upij = 1 ⇐⇒ vpij = vp·j = vpi·
Figure 3.3 shows a set of values for each of the positions of the Activity-Interval
Matrix. These results have been obtained from the training set of the Class Matrix
described above in Figure 3.2.
Once the discretization intervals and the probabilities of belonging have been
obtained, the process of classification is described. It is divided into two main parts:
the way to perform the recognition of physical activity and the task of determining
the frequency of a particular activity is presented.
The most likely activity is decided by a majority voting system starting from the
Activity-Interval Matrix, U , and a set of data x ∈ X for the statistics S.
It consists of finding an activity Ci ∈ C that maximizes this likelihood and it is
defined in the following expression denoted by mpa (most probable activity):
mpa(x) = Ck
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Figure 3.3: Example of Activity-Interval Matrix.
where k = maxj
∑m
p=1 upij | x ∈ (inf(Lpi ), sup(Lpi )]). This expression assumes that
all statistics provide the same information to the system and there is no correlation
between them.
A detailed analysis and results have been published in [25], [88] and [28] as part
of the main topic of this doctoral thesis.
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CHAPTER 4
DISCRETE TECHNIQUES APPLIED TO
LOW-ENERGY MOBILE HUMAN ACTIVITY
RECOGNITION. A NEW APPROACH
Overview
This paper addresses a low-energy solution for human activity recognition systems
using discrete techniques based on the Ameva algorithm. It is used both in the
pre-process step where the continuous values are transformed to discrete values and
the classification step where the decision is taken based on a set of intervals that
determine the activity where the value belongs to.
Unlike other systems currently in use, this proposal enables recognition of high
granularity activities by using accelerometer sensors and remains free of dependence
on the features of any recognition activity dataset. Thanks to this discretization pro-
cess, the classification cost is much lower than it would be with continuous variables
and gets the life of the battery to be longer, so the accuracy of activity recognition
systems can be increased without sacrificing efficiency. Furthermore, the data is
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processed in the mobile itself, obtaining the results in real time, and therefore the
efficiency is better than if data were sent to a server.
The strengths of the system are both the high success rate and the reduced
computational cost associated with the processing of data during the recognition
process.
Context
This research was initiated as a part of one of the possible uses of the Ameva algo-
rithm that this PhD candidate carried out with activity recognition systems. The
idea of reducing the computational cost in mobile devices using discrete variables
was the main goal of the paper. Also, it was the first attempt to use Ameva as a
classification algorithm due to its high computational performance. This paper is
the result of over 1 year’s work in this area.
Journal information
Figure 4.1: Expert Systems with Ap-
plications cover.
The Journal Expert Systems with Applica-
tions was selected for the submission of this
paper that is indexed in JCR with an Im-
pact Factor of 2.240 and a 5-Year I.F. 2.571.
Also, it stands in ranking Q1 in three cate-
gories: Operations Research & Management
Science (12/81); Engineering, Electrical &
Electronic (48/249); Computer Science, Ar-
tificial Intelligence (29/123).
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Human activity recognition systems are currently implemented by hundreds of applications and, in
recent years, several technology manufacturers have introduced new wearable devices for this purpose.
Battery consumption constitutes a critical point in these systems since most are provided with a
rechargeable battery. In this paper, by using discrete techniques based on the Ameva algorithm, an inno-
vative approach for human activity recognition systems on mobile devices is presented. Furthermore,
unlike other systems in current use, this proposal enables recognition of high granularity activities by
using accelerometer sensors. Hence, the accuracy of activity recognition systems can be increased with-
out sacriﬁcing efﬁciency. A comparative is carried out between the proposed approach and an approach
based on the well-known neural networks.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, thanks largely to the growing interest in moni-
toring certain sectors of the population, such as elderly people with
dementia and people in rehabilitation, activity recognition systems
have experienced an increase in both number and quality of
results. However, most of these results incur high computational
costs, and hence cannot be applied on a general-purpose mobile
device due to their excessive energy consumption.
Although, the calculation of the physical activity of a user, based
on data obtained from an accelerometer, remains a current
research topic, numerous limitations have been identiﬁed that
make these systems uncomfortable for users in general.
The ﬁrst difference observed between the many systems devel-
oped is the type of sensor used. There are systems using speciﬁc
hardware (Ravi, Dandekar, Mysore, & Littman, 2005), while others
use general-purpose hardware (Hong, Kim, Ahn, & Kim, 2008).
Obviously, the use of generic hardware constitutes a beneﬁt for
users, since their availability, low cost, and versatility are points
greatly in their favour; not to mention the reduction in the risk
of loss, since these devices have already been integrated into
everyday objects, such as users’ smartphones. However, general
purpose devices are used for other purposes, such as making phone
calls, surﬁng the Internet, and listening to music. For this reason,
the physical activity recognition system must be executed in back-
ground mode and cause the least impact on the system as possible,
in terms of complexity and energy consumption.
Another difference found between the proposals surveyed is the
number and position of the sensors. In Brezmes, Gorricho, and
Cotrina (2009), it can be observed that the accelerometer sensor is
placed inagloveandamultitudeof activitiesare recognizeddepend-
ing on the movement of the hand. In contrast, other studies use
either various sensors placed on many parts of the body (Bicocchi,
Mamei, & Zambonelli, 2010; Lepri, Mana, Cappelletti, Pianesi, &
Zancanaro, 2010) or a wearable wireless sensor node with a static
wireless non-intrusive sensory infrastructure (Paoli, Fernández-
Luque, & Zapata, 2011) to recognize these activities. According to
certain comparative studies and previous research based on multi-
ple sensors, these last two types of sensors provide greater accuracy.
However, in studies, such as Hong et al. (2008), a sensor is kept
in a user’s pocket or worn on the hip, which is more wearable on
the monitored person, and requires much lower infrastructure.
Once the most comfortable alternative for users is determined,
some device sensors could be chosen to perform the activity mon-
itoring. Some research uses data not only from accelerometers and
a gyroscope (Dernbach, Das, Krishnan, Thomas, & Cook, 2012), but
also from other sources, such as microphones, light sensors and
voice recognition to determine the context of the user (Kwapisz,
Weiss, & Moore, 2011) and ECG sensors (Li et al., 2010; Pawar,
Chaudhuri, & Duttagupta, 2007; Ward, Lukowicz, Troster, &
Starner, 2006) for this purpose.
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The ﬁrst example, which incorporates microphone and blue-
tooth devices, helps to obtain contextual information about the
user environments and would be appropriate to perform a more
in-depth analysis of the activity, for instance, whether the user is
walking in a disco or at home, or whether s/he is alone or with
someone. However, high-level activity recognition (walking, play-
ing, running or standing up) is carried out using other sensors.
On the other hand, ECG can help determine high-level activities
by means of heart-rate processing. In this sense, certain activities
(walking or running) could be discerned based on the effort
exerted. However, the problem here is that ECG sensors are both
expensive and uncomfortable for the user.
Thus, the present work is focused on the recognition of physical
activities carried out by users by means of their mobile devices,
and hence special attention must be paid to energy consumption
and the computational cost of the methods used.
There are related studies where data for activity recognition is
obtained through mobile devices where this data is sent to a server
to process the information (Altun, Barshan, & Tunçel, 2010). In
these cases, computational cost is no limitation and hence methods
of a more complex nature can be used. In contrast, efﬁciency is a
crucial issue when processing is carried out within the mobile
device itself (Fuentes, Gonzalez-Abril, Angulo, & Ortega, 2012;
Reddy et al., 2010).
Taking previous works into account, physical activity monitor-
ing through smartphones presents the following challenges:
 To decrease, as far as possible, the risk of forgetting the process-
ing device so that continuous monitoring can be performed
anywhere and any time.
 To reduce the drain of energy on the smartphone, by developing
an accurate and efﬁcient system.
 To integrate learning and monitoring on the device itself, in
realtime and without sharing server information.
In order to reduce the cost associated to accelerometer and
gyroscope signal analysis, this paper opts for an innovative
approach based on a discretization method that uses only acceler-
ometer sensors since with these good results can be achieved and a
lot energy can be saved (the more sensors used, the greater the
consumption). Furthermore, the data is processed in the mobile
itself, and therefore the efﬁciency is better than if data were sent
to a server, and the result is obtained in real time. Thanks to this
discretization process, the classiﬁcation cost is much lower than
it would be with continuous variables, and therefore the life of
the battery is longer. It is therefore possible not only to eliminate
the correlation between variables during the recognition process,
but also to minimize the energy consumption of the process.
The remainder of the paper is organized as follows: Section 2
describes the method of data capture through the mobile device
using an accelerometer sensor, and outlines all the physical activities
that can be recognized by the system described. In Section 3, a new
process, that discretizes continuous variables and provides classiﬁca-
tion, is presented. Section 4 shows a comparison between the new
method and other methods used previously in the literature. Finally,
in Section 5, a discussion is given on the various advantages of the
proposed algorithm as well as on certain challenges and tasks that
are currently being developed for the described recognition system.
2. Activity recognition
2.1. Embedded sensors and battery impact
Throughout this work, a KR3DM triaxial accelerometer inte-
grated into a Google Nexus S is used. This sensor has a range of
sampling frequencies between 25 Hz and 1500 Hz. Speciﬁc fre-
quency is deﬁned by each piece of software by using Android prim-
itives. At these sampling rates, the device used for the testing
process is conﬁgured to operate at 50 Hz in order to prevent exces-
sive use of data and to reduce the computational cost. Therefore,
based on the Nyquist–Shannon theorem, it can be ensured that sig-
nals with signiﬁcant energy components below 25 Hz are liaison
free. Depending on where the user takes the device, vibrations
and any other kind of noise could be present with frequency com-
ponents over 25 Hz, but these are of no interest in this work. How-
ever, the human-activity frequency range is much lower than the
sampling band chosen. By using accelerometers taped to the body
while running, Bhattacharya, McCutcheon, Shvartz, and Greenleaf
(1980) found the main frequency components between 1–18 Hz
at the ankle. As will be seen later, our work proposes placing the
device at the hip, where acceleration forces are lower than at the
ankle, and hence frequencies at this position are also lower.
On the other hand, a lower frequency allows the computation
cost to be reduced thanks to the fact that each feature is obtained
from accelerometry data. Furthermore, by reducing this processing
time, the system becomes faster, more efﬁcient and consumes less
energy. Indeed, for contextual systems, with their intensive use of
sensors, the high-energy consumption required must be taken into
account not only in obtaining the data but also in its processing. A
typical smartphone from the latest generation has a multitude of
sensors that are commonly used, such as GPS (Morillo, Ramirez,
Garcia, & Gonzalez-Abril, 2012), NFC, and a microphone. This
means that, as result of high energy consumption, the useful time
between device charges remains very low.
By applying Moore’s law, it can be observed that manufacturers
increase their processing power at least twice each year, in con-
trast to battery development, which has failed to double over the
last ﬁve years. Battery life is not a secondary consideration, since,
according to a survey performed by North American Technologies
(Forrester, 2011), it stands as the second most important purchase
decision factor for buyers of smartphones. Users acceptance, in the
context of aware applications in general and of activity recognition
systems in particular, is therefore critical. For this reason, in this
work, not only has an accurate and fast system been developed,
but a low energy consumption model is also presented from the
viewpoint of discrete techniques.
There are various solutions using speciﬁc hardware (Choudhury
et al., 2008) that have a high degree of autonomy. However, the
problems faced by these elements are, as outlined earlier, the risk
of losing and/or forgetting the device and the discomfort for users.
Furthermore, these solutions are usually very expensive. In recent
years, a large number of personal devices able to monitor the activ-
ity level have been developed by large companies, such as Adidas
(Fig. 1), and Nike (Fig. 2). However, the aims of this work, even
though related, are quite different. Both of these commercial
devices allow the physical activity level to the detected. This is
interesting from the point of view of calories burned. The limit
imposed on the number of activities constitutes the main disad-
vantage of these systems, since they can only detect certain param-
eters, such as the number of sprints or total distance covered.
Although these features are signiﬁcant, for many users the number
of these activities may be insufﬁcient, for example, for users
involved in a physical rehabilitation process which must be moni-
tored by doctors. In these cases, activity recognition should have
greater granularity to detect activities. The activities our system
is able to discern will be discussed in the following section.
In short, although our proposal has been tested with smart-
phone embedded sensors, no limitation whatsoever is envisaged.
In this paper, a new independent-sensor technique for activity rec-
ognition is presented, which uses and continues the work in Soria
Morillo, Ortega Ramirez, and Gonzalez-Abril (2012). Thus, this
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technique can be developed on a smartphone, a commercial wrist-
band or any other appliance which contains an accelerometer and
processing unit. In contrast to other proposals, our work is focused
on battery consumption, which becomes even more critical on
external devices where drains on the battery must be reduced to
provide greater usage time.
There are several related studies which centre on the accuracy
power trade off, for example in the proposals by Zappi et al.
(2008) and Wang et al. (2009). Not only do these proposals operate
with smartphones, but also with distributed body sensors, where it
is possible to determine which sensors are the most important, and
which can be disconnected in order to minimize energy cost.
2.2. Set of activities
In this work, far from being a static system, the number and
type of activities recognized depends on the user; users can carry
out hot-training on the system, which may involve adding new
activities, and hence other activities can be detected. This is crucial
for the accomplishment of a highly customizable environment
where the users themselves can determine which activities are
important and which remain irrelevant.
For a large numbers of users, it could prove more practical to
recognize only a few activities, such as walking, sitting, and falling.
For other users, however, activities, such as driving and cycling
could be more relevant. In a rehabilitation process, by setting out
an exercise programme, doctors and relatives could ascertain
whether the user is carrying out the prescribed physical exercise
correctly.
During the system testing and by performing comparative anal-
ysis with other platforms, 8 activities have been taken into
account. These activities include standing, walking, running, jump-
ing, cycling, driving, climbing stairs, and descending stairs. More-
over, thanks to this proposal, activities that have not been
previously learned by the system can be determined while users
carry them out. This learning process is achieved based on the
analysis of the probability associated to each pattern while the
user is performing each activity. In this sense, the system alerts
the user when a non-trained activity is detected and therefore,
the opportunity to carry out in-depth training for this activity is
presented.
Obviously, the number of activities to be detected has an impact
on the accuracy of the system, especially if acceleration patterns
between activities are very similar. This aspect will be discussed
later.
2.3. Data collection
Several related studies attain results of activity recognition off-
line. First, an appropriate set of acceleration readings must be
obtained from sensors. Once this set is completed, it must be sent
to the server and the readings are then classiﬁed into any of the
recognized activities. In Duong, Bui, Phung, and Venkatesh (2005)
and other model-driven studies into activity recognition, learning
is conducted off-line. This means that the user must be connected
to the training server so that the model, from which the recogni-
tion process can be carried out, can be obtained.
However, training and recognition sets are obtained using time
windows of ﬁxed duration. Each time window is composed of a set
of accelerometer readings from which it is possible to calculate a
variety of features. After having conducted a performance and sys-
tem accuracy analysis, it has been determined that the optimum
length for these windows is 5 s. This time has been chosen due
to the importance of ensuring that, in each time window, there is
at least one activity cycle. An activity cycle is deﬁned as an com-
plete execution of an activity pattern. For example, two steps are
an activity cycle for walking and one pedal stroke is the activity
cycle for cycling. If a complete activity cycle is not presented in
each time window, then, based on acceleration patterns, it will
not be possible to determine the activity performed. The segmen-
tation process and activity cycle are shown in Fig. 3.
Based on these time windows, which contain data for each
accelerometer axis and reduce the computational cost of the new
solution, a signal module has been chosen. This eliminates the
problem caused by the device rotation (He & Jin, 2009). Further-
more, it increases user comfort by removing the restriction of
maintaining the same orientation during the learning and recogni-
tion process.
For each data in a time window size N; ai ¼ ðaxi ; ayi ; azi Þ;
i ¼ 1;2; . . . ;N where x; y and z represent the three accelerometer
axes, the accelerometer module is deﬁned as follows:
jaij ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
axi
 2 þ ayi 2 þ azi 2
q
Hence, the following statistics are obtained for each time window.
 Mean: a ¼ 1N
PN
i¼1jaij.
 Minimum: amin ¼minfja1j; ja2j; . . . ; jaNjg.
Fig. 1. Adidas MyCoach: intalled into Adidas shoes.
Fig. 2. Nike FuelBand: wristband with accelerometer sensor for activity level.
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 Maximum: amax ¼maxfja1j; ja2j; . . . ; jaNjg.
 Median: Me ¼ jaðNþ1Þ=2j if N%2– 0 and jaN=2 jþjaðNþ1Þ=2 j2 otherwise.
 Standard deviation: S ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
PN
i¼1ðjaij  aÞ2
q
.
 Signal magnitude area (Mathie et al., 2004): SMA ¼PN
i¼1ðjaxi j þ jayi j þ jazi jÞ.
 Mean deviation: Dm ¼ 1N
PN
i¼1jjaij  aj.
In addition to the above variables, hereinafter called temporary
variables, a new set of statistics called frequency-domain features
are generated from the frequency domain of the problem. In order
to obtain these frequency-domain features, the Fast Fourier Trans-
form (FFT) is applied for each time window. Frequency compo-
nents associated to each time window are deﬁned as follows:
yk ¼
XF1
j¼0
jajje2piF j k
where F is the cardinality of frequency components and
k ¼ 1;2; . . . ; F.
From here, the following attributes are identiﬁed:
 Min module: mmin ¼ minfjy1j; jy2j; . . . ; jyF jg.
 Max module: mmax ¼maxfjy1j; jy2j; . . . ; jyF jg.
 Min frequency module: fmin ¼ f ðykÞjdlejjykj ¼ mminf g.
 Max frequency module: fmax ¼ f ðykÞjdlejjykj ¼ mmaxf g:
where jykj and f ðykÞ are the module and frequency associated to the
kth component, respectively.
It cannot be forgotten that the entire process is to be executed
on the smartphone itself. Accordingly, the number of features must
be reduced to minimize the impact of the processing energy used.
To reduce the number of features set out above, the PCA method
has been applied. In this way, a ﬁnal set of 48 features was
selected. It should be borne in mind that the ﬁrst ten components
deliver more than 98% of the variance in all validations. Therefore,
in order to reduce the complexity, henceforth just 10 components
will be used to describe the system.
3. Methodology
To the best of our knowledge, our proposal, which involves
working in the domain of discrete variables to perform learning
and recognition of activities, constitutes a totally innovative
approach. This concept arose largely due to the need for a reduc-
tion in the high computational cost required for learning algo-
rithms based on continuous variables, which have been used for
this purpose over the years.
In Gonzalez-Abril, Velasco, Ortega, and Cuberos (2009), a label-
ling process, similar to a discretization process, is used to obtain a
Qualitative Similarity Index (QSI), and hence it can be said that a
transformation of the continuous domain to the discrete domain
of values of the variables is beneﬁcial in certain aspects. Therefore,
the Ameva discretization (Gonzalez-Abril, Cuberos, Velasco, &
Ortega, 2009) is used, which is unsupervised and fast. The most
notable feature of these two processes is the small number of
intervals generated, which facilitates and reduces the computa-
tional cost of the recognition process.
Let us brieﬂy examine these algorithms.
3.1. Ameva algorithm
Let X ¼ fx1; x2; . . . ; xng be a data set of an attribute X of mixed-
mode data such that each example xi belongs to only one of the ‘
classes whose class variable is denoted by
C ¼ fC1;C2; . . . ;C‘g; ‘P 2
A continuous attribute discretization is a function D : X ! C which
assigns a class Ci 2 C to each value x 2 X in the domain of the prop-
erty that is being discretized. Let us consider a discretization D
which discretizes X into k discrete intervals:
Lðk;X ; CÞ ¼ fL1; L2; . . . ; Lkg
where L1 is the interval ½d0;d1 and Lj is the interval
ðdj1;dj; j ¼ 2;3; . . . ; k. Thus, a discretization variable is deﬁned as
LðkÞ ¼ Lðk;X ; CÞ which veriﬁes that, for all xi 2 X, a unique Lj exists
such that xi 2 Lj for i ¼ 1;2; . . . ;n and j ¼ 1;2; . . . ; k. The discretiza-
tion variable LðkÞ of X and the class variable C are treated from a
descriptive point of view.
The main aim of the Ameva method (Gonzalez-Abril et al.,
2009) is to maximize the dependency relationship between the
class labels C and the continuous-values attribute LðkÞ, and at
the same time to minimize the number of discrete intervals k. To
this end, the following statistic is used:
AmevaðkÞ ¼ v
2ðkÞ
kð‘ 1Þ where v
2ðkÞ ¼ N 1þ
X‘
i¼1
Xk
j¼1
n2ij
ninj
 !
Here, nij denotes the total number of continuous values belonging to
the Ci class that are within the interval Lj;ni is the total number of
instances belonging to the class Ci; and nj is the total number of
instances that belong to the interval Lj, for i ¼ 1;2; . . . ; ‘ and
j ¼ 1;2; . . . ; k, which fulﬁll the following:
ni ¼
Xk
j¼1
nij; nj ¼
X‘
i¼1
nij; N ¼
X‘
i¼1
Xk
j¼1
nij
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Fig. 3. Time windows split method over accelerometer signal.
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3.2. Discretization process
For each statistic Sp 2 fS1; S2; . . . ; Smg, the discretization process
is performed, and a matrix of order kp  2 is obtained, where kp is
the number of class intervals and 2 denotes the inf ðLpi Þ and supðLpi Þ
interval limits i of the statistic p. Hence, a three-dimensional
matrix containing the statistics and the set of interval limits for
each statistic is called the Discretization Matrix and is denoted by
W ¼ ðwpijÞ
where p ¼ 1;2; . . . ;m; i ¼ 1;2; . . . ; kp, and j ¼ 1;2 (see Fig. 4).
Therefore, the Discretization Matrix determines the interval in
which each item of data belongs for the different statistical associ-
ated values, by carrying out a simple and fast discretization
process.
3.2.1. Class integration
The aim in the next step of the algorithm is to provide a prob-
ability associated with the statistical data for each of the activities,
based on previously generated intervals. For this purpose, the ele-
ments of the training set x 2 X are processed to associate the label
of the speciﬁc activity in the training set. In addition, the value of
each statistic is calculated based on the time window.
In order to perform this process, a Class Matrix, V, is deﬁned as a
three-dimensional matrix that contains the number of item of data
from the training set associated with an L interval in a C activity for
each statistic S of the system. This matrix is deﬁned as follows:
V ¼ ðvpijÞ
where vpij ¼ # x 2 Xjinf Lpi
 
< x 6 sup Lpi
  
;S ¼ Sp; C ¼ Cj; p ¼ 1;2;
. . . ; m; i ¼ 1;2; . . . ; kp and j ¼ 1;2; . . . ; ‘. Hence, each position in the
Class Matrix is uniquely associated with a position in the Discretiza-
tion Matrix, which is determined by its range.
Fig. 5 shows the contents of a real Class Matrix obtained during
a learning process from all statistics. In order to simplify the ﬁgure
for this example, only 3 out of 8 activities recognized by the system
have been taken into consideration. Within these activities, ﬁve
intervals determined by the Ameva algorithm can be observed in
the Mean Class Matrix.
At this point, not only is it possible to determine the discretiza-
tion interval, but the Class Matrix also helps to obtain the probabil-
ity associated with the discretization process performed with the
Ameva algorithm.
3.2.2. Activity-Interval Matrix
In the next step, a three-dimensional matrix, called the Activity-
Interval Matrix is deﬁned, denoted by U, which speciﬁes the likeli-
hood that a given value x associated to a statistic S corresponds to
an activity C in an interval L. This ratio is based on the goodness of
the Ameva discretization in order to determine the most probable
activity from the data and the intervals generated for the training
set.
Each value of U is deﬁned as follows:
upij ¼ vpijvpj
P‘
q¼1;q–j 1 vpiqvpq
 
‘ 1
where vpj is the total number of time windows of the training pro-
cess labelled with the j activity for the p statistic, and
p ¼ 1;2; . . . ;m; i ¼ 1;2; . . . ; kp, and j ¼ 1;2; . . . ; ‘.
Given these values, U for the p statistic is deﬁned as
Up ¼
up00 . . . up0j . . . up0‘
..
. . .
. ..
. . .
. ..
.
upi0 . . . upij . . . upi‘
..
. . .
. ..
. . .
. ..
.
upkp0 . . . upkpj . . . upkp‘
0
BBBBBBBB@
1
CCCCCCCCA
As can be seen in the deﬁnition of U , the likelihood that data x is
associated with the interval Li corresponding to the activity Cj,
depends not only on the data, but on all the elements associated
with the interval Li for the other activities.
Thus, each upij matrix position can be seen as a degree of
belonging for a given x, identiﬁed with a Cj activity, to be included
in the Li interval of the Sp statistic.
Similarly, the elements of U hold the following properties:
 upij ¼ 0() vpij ¼ 0 _ vpiq ¼ vpq; q– j
Fig. 5. Class matrices.
Fig. 4. Discretization matrices. Fig. 6. Activity-Interval matrices.
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 upij ¼ 1() vpij ¼ vpj ¼ vpi
Fig. 6 shows a set of values for each of the positions of the Activ-
ity-Interval Matrix. These results have been obtained from the
training set of the Class Matrix described above in Fig. 5.
3.3. Classiﬁcation process
After obtaining the discretization intervals and the various
probabilities of belonging, this section describes the process of
classiﬁcation from the data of the analysis time windows. This pro-
cess is divided into two main parts. First, the way to perform the
recognition of physical activity is described, and then the task of
determining the frequency of a particular activity is presented.
3.3.1. Classifying data
For the classiﬁcation process, the most likely activity is decided
by a majority voting system. As described above, this process starts
from the Activity-IntervalMatrix and a set of data x 2 X for the set S.
The process therefore consists of ﬁnding an activity Ci 2 C that
maximizes this likelihood. This criterion is collected in the follow-
ing expression, denoted by mpa (most probable activity):
mpaðxÞ ¼ Ck
where k ¼ argðmaxj
Pm
p¼1upijjx 2 ðinf ðLpi Þ; supðLpi ÞÞ. The expression
shows that the weight, contributed by each statistic to the probabil-
ity calculation function, is the same. This expression assumes that
all statistics provide the same information to the system and there
is no correlation between them.
Thus, the mpa represents the activity whose data, obtained
within the processing time window, is more suited to the set of
values from U. In this way, the proposed algorithm not only deter-
mines the mpa, but also determines its associated probability.
From this likelihood, certain activities that fail to adapt well to
sets of generic classiﬁcation can be identiﬁed, and constitute an
indication that the user is carrying out new activities for which
the system has not been previously trained.
3.3.2. Frequency activity approach
The proposed system not only determines the activity per-
formed by the user, but the frequency at which it is performed.
With this improvement in the activity recognition system, the
information obtained can therefore be enriched with information
specifying the number of pedal rotations, stairs, or steps that users
perform per minute.
To achieve this degree of speciﬁcation, a study of the accelerom-
etry frequency component is made, whereby the maximum fre-
quency module is used to determine the cadence of a range of
activities. Therefore, the maximum frequency of the module could
be useful in the analysis of the cadence of different activities, i.e.
the max module, and at a second level, of the frequency associated
with that value. These two values can be identiﬁed in Fig. 7 by the
two grey dotted lines.
From a simple expression in conjunction with these values, the
frequential value associated with the recognized activity in the
current time window can be determined. It is denoted by af:
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Fig. 7. Frequential study from accelerometer signal on a smartphone.
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Table 1
Confusion Matrix.
Actual class Predicted class
Walk Jump Stop Run Climb Descend Cycle Drive Total
Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA
Walk 1036 994 6 6 6 18 6 22 8 16 4 10 8 12 34 10 1108 1088
Jump 2 10 980 974 0 0 4 12 2 8 8 8 2 6 2 6 1000 1024
Immobile 0 0 0 0 1080 1112 0 0 0 0 6 0 8 0 24 8 1118 1120
Run 4 14 12 12 0 0 900 854 8 12 2 8 4 6 4 6 934 912
Climb 2 6 2 6 10 0 2 6 912 868 14 20 6 8 2 6 950 920
Descend 8 20 6 6 10 0 6 8 18 34 754 734 2 2 16 6 820 810
Cycle 2 6 2 4 0 0 2 14 4 6 2 4 844 840 6 2 862 876
Drive 4 8 2 2 36 12 2 6 4 12 2 8 4 4 794 838 848 890
Total 1058 1058 1010 1010 1142 1142 922 922 956 956 792 792 878 878 882 882 7640 7640
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af ¼ Max frequency module  60s
thus obtaining the cadence of activity per minute. This value is then
displayed to the user in the application developed to determine
both the intensity of the activity carried out and its repetitions.
3.3.3. Pseudocode
A pseudocode that summarizes the entire procedure more
clearly is presented.
/⁄ Inputs ⁄/
x = x1, x2, . . ., xm;
S = S1, S2, . . ., Sm
/⁄ Discretization and Class Integration process ⁄/
W = {}, V = {}
for each Si in S do
Wi = Ameva_Discretization (Si)
Vi = Class_Integration (Si)
W = W + Wi
V = V + Vi
end for
/⁄ Activity-Interval process ⁄/
U = {}
for each Vi in V do
Ui = Activity_Interval (Vi)
U = U + Ui
end for
/⁄ Classification process ⁄/
values = {}
for j = 1 to l do
aux = 0
for p = 1 to m do
i = interval (x, p)
aux = aux + Ui[p][i][j]
end for
values = values + aux
end for
/⁄ Output ⁄/
return getClass (getIndex (values, max (values)))
4. Method analysis
Once the basis of the developed activity recognition algorithm
was set out, an analysis of the new proposal was performed. To this
end, the new development was compared with a widely used rec-
ognition system based on neural networks. In this case, both learn-
ing and recognition was performed by continuous methods.
The test process was conducted on a Google Nexus One for a
group of 10 users. Notably, the activity habits of these users were
radically different, since 5 users were under 30 years old while the
rest were older than this age. For this test, a document was
delivered to each user so that a description of the activity
performed could be reported, together with its start time and
end time.
In order to more accurately determine the real activities that
the user is carrying out, a speciﬁc application on the device has
been developed in which the user must enter the activity tracked.
Those activities conducted during the test process that had not
been previously trained, were dismissed in order to analyze the
system accuracy.
Finally, the learning process of each activity recognized by the
system consisted of its performance for a time of 6 min. As for
the recognition process, users were followed over a period of 72 h.
From these values the real dataset is obtained,1 which enables
the accuracy and delay time, among other indicators, to be deter-
mined. However, it has been decided to apply this method to a pub-
lic human-activity recognition dataset published by the Center for
Machine Learning and Intelligent Systems (Anguita, Ghio, Oneto,
Parra, & Reyes-Ortiz, 2012). This decision allows this work to be
compared with other proposals through the same information
repository.
First, after conducting the performance tests, it was found that,
in the case of Ameva, the ﬂow of information between the device
and the server was much lower. This server is responsible for safe-
guarding the training data and recognized activities. As can be seen
in Fig. 8, the trafﬁc of data necessary was 4.7 KBytes for the system
based on neural networks, and 0.6 in the case of Ameva. That is, the
trafﬁc of information was reduced by more than 70%. This consti-
tutes an advantage in terms of a reduction in additional costs aris-
ing from excessive use of the data network.
Moreover, it is crucial to consider energy consumption and the
processing cost of the system when working with the mobile
device. In this case, after comparing the above methods, the con-
clusion is reached that the method based on Ameva reduces the
computational cost of the system by about 50%, as can be seen in
Fig. 9. The time needed to process a time window by using the
Ameva-based method is 0.6 s. However, for methods based on neu-
ral networks, this was 1.2 s.
In addition to this beneﬁt with the device, a survey from with a
number of questions concerning the system impression was given
to users at the end of the testing process. In general, the Ameva-
based system scored much higher, due to the ﬂuidity experienced
by users while they were working with the device and while the
activity recognition service was being executed. Furthermore, the
response by the users indicated that the smartphone’s temperature
was considerably lower than when the neural network solution
was employed.
Last but not least, some measures of the methods presented
below are analyzed. Accuracy constitutes the most widely used
metric for the measurement of the performance of learning sys-
tems. Nevertheless, it has been widely demonstrated that, when
Table 2
Performance comparison by using measures of evaluation.
Activity Measure
Accuracy Recall Speciﬁcity Precision F-measure (F1)
Ameva (%) RNA (%) Ameva (%) RNA (%) Ameva (%) RNA (%) Ameva (%) RNA (%) Ameva (%) RNA (%)
Walk 98.77 97.93 97.92 93.95 98.91 98.57 93.50 91.36 95.66 92.64
Jump 99.35 98.87 97.03 96.44 99.70 99.25 98.00 95.12 97.51 95.77
Immobile 98.69 99.50 94.57 97.37 99.42 99.88 96.60 99.29 95.58 98.32
Run 99.27 98.35 97.61 92.62 99.49 99.14 96.36 93.64 96.98 93.13
Climb 98.93 98.17 95.40 90.79 99.43 99.22 96.00 94.35 95.70 92.54
Descend 98.64 98.25 95.20 92.68 99.04 98.89 91.95 90.62 93.55 91.64
Cycle 99.32 99.03 96.13 95.67 99.73 99.47 97.91 95.89 97.01 95.78
Drive 98.14 98.74 90.02 95.01 99.20 99.23 93.63 94.16 91.79 94.58
1 Available at http://madeirasic.us.es/idinfor/wp-content/uploads/2014/02/
activities.csv.
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the prior class probabilities differ greatly, these measures become
inappropriate because they fail to consider misclassiﬁcation costs,
are strongly biased towards the majority class, and are sensitive to
class skews (Daskalaki, Kopanas, & Avouris, 2006; Huang & Ling,
2005).
Finally, the deﬁnition of the measures used are:
 Accuracy is taken as the degree of veracity, while in certain con-
texts precision may mean the degree of reproducibility. It is
deﬁned here as accuracy ¼ TPþTNTPþTNþFPþFN.
 Recall is the fraction of relevant instances that are retrieved. It is
deﬁned as: recall ¼ TPTPþFN.
 Speciﬁcity measures the proportion of negatives which are cor-
rectly identiﬁed as such. It is deﬁned as: specificity ¼ TNTNþFP.
 Precision is the fraction of retrieved instances that are relevant.
It is deﬁned as: precision ¼ TPTPþFP.
 F-measure (F1) is a measure of the accuracy of a test. It can be
interpreted as a weighted average of the precision and the
recall, and is deﬁned as: F1 ¼ 2 precisionrecallprecisionþrecall.
Note that TP and TN denote the number of positive and negative
cases correctly classiﬁed, while FP and FN refer to the number of
misclassiﬁed positive and negative examples, respectively.
Based on these deﬁnitions, Tables 1 and 2 present the test. It
was conducted on 8 different activities in order to unify the results
for all users. In both tables, differences between the two methods,
RNA and Ameva, can be observed. Most values presented for each
measure and activity in Table 2 show that the Ameva method per-
forms markedly better than does the RNA, especially as regards
precision. That is to say, the number of false positives in the Ameva
method is lower than that using the RNA method, as can be
observed in Table 1.
Immobile and Drive are controversial activities due to their sim-
ilar characteristics. Even under observation, it is difﬁcult to differ-
entiate between these two activities. For this reason, and due to
the temporal nature of the Immobile activity, results from these
two activities present a high level of disturbance in contrast to
other activities.
5. Conclusions and future work
As mentioned in Section 1, the number of research studies into
activity recognition has increased in numerous domains in recent
years. The insightful practical implications include, for example
in elderly care the estimation of the quality of self-care and the
monitoring of activities of daily living. Furthermore, activity recog-
nition enables obesity to be better fought and improvements to be
made toward a more active life in proactive healthcare and can also
obtain the correlation of activities with moods, mood swings, and
manic depression in psychiatry.
In the workplace, it enables maintenance staff and crowds to be
tracked; and accountability in security/workﬂow monitoring to be
managed; activity information to be shared in groups; and diaries
and auto-ﬁlling journals to be managed for later accounting in
memory support.
Efﬁciency and accuracy are two elements that must be taken
into account when any activity recognition system is implemented
on a mobile device. In this work, a recognition system based on dis-
crete variables is presented whereby the Ameva discretization
algorithm and a new classiﬁcation system, based on this algorithm,
are used.
By using this process to increase the recognition frequency, if
has been possible to obtain a physical activity reading every 5 s
and to publish these readings in the user activity log
(Alvarez-Garcia, Ortega, Gonzalez-Abril, & Velasco, 2010).
This classiﬁcation algorithm is in a simple uniﬁed form for
multi-class cases, and in general has equal performance or outper-
forms RNA in terms of accuracy, recall, speciﬁcity, precision, and F-
measure (F1). It is also very fast because it is based on the Ameva
discretization algorithm and a majority voting system which both
have a very low processing time.
Furthermore, although it has yet to be tested with other data-
sets, the core of this algorithm remains free of dependence on
the features of any recognition activity dataset, and is therefore
applicable to any dataset.
The strengths of the system are: the high success rate for which
it has been possible to achieve an average accuracy of 98% for the
recognition of 8 different types of activities; and, the reduced com-
putational cost associated to the processing of data during the rec-
ognition process, thanks to the inclusion of discrete variables.
However, the main problem of this system based on statistical
learning lies in the number of activities that can be recognized.
Working solely with accelerometer sensors reduces the number
of detected activities and there is occasionally a strong correlation
between the variables, as can be observed with the Immobile and
Drive activities in Table 2. Moreover, the position of the mobile
device is a weakness of the developed system since it must be
placed at the hip which it is not a natural position (sometimes a
belt is necessary). Other positions have been tested, but have not
achieved good results.
This system is currently focused on the detection of falls in
elderly people, so that it can transmit an alarm signal to the family
and/or medical centre. It complements existing telecare services,
such as those as offered by the Andalusian Regional Ministry of
Equality, Health and Social Policy.
To this end, a new system that can recognize basic activities,
such as immobile, walk, run, climb and descend, no matter where
the mobile device is located is currently under development. This is
expected to provide a major improvement in that the user will not
have to worry that the mobile device is placed in the right position
for the activities to be detected correctly, and therefore the user
can move in a more natural way.
Acknowledgement
This research is partially supported by the project Simon (TIC-
8052) of the Andalusian Regional Ministry of Economy.
References
Altun, K., Barshan, B., & Tunçel, O. (2010). Comparative study on classifying human
activities with miniature inertial and magnetic sensors. Pattern Recognition,
43(10), 3605–3620.
Alvarez-Garcia, J., Ortega, J., Gonzalez-Abril, L., & Velasco, F. (2010). Trip destination
prediction based on past GPS log using a hidden markov model. Expert Systems
with Applications, 37(12), 8166–8171<http://dx.doi.org/10.1016/j.eswa.2010.05.
070> .
Anguita, D., Ghio, A., Oneto, L., Parra, X., & Reyes-Ortiz, J. (2012). Human activity
recognition on smartphones using a multiclass hardware-friendly support
vector machine. In Ambient assisted living and home care (pp. 216–223).
Bhattacharya, A., McCutcheon, E., Shvartz, E., & Greenleaf, J. (1980). Body
acceleration distribution and O2 uptake in humans during running and
jumping. Journal of Applied Physiology, 49(5), 881–887.
Bicocchi, N., Mamei, M., & Zambonelli, F. (2010). Detecting activities from body-
worn accelerometers via instance-based algorithms. Pervasive and Mobile
Computing, 6(4), 482–495.
Brezmes, T., Gorricho, J., Cotrina, J. (2009). Activity recognition from accelerometer
data on a mobile phone. Distributed computing, artiﬁcial intelligence,
bioinformatics, soft computing, and ambient assisted living (pp. 796–799).
Choudhury, T., Consolvo, S., Harrison, B., Hightower, J., LaMarca, A., LeGrand, L., et al.
(2008). The mobile sensing platform: An embedded activity recognition system.
Pervasive Computing, 7(2), 32–41.
Daskalaki, S., Kopanas, I., & Avouris, N. (2006). Evaluation of classiﬁers for an
uneven class distribution problem. Applied Artiﬁcial Intelligence, 20(5), 381–417.
Dernbach, S., Das, B., Krishnan, N. C., Thomas, B. L., & Cook, D. J. (2012). Simple and
complex activity recognition through smart phones. In 2012 8th International
conference on intelligent environments (IE) (pp. 214–221). IEEE.
M.A. Álvarez de la Concepción et al. / Expert Systems with Applications 41 (2014) 6138–6146 6145
Duong, T., Bui, H., Phung, D., & Venkatesh, S. (2005). Activity recognition and
abnormality detection with the switching hidden semi-markov model. In IEEE
computer society conference on computer vision and pattern recognition (Vol. 1,
pp. 838–845).
Forrester. (2011). Customer technology survey, Tech. rep., North American
Technologies.
Fuentes, D., Gonzalez-Abril, L., Angulo, C., & Ortega, J. (2012). Online motion
recognition using an accelerometer in a mobile device. Expert Systems with
Applications, 39(3), 2461–2465.
Gonzalez-Abril, L., Cuberos, F., Velasco, F., & Ortega, J. (2009). Ameva: An
autonomous discretization algorithm. Expert Systems with Applications, 36(3),
5327–5332.
Gonzalez-Abril, L., Velasco, F., Ortega, J., & Cuberos, F. (2009). A new approach to
qualitative learning in time series. Expert Systems with Applications, 36(6),
9924–9927.
He, Z., & Jin, L. (2009). Activity recognition from acceleration data based on discrete
cosine transform and SVM. In IEEE international conference on systems, man and
cybernetics (pp. 5041–5044).
Hong, Y., Kim, I., Ahn, S., & Kim, H. (2008). Activity recognition using wearable
sensors for elder care. In Second international conference on future generation
communication and networking (Vol. 2, pp. 302–305).
Huang, J., & Ling, C. (2005). Using AUC and accuracy in evaluating learning
algorithms. IEEE Transactions on Knowledge and Data Engineering, 17(3),
299–310.
Kwapisz, J., Weiss, G., & Moore, S. (2011). Activity recognition using cell phone
accelerometers. ACM SIGKDD Explorations Newsletter, 12(2), 74–82.
Lepri, B., Mana, N., Cappelletti, A., Pianesi, F., & Zancanaro, M. (2010). What is
happening now? Detection of activities of daily living from simple visual
features. Personal and Ubiquitous Computing, 14(8), 749–766.
Li, M., Rozgic, V., Thatte, G., Lee, S., Emken, B., Annavaram, M., et al. (2010).
Multimodal physical activity recognition by fusing temporal and cepstral
information. IEEE Transactions on Neural Systems and Rehabilitation Engineering,
18(4), 369–380.
Mathie, M., Coster, A., Lovell, N., Celler, B., Lord, S., & Tiedemann, A. (2004). A pilot
study of long-term monitoring of human movements in the home using
accelerometry. Journal of Telemedicine and Telecare, 10(3), 144–151.
Morillo, L. S., Ramirez, J. O., Garcia, J. A., & Gonzalez-Abril, L. (2012). Outdoor exit
detection using combined techniques to increase GPS efﬁciency. Expert Systems
with Applications, 39(15), 12260–12267<http://dx.doi.org/10.1016/j.eswa.2012.
04.047> .
Paoli, R., Fernández-Luque, F., & Zapata, J. (2011). A system for ubiquitous fall
monitoring at home via a wireless sensor network and a wearable mote. Expert
Systems with Applications, 39(5), 5566–5575.
Pawar, T., Chaudhuri, S., & Duttagupta, S. P. (2007). Body movement activity
recognition for ambulatory cardiac monitoring. IEEE Transactions on Biomedical
Engineering, 54(5), 874–882.
Ravi, N., Dandekar, N., Mysore, P., & Littman, M. (2005). Activity recognition from
accelerometer data. In Proceedings of the national conference on artiﬁcial
intelligence (Vol. 20, p. 1541).
Reddy, S., Mun, M., Burke, J., Estrin, D., Hansen, M., & Srivastava, M. (2010). Using
mobile phones to determine transportation modes. ACM Transactions on Sensor
Networks, 6(2), 13.
Soria Morillo, L., Ortega Ramirez, J., Gonzalez-Abril, L. (2012). Aplicaciones
contextuales en dispositivos móviles: Arquitectura para la mejora de la
eﬁciencia energética, EAE. Spanish Academic Editorial.
Wang, Y., Lin, J., Annavaram, M., Jacobson, Q., Hong, J., Krishnamachari, B., Sadeh, N.
(2009). A framework of energy-efﬁcient mobile sensing for automatic user state
recognition. In Proceedings of the 7th international conference on Mobile systems,
applications, and services (pp. 179–192).
Ward, J. A., Lukowicz, P., Troster, G., & Starner, T. E. (2006). Activity recognition
of assembly tasks using body-worn microphones and accelerometers.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 28(10),
1553–1567.
Zappi, P., Lombriser, C., Stiefmeier, T., Farella, E., Roggen, D., Benini, L., Tröster, G.
(2008). Activity recognition from on-body sensors: Accuracy-power trade-off
by dynamic sensor selection. InWireless sensor networks (Vol. 4913, pp. 17–33).
6146 M.A. Álvarez de la Concepción et al. / Expert Systems with Applications 41 (2014) 6138–6146

CHAPTER 5
LOW ENERGY PHYSICAL ACTIVITY
RECOGNITION SYSTEM ON SMARTPHONES
Overview
This paper addresses a low-energy solution for human activity recognition systems
using a dynamic sampling rate method for energy reduction based on Ameva as a
classification system. In this context, the broadened problem of activity recognition
systems based on IMU sensors is the high power consumption caused by keeping the
smartphone awake in order to perform all tasks needed, so getting a way to reduce
the energy consumption and the processing cost of the system is the focus of this
work.
The literature has explored three ways of solving this drawback: selecting the
system features depending on the computational cost for their calculation, reducing
the sampling rate below the threshold of 50 Hz and implementing a dynamic sam-
pling rate method in the proposed solutions that is based on the demonstration that
different activities exhibit differing levels of classification accuracy, depending on the
on-body placement of the accelerometers. Through this comparison, the Dynamic
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Ameva Classification System has been applied, implementing a dynamic sampling
rate method for energy reduction applying a duty cycle optimization.
The accuracy of the system does not vary depending on the user who performs
the test and this method has a very slight impact on system accuracy because its
auto-reconfiguration makes it possible to increase the sample rate if necessary. As
conclusion this strategy brings considerable benefit in terms of the energy savings
achieved.
Context
This research topic was based on previous works of human activity recognition sys-
tems as a continuation in the same area of knowledge. In this case, the energy
reduction was the main goal and the use of a dynamic sampling rate allowed achieve
it. This paper is the result of over one year of work in this area and applies us-
age information (and data from other sources) from real experimentation performed
for a previous paper titled Discrete techniques applied to low-energy mobile human
activity recognition. A new approach.
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Abstract: An innovative approach to physical activity recognition based on the use
of discrete variables obtained from accelerometer sensors is presented. The system first
performs a discretization process for each variable, which allows efficient recognition of
activities performed by users using as little energy as possible. To this end, an innovative
discretization and classification technique is presented based on the χ2 distribution.
Furthermore, the entire recognition process is executed on the smartphone, which determines
not only the activity performed, but also the frequency at which it is carried out. These
techniques and the new classification system presented reduce energy consumption caused
by the activity monitoring system. The energy saved increases smartphone usage time to
more than 27 h without recharging while maintaining accuracy.
Keywords: contextual information; mobile environment; discretization method; qualitative
systems; smart-energy computing
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1. Introduction
Just 30 min of moderate activity five days a week can improve your health, according to the Centers for
Disease Control and Prevention. By enabling activity monitoring on an individual scale over an extended
period of time in a ubiquitous way, physical and psychological health and fitness can be improved.
Studies performed by certain health institutes [1–4] have shown significant associations between physical
activity and reduced risk of incident coronary heart disease and coronary events. Their results can be
seen in Figure 1, where the inverse correlation between the risk of cardiovascular incidents and physical
activity level is shown through a comparison of four separate studies.
2 
The first difference observed between the systems developed so far is the type of sensors used. There are systems that use
specific hardware (Nishkam Ravi, Nikhil D, Preetham Mysore, 2005) [10] [11], while others use general purpose hardware 
[12] [13] [6]. Obviously, generic hardware use is a benefit for users, since the cost of such devices and versatility are assets
in their favour and the risk of loss and of leaving the hardware behind is decreased since objects, like users’ smartphones, 
have already been integrated into the users’ daily life. However, general purpose devices are used for other purposes, such as
making phone calls, surfing the Internet, and listening to music. For this reason, the physical activity recognition system must
be executed in background mode and cause the least possible impact on the system, in terms of complexity and energy 
consumption.
Another difference found between related studies is the number and position of the sensors. In [14], it can be seen that the 
accelerometer sensor is placed in a glove, which user must wear, and it can recognize a multitude of activities depending on 
the movement of the hand. In contrast, certain studies use various sensors all over the body to recognize these activities [15] 
[16]. In recent years, as a result of technological progress, it has been possible to build sensors of such a diminutive size that 
they can be installed into users’ clothes [17] or attached to the user’s body [18] [19]. 
According to certain comparative studies and research based on multiple sensors, this type of sensor produces results of 
higher accuracy, although, in work such as that by [12], it is shown that it is more comfortable for the user when the sensor 
placed in the user's pocket. This is because installing them in the under monitoring persons’ body is easier, not to mention 
that infrastructure is much lower. 
Once the most comfortable alternative for users is determined, then the various sensors can be analyzed in terms of the 
way basis data is obtained to perform the activity recognition. As noted above, certain related work has made use of sensors 
such as GPS, accelerometers and microphones, and the most efficient sensor with which to obtain the highest accuracy must 
be selected. 
In order to determine the method which provokes the least drain of energy, a comparison between the energy 
consumption of the most frequently used sensors in the literature is made. This is critical in choosing the best sensor method 
since, together with performance, these constitute the two main issues upon which the final decision is based. To this end, an 
application is developed which measures the battery energy consumed by each sensor. To prevent problems arising from the 
use of certain devices, the application was installed on 60 users’ smartphones with different features. The 8 most used 
sensors (microphone, GPS, Wi-Fi, accelerometer, NFC, Bluetooth, electrocardiograph connected by Bluetooth and 
gyroscope) from the literature in the field of activities recognition were analyzed. The result of this comparison is shown in 
Figure 2, where the time is represented on the horizontal axis, and on the vertical axis the battery level at a specific instant of 
time appears. It can be seen in the figure, that the lowest power consumption is given by the microphone, followed by that of 
the accelerometer sensor. Therefore, from these results it can be deducted that the use of GPS or Bluetooth does not 
constitute a good choice for the development of an energy-efficient physical-activity recognition system.
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Figure 1: Associations between physical activity and reduced risk of incident coronary heart disease and coronary events Figure 1. Associations between the risk of cardiovascular incidents and physical
activity level.
In recent years, thanks largely to increased interest in monitoring certain sectors of the population,
such as elderly people with dementia and people in rehabilitation, activity recognition systems have
increased in both number and quality. Furthermore, communication between relatives, friends and
professionals can be improved by means of graphs of weekly activity (highly relevant for sportsmen
and relatives of elderly people), whereby the doctor can be automatically alerted if any strange activity
is d t cted. In fact, automatic recognition of hum n activity repres nts one of the most important
research areas in ubiquitous computing [5,6]. For this reason, it is extremely important to ensure that the
intrusio level caused by the system is the lowest possible. Some recent works, such as [7–9], attempt
to solve this problem by using a variety of sensors, such as accelerometers, gyroscopes, GPS and even
radio-frequ ncy identification and near-fie d com unication (NFC) senso .
As will be seen below, however, the use of these sensors causes a major drain on the energy of
autonomous devices running n batteries, such as smartph nes. On th other hand, by using ata acquired
from these sensors and applying certain classification methods, it is possible to perform pervasive
physical activity monitoring. S me of these algorithms, such as Bayesi n decision (BDM), d cision
tree algorithms (RBA), least-squares methods (LSM), support vector machines (SVM), K-nearest
neighborhood (KNN) and artificial neural networks (ANN), will be analyzed and co pared in this
work. The results show the main differences between different studies, and certain drawbacks will be
determined. These drawbacks, commonly related to energy consumption and computational cost, do not
make possible their implementation on real users’ smartphones. The first difference observed between
the systems developed so far is the type of sensor used.
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There are systems that use specific hardware [10–12], whereas others use general purpose
hardware [7,13,14]. Obviously, the use of generic hardware, as smartphones, is a benefit to users,
because the cost of such devices and their versatility are assets in their favor. The risk of loss, forgetting
and disuse is decreased because users’ smartphones have already been integrated into the users’ daily
life. However, general purpose devices are used for other purposes, such as making phone calls, surfing
the Internet and listening to music. For this reason, the physical activity recognition system must be
executed in background mode and should cause the least impact as possible on the system in terms of
complexity and energy consumption.
Another difference found among related studies is the number and position of sensors used. In [15],
the accelerometer sensor is placed in a glove, which the user must wear. This sensor can recognize a
multitude of activities, depending on the movement of the hand. In contrast, some studies use diverse
sensors all over the body to recognize these activities [16–18]. In recent years, as a result of technological
progress, it has been possible to build sensors of reduced size that can be installed into the user’s
clothes [19] or attached to the user’s body [20,21]. According to some comparative studies and research
based on multiple sensors, this type of sensor gives higher accuracy, although [13] shows that it is more
comfortable for the user when the sensor is placed into the user’s pocket or at the hip. This increased
user acceptance for devices attached at the hip or in the pocket is because the installation on a monitored
person’s body is easier, not to mention that the infrastructure is much more simple and inexpensive. Once
the most comfortable alternative for users is determined, some device sensors can be chosen to perform
the activity monitoring.
Some works, close to social computing, make use of microphones [22–26] and electrocardiogram
(ECG) sensors [27–29] for this purpose. The former type, which consists of microphone and Bluetooth
devices, helps to obtain contextual information about the user’s environments and would be appropriate
to perform a deeper analysis of the activity, for instance if the user is walking in a disco or at home, if the
user is alone or with someone. However, high-level activity recognition (walking, playing, running or
standing up) is done using other sensors. ECG can help in determining high-level activities by means of
heart rate processing. In this sense, some activities (walking or running) could be discerned based on the
effort needed to perform them. The problem here is that ECG sensors are expensive and uncomfortable
for the user.
In other works [21], data for activity recognition are obtained through any kind of mobile device (not
only mobile phones), although these data are sent to a server, where the information is subsequently
processed. Thus, the computational cost is not a handicap, as learning and/or recognition are performed
in the server and a more complex processing can be applied. In contrast, when processing is carried out in
the mobile device itself [30], efficiency becomes a crucial issue. In this vein, in order to apply a solution
based on distributed computing, the device must always be connected to a data network. This does not
currently represent a major drawback, since most devices have this kind of connectivity, although there
are still users (mostly elderly) whose devices have not been associated with a continuous data connection
outside the range of WiFi networks. Finally, decrease the energy cost conflicts with the need to send the
data collected in a continuous way between device and server. This means that current strategies of
sensor batching (as will be seen hereafter) cannot be applied, and devices must be continually waking up
from sleep mode. Furthermore, the intensive use of the data network has a deep impact on the energy use.
Sensors 2015, 15 5166
The work in [31] shows the increase in energy consumption when 3G and WiFi are used, and in [32], it
can also be observed that approximately 44% of battery usage in smartphones occurs by the use of GSM
(3G or 2G).
Taking into account previous works, physical activity monitoring through smartphones presents the
following challenges:
• To decrease as far as possible the risk of forgetting the processing device, so as to carry out
continuous monitoring of users, everywhere and anytime;
• To reduce the energy impact on the smartphone, developing an accurate and efficient system;
• To integrate learning and monitoring on the device itself, in real time and without server
information sharing.
Along this work, all of these challenges are addressed, and certain solutions are offered to achieve
the proposed objective: to build a complete, accurate and low energy consumption system for pervasive
physical activity monitoring using sensors embedded on smartphones.
The remainder of this paper is organized as follows. Section 2 presents the need to reduce the energy
consumed by physical activity monitoring systems when they are executed in a smartphone. Section 3
presents the feature extraction model, the dataset obtained from sensors and all physical activities that
can be recognized by the described system. In Section 4, discretizing continuous variables and a
classification process are presented. Section 5 compares the presented method and other methods used
previously in the literature. Finally, Section 6 discusses the advantages of the proposed algorithm, as
well as some challenges and future works about the recognition system described.
2. Justification for the Reduction of Energy Consumption
Applying Moore’s law, manufacturers increase processing power at least twice each year, in contrast
with battery development, which did not even double over the last five years. This is not secondary at
all. From a survey performed by North American Technologies [33], battery life is the second most
important purchase decision factor for smartphones. Users’ acceptance of context-aware applications
in general and of activity monitoring systems in particular is critical. For this reason, not only has an
accurate and fast system been developed, but a low energy consumption model from the viewpoint of
discrete techniques is also presented throughout this work.
To determine the building blocks that promote the least drain of energy, a comparison between the
energy consumption of the most frequently-used smartphone sensors in the literature is made. This is
critical for choosing the most efficient sensors to be used in the monitoring application. Although some
of these sensors cannot be used separately to determine the physical activity performed, some of them
could work together.
An application has been developed to measure the battery energy consumed by each sensor in a real
environment. For this purpose, Samsung Galaxy S2, Nexus One, Samsung Galaxy S3, Nexus 5 and HTC
Tatoo were used. The application was run for four weeks, with battery consumption calculated based on
the activated sensors. To prevent problems arising from the use of concrete devices, the application was
installed on 20 users’ smartphones with different features. The eight most-used sensors (microphone,
GPS, WiFi, accelerometer, NFC, Bluetooth, ECG connected by Bluetooth and gyroscope) from the
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literature in the field of activity recognition were analyzed. It must be taken into account that battery
consumption for the microphone depends not only on the microphone sensor itself, but also on the sample
rate and the buffer. The last one is useful to keep the audio codec, memory controller and DMA engines
awake for the shortest possible time.
To avoid battery capacity and the energy expenditure of the smartphone without performing any
action and with no user interaction, a useless energy cost trend line is generated. This line (generated
in the absence of normal user usage) is useful as the baseline, regardless of the time and the power
consumption of sensors over several kinds of smartphones with different features. Figure 2 shows the
result of this comparison (The values are displayed in hours regarding a generic device. However, during
the evaluation process, the lifetime deviation compared to the values of useless energy cost has been
studied on different devices), with the time represented on the horizontal axis and the battery level at
a specific instant of time appearing on the vertical axis. The procedure to represent the results was as
follows. The useless energy cost is measured for all devices on which the study was conducted. Once this
value is measured (associated with 100% of the battery lifetime), the rest of the battery time runs using
different sensors (GPS energy cost, accelerometer energy cost, and so on) was obtained. By a simple
ratio, the percentage of reduction in the lifetime of the battery relative to the baseline (useless energy
cost) is calculated. Thus, an approximate percentage of the impact that sensors have on the battery
lifetime was obtained. Finally, to illustrate the results, these percentages are reflected on a generic
device where the unused battery time is about 56 h. It can be seen in the figure that the lowest power
consumption is given by the microphone, followed by the accelerometer sensor. Therefore, from these
results, it can be deduced that the use of GPS or Bluetooth does not constitute a good choice to develop
an energy-efficient physical activity monitoring system, despite their having higher accuracy. In the case
of Bluetooth, advances in this sensors have reduced the energy consumption, but this technology still
suffers from serious problems when being used in the field of activities recognition. On the one hand,
the infrastructure must be installed in each location where it will be used. Currently, there are just a few
public Bluetooth access points. Furthermore, dynamic activities, such as walking, running or cycling,
can hardly be recognized by Bluetooth, unless additional devices associated with these activities are
installed on the objects (bike, skateboard, and so on). It must be noted that nowadays, the smartphone is
the only device (together with certain wearables, such as smart-watches) carried continuously for most
users. Therefore, the use of Bluetooth devices for activity recognition systems must force the use of
these devices, which would not be suitable for user acceptance of AR (Activity Recognition) systems.
Finally, the cost of infrastructure is also a determining factor. Bluetooth access point networks are more
expensive than embedding all of the necessary technology in the smartphone itself.
Other research is based on the use of microphone and voice recognition to determine the context
of the user [34], and it could be thought that the result is more energy efficient. However, voice
recognition presents problems when the environment is noisy or the user is alone, so sometimes, it is
not possible to obtain results from the audio signal classifier. Thus, in the cited work, this process was
complemented with other methods based on inertial measurement units (IMUs). It must be noted that
an IMU is a device that measures velocity, orientation and gravitational forces, using a combination of
accelerometers, gyroscopes and magnetometers.
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To reduce the cost related to process accelerometer signals, this paper opts for an innovative technique,
through which, the work is performed in the field of discrete variables. Thanks to a discretization
process, the classification cost is much lower than that obtained when working with continuous variables.
Any dependence between variables during the recognition process is therefore eliminated, and energy
consumption from the process itself is reduced.
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Figure 2. Energy cost comparison between sensors embedded in smartphones.
3. Building the Dataset
3.1. Embedded Sensor Limitations
Throughout this work, a triaxial accelerometer, BMA150 Bosh, integrated into a Google Nexus S,
and other similar accelerometers integrated into a Samsung Galaxy S3 and a Nexus 5 were used. These
sensors have a range of sampling frequencies between 25 Hz and 1500 Hz; however, human activities
have a relatively low frequency, so it is not necessary to fully exploit the capabilities of the sensor.
Activities, such as walking, running and jumping, can be determined with small blocks of data. This
choice is also supported by other related works using similar devices [35]. However, when working
with these elements, not only the high energy consumption required by the data collection, but also the
processing of such data must be taken into account.
Mobile devices currently feature a multitude of sensors that are used routinely. This means that, as a
result of high energy consumption, the useful time between device recharges is very low. Thus, usage is
conditioned by dependence on the electric grid to recharge the mobile device. On the other hand, there
are various solutions using specific hardware [36] that have a high degree of autonomy. The problems
faced by these elements, however, include the aforementioned risk of loss and the risk of leaving the
hardware behind, together with the discomfort for users. Furthermore, these solutions tend to be very
expensive and are not oriented towards a wide range of applications.
3.2. Feature Extraction
Certain related studies attain results on activity recognition off-line. A comprehensive training set
from the inertial sensor output is first needed before data can be classified into any of the recognized
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activities. For this purpose, both training and recognition sets are obtained using overlapped time
windows of fixed duration. Following the conducting of a performance and system accuracy analysis,
it is determined that the optimum length for these windows is 4 s with 1 s overlapping [37,38]. The
recognition delay is determined by the following relation:
delay = size(v) · 0.75 + k · f(size(v)) (1)
where size(v) is the length of the time window, k is a computational constant that depends on the
specific device and the f function represents the discretization and classification complexity, which
depends on the length of the time window. The length of each time window has been chosen, because
it is very important to ensure that each time window contains at least one activity cycle. Figure 3 shows
the segmentation process and activity cycle.
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Figure 3. Relation between windows length and activity cycle.
As a premise for the use of time windows as a data collection method, it is assumed that the physical
activities recognized by the system must have a duration greater than or equal to the size of this time
window. Therefore, certain activities, such as a fall, may not be recognized by the system due to their
exceptionality. Once data have been obtained, it is necessary to perform a filtering process before making
the classification in order to remove all signal noise. In most cases, the noise of IMUs is negligible,
although one kind of noise that can seriously affect the activity classification exists. This noise is
produced by vibrations that take place on the device when it is carried by the user. A Butterworth low
pass filter is applied to reduce the noise generated. Finally, following this strategy, a total of 561 temporal
and frequential variables were derived from the inertial sensors on the devices.
3.3. Set of Activities
To improve and establish a comparative baseline for classification algorithms, which is easy and
publicly replicable, it was decided to use two public datasets and one built for this study. The first
dataset under study, named the Human Activity Recognition Using Smartphones Data Set, presented in
UCI [39], is composed of 10,299 instances of time windows sampled in fixed-width sliding windows
of 2.56 s and 50% overlap (128 readings/window) at a constant rate of 50 Hz, 561 variables and six
activities labeled, carried out with a group of 30 volunteers with an age bracket of 19–48 years. The
second public dataset, named the PAMAP2 Physical Activity Monitoring Data Set and published in UCI,
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as well [40], consists of 2,211,669 RAW data from three IMUs and 18 activities, performed with nine
subjects between 26 and 31 years. RAW data were grouped into 8847 overlapped time windows, and
system variables were obtained from them. The structure and content resulting from these datasets are
very similar. Both are composed of a set of rows, and each row contains the variable values separated by
a comma. Some features, such as the mean, standard deviation, median deviation, maximum, minimum,
energy, interquartile range, signal entropy, correlation coefficient, skewness, kurtosis, angle between
vectors and the Jerkmean, are processed in order to generate the complete dataset from RAW values of
the accelerometer and gyroscope (this being understood as data obtained directly from IMUs embedded
in the smartphone, i.e., triaxial acceleration from the accelerometer and triaxial angular velocity from
the gyroscope).
The users involved in the experiment followed a protocol in which the activities were performed
wearing a waist-mounted smartphone. Each subject performed the protocol twice: in the first trial, the
smartphone was fixed on the left side of the belt, and in the second, it was placed by the user himself as
preferred. Through visual and sound signals, users were informed about the change of activity. The
tasks were performed in laboratory conditions, but volunteers were asked to perform the sequence
of activities freely for a more naturalistic dataset. In the laboratory, as users were performing each
activity, a researcher was annotating them in a mobile application. The result of this annotation was a
dataset for each instance (activity performed by each user) with start time, end time, activity, comments
(interesting for further works) and user identification. Thanks to this information, data collected on the
user smartphone from IMUs could be split and labeled.
Finally, to carry out a comparative analysis of the accuracy and performance of the discrete
recognition method proposed in this paper, a new dataset was built. This file contains 6874 overlapped
time windows with 170 variables associated with each one and eight activities supported. These activities
are standing, walking, running, jumping, cycling, driving, upstairs and downstairs. A group of 10 users
with Samsung Galaxy S3. Samsung Galaxy S4 and LG Nexus 5 smartphones participated in the
experiment. Table 1 contains information about the users’ smartphone distribution along the experiment.
Each row shows the phone model used by the user and the number of time windows obtained throughout
the whole experiment.
Table 1. Distribution of users’ smartphones during the experiment.
User Phone Model Time Windows Collected
1 Samsung Galaxy S3 740
2 Samsung Galaxy S4 683
3 Samsung Galaxy S3 830
4 LG Nexus 5 716
5 Samsung Galaxy S3 519
6 LG Nexus 5 683
7 Samsung Galaxy S4 478
8 Samsung Galaxy S4 854
9 Samsung Galaxy S3 729
10 LG Nexus 5 642
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However, far from being a static system, the kind of activities recognized depends on the user. In this
line, thanks to the proposed method for new activity detection, introduced later, the system can determine
when the users are carrying out activities that had not been learned before. As will be seen later, this is
based on the analysis of pattern recognition and identification of low-probability instances.
4. Experimental Section
Working in the domain of discrete variables to perform learning and recognition of activities
constitutes the innovative contribution offered by this work. Learning algorithms based on continuous
variables, which traditionally have been used for this purpose over the years, lack a high complexity. A
main aim in this paper is to use an approach based on discrete variables, which reduces this complexity,
as will be shown. Therefore, prior to self-recognition and learning, it is necessary to carry out a process
of discretization, which is performed through the application of the Ameva algorithm [41].
This algorithm has a number of advantages, chief among them being the small number of intervals
generated, which facilitates and reduces the computational cost of the recognition process. It is worth
noting that the Ameva algorithm has always been used as a discretization process [42–44]. In this paper,
a new method that allows using the algorithm Ameva as a classification method has been developed.
Figure 4 shows the methodology for the system training. Along this section, each building block
is presented, more specifically, the data processing and classification methods. Both make use of
discrete techniques for classification, unlike other related works, which usually employ continuous
methods [45,46].
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Figure 4. Methodology pipeline for the activity recognition training subsystem.
4.1. Ameva Algorithm
Working in the domain of discrete variables to perform the learning and recognition of activities is
a new approach offered by this work. This decision was largely due to the high computational cost
required for learning algorithms based on continuous variables that have been used for this purpose over
the years.
In [43], a labeling process, like a discretization process, is used to obtain a similarity index, so it
can be said that a transformation of the continuous domain to the discrete domain of the values of the
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variables is beneficial in certain aspects. However, before self-recognition or learning, it is necessary to
carry out a process of Ameva discretization from its algorithm [41]. The most notable of these algorithms
is the small number of intervals generated, which facilitates and reduces the computational cost of the
recognition process.
Let us introduce these algorithms. Let X = {x1, x2, . . . , xn} be a dataset of an attribute X of
mixed-mode data, such that each example xi belongs to only one of the ` classes of class variables
denoted by C = {C1, C2, . . . , C`}, ` ≥ 2. Table 2 shows a toy dataset with 6 statistics, 10 samples and
3 classes.
Table 2. Example dataset with 6 statistics, 10 samples and 3 different classes.
Statistics ClassMean Std Deviation Maximum Minimum Energy Skewness
10.1 3.9 5.1 13.3 9.7 1.9 C1
12.7 8.6 3.1 16.4 16.2 0.1 C2
8.3 1.5 8.3 9.5 1.8 −2.4 C3
11.3 4.1 6.3 14.9 11.2 1.1 C1
8.6 1.2 8.7 9.1 1.2 1.3 C3
9.8 2.7 6.5 13.2 9.7 1.7 C1
14.7 9.2 3.6 15.3 17.1 −0.2 C2
11.7 8.5 2.9 16.8 14.3 −1.7 C2
10.6 3.6 5.1 13.8 11.2 0.8 C1
9.2 0.7 8.9 9.7 0.9 −1.8 C3
A continuous attribute discretization is a function D : X → C, which assigns a class Ci ∈ C to
each value x ∈ X in the domain of property that is being discretized. Let us consider a discretization
D that discretizes X into k discrete intervals: L(k;X ; C) = {L1, L2, . . . , Lk}, where L1 is the interval
[d0, d1] and Lj is the interval (dj−1, dj], j = 2, 3, . . . , k. Thus, a discretization variable is defined as
L(k) = L(k;X ; C), which verifies that, for all xi ∈ X , a unique Lj exists, such that xi ∈ Lj for
i = 1, 2, . . . , n and j = 1, 2, . . . , k.
The main aim of the Ameva method [41] is to maximize the dependency relationship between the
class labels C and the continuous-values attribute L(k) and, at the same time, to minimize the number of
discrete intervals k. For this, the following statistic is used:
Ameva(k) =
χ2(k)
k(`− 1)
where:
χ2(k) = N
(
−1 +
∑`
i=1
k∑
j=1
n2ij
n·inj·
)
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and nij denotes the total number of continuous values belonging to theCi class that are inside the interval
Lj , ni· is the total number of instances belonging to the class Ci and n·j is the total number of instances
that belong to the interval Lj , for i = 1, 2, . . . , ` and j = 1, 2, . . . , k, fulfilling the following:
ni· =
k∑
j=1
nij, n·j =
∑`
i=1
nij, N =
∑`
i=1
k∑
j=1
nij
Table 3 shows this interval grouping process over 12,480 instances and 6 intervals. The number of
instances contained in each class for a given interval is shown in each row. Columns contain the number
of instances inside each interval for a given class. The last row and the last column contain the sum of
instances for each class and each interval, respectively.
Table 3. Number of values of each Ci class contained in each interval Lj .
Interval Class ni·C1 C2 C3
L1 3213 65 1 3279
L2 412 156 4 572
L3 318 891 86 1295
L4 136 2178 312 2626
L5 49 710 813 1572
L6 0 13 3,123 3136
n·j 4128 4013 4339 12,480 (N )
4.2. Discretization Process
Let S = {S1, S2, . . . , Sm} be a set of m statistics. Hence, for each statistic Sp ∈ S, the discretization
process is performed, obtaining a matrix of order kp × 2, where kp is the number of class intervals and
2 denotes the inf(Lp,i) and sup(Lp,i) interval limits i of the p statistic. This three-dimensional matrix
containing the set of interval limits for each statistic is called the discretization matrix and is denoted by
W = (wpij), where p = 1, 2, . . . ,m, i = 1, 2, . . . , kp and j = 1, 2.
Therefore, the discretization matrix determines the interval at which each datum belongs to the
different statistical associated values, carrying out a simple and fast discretization process. Table 4 shows
an example of this process.
Appendix A shows the distribution for the first 21 statistics. Each distribution contains the intervals
generated on the horizontal axis and the number of associated samples. In this figure, it can be noted that
samples are not equally distributed, and the number of intervals is not the same for all statistics. These
elements depend on the number of samples for each activity in the dataset and the value distribution.
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Table 4. Example of a discretization matrix.
Interval Limit
inf(Lp,i) sup(Lp,i)
Lp,1 −∞ −0.99
Lp,2 −0.99 −0.98
Lp,3 −0.98 −0.66
Lp,4 −0.66 −0.28
Lp,5 −0.28 0.02
Lp,6 0.02 +∞
4.2.1. Class Integration
The aim in the next step of the algorithm is to provide a probability associated with the statistical
data for each of the activities based on previously generated intervals. For this purpose, the elements of
the training set x ∈ X are processed to associate the label of the concrete activity in the training set.
In addition, the value of each statistic is calculated based on the time window.
To carry out the previous process, a class matrix, V , is defined as a three-dimensional matrix that
contains the number of data from the training set associated with an L interval in a C activity for each
statistic S of the system. This matrix is defined as follows: V = (vpij), where vpij = |{x ∈ X |
inf(Lp,i) < x ≤ sup(Lp,i)}|, and S = Sp, C = Cj , p = 1, 2, . . . ,m, i = 1, 2, . . . , kp and j = 1, 2, . . . , `.
Thus, each position in V is uniquely associated with a position in W determined by its associated
interval. Table 5 shows the contents of a real class matrix obtained during a learning process from
a standard deviation statistic (Sp). In this table, the six intervals previously calculated by the Ameva
algorithm and stored inW can be observed.
Table 5. Example of class matrix V for 6 discretization intervals and 6 activities.
Interval ActivityWalking Upstairs Downstairs Sitting Standing Lying
Lp,1 0 0 0 440 524 124
Lp,2 0 0 0 367 351 388
Lp,3 3 0 0 349 362 734
Lp,4 690 375 24 1 0 17
Lp,5 394 534 226 0 0 3
Lp,6 17 57 637 0 0 0
Total 1104 966 887 1157 1237 1266
At this point, it is not only possible to determine the discretization interval, but the class matrix
also helps to obtain the probability associated with the discretization process performed with the
Ameva algorithm.
4.2.2. Activity-Interval Matrix
Now, a matrix of relative probabilities is obtained. This three-dimensional matrix, called the
activity-interval matrix and denoted by U , determines the likelihood that a given value x associated
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with an S statistic corresponds to C activity in a L interval. This ratio is based on obtaining the goodness
of the Ameva discretization, and the aim is to determine the most probable activity from the data and the
intervals generated for the training set.
Each value of U is defined as follows:
upij =
vpij
vp·j
1
`− 1
∑`
q=1,q 6=j
(
1− vpiq
vp·q
)
where vp·j is the total number of time windows of the training process labeled with the j activity for the
p statistic, and p = 1, 2, . . . ,m, i = 1, 2, . . . , kp and j = 1, 2, . . . , `
Given these values, U for the p statistic is defined as:
Up =

up00 . . . up0j . . . up0`
... . . .
... . . .
...
upi0 . . . upij . . . upi`
... . . .
... . . .
...
upkp0 . . . upkpj . . . upkp`

Then, the following condition must be considered in order for the above definition to be complete and
without errors in the training: vp·q = 0→ vpiqvp·q = 0.
As can be seen in the definition of U , the probability that a datum x is associated with the interval Li
corresponding to the activity Cj depends not only on the data, but on all of the elements associated with
the interval Li for the other activities.
Thus, each upij matrix position can be considered as the probability that a given x belongs to Cj
activity, that it is included in the Li interval of the Sp statistic.
Similarly, the elements of U have the following properties:
• upij = 0 ⇐⇒ vpij = 0 ∨ vpiq = vp·q, q 6= j
• upij = 1 ⇐⇒ vpij = vp·j = vpi·
Table 6 shows a set of different values obtained for each of the positions of the activity-interval matrix
U . These results were obtained from the training set from the class matrix described in Table 5.
Table 6. Activity-interval matrix U for the standard deviation with 6 discretization intervals
and 6 activities.
Interval ActivityWalking Upstairs Downstairs Sitting Standing Lying
Lp,1 0.00 0.00 0.00 0.42 0.48 0.10
Lp,2 0.00 0.00 0.00 0.35 0.31 0.34
Lp,3 0.00 0.00 0.00 0.25 0.24 0.51
Lp,4 0.61 0.36 0.02 0.00 0.00 0.01
Lp,5 0.30 0.49 0.21 0.00 0.00 0.00
Lp,6 0.02 0.07 0.92 0.00 0.00 0.00
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4.3. Classification Process
This section presents the process of classification from the data of the time windows analysis. This
process is divided into two main parts. First, the way to perform the recognition of physical activity is
described. Later, the task to determine the frequency of a particular activity is exposed.
4.3.1. Classifying Data
For the classification process, the more likely activity is decided by a majority voting system from the
activity-interval matrix and a set of data x ∈ X for the S set.
Therefore, it consists of finding an activity Ci ∈ C that maximizes the likelihood. The
above criterion is collected in the following expression, denoted by mpa, mpa(x) = Ck, where,
k = argmax
j
(
m∑
p=1
upij; inf(Lp,i) < x ≤ Lp,i
)
. The expression shows that the weight contributed by
each statistic to the likely calculation function is the same. This can be done under the assumption that
all statistics provide the same information to the system, and there is no correlation between them. Thus,
the most likely activity represents the activity whose data, obtained through the processing time window,
are more suited to the value set from the activity-interval matrix.
In this way, the proposed algorithm not only determines the mpa, but its associated probability.
Figure 5 shows the total interval probability based on a training set and 100 features (Downstairs and
upstairs activities make reference to the dynamic activities of ascending and descending stairs). The
peaks presented in this chart correspond to the features giving more information to the system. From this
likelihood, certain activities that do not adapt well to sets of generic classification can be identified.
It is an indication that the user is carrying out new activities for which the system has not been
trained previously.
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Figure 5. Association level of each activity for the 100 first features.
Figure 6 shows the process flow described in this section for process recognition from the
activity-interval matrix calculated in the previous section.
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Figure 6. Flow diagram for the recognition process.
4.3.2. Activity Cycle Cadence Approach
The cadence at which any activity is performed is really important in order to get the calories
burned and the intensity of the recognized activity. For this reason, although this factor does not make
contributions to the field of activity recognition systems, it is crucial to get a system with added value
applicable in a real life context. To determine the frequency for each activity cycle, the maximum module
of the time window frequencies must first be calculated. Subsequently, the frequency associated with
the maximum module (τ) represents the number of cycles per second for the activity related to the time
window processed. From this and by using a simple expression, from the frequency value associated
with the activity recognized in the current time window, the frequency of the activities per minute (z(X))
can be obtained as follows:
z(X) = τ · 60 sec
4.4. Dynamic Sample Rate and Duty Cycle
It is crucial to consider energy consumption and the processing cost of the system when it is working
on a mobile device. The broadened problem of activity recognition systems based on IMU sensors is
the high power consumption caused by keeping the smartphone awake in order to perform all tasks
needed, such as sensor sampling and activity classification. The literature has explored three ways
of solving this drawback: selecting the system features depending on the computational cost for their
calculation [47,48], reducing the sampling rate below the threshold of 50 Hz [49] and implementing a
dynamic sampling rate method in the proposed solutions [35,50].
Dynamic sampling rate approaches, the most extensive over the last few years, is based on the
demonstration that different activities exhibit differing levels of classification accuracy, depending on
the on-body placement of the accelerometers [51]. Through this comparison, the Dynamic Ameva
Classification System has been applied, implementing a dynamic sampling rate method for energy
reduction. The frequency varies from 32 Hz for sitting, standing and lying to 50 Hz for walking, upstairs
and downstairs. It must be taken into account that these frequencies were obtained experimentally
Sensors 2015, 15 5178
by studying the pattern of the different activities from the point of view of the accelerometery.
This study was conducted covering over 600,000 different time windows of activities obtained from
10 different users.
To respect the heterogeneity of the target users of the proposed recognition system, users with
different profiles were selected, from those 21 years of age with an athletic profile, to seniors 82 years
of age with a sedentary profile. Thanks to this information, it is possible to determine a suitable
accelerometer frequency spectrum according to each activity. It should be noted that this frequency
will have not only a power impact due to the decrease of data obtained from the accelerometer, but will
also cause a reduction of the execution time of the algorithm, due to the smaller size of the time windows.
Algorithm 1 calculates the sampling rate corresponding to a recognized activity at a given time.
For the calculation, the current recognized activity and previous detected activity are taken into
account. If the recognition process enters into a stable phase, i.e., there is continuity in the last set of
recognized activities, the algorithm proceeds to update the sample rate. This update is calculated from the
sampling rate associated with the activity detected, which is obtained from the map SampleRateList. As
mentioned before, the specific values for the list SampleRateList are calculated experimentally for each
of the activities recognized. Later, if stabilization occurs for a prolonged period, our proposal proceeds
to the regular updating of the sample rate based on the base log2 of the number of memories used.
Algorithm 1 Dynamic sampling rate algorithm.
SampleRateList← InitSampleRate(Frequencies)
MaxMemoryList← InitMemoryList(Memories)
AmevaIsRunning ← true
Count← 0
WinSize← 5
WinSamples← 50 * WinSize;
Aprevious ← GetAmevaActivity(Statistics)
while AmevaIsRunning do
Alast ← GetAmevaActivity(Statistics)
if Alast == Aprevious then
Count← ActivityMemory + 1
else
Count← 0
end if
if IsCriticalActivity(Alast) and
Count > GetMaxMemory(Alast) then
NewFrequency ← SampleRateList(Alast)
WinSamples← NewFrequency ∗WinSize
end if
if Count%30 ==MaxMemoryList(Alast) then
WinSize←WinSize + log2(Count%30)
WinSamples← NewFrequency ∗WinSize
end if
Aprevious ← Alast
end while
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The maximum memory limit is defined as the specific period for which an activity is considered
stable. This maximum memory is fixed experimentally and depends on the specific activity. In [52]
can be seen a related work, in which the sample rate is calculated from the estimated power required
for each sample rate. The main problem of this work is that it does not take into account the specific
activity to update the sample rate. Thus, errors may occur due to the low sample rate reached in the case
of activity stabilization for a long period. Such excessively low sampling frequencies cause a decrease
in the accuracy of the system, as can be seen in [52]. In [53], another system of dynamic frequency is
proposed. In this case, the sample rate is only addressed from the activity being performed. This means
that at the same time that an activity is recognized, the algorithm immediately proceeds to update the
sample rate.
This causes two problems. On the one hand, it could be a case of sporadic activities (e.g., a fall)
directly affecting the frequency of sampling and having a negative impact on the next set of activities
recognized. On the other hand, by failing to update the sample rate periodically, the ability to minimize
power consumption when a long-term stabilization occurs (e.g., when the user goes to sleep) is reduced.
In the proposed algorithm, the size of the time windows is increased, thus decreasing the number
of times for carrying out the classification process and, therefore, the consumption caused by the main
CPU to perform this action. It should be noted that increasing the size of the temporal window has
a direct impact on power consumption, especially in those devices having a coprocessor for context
purposes [54]. This CPU, separate from the main CPU, allows autonomous acquisition of contextual
data, usually from the accelerometer or gyroscope, without activating the main processor. This produces
a decrease in power consumption while these data are collected in the form of an asynchronous batch
operation. Thus, by increasing the size of the time window, maximizing the use of the contextual
coprocessor and delaying the use of the main CPU for the implementation of the classification algorithm,
an increase in the lifetime of the battery is achieved while the recognition system is being used. Keep in
mind that this improvement in the use of the coprocessor has not been applied in the comparison with
other methods, because it is understood that it may be applied to other comparable jobs with no impact
on accuracy. However, it has been key for the lifetime data in the comparison shown in Figure 7, where
the three versions of the proposed activity recognition system have been subjected to a cross-comparison.
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Figure 7. Comparison between simple Ameva method, Ameva with dynamic sample
optimization and Ameva with the dynamic sample and duty cycle.
Furthermore, a second step towards energy savings is introduced by applying idle activity detection.
It is well known that for some time, users do not wear their smartphones, so activity recognition is not
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available. However, during this time, the system is running and, thus, consuming power. Thanks to
the idle activity recognition, the system can detect this situation and, consequently, reduce the windows
processed per unit time. This decision saves energy and reduces the system overload. For this purpose,
when no acceleration is detected on the smartphone, idle mode is enabled.
Algorithm 2 presents this process.
Algorithm 2 Duty cycle algorithm.
DutyCyclePeriods← 3,600,000, 1,800,000, 600,000, 300,000, 60,000, 10,000, 3000
AccDataCollection← ∅
Threshold← 0.3
Alast ← ∅
AmevaIsRunning ← true
WindowsSleep← 0
MinWindowsSleep← 5
DutyIndex← 0
WinSamples←WindowLength(WindowSize);
while AmevaIsRunning do
while size(AccDataCollection) < WinSamples do
AccDataCollection← GetLastAccData()
end while
WindowV ar ← V ar(AccDataCollection)
if WindowV ar < Threshold then
Alast ← NoDevice
WindowsSleep←WindowsSleep+ 1
if WindowsSleep ==MinWindowsSleep then
if DutyIndex < size(DutyCyclePeriods) then
DutyIndex← DutyIndex+ 1
end ifSleep(DutyCyclePeriods[DutyIndex])
end if
else
DutyIndex← 0
end if
end while
First, a number of periods are defined in milliseconds, which will be the values that lead to sleep mode
for the activity recognition system. Once the time window is obtained and the variance over this window
is calculated, it is determined whether the variance is less than Threshold. This Threshold was set to
0.3 during the experiments carried out. If the variance exceeds this threshold, this indicates that there
has been no significant movement on the device. If so, the WindowsSleep varis increased, responsible
for counting the number of windows without activity. If WindowsSleep is equal to the number of
windows needed to decide that the device is in a period of inactivity, given by MinWindowsSleep,
the algorithm proceeds to the activation or update of the duty cycle. This update consists of a gradual
increase, depending on the values of DutyCyclePeriods, of the idle time, while it is determined that
there is no movement in the successive time windows.
The impact of such optimization in the battery lifetime can be seen in Figure 7. By using the simple
Ameva detection, the battery life time reaches 14 h. This is because the system is always on and the
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accelerometers are working at 50 Hz. Applying the first optimization criteria, the dynamic sampling rate,
a battery life of 18 h is obtained, 3 more than previously, because some activities reduce the sampling
rate and, therefore, the battery consumption. The last optimization applied to Ameva classification is the
idle activity detection. Because most users expend much time at home or working with the device on
the table, idle activity detection tunes up the system, avoiding unnecessary energy drain, and the battery
lifetime is up to 26 h.
5. Results and Discussion
Once the basis of the activity recognition algorithm has been laid out, an analysis of the new proposal
can be performed. To this end, the new development is compared with widely-used recognition systems
based on neural network, decision tree, SVM and the naive Bayes classifier. These systems have been
trained using MATLAB R2014b and implemented on the devices through the Android Studio and
SDK tools provided by Google. In order to obtain energy consumption results, as will be explained
further below, the monitoring software, Trepn, has been used. Trepn Profiler is an on-target power
and performance profiling application for mobile devices distributed by Qualcomm for monitoring
snapdragon processors. This diagnostic tool allows profiling of the performance and power consumption
of Android applications running under this family of processors. Figure 8 shows a screenshot of this
tool. As can be observed in the upper side, battery power is being monitored.
Figure 8. Trepn profiling tool screenshot.
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In this case, both learning and recognition are performed by continuous methods. The test process
is conducted on Google Nexus S, Samsung Galaxy S3, LG Nexus 5 and Google Nexus One devices for
a group of 10 users. Notably, the activity habits of these users are quite different, as two of them are
under 25 years old, five users are between 25 and 40 years old and three are over 40. To determine the
energy impact of the developed system over the used smartphones, each user was monitored for 15 days.
The application ran continuously in the users’ smartphones during these 15 days. A total of 3640 h were
monitored for all users through the Android application developed.
Furthermore, to perform the accuracy evaluation, each user introduced into the same application the
activity that was carried out. In this case, getting users to record their daily activity at all times was very
complicated, and hence, a total of 1215 h of registered activities was obtained. From these, a study on
the precision was completed. More specifically, the evaluation dataset for each activity is composed as
follows: no device (332 h), standing (87 h), walking (198 h), lying (371 h), sitting (215 h), upstairs (5 h)
and downstairs (7 h).
5.1. Performance Analysis
In this section, the results of the performance analysis comparison between the method presented
in this paper and different related works are presented. These methods are Ameva, ANN, binary tree,
Bayesian, KNN, SVM, Mahalanobis distance and discriminant analysis. This test is conducted on eight
different activities to unify the results for all users. Based on data from the UCI HAR, UCI PAMAP2 and
the dataset built in this paper, a more in-depth comparison is performed. To this end, various measures for
the evaluation of the performance of the information retrieval system are used. All measures used below
assume a ground truth (gold standard value) contained in the labeled datasets. This comparison was
performed from the implementation of the algorithms referenced previously. In Table 7, the differences
between the compared methods can be observed (These results have been obtained using the UCI HAR
dataset, the PAMAP2 dataset and a custom dataset built in this work). Most values presented for each
measure show that the Ameva method gives better classification than the other algorithms, especially
regarding precision. That is, the number of false positives in the Ameva method is lower than in the others
methods. Furthermore, the training process for Ameva was faster than the others, except for binary tree,
where the time was very similar. Appendix B shows more in-depth performance measures obtained by
applying different algorithms compared in the table above. These values have been separated according
to the specific activity. Thus, the accuracy variation can be observed more in detail between the different
methods depending on the activity undertaken. However, as can be seen in these tables, there is no
great difference between the values obtained in terms of activity. Therefore, it can be concluded that the
compared learning methods are robust to the activities under monitoring. Based on the results for error
and classification analysis above, it can be determined that the Ameva method for activity recognition
presents better results than the other methods, which are widely used throughout the literature, especially
SVM and Bayesian. Furthermore, not only is the execution time of the Ameva algorithm faster than that
given by the others, the risk of overloading the system under the Ameva method is also lower. This
is because a majority vote brings a dynamism that makes certain statistical values not critical when
performing the classification, as for example with classification trees.
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Table 7. Performance comparison in % by using measures of evaluation.
Method Accuracy Recall Specificity Precision F1-Measure
Ameva 99.23 96.93 99.56 96.94 96.93
ANN 98.36 93.50 99.07 93.47 93.48
C4.5 97.51 90.08 98.58 90.04 90.03
Bayesian 92.56 70.96 95.75 70.22 70.41
KNN 97.66 90.74 98.66 90.66 90.69
SVM 90.56 63.09 94.61 62.22 62.41
Mahalanobis distance 93.48 87.41 93.87 91.74 91.67
Discriminant analysis 99.15 96.14 97.75 96.37 96.28
5.2. Energy Consumption Results
A comparison with other works in the field of energy consumption is not easy at all. The main
problems are the heterogeneity of smartphones on the market with different batteries, consumption,
screens and processors and the use of the smartphone for other tasks, such as calling, reading emails
or using WhatsApp. A real analysis without any restriction to the users was carried out. Users utilize
theirs smartphones normally. Hence, battery consumption depends on this use. Tests were executed on
LG Nexus 5, Samsung Galaxy S3 and Samsung Galaxy S4 devices. The devices were restored to their
original configuration after each test to avoid interference from external application consumption.
Figure 9 shows the battery lifetime for 10 users by applying the Ameva method with the optimizations
described above. As can be seen, battery life depends largely on the users’ habits. Whereas, for User 3,
the usage time is up to 23 h, for User 4, it is close to 18 h. It must be noted that all users are related to
computer science environments, and the use of their devices is quite high.
The current work is now compared with KNN, binary decision tree (C4.5), SVM, neural networks
and the naive Bayes classifier. In all cases, the process for obtaining the needed data and
calculating the features is the same. This allows comparison of just the computational cost of the
classification algorithms.
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Figure 9. Analysis of battery lifetime through different user habits.
Table 8 shows the battery lifetime (in minutes) for each classifier, with four tests conducted for each
one. As can be observed, the Ameva classifier extends the battery time by three hours compared with the
next most efficient method, the binary decision tree (C4.5). In this section, learning times are not taken
into account; only the recognition process was evaluated.
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Table 8. Battery lifetime in minutes for the execution with different classifiers.
Algorithm Test Mean1 2 3 4
Ameva 1130 1150 1070 1205 1138
KNN 750 730 760 700 731
Binary decision tree (C4.5) 915 925 898 907 905
SVM 820 870 780 830 822
Neural Networks 515 597 578 510 548
Naive Bayes 780 750 820 870 814
Finally, this work is compared with other AR systems from the literature [30,50,55,56] implemented
and run on the same user’s smartphone. Figure 10 shows the results.
Figure 10. Battery lifetime analysis over other methods.
It can be observed in Figure 10 that the Ameva system increases the battery lifetime by up to
4.5 h. As mentioned before, all methods were executed in the same smartphone used by the same
user, each for five days. Later, other works will be compared in terms of accuracy, but for now, we
can see that the proposed system significantly reduces the energy consumed. Figure 11 shows a power
consumption comparison based on W/h (The watt-hour (W/h) is a unit of energy equivalent to one
watt of power expended for one hour) for each compared method. To reduce deviations from the
power consumption given by Trepn software, the device was previously calibrated using a spectrum
analyzer, which measured the real consumption. Thereby, the correctness of the Trepn Qualcomm
software readings was checked. Moreover, because of the impact that CPU consumption obviously
has on processing cost, it was decided to keep a wake lock on the device. This ensured that the processor
would not enter into a low-power mode during the performance comparison. Thus, the baseline for
comparison is one in which the device is not used, but the processors remain awake. It should be noted
that this wake lock was deactivated for the battery life tests, in order to perform testing of each algorithm
behavior in a real application scenario. As can be seen in Figure 11, the energy consumption of the
Ameva algorithm is significantly less than the other alternatives. Specifically, it can be seen that the
consumption is about 50% that of the most efficient alternative among those compared. This is mainly
due to two reasons: first, the possibility of carrying out a selection of variables at run time, depending
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on the coefficient Ameva for each statistic; and second, the reduced computational cost of the proposed
classification method.
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Figure 11. Power consumption analysis.
To clarify the differences in the power consumption characteristics of different classifiers, these are
compared with the proposed algorithm. The C4.5 algorithm will specifically be discussed, which was a
priori more efficient from the point of view of complexity and which has been used by many studies in
the literature. Regarding accuracy, there is no big difference between Ameva and the algorithm based
on C4.5, as was shown previously. However, there is a difference from the point of view of energy
consumption. Specifically, Ameva is about 50% below the average consumption of the algorithm C4.5.
This is mainly due to the capability of automatic selection that is made based on the characteristics of
the Ameva coefficient. Those intervals generated by Ameva whose coefficient is less than the threshold
(at this moment, the threshold is defined in a static way) are removed, and the associated statistics are
not taken into account when computing the result. This makes the used statistic, on average, 40% of the
pre-established attributes of each temporal window. This process, applied to the UCI HAR dataset [39],
makes the total statistics considered go from 561 to 63, while C4.5 should consider 117 attributes for
classification. The tree generated by the C4.5 algorithm can be seen in Figure 12. Consequently, this
decrease in the processed attributes makes it unnecessary to process the data on the time window in order
to get them and, as a result, reduces the complexity of the process of collecting statistics regarding the
C4.5 algorithm.
In conclusion, the power consumption aim of this work has been accomplished. It is noted in [57]
that users recharge their smartphones once a day, mostly happening at 8 pm, when users are at home.
Because our system allows the user to maintain the device battery for more than 18 hours in all cases,
they can retain their recharging habits.
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Figure 12. C4.5 bounded decision tree.
5.3. Data Traffic Reduction
Regarding the flow of information between device and server, it has been determined that it is much
lower in the case of the Ameva method. This server is responsible for safeguarding the training data and
recognized activities. The received data flow necessary for the maintenance of such data is 4.7 Kbytes
for the system based on neural networks and 500 bytes in the case of Ameva. That is, the data flow
between device and server is reduced by more than 70%. This reduction prevents additional costs arising
from excessive use of the data network, because, with the Ameva method, it is only necessary to send the
bounds of the intervals. However, using neural networks to train the system, every network parameter
and weight must be sent, thereby resulting in a much greater size. The same occurs for all continuous
learning methods.
5.4. Comparing with Other Works
Once the proposal has been analyzed and optimization has been applied to the original system, a
comparison with other proposals for activity monitoring is made in this section. The comparison is
based on the following attributes: number of activities, average accuracy, number of sensors, execution
environment (the device on which to carry out the recognition), average processing time and battery
lifetime. Based on previous data, an analysis of the latest work in the activity recognition field was
developed. From all related works, four studies were chosen to carry out the analysis. All four studies
are recent and present a large number of citations.
Table 9 shows the results of the comparison. An analysis of the table shows that the number of
activities recognized by our proposal is higher than those in the other proposals, except for the Kerem
Altun study. However, the Kerem Altun proposal uses five specific sensors, whereas our proposal uses
only one sensor embedded in the user’s own device.
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Table 9. Comparison with other activity recognition systems. ND (not determined). * These
results are a little confusing. Most smartphones’ batteries rarely reach up to 120 h making
intensive use of the accelerometer. Furthermore, only two activities (stable or moving) are
recognized. ** Making intensive use of Bluetooth.
No. of Average No. of Execution Average Process Battery
Method Activities Accuracy (%) Sensors Environment Time (s) Life (h)
Our proposal 2014 9 98 1 general Smartphone 0.3 18 (measured)
Kerem Altun [21] 2010 16 97 5 specific AMD Athlon 64 X2 0.1 Not applicable
Chang Goo Han [11] 2010 6 92 1 specific PC ND Not applicable
Tanzeem Choudhury [36] 2008 8 84 2 specific Specific device ND 10–20 (experimental)
Sasank Reddy [30] 2010 5 93 8 general Phone 15.0 8.2 (measured)
Hong Lu [49] 2010 5 94 1 general Smartphone ND 14 (experimental)
Vijay Srinivasan [50] 2012 6 91 1 general Smartphone 0.6 12.5 (measured)
Khan [55] 2010 7 97 1 specific Specific device 2.3 10 (measured)
Yi Wang [58] 2012 2 90 1 general Phone ND 150 (experimental) (*)
Jia [59] 2013 7 98 2 specific Smartphone 1.5 7 (measured) (**)
Andreas Zinnen [56] 2009 21 85 5 general Smartphone ND 6.5 (measured) (**)
The Chang Goo and Tanzeem Choudour proposals use just one sensor, but the accuracy is lower than
that presented in this paper. Furthermore, the possibility of integrating the whole recognition system
inside a mobile phone renders the device more convenient for users.
Another aspect to consider in the comparison is the efficiency of the methods at performing
the whole process. In this sense, it is necessary to differentiate between two types of proposals:
smartphone-embedded methods and server methods. In the former, the process is executed entirely in
the mobile phone, whereas in the latter, a computer is required to execute the solution and to process the
data. For this reason, in the Kerem Altun and Chang Goo proposals, the battery life is longer than that in
our proposal, which collects and processes the data in the device itself.
Andreas Zinnen marked a new point of view of activity recognition, called model-oriented methods.
In that work, some accelerometers are placed on the user’s arm, the aim being to recognize the
movements made by the body like a three-dimensional model of the user. This technique is often used
in animation, but the main drawback is the number of sensors needed. Furthermore, one of the aims of
this work is to develop the entire system in the user’s smartphone, without external sensors. However, as
can be seen in [56], the number of activities recognized is quite high.
Finally, Jia’s work introduces other external sensors, such as the ECG meter, which improves the
accuracy of the whole system. However, this kind of system has a drawback: the power consumption
caused by the Bluetooth connection between external sensors and the smartphone.
6. Conclusions and Future Work
This work presents a highly accurate recognition system, based on discrete variables, that uses
the Ameva discretization algorithm and a new Ameva-based classification system. It has therefore
been possible to achieve an average accuracy of 98% for the recognition of eight types of activities.
Furthermore, working with discrete variables significantly reduces the computational cost associated
with data processing during the recognition process. By using this process to increase recognition
frequency, it has been possible to obtain a physical activity reading every four seconds and to save
this contextual information in the user activity live log.
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The main problem detected in the system based on statistical learning is the limitation of the number
of activities that can be recognized. Actually, the problem is not provoked by the method itself, but by
the accelerometer sensors. The number of system features is limited, thus leading to a strong correlation
between these variables. This problem could be solved by including new sensors (NFC, Bluetooth, and
so on), which provide more information to the system.
Based on the studies performed and the conclusions reached in the Dynamic Sample Rate and Duty
Cycle section, the accuracy of the system, once duty cycle optimization is applied, does not vary
depending on the user who performs the test. As was mentioned before, this method has a very slight
impact on system accuracy. This is because its auto-reconfiguration makes it possible to increase the
sample rate if necessary. However, this strategy brings considerable benefit in terms of the energy
savings achieved.
In this way, a system that extends the number of recognized activities is currently being developed.
It is based on the data presented in this work combined with the help of GPS and NFC sensors embedded
in the device. The system involves the analysis of labels installed in smart items that, in addition to
providing information about the item itself, inform the system about the activities supported. Therefore,
if a user is sitting near the television remote control, then the new activity recognition would be watching
TV. Similarly, if a user is walking and GPS information indicates that the user is in the park, the activity
would be walking through the park.
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Figure A1. Distribution of instances in each interval for the first 21 statistics.
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Appendix B
Table B1. Confusion matrix and performance values for the Ameva-based classification system.
Test/Real Walk Jump Immobile Run Up Down Cycle Drive Instances TP TN FP FN Accuracy Recall Specificity Precision F1-Measure
Walk 7200 10 10 61 80 40 37 89 7527 7200 52,135 327 291 98.97% 96.12% 99.38% 95.66% 95.88%
Jump 10 7304 0 152 0 0 21 8 7495 7304 52,180 191 278 99.22% 96.33% 99.64% 97.45% 96.89%
Immobile 0 0 7256 0 0 0 0 142 7398 7256 52,529 142 26 99.72% 99.64% 99.73% 98.08% 98.86%
Run 16 128 0 7298 0 7 40 8 7497 7298 52,205 199 251 99.25% 96.68% 99.62% 97.35% 97.01%
Up 89 70 0 8 7273 195 2 2 7639 7273 51,918 366 396 98.73% 94.84% 99.30% 95.21% 95.02%
Down 96 0 0 23 316 7252 4 5 7696 7252 52,015 444 242 98.86% 96.77% 99.15% 94.23% 95.48%
Cycle 0 0 0 0 0 0 7302 1 7303 7302 52,536 1 114 99.81% 98.46% 100.00% 99.99% 99.22%
Drive 80 70 16 7 0 0 10 7215 7398 7215 52,300 183 255 99.27% 96.59% 99.65% 97.53% 97.05%
Accumulated 7491 7582 7282 7549 7669 7494 7416 7470 59,953 58,100 417,818 1853 1853 99.23% 96.93% 99.56% 96.94% 96.93%
Table B2. Confusion matrix and performance values for the ANN-based classification system.
Test/Real Walk Jump Immobile Run Up Down Cycle Drive Instances TP TN FP FN Accuracy Recall Specificity Precision F1-Measure
Walk 6930 46 41 117 107 79 86 121 7527 6930 51,807 597 619 97.97% 91.80% 98.86% 92.07% 91.93%
Jump 76 7124 16 187 13 8 46 25 7495 7124 51,892 371 566 98.44% 92.64% 99.29% 95.05% 93.,83%
Immobile 47 9 6970 4 63 46 13 246 7398 6970 52,307 428 248 98.87% 96.56% 99.19% 94.21% 95.37%
Run 44 221 3 7060 39 43 59 28 7497 7060 52,016 437 440 98.54% 94.13% 99.17% 94.17% 94.15%
Up 126 89 17 25 7091 256 19 16 7639 7091 51,587 548 727 97.87% 90.70% 98.95% 92.83% 91.75%
Down 103 4 7 27 415 7103 16 21 7696 7103 51,754 593 503 98.17% 93.39% 98.87% 92.29% 92.84%
Cycle 36 32 43 35 75 56 6928 98 7303 6928 52,386 375 264 98.93% 96.33% 99.29% 94.87% 95.59%
Drive 187 165 121 45 15 15 25 6825 7398 6825 52,000 573 555 98.12% 92.48% 98.91% 92.25% 92.37%
Accumulated 7549 7690 7218 7500 7818 7606 7192 7380 59,953 56,031 415,749 3922 3922 98.36% 93.50% 99.07% 93.47% 93.48%
Table B3. Confusion matrix and performance values for the C4.5-based classification system.
Test/Real Walk Jump Immobile Run Up Down Cycle Drive Instances TP TN FP FN Accuracy Recall Specificity Precision F1-Measure
Walk 6210 78 98 318 298 96 92 337 7527 6210 51,570 1317 856 96.38% 87.89% 97.51% 82.50% 85.11%
Jump 113 6932 54 245 36 17 67 31 7495 6932 51,645 563 813 97.70% 89.50% 98.92% 92.49% 90.97%
Immobile 59 15 6790 23 83 72 59 297 7398 6790 52,073 608 482 98.18% 93.37% 98.85% 91.78% 92.57%
Run 54 294 23 6896 64 57 71 38 7497 6896 51,649 601 807 97.65% 89.52% 98.85% 91.98% 90.74%
Up 160 113 51 34 6943 298 21 19 7639 6943 51,272 696 1042 97.10% 86.95% 98.66% 90.89% 88.88%
Down 187 18 15 53 427 6917 43 36 7696 6917 51,600 779 657 97.60% 91.33% 98.51% 89.88% 90.60%
Cycle 64 79 54 66 96 74 6716 154 7303 6716 52,241 587 409 98.34% 94.26% 98.89% 91.96% 93.10%
Drive 219 216 187 68 38 43 56 6571 7398 6571 51,643 827 912 97.10% 87.81% 98.42% 88.82% 88.31%
Accumulated 7066 7745 7272 7703 7985 7574 7125 7483 59,953 53,975 413,693 5978 5978 97.51% 90.08% 98.58% 90.04% 90.03%
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Table B4. Confusion matrix and performance values for the Bayesian-based classification system.
Test/Real Walk Jump Immobile Run Up Down Cycle Drive Instances TP TN FP FN Accuracy Recall Specificity Precision F1-measure
Walk 5067 187 218 573 421 329 198 534 7527 5067 49,701 2460 2725 91.35% 65.03% 95.28% 67.32% 66.15%
Jump 741 5180 113 1023 57 124 216 41 7495 5180 49,239 2315 3219 90.77% 61.67% 95.51% 69.11% 65.18%
Immobile 115 87 5014 288 356 298 243 997 7398 5014 51,473 2384 1082 94.22% 82.25% 95.57% 67.78% 74.31%
Run 78 1520 46 5290 155 96 245 67 7497 5290 50,047 2207 2409 92.30% 68.71% 95.78% 70.56% 69.62%
Up 613 509 79 77 5521 708 56 76 7639 5521 49,478 2118 2836 91.74% 66.06% 95.90% 72.27% 69.03%
Down 470 27 43 76 1309 5641 76 54 7696 5641 50,323 2055 1934 93.35% 74.47% 96.08% 73.30% 73.88%
Cycle 105 127 145 227 451 300 5216 732 7303 5216 51,511 2087 1139 94.62% 82.08% 96.11% 71.42% 76.38%
Drive 603 762 438 145 87 79 105 5179 7398 5179 50,054 2219 2501 92.13% 67.43% 95.75% 70.01% 68.70%
Accumulated 7792 8399 6096 7699 8357 7575 6355 7680 59,953 42,108 401,826 17,845 17,845 92.56% 70.96% 95.75% 70.22% 70.41%
Table B5. Confusion matrix and performance values for the SVM-based classification system.
Test/Real Walk Jump Immobile Run Up Down Cycle Drive Instances TP TN FP FN Accuracy Recall Specificity Precision F1-Measure
Walk 4562 210 289 658 513 401 201 693 7527 4562 48,751 2965 3675 88.92% 55.38% 94.27% 60.61% 57.88%
Jump 819 4716 214 1142 64 176 275 89 7495 4716 48,621 2779 3837 88.96% 55.14% 94.59% 62.92% 58.77%
Immobile 156 115 4663 342 398 341 296 1087 7398 4663 51,018 2735 1537 92.87% 75.21% 94.91% 63.03% 68.58%
Run 89 1598 85 4982 174 158 335 76 7497 4982 49,516 2515 2940 90.90% 62.89% 95.17% 66.45% 64.62%
Up 769 654 97 85 4728 1127 82 97 7639 4728 48,875 2911 3439 89.41% 57.89% 94.38% 61.89% 59.83%
Down 636 53 68 84 1614 5092 87 62 7696 5092 49,504 2604 2753 91.06% 64.91% 95.00% 66.16% 65.53%
Cycle 354 297 241 361 580 467 4189 814 7303 4189 51,120 3114 1530 92.25% 73.25% 94.26% 57.36% 64.34%
Drive 852 910 543 268 96 83 254 4392 7398 4392 49,637 3006 2918 90.12% 60.08% 94.29% 59.37% 59.72%
Accumulated 8237 8553 6200 7922 8167 7845 5719 7310 59,953 37,324 397,042 22,629 22,629 90.56% 63.09% 94.61% 62.22% 62.41%
Table B6. Confusion matrix and performance values for the KNN-based classification system.
Test/Real Walk Jump Immobile Run Up Down Cycle Drive Instances TP TN FP FN Accuracy Recall Specificity Precision F1-Measure
Walk 6726 65 52 143 137 87 121 196 7527 6726 51,490 801 936 97.10% 87.78% 98.47% 89.36% 88.56%
Jump 161 6879 26 265 36 27 62 39 7495 6879 51,768 616 690 97.82% 90.88% 98.82% 91.78% 91.33%
Immobile 65 26 6719 21 95 64 26 382 7398 6719 52,193 679 362 98.26% 94.89% 98.72% 90.82% 92.81%
Run 86 244 36 6854 65 79 84 49 7497 6854 51,834 643 622 97.89% 91.68% 98.77% 91.42% 91.55%
Up 149 98 32 41 6881 375 36 27 7639 6881 51,317 758 997 97.07% 87.34% 98.54% 90.08% 88.69%
Down 187 21 16 31 504 6870 26 41 7696 6870 51,522 826 735 97.40% 90.34% 98.42% 89.27% 89.80%
Cycle 65 51 58 47 124 78 6748 132 7303 6748 52,254 555 396 98.41% 94.46% 98.95% 92.40% 93.42%
Drive 223 185 142 74 36 25 41 6672 7398 6672 51,689 726 866 97.34% 88.51% 98.61% 90.19% 89.34%
Accumulated 7662 7569 7081 7476 7878 7605 7144 7538 59,953 54,349 414,067 5604 5604 97.66% 90.74% 98.66% 90.66% 90.69%
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CHAPTER 6
MOBILE ACTIVITY RECOGNITION AND FALL
DETECTION SYSTEM FOR ELDERLY PEOPLE
USING AMEVA ALGORITHM
Overview
This paper addresses the human activities recognition problem for elderly people
where the most important problem with classification models is that a good training
process is needed to get the best results. Therefore, it is important to detect correctly
the lifestyle of elderly people, but the difficulty is that they will waste their time
training a device. This aspect makes the aged population a singular group for
activity recognition systems.
All common learning processes have a test phase that normally is carried out in a
laboratory setting and, in activity recognition, this stage is performed in a controlled
environment, throughout public generated datasets and also by the developed team
of the system itself. The presented approach differs from the traditional system
because it has been proved effective also in a non-controlled environment.
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Chapter 6: Mobile activity recognition and fall detection system for elderly people using
Ameva algorithm
The developed system was accurate, comfortable and efficient and monitors the
physical activity carried out by the user using the core of the Ameva algorithm.
Moreover, with the purpose of reducing the cost and increasing user acceptance and
usability, the entire system uses only a smartphone to recover all the information
required.
Context
This research topic was initiated as an extension to an awarded activity recognition
system that participated in the EvAAL 2012 and EvAAL 2013 competitions where
the fall detection was the main goal. This paper is the result of several years of
acquiring a wide range of knowledge in these fields.
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a b s t r a c t
Currently, the lifestyle of elderly people is regularly monitored in order to establish
guidelines for rehabilitation processes or ensure the welfare of this segment of the
population. In this sense, activity recognition is essential to detect an objective set of
behaviors throughout the day. This paper describes an accurate, comfortable and efficient
system, which monitors the physical activity carried out by the user. An extension to an
awarded activity recognition system that participated in the EvAAL 2012 and EvAAL 2013
competitions is presented. This approach uses data retrieved from accelerometer sensors
to generate discrete variables and it is tested in a non-controlled environment. In order
to achieve the goal, the core of the algorithm Ameva is used to develop an innovative
selection, discretization and classification technique for activity recognition. Moreover,
with the purpose of reducing the cost and increasing user acceptance and usability, the
entire system uses only a smartphone to recover all the information required.
© 2016 Elsevier B.V. All rights reserved.
1. Introduction
According to Taipale [1], in 2014, thereweremore than 800million people 60 years of age and over and the global number
is increasing. The United Nations [2] indicated that 64 countries are expected to have an elderly population of more than
30% by 2050. Also, the Global Age Watch Index [3] shows that the number of people living alone is increasing and older
people emerge as a growing market for consumption.
One of the aims of gerontechnology [4] is to extend the time during which elderly people can live independently in
their preferred environment with the support of information and communication technologies [5], thus maximizing their
vital and productive years and reducing the cost of care in later life. To achieve this goal, activity recognition is one of the
main facilities of gerontechnology: real-time monitoring of human activities represents a useful tool for many purposes
and applications such as daily activities assistance, health, and activity monitoring or safety and security enhancement [6].
Although activities of daily living (ADL) are useful to analyze user behavior, falls are the most important events that need
to be detected. According to the World Health Organization [7], more than 28% of people aged 65 and over fall each year,
increasing to more than 32% for those over 70 years. If preventive measures are not taken in the near future, the number of
injuries caused by falls is projected to double by 2030. In this environment, assistive devices that contribute to reduce the
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incidence of this kind of events are a social need. The automatic and unobtrusive identification of user’s activities, including
falls, is one of the challenging goals of context-aware computing [8,9] and it is a fast-growing field in ubiquitous computing
domain. Indeed, it is expected that activity recognition systems will be a practical solution to monitor elderly people in the
coming years. Although there are many mobile activity recognition systems, most of them lack battery draining [10], and in
the last fewyears, developers have focused their efforts to tackle this problem. Liang [11] used a low sampling frequencywith
a hierarchical scheme methodology in order to improve the battery consumption. Weng [12] described a similar approach
but the hierarchical support vector machine is supported by an additional strategy that reduces the sensor data sampling
rates. This addition allowed the authors to reduce the computational complexity. On the other hand, Rault [13] proposed
a new decision metric in order to evaluate these systems. It takes into account latency, accuracy, and energy consumption
requirements in order to select the best execution configuration.
As an addition, some of the developed systems include automatic customization of the mobile device’s behavior. For
example, Kozina’s system [14] sends calls directly to voicemail if a user is jogging and generates a daily/weekly activity
profile to determine if a user is performing a healthy amount of exercise. Lu [15] implemented two simple proof-of-concept
applications using a continuous sensing engine, JigMe, that automatically records a user’s daily diary and, GreenSaw, that
gives users awareness of their daily calorie expenditure and carbon footprint. These add-ons increase the value of the
research and evidence that they could be used out of the laboratory by common users.
In this paper, we present a low-consuming battery system using the core of the Ameva algorithm [16] validated in
the activity recognition track of EvAAL competition1 in the editions of 2012 and 2013. The proposed system supports the
inclusion of new activities once the training stage is completed, a feature that makes the system feasible for rehabilitation
exercises recommended to elderly people by physicians. Furthermore, these new activities are automatically detected,
inviting the user to perform a more exhaustive training on them if necessary. This last feature is especially interesting
for unsupervised systems where users are free to perform any kind of activity, and not only for the elderly, whose set of
activities tend to be more limited.
The remainder of this paper is structured as follows. Section 2 presents a review of activity recognition systems targeting
elderly people. Section 3 introduces the EvAAL Activity Recognition competition and the results of our system. Section 4
presents the AMEVA recognition system and its evolution. A comparative analysis is described in Section 5. Finally, Section 6
concludes the paper and discusses future extensions.
2. Activity recognition systems for elders
Activity recognition systems (AR systems) have experienced an increase in both number and quality, mainly due to the
growing interest in monitoring elderly people with dementia or people in rehabilitation. AR systems are classified into two
categories: external sensor-based and wearable sensor-based. In external sensor-based systems, the devices are fixed in
predetermined places. In wearable sensor based systems, the devices are attached to the user. Smart-home projects [17–19]
include all kinds of sensors (temperature, smoke, humidity, presence, light and bed presence, NFC or RFID labels, etc.) but
these systems have a pervasiveness issue: the only place where the activity is recognized is in the user’s home or where
the sensors are located. Another kind of research venue focuses on the usage of cameras for the recognition of gestures
[20–22]. This is especially suitable for security (e.g. intrusion detection), but privacy issues [23] make this option unfeasible
to recognize ADL. On the other hand, these systems can only be used in controlled environments. Robots are another kind of
external sensor [24,25] that can assist the elderly, but the cost of deployment andmaintenance of these systems is currently
a big disadvantage. Furthermore, this kind of system presents a common drawback: people are not always monitored and
hence some activities and events like falls could be unnoticed.
Wearable sensors are the preferred option for the latest generation of AR systems. Most solutions in this area employ
various sensors placed in the body. Accelerometers are themost suitable option to detectmovement, but accuracy improves
when gyroscopes, magnetometers, and barometers are included in the system [26,27]. Smartphones, which embed all
these sensors, can be considered a type of wearable due to their pervasiveness. Furthermore, the low adoption barrier on
healthcare applications [28] through application markets such as Google Play or AppStore makes them the best option to
target themassmarket. Some of themare focused on fall detection [29,30], but normally do not cover both ADL and falls [31],
so a classification system must be designed to consider them.
In general, themost important problemwith classificationmodels is that a good training process is needed to get the best
results. Therefore, in AR systems, it is important to detect correctly the lifestyle of elderly people, but the difficulty is that
theywill waste their time training a device. This aspectmakes the aged population a singular group for AR systems. Abdallah
[32] developed a framework that incorporates incremental and active learning for real-time recognition and adaptation in
streaming settings. However, the majority of existing solutions detect only a few activities. A major step forward would be
the possibility for the system to recognize additional activities after the initial training [33,34].
All common learning processes have a test phase that normally is carried out in a laboratory setting. In AR, this stage
is performed in a controlled environment, throughout public generated datasets and also by the developed team of the
system itself. The presented approach differs from the traditional system because it has been proved effective also in a
non-controlled environment as it is described in Section 3.
1 Available from: http://evaal.aaloa.org.
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Fig. 1. Map from CIAmI Living Lab and pictures of garden and living room.
3. EvAAL activity recognition competition
The competition EvAAL (Evaluation of Ambient Assisted Living Systems through Competitive Benchmarking)was created
with the idea of comparing and validating AAL solutions and platforms. It is an annual international contest that helps to
measure the state of the art of AAL solutions by assessing the participants, level of autonomy, independent living, and quality
of life they deliver to elders.
The developed algorithmwas presented in the Activity Recognition track, which has as main objective the measurement
of hardware and software performance through the established set of benchmarks and evaluation metrics. In order to
participate in the AR track, the system must be capable of detecting the following activities: lie, sit, stand, walk, bend, fall
(any kind of fall) and cycle (using a stationary bike). There is no limitation to the number of devices that can be used and
competing solutions can be based on a variety of sensors and technologies.
The two editions of the track took place at the CIAmI Living Lab [35] in Valencia (Spain). Fig. 1 shows the CIAmI Living
Lab.
3.1. Benchmark description
Once the participant team installs the solution, an actor (an evaluation committee member) performs a predefined
physical activity trip across the smart home wearing an elderly simulation kit (Fig. 2). Álvarez-García [36] explains the
complete process.
3.2. Evaluation criteria
The evaluation of the competing systems is carried out using five-evaluation criteria:
• Accuracy. Represents the confidence of the system under evaluation recognizing the activities performed by the actor.
Accuracy is computed from the recognized activity instances using F-measure. 2∗precision∗recallprecision+recall .
• User acceptance. Expresses how much the system is invasive in the user’s daily life and hence the perceived impact.
This parameter is estimated with a questionnaire that considers aspects of usability like the invasiveness, visibility of the
installation within the environment and the complexity of maintenance procedures.
• Recognition delay. Measures the elapsed time between the instant when the user begins an activity and the time the
system recognizes it.
• Installation complexity. It measures the effort required to install the recognition system in a home. It is measured as a
function of the person-minutes of work needed to complete the installation.
• Interoperability. Measures how easy is to integrate the system with other systems. Interoperability is measured with a
questionnaire that takes into account aspects like the availability of APIs and documentation, the licensing scheme, the
presence of testing tools and the portability among different operating systems.
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Fig. 2. Elderly simulation kit where elements 7, 8 and 9 were used to simulate the elderly’s movements.
Table 1
Best performance results 2012.
Team Accuracy Delay Installation User acceptance Interoperability Final score
USSa 4.33 9.00 10.00 7.47 7.63 7.39
CMUUb 7.17 9.00 0.00 7.93 6.15 6.50
CUJc 1.44 5.00 0.00 5.60 5.09 3.52
a University of Seville from Spain.
b Carnegie Mellon and Utah Universities from USA.
c Chiba University from Japan.
Table 2
Best performance results 2013.
Team Accuracy Delay Installation User acceptance Interoperability Final score
JSISa 6.94 10.00 10.00 8.55 7.20 8.36
CNRIb 4.04 10.00 10.00 7.04 6.15 6.94
USS 4.68 9.00 10.00 6.99 5.54 6.89
a Jožef Stefan Institute from Slovenia.
b Consiglio Nazionale delle Ricerche from Italy.
3.3. Results
After peer review, only four competitors participated in the challenge in both editions where University of Seville from
Spain and Chiba University from Japan teams repeated with improved versions of their solutions in 2013.
Table 1 shows the scores of the top three marked teams on the scale of 0–10 for the 2012 edition and Table 2 the ones
for 2013 edition.
The winner team of 2012 edition (USS team) [37], composed of three of the authors of this paper, obtained acceptable
results in accuracy (it was below that of the CMUU team), but its simplicity (although it usesmultiplemathematicalmethods
it only relies on accelerometers) and interoperability allowed it to achieve good marks in all the evaluated criteria.
The winner of the 2013 edition (JSIS team) [14,38] obtained very good results in all the evaluated criteria. The poor
performance of the USS system in the 2013 edition is related to the lower priority associated to the activity ‘‘bend’’, penalized
to give higher importance to ADL and fall. In addition, the Androidmobile devicewas not properly secured on the right hip of
the actor and it fell to the ground during the cycling activity penalizing the final result. In order to avoid this problem, which
could be present in a daily use of this approach, next generations of the AR system will be installed into smart-watches.
These devices allow to run the application and extract information about accelerometry and at the same time, increase the
user acceptance and reduce the risk of forgetting. In the next section, the AR system and its improvements will be described.
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Fig. 3. Common steps for training and recognition process.
Fig. 4. Overall process of data analysis and interval determination.
4. The activity recognition algorithm
The initial steps of the activity recognition and fall detection system (from now on activity recognition) are depicted in
Fig. 3. These steps are common in training and classification processes, and they are always executed before the recognition
stage.
The process startswith collecting data from the accelerometer of themobile device at an average frequency of 25Hz. Time
windows of fixed duration are used to get training data (and later to get recognition data). Each time window is composed
of a set of accelerometer readings from which it is possible to calculate a variety of features. After performance and system
accuracy analysis, it has been determined in an empirical way that the optimum length for these windows is five seconds.
Based on these time windows the module of the signal has been chosen in order to reduce the computational cost of
the new solution and solve some problems related to the device’s orientation. Using it, the accelerometer module measures
acceleration values in three spatial directions (x, y, z) in the form ai = (axi, ayi, azi). The norm of the vector is computed as
follows.
|ai| =

(axi)2 + (ayi)2 + (azi)2.
Finally, arithmetic mean, minimum, maximum, median, standard deviation, geometric mean and measures from frequency
domain are generated. An important feature of the system is that the user can decide what activities must be recognized.
This feature is critical for the application of the system to a specific scenario of interest. In our case the classes of the activities
we wanted to recognize were immobile, walk, run, fall, drive, walk-upstairs, walk-downstairs and ride a bicycle.
Once the activities are defined, the training phase is required in order to recognize them. To get a training set, the user
wears the smartphone doing repetitions for each activity to get personal information and training data. The number of
examples for each activity must be balanced in order to avoid over training. All the activities are trained by the research
team but in order to adapt the system to the user they must be trained again by said user.
Falls constitute an exception to this process and their training is performedvia simulated falls.Walking, running,walking-
upstairs and downstairs require only 20 s of training. Driving is an activity in which accelerations do not occur at a specific
frequency so a small trip of 15 min is necessary to train the system. Finally riding a bicycle can be trained in three minutes.
Once the training set is prepared, the statistic process can be carried out using data analysis and interval determination.
Fig. 4 shows the steps.
The first step of this process is the discretization of each variable in order to reduce the computational cost of the
algorithm. This discretization process is based on the Ameva algorithm [16]. The aim of it is to maximize the dependency
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Fig. 5. Overall recognition process from data sensors.
relationship between the class labels C and the continuous attribute L(k). Furthermore, the lower the number of discrete
intervals k, the faster the classification will be.
The application of the algorithm to each statistical value of the system allows obtaining a set of intervals associated with
a particular C tag. Thus, after processing all system statistics, a matrix denoted by Dm{C, L, S} is produced as output.
The dimensions of the matrix are in the order:
1. the label C = {C1,C2, . . . ,Cl}, l ≥ 2 of the activity;
2. the interval L = {L1, L2, . . . , Lk} where Li = (Llowi , Lupi ], i = 0, 1, . . . , k defining lower Llowi and upper limit Lupi of the
range;
3. the statistics measurement of the data (arithmetic mean, minimum, maximum, etc.).
After the data collectionX, the probability associated with the statistical data for each activity is computed. In order to
carry out this process, a matrix denoted by Cm{x, Li, S} is defined as follows:
Cmx,i,s = |x ∈ X|, x ≥ Llowi ∧ x < Lupi ∧ xC = Cs.
It means that each entry of the matrix Cm contains the number of instances x ∈ X belongs to a specific interval of the range
of a statistical S.
After Cm is computed, the relative probability matrix is carried out. This matrix is denoted by AIm{x, Li, S} and it
determines the likelihood that a given value x associated to an S statistic corresponds to a specific Ci activity. This ratio
is based on the quality of the discretization performed by Ameva. The contents of the array AIm are defined as follows
AImc,i,s = Cmc,i,stotalc,s ·
1
l− 1
l
j=1,j≠c

1− Cmj,i,s
totalj,s

where totalc,s is the total number of time windows of the training process labeled with the c activity for the S statistic.
Finally, Fig. 5 shows the overall process described on this section for recognition process from matrix AIm where it is
based on a majority voting system.
This process starts from the matrix AIm and uses a set of data x ∈ X for each of the statistics belonging to the set S.
The process consists of finding an activitympa ∈ C such that the likelihood is maximized. The above rule is included in the
expression
mpa(X) = max
s
s=1
AImc,i,s|xs ∈ (Llowi , Lupi ]. (1)
The expression shows that the weight of each statistical metric to the calculation of the probability is equal. This can be
carried out under the assumption that all statistics provide the same amount of information to the system, and that there
is no correlation between them. Thus, the mpa represents those activities whose data is more fitted to the AIm set values
using a majority voting system.
The final systemwith an innovative algorithm is developed and deployed in a smartphone to get the necessary data from
the accelerometer and to identify the activity that user is doing.
4.1. Improvements of the system
Themain advantage of the approach is the reduced battery consumption caused by the usage of discrete variables instead
of continuous ones. Also, the dependencies between them are eliminated from the system to get only the information and
to reduce the noise.
After the 2013 edition when the system achieved third position, several improvements over the original algorithm have
been applied. The discretization process performed in the original algorithm needed to evaluate the cuts criterion using
an iterative algorithm. Hence, its goal was to find the cut, which minimizes the variance of the class labels belonging to
instances of each interval. The application of the algorithm to a multivariate dataset with a high amount of samples caused
the time complexity of Ameva to explode and, therefore, the low performances.
The optimization introduced allowed significant simplification. The main advantage consists in the need to compute the
sample variance of the class label associated with each instance only once. This optimization generates a higher number
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Table 3
Comparison between Ameva original and Ameva optimized algorithms.
# of Ameva original Ameva optimized Ameva original Ameva optimized
statistics time (s) time (s) # of intervals # of intervals
1 0.53 0.13 6 12
5 2.80 0.75 36 63
10 4.31 1.22 60 101
20 7.77 2.56 120 195
50 22.13 6.30 300 555
100 43.08 12.69 600 1097
200 90.13 25.13 1200 2168
400 167.84 50.00 2400 4074
of intervals than the original algorithm. Moreover, the intervals generated by the original algorithm are a subset of those
generated by the optimization, which ensures that the results of the classification process are theoretically a superset of the
ones carried out by the originals, but in practice are really close to them. In terms of runtime duration, a significant reduction
was expected by the application of the improvement described. These expectations were met in the testing process, where
execution time was reduced by 70%. Table 3 shows the comparison between both algorithm (Ameva original and Ameva
optimized) in terms of execution time and it has obtained from a dataset of 10,299 instances and 561 statistical.
4.2. Definition of the used datasets
The gathering data process was carried out with a group of 30 volunteers within an age bracket of 19–48 years wearing
a smartphone on the waist and was randomly partitioned into two sets, where 70% of the volunteers were selected for
generating the training data and 30% the test data [39]. Also, there were other datasets that were tested in the system:
• USC-HAD [40]: the data was collected from a set of human subjects that have a mean of 30.1 years old, 170 cm height
and 64.6 kg weight, doing 12 activities. To overcome the limitations of the existing datasets, thus serving as a standard
benchmark for researchers in the ubiquitous computing community to compare performance of their human activity
recognition algorithms.
• WISDM [41]: it contains data from36 users and six activities. Test datawas collected from an extensive variety of Android
smartphones (1.3–2.1 version), like the system presented here.
• Shoaib [42]: this dataset contains smartphone sensor data for six physical activities collected using four participants. It
was useful because the data was collected from four smartphones on four body positions, allowing for comparison to
approaches using only one smartphone.
Furthermore, the validation of results was not only tested on these datasets by cross-validation, but competition data
were used to check their suitability for a real environment with elderly people.
4.3. Learning process
Another problem in AR systems is the learning process for new activities. There are some scenarios, such as inexperienced
users or elderly people usage, in which training is not performed in an accurate way, so learning process is reduced or non-
existing. The learning process is thus reduced or non-existent. Although there are expert systems that do not require learning
processes, they suffer from low accuracy and reduced user adaptation. This was the reason why the accuracy values during
the competition were lower than those obtained during the validation. On the other hand, the lack of training causes the set
of recognized activities to be the same for every user, taking out the customization options of the system. This is the case of
most commercial applications such as Moves [43] or Fitbit [44] among others.
The presented approach allows not just the training phase, critical for getting an acceptable accuracy and high
customization capabilities, but also the recognition of new activities without user supervision. Thanks to the far distance
activities detector (this is thenamegiven to themodulewithin the recognition system), the algorithm is able to automatically
recognize new activities based on the total score of the current time window obtained by the recognition process.
The learning is performed for each particular user, so it is adapted to the way in which the user carries out the activities.
For elderly, it is also personalized, but the classification of the accelerometric profile and all statistics generated are fitted to
the user.
In this stage, the system obtains the probability that a value belongs to each of the recognized activities maximizing the
value computed in (1). However, if the value of thempa is too low, it would be an indicator that the activity is not taken into
accountwhen conducting the training. This fact allows the far distance activities detector to generate an alert of new activity
detected. The threshold value is set empirically, although experiments had determined that the value, whichmaximized the
accuracy of the system, is equal to the number of statistics divided by four. This entails that, overall, the joint probability
that a given time window is classified correctly as the activity is below 25%.
Falls are considered a special kind of activity. This characterization is because the training of the system under these
circumstances is not possible. Although there are studies that identify these events dynamically [45], the learning process is
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Table 4
AImmatrix for standard deviation with six discretization intervals and six activities.
Interval Activity
Walking Upstairs Downstairs Sitting Standing Lying
Lp,1 0.00 0.00 0.00 0.42 0.48 0.10
Lp,2 0.00 0.00 0.00 0.35 0.31 0.34
Lp,3 0.00 0.00 0.00 0.25 0.24 0.51
Lp,4 0.61 0.36 0.02 0.00 0.00 0.01
Lp,5 0.30 0.49 0.21 0.00 0.00 0.00
Lp,6 0.02 0.07 0.92 0.00 0.00 0.00
Table 5
Confusion matrix of the complete set of activities (percentage).
Predicted class
Walk Fall Stop Run Up Down Cycle Drive
Walk 93.50 0.54 0.54 0.54 0.72 0.36 0.72 3.07
Fall 0.20 98.00 0.00 0.40 0.20 0.80 0.20 0.20
Stop 0.00 0.00 96.60 0.00 0.00 0.54 0.72 2.15
Actual Run 0.43 1.28 0.00 96.36 0.86 0.21 0.43 0.43
class Up 0.21 0.21 1.05 0.21 96.00 1.47 0.63 0.21
Down 0.98 0.73 1.22 0.73 2.20 91.95 0.24 1.95
Cycle 0.23 0.23 0.00 0.23 0.46 0.23 97.91 0.70
Drive 0.47 0.24 4.25 0.24 0.47 0.24 0.47 93.63
usually performed on a synthetic dataset, due to the great handicap of generating data of real falls. Therefore, in this paper
the problem of falling is addressed in parallel, defining an accelerometric profile criteria and a period of no accelerations. By
this method, the system detects a fall when the accelerometry profile shows acceleration peaks followed by a long period
of inactivity. During the execution, this period was set to five seconds.
Table 4 shows a set of different values obtained for each of the positions of the AImmatrix.
In order to show the quality of the systemwith the considered set of activities, a confusion matrix with the complete set
of activities is presented in Table 5. These data have been collected from a test casewhere a 31 year old researcher simulated
the movements and two falls (forward and backward) of an elderly person during 15 min.
These scores were obtained during the training phase from the datasets described above and mean that the likelihood
for a given value x associated to an S statistic corresponds to the right activity Ci; i.e. this indicator reflects the probability
that a given configuration of the input parameters belongs to the activity Ci based on the intervals Li generated from the AIm
matrix for all variables obtained in the dataset using the maximum likelihood method.
5. Comparison with other systems
As mentioned in Section 1, the number of research studies and applications of the activity recognition has increased in
several contexts in recent years. The insightful practical implications include elderly care, quality of self-care estimation and
monitoring daily live activities among others.
Lara [8] studied a deep evaluation of some existing activity recognition systems taking into account the type of sensors
and the measured attributes, the integration device, the level of obtrusiveness, the type of data collection protocol, the level
of energy consumption, the classifier flexibility level, the feature extraction method(s), the learning algorithm(s) and the
overall accuracy for all activities. Also, they were divided into online and supervised offline systems.
Shoaib [46] used five positions using a fourmotion sensors smartphone collecting data in some statistics in order to detect
sevenphysical activities through a timewindowapproach. The study consists inwhich are the best places for the smartphone
using a combination of them and analyzing the accuracy obtained by the most widely used classification algorithms.
Based on their evaluations, they show that both the accelerometer and the gyroscope are capable of taking the lead roles
in the activity recognition process, depending on the type of activity being recognized, the body position, the classification
method and the feature set being used. However, the authors do not offer a new approach, but a general analysis.
Plasqui’s main goal [47] was to review all recent validation studies of accelerometers against doubly labeled water in
order to guide researchers in their selection of an appropriate accelerometer for a specified research goal.
They concluded that the best-wearing position for an accelerometer to assess daily life physical activity is as close as
possible to the center of mass, hence the lower back or hip. Only the differentiation between standing and sitting could not
be achieved with a single accelerometer at this position.
Finally, Ellis [48] used two accelerometers (right hip andnon-dominantwrist) and aGPS in order tomonitor four activities
of 40 overweight and obese breast cancer survivors. They use a two-step process to determine the activity. The first step
is performed by a low-level classifier using a random forest classifier over the combination of GPS and accelerometer
features. The output of each decision tree in the forest is combined using majority voting to obtain a prediction. The second
M. Álvarez de la Concepción et al. / Pervasive and Mobile Computing 34 (2017) 3–13 11
Table 6
Comparison with other activity recognition systems. ND (not determined). (*) This value of battery life has been obtained directly from the author’s paper
assertions.
Method Number of Average # of Execution Battery
activities accuracy (%) sensors environment life (h) (*)
Our proposal (2015) 9 (extensible) 95 1 general Smartphone 18.0 (measured)
Antos et al. [10] (2014) 5 88 1 general Smartphone ND
Liang et al. [11] (2014) 11 85 1 general Smartphone 3.2 (measured)
Weng et al. [12] (2014) 4 98 1 general Smartphone ND
Kozina et al. [14] (2013) 7 ND 2 general Smartphone ND
Shoaib et al. [46] (2014) 7 ND 5 general Smartphone ND
Ellis et al. [48] (2014) 4 85 2 general ND ND
Sasank Reddy [52] (2010) 5 93 8 general Phone 8.2 (measured)
Hong Lu [15] (2010) 5 94 1 general Smartphone 14.0 (experimental)
Vijay Srinivasan [53] (2012) 6 91 1 general Smartphone 12.5 (measured)
Yi Wang [54] (2012) 2 90 1 general Phone 150.0 (experimental)
Jia [55] (2013) 7 98 2 specific Smartphone 7.0 (measured)
level classifier is a Hidden Markov model. Each hidden state belongs to one of the activities. The results of their activity
classification system used leave-one-subject-out cross validation and the overall accuracywas 85.6%. Although the accuracy
is very close to the approach presented here, it uses two devices and only detects four activities.
For the online systems (which are the focus of our approach), three of them get a high accuracy (over 94%) but have some
disadvantages. Ermes [49] only applied a subject-dependent evaluation. Besides, their data were collected from only three
subjects, which inhibits flexibility to support new users. eWatch [50], which embeds four sensors and a microcontroller
within a device that can be worn as a watch for sport uses, is very energy efficient. The execution time for the feature
extraction and the classification stage is lower than 0.3 ms. However, data was collected under controlled conditions,
i.e., a lead experimenter supervised and gave specific guidelines to the subjects on how to perform the activities. Kao [51]
presented a triaxial accelerometer placed on the user’s dominant wrist, sampling at 100 Hz. The system reports an average
response time of less than 10 ms. However, given the nature of the recognized activities, the excess of granularity causes
confusion, among others, between swinging, knocking and running.
Table 6 shows different relatedworks in the field of activity recognition. In this comparison, five features were evaluated.
Number of activities shows the total amount of physical activities recognized by the system. The average accuracy indicates
the performance of recognition in terms of activities properly classified compared with total instances. The number of
devices (smartphones, sensors, motes, etc.) used during the recognition and training process is collected in # of sensors.
Hardware configuration where the system is executed is presented under the execution environments feature. Finally,
battery life shows the total time during which the execution environment is working until it runs out of battery.
It should be noted that the studies analyzed are minimal when compared to the amount of research found on activity
recognition. This is because we only want to take into account studies that have been tested or have the computational
requirements to be tested in mobile devices.
6. Conclusions and future work
Efficiency and accuracy are two elements that must be taken into account when any AR system is implemented on a
mobile device and, more importantly, when this mobile device is a smartphone. In this work, a recognition system based on
discrete variables is presented whereby the discretization algorithm Ameva and a new classification system are used. It has
a low complexity and both the runtime and energy consumption have been reduced in comparison to other related works.
The system has been validated in an international competition (1st and 3rd positions). Although the accuracy was not very
good in the 2012 and the 2013 EvAAL competitions, the system is very usable and easy to introduce in lifestyle of elderly
people. Several improvements have been carried out and described in this paper.
The classification algorithm has been developed for multi-class datasets and it obtains a good accuracy when there is
approximately the same number of examples for each class in the training phase. It is also fast because it is based on the
discretization algorithm Ameva and a majority voting system which both have a very low processing time. This makes it
possible to embed the system into tiny pervasive hardware such as smartwatches or specific devices attached to the user’s
clothing or body. Furthermore, although it will be tested with other datasets, the core of this algorithm remains free of
dependence on the features of any recognition activity dataset and is, therefore, applicable to any dataset that contains
activities with different behavior patterns (for example, walk and stand).
The advantages of the system are the high accuracy rate and the reduced computational cost as has been demonstrated
in the experimental results. Regarding the success rate, it has been possible to achieve an average accuracy of 95% in the
recognition of eight different types of activities with a group of 30 volunteers. On the other hand, the complexity associated
with the data processing during the recognition process has been optimized due to the inclusion of discrete variables and
24 h of continuous monitoring have been reached without recharging the device.
Based on the results obtained during the process of experimentation, the most likely system confusions occur when the
acceleration associated with the activity is high. In the case of falls, it could give false positives if the device is thrown on a
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surface or when the user performs actions involving high accelerations followed by an inactivity period (let yourself fall on
a chair or a sofa). This approach is not really bad because it reduces the number of the false negatives especially when the
most critical activity is the falling [56,57].
Finally, the case of picking something up or similar activities, would not be a problem for the system. These activities
could lead to a high acceleration during its performance (not as great as those generated during a fall, although similar), but
there is no inactivity period after its execution.
As for interference caused by the frequency of carrying out the activities, their consequences are mild. In the case of
walking at a high enough rate, the system could interpret the user is running. Or if you jump fast enough and with a not
too high altitude, you might consider running is the most likely activity. However, even looking directly at the user, these
activities can lead to confusion because of their similarity.
This system is currently focused on ADL activities and fall detection of elderly people. Due to that, the application
developed to execute this AR system can transmit an alarm signal to the relatives and/or medical center. Besides this,
relatives and medical staff can examine the activities performed by the elderly under their monitoring along the day in
a website, improving the system functionality beyond an alarm system. It complements existing telecare services, such as
those as offered by the Andalusian Regional Ministry of Equality, Health and Social Policy among others.
Finally, in order to improve the accuracy and to track rehabilitation process bymeans of a fine-grainedAR system, theMyo
device2 that is a gesture control armband will be included in the solution. It detects the hand and wrist motions throughout
high sensitivity electromyogram sensors, and it could help caregivers to obtain more information about the lifestyle of their
patients. For instance, it could be possible to retrieve information about the use of the walking stick in daily life or during
rehabilitation process. This hardware will also allow the detection of important aspects such as dyskinesia (for Parkinson’s
patients), fatigue or other muscular pathologies.
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CHAPTER 7
A QUALITATIVE METHODOLOGY TO
REDUCE FEATURES IN CLASSIFICATION
PROBLEMS
Overview
This paper develops a preliminary feature reduction technique using the Ameva
algorithm that has been confirmed as one of the most promising algorithms due to
its reduced execution time and the smaller number of intervals provided.
When data is obtained experimentally, is not considered what features are rele-
vant for the studied system and the application of several techniques that determines
which are relevant for the system is a common step. The methodology presented in
this paper uses the Ameva algorithm because it is based on the statistic χ2 that de-
termines the relationship between features and classes. For this reason, it is possible
to use this algorithm to determine the relationship between features.
The core of the algorithm is a new coefficient called entropy that has been de-
veloped to determine the dependence between features. This approach can be satis-
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factorily apply in the feature reduction area when the data set has a lot of instances
and features, and one of these features determines the class which each instance
belongs.
Context
This research was originally started in the feature reduction area as a new possible
use of the Ameva algorithm. The idea took as a principle the advantages of the
χ2 statistic that determines the correlation between two features and proposes the
ones with the highest Ameva coefficient value as the features that could be removed.
This paper is the result of over 8 months’ work and currently is one of the areas
under investigation.
Research work information
Figure 7.1: Qualitative Reasoning
cover.
The International Workshop on Qualitative
Reasoning is focus on Qualitative Reason-
ing that is a research area at the interface
of Artificial Intelligence, Cognitive Science
and Engineering Sciences. This workshop
is always co-located with the International
Joint Conference on Artificial Intelligence
(IJCAI).
Link: http://www.qrg.northwestern.edu
/papers/Files/qr-workshops/QR2011/2011
_Proceedings/qr11_paper1.pdf
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Abstract
In this paper, a preliminary methodology which
quantifies the dependence between features in a
data set by using the Ameva discretization algo-
rithm and the advantages of a qualitative model
is developed. Thus, different matrices of inter-
dependence are built providing a grade of depen-
dence between two features. This methodology is
applied to a well-known data set, obtaining promis-
ing results for the carried out system.
1 Introduction
The problem of classification is one of the main problems in
data analysis and pattern recognition that requires the con-
struction of a classifier, that is, a function that assigns a class
label to instances described by a set of features. The induction
of classifiers from data sets of classified instances is a central
problem in machine learning. For that purpose, a large num-
ber of methodologies based on SVM [1], Naive Bayesian
[2], C5.0 [3], etc. have been developed.
Additionally, qualitative modeling and reasoning is a very
interesting area for applying and experimenting with machine
learning techniques. Qualitative reasoning has special interest
to systems where machine learning can be applied as mod-
eling, diagnosis, control, discovery, design, and knowledge
compilation.
One of the most important preprocess in classification is
the discretization. This process establishes a relationship be-
tween continuous variables and their discrete transformation
through functions. Therefore, it is possible to model quali-
tatively a series of continuous values if a label is assigned to
them. Some studies [4] have shown that execute a prior pro-
cess to discretize continuous features is more efficient than
work directly with the continuous values. This process re-
duces the computation time and memory usage in the appli-
cation of classification algorithms and it is used to manage
the set of values of a feature more effectively. Some relevant
discretization methods are Ameva [5], Khiops [6], CAIM
[7] and others [8; 9].
The Ameva discretization method has been confirmed as
one of the most promising algorithms due to its reduced ex-
ecution time and the smaller number of intervals provided.
This behavior is outstanding when the data set has a large
number of classes, although it has a slight reduction in the
capacity of identification [5; 10].
Another problem in the classification process is the ex-
istence of irrelevant features [11]. When data is obtained
experimentally, is not considered what features are rele-
vant for the studied system. Several techniques [12; 13;
14] have been developed to reduce the number of features
and to determine which are relevant for the system. Some of
these techniques are based on principals components analysis
[15] or factorial analysis [16].
The Ameva discretization algorithm [10] performs the dis-
cretization process effectively and quickly, so the set of values
of a feature is greatly reduced, but do not reduce the number
of features. Because Ameva uses the statistic χ2 to determine
the relationship between features and classes, it is possible
to use this algorithm to determine the relationship between
features.
In this paper, a new methodology based on Ameva algo-
rithm is developed in order to reduce the number of features
of a data set. This method exploits the advantages of Ameva
in runtime and brings a different approach which was devel-
oped on.
The rest of this paper is organized as follows: first, the
definition of the problem is presented in Section 2 to estab-
lish the notation of the rest of the paper. Also, the Ameva
discretization algorithm and the Entropy coefficient are pre-
sented. Section 3 presents the new methodology to determine
the dependence between features using the Ameva algorithm
and the entropy coefficient. Section 4 reports the obtained
results of applying the methodology in a toy example. The
paper is finally concluded with a summary of the most im-
portant points and future works.
2 Discretization
Let X = {x1, x2, . . . , xN} be a data set of a continuous at-
tribute X of mixed-mode data such that each example xi be-
longs to only one of ` classes of the variable denoted by
C = {C1, C2, . . . , C`}, ` ≥ 2 (1)
A continuous attribute discretization is a functionD : X →
C which assigns a class Ci ∈ C to each value x ∈ X in the
domain of the property that is being discretized.
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Let us consider a discretizationD which discretizes X into
k discrete intervals:
L(k;X; C) = {L1, L2, · · · , Lk}
where L1 is the interval [d0, d1] and Lj is the interval
(dj−1, dj ], j = 2, 3, . . . , k. Thus, a discretization variable
is defined as L(k) = L(k;X; C) which verifies that, for
all xi ∈ X , a unique Lj exists such that xi ∈ Lj for
i = 1, 2, . . . , N and j = 1, 2, . . . , k. The discretization vari-
able L(k) of attribute X and the class variable C are treated
from a descriptive point of view. Having two discrete at-
tributes, a two-dimensional frequency table (called contin-
gency table) as shown in the Table 1 can be built.
Ci|Lj L1 · · · Lj · · · Lk ni·
C1 n11 · · · n1j · · · n1k n1·
...
...
. . .
...
. . .
...
...
Ci ni1 · · · nij · · · nik ni·
...
...
. . .
...
. . .
...
...
C` n`1 · · · n`j · · · n`k n`·
n·j n·1 · · · n·j · · · n·k N
Table 1: Contingency table
In Table 1, nij denotes the total number of continuous val-
ues belonging to the Ci class that are within the interval Lj .
ni· is the total number of instances belonging to the class Ci,
and nj is the total number of instances that belong to the in-
terval Lj , for i = 1, 2, . . . , ` and j = 1, 2, . . . , k. So that:
ni· =
k∑
j=1
nij , n·j =
∑`
i=1
nij , N =
∑`
i=1
k∑
j=1
nij
2.1 The Ameva discretization
Given discrete attributes C and L(k), the contingency coeffi-
cient, denoted by χ2(k)
def
= χ2(L(k), C|X), defined as
χ2(k) = N
−1 + ∑`
i=1
k∑
j=1
n2ij
ni·n·j
 (2)
is considered. It is straightforward to prove that
max
X,L(k),C
χ2(k) = N(min{`, k} − 1) (3)
Hence, the Ameva coefficient, Ameva(k)
def
=
Ameva(L(k), C|X), is defined as follows:
Ameva(k) =
χ2(k)
k(`− 1) (4)
for k, ` ≥ 2. The Ameva criterion has the following proper-
ties:
• The minimum value of Ameva(k) is 0 and when this
value is achieved then both discrete attributes C and
L(k) are statistically independent and viceversa.
• The maximum value of Ameva(k) indicates the best
correlation between class labels and discrete intervals.
If k ≥ ` then, for all x ∈ Ci a unique j0 exists such that
x ∈ Lj0 (remaining intervals (k− `) have no elements);
and if k < ` then, for all x ∈ Lj , a unique i0 exists such
that x ∈ Ci0 (remaining classes have no elements) i.e.
the highest value of the Ameva coefficient is achieved
when all values within a particular interval belong to the
same associated class for each interval.
• The aggregated value is divided by the number of inter-
vals k, hence the criterion favors discretization schemes
with the lowest number of intervals.
• From (3), it is followed that Amevamax(k)
def
=
maxX,L(k),C Ameva(k) =
N(k−1)
k(`−1) if k < ` and
N
k oth-
erwise. Hence, Amevamax(k) is an increasing function
of k if k ≤ `, and a decreasing function of k if k > `.
Therefore, maxk≥2Amevamax(k) = Amevamax(`)
i.e. the maximum of the Ameva coefficient is achieved
in the optimal situation, it is to say, when all values of
Ci are in a unique interval Lj and viceversa.
Therefore, the aim of the Ameva method is to maximize
the dependence relationship between the class labels C and
the continuous-values attribute L(k), and at the same time to
minimize the number of discrete intervals k.
2.2 The entropy
If ` = 1 or k = 1 then it is not possible to use the Ameva
method. Let us see these two cases (see Table 2 and Table 3):
Equation (2) can not be calculated using Table 2 because it
Ci|Lj L1 · · · Lj · · · Lk ni·
C1 n11 · · · n1j · · · n1k N
n·j n11 · · · n1j · · · n1k N
Table 2: Contingency table at first case (` = 1)
Ci|Lj L1 ni·
C1 n11 n11
...
...
...
Ci ni1 ni1
...
...
...
C` n`1 n`1
n·j N N
Table 3: Contingency table at second case (k = 1)
is not possible to divide by 0. Nevertheless, all the instances
belong to the same class, therefore can be concluded that the
dependence is maximum. In this case, let us indicate that
A∗(1) = 1.
Regarding to Table 3, Ameva method can not be used be-
cause χ2(k) = 0 and the Ameva coefficient does not give any
information about the dependence. However, the dependence
is not minimum and a new coefficient is necessary. By taking
into account that if all instances are distributed equally in all
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classes, the dependence is minimum, and if exists i such that
ni1 = N , the dependence is maximum. Hence the following
coefficient, called Entropy, is considered:
A(1) = 1 +
1
N ln `
∑`
i=1
ni1 ln
(ni1
N
)
It holds that 0 ≤ A(1) ≤ 1, and:
• If A(1) = 0, then ni1 = N` (minimum dependence).
• If A(1) = 1, then a unique ni1 exists that ni1 = N
(maximum dependence).
Note 2.1 Let us indicate these pathologic cases do not hap-
pen in a standard discretization, but it will be necessary tak-
ing into account in the presented methodology in the next sec-
tion.
3 The methodology
Given an attribute Xi where i = 1, 2, . . . , s, the Ameva dis-
cretization algorithm is applied to this attribute so obtained
intervals are considered as a new set of classes. This set of
classes is denoted as follows:
Ci = {Ci1, Ci2, . . . , Ci`i} (5)
Let us consider Xp ⊂ X as the data subset that belongs to
the class Cp ∈ Ci where p = 1, 2, . . . , `. From (5), for each
attribute Xj with j = 1, 2, . . . , s, a gijp value is obtained
from Ci as follows:
• If the Xp data subset all belong to the same class Ci,
then gijp = A∗(1) = 1.
• If the subset of data belongs to different classes, then:
– If values of the attribute Xj are always in the same
interval, then gijp = A(1).
– If values of the attribute Xj are not always in the
same interval, then gijp = AmevaN (`i), where
AmevaN (`i) is defined as follows:
AmevaN (`i) =
`
′
i
Np
Ameva(`i)
provide that Np is the number of instances of the
class Xp and `
′
i is the number of intervals of the
attribute Xi for which there is at least one value in
the data subset.
Note 3.1 This new Ameva coefficient is chosen in order to
obtain a normalized value 0 ≤ AmevaN (`i) ≤ 1 as same as
A(1).
Furthermore, it is straightforward to prove that if i = j for
i = 1, 2, · · · , s, then giip = 1, for all p = 1, 2, · · · , `.
Given i, j = 1, 2, · · · , s, a gij value can be obtained apply-
ing this methodology for all class Cp ∈ C (p = 1, 2, · · · , `),
and by considering different statistics as follows:
• The minimum gminij = minp gijp.
• The geometric mean ggeoij =
√`∏`
p=1 gijp.
• The arithmetic mean garitij =
1
`
∑`
p=1 gijp.
• The maximum gmaxij = maxp gijp.
It is well-known that the following relationship is holded:
gminij ≤ ggeoij ≤ garitij ≤ gmaxij
The main properties of the matrix G = (gij), that is,
G =

1 g12 · · · g1s
g21 1 · · · g2s
...
...
. . .
...
gs1 gs2 · · · 1

are the following: i) it is square but non symmetric matrix;
ii) the values of the main diagonal are 1; and iii) 0 ≤ gij ,
gji ≤ 1.
From the G matrix, a method of generating rules of de-
pendence between attributes can be defined. For example,
a possible rule is the next: given a threshold value, U , if
maxGij , Gji > U and i < j, then the Xj variable is elimi-
nated. Let us illustrate it with an example in the next section.
4 A toy example
Let us consider the Iris Plants Database1 from UCI Reposi-
tory which is perhaps the best known database to be found in
the pattern recognition literature. This data set is considered
due to its simplicity since this methodology is not completely
defined yet.
The data set contains four attributes (sepal length, sepal
width, petal length and petal width) and three classes (Setosa,
Versicolour and Virginica) of 50 instances each, where each
class refers to a type of iris plant. One class is linearly sepa-
rable from the other two; the latter are not linearly separable
from each other.
The matrices generated by the presented methodology in
this paper are:
GminIris =
 1 0.4898 0.6667 0.09980.3265 1 0.035 0.0930.028 0.0586 1 0.0303
0.0545 0.0998 0.0836 1
 (6)
GgeoIris =
 1 0.7883 0.8736 0.46380.6886 1 0.3271 0.4530.1727 0.2674 1 0.1293
0.1573 0.3222 0.2244 1
 (7)
GaritIris =
 1 0.8299 0.8889 0.69990.7755 1 0.6783 0.69770.4039 0.4617 1 0.3672
0.3753 0.4783 0.4063 1
 (8)
GmaxIris =
 1 1 1 11 1 1 11 1 1 1
1 1 1 1
 (9)
This result shows that it is possible to determine the depen-
dence of attributes of a data set from the Ameva discretization
1Available at http://archive.ics.uci.edu/ml/datasets/Iris
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algorithm and the adjustments to resolve the inconsistencies
outlined above with the entropy.
The coefficients in the minimum matrix (6) determine the
lowest coefficients of dependence between two attributes.
These coefficients provide information about there is a class
for which the two attributes have less dependency. If these
values are high, it is possible to conclude that the dependence
between two attributes is high. Therefore, these coefficients
are a minimum threshold for each pair of attributes.
A similar conclusion can be obtained from the maximum
matrix (9). The coefficients provide information about there
is a class for which the two attributes have a high dependence.
In this case, these coefficients are the maximum threshold val-
ues for each pair of attributes.
Given a data set, the best result is achieved when the max-
imum and minimum matrix are the same. In this case, all the
attributes are the same dependence with other regardless of
the original class. Thus, there is only one matrix for generate
the discrimination rules.
The arithmetic mean (8) and the geometric mean matrix (7)
represent a global value of dependency. While the geometric
mean matrix rewards the worst situations about a class, lead-
ing to a low value on the global coefficient, the arithmetic
mean matrix balances the values of the coefficients.
A possible interpretation to determine which attributes are
dependent of each other is to establish a threshold value.
From this limit, two attributes are dependent if the average
of the coefficients gij and gji of the arithmetic mean matrix
is greater than or equal to this value.
In this case, the threshold value of 0.75 is established to
check which attributes are dependents. The pair gij , gji that
reaches this threshold is G12, G21 because the arithmetic
mean of G12 and G21 is greater than 0.75. It is necessary
indicate that the sepal length and the sepal width features are
the first and second attributes in the experiment.
Thus, in order to carry out a classification problem can be
declared that the X1 and X2 features are similar. Let us see
this affirmation by using as classification algorithm the Sup-
port Vector Machine (SVM) [1].
A performance for the 1-v-r SVM, in the form of accu-
racy rate, has been evaluated on models using the Gaussian
kernel with σ = 1, and C = 1. The criteria employed to es-
timate the generalized accuracy is the 5-fold cross-validation
on the whole set of training data. This procedure is repeated
120 times in order to ensure good statistical behavior. The
obtained results are:
• With all features, the accuracy rate is 0.9320.
• Without the sepal length feature, the accuracy rate is
0.9341.
• Without the sepal width feature, the accuracy rate is
0.9667.
Furthermore to check that the accuracy rate is not less when
a feature is eliminated, the methodology has discovered that
these features introduce noise in the classification problem
when both are used at the same time because the results are
improved without the second feature.
5 Conclusions and future work
We have studied a method of discretization, Ameva, whose
objective is to maximize the dependence between the inter-
vals that divide the values of an attribute and the classes to
which they belong, providing at the same time the minimum
number of intervals.
After that, we have developed a methodology to reduce the
number of features of a data set based on the dependence be-
tween them. To the best of knowledge, there are not exist-
ing researches that directly address the problem to reduce the
number of features using a similar approach to ours.
This development is based on taking advantage of Ameva
discretization algorithm. Thus, a new coefficient has been
developed to determine the dependence between features.
Hence, we have reduced the number of values of features and
the number of features from a qualitative reasoning.
To test the development of the methodology, it has been
applied to a well-known data set for obtain the dependent re-
lationship between their features. Nevertheless, we think that
this approach can be satisfactorily apply in this area when the
data set has a lot of instances and features, and one of these
features determines the class which each instance belongs.
Another data sets must fulfill these characteristics.
Finally, after applying the discrimination of features ob-
tained in the methodology, the modified data set has been car-
ried out for the classification tests to verify the effectiveness
of the methodology.
The next step to complement this development is the design
of an automatic method of creation of feature discrimination
rules. Subsequently, we must define some improvements in
this methodology to automatically know the dependence be-
tween features without setting manually a threshold value.
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CHAPTER 8
THE CICA GRID - A CLOUD COMPUTING
INFRASTRUCTURE ON DEMAND WITH OPEN
SOURCE TECHNOLOGIES
Overview
This paper describes the implementation of a technology solution called CICA GRID
that allows the expansion or replication of resources depending on research demands.
A cluster is supported and the applied model is basically IaaS inside a private cloud
which is accessed only by users from a private network.
The main motivation is to increase the requirements for access to excess compu-
tational resources of a working scheme in a cluster with an Local Resource Manager
where authenticated and authorized users could design their own computational in-
frastructure and then use and manage it across a comfortable and simple interface.
From the point of view of the energy-saving involved in virtualized environments,
it renders research advances with less cost by releasing electrical consumption and
the advantage of increasing and decreasing the resources according to the needs.
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technologies
Context
This research started as a result of a research project where researchers could increase
or decrease resources in a cloud environment. It was applied in a real professional
context as a result of one year of researching in the Cloud Computing area in the
Scientific Computing Center of Andalusia where this PhD student worked.
Research work information
Figure 8.1: International Conference
on Enterprise Informa-
tion Systems cover.
The purpose of the International Confer-
ence on Enterprise Information Systems is
to bring together researchers, engineers and
practitioners interested in the advances and
business applications of information sys-
tems. This conference is held in conjunc-
tion with Evaluation of Novel Approaches
to Software Engineering.
It is indexed in SJR with a Impact Fac-
tor of 0.111 and H Index of 4 in one cat-
egory: Information Systems and Manage-
ment. Also, it is indexed in CORE with a
Rank C.
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Abstract: A new approach technology to enable the expansion and replication of resources on demand is presented in
this paper. This approach is called CICA GRID and it provides service to research community in the Scientific
Computer Centre of Andalusia (CICA). This approach is an alternative solution to the initial cost involved in
building an own data center by public organizations for researches. This solution quickly provides resources
with a minimal technical staff effort. Also, an architecture and user interface example called ReCarta was
presented. This system supplies a private Cloud Computing system for non-technical end-users.
1 INTRODUCTION
In the last years, Cloud Computing has been launched
as a concept that it has potential to transform the way
in which computers are used and managed. This tech-
nology promises to realize the objective of transform-
ing the computing resources into a single process.
This process can use any quantity of resources dur-
ing the needed time.
These features are especially interesting for the
HPC/Grid Computing/Scientific area since they en-
able resources to be managed in a controlled envi-
ronment. In this sense, researchers estimate their
computing needs when a new project is considered.
Therefore, researchers must spend their time to con-
figure the available resources to satisfy their needs.
Furthermore, the problem is bigger if researchers do
not have technical computer knowledges.
In response to the needs of researchers and to
improve the Andalusian Supercomputing Network
(RASCI)1, the Scientific Computer Center of Andalu-
sia (CICA)2 has implemented a technology solution
called CICA GRID. It enables the expansion or repli-
cation of resources depending on research demands.
CICA, in collaboration with the Spanish National
Grid Initiative3, features a high scalability cloud with
a quick resources configuration: a GRID environment
1http://rasci.cica.es
2http://www.cica.es
3http://www.es-ngi.es
solution.
The developed approach incorporates three tools
to carry out its function: Cobbler4, Puppet5 and Open-
Nebula6. It was called ReCarta7 and it hides these
tools to user by a web interface.
The paper is organized as follows: Cloud Com-
puting technology is briefly presented in the next sec-
tion. In Section 3, the project motivation and system
architecture are analyzed and users’ tools and exam-
ples are given in Section 4. Benchmarks and features
are shown in Section 5. Section 6 provides a final dis-
cussion and concludes this paper.
2 CLOUD COMPUTING
Cloud Computing refers to hardware and software in-
frastructure which allows applications to be served
across the web for end-users. Furthermore, it provides
computational resources and virtual hosting to build
their own applications for them and the hardware and
software datacenter is called the Cloud.
There are two kinds of Cloud: Public Cloud (Arm-
brust et al., 2009) and Private Cloud. The first one
is available for commercial purposes and pay-per-use
(Stuer et al., 2007). The second one is found in an in-
4http://cobbler.github.com
5http://reductivelabs.com/trac/puppet
6http://www.opennebula.org/doku.php
7http://trac.cica.es/recarta/
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dividual organization and the access is only allowed
to authorized members. Also, Cloud Computing sys-
tems can be classified as IaaS (Infrastructure as a Ser-
vice), PaaS (Platform as a Service) and SaaS (Soft-
ware as a Service).
3 PROJECT MOTIVATION AND
SYSTEM ARCHITECTURE
A cluster for HPC is supported by CICA and the ap-
plied model is basically IaaS inside a private cloud
which is accessed only by users from RASCI. It uses
SGE as the Local Resource Manager (LRM) with Sun
Grid Engine. Furthermore, this cluster has about 30
machines ant it is part of the Spanish National Grid
Initiative.
The main motivation is to increase the require-
ments for access to excess computational resources
of a working scheme in a cluster with an LRM. Thus,
a project where authenticated and authorized users
could design their own computational infrastructure
and then use and manage it across a comfortable and
simple interface was initiated. It was called “Recursos
a la carta” (À-la-carte resources).
To achieve these goals some technical issues must
be solved: i) machine supply; and ii) how to distribute
the available physical resources among these virtual
machines which they need them. The presented pro-
posal, called CICA GRID, is developed as follows.
3.1 Provisioning and Management of
Large-scale Virtual Systems
The CICA GRID is a private cloud with 35 virtual
machines. It is composed by gLite’s working nodes
and services (Andreetto et al., 2008). It is essential
to have a tool that enables easy and flexible admin-
istration of these machines. The management of this
cloud will be easier and more automated with it. Also,
it must support the production control of the features
and services of each machine. Hence, the problem of
building the machines demanded by users has been
resolved using Cobbler/Koan.
This tool facilitates the provisioning of virtual ma-
chines according to options given by users when they
select how they want to build their machines and es-
tablishes an object hierarchy which defines the con-
figuration characteristics at the highest levels. From
the highest to the lowest level, they are Distro, Pro-
file, Subprofile and System.
The relationship between objects that can be de-
fined with Cobbler and the actual supplied machines
are shown in Figure 1.
Figure 1: Cobbler object hierarchy.
At the time of computer installation, PXE boots
the system while Cobbler shows a drop-down menu
where the installation type can be chosen. If a virtual
machine is going to be supplied, then it is possible to
use the Koan command over the physical machine to
specify what kind of machine is needed.
In the CICA GRID, users initiate a guided instal-
lation through a Cobbler profile. In answer to this
request, the designated virtual machines are kept in
a shared space (machine repository [see Figure 2])
where they are left available to OpenNebula for de-
ployment.
Since provision and deployment of virtual ma-
chines does not resolve all infrastructure maintenance
problems, a system for automating administration
tasks is required and Puppet has been chosen. It pro-
vides a framework to simplify the work of system ad-
ministrators, reusing the code as much as possible and
allowing a modular system. Also, it is based on a
client-server scheme and a declarative language that
specifies administration tasks.
Puppet is used in the CICA GRID to configure
and ensure that the NTP service of machines works
correctly. Also, it must ensure that users are authen-
ticated by LDAP and a basic backup configuration,
security updates and certain file systems are set up.
Through Cobbler profiles, each newly supplied vir-
tual machine has a Puppet installed client.
Both Cobbler/Koan and Puppet have been proved
to be capable of providing support for hundreds of
machines.
3.2 Virtualized Systems
Open Nebula has been chosen to solve the problem
of finding a system for an efficient deployment on
virtual machine. It is an open-source virtual infras-
tructure engine and it enables dynamic deployment
and re-placement of virtual machines using a pool of
physical resources. It has achieved to decouple the
ICEIS2012-14thInternationalConferenceonEnterpriseInformationSystems
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server not only from the physical infrastructure, but
also from the physical location.
Therefore, once Cobbler has provided machines
requested by users and they have been saved in repos-
itory, the system will build needed files to enable
OpenNebula to launch the deployment of machines
as shown in Figure 2.
Figure 2: Architecture: connection scheme.
4 USER TOOL
The CICA GRID has a modular design. It facilitates
its development and has been implemented in Python
(Lutz and Van, 2001) language. Each module presents
a well-defined interface so it can be easily used by
other parts. They are Cobbler, DHCP and DNS man-
agement, Puppet, Open Nebula and User Interface
modules.
4.1 ReCarta
A minimalist approach which attempts to show users
the possible options is required. Therefore, the main
focus is not on writing less code, but providing users
with a useful system. This system is called ReCarta.
The created machine is composed for 2 steps. At
first, users must define hardware and software fea-
tures when they create a new group of machines.
Later, users must indicate how many machines and
the names of each have to be defined with these fea-
tures.
At the end of this process, created system user data
is shown along with the information needed for con-
nection and start-up. Therefore, users have a project
control panel at their disposal and they can see sys-
tems that they have been defined.
4.2 Code Example
A code example is given in order to illustrate the set of
calls to defined API by different modules. They carry
out tasks that a user has requested via web interface.
A new Cobbler profile (a new project in the user
terminology) is created. It defines machines with 1
CPU, 512 MB of RAM, 4 GB of hard drive and Java
language support.
import mod_cobbler
import mod_dhcpDns
import mod_puppet
import mod_nebula
miCobbler = mod_cobbler.Cobbler( ’john’ )
miCobbler.setProfile( {
’nombrePerfil’:’project’,
’kickstart’:’vm-kickstart.template’,
’diskSize’:’4’,
’ram’:’512’,
’cpus’:’1’,
’comment’:’project profile’,
’software’:[ ’X-WINDOW’, ’JAVA-SUPPORT’ ]
} )
macs = miCobbler.setSystems( [
{ ’nombre’:’project-vm’,
’comentario’:’project VM’,
’perfil’:’project’ }
] )
mapIpNames = mod_dhcpDns.addSystemsDHCP(macs)
mod_dhcpDns.addEntryDns( mapIpNames )
miCobbler.provisionSystems( [ ’project-vm’ ] )
It is important to note two ReCarta design fea-
tures8. One is the high abstraction level offered by
different methods. The kickstart template is modified
to adapt it to different user requirements and it do not
appear nowhere. Also, DHCP/DNS server configura-
tions are modified to assign a place to new systems in
network.
The other feature of ReCarta is the absence of
system database to save information about defined
projects and users, etc. ReCarta put the usernames
as a prefix to data profiles and the project name to de-
fined system names by users. This design decision
has been taken to keep ReCarta as simple as possible.
5 BENCHMARKS AND
FEATURES
The CICA GRID is a private cloud with 35 virtual
machines with the following virtualized features: 1
core and 1 GB RAM. 6 physical servers are used to
virtualize them with the following features: 2 cores
and 4 GB RAM.
8http://trac.cica.es/recarta/wiki/RecartaDevel
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Table 1: HPCC benchmarks.
Intel 6400 Intel 6400
Physical Virtualized
PTRANS(GB/s) 0.65 0.54
HPL(Gflops) 14.26 13.01
MPI Latency(ms) 0.00043 0.00053
MPI Bandwidth (ms) 1471.17 1477.64
Table 2: Bonnie++ write test - 2Gb blocks.
Server Sequential Sequential Random
type output (Kbs) input (Kbs) (seek/s)
Virtual 14014 34851 150.7
Physical 45678 49719 64.7
Table 3: Bonnie++ create test - 1Gb blocks.
Server type Sequential Random
Create (s) Create (s)
Virtual 0.0000 0.0000
Physical 1621 891
Table 4: Consumption of 6 physical and 35 virtual servers.
Servers Consumption Total
(KWh/year) (KWh/year)
35 virtual 222.6 7791
6 physical 516 3096
Nowadays, ReCarta creates systems compound of
Xen (Barham et al., 2003) virtual machines. It has
been used because it is proved that a paravirtualized
virtual machine only loses 5-10% of CPU perfor-
mances respect to equivalent physical machine.
Table 1 presents HPCC benchmark execution re-
sults. As expected, performances of the physical ma-
chine are better than virtualized machine. However, it
is observed that the performance is about the same in
both cases, so we can conclude that the proposal can
be accepted as valid.
Table 2 and Table 3 show Bonnie++ execution
results for virtual machine memory and equivalent
physical machine. Also, a significant decrease in per-
formance between virtual and physical machine can
be seen for writing action to disc in these latter cases.
In this case, the differences are slightly higher be-
cause the benchmark is performed on disk access. In
this process, a virtual machine generates a very in-
tense traffic on its virtual hard disk, especially read-
ing.
The power consumption can see in Table 4. The
use of virtualization allows the power consumption to
be reduced to 39% can be seen in it.
6 CONCLUSIONS
Although the CICA GRID is still in its experimen-
tal phase, some case studies have been carried out.
One of them is the creation of a small virtual cluster
to be used with Apache Hadoop (Borthakur, 2007).
Also, the project objectives have enabled that more
job requests could be served without exceed the nor-
mal workload for a HPC cluster.
From the point of view of the energy-saving in-
volved in virtualized environments, the CICA GRID
renders research advances for the research groups
with less cost by releasing electrical consumption.
We have learned during the launching of our pilot
project of Cloud Computing that our users appreciate
two advantages: i) the illusion of having a huge com-
puting resource reserved exclusively for them; and ii)
the possibility of increasing and decreasing the re-
sources according to their needs.
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CHAPTER 9
ACTIVITY RECOGNITION SYSTEM USING
AMEVA METHOD
Overview
This article aims to develop a system of care and monitoring where the goal is to get a
efficient way that allows to control the physical activity carried out by the user. It is
based on the use of discrete variables which employ data from accelerometer sensors
using an discretization and classification technique based on the chi2 distribution.
The system is designed to be deployed and executed on smartphones, so the
system energy consumption is taken into account. In this case, the results show that
the developed algorithm reduces the computational cost of the system by about 50%
compared on neural networks.
In other hand, the main problem of this system is the limit to the number of
activities that can be recognized because is based on statistical learning. Also,
working only with accelerometer sensors limits the number of variables that can be
analyzed because they could lead to a strong correlation between them.
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The approach could be tested in a real scenario during the Evaluating AAL
Systems Through Competitive Benchmarking (EvAAL) competition in 2012 and it
was a great chance to make a real stress test of AMEVA system and it allowed to
know other techniques in activity recognition and new perspectives about this field.
Context
This research was the first collaboration between two different areas in the research
group: discretization and activity recognition. It was based on the advantage of
Ameva in terms of computation performance and pass it into the activity recognition
approaches for smartphones getting a significant reduction of battery draining. Also,
it was thought to use it in the EvAAL competition in 2012. This paper is the result
of over 1 year’s work and currently is one of the areas under investigation.
Research work information
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Benchmarking cover.
The Evaluating AAL Systems Through
Competitive Benchmarking conference aims
at establishing benchmarks and evaluation
metrics for comparing Ambient Assisted
Living solutions. Since 2011 it has organised
international competitions on indoor local-
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Abstract. This article aims to develop a minimally intrusive system of
care and monitoring. Furthermore, the goal is to get a cheap, comfortable
and, especially, eﬃcient system which controls the physical activity car-
ried out by the user. For this purpose an innovative approach to physical
activity recognition is presented, based on the use of discrete variables
which employ data from accelerometer sensors. To this end, an innova-
tive discretization and classiﬁcation technique to make the recognition
process in an eﬃcient way and at low energy cost, is presented in this
work based on the χ2 distribution. Entire process is executed on the
smartphone, by means of taking the system energy consumption into ac-
count, thereby increasing the battery lifetime and minimizing the device
recharging frequency.
1 Introduction
Just 30 minutes of moderate activity ﬁve days a week, can improve your health
according to the Centers for Disease Control and Prevention. By enabling ac-
tivity monitoring on an individual scale, over an extended period of time in a
ubiquitous way, physical and psychological health and ﬁtness can be improved.
Studies performed by certain health institutes initiative [7,3,10,6] have shown
signiﬁcant associations between physical activity and reduced risk of incident
coronary heart disease and coronary events. Their results can be seen in Figure
1, where the inverse correlation between the risk of cardiovascular incidents and
physical activity level is shown through the comparison of four separate studies.
In recent years, thanks largely to the increased interest in monitoring cer-
tain sectors of the population such those of as elderly people with dementia and
of people in rehabilitation, activity recognition systems have increased in both
number and quality. Furthermore, communication between relatives, friends and
professionals can be improved by means of graphs of weekly activity (high rel-
evant for sportsmen and for the relatives of elderly people) whereby the doctor
can be automatically alerted if any strange activity is detected. By using data
acquired from accelerometer, NFC, or even microphone sensors and applying
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Fig. 1. Associations between physical activity and reduced risk of incident coronary
heart disease and coronary events
some classiﬁcation algorithm, it is possible to recognize human activities. Arti-
ﬁcial neural networks (ANN ) method will be analyzed and compared with our
work. Results show the main diﬀerences between diﬀerent studies, and certain
drawbacks are determined which rules them out for development on users’ smart-
phones To reduce the cost related to process accelerometer signals, this paper
opts for an innovative technique, through which the work is performed in the
ﬁeld of discrete variables. Thanks to a discretization process, the classiﬁcation
cost is much lower than that obtained when working with continuous variables.
Any dependence between variables during the recognition process is therefore
eliminated and, on the other hand, energy consumption from the process itself
is minimized.
2 Activity Recognition
2.1 Data Collection
Certain related studies attain results on activity recognition oﬀ-line. A compre-
hensive training set from the accelerometer output is ﬁrst needed before data can
be classiﬁed into any of the recognized activities. However, this paper has sought
to minimize the waiting time for recognition, thereby providing valid information
of the activity very frequently. To this end, both training and recognition sets
are obtained using time windows [8] of ﬁxed duration. After having conducted
a performance and system accuracy analysis, it is determined that the optimum
length for these windows is 5 seconds. Five seconds windows was chosen due
to for our system it’s extremely important to ensure that in each time window
there is, at least, one activity cycle. Where activity cycle is deﬁne as an complete
execution of some activity pattern. For instance, two steps are an activity cycle
for walking and one pedal stroke is the activity cycle for cycling. If at least one
activity cycle can not be ensure in each time window, it’s not possible to deter-
mine, basing on accelerometer patterns, the activity performed. This statement
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could be seen in the next example. Suppose a two second cycle is having and
the actor is jumping continuously, that is, we have a cadence of one jump for
each two seconds. The system is conﬁgured with one second time window and
thus, for each activity cycle will have two windows. In the ﬁrst one, while the
user is rising, vertical acceleration is negative. In the other one, because the user
is falling, vertical acceleration will positive. If user increase the cadence by two,
mean between acceleration set is close to , due to vertical positive and negative
accelerations will be counteracted. For this reason, it’s very important to ensure
that one cycle of all activities, regardless of the speed performed, is contained in
a time window. Segmentation process and activity cycle is shown in Figure 2.
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Fig. 2. Time windows split method over accelerometer signal
Based on these time windows, which contain data for each accelerometer axis,
the signal module has been chosen in order to reduce the computational cost of
the new solution. In addition to rendering the system more eﬃcient, this choice
of module eliminates the problem caused by device rotation [5,4]. Furthermore,
user comfort with the system is decreased by removing the restriction that forces
its orientation to be maintained during the process of learning and recognition.
Using the accelerometer module, a data from each of the diﬀerent readings taken
within a time window ai = (ax,i, ay,i, az,i) for the x, y, and z axes is deﬁned as
follows
|ai| =
√
(ax,i)2, (ay,i)2, (az,i)2 (1)
For each temporal window is obtained Arithmetic Mean, Minimum, Maximum,
Median, Std deviation, Geometric mean and other measures. In addition to the
above variables, hereafter called temporal variables, a new set of statistics from
the frequency domain of the problem is generated. This second set of variables
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will be called frecuencial variables. In order to obtain the frequency characteris-
tics, the Fast Fourier Transform (FFT ) for each time window is applied. In this
way, and based on the frequency components obtained.
2.2 Set of Activities
Far from being a static system, the number and type of activities recognized by
the system depends on the user [9]. However, to carry out a comparative analysis
of the accuracy and performance of the discrete recognition method proposed
below, 8 activities were taken into account. These activities are immobile, walk-
ing, running, jumping, cycling, drive, walking-upstairs and walking-downstairs.
The learning system allows the user to decide what activities he/she wants the
system to recognize. This is highly useful when the determination of certain
very speciﬁc activities on monitored users is required. Examples of this situa-
tion include patients in rehabilitation who are monitored during their period of
learning the various physical tasks prescribed by their doctors.
3 Qualitative Method
3.1 Ameva Algorithm
Let X = {x1, x2, . . . , xN} be a data set of a continuous attribute X of mixed-
mode data such that each example xi belongs to only one of ` classes of the
variable denoted by
C = {C1, C2, . . . , C`}, ` ≥ 2
A continuous attribute discretization is a function D : X → C which assigns a
class Ci ∈ C to each value x ∈ X in the domain of the property that is being
discretized.
Let us consider a discretization D which discretizes the continuous domain of
X into k discrete intervals:
L(k;X ; C) = {[d0, d1], (d1, d2], · · · , (dk−1, dk]}
In this discretization, d0 is the minimum value and dk is the maximum value of
the attribute X , and the di values are in ascendent order.
If L1 is the interval [d0, d1] and Lj is the interval (dj−1, dj ], j = 2, 3, . . . , k,
then
L(k;X ; C) = {L1, L2, · · · , Lk}
Therefore, the aim of the Ameva method [1] is to maximize the dependency
relationship between the class labels C and the continuous-values attribute L(k),
and at the same time to minimize the number of discrete intervals k.
As a result from applying the above algorithm to each statistical value of the
system, a series of intervals associated with a particular C tag is obtained. Thus,
after processing all system statistics, a three-dimensional matrix is obtained. In
the ﬁrst two dimensions, the label of the activity C associated with the interval
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Li = (L
l
i, L
s
i ], as well as with the lower limit L
l
i and the upper limit L
s
i of that
range is stored. In a third dimension, the matrix contains the above data for each
statistic S = {S1, S2, ..., SS}, S ≥ 2 . This three-dimensional matrix containing
the set of interval limits for each statistic is called the Discretization Matrix and
is denoted by Dm{C, Ll,s,S}. The Discretization Matrix therefore determines
the interval to which each item of data belongs with respect to each statistical
value, by means of carrying out a simple and fast discretization process.
Class Integration. The next step of the algorithm determines the probability
associated with the statistical data for each of the activities based on previously
generated intervals. To this end, each element of the training set x = {X ; C} is
processed, to which, in addition to the value of each statistic whose calculation
is based on the time window, is also associated the label of the speciﬁc activity
in the training set. In order to carry out this process, Class-Matrix is denoted
by Cm{x, Li,S} and is deﬁned as a three-dimensional matrix that contains the
number of data x from the training set associated with each Li interval for each
statistical S of the system. This matrix is deﬁned as follows,
Cmx,i,s = |x ∈ X|x ≥ Lli ∧ x < Lsi ∧ x{C} = Cs (2)
Therefore, by this deﬁnition, each position in the Class-Matrix is uniquely asso-
ciated with a position in the Discretization-Matrix, as determined by its range.
At this point not only is it possible to determine the discretization interval
likelihood, but the Class-Matrix also helps to obtain the probability associated
with the discretization process performed with the Ameva algorithm.
Activity-Interval Matrix. The next step in the learning process is to obtain
the matrix of relative probabilities. This three-dimensional matrix, called the
Activity-Interval Matrix and denoted by AIm{x, Li,S} , determines the likeli-
hood that a given value x associated to an S statistic corresponds to a speciﬁc
Ci activity. This ratio is based on the quality of the discretization performed by
Ameva, and in order to determine the most probable activity from the generated
data and the intervals of the training set. First the contents of the array AIm is
deﬁned as follows,
AImc,i,s =
Cmc,i,s
totalc,s
· 1
`− 1
∑`
j=1,j 6=c
(1 − Cmj,i,s
totalj,s
) (3)
where totalc,s is the total number of time windows of the training process labeled
with the c activity for the ∫ statistic.
Figure 3 shows the overall process described on this section for carry on data
analysis and interval determination.
3.2 Classification Process
Having obtained the discretization intervals and the probabilities of belonging
to each interval, the process by which the classiﬁcation is performed can be
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Fig. 4. Overall recognition process from data sensors
described. This classiﬁcation is based on data from the analysis of time windows.
The process is divided into two main steps: the way in which to perform the
recognition of physical activity is ﬁrst described; and the process to determine
the frequency at which some particular activity is then presented.
Classifying Data. For the classiﬁcation process, the most probable activity is
decided by amajority voting system. This process starts from theActivity-Interval
Matrix and uses a set of data x ∈ X for each of the statistics belonging to the S
set. The process consists of ﬁnding an activitympa ∈ C such that the likelihood is
maximized. The above criterion is included in the following expression,
mpa(X ) = max
s∑
s=1
AImc,i,s|xs ∈ (Lli, Lsi ] (4)
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The expression shows that the weight contributed by each statistic to the calcula-
tion of the probability is identical. This can be carried out under the assumption
that all statistics provide the same information to the system, and that there is
no correlation between them. Thus, the most probable activity, or mpa, repre-
sents those activities whose data, obtained through the processing time window,
is more suited to the AIm set values. In this way, the proposed algorithm not
only determine the mpa, but also its associated probability. From this likelihood,
certain activities that do not adapt well to sets of generic classiﬁcation can be
identiﬁed. This could be an indication that the user is carrying out new activities
for which the system has not been previously trained.
Figure 4 shows the overall process described on this section for recognition
process from Activity-Interval Matrix calculated in the previous stage.
4 Method Analysis
Now that the basis of the activity recognition algorithm has been laid out, an
analysis of the new proposal can be performed. To this end, the new development
is compared with a widely used recognition system based on neural networks [2].
In this case, both learning and recognition is performed by continuous methods.
The test process is conducted on Google Nexus S, Samsung Galaxy S2, and
Google Nexus One devices for a group of 40 users. Notably, the activity habits
of these users are radically diﬀerent, since 10 of them are under 25 years old, 20
users are between 25 and 40 years old, and the rest are over 40. An approximate
distribution of the data for each subject regarding the eight activities in the
study are: immobile (2800 min, 70 min per user), walking (2600 min, 65 min per
user), running (2400 min, 60 min per user), jumping (2400 min, 60 min per user),
cycling (2200 min, 55 min per user), driving (2200 min, 55 min per user), walking-
upstairs (2400 min, 60 min per user), and walking-downstairs (2000 min, 50 min
per user). Annotations are performed using a mobile application installed on the
device itself with speech recognition software through which users dictate the
name of the new activity when the physical activity being performance changes.
Those unrecognizable activities conducted during the test process are dismissed
to analyze the system accuracy. Data collection is obtained during four weeks.
Moreover, it is crucial to consider energy consumption and the processing cost
of the system when it is working on a mobile device. In this case, after comparing
the above methods, the conclusion reached is that the method based on Ameva
reduces the computational cost of the system by about 50%, as can be seen in
Figure 5. The time needed to process a time window by using the Ameva-based
method is 0.6 seconds, while, for methods based on neural networks this ﬁgure
is 1.2 seconds.
As can be seen in 6, Ameva battery consumption is lower than neural net-
works. For the ﬁrst one, the battery lifetime is close to 25 hours while for the
last one, it’s only 16 hours. In the comparison can be observed the battery life-
time for decision tree but the main problem of this method, based on statistics
chosen, is the low accuracy, not higher than 60%.
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Based on Accuracy, Recall, Speciﬁcity, Precision, and F measure, Table 1 is
presented. In this table, diﬀerences between the two methods, RNA and Ameva
can be observed. Most values presented for each measure and activity show that
the Ameva method performs better than RNA, especially as regards precision.
That is to say, the number of false positive in the Ameva method is lower than
that using the RNA method. Immobile and Drive are controversial activities
due to their similar characteristics. Even under observation, it is diﬃcult to
diﬀerentiate between these two activities. For this reason and due to temporal
nature of the Immobile activity, results from these two activities present a high
level of disturbance in contrast to other activities.
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Table 1. Performance comparison by using measures of evaluation
Activity Accuracy Recall Speciﬁcity Precision F-measure (F1)
Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA
Walk 98.77% 97.93% 97.92% 93.95% 98.91% 98.57% 93.50% 91.36% 95.66% 92.64%
Jump 99.35% 98.87% 97.03% 96.44% 99.70% 99.25% 98.00% 95.12% 97.51% 95.77%
Immobile 98.69% 99.50% 94.57% 97.37% 99.42% 99.88% 96.60% 99.29% 95.58% 98.32%
Run 99.27% 98.35% 97.61% 92.62% 99.49% 99.14% 96.36% 93.64% 96.98% 93.13%
Up 98.93% 98.17% 95.40% 90.79% 99.43% 99.22% 96.00% 94.35% 95.70% 92.54%
Down 98.64% 98.25% 95.20% 92.68% 99.04% 98.89% 91.95% 90.62% 93.55% 91.64%
Cycle 99.32% 99.03% 96.13% 95.67% 99.73% 99.47% 97.91% 95.89% 97.01% 95.78%
Drive 98.14% 98.74% 90.02% 95.01% 99.20% 99.23% 93.63% 94.16% 91.79% 94.58%
5 Conclusions and Future Work
In this work, a highly successful recognition system based on discrete variables
is presented, which uses the Ameva discretization algorithm and a new Ameva-
based classiﬁcation system. It has therefore been possible to achieve an average
accuracy of 98% for the recognition of 8 types of activities. Furthermore, working
with discrete variables has signiﬁcantly reduced the computational cost associ-
ated to data processing during the recognition process. By using this process to
increase recognition frequency, it has been possible to obtain a physical activ-
ity reading every 5 seconds and to enter these readings into the user activity
log. However, the main problem of this system based on statistical learning is
the limit to the number of activities that can be recognized. Working only with
accelerometer sensors implies a limit to the number of system variables and
therefore may lead to a strong correlation between these variables.
6 AMEVA Running in EvAAL Competition
During the competition, two test sessions were executed. In the ﬁrst one, the
training was performed prior to competition by an external actor not related to
evaluation process. The training actor was 31 years old and the entire training
process was performed with the smartphone in the hip, attached to the user’s
belt. In the competition, the actor was in a similar age range and thus, the way in
that physical activity was executed was very similar. In other case, the system
should be retrained for a better accuracy. Once ﬁnished the ﬁrst evaluation
session, intermediate data was analyzed. From this analysis, it was concluded
that some activities was not well-recognized such as bending or cycling. This
was a substantial impact in the accuracy due to cycling session was long. The
accuracy for the other activities was promising but we detect that something
was wrong for cycling detection. By using discrete techniques to perform the
activity recognition, cycling is a easy activity to be detected because of the
acceleration patterns presents an evident component in the advancing direction.
Unfortunately, cycling activity was carried out on a stationary bike and thus,
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accelerations presented in movement direction was not detected. For the other
controversial activity, bending, the system was not training to detect it because it
was a important conﬂict with sitting activity. Both activities have a very similar
acceleration proﬁle and it can not be determine which is the right activity with
a proper accurate. In the second test process, the system was retrained in order
to achieve a most accurate recognition. Unfortunately, the Internet connection
was not good enough to connect with training server placed at the University
of Seville. For this reason, dataset from time windows was not properly sent to
the server and therefore, the training parameters were wrong. After checking this
problem, we decided to go on with the evaluation process to determine the impact
of this problem in the accuracy. As it was thought, the second evaluation had a
very low accuracy due to that problems. Furthermore, by studying intermediate
data after the evaluation, temporal windows was misconﬁgured and it was set to
3 seconds and thus, some ”fast activities” such as walking or cycling wasn’t well
recognized. Finally, EvAAL competition was a great chance to make a real stress
test of AMEVA system since It’s not usual in humans to make a long activities
set in so quickly and so fast. In this regard, statistical-discrete classiﬁcation for
activity recognition based on AMEVA algorithm was designed to medium-long
time activities. Transitions in discrete classiﬁcation systems are really diﬃcult to
detect and, in AMEVA case, was not implemented any change activity detector.
In conclusion, EvAAL oﬀered a junction to test many systems and generate new
ideas for competitors’ systems. On the other hand, is very good to know other
techniques in activity recognition and new perspectives about this ﬁeld.
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CHAPTER 10
AN ADAPTIVE METHODOLOGY TO
DISCRETIZE AND SELECT FEATURES
Overview
This paper designs an efficient and low computational way of finding independent
features for getting the best accuracy on classification problem where an automatic
method to select the best features is proposed. The methodology uses and extends
the functionality of Ameva coefficient and allows to use it in other tasks of machine
learning where it has not been defined.
One of the most important problems in classification processes is the selection
of features. Usually, the obtained experimental data is not filtered about relevant
features in systems and a lot of techniques for feature selection have been developed
for this reason.
The Ameva discretization algorithm performs the discretization process effec-
tively and quickly, so the set of values of a feature is greatly reduced. Taking this
advantage as a premise, it is possible to use this algorithm to determine the relation-
ship between features because Ameva uses the statistic to determine the relationship
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between features and classes. Thus, a new coefficient has been developed to deter-
mine the dependence between features that allows to reduce the number of values
of features and the number of features from a qualitative reasoning.
This approach can be satisfactorily applied when the data set has a lot of in-
stances and features, and one of these features determines the class which each
instance belongs to.
Context
As a follow-up to the first paper on feature reduction, this research extended the
same idea improving the algorithm in terms of personalization and performance.
Feature reduction was one of the areas that this PhD candidate continued research-
ing during the stay in Toulouse and this paper was one of the obtained results. This
paper had over 5 months’ work and is currently one of the areas under investigation.
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Abstract 
A lot of significant data describing the behavior or/and actions of systems can be collected in several domains. These data 
define some aspects, called features, that can be clustered in several classes. A qualitative or quantitative value for each 
feature is stored from measurements or observations. In this paper, the problem of finding independent features for getting 
the best accuracy on classification problems is considered. Obtaining these features is the main objective of this work, 
where an automatic method to select features is proposed. The method extends the functionality of Ameva coefficient to 
use it in other tasks of machine learning where it has not been defined. 
Key words  
Ameva, Feature selection, Discretization, Entropy 
1 Introduction 
The problem to obtain the best accuracy, sensitivity, specificity, etc. in classification is one of the main problems in a lot of 
research areas like analysis and pattern recognition. It requires the construction of a classifier, that is, a function that 
assigns a class label to instances described by a set of features. One of them is in medical area when a doctor needs to know 
if a patient has cancer or not through thousands of gen values. In this sense, there are a lot of classifiers in the bibliography 
that process data sets to get the best results. Also, it is a central problem in machine learning. For example, there are 
classifiers based on SVM [1], Naive Bayesian [2], C4.5 [3], etc. that have been developed in the last years. 
One of the most important preprocess in classification is the discretization because it allows algorithms to run very fast. 
This process establishes a relationship between continuous variables and their discrete transformation through developed 
functions. Therefore, it is possible to qualitatively model a series of continuous values if a label is assigned to them. Some 
studies [4] have shown that executing a prior process to discretize continuous features is more efficient than working 
directly with the continuous values. The discretization process reduces the computation memory usage and time in the 
application that develops classification algorithms. Also, it is used to manage the values of a feature more easily. As same 
as classifiers, there are a lot of discretization methods like GUDA-CCC [5], EDISC [6], CD [7] and others [8], [9]. Also,  
Ameva [10] is the discretization method that it is used in this paper. 
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It has been confirmed as one of the most promising correlation algorithms due to its reduced execution time and the small 
number of intervals provided. This behavior is outstanding when the data set has a large number of classes, although it has 
a slight reduction in the capacity of identification [11]. 
The other important problem in the classification process is the selection of features [12]. Usually, the obtained experi- 
mental data is not filtered about relevant features in systems. A lot of techniques for feature selection [13]-[15] have been 
developed. Some of these techniques are based on SVM [16] or Naïve Bayes [17]. 
The Ameva discretization algorithm [10] performs the discretization process effectively and quickly, so the set of values of 
a feature is greatly reduced. Because Ameva uses the statistic ࣲଶ to determine the relationship between features and 
classes, it is possible to use this algorithm to determine the relationship between features. 
In this paper, a methodology based on Ameva is developed in order to select the main features of a data set. This method 
exploits the advantages of Ameva in runtime and brings a different approach which was developed on. 
The rest of this paper is organized as follows: first, the definition of the problem is presented in Section 2. Also, the Ameva 
discretization algorithm and the entropy coefficient are presented. Section 3 presents the methodology to determine the 
best feature selection using the Ameva and the entropy coefficients. Section 4 reports the obtained results of applying the 
methodology in an example. The paper is finally concluded with a summary of the most important points. 
2 Discretization 
Let ܺ ൌ ሼݔଵ, ݔଶ, … , ݔேሽ be a data set of a continuous attribute ࣲ of mixed-mode data such that each example ݔ௜ belongs to 
only one of ℓ classes of the variable denoted by 
 ࣝ ൌ ሼܥଵ, ܥଶ, … , ܥℓሽ, ℓ ൒ 2  
A continuous attribute discretization is a function ࣞ:ࣲ ⟶ ࣝ which assigns a class ܥ௜ ∈ ࣝ to each value ݔ ∈ ࣲ in the 
domain of the property that is being discretized. 
Let us consider a discretization ࣞ which discretizes ࣲ into ݇ intervals: 
 ࣦሺ݇;ࣲ; ࣝሻ ൌ ሼܮଵ, ܮଶ, … ܮ௞ሽ  
where ܮଵ is the interval ሾ݀଴, ݀ଵሿ and ܮ௝ is the interval ൫ ௝݀ିଵ, ௝݀൧, ݆ ൌ 2,3, … , ݇. Thus, a discretization variable is defined as 
ࣦሺ݇ሻ ൌ ࣦሺ݇;ࣲ; ࣝሻ which verifies that, for all ݔ௜ ∈ ܺ , a unique ܮ௝  exists such that ݔ௜ ∈ ܮ௝  for ݅ ൌ 1,2, … , ܰ  and ݆ ൌ
1,2, … , ݇. The discretization variable ࣦሺ݇ሻ of attribute ࣲ and the class variable ࣝ are treated from a descriptive point of 
view. Having two discrete attributes, a two dimensional frequency table (called contingency table) as show in the Table 1 
can be built. 
In Table 1, ݊௜௝ denotes the total number of continuous values belonging to the ܥ௜ class that are within the interval ܮ௝. ݊௜⋅ is 
the total number of instances belonging to the class ܥ௜, and ݊⋅௝ is the total number of instances that belong to the interval 
ܮ௝, for ݅ ൌ 1,2, … , ℓ and ݆ ൌ 1,2, … , ݇. So that: 
 ݊௜⋅ ൌ෍݊௜௝
௞
௝ୀଵ
, ݊⋅௝ ൌ෍݊௜௝
ℓ
௜ୀଵ
, ܰ ൌ෍෍݊௜௝
௞
௝ୀଵ
ℓ
௜ୀଵ
 (1) 
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Table 1. Contingency table 
ܥ௜|ܮ௝ ܮଵ ⋯ ܮ௝ ⋯ ܮ௞ ݊௜⋅ 
ܥଵ ݊ଵଵ ⋯ ݊ଵ௝ ⋯ ݊ଵ௞ ݊ଵ⋅ 
⋮ ⋮ ⋱ ⋮ ⋱ ⋮ ⋮ 
ܥ௜ ݊௜ଵ ⋯ ݊௜௝ ⋯ ݊௜௞ ݊௜⋅ 
⋮ ⋮ ⋱ ⋮ ⋱ ⋮ ⋮ 
ܥℓ ݊ℓଵ ⋯ ݊ℓ௝ ⋯ ݊ℓ௞ ݊ℓ⋅ 
݊⋅௝ ݊⋅ଵ ⋯ ݊⋅௝ ⋯ ݊⋅௞ ܰ 
2.1 The Ameva discretization 
Given Table 1, a discretization criterion based on the Contingency Coefficient (ࣲଶ) is defined which measures the 
independency between class variable ࣝ and discretization variable ࣦሺ݇ሻ. 
It is well known in Statistics that two given discrete attributes ࣝ and ࣦሺ݇ሻ are (statistically) independent if, for all ܥ௜߳ࣝ 
and ܮ௝ࣦ߳ሺ݇ሻ, 
 ݊௜௝ ൌ
݊௜∙݊∙௝
ܰ , ݅ ൌ 1,… , ℓ, ݆ ൌ 1,… , ݇  
that is, no association exists between the two attributes. 
Therefore, one way to measure the association (or independency) between class variable ࣝ and discretization variable 
ࣦሺ݇ሻ is to analyse the value 
 ෍෍ቀ݊௜௝ െ
݊௜∙݊∙௝
ܰ ቁ
ଶ௞
௝ୀଵ
ℓ
௜ୀଵ
  
Nevertheless, it is better to consider a relative measure denoted by ࣲଶሺ݇ሻ ≝ ࣲଶሺࣦሺ݇ሻ, ࣝ|ࣲሻ: 
 ࣲଶሺ݇ሻ ൌ෍෍
ቀ݊௜௝ െ ݊௜∙݊∙௝ܰ ቁ
ଶ
݊௜∙݊∙௝
ܰ
௞
௝ୀଵ
ℓ
௜ୀଵ
  
By using (1), it is not difficult to prove that: 
 ࣲଶሺ݇ሻ ൌ ܰቌെ1 ൅෍෍ ݊௜௝
ଶ
݊௜⋅݊⋅௝
௞
௝ୀଵ
ℓ
௜ୀଵ
ቍ (2) 
and 
 max௑,ࣦሺ௞ሻ,஼ ࣲ
ଶሺ݇ሻ ൌ ܰ ቀminሼℓ, ݇ሽ െ 1ቁ (3) 
In order to compare this coefficient against several discretization variables ࣦሺ݇ሻ for ݇ ൒ 2, the Ameva coefficient, 
ܣ݉݁ݒܽሺ݇ሻ ≝ ܣ݉݁ݒܽሺࣦሺ݇ሻ, ࣝ|ࣲሻ, is defined as follows: 
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 ܣ݉݁ݒܽሺ݇ሻ ൌ ࣲ
ଶሺ݇ሻ
݇ሺℓ െ 1ሻ  
For ݇, ℓ ൒ 2. The Ameva criterion has the following properties: 
 The minimum value of ܣ݉݁ݒܽሺ݇ሻ is 0 and when this value is achieved then both discrete attributes ࣝ and ࣦሺ݇ሻ 
are statistically independent and viceversa. 
 The maximum value of ܣ݉݁ݒܽሺ݇ሻ indicates the best correlation between class labels and discrete intervals. If 
݇ ൒ ℓ then, for all ݔ ∈ ܥ௜ a unique ݆0 exists such that ݔ ∈ ܮ௝଴ (remaining intervals ሺ݇ െ ℓሻ have no elements); 
and if ݇ ൏ ℓ then, for all ݔ ∈ ܮ௝, a unique ݅0 exists such that ݔ ∈ ܥ௜଴ (remaining classes have no elements) i.e. the 
highest value of the Ameva coefficient is achieved when all values within a particular interval belong to the same 
associated class for each interval. 
 The aggregated value is divided by the number of intervals ݇, hence the criterion favors discretization schemes 
with the lowest number of intervals. 
 From (3), it is followed that ܣ݉݁ݒܽ௠௔௫ሺ݇ሻ ≝ maxࣲ,ࣦሺ௞ሻ,ࣝ ܣ݉݁ݒܽሺ݇ሻ ൌ ேሺ௞ିଵሻ௞ሺℓିଵሻ  if ݇ ൏ ℓ  and 
ே
௞  otherwise. 
Hence, ܣ݉݁ݒܽ௠௔௫ሺ݇ሻ  is an increasing function of ݇  if ݇ ൑ ℓ , and a decreasing function of ݇  if ݇ ൐ ℓ . 
Therefore, max௞ஹଶ ܣ݉݁ݒܽ௠௔௫ ሺ݇ሻ ൌ ܣ݉݁ݒܽ௠௔௫ሺℓሻ i.e. the maximum of the Ameva coefficient is achieved in 
the optimal situation, it is to say, when all values of ܥ௜ are in a unique interval ܮ௝ and viceversa. 
Therefore, the aim of the Ameva method is to maximize the dependence relationship between the class labels ࣝ and the 
continuous-values attribute ࣦሺ݇ሻ, and at the same time to minimize the number of discrete intervals ݇. 
2.2 The entropy 
If ℓ ൌ 1 or ݇ ൌ 1 then it is not possible to use the Ameva method (Note 1). Let us see these two cases (see Table 2 and 
Table 3). 
Equation (2) can not be calculated using Table 2 because it is not possible to divide by 0. Nevertheless, all the instances 
belong to the same class, therefore can be concluded that the dependence is maximum. In this case, let us indicate that 
ܣ∗ሺ1ሻ ൌ 1. 
Table 2. Contingency table at first case ሺℓ ൌ 1ሻ. 
ܥ௜|ܮ௝ ܮଵ ⋯ ܮ௝ ⋯ ܮ௞ ݊௜⋅ 
ܥଵ ݊ଵଵ ⋯ ݊ଵ௝ ⋯ ݊ଵ௞ ܰ 
݊⋅௝ ݊ଵଵ ⋯ ݊ଵ௝ ⋯ ݊ଵ௞ ܰ 
Regarding to Table 3, Ameva method can not be used because ࣲଶሺ݇ሻ ൌ 0 and the Ameva coefficient does not give any 
information about the dependence. However, the dependence is not minimum and a new coefficient is necessary. By 
taking into account that if all instances are distributed equally in all classes, the dependence is minimum, and if exists ݅ 
such that ݊௜ଵ ൌ ܰ, the dependence is maximum. Hence the following coefficient, called Entropy, is considered: 
 ܣሺ1ሻ ൌ 1 ൅ 1ܰ ln ℓ෍݊௜ଵ ln ቀ
݊௜ଵ
ܰ ቁ
ℓ
௜ୀଵ
  
It holds that 0 ൑ ܣሺ1ሻ ൑ 1, and: 
 If ܣሺ1ሻ ൌ 0, then ݊௜ଵ ൌ ேℓ  (minimum dependence). 
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 If ܣሺ1ሻ ൌ 1, then a unique ݊௜ଵ exists that ݊௜ଵ ൌ ܰ (maximum dependence). 
Table 3. Contingency table at second case ሺ݇ ൌ 1ሻ. 
ܥ௜|ܮ௝ ܮଵ ݊௜⋅ 
ܥଵ ݊ଵଵ ݊ଵଵ 
⋮ ⋮ ⋮ 
ܥ௜ ݊௜ଵ ݊௜ଵ 
⋮ ⋮ ⋮ 
ܥℓ ݊ℓଵ ݊ℓଵ 
݊⋅௝ ܰ ܰ 
3 The methodology 
Given an attribute ௜ܺ where ݅ ൌ 1,2, … , ݏ, the Ameva discretization algorithm is applied to this attribute so obtained 
intervals are considered as a new set of classes. This set of classes is denotes as follows: 
 ࣝ௜ ൌ ൛ܥଵ௜, ܥଶ௜ , … , ܥℓ೔௜ ൟ (4) 
Let us consider ܺ௣ ⊂ ܺ as the data subset that belongs to the class ܥ௣ ∈ ࣝ௜  where ݌ ൌ 1,2, … , ℓ. From (4), for each 
attribute ௝ܺ with ݆ ൌ 1,2, … , ݏ, a ௜݃௝௣ value is obtained from ࣝ௜ as follows: 
 If the ܺ௣ data subset all belong to the same class ܥ௜ then ௜݃௝௣ ൌ ܣ∗ሺ1ሻ ൌ 1. 
 If the subset of data belongs to different classes, then: 
o If values of the attribute ௝ܺ are always in the same interval, then ௜݃௝௣ ൌ ܣሺ1ሻ. 
o If values of the attribute ௝ܺ  are not always in the same interval, then ௜݃௝௣ ൌ ܣ݉݁ݒܽேሺℓ௜ሻ , where 
ܣ݉݁ݒܽேሺℓ௜ሻ is defined as follows (Note 2): 
 ܣ݉݁ݒܽேሺℓ௜ሻ ൌ
ℓ௜ᇱ
௣ܰ
ܣ݉݁ݒܽሺℓ௜ሻ  
provided that ௣ܰ is the number of instances of the class ܺ௣ and ℓ௜ᇱ is the number of intervals of the attribute ௜ܺ for which 
there is at least one value in the data subset. 
Given ݅, ݆ ൌ 1,2, … , ݏ, a ௜݃௝௣ value can be obtained applying this methodology for all class ܥ௣ ∈ ࣝ	ሺ݌ ൌ 1,2, … , ℓሻ, and by 
considering different statistics as follows: 
 ௜݃௝௠௜௡ ൌ min௣ ௜݃௝௣  
 ௜݃௝
௚௘௢ ൌ ඩෑ ௜݃௝௣
ℓ
௣ୀଵ
ℓ
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 ௜݃௝௔௥௜ ൌ
1
ℓ෍ ௜݃௝௣
ℓ
௣ୀଵ
  
 ௜݃௝௠௔௫ ൌ max௣ ௜݃௝௣  
It is well-known that the following relationship is holded: 
 ௜݃௝௠௜௡ ൑ ௜݃௝௚௘௢ ൑ ௜݃௝௔௥௜ ൑ ௜݃௝௠௔௫  
The main properties of the matrix ܩ ൌ ൫ ௜݃௝൯, that is, 
 ܩ ൌ ൮
1 ଵ݃ଶ
݃ଶଵ 1
⋯ ݃ଵ௦
⋯ ݃ଶ௦
⋮ ⋮
݃௦ଵ ݃௦ଶ
⋱ ⋮
⋯ ݃௦௦
൲  
are the following: i) it is squared but non symmetric matrix; ii) the values of the main diagonal are 1; iii) 0 ൑ ௜݃௝, ݃௝௜ ൑ 1. 
From the ܩ matrix, a method of generating rules of dependence between attributes can be defined. For example, a possible 
rule is the next: given a threshold value, ܷ, if max ൛݃௜௝, ݃௝௜ൟ ൐ ܷ and ݅ ൏ ݆ where ݅, ݆ ൌ 1,2, … , ݏ and ݅ ് ݆, then the ௝ܺ 
variable is eliminated. Let us illustrate it with an example in the next section. 
4 Two experiments 
Let us consider the Iris Plant Database (Note 3) from UCI Repository which is perhaps the best known database to be 
found in the pattern recognition literature. This data set is considered due to its simplicity since this methodology is not 
completely defined yet. 
The data set contains four attributes (sepal length, sepal width, petal length and petal width) and three classes (Setosa, 
Versicolor and Virginica) of 50 instances each, where each class refers to a type of iris plant. One class is linearly 
separable from each other. 
The matrices generated by the presented methodology in this paper are: 
 ܩூ௥௜௦௠௜௡ ൌ ቌ
1 0.4898
0.3265 1
0.6667 0.0998
0.0350 0.0930
0.0280 0.0586
0.0545 0.0998
1 0.0303
0.0836 1
ቍ (5) 
 ܩூ௥௜௦௚௘௢ ൌ ቌ
1 0.7883
0.6886 1
0.8736 0.4638
0.3271 0.4530
0.1727 0.2674
0.1573 0.3222
1 0.1293
0.2244 1
ቍ (6) 
 ܩூ௥௜௦௔௥௜ ൌ ቌ
1 0.8299
0.7755 1
0.8889 0.6999
0.6783 0.6977
0.4039 0.4617
0.3753 0.4783
1 0.3672
0.4063 1
ቍ (7) 
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 ܩூ௥௜௦௠௔௫ ൌ ቌ
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
ቍ (8) 
This result shows that it is possible to determine the dependence of attributes of a data set from the Ameva discretization 
algorithm and the adjustments to resolve the inconsistencies outlined above with the entropy. 
The coefficients in the minimum matrix (5) determine the lowest coefficients of dependence between two attributes. These 
coefficients provide information about there is a class for which the two attributes have less dependency. If these values 
are high, it is possible to conclude that the dependence between two attributes is high. Therefore, these coefficients are a 
minimum threshold for each pair of attributes. 
A similar conclusion can be obtained from the maximum matrix (8). The coefficients provide information about there is a 
class for which the two attributes have a high dependence. In this case, these coefficients are the maximum threshold 
values for each pair of attributes. 
Given a data set, the best result is achieved when the maximum and minimum matrix are the same. In this case, all the 
attributes are the same dependence with other regardless of the original class. Thus, there is only one matrix for generate 
the discrimination rules. 
The geometric mean matrix (6) and the arithmetic mean (7) represent a global value of dependency. While the geometric 
mean matrix rewards the worst situations about a class, leading to a low value on the global coefficient, the arithmetic 
mean matrix balances the values of the coefficients. 
A possible interpretation to determine which attributes are dependent of each other is to establish a threshold value. From 
this limit, two attributes are dependent if the average of the coefficients ௜݃௝ and ݃௝௜ of the arithmetic mean matrix is greater 
than or equal to this value. 
In this case, the threshold value of 0.75 is established to check which attributes are dependents. The pair ௜݃௝ , ݃௝௜ that 
reaches this threshold is ଵ݃ଶ, ݃ଶଵ because the arithmetic mean of ଵ݃ଶ and ݃ଶଵ is greater than 0.75. It is necessary indicate 
that the sepal length and the sepal width features are the first and second attributes in the experiment. 
Thus, in order to carry out a classification problem can be declared that the ଵܺ and ܺଶ features are similar. Let us see this 
affirmation by using as classification algorithm the Support Vector Machine (SVM) [18]. 
A performance for the 1-v-r SVM, in the form of accuracy rate, has been evaluated on models using the Gaussian kernel 
with ߪ ൌ 1, and ܥ ൌ 1. The criteria employed to estimate the generalized accuracy is the 5-fold cross-validation on the 
whole set of training data. This procedure is repeated 120 times in order to ensure good statistical behavior. The obtained 
results are: 
 With all features, the accuracy is 0.9320. 
 Without the sepal length feature, the accuracy rate is 0.9341. 
 Without the sepal width feature, the accuracy rate is 0.9667. 
Furthermore to check that the accuracy rate is not less when a feature is eliminated, the methodology has discovered that 
these features introduce noise in the classification problem when both are used at the same time because the results are 
improved without the second feature. 
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Now, consider the Glass Identification (Note 4) Dataset, also from UCI Repository, to prove the methodology with another 
classification method. 
The data set contains nine attributes (refractive index, Sodium, Magnesium, Aluminum, Silicom, Potassium, Calcium, 
Barium, Iron) (Note 5) and seven classes (building windows float processed, building windows non float processed, 
vehicle windows float processed, vehicle windows non float processed, containers, tableware and headlamps). 
The generated matrices are: 
 ܩீ௟௔௦௦௠௜௡ ൌ
ۉ
ۈۈ
ۈۈ
ۈ
ۇ
1 0.0864 0.1621
0.0607 1 0.1244
0.0968 0.1680 1
0.1526 0.1828 0.0937
0.2184 0.0952 0.3224
0.1577 0.1382 0.2324
0.2566 0.0200 0.0210
0.0602 0.0064 0.0502
0.1359 0.0676 0.0227
0.1344 0.0496 0.1062
0.0236 0.2464 0.1361
0.0416 0.3599 0.2023
1 0.0680 0.2534
0.0876 1 0.0972
0.1897 0.1244 1
0.0719 0.1239 0.0496
0.0284 0.0045 0.0372
0.0422 0.0060 0.0351
0.2505 0.1293 0.2047
0.1080 0.1603 0.2230
0.0606 0.0399 0.0428
0.1408 0.1755 0.3704
0.3297 0.1016 0.2199
0.0463 0.0643 0.0912
1 0.1247 0.0303
0.0936 1 0.0450
0.0493 0.0502 1 ی
ۋۋ
ۋۋ
ۋ
ۊ
  
 ܩீ௟௔௦௦௚௘௢ ൌ
ۉ
ۈۈ
ۈۈ
ۈ
ۇ
1 0.1105 0.1859
0.0809 1 0.2780
0.1433 0.2830 1
0.2392 0.2651 0.1680
0.3359 0.1195 0.4461
0.3181 0.1525 0.3355
0.2925 0.0762 0.0333
0.0890 0.2031 0.0614
0.2408 0.2626 0.0320
0.1755 0.2344 0.3042
0.1952 0.2976 0.2422
0.0682 0.4720 0.3455
1 0.0973 0.3202
0.1401 1 0.2040
0.2298 0.1515 1
0.1173 0.4599 0.0565
0.1471 0.0593 0.0422
0.0670 0.1598 0.0588
0.3566 0.1677 0.2744
0.1506 0.3618 0.3457
0.2040 0.0631 0.1552
0.2813 0.2178 0.4770
0.5367 0.1609 0.2939
0.1749 0.1652 0.2299
1 0.1541 0.0361
0.1249 1 0.0547
0.3136 0.3342 1 ی
ۋۋ
ۋۋ
ۋ
ۊ
  
 ܩீ௟௔௦௦௔௥௜ ൌ
ۉ
ۈۈ
ۈۈ
ۈ
ۇ
1 0.1131 0.1873
0.0832 1 0.2968
0.1486 0.2924 1
0.2449 0.2696 0.1757
0.3421 0.1212 0.4515
0.3426 0.1540 0.3449
0.2956 0.0945 0.0346
0.0934 0.3401 0.0620
0.2617 0.3011 0.0355
0.1828 0.2755 0.3369
0.2630 0.3102 0.2499
0.0745 0.4759 0.3567
1 0.1035 0.3263
0.1439 1 0.2318
0.2324 0.1534 1
0.1229 0.5214 0.0567
0.1779 0.0839 0.0424
0.0739 0.2609 0.0615
0.3634 0.1702 0.2865
0.1621 0.3824 0.3549
0.2686 0.0662 0.2454
0.3002 0.2215 0.4807
0.5497 0.2124 0.2992
0.2861 0.2110 0.2585
1 0.1554 0.0379
0.1269 1 0.0556
0.3897 0.4178 1 ی
ۋۋ
ۋۋ
ۋ
ۊ
  
 ܩீ௟௔௦௦௠௔௫ ൌ
ۉ
ۈۈ
ۈۈ
ۈ
ۇ
1 0.1681 0.2279
0.1135 1 0.4177
0.2003 0.3868 1
0.3083 0.3234 0.2379
0.3998 0.1497 0.5440
0.5766 0.2017 0.4854
0.3757 0.2191 0.0494
0.1529 0.4686 0.0730
0.4861 0.4013 0.0751
0.3050 0.3512 0.5092
0.4974 0.5004 0.3048
0.1227 0.5554 0.4854
1 0.1585 0.4457
0.1836 1 0.5007
0.2824 0.1910 1
0.1927 0.7000 0.0642
0.2904 0.1116 0.0494
0.1486 0.4153 0.0917
0.4336 0.2137 0.4890
0.2842 0.4686 0.4730
0.5107 0.1041 0.5004
0.4973 0.2979 0.5689
0.6650 0.6630 0.4153
0.5153 0.5034 0.5013
1 0.1834 0.0692
0.1603 1 0.0695
0.5058 0.5287 1 ی
ۋۋ
ۋۋ
ۋ
ۊ
  
As can be seen, the coefficients are lower than the matrices in the previous example. In this case, the threshold value of 0.4 
is established to check which attributes are dependents in the arithmetic matrix. The pairs ௜݃௝ , ݃௝௜  that reaches this 
threshold is ݃ଶ଺, ݃଺ଶ and ݃ସ଼, ଼݃ସ because the arithmetic mean of ݃ଶ଺ and ݃଺ଶ, and ݃ସ଼ and ଼݃ସ are greater than 0.4. The 
Sodium, Aluminum, Potassium and Barium are the second, the fourth, the sixth and the eighth attributes in the experiment. 
Thus, the ܺଶ  and ܺ଺  features and ܺସ  and ଼ܺ  features are similar. To prove this affirmation, a K-Nearest Neighbor 
classification algorithm is used with ݇ ൌ 3. The criteria employed to estimate the generalized accuracy is the 10-fold 
cross-validation on the whole set of training data in this case. The procedure is repeated 120 times. The obtained results 
are: 
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 With all features, the accuracy is 0.7152. 
 Without the Sodium feature, the accuracy rate is 0.7284. 
 Without the Potassium feature, the accuracy rate is 0.7058. 
 Without the Aluminum feature, the accuracy rate is 0.6877. 
 Without the Barium feature, the accuracy rate is 0.7149. 
 Without the Sodium and the Aluminum features, the accuracy rate is 0.6762. 
 Without the Sodium and the Barium features, the accuracy rate is 0.7286. 
Without the Potassium and the Aluminum features, the accuracy rate is 0.6719. 
Without the Potassium and the Barium features, the accuracy rate is 0.7156. 
Once more, the methodology has discovered that these features introduce noise in the classification problem when both 
pairs are used at the same time. 
5 Conclusions 
We have studied a method of discretization, Ameva, whose objective is to maximize the dependence between the intervals 
that divide the values of an attribute and the classes to which they belong, providing at the same time the minimum number 
of intervals. 
After that, we have developed a methodology to reduce the number of features of a data set based on the dependence 
between them. To the best of knowledge, there are not existing researches that directly address the problem to reduce the 
number of features using an approach similar to ours. 
This development is based on taking advantage of Ameva discretization algorithm. Thus, a new coefficient has been 
developed to determine the dependence between features. Hence, we have reduced the number of values of features and 
the number of features from a qualitative reasoning. 
To test the development of the methodology, it has been applied to two well-known data sets to obtain the dependent 
relationship between their features. Nevertheless, we think that this approach can be satisfactorily applied in this area 
when the data set has a lot of instances and features, and one of these features determines the class which each instance 
belongs to. Another data sets must fulfill these characteristics. 
Finally, after applying the discrimination of features obtained in the methodology, the modified data sets have been carried 
out for the classification tests to verify the effectiveness of the methodology. 
The next step to complement this development is the design of an automatic method of creation of feature discrimination 
rules. Subsequently, we must define some improvements in this methodology to automatically know the dependence 
between features without setting manually a threshold value. 
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CHAPTER 11
ACTIVITY RECOGNITION SYSTEM USING
NON-INTRUSIVE DEVICES THROUGH A
COMPLEMENTARY TECHNIQUE BASED ON
DISCRETE METHODS
Overview
This paper aims to develop an innovative selection, discretization and classification
technique to make the recognition process in an efficient way and at low energy
cost. It controls the physical activity carried out by the user based on Ameva
discretization. The entire process is executed on the smartphone and on a wireless
health monitoring system is used when the smartphone is not used taking into
account the system energy consumption.
Moreover, the conclusion reached in terms of energy consumption and the pro-
cessing cost of the system when it is working on a mobile device is that the method
based on Ameva reduces the computational cost of the system by about 50%.
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Chapter 11: Activity recognition system using non-intrusive devices through a complementary
technique based on discrete methods
The classification cost using discrete variables is much lower than working with
continuous variables because it is possible to eliminate the correlation between vari-
ables during the recognition process and on the other hand, to minimize the energy
consumption from the process.
In contrast, the number of activities recognized is limited because working only
with the smartphone’s sensors (accelerometer and barometer) limits the number of
variables that can be used.
In order to improve the accuracy problems encountered during the celebration of
the Evaluating AAL Systems Through Competitive Benchmarking (EvAAL) com-
petition in 2012, some significant improvements in Ameva discretization algorithm
are proposed. Also, in addition to detect specific activities, the barometric sensor
which is being included in the latest generation of mobile devices is used. Finally, in
order to answer the question about what would happen if you decide not to use your
mobile device in an indoor environment, as happens in real life, a complementary
wireless device is also optionally used.
The approach was tested in a real scenario during the EvAAL competition in
2013 and it was a great chance to make a real stress test of AMEVA system and
checked if the improvements really got best accuracy that the previous year.
Context
This research was the continuation of the previous work in the discretization and
activity recognition areas. It was based on the advantage of Ameva in terms of
computation performance and pass it into the activity recognition approaches for
smartphones getting a significant reduction of battery draining. Also, it improved
the previous algorithm and it was tested during the EvAAL competition. This
paper is the result of over 1 year’s work and currently is one of the areas under
investigation.
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Abstract. This paper aims to develop a cheap, comfortable and, spe-
cially, eﬃcient system which controls the physical activity carried out
by the user. For this purpose an extended approach to physical activ-
ity recognition is presented, based on the use of discrete variables which
employ data from accelerometer sensors. To this end, an innovative se-
lection, discretization and classiﬁcation technique to make the recog-
nition process in an eﬃcient way and at low energy cost, is presented
in this work based on Ameva discretization. Entire process is executed
on the smartphone and on a wireless health monitoring system is used
when the smartphone is not used taking into account the system energy
consumption.
Keywords: Contextual Information, Discretization Method, Mobile En-
vironment, Qualitative Systems, Smart-Energy Computing.
1 Introduction
In recent years, thanks largely to the increased interest on monitoring certain
sectors of population such as elderly people with dementia or people in rehabili-
tation, activity recognition systems have experienced an increase in both number
and quality results. However, most of them are in a high computational cost and
hence, it cannot be executed into a general purpose mobile device.
Calculation of the physical activity of a user based on data obtained from
an accelerometer is a current research topic. Furthermore, many works is going
to be analyzed showing some identiﬁed limitations that make these systems
uncomfortable for users in general.
The ﬁrst diﬀerence observed between the systems developed is the type of used
sensor. There are systems using speciﬁc hardware [1], while others use general
purpose hardware [2]. Obviously, the use of generic hardware is a beneﬁt for
users, since the cost of devices and versatility of them are points in their favor.
Not to mention decreasing the loss and forgetting risk due to they have been
integrated on an everyday object like users’ smartphones.
J.A. Bot´ıa et al. (Eds.): EvAAL 2013, CCIS 386, pp. 36–47, 2013.
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Another diﬀerence found between the surveyed proposals is the number and
position of the sensors. In [3] can be seen that the accelerometer sensor is placed
in a glove and a multitude of activities depending on the movement of the hand
are recognized. In contrast, other studies use various sensors throughout the body
[4], [5] or a wearable wireless sensor node with a static wireless non-intrusive
sensory infrastructure [6] to recognize these activities. According to some com-
parative studies and previous works based on multiple sensors, they are more
accurate.
Although, works like [2], where a sensor is at users’ pocket or in the hipe, is
more comfortable for them. By this way, place them in the monitored person is
easier, not to mention that the infrastructure is much lower.
Thus, the presented work will is focus on the recognition of physical activities
carried out by users throughout their mobile devices. So, it must be paid special
attention to energy consumption and computational cost of used methods. Also,
a wireless health monitoring system can be used to increment the user accep-
tance, i.e. the user does not carry the mobile devices all the time in an indoor
environment.
One step further, some works do not only use data from accelerometers, but
use other sources such as microphone, light sensor or voice recognition to deter-
mine the context of the user [7]. However, they present problems i.e. when the
environment is noisy or the user is alone.
There are related works where data for activities recognition are obtained
through mobile devices, but these data are sent to a server to process the infor-
mation [8]. Thus, computational cost is not a handicap and because of this more
complex methods are used. In contrast, the eﬃciency is a crucial issue when
processing is carried out in the mobile device [9], [10].
To reduce the cost associated to accelerometer signal analysis, this paper opts
for a novel approach based on a discretization method. Thanks to discretization
process, classiﬁcation cost is much lower than working with continuous variables.
Because of this, it is possible to eliminate the correlation between variables
during the recognition process and on the other hand, to minimize the energy
consumption from the process.
Working in the domain of discrete variables to perform learning and recogni-
tion of activities is a new approach oﬀered by this work. This decision was largely
due to the high computational cost required for learning algorithms based on
continuous variables used for this purpose over the years.
In [11], a labeling process, like a discretization process, is used to obtain a
Qualitative Similarity Index (QSI), so it can be said that a transformation of the
continuous domain to the discrete domain of values of the variables is beneﬁcial
in certain aspects.
But, before the self-recognition or learning, it is necessary to carry out a
process of Ameva discretization from its algorithm [12]. It has a number of ad-
vantages over other well-known discretization algorithms like CAIM discretiza-
tion algorithm [13], i.e. it is unsupervised and very fast. The most notable of
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these is the small number of intervals generated which facilitates and reduces
the computational cost of the recognition process.
It should be noted that many of these studies could be seen in action during
the competition EvAAL 2012 [14] in Activity recognition track. EvAAL is an
annual international competition that addresses the challenge of evaluation and
comparison of Ambient Assisted Living (AAL) systems and platforms, with the
ﬁnal goal to assess the autonomy, independent living and quality of life that
AAL systems may grant to their end users.
In this track competition, four teams participated in the challenge: CUJ (from
the University of Chiba, Japan) [15], CMU (from Carnegie Mellon and Utah
Universities, USA) [16], DCU (from Dublin City University, Ireland) [17] and
USS (from University of Seville, Spain) [12]. Finally, although CMU had the
best accuracy in the results, USS won the competition because its simplicity
and interoperability gave good marks in all the evaluated criteria.
In order to improve the accuracy problems encountered during the celebration
of the EvAAL 2012 competition, some signiﬁcant improvements in Ameva dis-
cretization algorithm are proposed. Also, in addition to detect speciﬁc activities,
the barometric sensor which is being included in the latest generation of mobile
devices is used.
Finally, in order to answer the question about what would happen if you
decide not to use your mobile device in an indoor environment, as happens in
real life, a complementary wireless device is also optionally used.
There are other similar EvAAL competitions such as HARL [18], OPPOR-
TUNITY [19], HASC [20] or BSN contest [21].
The paper is organized as follows: ﬁrst, the activity recognition step is pre-
sented in Section 2. Also, the data collection and the set of activities are pre-
sented. Section 3 presents the methodology to determine the activity using the
Ameva discretization. Section 4 reports the obtained results of applying the
methodology. Finally, the paper conclusions with a summary of the most impor-
tant points are in Section 5.
2 Activity Recognition
The ﬁnal real system consist only of a smartphone and, optionally, a wireless
device, conﬁgured to detect the competition activities: lie, sit, stand, walk, bend,
fall and cycle.
2.1 Data Collection
In contrast to the needs of some studies that require a training set to classify a
recognized activity correctly, this paper reduces the waiting time for recognition,
providing valid information for an activity frequently.
To this end, a training set and a recognition set are obtained using 5-second-
time windows of ﬁxed duration which has been determined empirically as opti-
mum length from a performance and an accuracy analysis of the system.
Activity Recognition System Using Non-intrusive Devices 39
The time length of ﬁve seconds of these windows has been chosen because for
our system is very important to ensure that in each time window there is at least
one cycle of activity, where activity cycle is deﬁned as a complete execution of
some activity patterns. For example, two steps are a walking activity cycle and
one pedal stroke is the activity cycle for cycling. If at least one cycle of activity
can not be guaranteed in each time window, it is not possible to determine the
activity from accelerometer patterns.
This analysis is performed based on the values obtained from the accelerome-
ter, which signiﬁcantly improve the precision of the body-related activities, and
a barometer to detect environment-related activities, such as going upstairs and
downstairs. The latter sensor has most often been integrated in recent mobile
devices, allow to increase the overall system accuracy detection of activities.
So, based on these time windows that contain data for each accelerometer
axis and reducing the computational cost of the new solution, signal module has
been chosen to work. This eliminates the problem caused by the device rotation
[22]. Furthermore, it increases user comfort with the system by removing the
restriction to keep the orientation during the learning and recognition process.
For each data in a time window size N , ai = (a
x
i , a
y
i , a
z
i ), i = 1, 2, . . . , N where
x, y and z represent the three accelerometer axis, the accelerometer module is
deﬁned as follow:
|ai| =
√
(axi )
2 + (ayi )
2 + (azi )
2
Hence, the arithmetic mean, the minimum, the maximum, the median, the stan-
dard and the mean deviation, and the signal magnitude area statistics are ob-
tained for each time window.
In addition to the above variables, hereafter called temporary variables, a new
set of statistics called frequency-domain features from the frequency domain
of the problem are generated. Thus, in order to obtain the frequency-domain
features, Fast Fourier Transform (FFT) is applied for each time window.
For the barometer sensor, two measures are obtained for each time window: at
the beginning and at the end, taking into account the diﬀerence between them.
b = bN − b1
It is important to note that in this case, the absolute value is not taken into account,
contrary to what was done with the values obtained from the accelerometer.
2.2 Set of Activities
Far from being a static system, the number and type of activities recognized
by the system depends on the user. Thanks to this proposal when users is
carrying out activities that have not been learned before can be determined.
This is achieved basing on the analysis of probability associated to each pattern
while user is performing the activities. Obviously, the number of activities to be
detected will impact on the accuracy of the system. Especially if acceleration
patterns between activities are very similar.
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For a large numbers of users could be interesting recognize a few activities,
such as walking, sitting and falling. But for another users, activities like driving
or biking would be important. However, to carry out a comparative analysis of
the accuracy and performance of the discrete recognition method proposed be-
low, 8 activities were taken into account. These activities are immobile, walking,
running, jumping, cycling, drive, walking-upstairs and walking-downstairs.
Therefore, the learning system allows the user to decide what activities he/she
wants the system to recognize. This is highly useful when the determination of
certain very speciﬁc activities on monitored users is required.
3 Methodology
3.1 Ameva Algorithm
Let X = {x1, x2, . . . , xn} be a data set of an attribute X of mixed-mode data
such that each example xi belongs to only one of the ` classes of class variable
denoted by
C = {C1, C2, . . . , C`}, ` ≥ 2
A continuous attribute discretization is a function D : X → C which assigns
a class Ci ∈ C to each value x ∈ X in the domain of property that is being
discretized. Let us consider a discretization D which discretizes X into k discrete
intervals:
L(k;X ; C) = {L1, L2, . . . , Lk}
where L1 is the interval [d0, d1] and Lj is the interval (dj−1, dj ], j = 2, 3, . . . , k.
Thus, a discretization variable is deﬁned as L(k) = L(k;X ; C) which veriﬁes
that, for all xi ∈ X , a unique Lj exists such xi ∈ Lj that for i = 1, 2, . . . , n and
j = 1, 2, . . . , k. The discretization variable L(k) of X and the class variable C are
treated from a descriptive point of view.
The main aim of the Ameva method [12] is to maximize the dependency
relationship between the class labels C and the continuous-values attribute L(k),
and at the same time to minimize the number of discrete intervals k. For this,
the following statistic is used:
Ameva(k) =
χ2(k)
k(`− 1) where χ
2(k) = N
⎛⎝−1 + ∑`
i=1
k∑
j=1
n2ij
n·inj·
⎞⎠
and nij denotes the total number of continuous values belonging to the Ci class
that are within the interval Lj , ni· is the total number of instances belonging to
the class Ci and n·j is the total number of instances that belong to the interval
Lj, for i = 1, 2, . . . , ` and j = 1, 2, . . . , k, fulﬁlling the following:
ni· =
k∑
j=1
nij , n·j =
∑`
i=1
nij , N =
∑`
i=1
k∑
j=1
nij
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The original developed algorithm to obtain the best intervals with the Ameva
discretization is based on ﬁnding the cutoﬀ points that provide the best coeﬃ-
cient. To do this, the values of the variables are sorted to ﬁnd the ﬁrst cut (local
maximum). Then, it returns the next cut, and so on, until the Ameva coeﬃ-
cient does not improve. This behavior causes the complexity of the algorithm
is quadratic order, O(n2). A graphic with three local maximums can be seen in
Figure 1.
Fig. 1. An example of Ameva coeﬃcient values with three local maximums
The presented improvement in this work allows to ﬁnd all cuts, allowing the
complexity of the algorithm would be of linear order, O(n). Although there is a
loss of precision, it is negligible for the ﬁeld of study of this work, since it allows
to obtain good results.
Finally, for each statistical Sp ∈ {S1, S2, . . . , Sm}, the discretization process
is performed, obtaining a matrix of order kp× 2, where kp is the number of class
intervals and 2 denotes the inf(Lpi ) and sup(L
p
i ) interval limits i of p statistical.
Hence, a three-dimensional matrix containing the statistics and the set of interval
limits for each statistic is called Discretization Matrix and it is denoted by
W = (wpij)
where p = 1, 2, . . . ,m, i = 1, 2, . . . , kp and j = 1, 2.
Therefore, Discretization Matrix determines the interval at which each data
belongs to the diﬀerent statistical associated values, carrying out a simple and
fast discretization process.
Class Integration. The aim in the next step of the algorithm is to provide a
probability associated with the statistical data for each of the activities based
on previously generated intervals. For this purpose, the elements of the training
set x ∈ X are processed to associate the label of the concrete activity in the
training set. In addition, the value of each statistic is calculated based on the
time window.
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For carrying out the previous process, a Class Matrix, V , is deﬁned as a
three-dimensional matrix that contains the number of data from the training set
associated with a L interval in a C activity for each statistical S of the system.
This matrix is deﬁned as follows:
V = (vpij)
where vpij = #{x ∈ X | inf(Lpi ) < x ≤ sup(Lpi )}, and S = Sp, C = Cj ,
p = 1, 2, . . . ,m, i = 1, 2, . . . , kp and j = 1, 2, . . . , `.
So, each position in the Class Matrix is uniquely associated with a position
in the Discretization Matrix determined by its range.
At this point, there is not only possible to determine the discretization in-
terval, but the Class Matrix helps to obtain the probability associated with the
discretization process performed with the Ameva algorithm.
Activity-interval Matrix. The next step is determined a three-dimensional
matrix, called Activity-Interval Matrix and denoted by U , which determines the
likelihood that a given value x associated to a S statistical corresponds to C
activity in a L interval. This ratio is based on obtaining the goodness of the
Ameva discretization and the aim is to determine the most probable activity
from the data and the intervals generated for the training set.
Each value of U is deﬁned as follows:
upij =
vpij
vp·j
∑`
q=1,q 6=j
(
1− vpiqvp·q
)
`− 1
where vp·j is the total number of time windows of the training process labeled
with the j activity for the p statistic, and p = 1, 2, . . . ,m, i = 1, 2, . . . , kp and
j = 1, 2, . . . , `
Given these values, U for the p statistic is deﬁned as
Up =
⎛⎜⎜⎜⎜⎜⎜⎝
up00 . . . up0j . . . up0`
...
. . .
...
. . .
...
upi0 . . . upij . . . upi`
...
. . .
...
. . .
...
upkp0 . . . upkpj . . . upkp`
⎞⎟⎟⎟⎟⎟⎟⎠
As can be seen in the deﬁnition of U , the likelihood that a data x is associated
with the interval Li corresponding to the activity Cj , depends not only on data,
but all the elements associated with the interval Li for the other activities.
Thus, each upij matrix position can be seen as a grade of belonging that a
given x is identiﬁed to Cj activity, that it is included in the Li interval of the
Sp statistic.
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Similarly, the elements of U have the following properties:
– upij = 0 ⇐⇒ vpij = 0 ∨ vpiq = vp·q, q 6= j
– upij = 1 ⇐⇒ vpij = vp·j = vpi·
Figure 2 shows the overall process described on this section for carry on data
analysis and interval determination.
Recovery data from 
accelerometer 
sensor
End of temporal 
window?No
Build temporal 
window data setYes
Get time-domain 
measures
Apply Fast Fourier 
Transform 
processing
Get frequency-
domain measures
Remove noise 
applying filters
Execute Ameva 
algorithm over each 
variable
Get intervals for 
each measure and 
associated activity 
(Discretization-
Matrix)
number of data 
from the training 
set included on 
each interval  (Class-
Matrix)
Obtain relative 
probabilities of each 
activity of belong to 
each interval of 
Class-Matrix 
(Activity-Interval 
Matrix)
Save Activity-
Interval Matrix into 
user profile
Fig. 2. Overall process of data analysis and interval determination
3.2 Classification Process
Having obtained the discretization intervals and the probabilities of belonging
to each interval, the process by which the classiﬁcation is performed can be
described. This classiﬁcation is based on data from the analysis of time windows.
The process is divided into two main steps: the way in which to perform the
recognition of physical activity is ﬁrst described; and the process to determine
the frequency at which some particular activity is then presented.
Classifying Data. For the classiﬁcation process, the more likely activity is
decided by a majority voting system. As said above, this process parts from the
Activity-Interval Matrix and a set of data x ∈ X for the S set.
Therefore, it consists in ﬁnding an activity Ci ∈ C that maximizes the like-
lihood. The above criterion is collected in the following expression, denoted by
mpa (most likely activity):
mpa(x) = Ck
where k = arg(maxj
∑m
p=1 upij | x ∈ (inf(Lpi ), sup(Lpi )]). The expression shows
that the weight contributed by each statistical to the likely calculation function
is the same. This can be done under the assumption that all statistical provide
the same information to the system and there is not correlation between them.
44 M.A´. A´lvarez de la Concepcio´n et al.
Thus, the mpa represents the activity whose data, obtained through the pro-
cessing time window, is more suited to the value set from U . In this way, the
proposed algorithm not only determine the mpa, but its associated probability.
From this likelihood, certain activities that do not adapt well to sets of generic
classiﬁcation can be identiﬁed. It is an indication that user is carrying out new
activities for which the system has not been trained previously.
Figure 3 shows the overall process described on this section for recognition
process from Activity-Interval Matrix calculated in the previous stage.
Recovery data from 
accelerometer 
sensor
End of temporal 
window?No
Build temporal 
window data setYes
Get time-domain 
measures
Apply Fast Fourier 
Transform 
processing
Get frequency-
domain measures
Find an activity such 
that the sum of 
each interval 
associated 
probabilities (in 
Activity-Interval 
Matriz) is 
maximized
Save most-likely 
activity into user 
activity log
Fig. 3. Overall recognition process from data sensors
4 Method Analysis
Once exposed the bases of the developed activities recognition algorithm, an
analysis of the new proposal was performed. To do this, the new development
was compared with a recognition system widely used based on neural network. In
this case, both learning and recognition was performed by continuous methods.
The test process was conducted in a Google Nexus One for a group of 10 users.
Notably, the activity habits of these users were radically diﬀerent, since 5 of them
were under 30 years while the rest were older than this age. For this purpose, a
document was delivered to each user for describing the activity performed, start
time and end time.
Finally, the learning process consisted on the performing of each activity rec-
ognized by the system for a time of 6 minutes. As for the recognition process,
users were followed over a period of 72 hours.
Moreover, the energy consumption and the processing cost of the system when
it is working on a mobile device are considered. In this case, the conclusion
reached is that the method based on Ameva reduces the computational cost
of the system by about 50% (see Figure 4. The time needed to process a time
window by using nueral networks methods is 1.2 seconds, while, for the Ameva-
based method is 0.6 seconds.
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Fig. 4. Processing time of the Ameva and neural network methods on the device
As can be seen in 5, Ameva battery consumption is lower than neural net-
works. For the ﬁrst one, the battery lifetime is close to 25 hours while for the
last one, it’s only 16 hours. In the comparison can be observed the battery life-
time for decision tree but the main problem of this method, based on statistics
chosen, is the low accuracy, not higher than 60%.
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Fig. 5. Battery life for Ameva compared to neural network and decision tree methods
Based on Accuracy, Recall, Speciﬁcity, Precision, and F measure, Table 1 is
presented. In this table, diﬀerences between the two methods, RNA and Ameva
can be observed. Most values presented for each measure and activity show that
the Ameva method performs better than RNA, especially as regards precision.
Table 1. Performance comparison by using measures of evaluation
XXXXXXXXXActivity
Measure Accuracy Recall Speciﬁcity Precision F-measure (F1)
Ameva RNA Ameva RNA Ameva RNA Ameva RNA Ameva RNA
Walk 98.77% 97.93% 97.92% 93.95% 98.91% 98.57% 93.50% 91.36% 95.66% 92.64%
Upstairs 98.93% 98.17% 95.40% 90.79% 99.43% 99.22% 96.00% 94.35% 95.70% 92.54%
Downstairs 98.64% 98.25% 95.20% 92.68% 99.04% 98.89% 91.95% 90.62% 93.55% 91.64%
Cycle 99.32% 99.03% 96.13% 95.67% 99.73% 99.47% 97.91% 95.89% 97.01% 95.78%
Immobile 98.69% 99.50% 94.57% 97.37% 99.42% 99.88% 96.60% 99.29% 95.58% 98.32%
5 Conclusions
In this work, a recognition system based only on a smartphone and, optionally, a
wireless device is presented obtaining very good results. It should be noted that
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the system does not have communication with a server, thus it does not aﬀect
too much to de battery duration life.
Also, the Ameva discretization algorithm has been modiﬁed in order to im-
proved the accuracy to obtain best results as the last implemented system. It has
therefore been possible to achieve an average accuracy of 98% for the recognition
of 7 types of activities.
In contrast, the number of activities that the system can recognize is limited,
because working only with accelerometer and barometer limits the number of
system variables that can be used, that it can cause that the correlation between
these variables tends to be high.
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CHAPTER 12
EVALUATING WEARABLE ACTIVITY
RECOGNITION AND FALL DETECTION
SYSTEMS
Overview
This paper proposes a protocol that fuses activity recognition (AR) and fall detec-
tion (FD) research areas to achieve a large, open and growing dataset that could,
potentially, provide an enhanced understanding of the activities and fall process and
the information needed to design and evaluate high-performance systems.
Some repositories contain datasets combining AR and FD but reported in and
AR manner, missing some important information from FD point of view like demo-
graphics or context. We defined a protocol focused on create an open and growing
AR-FD dataset with simple and complex activities and, more important, simulated
and real falls.
Due to the fact that current mobile phones include triaxial accelerometers, gyro-
scopes and magnetometers and are wearable and ubiquitous devices, one or more are
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used to acquire the data. Also, to avoid only one configuration, all the positions are
detailed in the dataset, so some features will be present and others no. In addition,
a video recording, time-stamped and synchronized to the acquisition data mobile
phones must be included to the dataset because some information are hard to report
from non-medical people.
From the previous information, the missing information can be completed analysing
the video and even discard some not suitable events. Also, more instances can be
added to the dataset by uploading the video and the generated files to a server.
Fusing FD and AR must support active independent living in aged people achiev-
ing two main challenges: having public datasets in realistic environments with a rich
configuration of sensors and a good description of users, sensors, activities and falls
and environment; and evaluating multiple algorithms/systems through either live
competitions or new and independent datasets. Competitions are good examples of
how to evaluate different hardware and software approaches with the same goal, but
it requires an investment of both time and money.
This high replicable protocol creates an open, flexible, growing and community
maintained dataset of multiple activities and simulated or real falls. Also, it allows
a software competition based on multiple hardware configurations using diverse po-
sitions of the acquisition tools to use it.
Context
This research was the result of a decision about covering an empty area in AR-
FD databases. It was based on the need of supporting common and standarized
information for researchers and non-medical people in order to compare the result
between different activity recognition and fall detections systems. This paper is the
result of over more than 3 year’s work and currently is used as an standard protocol
for the activity recognition and fall detections areas of investigation.
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Abstract— Activity recognition (AR) and fall detection (FD) 
research areas are very related in assistance scenarios but 
evolve independently. Evaluate them is not trivial and the lack 
of FD real-world datasets implies a big issue. A protocol that 
fuses AR and FD is proposed to achieve a large, open and 
growing dataset that could, potentially, provide an enhanced 
understanding of the activities and fall process and the infor-
mation needed to design and evaluate high-performance sys-
tems. 
Keywords— AAL, Activity recognition, Fall detection, iner-
tial sensor. 
I. INTRODUCTION  
Demographic tendencies in today’s societies lead to gen-
trification of the population both in developed and develop-
ing countries as well as in third world countries. According 
to UNFPA[1] although currently only Japan has an older 
population of more than 30 per cent, by 2050, 64 countries 
are expected to join it. These countries are supporting Am-
bient Assisted Living (AAL) research programs that address 
ICT technologies for the independent living of elders and 
disabled [2]. 
To achieve this goal, two main pillars are needed: Activ-
ity Recognition (AR) and Fall Detection (FD). 
AR is a research area where the objective is to recognize 
human activities. The automatic and unobtrusive 
identification of users activities is one of the challenging 
goals of context-aware computing [3] and is expected to be 
a practical solution to monitor aged people. AR can be fo-
cused on basic activities (lying, sitting, standing up, etc.) or 
in complex ones (watching TV, cooking, having a shower, 
etc.). AR can be a good feedback tool to advise the user, 
relatives or doctors about the accomplishment of rehabilita-
tion, preventive exercises or specific activity goals such as 
get some number of steps a day. 
FD can be defined as an assistive technology whose main 
objective is to alert when a fall event occurs. In a real-life 
scenario, it has the potential to mitigate some of the adverse 
consequences of a fall. Specifically, FD can have a direct 
impact on the reduction in the fear of falling and the rapid 
provision of assistance after a fall. In fact, falls and fear of 
falling depend on each other: an individual who falls may 
subsequently develop fear of falling and, viceversa, the fear 
of falling may increase the risk of suffering from a fall [4]. 
Fear of falling has been shown to be associated with  
negative consequences such as avoidance of activities, less 
physical activity, falling, depression, decreased social con-
tact and lower quality of life. 
According to the World Health Organization [5] more 
than 28% of people aged 65 and over fall each year increas-
ing to more than 32% for those over 70 years of age. If 
preventive measures are not taken in the immediate future, 
the number of injuries caused by falls is projected to be a 
100% higher in 2030. In this context, assistive devices that 
could help to alleviate this major health problem are a social 
necessity. Indeed, fall detectors are being actively  
investigated. 
The rest of the paper is organized as follows: Section 2 
gives an overview of how AR systems are being evaluated 
and compared each other, Section 3 reviews the same for 
FD. The proposal of a high replicable protocol to create an 
open, flexible, growing and community maintained AR and 
FD dataset is presented in sections 4. Section 5 draws the 
conclusions. 
II. EVALUATING AR 
AR using wearable sensors [6] allows monitor user exer-
cises and activities or detect abnormal behavior. AR also 
supports independent living, the main focus of some Euro-
pean Projects [7]. 
AR is mature enough from datasets point of view: Multi-
ple datasets can be found in UCI Machine Learning Reposi-
tory composed by different Activities of Daily Living 
(ADL). However, since each research group use different 
hardware or place their sensors in different positions, not all 
the datasets are feasible to every system and comparisons 
between different AR systems is not possible. To solve this 
problem two solutions have been proposed:  
• Software-based competitions with a high number 
of sensors where the systems can choose the pre-
ferred sensors close to his hardware configuration. 
AR Challenge OPPORTUNITY [8], is the best ex-
ample: an extremely sensor-rich and activity-rich 
common dataset against which all participants 
benchmark their proposed activity recognition 
software. The dataset includes 72 body-worn, am-
bient, and object sensors, a very high number of ac-
tivity instances (more than 2500 instances of ges-
tures) labeled at various levels of abstractions, 
executed by multiple persons. 
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•  Live competitions or (hardware + software)-
based competitions where the competitors are 
requested to install and run their systems during 
a set of benchmarks. This approach is more 
challenging because it is often the data-
acquisition part (the sensors) that limits the sys-
tems’ reliability and acceptability, and thus their 
real-life usability. EvAAL (standing for Evalu-
ating AAL Systems through Competitive 
Benchmarking) AR track competition [9] is the 
only competition hold with these characteristics.  
 
A. EvAAL Experience 
The main objective of AR track is to evaluate AR sys-
tems intended to be used by the elderly in real life.  
During the '12 and '13 competitions, the following seven 
activities were recognized: lying, sitting, standing, walking, 
bending, cycling on a stationary bike, and falling. Most of 
them were selected because they are common in daily life 
and thus recognizing them is the starting point for AR. Cy-
cling was included because it is a recommended exercise for 
older people, while falling is a major health hazard for the 
elderly. All the activities were included in a scenario that 
lasted approximately 5 minutes. The scenario included ac-
tions of daily living (watching TV, working in the kitchen, 
bathroom activities, sleeping) and was repeated twice, with 
the better run by each competitor counting towards the final 
score. In order to get approximately the same ground truth 
for all the competitors, audio cues were played from a file to 
signal the actor as to which activity should be performed 
three seconds in advance, giving the actor the time to pre-
pare for it. This ground truth was refined by an evaluator 
who followed the actor and used an Android phone with a 
custom application to mark the precise time-stamps of the 
activities. In the competition, there is no limitation to the 
number and type of devices comprising the competing ARS. 
The only constraint that ARS should satisfy is the compati-
bility with the physical limitations of the hosting living  
lab. 
While the evaluation scenario was short and relatively 
simple, the impression of people involved was that it is a 
decent indicator or real-life performance. An elderly simula-
tion kit helped emulate the movements of a >65 years old 
person. A longer and more complex evaluation (multiple 
days of real life) would be preferable, but too difficult and 
expensive to organize. 
The competition was a good opportunity for discussion, 
resulting in valuable feedback to improve both the AR and 
FD systems and the competition.  
  
B. AR Datasets information 
• Type of activities reported: Simple activities (ly-
ing, sitting, standing, etc.) or complex activities 
(watching TV, working in the kitchen, bathroom 
activities, sleeping, etc.). 
• Demographics information: number of partici-
pants and in some cases age, weight and height.  
• Sensor information: sampling frequency and 
range, fixation site, number and type of sensors. 
• Attribute information: Description of all the re-
corded attributes. 
III. EVALUATING FD 
Many different approaches have been explored to auto-
matically detect a fall using inertial sensors [10]. The big-
gest problem of this research area is datasets. To the best 
knowledge of authors, there are only a few in the AmI re-
pository [11,12] and in the EvAAL website [13] with simu-
lated falls. Furthermore there are no public datasets with 
real falls a very important issue according Bagalà et al.  
work [14]: published algorithms report high sensitivity (SE) 
and high specificity (SP) being tested on simulated falls 
performed by healthy volunteers, but applying the same 
algorithms to a real fall database SP and SE average is con-
siderably lower. For instance, the best one [15] provides 
83% SE and 97% SP but the results are still different from 
those obtained by the authors on their simulated-falls data-
base (100% SE and SP). Moreover, Kangas et al. [16] also 
found differences between simulated and real-world falls on 
beds in terms of low impact magnitude. 
Without public real fall datasets it is difficult to evaluate 
and compare FD systems such as AR systems. Only projects 
working with “fallers” can compare different algorithms 
with his private databases.  
According Schwickert et al. [17] only 6 of 96 studies 
from 1998 to 2012 were performed including real-world fall 
data. From these papers only one [18] reported more than 
10 falls (n=20). So the private datasets reports less than 100 
falls. Privacy issues and the analysis of FD from a biomedi-
cal point of view promote this lack of public real-world 
datasets. 
 
A. FD Datasets information 
• Type of falls reported: Forward falls, backward 
falls, mixed direction falls 
• Context information: Location (indoor/outdoor), 
activity before the fall (standing, sitting, walk-
ing forward, walking backwards, sit-to stand, 
stand-to-sit, etc.), reported direction of fall 
(Forward, backward, sideward), Impact spot 
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and applying them to an independent and real fall database. 
Furthermore data collection must be prepared to consider 
diverse AR and FD sensor location configuration.  
Our proposal, a high replicable protocol to create an 
open, flexible, growing and community maintained dataset 
of multiple activities and simulated or real falls could allow 
a software competition based on multiple hardware configu-
rations using diverse positions of the acquisition tools, the 
mobile phones. 
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CHAPTER 13
CONCLUSIONS AND FUTURE WORK
I think and think for months and years. Ninety-nine times, the conclusion is false.
The hundredth time I am right - Albert Einstein
13.1 Conclusions
This thesis focuses on the problem of recognizing activities and fall detection in
mobile systems, which presents a major difficulties in terms of battery draining
and accuracy. This obstacle has two bases: on one hand, amount of consumed
energy, which can decrease the battery level; on the other hand, it is known that
a fast response is desired, and the dependency on high performance features in
mobile systems is not sustainable. Moreover, this work takes into account both
energy consumption and performance in mobile systems, and provides a solution to
recognize activities based on discretization processes.
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An activity recognition algorithm and, on top of that, a mobile application has
been developed in order to identify activities in real time in mobile systems whereby
a discretization process have been used as the core of it. This application has been
widely tested both in the labs and in some real scenarios like the EvAAL competition
in order to obtain reliable results, and the mobile application has been published
online through the Google Store, thereby making it available worldwide for people
interested on activity recognition.
The innovation of the thesis is also presented in the use of discretization algo-
rithms, specifically the Ameva discretization algorithm, which is applied in order
to achieve a trade-off between accuracy and energy consumption. This innovation
has proved itself to be a useful improvement for mobile systems in the evaluation
of efficiency and performance of activity recognition, who in turn detects activities
with an high accuracy.
Finally, as result of the applied researching, the developed system got two awards
in international competitions as can be seen in A.3.
13.2 Future work
In terms of activity recognition, future work will focus on the next topics:
• Increasing the number of activities that can be recognized using solely the
accelerometer sensors. The current activities that the system can recognized
have a high dependency on the statistics defined in the process, so defining
new features or removing existing ones could extend the set of activities. Also,
this problem could be solved by including new sensors which provide more
information to the system.
• Reducing the correlation between variables using the approach started in 7. To
date, the current system does not have any preprocess where the statistics are
removed due to the correlation existing between them. The feature reduction
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methodology published was only one basic approach and the next step is to
design an automatic method of creation of feature discrimination rules and
to define some improvements in this methodology to automatically know the
dependence between features without setting manually a threshold value.
• Finding better locations where the mobile device should be placed. The system
gets good results when the device is placed on the hip but it was not widely
tested in some other natural places like the arm (using an sport band) or the
hand when walking.
• Bringing the system to trending mobile devices like smartwatches. Currently,
the application has been developed for smartphones because it is the most
common mobile device but we consider other ones that are connected to it by
Bluetooth or WiFi.
• Extending the mobile application developed as result of the applied research-
ing. As an output of the system for fall detection, it can transmit an alarm
signal complementing existing telecare services allowing a faster response in
case of an medical emergency.
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APPENDIX A
CURRICULUM
A.1 Published papers
During last years, a set of research papers has been published related to the Ameva
discretization algorithm and how it has been used into the activity recognition area
to improving it.
[2009 - 2010]: I participated as a researcher both in a national researching
project called InCare and in a research project of excellence called CUBICO that
improved services for dependant people. Some papers were published in conferences.
[2011]: During 2011 the research was focused on extending the Ameva discretiza-
tion algorithm. The new extension allowed not only to discretize features, but also
to filter them as well. As a result, the paper [6] was a result of this researching.
[2012]: In 2012, we focused our efforts in the use of the Ameva methodology
in Activity Recognition Systems. We developed an Android application that allows
to train a recognize activities using an smartphone. We published a research paper
[87] in this area. Also, as a result of the position as an employee in the CICA, the
paper [5] was published.
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[2013]: This year we decided to continue with the two previous topics: extending
Ameva and applying it in the Activity Recognition area. The papers [26] and [27]
presented the results of researching on them. This new approach comes as a result
of my stage at Laboratoire d’Analyse et d’Architecture des Systèmes of the CNRS
with Dra. Louise Travé-Massuyès during 2012.
[2014]: Finally, during this year we published a well defined methodology that
used the benefits of the Ameva methodology in a well defined Activity Recognition
system. The paper [25] was the result of this researching.
[2015]: Once we have a successful activity recognition methodology, we started
to improve it in terms of battery consumption and we were able to publish the paper
[88]. Also, we decided to focus on wearable devices and as result on it, the paper [9]
was published.
[2016]: This year, we focused our work in fall detection that allowed elderly
people to get an accurate response from medical systems. The result was the paper
[28].
A.1.1 JCR Indexed Journals
1. Title: Mobile activity recognition and fall detection system for el-
derly people using Ameva algorithm. Authors: M.Á. Álvarez de la
Concepción, L.M. Soria Morillo, J.A. Álvarez García, L. González
Abril.
Published in: Pervasive and Mobile Computing, Elsevier, ISSN: 1574-
1192, Date of Publication: January 2017, Volume: 34, On Pages: 3-13, DOI:
https://doi.org/10.1016/j.pmcj.2016.05.002, Q2 in two categories.
JCR-2016 IF: 2.349.
2. Title: Low Energy Physical Activity Recognition System on Smart-
phones. Authors: L.M. Soria Morillo, L. González Abril, J.A. Ortega
Ramírez, M.Á. Álvarez de la Concepción.
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Published in: Journal of Sensors, MDPI AG, ISSN: 1424-8220, Date of
Publication: March 2015, Volume: 15, Issue: 3, On Pages: 5163-5196, DOI:
https://doi.org/10.3390/s150305163, Q1, Q2 and Q3 in one category
each. JCR-2015 IF: 2.033.
3. Title: Discrete techniques applied to low-energy mobile human ac-
tivity recognition. A new approach. Authors: M.Á. Álvarez de la
Concepción, L.M. Soria Morillo, L. González Abril, J.A. Ortega
Ramírez.
Published in: Journal of Expert Systems with Applications, Elsevier,
ISSN: 0957-4174, Date of Publication: October 2014, Volume: 41, Issue:
14, On Pages: 6138-6146, DOI: https://doi.org/10.1016/j.eswa.2014.
04.018, Q1 in three categories. JCR-2014 IF: 2.240.
A.1.2 Other Journals
4. Title: An adaptive methodology to discretize and select features.
Authors: M.Á. Álvarez de la Concepción, L. González Abril, L.M.
Soria Morillo and J.A. Ortega Ramírez.
Published in: Artificial Intelligence Research, ISSN: 1927-6974, Date of
Publication: February 2013, On Pages: 77-86, DOI: https://doi.org/10.
5430/air.v2n2p77.
5. Title: Extensiones para el ciclo de mejora continua en la enseñanza
e investigación de Ingeniería Informática. Authors: M.Á. Álvarez de
la Concepción, A. Jiménez Ramírez, M.M. Martínez Ballesteros, R.
Martínez Gasca, L. Parody Núñez and L.M. Soria Morillo.
Published in: Revista de Enseñanza Universitaria, ISSN: 1131-5245, Date
of Publication: December 2011, On Pages: 4-26.
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A.1.3 International Conferences
6. Title: Evaluating Wearable Activity Recognition and Fall Detection
Systems. Authors: J.A. Álvarez García, L.M. Soria Morillo, M.Á.
Álvarez de la Concepción, A. Fernández-Montes González and J.A.
Ortega Ramírez.
Published in: 6th European Conference of the International Federa-
tion for Medical and Biological Engineering, ISBN: 978-3-319-11127-
8, Date of Publication: January 2015, On Pages: 653-656, DOI: https:
//doi.org/10.1007/978-3-319-11128-5_163.
7. Title: Hi-Res activity recognition system based on EEG and WoT.
Authors: L.M. Soria Morillo, M.Á. Álvarez de la Concepción, J.A.
Álvarez García, J.A. Ortega Ramírez and R. Vergara.
Published in: Ambient Intelligence for Telemedicine and Automotive,
ISBN: 978-84-697-0147-8, Date of publication: November 2013, On Pages:
7-11.
8. Title: A new back-propagation algorithm with momentum coefficient
for medical datasets. Authors: V. Montes Valencia, J.M. Chincho
Cardosa, M.Á. Álvarez de la Concepción, L.M. Soria Morillo and
J.A. Ortega Ramírez and R. Vergara.
Published in: Ambient Intelligence for Telemedicine and Automotive,
ISBN: 978-84-697-0147-8, Date of publication: November 2013, On Pages:
19-21.
9. Title: Activity Recognition System Using Non-intrusive Devices through
a Complementary Technique Based on Discrete Methods. Authors:
M.Á. Álvarez de la Concepción, L.M. Soria Morillo, L. González
Abril and J.A. Ortega Ramírez.
Published in: Evaluating AAL Systems Through Competitive Bench-
marking, ISSN: 1865-0929, Date of Publication: June 2013, On Pages: 36-47,
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DOI: https://doi.org/10.1007/978-3-642-41043-7.
10. Title: Activity Recognition System Using AMEVA Method. Authors:
L.M. Soria Morillo, L. González Abril, M.Á. Álvarez de la Concep-
ción and J.A. Ortega Ramírez.
Published in: Evaluating AAL Systems Through Competitive Bench-
marking, ISSN: 1865-0929, Date of Publication: January 2013, On Pages:
137-147, DOI: https://doi.org/10.1007/978-3-642-37419-7.
11. Title: Aprendizaje dirigido por etapas para la consecución de apti-
tudes profesionales en asignaturas de Ingeniería del Software. Au-
thors: M.Á. Álvarez de la Concepción, H. Sarmiento, L. González
Abril and J.A. Ortega Ramírez.
Published in: IV Congreso Internacional de Ambientes Virtuales de
Aprendiza Adaptativos y Accesibles, ISSN: 2323-0010, Date of Publica-
tion: December 2012, On Pages: 107-110, DOI: https://doi.org/10.5220/
0003992603010304.
12. Title: The CICA grid: a cloud computing infrastructure on demand
with open source technologies. Authors: M.Á. Álvarez de la Concep-
ción, A. Fernández-Montes González, J.A. Ortega Ramírez and L.
González Abril.
Published in: 14th International Conference on Enterprise Informa-
tion Systems, ISBN: 978-989-8565-11-2, Date of Publication: January 2012,
On Pages: 301-304, DOI: https://doi.org/10.5220/0003992603010304.
13. Title: A qualitative methodology to reduce features in classification
problems. Authors: M.Á. Álvarez de la Concepción, L. González
Abril, J.A. Ortega Ramírez and L.M. Soria Morillo.
Published in: 25th International Workshop on Qualitative Reasoning,
Date of Publication: August 2011, On Pages: 1-4.
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A.1.4 National Conferences
14. Title: Generación de dataset flexible para el reconocimiento de ac-
tividades y caídas. Authors: J.A. Álvarez García, L.M. Soria Morillo
and M.Á. Álvarez de la Concepción.
Published in: XVI Jornadas de Arca. Sistemas Cualitativos y sus
Aplicaciones en Diagnosis, Robótica e Inteligencia Ambiental, Date
of publication: June 2014, On Pages: 1-4.
15. Title: A comparative about chronicles. Authors: M.Á. Álvarez de
la Concepción, L.M. Soria Morillo, Luis González Abril and J.A.
Ortega Ramírez.
Published in: XV Jornadas de Arca. Sistemas Cualitativos y sus
Aplicaciones en Diagnosis, Robótica e Inteligencia Ambiental, ISBN:
978-84-616-7622-4, Date of publication: June 2013, On Pages: 89-94.
16. Title: An extended chronicle discovery approach to find temporal
patterns between sequences. Authors: M.Á. Álvarez de la Concep-
ción, A. Subias, L. Travé-Massuyès, Luis González Abril and J.A.
Ortega Ramírez.
Published in: XIV Jornadas de Arca. Sistemas Cualitativos y sus
Aplicaciones en Diagnosis, Robótica e Inteligencia Ambiental, Date
of publication: June 2012, On Pages: 51-54.
17. Title: A quantitative methodology to identify related features in data
sets. Authors: M.Á. Álvarez de la Concepción, Luis González Abril,
J.A. Ortega Ramírez, L.M. Soria Morillo and F.J. Cuberos García-
Baquero.
Published in: XIII Jornadas de Arca. Sistemas Cualitativos y sus
Aplicaciones en Diagnosis, Robótica e Inteligencia Ambiental, ISBN:
978-84-615-5513-0. Date of Publication: June 2011, On Pages: 39-43.
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18. Title: Benchmarking on Ameva: a performance test on discretization
Algorithm. Authors: M.Á. Álvarez de la Concepción, F.J. Cuberos
García-Baquero, Luis González Abril and J.A. Ortega Ramírez.
Published in: XII Jornadas de Arca. Eficiencia Energética y Sosteni-
bilidad en Inteligencia Ambiental, ISBN: 978-84-614-6457-9. Date of Pub-
lication: June 2010, On Pages: 101-106.
19. Title: An Approach to the Implementation of Web TV Architecture
with Interactive Services. Authors: A.M. Bellido Romero, M.Á. Ál-
varez de la Concepción, L.M. Soria Morillo, J.A. Ortega Ramírez
and J. Torres Valderrama.
Published in: XII Jornadas de Arca. Eficiencia Energética y Sosteni-
bilidad en Inteligencia Ambiental, ISBN: 978-84-614-6457-9. Date of Pub-
lication: June 2010, On Pages: 83-88.
20. Title: Controlled monitoring in intelligent environments. Authors:
M.Á. Álvarez de la Concepción, A.M. Bellido Romero, J.A. Álvarez
García, J.A. Ortega Ramírez and F. Velasco Morente.
Published in: XI Jornadas de Arca. Sistemas Cualitativos, Diagnosis,
Robótica, Sistemas Domóticos y Computación Ubicua, ISBN: 978-84-
613-71-587. Date of Publication: June 2009, On Pages: 49-52.
21. Title: Social networks applications: detecting school bullying. Au-
thors: A.M. Bellido Romero, M.Á. Álvarez de la Concepción, J.A.
Álvarez García, J.A. Ortega Ramírez, L. González Abril and J. Tor-
res Valderrama.
Published in: XI Jornadas de Arca. Sistemas Cualitativos, Diagnosis,
Robótica, Sistemas Domóticos y Computación Ubicua, ISBN: 978-84-
613-71-587. Date of Publication: June 2009, On Pages: 45-48.
22. Title: A location of robots proposal in collaborative environments.
Authors: M.Á. Álvarez de la Concepción, A. Fernández-Montes González,
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J.A. Ortega Ramírez and F. Velasco Morente.
Published in: X Jornadas de Arca. Sistemas Cualitativos y Diagnosis,
Robótica, Sistemas Domóticos y Computación Ubicua, ISBN: 978-84-
89315-54-9. Date of Publication: June 2008, On Pages: 40-43.
A.2 Patents
23. Title: Grid’5000 Toolbox. A simulating tool to apply energy sav-
ing policies in Grid Computing and Internet Datacenters. Authors:
A. Fernández-Montes González, J.I. Sánchez Venzalá, J.A. Ortega
Ramírez, L. González Abril, F. Velasco Morente, J.A. Álvarez Gar-
cía, M.Á. Álvarez de la Concepción, and L.M. Soria Morillo. Refer-
ence: Request: 2012-12-20, Number: SE-1244-12.
24. Title: Arquitectura para la gestión de tareas de usuarios en un clus-
ter a través de la web. SCI (SIMPLE CLUSTER INTERFACE). Au-
thors: J.A. Ortega Ramírez, L. González Abril, J.A. Álvarez García,
M.Á. Álvarez de la Concepción, D. Fuentes Brenes, A. Fernández-
Montes González, J. Cantón Ferrero, A. Silva, D. Bosque, F. Velasco
Morente, J. Torres Valderrama, M.J. Escalona Cuaresma and L.M.
Soria Morillo. Reference: Request: 2010-10-22, Number: P1001371.
25. Title: Dilos: Dispositivo de Localización y Seguimiento Energética-
mente Eficiente. Authors: L.M. Soria Morillo, M.A. Álvarez de la
Concepción, J.A. Álvarez García, A.M. Bellido Romero, D. Fuentes
Brenes, A. Fernández-Montes González, L. González Abril, J.A. Or-
tega Ramírez, F. Velasco Morente, J. Torres Valderrama and J.I.
Sánchez Venzalá. Reference: Request: 2010-03-22, Number: P201000969,
International Application Number: PCT/ES2011/000237, Publication Num-
ber: WO/2012/010727.
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A.3 Awards
• Third prize in Activity Recognition track in Evaluating AAL Systems
through Competitive Benchmarking in July 2013.
• First prize in Activity Recognition track in Evaluating AAL Systems
through Competitive Benchmarking in July 2012.
A.4 R&D projects
This thesis dissertation has been developed within the framework of the following
research projects:
• Title: La Formación a Través de Dispositivos Móviles. Diseño y
Evaluación de Contenidos y Actividades Formativas a Través de M-
Learning.
Main researchers: Carlos Marcelo García. Granting Entity: Junta de
Andalucía. Consejería de Innovación, Ciencia y Empresa. Period:
2013-2016. Reference: P11-TIC-7124.
• Title: Healthy and Efficient Routes in Massive Open-Data Based
Smart Cities-Citizen.
Main researchers: Juan Antonio Ortega Ramírez and Juan Antonio
Álvarez García. Granting Entity: Gobierno de España. Ministerio de
Economía y Competitividad. Period: 2014-2017. Reference: TIN2013-
46801-C4-1-R.
• Title: Simon. Saving Energy by Intelligent Monitoring.
Main researcher: Juan Antonio Ortega Ramírez. Granting Entity: Junta
de Andalucía. Consejería de Economía, Innovación y Ciencia. Period:
2013-2017. Reference: P11-TIC-8052.
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• Title: Arquitectura para la eficiencia energética y sostenibilidad en
entornos residenciales.
Main researcher: Juan Antonio Ortega Ramírez. Granting Entity: Gob-
ierno de España. Ministerio de Ciencia e Innovación. Period: 2010-
2013. Reference: TIN2009-14378-C02-01.
A.5 Scientific Outreach Events
• Title: Speaker at La Noche de los Investigadores. Year: 2014.
• Title: Member of the Editorial Board of the Journal of Computer
Engineering (COES&RJ-JCE). Year: 2013.
• Title: Member of the Track Chair of the Cognitive Informatics and
Computing track of 1st International Conference on Cognitive and
Sensor Networks. Year: 2013.
• Title: Member of the Technical Program Committee of the Machine
Learning for Signal Processing track of 2nd International Conference
on Digital Signal Processing. Year: 2013.
• Title: Member of the Technical Program Committee of the Cognitive
Informatics and Computing track of 1st International Conference on
Cognitive and Sensor Networks. Year: 2013.
• Title: Member of the Technical Program Committee of the Software
Engineering and Applications track of 2nd International Conference
on Computer Science and Engineering. Year: 2013.
• Title: Member of the Publicity Chair of the 2nd International Con-
ference on Digital Signal Processing. Year: 2013.
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• Title: Member of the Track Chair of the Signal, Image and Speech
Processing track of 5th International Conference on Communica-
tions, Signals and Coding. Year: 2012.
• Title: Member of the Technical Program Committee of the Signal,
Image and Speech Processing track of Mosharaka International Con-
ference on Communications, Signals and Coding. Year: 2012.
• Title: Member of the Technical Program Committee of the Data
Mining and Knowledge Discovery track of 2nd International Con-
ference on Computing and Artificial Intelligence. Year: 2012.
• Title: Member of the Academic Coordinator Team of the Congreso
Internacional de Ambientes Virtuales de Aprendizaje Adaptativos y
Accesibles (CAVA). Year: 2012.
• Title: Member of the Editorial Review Board of the journal Artificial
Intelligence Research (AIR). Year: 2012.
• Title: Member of the Working Group of ADMS.F/OSS. Year: 2012.
• Title: Member of the Organizing Committee of Café con Ciencia.
Year: 2011.
• Title: Speaker at seminar in Laboratoire d’Analyse et d’Architecture
des Systèmes. Year: 2011.
A.6 Supervision of Degree Projects
• Title: Tienda Virtual.
Author: Hatim Khrichfa. Year: 2012-2013.
• Title: REDSOVI.
Author: Felipe García Ojeda. Year: 2012-2013.
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• Title: Brain Application.
Author: Esteban Álvarez Catalán. Year: 2013-2014.
• Title: Sistema multiplataforma de visionado de contenido audiovi-
sual.
Author: Jesús Manuel Vargas Sosa. Year: 2013-2014.
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