Abstract. Reliable detection of irises is a necessary precondition for any iris-based biometric identification system. It is also important in measuring the movement of eyes in applications such as alertness detection and eye-guided user interfaces. This paper introduces a novel iterative algorithm for the accurate and fast localization of irises in eye images.
Introduction
Reliable biometric identification of people has been an important research area for a long time. Due to the current political situation and new legislation, it has become increasingly important for example in access and border control. Computer vision techniques have been successfully utilized in fingerprint and iris recognition, and especially fingerprint-based systems are becoming ubiquitous. Even though iris is seen as the most reliable biometric measure, it is still not in everyday use because of the complexity of the systems.
One of the future challenges in the development of iris recognition systems is their incorporation into devices such as personal computers, mobile phones and embedded devices. In such applications, the computational complexity and noise tolerance of the recognition algorithm play an important role. This paper addresses the computational complexity of the necessary first step in iris recognition, namely iris detection.
The typical way of detecting the iris is to first detect the pupil and utilize the information in finding the iris. Even though a successful detection of the pupil constraints the search for the iris a lot, three independent parameters still need to be found. First, the concentricity of the pupil and the iris cannot be assumed. Therefore, the coordinates of the center of the iris must be found. The radius of the iris becomes the third free parameter. With transform-based techniques, such as the Hough transform, a three-dimensional transform domain must be constructed [10] . This also applies to the integrodifferential operator introduced by Daugman [3] . Some kind of coarse-to-fine strategy must be employed or the transform domain must be limited as in [4, 7] to achieve one-pixel accuracy within reasonable time. Furthermore, reliable edge detection is difficult to implement because the outer boundary of the iris tends to be extremely soft in near infra-red illumination commonly used in iris recognition.
Despite the difficulties, transform-based techniques have been applied to iris detection in recognition [8, 9] . Even though they can sometimes be quite efficiently implemented, a novel iterative approach is introduced to overcome the afroementioned difficulties. The algorithm is based on the fact that relatively accurate initial guesses for the unknown parameters can be obtained based on the location of the pupil. Thus, an iterative algorithm only needs to run a few rounds to converge to the solution. Another advantage of the algorithm is that eyelid detection is incorporated into the detection of the iris. This either makes the task of an eyelid detector, such as the one introduced in [11] , easier or renders it unnecessary.
Detecting the Pupil
In the literature, multiple ways of detecting the pupil have been presented. Some use edge information [2] whereas others utilize thresholding [8] . Since the problem is trivial, most methods work well enough. In this work, a simple yet effient way that utilizes global thresholding is used. In the CASIA database used in the experiments, the method works well, but may need to be replaced with another or enhanced to remove specular higlights if such artifacts exists in images.
In an image containing only an eye and some of its surroundings, the gray level of the pupil is close to the darkest pixel in the image. A gray level that is certainly above that of any of the pixels in the pupil area is selected as a threshold value. The thresholded binary image is inverted and processed with morphological opening to remove any elements smaller than the pupil. Let (x i y i ), i = 1 . . . N denote the image-domain coordinates of the remaining pixels. The center (x c , y c ) of the pupil is obtained by calculating the center of mass of the pixels:
where N is the total number of non-zero pixels. The radius r is directly obtained by recalling that the number of pixels is equal to the area of the circular pupil. Thus, r = N/π.
Detecting the Iris
The proposed algorithm remotely resembles active contour models (snakes) [5] , but the constraints imposed on the boundary curve are treated in a different way. There is no "internal energy" that restricts the shape of the boundary. Instead, a circular boundary is assumed. The algorithm is initialized with a circle whose center is at the center of the pupil. The radius of the circle is chosen to be "somewhat larger" than that of the pupil. The exact value affects practically nothing but the speed of convergence. The idea is to impose a force to selected points on the circle. The magnitude and the direction of the force are determined by two properties of the iris and its outer boundary:
-The iris is (on average) darker than the sclera. -The transition from dark to light is steepest on the exact location of the boundary.
A flow chart representation of the algorithm is shown in Fig. 1 A. • sector:
where (x c y c ) and r denote the center and the radius of the circle and
Angles are measured couter-clockwise starting at the positive x axis direction. In fact, the full 90
• sector is not necessarily used due to eyelids. Eyelid handling is explained in Sect. 4 .
Once the points have been initialized, a force f is independently applied to each:
The force is composed of two components, whose purpose is to drive the boundary 1) to the edge of the dark and bright area (f i,1 ) 2) to the location of the steepest transition (f i,2 ). Each of these components is weighted by a learning constant:
The learning constants are updated so that greater emphasis is put on f 1 in the beginning. The first component, f 1 drives the boundary to dark areas by utilizing the gradient G = ∇I s of a smoothed image I s = K * I (s for smooth), where I denotes the two-dimensional image domain and K is a Gaussian convolution kernel. The gradient in horizontal and vertical direction is estimated with Sobel masks. The equation for f i,1 is simply:
The second component, f 2 moves the boundary towards the steepest gradient:
Once the force has been applied to all points, a new location for the center of the iris is estimated. The equation of a circle is used as a starting point in building a linear estimation model: . . .
The terms r 2 and x 2 c +y 2 c are non-linear, but cannot be removed from the estimation. They are just forgotten in the result. Eq. 11 follows the standard pattern of linear estimation problems:
where Z, H and Θ are matrices that correspond to the terms in Eq. 11. An LS estimate of Θ is obtained by using the Moore-Penrose pseudoinverse [6] :
In Θ, the two topmost rows contain a linear estimate of the iris' center, denoted by ( x c y c ). The radius is estimated by finding an estimate r that minimizes the mean square error distance between the boundary of the circle and the N points. It is simply the mean distance from the estimated center to the measured boundary points:
The parameters of the circle are finally updated with the new estimates:
The algorithm is stopped once the change on both the radius and the center is less than one pixel. Since convergence cannot be guaranteed in the general case, a predefined number of iterations is used as a second stopping criterion.
Detecting Eyelids
Eyelid detection is incorporated into the iris finding algorithm so that pixels on the eyelids are ignored. The locations of eyelid boundaries are estimated on each iteration. This approach has the advantage that no separate algorithm is needed in finding the eyelid. Furthermore, a more accurate esimate of the iris location can be obtained by limiting the search to the sclera.
To detect the eyelid, one only needs to inspect the gray profile of the current estimate of the iris boundary. The gray profile is obtained from the smoothed image:
where γ ∈ [0, 2π) is the rotation angle, and I s (x, y) represents the gray level at (x, y). Eyelids boundaries are detected by utilizing the derivative of a Gaussiansmoothed gray profile g s = k * g, where k represents a one-dimensional Gaussian kernel. The profile is relatively smooth on the iris or the sclera because it cannot steeply cross the boundary of the iris. If the profile crosses the boundary of either eyelid, a rapid change is seen in g s . The exact location of the eyelid boundary is assumed to be at the point of steepest descent of ascent. Fig. 1 B shows a schematic picture of the iris boundary. Since γ is measured counter-clockwise as shown by the curved arrow, the rightmost crossing of the upper eyelid (a) is found first in g(γ). To qualify as an eyelid crossing, g s (γ) must satisfy the following conditions:
1. d dγ g s (γ) must be greater than a threshold, whose value is experimentally found. 2. Once the iris boundary has converged to its final state, the last estimates of the iris boundaries can be used in removing the eyelids. A simple way of doing this is to cut off the circle segment bounded by the boundary points (e.g. the segment between a and b in Fig. 1 B) . Another option is to collect all estimated eyelid boundary points (x i y i ), i = 0 . . . M − 1 found during the iteration. Two sets are collected, one for each eyelid. Finally, a linear estimation problem is built to fit a parabola to the points in a similar manner as in Eq. 11:    y 1 . . . where a, b, and c are the parameters of a parabola described by y = ax 2 + bx + c. The solution is analogous to Eq. 13.
The former of these two methods is faster, but also more sensitive to measurement noise. Another disadvantage is that whenever the eyelid is highly curved, cutting off a segment of the iris wastes information useful for recognition. In many cases, however, this segment is covered by eyelashes anyway.
Experimental Results
To evaluate the algorithm, experiments were performed on the 108 different irises of the CASIA iris image database collected by Institute of Automation, Chinese Academy of Sciences [1] . Since there is no ground truth to compare against, it is difficult to give a quantitative figure of the accuracy of the algorithm. It however seems that correct results are obtained in almost all cases, even when the border between the iris and the sclera is faint, or when the iris is occluded by eyelids. Fig. 2 shows six images of eyes and the corresponding irises. Since the algorithm works faultlessly with all cases in which the iris not significantly occluded or has a prominent boundary, the figure shows only more challenging problems. Images 1-3 show successful detections with faint iris borders and eyelid occlusion. The three last ones show some failures. In images 4 and 5, the boundary of the upper eyelid is detected incorrectly, even though the parameters of the iris are correct. In these examples, the steepest change in the circular gray profile is not at the exact location of the eyelid boundary. In image 6, the very smooth transition from iris to sclera causes a misalignment of the estimated boundary. It remains to be seen how these errors affect identification accuracy.
The algorithm converges very fast. In 59% of cases, only three iterations or less are needed. 93% of the irises are found with six iterations or less. The most difficult cases (2) take 11 iterations. On average, 3.4 iterations are needed.
Performance Considerations
The proposed algorithm has a number of parameters that affect its computational performance. Some of them also affect the accuracy. The optimal trade-off may depend on application, but the following matters should be considered: -Initial guess for the iris boundary. The better the guess the faster the convergence. -Number of samples (N ) used in tuning the iris boundary. This value is affected by image resolution. The theoretical lower bound is three. -Width of the sector (α) the samples are placed on. Not the whole circumfence of the iris needs to be taken into account. For example, in Fig. 1 B, everything in the sector between e and f is ignored. -Eyelid detection. Since circle parameters of the iris boundary change relatively little in the final phase, eyelid detection can be sometimes skipped. The sampling frequency of the gray profile g(α) can also be reduced. -Learning constants. A large learning constant provides fast reaction but also increases noise sensitivity. The magnitude of the learning constants is also affected by the type of the gradient estimator.
The algorithm requires three matrix multiplications and an inversion of a symmetric 4-by-4 matrix on each iteration. Alternatively, these can be replaced with QR decomposition, after which one matrix-vector multiplication followed by back-substitution must be performed. Furthermore, a few squares and a square root are needed for the estimation of the iris center. For maximum computational performance, the calculations should be implemented with integer arithmetic. In addition to the arithmetic performed on each iteration, the input image needs to be convolved with a Gaussian mask and two edge detection masks once in the beginning. For eyelid detection, one-dimensional convolution is needed. Since there is no transform domain to be built, the memory requirements are quite small.
Discussion and Conclusions
The goal of the author is to develop algorithms that can be used with cheap hardware so that iris recognition could one day be easily applicable to any application. As a first step, a novel iterative algorithm for the fast detection of irises was introduced. The algorithm gives faultless results for almost all of the iris images in the CASIA database and converges to the solution in a few iterations.
As a next step, the performance of the algorithm must be measured in a recognition application. Furthermore, the algorithm needs to be evaluated with images containing artifacts such as specular highlights and eyeglasses.
