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Abstract: The increase in the number of connected devices on the 
Internet of Things (IoT), interactions and the amount of data raises a number 
of issues. Two major problems are limitations in terms of network latency 
and bandwidth. While cloud-based infrastructures give us access to scalable, 
on-demand storage and processing services that can scale to the requirements 
of the Internet of Things (IoT), these centralized resources can create unaccept-
able delays and performance problems for devices that have latency-sensitive 
applications, such as health monitoring and emergency response applications. 
This article has been created for the PhD thesis that aims to create a deep 
tech architecture for intelligent IoT systems.
Keywords: Edge Computing; Machine Learning; Deep Tech; Internet of 
Things (IoT).
1 Introducción
The recent increase in the number of devices and applications has led to a 
rapid increase in data storage and processing requirements. Cloud computing 
offers many options that can meet the demands in this context. Therefore, 
Cloud Computing has caused a big change in the way we live and work [1-12].
But we are now at a point where Cloud Computing alone is not enough 
to provide the necessary services. The increase in the number of connected 
devices on the Internet of Things (IoT), the interactions and the amount of 
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data raises several issues. Two major problems are limitations in terms of net-
work latency and bandwidth. While cloud-based infrastructures give us access 
to scalable, on-demand computing and processing services that can scale to 
IoT requirements, these centralized resources can create unacceptable delays 
and performance problems for devices that have latency-sensitive applications 
such as health monitoring and emergency response applications. 
The term Internet of Things (IoT) is one of the emerging technologies of 
recent years and is the basis of many trends such as smart cities, smart homes 
and e-healthcare [13-20]. Now, with IoT, a new era begins with a post-cloud 
name, where there will be a large amount of data generated by things that are 
immersed in our daily lives, and many applications will also be implemented 
on the edge of these devices to consume these data [21-27]. By 2015-2020, 
26.3 billion of these nodes will be connected to the Internet [27-38]. This 
will cause problems with latency and network bandwith.
The problem of network bandwith can cause damage, as IoT devices will 
produce so much data that existing networks will not be able to send it all 
to cloud services in time for processing. This can result in a loss of important 
information for decision making. Data are increasingly produced at the edge 
of the network, so it would be more efficient to process data at the edge of 
the network as well. The process of handling data at the edge is now known 
as «Edge Computing». Cisco has created the term «Fog Computing» which 
implies the computation performed at gateways, routers, etc. Fog computing 
is a distributed model that provides cloud services to peripheral devices on 
the network. In the following sections of this article, several definitions and 
descriptions of these two terms will be explained.
Edge Computing also has a strong influence on how Machine Learning 
methods are implemented. Cloud Computing has enabled a revolution in the 
scalability of artificial intelligence by allowing model training to be conduct-
ed in an affordable and sustainable manner. Since model training generally 
requires a lot of CPU power, it is estimated that training will still be done in 
the Cloud computing, but the inference (which is the application of a trained 
algorithm to a real world) will be done at the edge. The large-scale charac-
teristics of these systems and the complexity of the applications suggest that 
rethinking both the application model and the development process. As can 
be seen in the name of Distributed Artificial Intelligence (DAI), the advances 
in both distributed systems and artificial intelligence are the main fields of 
Ediciones Universidad de Salamanca / cc by-nc-nd The role of Artificial Intelligence and distributed 
computing in IoT applications, pp. 41-54
[43]
Mehmet Ozturk / A deep tech architecture for intelligent IoT systems
driving. Edge Computing provides an excellent way to use autonomous soft-
ware or hardware intelligence agents in a distributed manner [39-47]. This 
comes with a question: How far will artificial intelligence eventually go?
The objective of this paper is to provide an analysis of edge computing, the 
shift of computing models from centralized to edge computing, and to share 
the state of the art on edge computing and models of artificial intelligence 
distribution. This article is carried out with the aim of continuing the doctor-
al thesis to create a deep tech architecture for intelligent Internet of Things 
(IoT) systems.
2 Edge Computing & Fog Computing
Cloud computing has played an important role in the last decade to per-
form massive and complex data computation, taking advantage of virtualized 
resources and parallel processing with scalable data storage. However, due to 
the explosive growth of lightweight connected devices that are driving the 
entire information society into the Internet of Things (IoT) era, the Cloud is 
facing increasing challenges in supporting lightweight IoT devices, especially 
for delay sensitive IoT applications.
Data is increasingly produced at the edge of the network; therefore it 
would be more efficient to process data at the edge of the network as well. 
But, compared to the rapid development of data processing speed, the net-
work bandwidth has become a problem. As an example, for the delay-sensi-
tive case, a Boeing 787 will generate about 5 Gigabytes of data every second, 
but the bandwidth between the aircraft and the satellite or the ground base 
station is not large enough for data transmission. Another example is that an 
autonomous car will generate one gigabyte of data every second and requires 
real-time processing for the vehicle to make the right decisions. If all the data 
has to be sent to the cloud for processing, the response time would be too 
long. Not to mention that the bandwidth and reliability of the current net-
work would be threatened by its ability to support a large number of vehicles 
in a single area. In this case, data needs to be processed at the edge for shorter 
response time, more efficient processing and less network pressure [48-55].
Internet of Things (IoT) refers to the interaction and communication be-
tween billions of devices that produce, and exchange data related to real-world 
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objects (co-sas). The characteristics of IoT, which include a large-scale net-
work of things, heterogeneity at the level of devices and networks and the 
large number of data and events generated by these things, will make the de-
velopment of various applications and services a very complicated task. Inter-
net of Things (IoT) applications need to handle a variety of information from 
a large number of heterogeneous devices. In relation to this issue, the Edge 
Computing (EC) paradigm, with the idea of supporting devices with a cloud 
closer to the edge of the network, appears as an attractive solution. However, 
adding Edge resources complicates network management, as several devices 
will face them [56-63].
Another term that is also a step of cloud-based services through which 
data is produced is «Fog Computing». Cisco defined the concept of «Fog 
computing» as an extension of cloud computing to harness the full potential 
of the IoT. The fog is a layer between the edge and the cloud, which extends 
the cloud closer to the nodes that produce and act on the IoT data. Industrial 
gateways, routers and other devices with the necessary processing power, stor-
age capabilities and network connection may be fog nodes. By analyzing and 
pre-processing the data at these nodes, fog computing can minimize latency 
and reduce bandwidth usage. In addition to Fog Computing, Edge Comput-
ing aims at the same objective. However, additional computing power and 
device storage at the edge are used [64-70].
Fog computing allows for seamless integration of edge and cloud resourc-
es. It supports intelligent, decentralized processing of unprecedented data 
volumes generated by implemented IoT sensors for seamless integration of 
physical and virtual environments. This could generate many benefits for so-
ciety, for example, by enabling intelligent healthcare applications. The further 
development of fog computing could help the IoT to reach its vast potential 
[71].
3 Deep Tech
Deep tech is a new term introduced by Swati Chaturvedi, co-founder and 
CEO of the investment company Propel (x). Deep tech projects are, in prin-
ciple, more socially relevant. By its definition, deep tech refers to «compa-
nies founded on the basis of scientific discovery or significant engineering 
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innovation» and which also seek to make the world a better place. She de-
scribes deep tech: «We define deep tech as companies founded on a scientific 
discovery or significant engineering innovation. This is where they ask: «Not 
all technology companies are based on these principles. Most technology com-
panies today are based on business model innovation or on the transition from 
the offline to the online business model using existing technology. Take the 
example of Uber: Uber is based on the concept of a «shared economy», an 
innovative business model that allows individuals to share existing resources.
On the other hand, deep tech companies rely on tangible scientific dis-
coveries or engineering innovations. They are trying to solve big problems 
that really affect the world around them. For example, a new medical device 
or technique to fight cancer, data analysis to help farmers grow more food, 
or a clean energy solution to try to reduce human impact on climate change. 
Continuing Uber’s reference, companies with deep technology in the trans-
port business would include autonomous vehicles, flying cars or other similar 
transformation technologies [72-74].
There are several examples of deep tech technological innovations in the 
published article [75]. What makes a deep tech technological project different 
from the usual technological products is that it aims to solve real life problems 
through scientific discovery or real technological innovation. For example, in 
the life sciences, «We will not cure cancer by investing in a health monitoring 
application. We will not grow more food, improve our energy efficiency or 
perform more efficient surgery by investing in internet companies or mobile 
applications. To achieve these goals, we will have to invest in real things – in 
cancer drugs, new energy sources and storage, new medical devices... That is 
why it is important to invest in deep technologies – because without these 
technologies, humanity does not move forward [76].
Deep tech projects/companies promise solutions in a wide range of fields, 
using techniques such as Big Data, artificial intelligence or deep learning, 
with a more scientific approach than what is normally seen in media-covered 
technology companies. They are not the digital companies that have grown 
the most in recent years (like Facebook or Spotify), and they are not based 
on innovative business models (like Airbnb). Instead, they solve problems 
through significant scientific or technological developments.
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4 Distributed Artificial Inteligence
Machine Learning (ML) is becoming a part of our lives. There are several 
main reasons for this:
• The increasing capacity of the computers used to build and train ML 
models.
• More data capture capability throughout the computing environment, 
often in the form of low-cost sensors integrated into everyday consumer, 
business and industrial products.
• The development of new algorithms and approaches that improve the 
accuracy of ML applications.
• The creation of software toolkits that make the creation and training of 
ML applications much easier and therefore less expensive.
In addition to these four reasons, there are two other often overlooked fac-
tors that are equally important in bringing AI (artificial intelligence) into our 
lives. These factors are not about where AI is built and trained, but where it 
is implemented and used:
• A reduction in the cost and an increase in the performance of the chips 
that make IA «on the edge».
• Middleware development allows a wider range of applications to run 
smoothly.
• on a wider variety of chips.
This leads to a new model of IA that fits what is to come: construction and 
training, which will continue mainly on increasingly powerful cloud-based 
computers, and inference that is the implementation of the trained ML model.
Cloud computing has enabled a revolution in AI scalability; supporting 
ML by allowing model training to be conducted in an affordable and sustain-
able manner. If you had a large data set and had to study it, you could spin a 
thousand virtual machines to force your way through it. ML basically consists 
of two main steps:
Training is when a data set is studied and the results are incorporated into 
an algorithm of some kind. For example, you must study one million pictures 
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of cats to learn how to identify future cat images. This process requires mas-
sive data and is computationally intensive.
Inference is the application of a learned algorithm to a real-world problem. 
Algorithm training is about the past, inference is about the present. Teaching 
the model to identify a cat is training while taking a single picture and using 
that algorithm to decide if it is a cat or not is an inference.
Where should the calculations be made to make the inference? The short 
answer is that for many – if not most – applications, inference in the future 
will be made at the edge, that is, where the data is collected. This will have 
a big impact on the way the LMA will be developed. The Edge is the next 
stage in the evolution of AI technology. The applications that people use in 
real world products, such as controlling devices in the home or assisting the 
driver in a car, are all running on the edge and many will require real-time 
responses. Any delay from bouncing information to the cloud and back could 
be a problem.
There are many popular research topics related to the ML, including multi-
agent systems, intelligent transport systems, multi-robot systems, wireless 
sensor networks and intelligent network systems. The technology behind this 
is called distributed artificial intelligence (DAI) or distributed intelligence 
(DI). As the term DAI implies, advances in both distributed systems and arti-
ficial intelligence are its main driving forces. There are many ID applications 
such as Smart Grid, Intelligent Surveillance, Industrial Control and Automa-
tion, Wireless Sensor Networks, Multi-Robots, etc. How to train a high accu-
racy model and how to use the inference model on distributed architecture are 
two important topics of AI research. At work, there are two ways to do this:
1. Training on distributed architecture
2. Inference about distributed architecture.
This work proposes three layers of architecture: Sensor Layer, Fog Layer, 
Cloud Layer and Actuator Layer.
5 Conclusion
In this article, we discuss the current state of Cloud Computing, Edge & 
Fog Computing and its relationship to Machine Learning. We can conclude 
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that thanks to IoT and many other developments, most of the calculations 
will be done at the edge, there is a big movement from centralized cloud 
services to distributed edge models. As the price of computing continues to 
fall, the number of computing devices will continue to increase exponentially. 
While that cannot persist indefinitely, one thing seems certain: computational 
devices powered by artificial intelligence will touch our lives in almost every 
conceivable way. The power, safety, and speed requirements of these devices 
require inference at the edge, where data is collected. This will allow for an 
increasingly common way of identifying the digital devices that will play a 
role in our lives.
6 Future work
The next phase of this work is to investigate deep tech architectures that fo-
cus on an artificial intelligence distribution model and, after analyzing them, 
to propose and create a deep tech architecture for intelligent IoT systems.
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