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Der Großteil des geschäftsrelevanten Wissens liegt heute als unstrukturierte Information in Form
von Textdaten auf Internetseiten, in Office-Dokumenten oder Foreneinträgen vor. Zur Extraktion
und Verwertung dieser unstrukturierten Informationen wurde eine Vielzahl von Text-Mining-
Lösungen entwickelt. Viele dieser Systeme wurden in der jüngeren Vergangenheit als Webdienste
zugänglich gemacht, um die Verwertung und Integration zu vereinfachen.
Die Kombination verschiedener solcher Text-Mining-Dienste zur Lösung konkreter Extraktions-
aufgaben erscheint vielversprechend, da so bestehende Stärken ausgenutzt, Schwächen der Sys-
teme minimiert werden können und die Nutzung von Text-Mining-Lösungen vereinfacht werden
kann. Die vorliegende Arbeit adressiert die flexible Kombination von Text-Mining-Diensten in
einem serviceorientierten System und erweitert den Stand der Technik um gezielte Methoden
zur Auswahl der Text-Mining-Dienste, zur Aggregation der Ergebnisse und zur Abbildung der
eingesetzten Klassifikationsschemata.
Zunächst wird die derzeit existierende Dienstlandschaft analysiert und aufbauend darauf eine
Ontologie zur funktionalen Beschreibung der Dienste bereitgestellt, so dass die funktionsgesteu-
erte Auswahl und Kombination der Text-Mining-Dienste ermöglicht wird. Des Weiteren werden
am Beispiel entitätsextrahierender Dienste Algorithmen zur qualitätssteigernden Kombination
von Extraktionsergebnissen erarbeitet und umfangreich evaluiert. Die Arbeit wird durch zusätz-
liche Abbildungs- und Integrationsprozesse ergänzt, die eine Anwendbarkeit auch in heteroge-
nen Dienstlandschaften, bei denen unterschiedliche Klassifikationsschemata zum Einsatz kom-
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2.3.3 Anforderung A3: Abbildung von Entitäts-Klassifikationsschemata . . . . . 15
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Die Wissensextraktion aus Textdokumenten hat in den letzten Jahren enorm an Bedeutung ge-
wonnen. Schätzungen gehen davon aus, dass mehr als 80 Prozent des geschäftsrelevanten Wissens
heutzutage als unstrukturierte Information vorliegt (vgl. [Gri08]). Der Großteil dieser Informa-
tionen befindet sich in Textdaten auf Internetseiten, in Office-Dokumenten, Foreneinträgen, etc.
Eine Verwertung dieser unstrukturierten Informationen in Computeranwendungen, wie Business
Intelligence Lösungen, ist entscheidend für die Sicherstellung der zukünftigen Wettbewerbsfähig-
keit von Unternehmen (siehe auch Simons Ausführungen in
”
Too Big to Ignore“ [Sim13]). Auch
das Marktforschungsunternehmen Gartner hat erst vor kurzem erneut die Wichtigkeit der Ex-
traktion von Bedeutungen aus Textdaten unterstrichen und einen Bericht über Text-Analyse-
Möglichkeiten veröffentlicht (
”
Who’s Who in Text Analytics“ [Gar12]).
Bevor die Daten analysiert werden können, muss das Wissen aus den Textdaten extrahiert wer-
den. Dazu wurden eine Vielzahl von Text-Mining-Ansätzen entwickelt, welche eine große Band-
breite von Prozessen zur Wissensgewinnung unterstützen. Zu den Anwendungsbereichen des Text
Minings gehören unter anderem die Klassifikation von Dokumenten (z. B. Dokument X ist ein
Produktbericht), das Erkennen von Entitäten (z. B.: Person, Ort, Organisation) und deren Bezie-
hungen (z. B. Person X wohnt in Ort Y), sowie die Erkennung von Stimmungen und Meinungen
(z. B. Produkt X findet positiven Anklang).
Bisherige Text-Mining-Systeme werden größtenteils manuell in aufwendiger Arbeit für konkrete
Domänen neu entwickelt. Erste Ansätze, wie das Unstructured Information Management Archi-
tecture (UIMA) Framework [FL04], versuchen diesen Prozess zu modularisieren. Dabei wird der
Text-Mining-Prozess als Pipeline modelliert, die vorgibt, wie extrahiert werden soll. Dennoch
sind immer noch große manuelle Aufwände notwendig, um die einzelnen Module miteinander
zu kombinieren und domänenspezifische Anwendungen zu entwickeln. In letzter Zeit wurden
zudem eine Vielzahl von Text-Mining-Lösungen als Webdienste öffentlich zugänglich gemacht
(z. B. OpenCalais [Tho13] und AlchemyAPI [Orc13a]), um die Verwertung und Integration zu
vereinfachen. Neben der Tatsache, dass die Text-Mining-Lösungen für konkrete Anwendungsfälle
spezialisiert sind, ist auch die Problematik der Ungenauigkeit und Unvollständigkeit der extra-
2 Kapitel 1 Einleitung
hierten Informationen und die damit verbundene begrenzte Konfidenz ein bisher limitierender
Faktor.
Die vorliegende Arbeit hat sich zum Ziel gesetzt, Grundlagen zu schaffen, die eine serviceorientier-
te Kombination verschiedener Text-Mining-Systeme, insbesondere verschiedener Text-Mining-
Dienste, ermöglicht. Der verfolgte serviceorientierte Ansatz hilft, die unmittelbare Nutzung von
Text-Mining-Diensten und -Systemen zu vereinfachen. Die Dissertation liefert neben Beiträgen
zum automatisierten Auffinden, Auswählen und Abbilden der Dienste, spezielle Algorithmen
und Heuristiken zur Kombination der Extraktionsergebnisse, die eine Steigerung der Qualität
und Quantität der extrahierten Informationen ermöglichen.
Im Folgenden wird in Abschnitt 1.1 zunächst eine Motivation für das in der vorliegenden Ar-
beit angestrebte serviceorientierte Text Mining gegeben. Insbesondere werden dabei die Vorteile
der Kombination verschiedener Text-Mining-Systeme verdeutlicht. Anschließend werden in Ab-
schnitt 1.2 die Ziele der Arbeit herausgearbeitet, die Lösungsidee vorgestellt und die in der Arbeit
gemachten Einschränkungen präzisiert. Aufbauend darauf wird in Abschnitt 1.3 die Gliederung
dieser Arbeit vorgestellt.
1.1 Motivation
Im Folgenden wird die Problemstellung der vorliegenden Arbeit an einem Beispiel aus dem Be-
reich der Analyse von Wirtschaftsnachrichten dargestellt. Zur Analyse von Nachrichtentexten
müssen die Texte zunächst mit Hilfe von Text-Mining-Prozessen in strukturierte Form überführt
werden. Bisher ist dazu in der Regel ein aufwendiger Entwurfs- und Implementierungsschritt
notwendig, um einen Anwendungsfall-spezifischen Extraktionsprozess zu modellieren. Die in der
jüngsten Vergangenheit zur Verfügung gestellten Text-Mining-Dienste sollen den Extraktionspro-
zess vereinfachen und beschleunigen. Jedoch sind auch die als Dienste zur Verfügung gestellten
Text-Mining-Systeme auf bestimmte Anwendungsbereiche zugeschnitten und überdies hinaus
fehleranfällig.
Abbildung 1.1 zeigt einen BBC Nachrichtenartikel, der mit Hilfe verschiedener bekannter Text-
Mining-Dienste (OpenCalais [Tho13], AlchemyAPI [Orc13a], FISE [Int13] und Evri [Evr12])
analysiert wurde1. Die Ergebnisse der einzelnen Dienste sind in der Abbildung mit Hilfe farb-
licher und graphischer Hervorhebungen dargestellt. Deutlich erkennbar sind die Unterschiede
in der Mächtigkeit der Text-Mining-Fähigkeiten der einzelnen Dienste. Alle vier verwendeten
Dienste sind in der Lage, Entitäten wie Firmen, Städte oder Produkte zu extrahieren. Darüber
hinaus können einige der Dienste zusätzlich Relationen zwischen den Entitäten identifizieren, den
Gesamttext inhaltlich einordnen oder widergespiegelte Stimmungen erkennen. Bei der Entitätser-
kennung gibt es Unterschiede in der Vollständigkeit und Korrektheit der Ergebnisse. So wird die
TextsequenzEADS (die European Aeronautic Defence and Space Company) zwar vom FISE- und
1 Der Artikel und die Text-Mining-Ergebnisse wurden am 9.März 2011 abgerufen.
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Evri-Dienst als Organisation (Organizations) bzw. Luft- und Raumfahrtgesellschaft (Aerospace
Company) erkannt, jedoch vom sonst sehr umfangreichen und guten Dienst OpenCalais nicht
identifiziert. Zudem gibt es Unterschiede in den für die Bezeichnung der extrahierten Informatio-
nen verwendeten Kategorien - den zugrundeliegenden Klassifikationsschemata. Die Textinstanz
Airbus wird durch den FISE-Dienst als Organization, durch AlchemyAPI und OpenCalais als
Company und durch Evri als Aerospace Company eingeordnet. Alle Kategorisierungen sind an
und für sich korrekt, jedoch ist die Einordnung durch den Evri-Dienst am genauesten.
Abbildung 1.1: Analyse einer Business-Nachricht durch verschiedene Text-Mining-Dienste
Zur Quantifizierung der Qualitäts-, Quantitäts- und Kategorisierungsunterschiede von entitäts-
extrahierenden Diensten wurden im Vorfeld der vorliegenden Arbeit in [SS11] entsprechende
Experimente durchgeführt. Dabei wurde deutlich, dass die Genauigkeit und die Vollständigkeit
der Entitätsergebnisse von Dienst zu Dienst stark variiert und abhängig vom verwendeten Do-
kumentenkorpus ist. Außerdem konnte gezeigt werden, dass die Menge der gefundenen Entitäts-
instanzen, sowie deren Qualität durch die Kombination verschiedener Dienste gesteigert werden
kann. Die detaillierten Ergebnisse sind Anhang A zu entnehmen.
1.2 Ziel der Arbeit
Ausgehend von den in der Motivation herausgestellten Tatsachen hat sich die vorliegende Arbeit
zum Ziel gesetzt, Grundlagen für die serviceorientierte Kombination von Text-Mining-Systemen
zu schaffen. Dabei sollen die Wiederverwendbarkeit existierender Text-Mining-Dienste, die au-
tomatisierte, flexible und generische Kombination dieser und die zuverlässige und genauigkeits-
orientierte Zusammenführung der Extraktionsergebnisse (Aggregation) im Vordergrund stehen.
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Entgegen dem bisherigen Vorgehen, bei dem in aufwendiger Arbeit modelliert wird,
”
wie“ ex-
trahiert werden soll, verfolgt die vorliegende Arbeit einen Ansatz, bei dem lediglich spezifiziert
wird,
”
was“ extrahiert werden soll. Aufgabe des serviceorientierten Text-Mining-Systems ist es,
unter Ausnutzung vorhandener Dienste, die spezifizierte Extraktionsaufgabe zu lösen.
Abbildung 1.2 veranschaulicht die Lösungsidee. Für ein Textdokument und eine Text-Mining-
Aufgabe werden existierende Text-Mining-Dienste automatisiert ausgewählt (in der Abbildung 1.2
z. B. Dienst 1, 2 und 4) und mit dem Textdokument als Eingabe aufgerufen. Die von den
Diensten zurückgelieferten Ergebnisse werden anschließend qualitätsgesteuert aggregiert. Die
Auswahl und Aggregation wird durch Abbildungen zwischen den Klassifikationsschemata der
Dienste unterstützt.
Abbildung 1.2: Lösungsidee
Insbesondere sollen in der Dissertation die nachfolgend aufgeführten Hypothesen belegt werden:
1. Wiederverwendbarkeit & Auffindbarkeit: Existierende Text-Mining-Dienste können wieder-
verwendet werden, indem sie durch eindeutige Beschreibungen auf Basis eines einheitlichen
Modells anhand ihrer funktionalen Eigenschaften auffindbar gemacht und dynamisch kom-
biniert werden.
2. Qualitätssteigerung: Durch geeignete Heuristiken, Algorithmen und Lernprozesse zur Aus-
wahl und Kombination realer Text-Mining-Dienste kann die Qualität der Text-Mining-
Ergebnisse gesteigert werden.
3. Abbildung: Die von realen Text-Mining-Diensten verwendeten Klassifikationsschemata las-
sen sich automatisiert mit einer hinreichenden Qualität aufeinander abbilden.
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Die Herausforderung der Hypothese 1 besteht vor allem in der gezielten Analyse von Text-
Mining-Diensten und der Ableitung und Bereitstellung geeigneter Ansätze zur Auswahl dieser
Dienste in Verknüpfung mit bereits bestehenden Standards der Dienstbeschreibung und -auswahl.
Kernpunkt der Arbeit ist die Hypothese 2, durch deren Belegung der Mehrwert einer servieori-
entierten Kombination von Text-Mining-Diensten gezeigt werden kann. Die größte Schwierigkeit
besteht hierbei in der Fragestellung, wie aus einer Vielzahl von Dienstergebnissen die korrek-
ten Text-Minig-Ergebnisse herausgefiltert werden können. Hypothese 3 spielt eine Rolle, um die
Anwendbarkeit der Hypothesen 1 und 2 auch in heterogenen Dienstlandschaften zu gewährlei-
sten. Die Herausforderung liegt hierbei insbesondere in der Adaption bestehender Verfahren zur
Schemaabbildung auf die spezifischen Eigenschaften von Text-Mining-Klassifikationsschemata.
Einschränkungen Grundlage für diese Arbeit sind bereits verfügbare Text-Mining-Dienste,
die in Abschnitt 3.1.5 eingeführt werden. Diese Dienste verlangen als Eingabe einen Text und
geben entweder einen mit Annotationen versehenen Text oder die extrahierten Objekte an sich
zurück. Anhand dieser Dienste sollen die oben aufgestellten Hypothesen belegt werden. Da es
unmöglich ist, alle existierenden Text-Mining-Methoden (siehe Kapitel 3.1.3) in dieser Arbeit
vollständig abzudecken, werden die Hypothesen 2 und 3 am Beispiel der Entitätserkennung
(d. h. Text-Mining-Dienste, die Entitäten extrahieren) belegt. Diese Text-Mining-Methode ist
zum einen Grundvoraussetzung für viele weitere Text-Mining- und Analyse-Schritte. Zudem exi-
stieren viele Text-Mining-Dienste, die die Erkennung von Entitäten unterstützen, so dass diese
Methode besonders gut geeignet ist, eine umfangreiche Evaluierung der Beiträge dieser Arbeit
anhand von realen Diensten durchzuführen. Inhaltlicher Schwerpunkt der Arbeit liegt deshalb
auf der Kombination von Diensten, die Entitätserkennung anbieten. Jedoch werden generische
Systemkomponenten angestrebt, die auf andere Text-Mining-Prozesse übertragbar sind.
Die Überführung von Webseiten und proprietären Dokumentformaten in Rohtexte gehört, eben-
so wie die Entwicklung neuer Text-Mining-Prozesse, nicht zur Thematik dieser Arbeit. Für die
Überführung von Dokumenten in Rohtexte können bestehende Dienste (z. B. der Textextrakti-
onsdienst von AlchemyAPI [Orc13b]) genutzt werden. Entsprechende Dienstaufrufe und Prozesse
können dem in dieser Arbeit vorgestellten Prozess vorangestellt werden. Die Entwicklung neuer
Text-Mining-Prozesse ist für die Lösung der Problematik dieser Arbeit nicht notwendig. Es sollen
explizit bereits bestehende Lösungen wiederverwendet werden. Das Überbrücken syntaktischer
Unterschiede zwischen den Text-Mining-Diensten wird nur kurz in dieser Arbeit charakterisiert,
aber nicht weiter thematisiert. Jedoch wird auf Ansätze verwiesen, die eine Harmonisierung der
Schnittstellen unterstützen.
1.3 Aufbau der Arbeit
Der Aufbau der Arbeit ist in Abbildung 1.3 visualisiert und orientiert sich an den drei zu
lösenden Hypothesen: die Auswahl von Text-Mining-Diensten, die Aggregation der Text-Mining-
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Ergebnisse und die Abbildung verwendeter Klassifikationsschemata.
In Kapitel 2 wird zunächst die Problemstellung der Arbeit erörtert und Anforderungen an diese
spezifiziert. Im Grundlagenkapitel 3 werden Text Mining, serviceorientierte Architekturen, ser-
viceorientierte Text-Mining-Systeme, sowie die Auswahl, Aggregation und Abbildung von Text-
Mining-Diensten, -Ergebnissen und -Schemata eingeführt. Insbesondere werden verwandte Ar-
beiten diskutiert und von der vorliegenden Arbeit abgegrenzt. Kapitel 4, 5 und 6 stellen die
Beiträge dieser Arbeit in Anlehnung an die in diesem Kapitel aufgestellten Hypothesen vor.
Kapitel 4 thematisiert die Auswahl von Text-Mining-Diensten und stellt die Verknüpfung zwi-
schen Text Mining und serviceorientierter Architektur her. Ausgehend von der Klassifikation exis-
tierender Extraktionsdienste werden Möglichkeiten zur Beschreibung von Text-Mining-Diensten
erörtert und eine Ontologie für die Beschreibung entworfen. Durch die beispielhafte Beschrei-
bung existierender Dienste und die prototypische Implementierung wird die Funktionsfähigkeit
des gewählten Beschreibungsansatzes für die Auswahl und aufgabenspezifische Kombination von
Text-Mining-Diensten aufgezeigt.
Aufbauend auf der Möglichkeit, Text-Mining-Dienste aufgabenspezifisch auszuwählen und zu
kombinieren, beschäftigt sich Kapitel 5 mit der Aggregation von Text-Mining-Ergebnissen. Die
Zusammenführung der Ergebnisse beliebiger Text-Mining-Dienste wird am Beispiel von Entitäts-
ergebnissen analysiert. Es wird ein Prozess für die Aggregation entworfen, sowie neue Aggregati-
onstechniken vorgeschlagen. Die Beiträge zur Aggregation werden umfassend anhand existieren-
Abbildung 1.3: Aufbau der Arbeit
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der Text-Mining-Dienste evaluiert und mit State-of-the-Art-Techniken verglichen.
Damit auch bei Diensten mit heterogenen Klassifikationsschemata eine Aggregation der Ergeb-
nisse möglich ist, widmet sich Kapitel 6 der Abbildung von Text-Mining-Klassifikationsschemata
am Beispiel von Entitäts-Schemata. Ausgehend von einer Analyse der speziellen Eigenschaften
von Text-Mining-Klassifikationsschemata wird ein Abbildungsprozess entworfen. Im Zuge dieses
neuartigen Prozesses werden neue Techniken und Ähnlichkeitsmetriken für den Abbildungsvor-
gang vorgestellt. Der Abbildungsprozess und die neu entworfenen Komponenten werden an einem
eigens dafür erstellten Goldstandard evaluiert und mit bisherigen Schema-Matching-Ansätzen
verglichen.




Das vorliegende Kapitel untersucht die in dieser Arbeit zu lösende Problemstellung. Zunächst
werden in Abschnitt 2.1 zwei Anwendungsszenarien vorgestellt und Anforderungen aus Domänen-
sicht heraus betrachtet. Ausgehend von den Anwendungsszenarien und den im vorangegangen
Kapitel aufgestellten Hypothesen, die in dieser Arbeit belegt werden sollen, wird in Abschnitt 2.2
ein Überblick über ein serviceorientiertes Text-Mining-System gegeben. Im Vordergrund stehen
dabei die technischen Anforderungen, die vom derzeitigen Ist-Zustand ausgehend notwendig sind,
um serviceorientiertes Text Mining zu ermöglichen. Anschließend formuliert Abschnitt 2.3 An-
forderungen an die vorliegende Arbeit. Abschnitt 2.4 fasst schließlich die Problemstellung zu-
sammen.
2.1 Szenarien
Die beiden nachfolgend vorgestellten Anwendungsszenarien sind Beispiele für Szenarien, in denen
ein Einsatz von serviceorientiertem Text Mining denkbar und sinnvoll ist. Problemlos lassen
sich weitere Szenarien finden, wie die Analyse von medizinischen Publikationen hinsichtlich von
Krankheitsbildern, die Analyse von E-Mail-Nachrichten oder die Unterstützung von Help-Desk-
Anwendungen.
Konkurrenz- und Marktanalyse Die im Internet verfügbaren Datenmengen bieten eine her-
vorragende Möglichkeit, den aktuellen Markt durch das Mining von Nachrichten (News Mining)
und Sozialen Medien (Mining Social Media) zu analysieren (zum Beispiel mit Produkten, wie For-
Sight [Cri13] oder Clarabridge Analyze [Cla13]). Das automatisierte Beobachten und Analysieren
von Nachrichten in Feeds, Blogs, Foren, Nachrichtenartikeln, Firmenwebseiten etc. erfordert den
Einsatz einer Reihe von Text-Mining-Methoden und -Verfahren, um die Daten entsprechend auf-
zubereiten. Zum Beispiel können durch die Analyse von Stimmungen subjektive Informationen
zu Firmen und Produkten extrahiert werden, auf deren Grundlage Entscheidungen hinsichtlich
konkreter Geschäftsstrategien getroffen und in der Vergangenheit gemachte Fehlentscheidun-
10 Kapitel 2 Problemstellung
gen erkannt werden können. Die Extraktion von Beziehungen zwischen Konkurrenzunternehmen
ermöglicht die zielgerichtete und zeitnahe Reaktion auf beobachtete Aktivitäten.
News-Mining-Anwendungen müssen sich flexibel an neue und sich ändernde Basisdaten anpas-
sen. Zudem sind oft auch die Anforderungen an die unterstützten Funktionalitäten Änderungen
unterworfen (z. B. kommen zusätzlich zu extrahierende Entitäten hinzu, da diese in einem neuen
Kontext plötzlich relevant sind). Häufig besteht zudem der Wunsch, Funktionalitäten verschie-
dener Text-Mining-Systeme zu kombinieren (z. B. Sentimentanalyse, die von einem Dienst ange-
boten wird, und Klassifizierung, die wiederum nur durch einen anderen Dienst unterstützt wird).
News-Mining-Anwendungen erfordern deshalb ein dynamisches und anpassungsfähiges System.
Weiterhin sind einfache und direkt nutzbare Systeme erforderlich, da die üblichen Nutzer dieser
Anwendungen (z. B. Manager) in der Regel keine entsprechenden Informatikkenntnisse aufweisen
und sich nicht mit der Problematik des Text Minings auseinandersetzen wollen. Sie wollen das
System schnell einsetzen können, ohne große Einstellungen vorzunehmen oder den Text-Mining-
Prozess zu erstellen bzw. modellieren zu lassen. Es werden sehr hohe Anforderungen an die
Qualität der Text-Mining-Ergebnisse gestellt, da anhand der gewonnenen Informationen weitrei-
chende Entscheidungen getroffen werden. In vorangegangenen Arbeiten [SLVL09, LPG+10, SS11]
konnte gezeigt werden, dass durch eine geeignete Kombination verschiedener Systeme die Qua-
lität und insbesondere die Präzision von Ergebnissen gesteigert werden kann.
Biowissenschaften Wissenschaftler vieler Disziplinen werden damit konfrontiert, eine große
Menge möglicherweise relevanter wissenschaftlicher Dokumente und Publikationen zu überblicken.
Spezialisierte Text-Mining-Anwendungen (z. B. BeCAS [NCMO13] und GoPubMed [DS05]) hel-
fen ihnen, die Daten zu handhaben und relevante Informationen zu extrahieren. Text Mining
wird seit vielen Jahren erfolgreich für die Extraktion genetischer Hintergründe von Krankhei-
ten eingesetzt. Es existieren bereits mächtige Algorithmen und Anwendungen für die Extraktion
dieser Informationen. Einige dieser Systeme werden u. a. auch als Webdienste zur Verfügung
gestellt (z. B. BeCAS [NCMO13] und NormaGene [Uni13b]). Die Systeme sind in der Regel
für bestimmte Arten von Lebewesen (Spezies) spezialisiert und hinsichtlich bestimmter Eigen-
schaften optimiert. Da es keine one-suites-all Text-Mining-Anwendung gibt [SLVL09], verspricht
die Kombination verschiedener Dienste große Vorteile. Zum einen könnten Systeme kombiniert
werden, die auf unterschiedliche Spezies ausgerichtet sind, und zum anderen Systeme, die ver-
schiedene Extraktionsfunktionalitäten anbieten (z. B.: die Extraktion von Genen und Proteinen,
die Extraktion von Interaktionen etc.).
Wie beim Konkurrenz- und Marktanalyse-Szenario verfügen die Anwender der Text-Mining-
Systeme über keine oder wenige Informatikkenntnisse. Darüber hinaus haben sie nicht die Zeit,
Analyseprozesse zu modellieren. Die Qualität der extrahierten Informationen ist für die Wissen-
schaftler von großer Bedeutung. Nur genaue und vollständige Ergebnisse können weiterverwendet
werden, um wissenschaftliche Schlüsse zu ziehen. Sind die Ergebnisse ungenau oder fehlerbehaf-
tet, müssen sie manuell überprüft werden. Dies bringt einen großen zeitlichen Aufwand mit sich
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und stellt die Sinnhaftigkeit der Text-Mining-Systeme in Frage. Um Schlussfolgerungen zu ziehen,
ist es für die Wissenschaftler zudem hilfreich, wenn die Herkunft der extrahierten Informationen
angegeben wird.
Zusammenfassung Aus den Anwendungsszenarien geht hervor, dass ein Bedarf nach so-
fort einsetzbaren Text-Mining-Lösungen besteht. Der bisher typische Prozess, angefangen vom
Wunsch, Daten zu extrahieren, über die aufwendige Modellierung des Text Minings, bis hin zur
Implementierung und anschließenden Verwendung des Text-Mining-Systems, soll durch ein di-
rektes Verfahren ersetzt werden. Das in dieser Arbeit vorgestellte serviceorientierte Text Mining
ermöglicht dies, indem es lediglich die Extraktionsaufgabe und die Textdokumente als Eingabe
verlangt und anschließend dynamisch bestehende Dienste für das Lösen der Text-Mining-Aufgabe
einbindet. Die einfache Nutzung des Systems und die wenigen notwendigen Eingaben kommen den
typischen Anwendern entgegen. Beide Anwendungsszenarien verlangen zudem qualitativ hoch-
wertige Text-Mining-Ergebnisse. In Abschnitt 1.1 und in der Vorstudie [SS11] konnte bereits
gezeigt werden, dass durch die Kombination verschiedener Text-Mining-Dienste die Qualität im
Vergleich zu der Qualität der einzelnen Dienste erhöht werden kann.
2.2 Überblick über zu lösende Probleme im Gesamtsystem
Im Folgenden werden die technischen Anforderungen an serviceorientiertes Text Mining erörtert.
Ausgehend von der aktuellen Text-Mining-Dienstlandschaft wird in Abbildung 2.1 eine mögliche
Architektur eines Systems, das in der Lage ist, verschiedene Text-Mining-Dienste miteinander zu
kombinieren, dargestellt. Im unteren Bereich sind drei Beispieldienste abgebildet (Istzustand).
Diese Dienste bieten Text-Mining-Funktionalitäten an, wie die Erkennung von Entitäten. Zur
Einordnung der extrahierten Objekte (z. B. Entitäten) verwenden sie unterschiedliche Klassi-
fikationsschemata (z. B. Company und Aerospace Company zur Klassifizierung von Luft- und
Raumfahrtgesellschaften, vgl. Kapitel 1.1).
Zur syntaktischen Harmonisierung der unterschiedlichen Dienstschnittstellen der Text-Mining-
Dienste können optional Wrapper eingeführt werden. Diese Wrapper können manuell bzw. semi-
automatisch vom Dienstanbieter oder der Community zur Verfügung gestellt werden. Sie sind
einfache Dienste, die die ursprünglichen Antworten der Text-Mining-Dienste in ein vereinheitlich-
tes Format überführen. Sie sollen die Wiederverwendbarkeit der Dienste und die Kombination
der Dienstergebnisse vereinfachen. Alternativ kann auch auf die Wrapper verzichtet werden und
der kombinierende Dienst, der sich um die Auswahl und Aggregation kümmert, unterstützt ver-
schiedene Schnittstellen. In der vorliegenden Arbeit wird das Problem der Harmonisierung der
Dienstschnittstelle nicht thematisiert. Für Evaluationszwecke wurde ein System verwendet, wel-
ches unterschiedlichen Schnittstellen unterstützt.
Damit die Dienste für eine konkrete Text-Mining-Aufgabe entsprechend kombiniert und selek-
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Abbildung 2.1: Architektur für serviceorientiertes Text Mining
tiert werden können, müssen ihre Funktionalitäten in maschinenlesbarer Form dokumentiert sein.
Bisher sind die Dienste meist sehr spärlich beschrieben. Außerdem spezifizieren die verfügbaren
Beschreibungen lediglich die syntaktischen Eigenschaften der Dienste (z. B.: die Schnittstellen, die
Datentypen, die Bindungen und die Zugriffsmodalitäten). Es ist deshalb notwendig, die Dienste
um semantische Beschreibungen der Dienstfunktionalitäten zu ergänzen, welche eine Selektion
in Abhängigkeit der Text-Mining-Aufgabe erlauben. Da sich die Text-Mining-Landschaft auch
in Zukunft weiterentwickeln wird, sollte der zu wählende Beschreibungs- und Auswahlansatz
erweiterbar sein. Damit möglichst viele der bestehenden Text-Mining-Dienste um eine semanti-
sche Beschreibung ergänzt und unnötige Hemmungen vermieden werden, ist es wichtig, dass der
Beschreibungsansatz intuitiv anwendbar ist und zudem auf bestehenden Standards aufbaut und
soweit möglich mit bereits existierenden Ansätzen verknüpft wird. Die semantischen Beschrei-
bungen können über eine Registry zugänglich gemacht werden und die automatisierte Auswahl
eines oder mehrerer adäquater Dienste unterstützen. Die Auswahl der Dienste geschieht über die
spezifizierte Text-Mining-Aufgabe, welche durch die zu untersuchenden Textdokumente und die
zu extrahierenden Objekte spezifiziert ist.
Des Weiteren ist es, sowohl bei der Dienstauswahl, als auch bei der Aggregation von Dienst-
ergebnissen, notwendig, Kenntnisse über die Beziehungen der Elemente der zugrundeliegenden
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Klassifikationsschemata zu besitzen. Die Beziehungen der einzelnen Elemente können in einem
globalen Schema (z. B. einem Graph) spezifiziert werden. Solch ein Schema könnte zum einen
manuell erstellt werden, was jedoch in Hinsicht auf eine sich stets ändernde Dienstlandschaft
und mitunter sehr komplexe Schemata unvorteilhaft wäre. Zu bevorzugen ist deshalb ein au-
tomatisierter Abbildungsprozess, in dem die einzelnen Schemaelemente verglichen werden und
identifiziert wird, ob Elemente äquivalent sind oder zueinander in einer hierarchischen Beziehung
(Element x ist Untertyp von Element y) stehen. Bei der Dienstauswahl kann die Angabe der
zu extrahierenden Objekte durch das Vorhandensein eines globalen Schemas vereinfacht werden,
indem auf die Elemente dieses Schemas verwiesen wird.
Für die Aggregation der Dienste müssen Algorithmen sowie Heuristiken entwickelt werden, die:
• die Ergebnisse verschiedener Dienste zusammenfassen können,
• Entscheidungen bezüglich wahrscheinlich richtiger und falscher Ergebnisse und
• Entscheidungen zu den richtigen Klassifikationstypen für extrahierte Objekte treffen können.
Außerdem sollte es möglich sein, aus einem aggregierten Ergebnis ablesen zu können, wie dieses
Ergebnis entstanden ist (d. h. welche Informationen der Einzeldienste eingeflossen sind), um
zusätzliche Rückschlüsse zur Genauigkeit der Information zu ziehen.
2.3 Abgeleitete Anforderungen
Im Folgenden werden, basierend auf den vorgestellten Anwendungsszenarien, den aufgestellten
Hypothesen und dem soeben gegebenen Systemüberblick, Anforderungen formuliert, die erfüllt
werden müssen, um serviceorientiertes Text Mining zu ermöglichen. Die Anforderungen werden
anhand ihres thematischen Forschungsschwerpunktes gruppiert (Abschnitt 2.3.1 bis 2.3.3): Aus-
wahl von Text-Mining-Diensten (Anforderung A1), Aggregation der Ergebnisse (Anforderung
A2) und Abbildung der verwendeten Klassifikationsschemata (Anforderung A3).
Wie bereits in Kapitel 1 dargelegt, soll die Aggregation von Text-Mining-Ergebnissen, sowie die
Abbildung der verwendeten Klassifikationsschemata am Beispiel von Entitätsextraktionsdiensten
und Entitätsklassifikationsschematas erfolgen.
2.3.1 Anforderung A1: Auswahl von Text-Mining-Diensten
Die vorliegende Arbeit soll dazu beitragen, die automatisierte Auswahl von Text-Mining-Diensten
für konkrete Text-Mining-Aufgaben zu ermöglichen. Bestehende Beschreibungs- und Auswahl-
ansätze sind dazu nur beschränkt in der Lage. Insbesondere fehlen Möglichkeiten zur Beschrei-
bung der funktionalen Eigenschaften der Text-Mining-Dienste. In der Arbeit soll deshalb unter-
sucht werden, wie bestehende Beschreibungskonzepte auf Text-Mining-Dienste übertragen wer-
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den können und welche Erweiterungen notwendig sind. Um die Praxistauglichkeit zu gewährlei-
sten und alle relevanten Merkmale abzudecken, erfordert die Konzeption des Beschreibungsan-
satzes außerdem eine detaillierte Analyse existierender Dienste.
Aus der vorangegangenen Einführung von Anwendungsszenarien und der zu lösenden Probleme
ergeben sich folgende Teilanforderungen:
(A1.1) Praxisrelevanz: Der zu konzipierende Beschreibungs- und Auswahlansatz muss auf exi-
stierende komplexe Text-Mining-Dienste, die Text-Mining-Komplettlösungen anbieten,
anwendbar sein. Um die Erfüllung der Anforderung sicherzustellen, ist es erforderlich,
die aktuelle Text-Mining-Dienstlandschaft zu analysieren.
(A1.2) Semantischer Ansatz: Es muss ein semantischer Beschreibungsansatz für Text-Mining-
Dienste gefunden werden, der bestehende syntaktische Beschreibungen ergänzt und um
Beschreibungen funktionaler Text-Mining-spezifischer Eigenschaften erweitert. Dabei soll-
ten, wenn möglich, bereits bestehende Beschreibungsansätze und Ontologien verwendet
werden, und, wenn erforderlich, entsprechende Beschreibungskomponenten (z. B. in Form
einer Ontologie) erarbeitet werden.
(A1.3) Verständlichkeit und Erweiterbarkeit: Der Beschreibungs- und Auswahlansatz sollte
so einfach wie möglich konzipiert werden. Zum einen sollte er intuitiv anwendbar sein, so
dass keine großen Hemmnisse bestehen, Text-Mining-Dienste um entsprechende Beschrei-
bungen zu ergänzen. Weiterhin muss sichergestellt werden, dass der Ansatz Möglichkeiten
der Erweiterbarkeit bietet, da sich die Text-Mining-Dienstlandschaft weiterentwickeln
wird und zu erwarten ist, dass neue Merkmale im Beschreibungs- und Auswahlansatz
ergänzt werden müssen.
(A1.4) Auswählbarkeit: Der gewählte Ansatz muss es ermöglichen, Dienste gezielt nach funk-
tionalen Gesichtspunkten auszuwählen. Dazu muss zum einen die Spezifizierung der
Text-Mining-Aufgabe ermöglicht werden. Zum anderen muss gezeigt werden, dass Text-
Mining-Dienste für solch eine spezifizierte Aufgabe - mit Hilfe des gewählten Beschrei-
bungs- und Auswahlansatzes - ausgewählt werden können.
2.3.2 Anforderung A2: Aggregation von Entitätsergebnissen
Die Arbeit soll weiterhin Beiträge zur Aggregation der Ergebnisse verschiedener Text-Mining-
Dienste liefern, indem entsprechende Algorithmen und Heuristiken entwickelt werden. Die Ag-
gregation soll am Beispiel von Entitätsergebnissen durchgeführt werden. Im Vordergrund steht
die Fragestellung, wie aus der Ergebnismenge die korrekten Ergebnisse herausgefiltert werden
können, so dass die Gesamtqualität der Ergebnisse im Vergleich zu den Einzelsystemen gestei-
gert werden kann. Insbesondere müssen folgende Teilanforderungen gelöst werden:
(A2.1) Kombination: Es muss ein Konzept entwickelt werden, das die Ergebnisse von realen
Text-Mining-Diensten in ein kombiniertes Ergebnis überführen kann. Damit dies mit dem
Ziel der Qualitätssteigerung umgesetzt werden kann, muss das zu entwickelnde Aggrega-
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tionsverfahren in der Lage sein, konfliktbehaftete Ergebnismengen der Einzeldienste zu
aggregieren. In erster Linie muss dazu eine Heuristik entwickelt werden, die Entscheidun-
gen hinsichtlich der korrekten Entitätsposition und des korrekten Entitätstyps auf Basis
der einzelnen Dienstergebnisse trifft.
(A2.2) Dynamisch: Da sich die Text-Mining-Dienstlandschaft jederzeit verändern kann und
Dienste nicht immer verfügbar sind, muss das zu erstellende Aggregationsverfahren auf
eine sich ändernde Zusammensetzung von Text-Mining-Diensten anwendbar sein.
(A2.3) Qualitätssteigerung: Die aggregierten Ergebnisse sollen hinsichtlich der Genauigkeit
und Vollständigkeit im Vergleich zu den Einzeldiensten besser oder mindestens genauso
gut abschneiden, um den Mehrwert einer serviceorientierten Kombination zu rechtferti-
gen. Zudem soll gezeigt werden, dass die konzipierten Heuristiken eine höhere Qualität
erzielen als triviale Kombinationsmöglichkeiten.
(A2.4) Rückverfolgbarkeit: Es muss möglich sein, aus einem aggregierten Extraktionsergebnis
die Einzelergebnisse der Dienste zu rekonstruieren, um diese dem Nutzer eines service-
orientierten Systems auf Wunsch anzuzeigen. Dazu müssen die aggregierten Ergebnisse
mit traceability-Informationen versehen werden.
2.3.3 Anforderung A3: Abbildung von Entitäts-Klassifikationsschemata
Letztendlich soll die Arbeit untersuchen, wie die serviceorientierte Kombination der Dienster-
gebnisse auch in einer nicht heterogenen Dienstlandschaft - insbesondere bei Verwendung un-
terschiedlicher Entitätsklassifikationsschemata - angewendet werden kann. Im Vordergrund steht
deshalb die Analyse, wie Klassifikationsschemata verschiedener Text-Mining-Dienste aufeinan-
der abgebildet werden können und welche besonderen Eigenschaften dabei berücksichtigt werden
müssen. Zusätzlich sollen die folgenden Unteranforderungen erfüllt werden:
(A3.1) Automatisierung: Da die serviceorientierte Kombination der Dienste automatisiert er-
folgt, soll auch für die Abbildung der Klassifikationsschemata ein automatisierbarer Pro-
zess angestrebt werden. Dieser Prozess muss in der Lage sein, Schemata unterschiedlicher
Mächtigkeit und Strukturiertheit aufeinander abzubilden.
(A3.2) Beziehungstypen: Wie im vorangegangen Abschnitt verdeutlicht, muss der zu konzi-
pierende Abbildungsprozess in der Lage sein, Äquivalenzbeziehungen (Typ a ist seman-
tisch identisch zu Typ b) und hierarchische Beziehungen (Typ c ist Untertyp von Typ
d) zwischen den Elementen verschiedener Klassifikationsschemata zu erkennen. Die Ab-
bildungen können, falls durch den Prozess modellierbar, durch assoziative Beziehungen
(Typ e steht in Beziehung zu Typ f) ergänzt werden.
(A3.3) Qualität: Um Fehlerfortpflanzungen bei der Verwendung der gewonnenen Abbildungen
zu vermeiden, muss eine hohe Qualität des Abbildungsprozesses sichergestellt werden. Ins-
besondere sollte der zu konzipierende Abbildungsprozess eine höhere Qualität als bereits
existierende Abbildungsverfahren (die jedoch nicht auf Klassifikationsschemata speziali-
siert sind) erzielen.
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(A3.4) Integration: Zur Unterstützung des Dienstauswahlprozesses und der Aggregation der
Ergebnisse ist es wünschenswert, dass alle durch den Abbildungsprozess erhaltenen Ab-
bildungen (semi-)automatisiert bereinigt und in Graphform überführt werden, so dass ein
”
globales Schema“ entsteht. Es sollte außerdem die Möglichkeit offen gehalten werden,
adhoc neue Schemata in das globale Schema einzubinden (ohne den gesamten Abbil-
dungsprozess erneut zu durchlaufen), da sich die Text-Mining-Dienstlandschaft und die
verwendeten Schemata ändern können.
2.4 Zusammenfassung
In diesem Kapitel konnte die Zielstellung der Arbeit detaillierter analysiert werden. Insbeson-
dere konnte erörtert werden, welche Anforderungen für die einzelnen Ziele der Arbeit erfüllt
werden müssen. Zur Lösung des ersten Hypothese - Unterstützung der Auswahl von Text-Mining-
Diensten - muss zunächst die Anforderung A1 erfüllt werden. Anforderung A2 beantwortet die
Frage nach der qualitätssteigernden Kombination und Aggregation von Text-Mining-Diensten
und ihren Ergebnissen (Hypothese 2). Durch die Erfüllung der Anforderung A3 kann schließlich
die dritte Hypothese - Abbildung von Text-Mining-Klassifikationsschemata - belegt werden. In
Kapitel 4, 5 und 6 werden Beiträge, gruppiert nach dem zugehörigen Ziel, vorgestellt, die zur Er-
reichung der abgeleiteten Anforderungen und damit der Ziele dieser Arbeit beitragen. Zunächst
werden jedoch im folgenden Kapitel 3 die verwandten Arbeiten der vorliegenden Arbeit analy-
siert und untersucht, inwieweit bestehende Ansätze für die Lösung der gestellten Anforderungen
und Probleme eingesetzt werden können.
Kapitel 3
Verwandte Arbeiten
Dieses Kapitel diskutiert verwandte Arbeiten auf dem Gebiet des serviceorientierten Text Mi-
nings. Dabei wird untersucht, inwiefern bereits existierende Ansätze, Systeme und Techniken für
die Lösung der in Kapitel 2.3 gestellten Anforderungen verwendet werden können. Zusätzlich
werden bestehende Defizite und Grenzen des State-of-the-Arts aufgedeckt und die Beiträge der
vorliegenden Arbeit von den existieren Ansätzen und Systemen abgegrenzt.
In Abschnitt 3.1 werden zunächst Grundlagen im Bereich des Text Minings vorgestellt, die zum
Verständnis der vorliegenden Arbeit notwendig sind. Zusätzlich werden bestehende Text-Mining-
Dienste, von denen einige für die Evaluation der Beiträge dieser Arbeit herangezogen werden,
aufgelistet. Abschnitt 3.2 gibt einen kurzen Einblick in das Konzept serviceorientierter Archi-
tekturen und diskutiert anschließend serviceorientierte Text-Mining-Ansätze im Allgemeinen.
Darauffolgend werden die verwandten Arbeiten zu den einzelnen thematischen Schwerpunkten
dieser Arbeit analysiert. Abschnitt 3.3 untersucht verwandte Arbeiten, die die Auswahl von Text-
Mining-Diensten unterstützen. Insbesondere wird dabei auf die Thematik der Beschreibung von
Text-Mining-Diensten eingegangen. Abschnitt 3.4 analysiert Arbeiten, die sich mit der Aggregati-
on von Text-Mining-Ergebnissen auseinandersetzen. Schwerpunkt wird dabei auf Kombinations-
techniken für Entitäts-Ergebnisse gelegt. In Abschnitt 3.5 werden schließlich Möglichkeiten der
Abbildung von Klassifikationsschemata, die für die Kategorisierung extrahierter Informationen
verwendet werden, diskutiert.
3.1 Text Mining
Text Mining befasst sich mit der Wissensgewinnung aus schwach- und unstrukturierten Textda-
ten. Zur besseren Abgrenzung des Forschungsbereiches Text Mining werden in Abbildung 3.1
wissensgewinnende Disziplinen nach dem Strukturiertheitsgrad der zugrundeliegenden Daten
und dem verfolgten Ziel abgegrenzt. Beim Strukturiertheitsgrad wird unterschieden in struk-
turierte (z. B. Datenbankeinträge) und unstrukturierte Daten (z. B. Textdokumente). Das Ziel
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der Wissensgewinnung ist entweder die reine Suche nach Informationen (Zugriff, Abfrage von
Informationen) oder die Suche nach der Bedeutung von Daten (Interpretation, Anfragen von
Wissen). Sowohl Information Retrieval als auch Text Mining kommen bei unstrukturierten Da-
ten zum Einsatz. Information Retrieval ist das Auffinden von Dokumenten, welche Antworten
auf konkrete Fragen liefern. Im Vordergrund steht dabei jedoch nicht das Finden der Antwort
an sich, sondern das Auffinden bzw. Abrufen (retrieval zu deutsch: Abfragen, Wiederfinden)
relevanter Dokumente [Hea99]. Im Gegensatz zum Information Retrieval beschäftigt sich Text
Mining explizit mit der Entdeckung von Wissen. Im Vordergrund steht das Interpretieren der
zugrundeliegenden unstrukturierten Daten und die Erschließung von Wissen.
Zugriff Interpretation
Information durch Abfrage Wissen durch Anfrage
Strukturierte Daten Datenbanksysteme Data Mining
Unstrukturierte Daten Information Retrieval Text Mining
Tabelle 3.1: Abgrenzung wissensgewinnender Disziplinen nach [HQW06]
3.1.1 Begriffsdefinition
Text Mining hat sich seit Ende der 90er Jahre als Oberbegriff für eine Vielzahl von Methoden
zur Wissensgewinnung aus Textdokumenten etabliert. Erstmalig erwähnt wurde das Forschungs-
gebiet unter dem Namen Wissensgewinnung aus Text (knowledge discovery from text) durch
Feldman und Dagan im Jahr 1995 [FD95]. Im Gegensatz zum Data Mining werden beim Text
Mining schwach und unstrukturierte textuelle Daten in eine strukturierte Form überführt. Für
den Begriff des Text Minings existiert keine generell akzeptierte Definition. Hotho et al. [HNP05]
verweisen auf die folgenden drei Definitionen:
• Text Mining = Informationsextraktion [Seb02] Ein erster Ansatz bezieht Text Mining vor
allem auf den Aspekt der Extraktion von Fakten aus Texten und setzt es weitestgehend
mit der Informationsextraktion gleich.
• Text Mining = Text Data Mining [KB00] Text Mining wird aber auch als das Erkennen
von nützlichen Mustern in Texten definiert. Diesem Prozess können neben Methoden und
Algorithmen der Informationsextraktion und der natürlichen Sprachverarbeitung auch Al-
gorithmen aus dem Data-Mining-Bereich zugeordnet werden.
• Text Mining = Prozess der Wissensgewinnung aus Daten [Hea99] Dem Ansatz der Wissens-
gewinnung folgend, definiert Hearst [Hea99] Text Mining als das Extrahieren von neuen,
bisher unbekannten Informationen aus großen Textsammlungen. Im Vordergrund steht da-
bei ein Prozess, der sich aus vielen einzelnen Schritten zusammensetzt und Wissen aus ver-
schiedenen Quellen zusammenführt. Informationsextraktion und Textkategorisierung wer-
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den dabei, im Gegensatz zu den beiden vorherigen Definitionen, explizit aus dem Bereich
des Text Minings ausgeschlossen [MW05].
Der Begriff des Text Mining ist in der vorliegenden Arbeit, in Anlehnung an den methodenori-
entierten Ansatz [MW05], wie folgt definiert:
Definition 1 (Text Mining)
Text Mining ist die Gesamtheit aller Methoden und Algorithmen zum (halb-)automatisierten
Gewinnen von Wissen aus Textdaten.
Dieser methodenorientierte Text-Mining-Ansatz fasst verschiedenartige Textextraktions- und
Analysemethoden zusammen. Im Gegensatz zu Hearst [Hea99] müssen die extrahierten Infor-
mationen nicht zwingend neuartig sein.
3.1.2 Text-Mining-Verfahren
Bei den zum Einsatz kommenden Verfahren zur Extraktion der Textinformationen unterscheidet
man in statistische Verfahren bzw. Verfahren des maschinellen Lernens und muster- bzw. wissens-
basierte Verfahren [HQW06]. Statistische Text-Mining-Verfahren nutzen (sprach-)statistische
Gesetzmäßigkeiten, um Texten auf Basis verschiedener Kriterien relevante Merkmale zuzuordnen.
Zur Generierung und zum Anlernen der statistischen Modelle sind in der Regel große Mengen
an annotierten Trainingsdaten notwendig. Muster- bzw. wissensbasierte Text-Mining-Verfahren
nutzen eine Grundmenge an bekanntem Wissen zur Extraktion von neuem Wissen. Zum Einsatz
kommen dabei allgemeingültige, aber auch domänenspezifische Muster, die in Form von manuell
erstellten Regeln vorliegen. Durch die Identifikation der vorgegebenen Muster können relevante
Textpassagen herausgefiltert und in explizites Wissen transformiert werden. Im Gegensatz zu
den statistischen Verfahren sind keine Trainingsdaten notwendig, jedoch müssen entsprechende
Regeln zeitaufwendig durch Experten erstellt werden. Bei den Text-Mining-Diensten, die in die-
ser Arbeit betrachtet werden, kommen meist statistische Verfahren zum Einsatz. Jedoch spielt es
für den angestrebten serviceorientierten Ansatz prinzipiell keine Rolle, welches Verfahren einem
Dienst zugrunde liegt.
3.1.3 Text-Mining-Methoden
Neben den verschiedenen Verfahren, wie extrahiert werden kann, wurden eine Vielzahl von Me-
thoden entwickelt, die verschiedene Informationstypen extrahieren und dadurch den Text-Mining-
Prozess unterstützen. Text-Mining-Methoden wenden dabei zur Extraktion die in Abschnitt 3.1.2
eingeführten Verfahren an. Nachfolgend wird ein kurzer Überblick über die gebräuchlichsten und
im Umfeld von Text-Mining-Diensten relevanten Methoden gegeben. Da der Begriff Text Mi-
ning ein sehr weites Feld umfasst, sich ständig weiterentwickelt und es keine allseits anerkannte
Definition gibt, sollte die folgende Aufzählung nicht als vollständig angesehen werden.
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Informationsextraktion (Information Extraction)
Bei der Informationsextraktion werden gezielt Informationen in Textdokumenten gefunden
und in strukturierte Form überführt (d. h. konkrete Textstellen identifiziert und diese struk-
turierten Objekten zugewiesen). Zum Beispiel können so Informationen zu Personen, Orten
etc. gefunden und zueinander in Beziehung gesetzt werden. [Sar08]
Kategorisieren (Categorize)
Einem Dokument werden anhand einer Analyse des Textinhaltes eine oder mehrere Katego-
rien zugeordnet. [FWRZ06] Zum Beispiel können auf diese Art und Weise Nachrichtentexte
nach ihrem inhaltlichen Schwerpunkt (z. B.: Sport, Finanzen, Politik) eingeordnet werden.
Clusterbildung (Clustering)
Bei der Clusterbildung werden Dokumente zu Clustern zusammengefasst. Im Gegensatz zum
Kategorisieren erfolgt die Clusterbildung vollautomatisch und es erfolgt keine Zuordnung von
vorher definierten Kategorien. [FWRZ06]
Stichwortextraktion (Keyword Extraction)
Für ein Textdokument werden Stichwörter identifiziert, die im Text enthalten sind und das
Wesentliche des Inhaltes widerspiegeln. [Hul08]
Identifikation von Konzepten (Concept Tagging)
Dokumenten werden Konzepte zugeordnet, die vom Textinhalt abgeleitet werden. Im Ge-
gensatz zur Stichwortextraktion müssen die Konzeptterme nicht direkt im Text enthalten
sein. [Blu13]
Verbindung von Themen (Concept Linkage)
Zwischen verwandten Dokumenten werden Zusammenhänge auf Grundlage gemeinsamer
Themen hergestellt. Diese Verknüpfungen sind in der Regel mit traditionellen Suchmetho-
den sehr schwer oder kaum zu finden. Zum Beispiel ermöglicht diese Text-Mining-Methode
Verbindungen zwischen Krankheiten und Behandlungen aufzudecken, die durch Menschen
aufgrund der Fülle an Informationen nicht identifizierbar sind. [FWRZ06]
Themen-Verfolgung (Topic Tracking)
Durch die Eingabe von Schlüsselwörtern werden beim Topic Tracking gezielt Informationen
im Web verfolgt. Sobald neue Informationen zu den verfolgten Themen auftauchen, wird der
Nutzer bzw. das System benachrichtigt. [FWRZ06]
Sentimentanalyse (Sentiment Analysis/Opinion Mining)
Dokumente werden auf enthaltene subjektive Informationen hin untersucht. Dabei können
unter anderem die Polarität eines Textes, Haltungen und Stimmungen identifiziert wer-
den. [Liu12]
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Zusammenfassen (Summarization)
Für einen Text bzw. mehrere Textdokumente zusammen werden automatisiert Zusammen-
fassungen generiert, die einen Überblick über den Inhalt geben. [FWRZ06]
Informationsvisualisierung (Information Visualizing)
Eine Menge von Texten wird visuell in Form einer zu durchforstenden Karte oder einer
hierarchischen Abbildung dargestellt. Zur Datenanalyse kann der Benutzer mit der Karte
interagieren, indem er zoomt, skaliert oder Teilbereiche auswählt. [FWRZ06]
Welche und wie viele der vorgestellten Methoden konkrete Text-Mining-Dienste unterstützen
ist unterschiedlich. Es gibt Dienste, die auf eine Methode spezialisiert sind (z. B. unterstützt
der FISE-Dienst [Int13] nur Informationsextraktionsmethoden), und Dienste, die mehrere Text-
Mining-Methoden anbieten (z. B. bietet der AlchemyAPI-Dienst [Orc13a] u. a. Informationsex-
traktion, Kategorisierung und Clusterbildung an). In der vorliegenden Arbeit werden die meisten
Lösungskonzepte am Beispiel der Entitätsextraktion, die dem Bereich der Informationsextrakti-
on zugeordnet werden kann, dargestellt. Im Folgenden wird deshalb diese Text-Mining-Methode
detaillierter eingeführt.
3.1.4 Informationsextraktion
Die Informationsextraktion (IE) kann aus zwei Blickwinkeln heraus betrachtet werden: das Her-
ausfiltern von bestimmten Informationen und das Entfernen nicht relevanter Informationen.
Cardie sieht IE als eine Art domänenspezifisches Zusammenfassen eines Textes [Car97]. Für
Grishman ist IE die automatische Identifikation von ausgewählten Entitäts-, Relations- oder
Eventtypen aus Texten [Gri97]. In Anlehnung an Grishmans Sichtweise wird IE in dieser Arbeit
wie folgt definiert:
Definition 2 (Informationsextraktion)
Bei der Informationsextraktion werden (domänen-)spezifische strukturierte Informationen aus
unstrukturierten Textdokumenten extrahiert. Dabei werden konkrete Textstellen identifiziert
und diese strukturierten Objekten zugewiesen.
Die IE hat ihre Wurzeln in der natürlichen Sprachverarbeitung und kommt heute in vielen ver-
schiedenen Forschungsbereichen zum Einsatz. Ihre Einsatzgebiete reichen vom klassischen Ma-
schinenlernen, über die Unterstützung von Text Mining und Information Retrieval Systemen, bis
zur Textfilterung und Dokumentenanalyse [Sar08, Neu01]. Ebenso kann IE verwendet werden,
um Texteinträge in Datenbanken näher zu analysieren und zu strukturieren.
Die ersten Extraktionsaufgaben beschäftigten sich vor allem mit der Extraktion von Entitäten
(z. B. Personen, Orte und Organisationen) und deren Beziehungen (z. B. Person X wohnt in Ort
Y). Die Message Understanding Conference (MUC) und das später folgende Automatic Content
Extraction (ACE) Programm setzten sich zum Ziel, die Entwicklung der IE mit neueren und
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besseren Methoden voranzutreiben. Ausgehend von den aufgeführten Konferenzen etablierten
sich vor allem die folgenden Teilaufgaben der IE [Sar08]:
Named Entity Recognition (NER)
Atomare Textelemente werden lokalisiert und in vordefinierte Kategorien (Named Entity
Types bzw. Entity Types), wie Namen von Personen, Orte oder Firmen, klassifiziert.
Extraktion von Beziehungen (Relationship Extraction)
Zwischen zwei oder mehr Entitäten werden Beziehungen innerhalb eines Textes identifiziert.
Tabellen-Extraktion
Die in Textdokumenten enthaltenen Tabellen werden identifiziert und die Daten extrahiert.
Kommentar-Extraktion
Es werden Kommentare und zugehörige Autoren extrahiert.
Terminologie-Extraktion
Für einen Dokumentenkorpus werden relevante Terme identifiziert.
Neben den genannten Teilgebieten gibt es weitere Ansätze, die verschiedene IE-Teilaufgaben
kombinieren, um immer neue Ziele zu erreichen. Im Folgenden wird die Extraktion von En-
titäten detaillierter vorgestellt, da die Beiträge der vorliegenden Arbeit beispielhaft an diesem
IE-Teilgebiet verdeutlicht werden.
Named Entity Recognition
Bei der NER oder auch Entitätsextraktion (EE) werden Textelemente (Entitäten) in vordefi-
nierte Kategorien (Entitätstypen) klassifiziert. Named Entities sind Eigennamen von Personen,
Orten, Organisationen etc. Unter Named Entities werden streng genommen nur solche Entitäten
zusammengefasst, die tatsächlich einmalig im Sinne des Begriffs Eigenname sind. Ursprünglich
wurde deshalb in NER (Extraktion von wirklichen Named Entities) und EE (Extraktion von
Entitäten, unabhängig von ihrer Einmaligkeit) unterschieden. In der Praxis gibt es keine stren-
ge Trennung zwischen den Begriffen Entity und Named Entity sowie NER und EE. Für diese
Arbeit wird deshalb der Begriff Entität austauschbar für die Begriffe Named Entity und Entity
verwendet und wie folgt definiert:
Definition 3 (Entität)
Eine Entität ist ein atomares Textelement, das einem vordefinierten Entitätstyp zugeordnet
wird.
Weiterhin wurde in der Literatur teilweise unterschieden in das reine Erkennen von Entitäten und
das Klassifizieren von Entitäten (d. h. das Zuordnen von Entitätstypen zu einer Entität). Neben
dem Begriff Named Entity Recognition bzw. NER taucht deshalb in der Literatur auch der Begriff
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Named Entity Recognition and Classification (NERC) [NS07] auf, der explizit das Erkennen und
Klassifizieren von Entitäten umfasst. Jedoch wird der Begriff NER in der Regel gleichbedeutend
verwendet. In der vorliegenden Arbeit wird NER bzw. Entitätsextraktion stellvertretend für
NER, NERC und EE eingesetzt und folgendermaßen definiert:
Definition 4 (Entitätsextraktion/NER)
Bei der Entitätsextraktion werden Entitäten im Text lokalisiert (durch Offset und Länge bzw.
Endpunkt) und einem Entitätstyp zugeordnet.
Soll die Entitätsklassifikation an bestimmten Textstellen ausgeschlossen werden, wird explizit
darauf hingewiesen.
Abbildung 3.1 zeigt die Extraktion von Entitäten an einem Nachrichtentext, von welchem Per-
sonen, Organisationen und Orte extrahiert wurden. Zum einen gibt es die Möglichkeit, dass die
Entitäten direkt im Text mit dem entsprechenden Entitätstyp annotiert und hervorgehoben wer-
den. Zum anderen können Entitäten auch in einer Liste von Annotationen, in welcher Start-
und Endpunkt bzw. Startpunkt und Länge der Entität im Text und der Entitätstyp vermerkt
sind, zurückgegeben werden. Zusätzlich können Entitätsannotationen um Konfidenzwerte ergänzt
werden, welche ein Maß für die Genauigkeit der extrahierten Entität liefern sollen. Diese Kon-
fidenzwerte werden durch den Extraktionsalgorithmus, zumeist auf Basis von Trainingsdaten,
berechnet.
Das Unternehmen Sybase wurde 1984 von Mark Hoffman und Bob Epstein in
Berkeley gegründet und 2012 durch die SAP AG übernommen.
die unstrukturierte Datenquelle
Das Unternehmen <ORGANIZATION>Sybase</ORGANIZATION> wurde 1984 von
<PERSON>Mark Hoffman</PERSON> und <PERSON>Bob Epstein</PERSON>








Annotationsliste (Type; Start; Offset; Konfidenz)
Abbildung 3.1: Extraktion von Entitäten
Für die Kombination verschiedener Entitätsextraktionsdienste spielen die für die Entitätstypen
verwendeten Klassifikationsschemata eine große Rolle. Im Folgenden wird ein Überblick über die
gebräuchlichsten Schemata gegeben.
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Klassifikationsschemata für Entitätstypen Für die Klassifikation von Entitätstypen wur-
den in der Vergangenheit verschiedene Klassifikationsschemata vorgeschlagen. Grundlage der
meisten Schemata ist die für die MUC-Konferenzen definierte Hauptklassifikation [Sun95]:
• Named Entities (ENAMEX) mit PERSON (Person), LOCATION (Ort) und ORGANIZA-
TION (Organisation),
• Zeitausdrücke (TIMEX) mit DATE (Datum) und TIME (Zeit),
• Zahlausdrücke (NUMEX) mit MONEY (Finanzausdrücke) und PERCENT (Prozentanga-
ben).
Nadeau und Sekine geben in [NS07] einen guten Überblick über weitere Klassifikationsschemata,
die sich im Laufe der Zeit entwickelt haben. Sekine et al. haben außerdem die Extended Na-
med Entity Hierarchy [SSN02] entwickelt, um eine große Menge an Entitätstypen abzudecken.
Ursprünglich umfasste diese Hierarchie 150 Entitätstypen, wurde aber mittlerweile auf mehr als
200 erweitert [Sek13].
Da die Sekine-Hierarchie sehr komplex ist, wurde bei der Quaero-NER-Challenge [GRG+11] eine
weitere NER-Hierarchie eingeführt, die zum einen eine Vereinfachung von der Sekine-Hierarchie
ist und zum anderen weitere Entitätstypen unterstützt. Sie setzt sich aus den sieben Haupttypen
Person (Person), Ort (Location), Organisation (Organization), Mengenangaben (Amount), Zeit
(Time), Produktion (Production) und Funktionen (Functions) zusammen und wird durch 32
Untertypen ergänzt. BBN Technologies hat darüber hinaus eine Typ-Hierarchie [Bru13] vorge-
schlagen, die ursprünglich für Frage-Antwort-Aufgaben (Question Answering) Verwendung fand.
Jedoch finden die vorgeschlagenen 29 Hauptkategorien und 64 Unterkategorien auch im NER-
Bereich Anwendung.
In neueren Ansätzen werden zudem häufig Teilmengen der DBPedia-Ontologie [LIJ+14] verwen-
det (z. B. DBPedia Spotlight [DBp14] und Lupedia [Ont13]), da diese Ontologie sehr umfassend
und qualitativ hochwertig ist. Zudem erleichtert die Verwendung von DBPedia-Typen die Ver-
knüpfung zu bestehenden Ressourcen. Des Weiteren wurden spezielle domänenspezifische Klas-
sifizierungen eingeführt, wie die GENIA-Ontology [OTK02] für den Fachbereich der Biomedizin.
Diese Ontologie besteht aus 36 Klassen und umfasst Organismen, Zelltypen, Proteine etc.
In der Praxis hat sich jedoch gezeigt, dass die meisten Systeme ihre eigenen Klassifikationssche-
mata verwenden (siehe [RT11]), weshalb in der vorliegenden Arbeit unter anderem untersucht
werden soll, wie dennoch eine Kombination der Ergebnisse verschiedener Systeme ermöglicht
werden kann. In Abschnitt 3.5 werden deshalb Möglichkeiten zur Abbildung von Klassifikations-
schemata analysiert.
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3.1.5 Text-Mining-Dienste
Der wachsende Bedarf an Text-Mining-Lösungen hat in den letzten Jahren dazu geführt, dass
auch viele der entstandenen Systeme als Web-Dienste zur Verfügung gestellt wurden. Die Funk-
tionalitäten dieser Dienste sind vielfältig. Neben einfachen Extraktionsaufgaben, wie der Identi-
fikation von Entitäten und der Klassifikation von Texten, werden von einigen Diensten auch um-
fangreichere Aufgaben, wie die Erkennung von Relationen zwischen einzelnen Entitäten oder die
Identifikation von Meinungen, angeboten. Neben diesen Komplettlösungen gibt es auch Dienste,
die lediglich einzelne Verarbeitungsschritte einer komplexen Text-Mining-Analyse, wie zum Bei-
spiel das Erkennen einzelner Sätze oder die Zuordnung von Wörtern und Satzzeichen zu Wort-
arten (Part-of-speech Tagging), anbieten. Da solche Dienste jedoch nicht im Fokus dieser Arbeit
liegen, beschränkt sich die vorliegende Arbeit im Weiteren auf komplexe Text-Mining-Dienste,
die Komplettlösungen bereitstellen.
Im Folgenden werden zunächst die grundlegenden Eigenschaften von Text-Mining-Diensten erläu-
tert. Anschließend wird ein Überblick über die derzeitige Text-Mining-Dienstlandschaft gegeben.
Eigenschaften
Abbildung 3.2 zeigt den Datenfluss eines Text-Mining-Dienstes in schematischer Darstellung.
Als Eingabe dient ein unformatierter oder formatierter Text bzw. eine reine Textdatei. Dienste,
die überdies hinaus mit komplexeren Eingabeelementen, wie Webseiten, Office-Dokumenten etc.
umgehen können, haben in der Regel dem eigentlichen Text Mining eine Vorverarbeitungspha-
se vorangestellt. In dieser Vorverarbeitungsphase wird der eigentliche Text heraus gefiltert und
der Textanalyse zur Verfügung gestellt. Zusätzlich zur Texteingabe können in der Regel Extrak-
tionsparameter angegeben werden, um die Extraktion auf bestimmte Typen zu beschränken,
bestimmte Methoden zu aktivieren etc. Die Ergebnisse des Text Minings werden als Dienstant-
wort zurückgegeben. Dies kann zum einen durch die Rückgabe eines annotierten Textes, zum

















Abbildung 3.2: Schematische Darstellung eines Text-Mining-Dienstes
Der eigentliche Text-Mining-Prozess der Dienste ist nach außen hin nicht sichtbar. Lediglich
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über textuelle Beschreibungen der Dienste (auf der Dienstwebseite oder in anderen Veröffentli-
chungen) können Rückschlüsse auf das verwendete Text-Mining-Verfahren und zugrundeliegende
Informationen gezogen werden. Bei einigen Text-Mining-Verfahren (z. B.: NER, Extraktion von
Beziehungen, Kategorisieren) werden die extrahierten Informationsobjekte bestimmten Katego-
rien/Typen zugeordnet. Für diese Typen werden in der Regel Klassifikationsschema verwendet,
die die entsprechenden Entitätstypen, die Beziehungstypen, die Dokumentkategorien etc. defi-
nieren (siehe auch Klassifikationsschemata für Entitätstypen in Abschnitt 3.1.4). Obwohl zum
Beispiel für die Entitätstypen globale Klassifikationsschemata vorgeschlagen wurden, verwenden
die Dienste in der Regel eigens erstellte Klassifikationsschemata, die an die jeweiligen Bedürfnisse
angepasst sind.
Übersicht über existierende Dienste
Die Anzahl der (öffentlich zugänglichen) Text-Mining-Dienste hat sich in den letzten Jahren ra-
sant entwickelt. Jedoch gibt es kaum Übersichten und Analysen über die existierende Dienstland-
schaft. In [DiC13] und [Fag13] wurden erste Versuche gemacht, verschiedene Text-Mining-Dienste
aufzulisten und miteinander zu vergleichen. Jedoch beschränken sich diese Übersichten auf klei-
ne Teilaspekte und sind nicht vollständig. Anforderung (A1.1) der vorliegenden Arbeit fordert
unter anderem die detaillierte Analyse der existierenen Text-Mining-Landschaft. Im Folgenden
wird ein erster Überblick über vorhandene Text-Mining-Dienste gegeben, um eine Grundlage für
die detaillierte Analyse und Klassifizierung vorhandener Dienste in Kapitel 4.2 zu geben.
Tabelle 3.2 gibt einen Überblick über derzeit existierende Text-Mining-Dienste. Die Tabelle
enthält die bekanntesten generischen, sowie einige domänenspezifische Dienste. Der Schwerpunkt
bei der Auswahl der Dienste wurde auf Dienste gelegt, die Entitätserkennung unterstützen, da
hier der Hauptfokus der Arbeit liegt. Zudem konzentriert sich die Auswahl nur auf Dienste, die
ihre Funktionalität für englischsprachige Texte anbieten, da hierfür bisher am meisten Dienste
existieren und damit das Kombinationspotential am größten ist. Da sich die Dienstlandschaft sehr
schnell verändert - einige Dienste wieder verschwinden, andere neu hinzukommen und bestehende
Dienste ihre Funktionalitäten erweitern - wird kein Anspruch auf Vollständigkeit gelegt.
So weit bekannt, wurde die konkrete Domäne, für die der Dienst entwickelt wurde, angegeben.
Für den Fall, dass keine detaillierten Angaben zur Domäne möglich sind, ist diese als generisch
spezifiziert.
Neben den Text-Mining-Methoden (beschränkt auf die gebräuchlichsten), die durch einen Dienst
angeboten werden, ist der Tabelle außerdem zu entnehmen, für welche Sprachen die Funktiona-
litäten angeboten werden und ob es irgendwelche Einschränkungen bei der Nutzung der Dienste
gibt (z. B.: Beschränkungen der Aufrufhäufigkeit und Bandweite, kostenpflichtig bzw. teils ko-
stenpflichtig). Für eine detailliertere Analyse der Funktionalitäten einzelner Dienste wird auf
Kapitel 4.2 verwiesen. Die Informationen zu den Diensten wurden den textuellen Beschreibun-
gen auf den Dienst-Webseiten entnommen.



































































































































































AIIAGMT [HCK+08] Biomedizin en x
AlchemyAPI [Orc13a] generisch de, en, es, fr, it,
pt, ru, sv
x (x) x x x x x x
BeCAS [NCMO13] Biomedizin en x
BeliefNetworks [Bel13] en x x
Bitext [Bit13] Business de, en, es, fr, it, pt x x x x x
ChemTagger [Uni13a] Chemie en x
DBPediaSpotlight [DBp14] generisch de, en, es, fr, hu,
it, nl, pt, ru, tr
x
DIGMAP [DIG13] Geographie en x
Evri [Evr12] generisch en x
Extractiv [PBw13] generisch en x x x x
Fise [Int13] generisch en x
HOLMES [Hol13] generisch mehr als 17
Sprachen
x x x x x
Linked TV Keyword
extraction tool [Uni13c]
generisch de, en, nl x
Lupedia [Ont13] generisch ar, bg, de, en, fr,
it, ko, nl, tr
x
NormaGene [Uni13b] Biomedizin en x
Open Amplify [Ope13] generisch en x (x) (x) x x x
OpenCalais [Tho13] Business,
generisch
en, es, fr x x x x x
PIE [SSL+08] Biomedizin en x x x
Rosoka Cloud Web
Service [IMT13]
generisch mehr als 230
Sprachen
x x x x
Saplo [Sap13b] generisch en, sv x (x) x
Semantria [Sem13] generisch de, en, es, fr, pt, zh x (x) x x x x x x
Semitags [Uni13d] generisch de, en, nl x
TextRazor [Tex13] generisch de, en, es, fr, it, nl,
pl, pt, ru, sv
x x x




en x (x) x
Webknox Text-Processing
API [Urb13]
generisch en x (x) x x
Wikimeta [Wik13] generisch en, es, fr x (x) x
Yahoo! Content
Analysis [Yah13]
generisch en x x x
Zemanta [Zem13] generisch en x x x x
Tabelle 3.2: Übersicht existierender Text-Mining-Dienste
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Es wird deutlich, dass es sehr viele Text-Mining-Dienste gibt und dass viele dieser Dienste ähnli-
che Funktionalitäten anbieten. Insbesondere für den Bereich der Entitätsextraktion (NER) sind
sehr viele Dienste verfügbar, weshalb die Beiträge der vorliegenden Arbeit auch anhand dieser
Text-Mining-Methode erarbeitet werden.
Die meisten Dienste bieten ihre Funktionalitäten für die englische Sprache an. Aber auch für
Deutsch, Französisch und Spanisch werden viele Dienste angeboten, wobei jedoch teilweise nicht
alle Funktionalitäten unterstützt werden. In der vorliegenden Arbeit werden alle Beiträge anhand
von englischsprachigen Texten analysiert, weil hier die meisten Dienste und auch die meisten
Evaluationskorpora (siehe Abschnitt 3.4.4) existieren.
Über die Text-Mining-Dienste hinaus gibt es noch eine große Anzahl an Text-Mining-Systemen
und APIs, die bisher nicht als Dienste zur Verfügung gestellt wurden (z. B.: Cogito Intelli-
gence API [Exp13], Lexalytics [Lex13], Rosette Linguistics Platform [Bas13], SAP Data Ser-
vices [SAP13a]). Es ist denkbar, dass diese Systeme ebenfalls in Zukunft als Dienste zugänglich
gemacht werden (z. B. nicht öffentlich im Intranet einer Firma oder mit eingeschränkten Funktio-
nalitäten vom Systemanbieter) und die Text-Mining-Dienstlandschaft entsprechend bereichern.
Linked Data
Extrahierte Text-Informationen werden häufig von Text-Mining-Diensten mit Verweisen zu be-
reits bestehendem maschinenlesbarem Wissen versehen. In diesem Zusammenhang ist insbeson-
dere die Linked-Open-Data-Cloud [BHB09] zu nennen, die bereits eine Vielzahl miteinander
verknüpfter Domänenontologien enthält. Die Linked-Open-Data-Cloud ist ein riesiges Netz aus
Daten, welches verschiedene Datensätze (z. B. DBPedia1 und Music Brainz2) mit konkreten
Linked-Data-Ressourcen (z. B. http://dbpedia.org/resource/SAP AG), die über Uniform Re-
source Identifiers (URI) identifiziert werden, enthält. Die Daten und Verweise zu anderen Da-
tensätzen bzw. -ressourcen sind unter Anwendung der Resource Description Framework (RDF)
Syntax modelliert. Zur Modellierung der Ontologien werden typischerweise Modellierungsspra-
chen, wie das Resource Description Framework Schema (RDFS) und die Web Ontology Language
(OWL) verwendet. Anfragen werden häufig mit der Anfragesprache SPARQL Protocol And RDF
Query Language (SPARQL) getätigt.
3.2 Serviceorientierte Text-Mining-Systeme
Serviceorientierte Systeme verwenden eine Menge von Diensten, um eine komplexe Funktionalität
zu erfüllen. In einer serviceorientieren Architektur (SOA) werden einzelne unabhängige Bausteine
- die Dienste - zu einem höheren Dienst zusammengeführt. Vorteil eines solchen Systemansat-
1 http://dbpedia.org/
2 http://musicbrainz.org/
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zes ist die hohe Wiederverwendbarkeit der Einzelkomponenten. Außerdem kann durch die lose
Koppelung und die Möglichkeit des schnellen Austausches von einzelnen Dienstkomponenten
eine hohe Flexibilität erreicht werden. Einen guten Überblick über die Welt der Webdienste,
verwendete Technologien und Standards findet man in [WCL+05].
Serviceorientierte Ansätze im Text-Mining-Bereich müssen hinsichtlich ihrer zugrundeliegen-
den Text-Mining-Dienste unterschieden werden. Zum einen gibt es Dienste, die den gesamten
Extraktionsprozess vereinen und eine Text-Mining-Komplettlösung anbieten - nachfolgend als
komplexe Text-Mining-Dienste bezeichnet. Zum anderen gibt es Dienste, die nur Teilaspekte
des Extraktionsprozesses abdecken (z. B. Erkennen von Sätzen) - im Folgenden als elementa-
re Dienste bezeichnet. Dieses Teilen des Text-Mining-Prozesses in einzelne Module hat seinen
Ursprung im Konzept des Unstructured Information Management Architecture (UIMA) Fra-
meworks [FL04], welches der Implementierung einer Extraktionspipeline dient (bestehend aus
verschiedenen Analyse- und Verarbeitungsschritten). Die Modularisierung soll die Wiederver-
wendbarkeit von Extraktionslösungen ermöglichen.
Im Vordergrund der vorliegenden Arbeit stehen komplexe Text-Mining-Dienste (siehe Anforde-
rung (A1.1)). Der Vollständigkeit halber und da Teilaspekte serviceorientierter Lösungen für
elementare Text-Mining-Dienste auf komplexe Text-Mining-Dienste übertragen werden können,
werden im Folgenden zunächst Ansätze für die elementaren Dienste diskutiert.
3.2.1 Serviceorientierte Ansätze für elementare Text-Mining-Dienste
Ein erster serviceorientierter Ansatz im Text-Mining-Bereich wird durch Habegger und Quafafou
diskutiert [HQ04a, HQ04b]. Um flexible Extraktionsdienste für das Web bereitzustellen, unter-
teilen sie den Extraktionsprozess in einzelne Operatoren. Neben Operatoren zur Anfrage und
zum Abruf von Webseiten, werden Parsing-, Filter-, Extraktions- und Transformationsoperatoren
spezifiziert. Vorhandene Dienste werden einem dieser Operationstypen zugeordnet und können
mit einer eigens dafür entwickelten Sprache (siehe Abschnitt 3.3.2) beschrieben werden. Jedoch
bietet der Ansatz von Habegger und Quafafou nur die Möglichkeit, elementare Text-Mining-
Dienste miteinander zu verknüpfen und ist nicht auf komplexe Text-Mining-Dienste übertragbar.
Aufbauend auf den Paradigmen von Habegger und Quafafous Arbeit präsentieren Quafafou et
al. [QJE07] und Jarir et al. [JQE10] eine serviceorientierte Architektur, die eine flexible Mo-
difikation der Extraktionsdienste ermöglicht. Im Vordergrund steht dabei die Personalisierung
des Extraktionsworkflows, um zum Beispiel Dienste gezielt nach der verfügbaren Bandbreite
auszuwählen. Solche Personalisierungen können unter Umständen auch bei serviceorientierten
Systemen für komplexe Text-Mining-Dienste angewendet werden, um zum Beispiel Dienste auch
nach Kosten- und Geschwindigkeitsaspekten auszuwählen. Solche Personalisierungskomponenten
stehen nicht im Fokus der vorliegenden Arbeit, können aber ergänzend hinzugefügt werden.
Auch Grover et al. thematisieren die serviceorientierte Kombination von elementaren Text-
Mining-Diensten [GHK+04]. Sie schlagen ein Framework zur einfachen und schnellen Integration
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von elementaren Extraktionsdiensten vor. Außerdem stellen sie Module für die Beschreibung und
Auswahl der Dienste zur Verfügung und stellen eine domänenspezifische Ontologie vor, die für
die Beschreibung der Dienste genutzt werden kann (siehe auch Abschnitt 3.3.2). Auf komplexe
Dienste, die Komplettlösungen anbieten, wird weder bei Habegger und Quafafou noch bei Grover
et al. eingegangen. Jedoch kann die von Grover et al. erstellte Ontologie als Vorbild für den in
der vorliegenden Arbeit zu erstellenden Ansatz zur Beschreibung komplexer Text-Mining-Dienste
herangezogen werden.
3.2.2 Serviceorientierte Ansätze für komplexe Text-Mining-Dienste
Der einzige bekannte Ansatz für die serviceorientierte Integration von komplexen Text-Mining-
Diensten wurde von Starlinger et al. in [SLVL09] vorgestellt. Als Basis-Dienste (base services)
dient eine feste Menge an Extraktionsdiensten mit einer einheitlichen Schnittstelle. Der Auf-
ruf der Basisdienste erfolgt über einen Metadienst (metaservice) - den BioCreative MetaServer
(BCMS) [LKRP+08] -, der als zentraler Zugriffspunkt dient. Ein dritter Diensttyp - der Ag-
gregationsdienst - kümmert sich um die Integration der einzelnen Ergebnisse. Er bietet Rou-
tinen zum Visualisieren und Zusammenführen von konfliktbehafteten Ergebnissen an (siehe
Abschnitt 3.4.2). Außerdem werden Analysemöglichkeiten angeboten (siehe Abschnitt 3.4.1).
Starlinger et al. haben basierend auf den drei genannten Dienstkategorien die Webanwendung
BC-VisCon erstellt. BC-Viscon dient zur Annotation von biowissenschaftlichen Texten. Als Ba-
sisdienste wurden 12 Annotationsdienste (z. B. PIE [SSL+08] und AIIAGMT [HCK+08]) ange-
bunden, die Proteine, Gene, Taxone und/oder Interaktionen zwischen diesen in Textdokumenten
identifizieren. Alle angebundenen Dienste wurden in Zusammenhang mit dem BioCreAtIvE (Cri-
tical Assessment of Information Extraction systems in Biology) Workshop entwickelt und haben
eine einheitliche Schnittstelle und liefern ihre Ergebnisse in einem standardisierten Format. Ab-
bildung 3.3 zeigt die BC-VisCon-Anwendung für einen Beispieltext. Auf der linken Seite gibt es
Möglichkeiten, Einstellungen für die Extraktionsdienste (z. B. ein stärkeres Gewicht für einen
speziellen Dienst) und für die Aggregation (z. B. Wahl der Aggregationsmethode und Setzen
von Grenzwerten) vorzunehmen. Im mittleren Teil der Anwendung wird der annotierte Text
dargestellt. Neben den Entitätsannotationen einzelner Dienste (bunt dargestellte Linien) wer-
den die verschiedenen Aggregationsentscheidungen (graue Linien) visualisiert. Im rechten Teil
der Anwendung werden zudem die Annotationen in Listendarstellung zusammengefasst. Über
die Annotationsansicht hinaus wird noch eine Analyseansicht angeboten, die in Abschnitt 3.4.1
näher diskutiert wird.
BC-VisCon ist ein erster vielversprechender serviceorientierter Ansatz, der zeigt, wie die Kombi-
nation verschiedener Text-Mining-Dienste im biomedizinischen Bereich erfolgreich durchgeführt
werden kann. Der generelle Ansatz ist auf weitere Text-Mining-Dienste übertragbar, jedoch
müssen dazu Erweiterungen getroffen werden, um bisherige Limitationen zu umgehen.
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BC-VisCon ist bisher nicht für beliebige Dienste mit heterogenen Schnittstellen verwendbar.
Starlinger et al. diskutieren auch keine Möglichkeiten, wie dies erreicht werden kann. Auch die
Aggregationsmöglichkeiten, die durch BC-VisCon angeboten werden, sind stark limitiert. So wer-
den bisher keine Lernmechanismen eingebunden und lediglich auf triviale Abstimmungsverfahren
vertraut. Mit fortgeschritteneren Aggregationsmöglichkeiten könnte die Qualität der extrahierten
Ergebnisse erhöht werden. Außerdem müsste bei der Betrachtung beliebiger heterogener Dienste
bei der Aggregation auch auf heterogene Extraktionstypen und Typhierarchien eingegangen wer-
den. Solche Betrachtungen fehlen jedoch in den Ausführungen von Starlinger et al.
3.2.3 Weitere serviceorientierte Text-Mining-Anwendungen
Neben den bereits thematisierten Ansätzen zur serviceorientierten Integration elementarer und
komplexer Text-Mining-Dienste gibt es Arbeiten, die sich mit der Integration von Text-Mining-
Diensten in serviceorientierten Anwendungen beschäftigen, die über das reine Text Mining hin-
ausgehen. Kowalkiewicz und Jünemann [KJ08] stellen zum Beispiel eine Erweiterung für Mail-
und Chatprogramme (z. B. MS Outlook oder Google Wave) vor, die verschiedene lokale, Web-
basierte und unternehmensspezifische Dienste und Dienste zur Extraktion von Entitäten anbin-
den. Dadurch können zum Beispiel Entitäten im Text der Mail erkannt werden (NER-Dienst) und
die gefundene Entität mit Informationen zu dieser Entität verknüpft werden (z. B. Informationen
zu einem Kunden, die über einen Dienst aus einem internen System geholt werden).
Solche Ansätze sind sinnvoll für die Weiterverwendung der Text-Mining-Ergebnisse und die Ver-
knüpfung dieser mit End-User-Anwendungen. Jedoch spielen diese Art von serviceorientierten
Ansätzen für die Problematik der vorliegenden Arbeit keine Rolle, da sie Text-Mining-Dienste
nicht mit dem Ziel der Qualitätssteigerung betrachten und nicht in Bezug zu den in dieser Arbeit
definierten Anforderungen stehen.
3.2.4 Zusammenfassung
In diesem Kapitel wurden serviceorientierte Text-Mining-Ansätze untersucht. Es hat sich gezeigt,
dass bereits einige Lösungen für die servieorientierte Kombination von elementaren Text-Mining-
Diensten (d. h. Text-Mining-Dienste, die Teilfunktionalitäten eines Text-Mining-Prozesses bereit-
stellen) existieren. Jedoch sind kaum Mechanismen dieser Ansätze auf die serviceorientierte Kom-
bination von komplexen Text-Mining-Diensten (d. h. Dienste, die komplette Text-Mining-Lösun-
gen anbieten) übertragbar. BC-VisCon - der bisher einzige Ansatz zur Kombination komplexer
Text-Mining-Dienste - ist vielversprechend. Jedoch fehlt es an entscheidenden Komponenten zur
Beschreibung und Auswahl von Text-Mining-Diensten und zur Aggregation der Ergebnisse in
komplexeren Szenarios. So sind die Anforderungen A1 und A3 überhaupt nicht und die Anfor-
derung A2 nur teilweise durch das System BC-VisCon abgedeckt (eine detaillierte Analyse der
Erfüllung der Unteranforderungen erfolgt in den problemspezifischen Kapiteln 3.3 - 3.5).
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Die nachfolgenden Abschnitte widmen sich den verwandten Arbeiten bezüglich der Aspekte, die
mit BC-VisCon nicht oder nur teilweise gelöst werden. Abschnitt 3.3 analysiert verwandte Arbei-
ten zur Lösung von Anforderung A1 und zeigt auf, welche Beiträge noch geleistet werden müssen,
um eine flexible Kombination der Dienste zu gewährleisten. Verschiedene Aggregationsmöglich-
keiten für Extraktionsergebnisse - inklusive der in BC-VisCon verwendeten Techniken - werden in
Abschnitt 3.4 vorgestellt und mit den diesbezüglichen Anforderungen verglichen. Abschnitt 3.5
untersucht außerdem Möglichkeiten, wie die Problematik der Abbildung von Klassifikationssche-
mata - Anforderung A3 - gelöst werden kann.
3.3 Auswahl von Text-Mining-Diensten
Im Folgenden werden Möglichkeiten untersucht, Text-Mining-Dienste für die Lösung einer gestell-
ten Aufgabe auszuwählen. Die Auswahl von Diensten erfolgt in einem serviceorientierten System
in der Regel durch den Vergleich der Anforderung mit zugrundeliegenden Dienstbeschreibungen.
In Abschnitt 3.3.1 werden deshalb zunächst Arbeiten vorgestellt, die sich der Thematik Dienstbe-
schreibung widmen. Insbesondere werden verschiedene Dienstbeschreibungssprachen untersucht,
die unter Umständen für die Beschreibung und Auswahl von Text-Mining-Diensten angewendet
werden können. Konkrete Ansätze für die Beschreibung von Text-Mining-Diensten werden in
Abschnitt 3.3.2 abgehandelt. In Abschnitt 3.3.3 werden schließlich Systeme für die Auswahl von
Diensten auf Basis von Dienstbeschreibungen eingeführt. Abschnitt 3.3.4 fasst die Informationen
zusammen und grenzt sie von den Beiträgen der vorliegenden Arbeit ab.
3.3.1 Beschreibung von Diensten zur Unterstützung der Dienstauswahl
Webdienste können zum einen bezüglich ihrer syntaktischen (z. B. Datentypen und Schnittstel-
len) und zum anderen bezüglich ihrer semantischen Eigenschaften (z. B. Funktionsumfang) be-
schrieben werden. Für diese Beschreibungen existieren bereits eine Menge an Beschreibungsspra-
chen, von denen nachfolgend die wichtigsten - klassifiziert nach syntaktischer und semantischer
Beschreibung - kurz charakterisiert werden sollen. Generell muss bei Diensten zudem in verschie-
dene Schnittstellenparadigmen unterschieden werden, wobei Remote Procedure Call (RPC) und
Representational State Transfer (REST) Dienste die am weitesten verbreiteten sind (ein guter
Vergleich beider Arten ist [PZL08] zu entnehmen). Von den in Kapitel 3.1.5 aufgeführten Text-
Mining-Diensten bieten sehr viele ihre Funktionalität als REST-Dienste an. Jedoch existieren
auch RPC-basierte Text-Mining-Dienste. Es werden deshalb nachfolgend Beschreibungsmöglich-
keiten für beide Diensttypen untersucht und zudem erörtert, welche Beschreibungsansätze für
beide Dienstarten verwendet werden können.
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Syntaktische Beschreibung
Syntaktische Beschreibungen geben Informationen zur Syntax eines Dienstes und spezifizieren,
wie auf den Dienst zugegriffen werden kann (z. B. durch Angabe der zur Verfügung stehenden
Schnittstellen und Datentypen). Beschreibungen der funktionalen Eigenschaften sind mit den
nachfolgend aufgeführten Beschreibungssprachen nicht möglich.
Web Services Description Language (WSDL)
Bei WSDL [CMRW07] handelt es sich um eine W3C-standardisierte Metasprache zur Spezi-
fikation der syntaktischen Eigenschaften eines Webdienstes (in der Regel RPC-Dienste). Ein
WSDL-Dokument enthält Angaben zur Schnittstelle des Dienstes, den Zugangsprotokollen,
sowie Informationen über den Zugriff.
Web Application Description Language (WADL)
WADL [Had06] ist eine Alternative zu WSDL, die vor allem bei Beschreibungen für REST-
Dienste zum Einsatz kommt. Im Vergleich zu WSDL ist die XML-Beschreibung von WADL
einfacher gehalten, kann dafür aber auch nicht den kompletten Funktionsumfang von WSDL
abdecken (für REST-Dienste ist die Beschreibung aber ausreichend). Zur Beschreibung
gehören die Eingabeparameter und deren Datentypen, sowie das Antwortformat und Fehler-
informationen.
HTML for Restful Web Services (hRESTS)
REST-Dienste werden meist auf einer Webseite in Textform beschrieben. hRESTS [KGV08]
ist ein Ansatz, diese textuellen Informationen durch Mikroformat-Annotationen in der HTML-
Seite maschinenlesbar zu machen.
Alle vorgestellten Ansätze sind in Tabelle 3.3 zusammengefasst. Da existierende Text-Mining-
Dienste sowohl als REST- und RPC-Dienste vorliegen und Anforderung (A1.1) die universelle
Anwendbarkeit des Auswahl- und Beschreibungsansatzes auf existierende Text-Mining-Dienste
fordert, wurde zudem gekennzeichnet, welche Beschreibungsansätze für welche Dienstarten an-
wendbar sind. Die syntaktischen Beschreibungen der Text-Mining-Dienste existieren in der Regel
bereits (vom Serviceanbieter zur Verfügung gestellt, oft WSDL oder WADL, teils auch nur tex-
tuell)3 und sind deshalb nicht Kernpunkt dieser Arbeit. Jedoch sind sie Basis für viele der im
Folgenden vorgestellten semantischen Beschreibungsansätze.
Semantische Beschreibung
Semantische Dienstbeschreibungen dienen dazu, funktionale und nicht-funktionale Eigenschaf-
ten von Diensten zu spezifizieren. Mit Hilfe von semantischen Beschreibungen soll die Auswahl
3 Das WSDL-Dokument des OpenCalais-Dienstes kann zum Beispiel unter
http://api.opencalais.com/enlighten/?wsdl eingesehen werden.
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Beschreibungsansatz RPC REST Ansatz
WSDL [CMRW07] x XML-Dokument, W3C-Standard
WADL [Had06] (x) x XML-Dokument, einfacher als WSDL, aber nicht so mächtig
hRESTS [KGV08] x Annotationen in der Beschreibung auf der Dienst-Webseite
Tabelle 3.3: Syntaktische Beschreibungsansätze für Webdienste
der Dienste für ein konkretes Ziel erleichtert werden. Es gibt viele verschiedene semantische
Beschreibungsansätze, die entweder bestehende syntaktische Beschreibungen (z. B. WSDL) er-
weitern, oder neue Konzepte modellieren. Im Folgenden werden die bekanntesten Ansätze kurz
eingeführt.
Ontology Web Language for Services (OWL-S)
OWL-S [MBH+04] ermöglicht die Beschreibung der semantischen Eigenschaften eines Web-
dienstes auf Basis des W3C-Standards Web Ontology Language (OWL). Es werden Klas-
sen zur Beschreibung des Webdienstes an sich (Service), der angebotenen Funktionalitäten
(ServiceProfile), des Dienstmodells (ServiceModel) und der Zugriffsmöglichkeiten (Service-
Grounding) spezifiziert. Die Dienstfunktionalitäten werden mit Hilfe des Eingabe-Ausgabe-
Vorbedingungen-Effekt-Paradigma (Input-Output-Preconditions-Effects-Paradigma - IOPE)
beschrieben
Web Service Modeling Ontology (WSMO)
WSMO [DBBD+05] ist ein weiteres Model zur semantischen Beschreibung von Webdien-
sten. WSMO stellt aufbauend auf der Web Service Modeling Language (WSML) [LdBPF05]
eine Ontologie mit den Hauptelementen Ontologien (Ontologies), Ziele (Goals), Vermittler
(Mediators) und Web Services zur Verfügung. Mit der Web Service Klasse werden die Fähig-
keiten (Capabilities) bzw. Funktionalitäten und die zugehörigen, für die Nutzung relevanten,
Schnittstellen (Interfaces) beschrieben. Fähigkeiten werden mit Hilfe von Vorbedingungen
(Pre-Conditions), Annahmen (Assumptions), Nachbedingungen (Post-conditions) und Ef-
fekten (Effects) spezifiziert.
Web Service Semantics (WSDL-S)
WSDL-S [AFM+05] ist einer Erweiterung für WSDL, die neue Elemente und Annotatio-
nen für bestehende WSDL-Elemente einführt. Mit Hilfe der Annotationen können konkrete
Elemente der WSDL-Beschreibung mit Verweisen zur semantischen Beschreibung verknüpft
werden. Die eigentliche semantische Beschreibung erfolgt in einem externen Dokument und
kann mit einer beliebigen Ontologie modelliert werden, was die Wiederverwendbarkeit exi-
stierender Domänen-Ontologien ermöglicht. Die Grundkonzepte von WSDL-S wurden in Se-
mantic Annotations for WSDL and XML Schema (SAWSDL)[KVBF07] aufgegriffen und
erweitert.
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Semantic Annotations for WSDL and XML Schema (SAWSDL)
SAWSDL [KVBF07] setzt auf der WSDL-Beschreibung eines Dienstes auf und fügt semanti-
sche Annotationen zu den Beschreibungselementen hinzu. Dazu definiert SAWSDL ergänzend
zu den WSDL-Elementen die folgenden Attribute: modelReference zur Angabe einer Refe-
renz von einer WSDL-Komponente zu einem Konzept in einem semantischen Modell, lifting-
SchemaMapping zur Angabe einer Transformation zwischen einem WSDL-Element und dem
semantischen Modell, loweringSchemaMapping zur Angabe einer Transformation zwischen
dem semantischen Modell und einem WSDL-Element. SAWSDL hat seit 2007 den Status
einer W3C-Empfehlung.
MicroWSMO
MicroWSMO [MPD09] ist eine SAWSDL-basierte Erweiterung von hRESTS, um semanti-
sche Beschreibungen zu erlauben. Bei MicroWSMO werden die durch hRESTS eingeführten
Annotationen analog zu den SAWSDL-Links mit Informationen zu Model-Referenzen (mo-
del) und Datentyp-Transformationen (lifting, lowering) versehen.
WSMO-Lite
WSMO-Lite [VKVF08] hat das Ziel, die Annotationen von SAWSDL und MicroWSMO mit
konkreten semantischen Dienstbeschreibungen zu füllen und damit dem Anwender vorzu-
geben, wie die Beschreibung strukturiert werden soll. Die semantischen Eigenschaften von
Diensten werden dazu in vier Bereiche unterteilt: funktionale (functional), nicht-funktionale
(nonfunctional), verhaltensbedingte (behavioral) und das Informationsmodel betreffende (In-
formation Model). Für alle vier Typen stellt WSMO-Lite RDF-Typen zur Verfügung, die für
die Beschreibung genutzt werden können.
Minimal Service Model (MSM)
MSM [PLM+10b] ist eine einfache Resource Description Framework Schema (RDFS) Onto-
logie, welche semantische Eigenschaften von RPC- und REST-Diensten in einem einheitli-
chen Model erfasst. MSM stellt den maximalen gemeinsamen Nenner von OWL-S, WSMO,
SAWSDL, WSMO-Lite und MicroWSMO dar. Ziel von MSM ist es, die Veröffentlichung und
das Suchen nach geeigneten Diensten zu vereinfachen. Angewendet wird MSM bei der iServe-
Platform [PPLK13], die die Veröffentlichung von semantischen Webdiensten unabhängig von
ihrem Format als Linked Data erlaubt.
Semantische Beschreibungen stehen bisher für keine der in Abschnitt 3.1.5 vorgestellten Text-
Mining-Dienste zur Verfügung. Für den in dieser Arbeit zu wählenden semantischen Beschrei-
bungsansatz (siehe Anforderung (A1.2)) ist darauf zu achten, dass dieser universell für RPC- und
REST-Dienste einsetzbar ist, da prinzipiell beide Typen bei Text-Mining-Diensten vorkommen
können.
Tabelle 3.4 fasst die Eigenschaften der semantischen Beschreibungsansätze zusammen. Neben
der Eignung für RPC- und REST-Dienste wird die zugrundeliegende Beschreibungssprache auf-
3.3 Auswahl von Text-Mining-Diensten 37
geführt und Angaben dazu gemacht, ob die Beschreibung in einem externen Dokument erfolgen
kann. Viele der älteren semantischen Beschreibungsansätze sind sehr komplex und schwierig
zu nutzen und mittlerweile durch neue und vor allem leichtgewichtigere Ansätze ersetzt wur-
den [AMT09]. Die neueren Ansätze (z. B. SAWSDL) setzen auf Verknüpfungen der syntaktischen
Beschreibung zu Ontologien, die die semantischen Beschreibungen enthalten (Link zu externer
Beschreibung). Dies hat den Vorteil, dass die syntaktischen Dienstbeschreibungen einfach um se-
mantische Beschreibungen erweitert werden können. Die semantische Beschreibung ist dabei voll-
kommen unabhängig von der syntaktischen Beschreibung und kann vielseitig verwendet werden.
Außerdem sind der semantischen Beschreibung keinerlei Grenzen gesetzt. Mit WSMO-Lite wur-
den bereits konkretere Ansätze gegeben, die semantischen Beschreibungen zu füllen. Jedoch sind
Domänen-spezifische Ontologien notwendig, um die funktionalen Eigenschaften von Webdiensten
zu konkretisieren. Insbesondere sind dazu standardisierte Ontologien bzw. Beschreibungselemen-
te für verschiedene Kategorien von Webdiensten (z. B. E-Commerce- oder Text-Mining-Dienste)
notwendig. Im Folgenden wird deshalb untersucht, welche Beschreibungsansätze und Ontologien
für die semantische Beschreibung von Text-Mining-Diensten existieren.





OWL-S [MBH+04] x x komplexe Dienstbeschreibung auf
OWL-Basis (Syntax und Semantik)
WSMO [DBBD+05] x komplexe Dienstbeschreibung auf
WSML-Basis (Syntax und Semantik)
WSDL-S [AFM+05] x x WSDL Annotationen mit Verweisen zur
semantischen Beschreibung
SAWSDL[KVBF07] x x WSDL Annotationen mit Verweisen zur
semantischen Beschreibung
MicroWSMO [MPD09] x x hRESTS Annotationen mit Verweisen zur
semantischen Beschreibung













Tabelle 3.4: Semantische Beschreibungsansätze für Webdienste
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3.3.2 Beschreibungsansätze für Text-Mining-Dienste
In der Literatur gibt es bisher zwei Konzepte zur Beschreibung von Text-Mining-Diensten, die
Web Extraction Task Description Language (WetDL) von Habegger et al. [HQ05] und die On-
tologie für NLP Dienste von Klein et al. [KP04]. Beide Beschreibungsansätze beziehen sich auf
elementare Text-Mining-Dienste und haben das Ziel, Dienste sequentiell zu kombinieren (d. h.
in einer Art Verarbeitungs-Pipeline).
WetDL dient zur Beschreibung von Operatoren für IE-Aufgaben. Dafür wird eine Menge von
Operatoren definiert: Query (Anfrage von Datenquellen), Fetch (Zugriff auf eine Datenquelle),
Extract (Extraktion von relevanten Daten), Transform (Transformation von extrahierten Daten)
und Filter (zum Selektieren relevanter Daten). Instanzen der Operatoren werden mit Hilfe eines,
für diesen Operatortyp spezifizierten, gleichnamigen XML Elements beschrieben (detaillierte
Informationen zu den Beschreibungsparametern sind [HQ05] zu entnehmen). Mit Hilfe eines
SOAP -Beschreibungselementes [HQ04b] können die Operatorbeschreibungen mit der WSDL-
Beschreibung des Dienstes verknüpft werden.
WetDL bietet nur einen sehr rudimentären Ansatz zur Beschreibung von IE-Diensten. Die Defini-
tion von fünf Operatortypen ist nicht ausreichend, um alle Funktionalitäten von IE-Diensten ab-
zudecken. Insbesondere ist es nicht möglich, komplexere Funktionalitäten der Dienste zu beschrei-
ben (z. B. Sprachunterstützung und unterstützte Text-Mining-Methoden). Beschreibungsmöglich-




Klein et al. [KP04] gehen bei ihrer vorgestellten Ontologie für Natural Language Processing
(NLP)-Dienste weiter und ermöglichen auch die Beschreibung einzelner IE-Teilaufgaben, wie die
Extraktion von Sätzen, Wörtern etc. Ihre Beschreibungsmechanismen setzen auf die semantische
Dienstbeschreibungssprache OWL-S (siehe Kapitel 3.3.1) auf. Dabei nutzen sie bei ihrer Beschrei-
bung das IOPE-Paradigma [MBH+04]. Die semantische Beschreibung der Dienstfunktionalität
wird dabei in die Beschreibung der Ein- und Ausgabedaten einbezogen. So kann eine Vereinfa-
chung der Dienstkomposition auf Basis der Beschreibungen erreicht werden. OWL-S wird in dem
vorgestellten Ansatz um zusätzliches Ontologiewissen zur Beschreibung von NLP-spezifischen Ei-
genschaften erweitert. Dabei werden die Spezifikationen der Dokumenteigenschaften (Eingabe-
und Ausgabedokument) um folgende Eigenschaften (Properties) ergänzt:
• hasMIME-Type zur Spezifikation des Dokumenttyps,
• hasDataFormat zur Angabe einer URI, unter der das Datenformat des Dokumentes be-
schrieben wird,
• hasAnnotation zur Angabe der Annotationstypen (Wort, Satz, POS-Tag, Morphologie,
Syntax, Semantik, Pragmatik), mit welchem ein Dokument versehen ist,
• hasSubjectLanguage zur Spezifikation der Dokumentsprache,
3.3 Auswahl von Text-Mining-Diensten 39
• hasSubjectDomain zur Beschreibung der Dokument-Domäne.
Zusätzlich können Dublin Core Metadaten [Dub13] zur Beschreibung verwendet werden. Wird
ein konkreter Dienst beschrieben, können die spezifizierten Eigenschaften genutzt werden, um die
Merkmale des Eingabe- und des Ausgabedokumentes zu beschreiben. Über die Differenz des Ein-
und des Ausgabedokumentes kann die Funktionalität des Dienstes bestimmt werden. Grundlage
für diese Eigenschaft ist die durch Klein et al. getätigte Annahme, dass NLP-Tools in einer
additiven Art und Weise agieren, indem sie (annotierte) Dokumente um weitere Annotationen
versehen und keine vorherigen Annotationen entfernen oder überschreiben.
Die von Klein et al. vorgestellte Ontologie für NLP-Dienste bietet bereits mehr Freiräume in
der Beschreibung von eigentlichen Extraktionsdiensten. Jedoch ist auch sie nicht in der Lage
komplexe Text-Mining-Dienste ausreichend zu beschreiben. Zum Beispiel fehlen Möglichkeiten,
die Funktionalitäten von komplexen Text-Mining-Diensten zu beschreiben, die zum Beispiel die
Erkennung von Entitäten oder Relationen anbieten.
Die in der vorliegenden Arbeit in Kapitel 4 erarbeiteten Beschreibungsmöglichkeiten für Text-
Mining-Dienste gehen über die bestehenden Beschreibungsansätze hinaus. Anders als bei Ha-
begger et al. und Klein et al. werden ganzheitliche Text-Mining-Dienste beschrieben. Insbeson-
dere wird dazu eine Ontologie erstellt, die die Beschreibung verschiedener Text-Mining-Verfahren
und deren Text-Mining-spezifischen Eingenschaften, sowie die Charakterisierung der Sprachun-
terstützung und ähnlicher Eigenschaften unterstützt.
3.3.3 Auswahl von Diensten auf Basis von Dienstbeschreibungen
Dienstbeschreibungen werden mit dem Ziel erstellt, die Auswahl von Webdiensten zu erleichtern.
Bei der Dienstauswahl muss die Anforderung des Dienstaufrufers mit den Dienstbeschreibungen
in Verbindung gebracht werden. Dazu muss zunächst eine formale Beschreibung der Anforderung
durch den Dienstaufrufer erstellt werden und diese dann mit den Dienstbeschreibungen verglichen
werden (siehe [KS01]).
Für das Veröffentlichen der Dienstbeschreibung und die Auswahl von Diensten werden Verzeich-
nisdienste verwendet. In den Anfängen serviceorientierter Architekturen waren hierfür vor allem
Universal Description, Discovery and Integration (UDDI) [BCC+04], sowie später Web Service In-
spection Language (WS-Inspection) [Bri14] Verzeichnisse verbreitet. Um zusätzlich die Auswahl
semantischer Webdienste zu ermöglichen, wurden verschiedene Frameworks geschaffen, die un-
terschiedliche Modelle, Beschreibungslogiken und Reasoner einsetzen (z. B.: DAML-S Matchma-
ker System [PKPS02], Li and Horrocks [LH03], Lumina [LVM+06], Fusion [KP08]). Insbeson-
dere wurden Systeme für spezifische semantische Beschreibungsansätze zur Verfügung gestellt:
WSMO-MX [KK09] für WSMO-Beschreibungen, SAWSDL-MX [KK08, KKZ09] für SAWSDL-
Beschreibungen, OWLS-MX [KFS09] für OWL-S. Mohebbi et al. geben in [MIK+10] einen guten
Überblick und Vergleich von Ansätzen zur Auswahl von semantischen Webdiensten.
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Im Zeitalter der REST-Dienste wurden leichtgewichtigere Ansätze, die verschiedene Beschrei-
bungsansätze vereinheitlichen und die Auswahl der Dienste erleichtern, vorgeschlagen. Das Dienst-
Repository iServe [PLM+10b] veröffentlicht Webdienste unabhängig von ihrem Format als Lin-
ked Data und ermöglicht so die Verknüpfung von Diensten, die mit unterschiedlichen Ansätzen
beschrieben wurden. Dazu wird der Minimal-Service-Model-Ansatz verwendet. Mit der Abfrage-
sprache SPARQL kann auf die Dienstbeschreibungen zugegriffen werden [PLM+10a] und anhand
einer SPARQL-Anfrage passende Dienste herausgefiltert werden. Iqbal et al.[ISPG08] und Garcia
et al. [GRRC12] favorisieren ebenfalls SPARQL-basierte Ansätze.
In der vorliegenden Arbeit wird ebenfalls ein SPARQL-basierter Ansatz für die Auswahl von
Diensten anhand von Dienstbeschreibungen gewählt. Im Vordergrund steht hierbei jedoch le-
diglich die Auswahl der Dienste nach funktionalen Eigenschaften. Für die Auswahl der Dienste
anhand anderer Eigenschaften (z. B. der Dienstsyntax) kann auf die genannten Ansätze zurück-
gegriffen werden.
3.3.4 Zusammenfassung
Um die Auswahl von Text-Mining-Diensten zu unterstützen, wurden Beschreibungsansätze für
Webdienste untersucht. Es konnte festgestellt werden, dass es zwar eine Vielzahl von Beschrei-
bungsansätzen für Webdienste im Allgemeinen gibt, die die Anforderung (A1.2) prinzipiell erfüllen,
dass aber bisher nur unzureichende Ontologien für die Beschreibung von Text-Mining-Diensten
existieren. Insbesondere gibt es keine Möglichkeiten, die Funktionalitäten von komplexen Text-
Mining-Diensten in einem einheitlichen Format zu spezifizieren, noch auf Grundlage solcher In-
formationen die Dienste gezielt auszuwählen - Anforderung (A1.4).
Im Zuge der vorliegenden Arbeit wird diese Lücke in Kapitel 4 durch die Definition einer On-
tologie für die Beschreibung von komplexen Text-Mining-Diensten geschlossen. Mit Hilfe dieser
Ontologie können dann entsprechende Dienstbeschreibungen erstellt und die Dienste anhand die-
ser, mit Hilfe von State-of-the-Art-Techniken zur Auswahl von Webdiensten, selektiert werden.
3.4 Aggregation von Text-Mining-Ergebnissen
Die Kombination verschiedener Text-Mining-Verfahren wurde in der Literatur bereits sehr um-
fangreich untersucht. Das Ziel der Kombination verschiedener Verfahren ist die Steigerung der
Qualität. Unabhängig von dem konkreten Text-Mining-Verfahren, dessen Ergebnisse aggregiert
werden sollen, müssen bei den in dieser Arbeit betrachteten Szenarien, in denen komplexe Text-
Mining-Dienste kombiniert werden, mehrere Text-Mining-Ergebnisse zu einem aggregierten Er-
gebnis zusammengeführt werden. Schwerpunktmäßig soll in der vorliegenden Arbeit die Kombina-
tion von NER-Ergebnissen untersucht werden, weshalb auch bei der Betrachtung der verwandten
Arbeiten der Hauptfokus auf diese Problematik gelegt wird.
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Um Text-Mining-Ergebnisse mit einer hohen Qualität zu aggregieren, ist es notwendig, Extrak-
toren und ihre Ergebnisse hinreichend zu analysieren. Deshalb wird in Abschnitt 3.4.1 zunächst
ein Überblick über Analysemöglichkeiten für NER-Extraktoren und ihre Ergebnisse gegeben. Die
vorgestellten Analysetechniken dienen zum einen als Grundlage für viele Aggregationstechniken,
und zum anderen können sie herangezogen werden, um zu untersuchen, wie stark sich die zu kom-
binierenden NER-Systeme unterscheiden und wie stark sie korrelieren. Anschließend werden in
Abschnitt 3.4.2 konkrete Aggregationstechniken für die Kombination von Text-Mining-Systemen
- insbesondere von NER-Systemen und -Techniken - vorgestellt. Abschließend untersucht Ab-
schnitt 3.4.3 Möglichkeiten, die Qualität von Aggregationsergebnissen über die Aggregationstech-
niken hinaus zusätzlich zu steigern (z. B. indem verschiedene Aggregationstechniken miteinander
kombiniert werden). Abschnitt 3.4.5 fasst die Erkenntnisse der verwandten Arbeiten zusammen
und grenzt sie von den Beiträgen der vorliegenden Arbeit ab.
3.4.1 Analyse von Extraktionssystemen/-techniken
NER-Extraktoren können zum einen klassisch mit Hilfe von Qualitätsmetriken wie Präzision, Re-
call und F1-Wert charakterisiert werden (siehe Kapitel 3.4.4). Zusätzlich können NER-Systeme
untereinander verglichen werden. In Starlinger et al. [SLVL09] werden verschiedene Möglichkeiten
für diesen Systemvergleich vorgeschlagen, die nachfolgend kurz vorgestellt werden. Bei allen von
Starlinger et al. vorgeschlagenen Vergleichen werden lediglich die Positionen von Annotationen
betrachtet, aber keine Aussagen über die Korrektheit von zugeordneten Entitätstypen getrof-
fen. Dabei werden verschiedene Genauigkeitsmodi unterschieden: exakte Übereinstimmung von
Annotationen (strict), sich überlappende Annotationen (overlap) und Annotationen, bei denen
nur ein Teil der Position korrekt sein muss (left boundary match, right boundary match, either
boundary match). Abbildung 3.4 zeigt die Ergebnisse verschiedener Analysemöglichkeiten, die
im Webframework BC-VisCon, welches in [SLVL09] vorgestellt wird, präsentiert werden. Analy-
siert wurden dazu die Ergebnisse von verschiedenen Annotationssystemen (im vorliegenden Fall
die Systeme AS2, AS6 und AS13, hinter denen sich konkrete in BC-VisCon integrierte Dienste
verbergen) und einer Aggregationstechnik (strikter Mehrheitsentscheid MA st) für ein konkretes
Textbeispiel.
Die erste Analysemöglichkeit ist die Aufstellung einer Ähnlichkeitsmatrix, in der NER-Systeme
und bei Bedarf zusätzlich auch verschiedene Aggregationstechniken miteinander verglichen wer-
den (siehe Abbildung 3.4 Similarity Matrix). Die Werte der Matrix geben den prozentualen Anteil
der identischen Annotationen (bzw. der teilweise identischen Annotationen bei ungenauem Ge-
nauigkeitsmodi) zwischen zwei Systemen für verschiedene Genauigkeitsmodi an. Eine weitere
Möglichkeit, verschiedene Systeme/Aggregationstechniken miteinander zu vergleichen ist die Be-
rechnung der Qualitätsmetriken (Präzision, Recall, F1-Wert - siehe auch Abschnitt 3.4.4) auf
Basis der Ergebnisse eines anderen NER-Systems. Anstatt System 1 mit einem zugrundeliegen-
den Goldstandard zu bewerten, wird die Bewertung so vorgenommen, als wären die Ergebnisse
von System 2 zu 100% korrekt. Diese Variante der Bewertung von Systemen ist insbesondere
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Abbildung 3.4: Analyse von NER-Extraktoren in BC-VisCon [SLVL09]
dann interessant, wenn kein Goldstandard vorliegt. Abbildung 3.4 zeigt eine F-Wert Matrix, die
die F1-Werte der Dienste auf Basis eines anderen Dienstes angibt. Eine weitere durch Starlinger
et al. vorgeschlagene Variante NER-Systeme zu analysieren ist die hierarchische Clusteranalyse.
Dabei werden die Dienste anhand der durchschnittlichen prozentualen Übereinstimmung hierar-
chisch geordneten Clustern zugeordnet. Abbildung 3.4 zeigt die, für die beispielhaft analysierten
Daten, erhaltenen Cluster visualisiert in Ähnlichkeits-Dendogrammen (Similarity Dendograms).
Den Dendogrammen ist analog zur Ähnlichkeitsmatrix zu entnehmen, welche Annotationssys-
teme sich am meisten ähneln. Zum Beispiel kann der Abbildung entnommen werden, dass der
strikte Mehrheitsentscheid eine größere Ähnlichkeit mit dem Annotationssystem AS6 hat, als
mit dem System AS2 (d. h. System AS6 hat einen größeren Einfluss auf die Ergebnisse des
Mehrheitsentscheides als AS2 ). Im Zuge dieser Arbeit werden ähnliche Analysen durchgeführt,
um zunächst das Aggregationspotential zu beurteilen und darüber hinaus den Aggregationspro-
zess zu steuern und gegebenenfalls einige Dienstaufrufe von vornherein bei der kombinierten
Ausführung wegzulassen.
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Duong et al. [DVG+06] analysieren Entitäts-Extraktoren mit Support Vektor Maschinen. Mit
Hilfe dieses Verfahrens ist es möglich, Extraktoren zu identifizieren, die keinen Mehrwert ge-
genüber den anderen Extraktoren oder deren Kombination bringen. Anhand dieser Informatio-
nen kann die Aggregation auf eine Teilmenge der Extraktoren reduziert werden und durch den
Nicht-Aufruf bestimmter Systeme/Dienste Kosten und Zeit gespart werden.
3.4.2 Aggregationstechniken
Die Aggregation von NER-Ergebnissen ist ein multidimensionaler Entscheidungsprozess. Zunächst
muss eine Entscheidung für oder gegen eine Entität getroffen werden. Zweitens muss die ge-
naue Position der Entität (angegeben durch einen Offset und eine Länge) identifiziert werden.
Letztendlich muss die identifizierte Entität einem Entitätstyp zugeordnet werden. Bisher in der
Literatur zu findende Kombinationsverfahren beschränken sich weitestgehend auf ein- bzw. zwei-
dimensionale Prozesse. Im Folgenden werden Kombinationsverfahren für NER-Techniken (z. B.
Maximum-Entropy-Klassifikator und Hidden-Markov-Klassifikator) und komplexe NER-Systeme
(z. B.: Lexalytics[Lex13], SAP Data Services [SAP13a], AlchemyAPI [Orc13a]) betrachtet. Zu-
dem werden Techniken aus dem Bereich der Kombination von Klassifikatoren (siehe [Kun04] für
einen Überblick) vorgestellt, da diese thematisch der Problematik dieser Arbeit nahe liegen und
ebenfalls als Grundlage für die Problemlösung herangezogen werden können.
Im Allgemeinen können alle Aggregationsentscheidungen auf einen Ranking-Prozess zurück-
geführt werden, bei dem ausgehend von den Ergebnissen der zugrundeliegenden Extraktoren
Hypothesen über mögliche Aggregate aufgestellt werden und diesen Rangwerte aufgrund ihrer zu
erwartenden Eintrittswahrscheinlichkeit zugeordnet werden (siehe auch [Kun04] und [LPG+10]).
Im Folgenden werden zunächst Verfahren vorgestellt, die ohne Trainingsprozesse auskommen und
eine relativ einfache Möglichkeit bieten, verschiedene Extraktorergebnisse zu aggregieren. Dar-
auffolgend werden komplexere Verfahren vorgestellt, die auf Grundlage von Trainingsprozessen
Fehlerverhalten verschiedener Extraktoren charakterisieren und bei der Aggregation berücksich-
tigen. Abschließend werden die vorgestellten Verfahren zusammengefasst, miteinander verglichen
und gegenüber der vorliegenden Arbeit abgegrenzt.
Verfahren ohne Training
Aggregationstechniken, die ohne Trainingsprozesse auskommen, treffen die Aggregationsentschei-
dung lediglich auf Grundlage der Ergebnismenge der zugrundeliegenden Extraktoren (NER-
oder Klassifikationssysteme). Der Großteil der existierenden Techniken konzentriert sich dabei
auf ein und zweidimensionale Entscheidungen - bei NER-Aggregationen auf die Identifikation
einer Entität und der zugehörigen Entitätsposition und bei der Aggregation von Klassifika-
tionsergebnissen auf die Identifikation des korrekten Klassifikators. Die gebräuchlichste Tech-
nik ist hierbei der Mehrheitsentscheid, der in einer Vielzahl von Arbeiten vorgeschlagen wird
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(z. B. [Kun04, KFM+07, SKH05, SLVL09]) und in Systemen, die verschiedene Ergebnisse zu-
sammenführen (z. B. BC-VisCon [SLVL09]), zum Einsatz kommt. Die Qualität des Mehrheits-
entscheides hängt sehr stark von der Anzahl und der Ähnlichkeit der zugrundeliegenden Ex-
traktoren/Techniken ab. In der Praxis versagt der reine Mehrheitsentscheid [KFM+07] häufig,
da er Schwächen bzw. Stärken einzelner Extraktoren nicht berücksichtigt. Eine abgewandelte
Form des Mehrheitsentscheides, die Qualitätsunterschiede der Extraktoren berücksichtigt, ist im
folgenden Abschnitt
”
Verfahren mit Training“ aufgeführt. Durch das Setzen eines Grenzwertes
(Threshold) kann zudem eine zusätzliche Konfiguration des Mehrheitsentscheides vorgenommen
werden, so dass nur dann Ergebnisse in das Aggregat aufgenommen werden, wenn mindestens ei-
ne bestimmte Anzahl der Basisextraktoren mit diesem Ergebnis übereinstimmen. Diese Technik
und weitere Techniken, wie das Bilden der Vereinigungs- oder der Schnittmenge der Ergebnisse
der NER-Systeme werden im BC-VisCon-System eingesetzt (siehe Abbildung 3.3, Aggregations-
entscheidungen dargestellt als unterschiedliche graue Linien). Die Entscheidung, welche Technik
verwendet werden soll, obliegt hier dem Nutzer.
Verfahren mit Training
Sollen Eigenschaften der Extraktoren in den Aggregationsprozess einfließen, müssen die Extrak-
toren zunächst hinsichtlich eines aussagekräftigen Trainingskorpus bewertet werden. Die Bewer-
tung der Extraktoren kann dabei auf verschiedenen Ebenen erfolgen: (1) Betrachtung der Ge-
samtgenauigkeit/Vollständigkeit von Extraktoren, (2) Betrachtung konkreter Fehlermuster mit
unterschiedlichem Detailgrad und (3) Betrachtung anderer beeinflussender Faktoren.
Am häufigsten werden Aggregationstechniken verwendet, die die Genauigkeit und Vollständigkeit
der Extraktoren in die Aggregationsentscheidung einfließen lassen (Bewertungsstufe 1), da sich
diese Werte am einfachsten und auch mit relativ kleinen Trainingskorpora bestimmen lassen.
Die bekannteste Möglichkeit ist es, den im vorangegangen Abschnitt vorgestellten Mehrheits-
entscheid durch Gewichte so anzupassen, dass genauere Extraktoren eine höhere Wertigkeit als
weniger genaue Extraktoren bekommen [FIJZ03, SKH05, WNC03]. Die Gewichte des gewichteten
Mehrheitsentscheides [LW94] werden in der Regel durch die Bestimmung der Qualitätsmetriken
Präzision, Recall und/oder F-Wert (siehe Abschnitt 3.4.4) gewonnen. Eine weitere Möglichkeit ist
es, anhand gewonnener Qualitätswerte für die Extraktoren nur die k-besten Extraktoren, oder
die Extraktoren, die ein bestimmtes Mindestmaß an Qualität bieten, bei der Aggregation zu
berücksichtigen. Durch das Verwenden nur einiger der verfügbaren Extraktoren können zusätz-
lich Zeit und Ressourcen gespart werden. Einen ähnlichen Ansatz verfolgen Duong et al., die
mit Hilfe von Support Vector Maschinen bestimmen, welche Extraktoren zu einem positiven
Aggregationsergebnis beitragen können [DVG+06].
Ein weiterer Schritt, die Genauigkeit von Aggregationen zu erhöhen, ist es, Statistiken über
konkrete fehlerhafte Prozesse der Extraktoren zu gewinnen und diese mit Hilfe statistischer
Methoden in die Aggregationsentscheidung einfließen zu lassen (Bewertungsstufe 2). Lemmond
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et al. präsentieren solch einen vielversprechenden Ansatz in [LPG+10]. Bei dem vorgestellten
Verfahren werden durch Trainingsprozesse gewonnene statistische Verteilungen für fehlerhaf-
te Prozesse (z. B.: fehlende Entitätsannotation, falsche Entitätsposition, linke Grenze der En-
titätsposition inkorrekt) für die Aggregation von Entitätsextraktoren herangezogen. Ausgehend
von den im Trainingsprozess gewonnenen Verteilungen werden anhand statistischer Methoden,
wie z. B. Bayesian Model Averaging, Wahrscheinlichkeiten für konkrete Aggregationshypothesen
bestimmt [KBG+12, LHG+11, LKB+11]. Die Betrachtung fehlerhafter Prozesse und die Ag-
gregationsentscheidung beschränken sich auf die Identifikation der Entitätsposition. Lediglich
in [LHG+11] wird kurz darauf eingegangen, wie auch der Entitätstyp bei der Betrachtung der
fehlerhaften Prozesse berücksichtigt werden kann.
Zusätzlich zur Betrachtung von Qualitäts- und Fehlereigenschaften von Extraktoren kann bei
der Extraktionserkennung für die Bestimmung des korrekten Entitätstyps zudem das Umfeld
von Entitäten (d. h. der angrenzende Textbereich und die umliegenden Annotationen) bei der
Aggregation von Entitätsergebnissen herangezogen werden (Bewertungsstufe 3). Solch ein Ver-
fahren ist aber nur dann vorteilhaft, wenn Transitionen zwischen Entitätstypen bestehen (d. h.
bestimmte Entitätstypen sehr oft nahe beieinander liegen). Insbesondere im biomedizinischen
Bereich hat sich solch ein Ansatz, der einen Conditional-Random-Field-Algorithmus einsetzt, als
erfolgversprechend erwiesen [SKH05]. Generell ist dieser Ansatz auch auf andere fachspezifische
Texte übertragbar, in denen bestimmte Muster und Korrelationen existieren. Jedoch ist solch
eine Technik nicht anwendbar für die Kombination von NER-Verfahren im Allgemeinen (z. B.
Nachrichtentexte), da dort keine regelmäßigen Muster erkennbar sind. Zudem ist dieses Verfahren
sehr stark von den zugrundeliegenden Trainingsdaten abhängig.
Vergleich und Zusammenfassung
Tabelle 3.5 fasst die in den beiden vorangegangen Abschnitten vorgestellten Aggregationstech-
niken für NER-Ergebnisse zusammen. Insbesondere wird betrachtet, für welche Aggregations-
entscheidung die Technik verwendet werden kann (Pos: Entscheidung zur Entitätsposition, Typ:
Entscheidung hinsichtlich des Entitätstyps, Pos & Typ: gleichzeitige Entscheidung zu Entitätspo-
sition und -typ), ob Schemainformationen bei der Aggregationsentscheidung berücksichtigt wer-
den und welche Metadaten in Trainingsprozessen gewonnen werden müssen. Gleichzeitig werden
die Techniken mit den in dieser Arbeit gestellten Anforderungen zur qualitätssteigernden Ag-
gregation von realen NER-Ergebnissen verglichen. Um eine Aggregation von Ergebnissen realer
NER-Dienste zu ermöglichen, müssen insbesondere multidimensionale Aggregationsentscheidun-
gen (Entitätstyp und -position) unterstützt werden, bei denen zugrundeliegende Schemainfor-
mationen vollständig berücksichtigt werden. Zudem ist es notwendig, Aggregationstechniken zu
haben, die sowohl ohne (für den Fall, dass für bestimmte Szenarien zunächst keine Trainings-
daten vorliegen) als auch mit Meta- bzw. Trainingsdaten arbeiten können. Außerdem ist es
wichtig, dass keine Überanpassung an bestimmte Trainingsdaten oder Zusammensetzungen von
Extraktoren bzw. Diensten erfolgt, um eine flexible Einsetzbarkeit zu gewähren und auch bei
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ausfallenden Diensten (z. B. Dienst gerade nicht erreichbar) und neu hinzukommenden Diensten
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x x (x) x
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[DVG+06]
x x (x) x x
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x (x) (x) (x) x
Conditional Random
Field [SKH05]
x x (x) x x
Anforderung x x x x x
ohne und mit Trainingsdaten,
Vermeidung Überanpassung
Basissysteme dynamisch anpassbar
Tabelle 3.5: Übersicht über State-of-the-Art-Aggregationstechniken und ihre Eigenschaften im
Vergleich zu den Anforderungen für serviceorientiertes NER
Die bestehenden Aggregationsverfahren sind in der Regel gut für eindimensionale Entscheidungen
(nur Typ oder nur Position) einsetzbar. Soll jedoch eine kombinierte Entscheidung getroffen
werden, sind sie nur bedingt einsetzbar. So kann zum Beispiel beim Mehrheitsentscheid die
Entscheidung negativ beeinflusst werden, wenn viele teil-korrekte Ergebnisse (z. B. Typ korrekt,
aber Position nicht exakt) der Extraktoren existieren. Bei den Verfahren mit Training erfolgt
bisher in der Regel ein getrenntes Training für Typ- bzw. Positionsbetrachtung, was ebenfalls
nicht ratsam ist, da Entitätstyp und -position eng miteinander verknüpft sind.
Des Weiteren werden bei realen NER-Diensten Klassifikationsschemata für die Einordnung der
Entitätstypen genutzt. Diese Schemata sind typischerweise hierarchisch strukturiert (z. B. En-
titätstyp Ort hat den Untertyp Stadt). Zusätzlich haben nicht alle Dienste denselben Funktions-
umfang und unterstützen deshalb nur Teilbereiche des Typenschematas (in der Regel verwen-
den sie sogar unterschiedliche Schemata, diese Problematik wird jedoch in Abschnitt 3.5 näher
betrachtet). In der Literatur wurde bisher kein Ansatz diskutiert, der Entitätsergebnisse mit
hierarchischen Entitätstypen aggregieren kann und eingeschränkte Leistungsumfänge der Ex-
traktoren berücksichtigt. Die genannten Aggregationstechniken sind abgesehen von den Limitie-
rungen hinsichtlich der Aggregationsentscheidung und der Beachtung der Schemainformationen
weitestgehend auf die Ergebnisse von NER-Diensten anwendbar. Jedoch stehen die durch den
Support-Vector-Machine-Ansatz verwendeten Qualitätseigenschaften von Systemkombinationen
im Gegensatz zur dynamisch anpassbaren Grundmenge an NER-Systemen. Des Weiteren ist
der Ansatz der Conditional Random Fields zwar für biomedizinische Texte relevant, aber nicht
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generell auf NER-Systeme übertragbar.
In der vorliegenden Arbeit werden Aggregationstechniken vorgestellt, die in der Lage sind, mehr-
dimensionale Entscheidungen unter Berücksichtigung der Schemainformationen zu treffen. Erst
durch diese Techniken ist es tatsächlich möglich, die Ergebnisse von NER-Diensten zu aggre-
gieren und eine Qualitätssteigerung gegenüber der Qualität der einzelnen Dienste zu erreichen.
Darüber hinaus konnte in der vorliegenden Arbeit gezeigt werden, dass für NER-Dienste gravie-
rende Qualitätsunterschiede in der Erkennung unterschiedlicher Entitätstypen existieren (siehe
Kapitel 5.2). Kein Aggregationsverfahren ist bisher in der Lage, diese Eigenschaft positiv für
die Aggregation auszunutzen. In der vorliegenden Arbeit wird diese Eigenschaft berücksichtigt,
indem Qualitätseigenschaften und Fehlermuster geclustert nach Entitätstyp gewonnen und in der
Aggregationsentscheidung berücksichtigt werden.
3.4.3 Methoden zur Qualitätssteigerung von Aggregationsergebnissen
Über die reinen Aggregationstechniken hinaus gibt es weitere Methoden, die angewendet werden
können, um die Qualität von Aggregationsergebnissen zu steigern. Kuncheva et al. betrachten
in ihrer Arbeit zur Kombination von Klassifikatoren [Kun04] zwei solcher Methoden: Bagging
und Boosting. Bagging (Bootstrap AGGregatING) [Bre96] ist eine Model Averaging Methode,
bei der die Ergebnisse einzelner Aggregationen kombiniert werden, um die Genauigkeit der Ag-
gregate zu erhöhen und eine Überanpassung der Aggregation zu vermeiden. Eine Möglichkeit
ist es, die Ergebnisse verschiedener Aggregationstechniken miteinander zu kombinieren. Bei der
Kombination wird typischerweise eine Mehrheitsentscheidung getroffen, wobei ein Gewichten der
Aggregationstechniken möglich ist. Eine weitere Möglichkeit ist es, verschiedene Aggregations-
ergebnisse einer Aggregationstechnik im Model Averaging Schritt zu nutzen. Dazu werden die
Trainingsdaten in Teilmengen unterteilt und mit Hilfe dieser Teilmengen verschiedene Modelle
einer Aggregationstechnik trainiert. Die Ergebnisse der verschiedenen Modelle werden dann im
Model Averaging Schritt durch einen Mehrheitsentscheid kombiniert.
Beim Boosting [WNC+02] werden verschiedene schwache Klassifikatoren miteinander kombiniert,
indem in iterativen Lernprozessen Wichtungsfaktoren für die einzelnen Klassifikatoren, die un-
terschiedliche Merkmale berücksichtigen, ermittelt werden. Anhand der Gewichte wird ein kom-
binierter Klassifikator erzeugt. Boosting baut auf einem sequentiellen Training der Extraktoren
(oder auch Aggregatoren) auf.
Neben dem Bagging und Boosting bietet das Stacking [Wol92] eine weitere Möglichkeit, ver-
schiedene Extraktoren miteinander zu kombinieren, und wird vor allem bei der Kombination von
Basis-NER-Techniken angewendet [USU02, TMS02, WNC03]. Im Vordergrund steht hier ein
sequenzielles Training der Extraktoren. Die Ergebnisse eines Extraktors werden als Trainings-
grundlage für den nächsten Extraktor verwendet, um dessen Qualität zu steigern. Jedoch können
auch verschiedene Aggregationsmechanismen durch Stacking hintereinandergeschaltet werden.
Bagging, Boosting und Stacking können auch für die in dieser Arbeit angestrebte Kombination
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von NER-Ergebnissen angewendet werden. Jedoch setzen alle Techniken voraus, dass Aggregati-
onstechniken vorliegen, die den gesamten drei-dimensionalen Prozess der NER unterstützen, was
im Moment noch nicht der Fall ist.
3.4.4 Evaluationsmethoden
Um die Qualität von Text-Mining-Verfahren und Aggregationstechniken - im Folgenden als Ex-
traktionssystem zusammengefasst - zu beurteilen, werden die Genauigkeit der Ergebnisse und
die Vollständigkeit dieser gemessen. Zur Bewertung wird ein Goldstandard herangezogen - ein
Dokumentkorpus mit Vorgaben, was die vollständigen und korrekten Text-Mining-Ergebnisse
sind (z. B. Textdokumente mit vollständigen und korrekten Entitätsannotationen bestimmter
Entitätstypen).
Die Menge an extrahierten Informationen eines NER-Systems kann hinsichtlich ihrer Relevanz/Rich-
tigkeit in Bezug auf den vorher definierten Goldstandard in vier Teilmengen bzw. Fälle unter-
schieden werden:
• true positives (TP): Informationen, die extrahiert wurden und korrekt sind
• false positives (FP): Informationen, die extrahiert wurden, aber inkorrekt sind
• true negatives (TN): Informationen, die nicht extrahiert wurden und inkorrekt sind
• false negatives (FN): Informationen, die nicht extrahiert wurden, aber korrekt sind
Die Genauigkeit eines Extraktionssystem - auch als Präzision (precision) bezeichnet - wird durch
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Der Wertebereiche von Präzision und Recall liegt jeweils zwischen 0 und 1, wobei ein hoher Wert
eine hohe Genauigkeit bzw. Vollständigkeit kennzeichnet. Da es sich bei der Genauigkeit und
Vollständigkeit um konkurrierende Anforderungen handelt und in der Regel eine Maximierung
einer der beiden Werte eine Verschlechterung des anderen Wertes hervorruft, wurde der F-Wert
als das harmonische Mittel beider eingeführt:
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Der Wertebereich des F-Wertes liegt ebenfalls zwischen 0 und 1. Der Wert 0 bedeutet, dass
keinerlei relevante Informationen korrekt extrahiert wurden, der Wert 1, dass alle relevanten In-
formationen gefunden und zudem die extrahierten Informationen alle korrekt extrahiert wurden.
Der maximal zu erreichende Wert von F hinsichtlich eines bestimmten Kontextes ist der optimale
Kompromiss zwischen Genauigkeit und Vollständigkeit [Rij79].
Soll eine Qualitätsbeurteilung mit Priorität auf der Genauigkeit bzw. der Vollständigkeit erfolgen,
kann alternativ der in Formel 3.4 gegebene allgemeine F-Wert mit β = 0, 5 bzw. β = 2 verwendet
werden.
Fβ = (1 + β
2) · Precision ·Recall
(β2 · Precision) +Recall
(3.4)
Nachfolgend werden Besonderheiten bei der Bewertung von NER-Ergebnissen aufgeführt.
Bewertung von NER-Ergebnissen
Bei der NER wird eine mehrdimensionale Entscheidung getroffen. Zum einen wird ein Entitätsbe-
reich mit konkretem Start-und Endpunkt identifiziert, und zum anderen erfolgt eine Klassifikation
der Entität, indem ein Entitätstyp zugeordnet wird. Aufgrund dieser mehrdimensionalen Ent-
scheidung können verschiedene Klassen von falsch positiven Ergebnissen unterschieden werden.
Im Folgenden werden anhand eines Beispiel-Goldstandards (in der Regel durch einen Experten
erzeugt) und einer Beispiel-Systemausgabe verschiedene Fehlerklassen charakterisiert (entnom-
men aus [Nad07]).
Unlike <PERSON>Robert</PERSON> , <PERSON>John Br iggs Jr</PERSON>
contacted <ORGANIZATION>Wonderful Stockbrockers Inc</ORGANIZATION>
in <LOCATION>New York</LOCATION> and i n s t r u c t e d them to s e l l a l l
h i s share s in <ORGANIZATION>Acme</ORGANIZATION> .
Listing 3.1: Goldstandard
<LOCATION>Unlike</LOCATION> Robert , <ORGANIZATION>John Br iggs Jr
</ORGANIZATION> contacted Wonderful <ORGANIZATION>Stockbrocker s
</ORGANIZATION> Inc <DATE>in New York</DATE> and i n s t r u c t e d them
to s e l l a l l h i s share s in <ORGANIZATION>Acme</ORGANIZATION> .
Listing 3.2: Systemergebnis
Lediglich die Annotation <ORGANIZATION>Acme</ORGANIZATION> wurde korrekt vom NER-System
erkannt. Alle anderen Entitätsannotationen sind nicht zu 100% korrekt. Die gemachten Fehler
können unterschiedlichen Fehlertypen zugeordnet werden. Tabelle 3.6 fasst diese Fehlertypen
zusammen.
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Das System hat eine Entität mit dem
korrekten Entitätstyp erkannt, aber








Das System hat eine Entität erkannt,
aber den falschen Entitätstyp
zugeordnet und die falschen Grenzen
der Annotation gewählt.
Tabelle 3.6: NER-Fehlertypen nach Nadeau [Nad07]
Nachfolgend werden verschiedene Evaluationsmethoden, die sich im Laufe der Zeit für die Bewer-
tung von NER-Systemen entwickelt haben, kurz charakterisiert. Vollständig korrekte Annotatio-
nen (sowohl Typ als auch Bereich korrekt) werden im Folgenden mit dem Typ C gekennzeichnet.
Exact-Match-Evaluation Die Exact-Match-Methode [Nad07] entspricht der weiter oben ein-
geführten klassischen Evaluationsmethode für Extraktionssysteme. Eine korrekte Annotation
muss sowohl den korrekten Typ als auch den korrekten Annotationsbereich besitzen. Präzision
und Recall berechnen sich anhand der Anzahl an Annotationen der Fehlertypen wie folgt:
precision =
C
E1 + E3 + E4 + E5 + C
, recall =
C
E2 + E3 + E4 + E5 + C
(3.5)
Für das oben aufgeführte Beispiel liegt sowohl der Präzisionswert als auch der Recall bei 20%.
MUC-Evaluation Bei der MUC-Evaluation [Chi92] werden auch teilweise korrekte Annota-
tionen (nur Typ oder nur Bereich korrekt) berücksichtigt und lediglich als halber Fehler gewertet.
Korrekte Annotationen sind Annotationen der Fehlertypen E3, E4 und C, wobei Annotationen
des Typs E3 und E4 nur zu 50 Prozent eingehen. Präzision und Recall berechnen sich anhand der
Anzahl an Annotationen, die den oben aufgeführten Fehlertypen zugeordnet werden, wie folgt:
precision =
C + 0, 5 ∗ E3 + 0, 5 ∗ E4
E1 + E3 + E4 + E5 + C
, recall =
C + 0, 5 ∗ E3 + 0, 5 ∗ E4
E2 + E3 + E4 + E5 + C
(3.6)
Für das oben aufgeführte Beispiel ergibt sich eine Präzision und ein Recall von 40% (precision =
1+0,5+0,5
5 , recall =
1+0,5+0,5
5 ).
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ACE-Evaluation Die ACE-Evaluationsmethode [NIS07] ist sehr komplex. Für jeden Entitäts-
typ werden manuell unterschiedliche Wichtungen bei der Bewertung vorgenommen (z. B. korrekte
Entitätsannotationen des Typs Organisation bekommen einen Punkt, korrekte Annotationen des
Typs Person nur einen halben Punkt, weil diese nicht so wichtig sind). Zusätzlich werden an-
passbare Kosten für die Fehlertypen E1, E2 und E3 verwendet. Fehler des Typs E4 und E5 werden
nur berücksichtigt, wenn ein vorher definierter Anteil des Annotationsbereiches übereinstimmt.
Aus allen berücksichtigten Kosten/Strafen für die aufgeführten Fehler wird ein Wert berechnet -
der Entity Detection and Recognition Wert (EDR). Der EDR-Wert ist abhängig von den Werten
für die Gewichte und die Kosten. Deshalb ist er schwierig mit anderen Evaluationswerten zu
vergleichen und erschwert die Analyse von konkreten Fehlern des NER-Systems. [NS07]
In der vorliegenden Arbeit wird zur Bewertung der Aggregationsergebnisse die Exact-Match-
Evaluation verwendet.
Goldstandards für die Bewertung von NER-Systemen
Für die Bewertung von NER-Systemen existieren unterschiedliche Goldstandards, die verschiede-
ne Leistungsspektren abdecken. Ein NER-Goldstandard ist im Grunde genommen ein Dokument-
korpus mit Annotationen der korrekten Entitäten für eine vorgegebene Menge an Entitätstypen
und für unterschiedliche Sprachen. Die meisten der annotierten Dokumentkorpora entstanden
in Zusammenhang mit Konferenzen, wie zum Beispiel der Message Understanding Conference
(MUC) oder der Conference on Computational Natural Language Learning (CoNLL). Nur eini-
ge dieser Korpora sind frei zugänglich. Für die Evaluation der Extraktion der drei klassischen
Entitätstypen Person, Ort und Organisation hat sich der CoNLL-2003-Goldstandard [Com14]
etabliert. Der zugrundeliegende Dokumentkorpus beruht auf Reuters-Nachrichtentexten. Der
Enron-Korpus [Coh14] bietet einen Goldstandard für die Extraktion von Entitäten aus E-Mail-
Nachrichten. Leider mangelt es an ausreichend Dokumentkorpora mit Annotationen hierarchi-
scher Entitätstypen (z. B. Ort mit dem Untertyp Stadt und Land). An der Technischen Uni-
versität Dresden wurden deshalb in der jüngeren Vergangenheit zwei Goldstandards entwickelt,
die hierarchische Entitätstypen im Fokus haben und zudem über die klassischen Entitätsty-
pen hinaus gehen. Das ist zum einen der TUDCS4-Goldstandard [Urb14], der 22 verschiedene,
teils hierarchisch angeordnete, Entitätstypen beinhaltet. Zum anderen wurde mit dem TUD-
Loc-2013 [Kat14] ein auf Ortsangaben spezialisierter Goldstandard zur Verfügung gestellt. Die
Dokumentkorpora CoNLL-2003, TUDCS4 und TUD-Loc-2013 werden für die Evaluation der
Beiträge im Kapitel 5 herangezogen und in Anhang B detaillierter eingeführt.
3.4.5 Zusammenfassung
Die vorangegangenen Abschnitte haben untersucht, welche Möglichkeiten bereits bestehen, Text-
Mining-Ergebnisse - insbesondere NER-Ergebnisse - zu aggregieren. Es wurden eine Menge von
Analysemöglichkeiten für Extraktionssysteme vorgestellt, welche verwendet werden können, um
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die Qualität von Text-Mining-Systemen und die Korrelation zwischen verschiedenen Systemen zu
bewerten. Diese Analysemöglichkeiten können in dieser Arbeit verwendet werden, müssen aber
angepasst werden, um die Bewertung der vollständigen NER zu ermöglichen, da sich bisherige
komplexere Analysen vor allem auf Teilbereiche der NER - insbesondere die Identifikation von
Entitätspositionen - beschränken.
Des Weiteren wurden verschiedene Aggregationstechniken vorgestellt. Keine dieser Techniken
ist bisher in der Lage, die Ergebnisse von realen NER-Systemen zu kombinieren (Anforde-
rung (A2.1)). Insbesondere mangelt es an Unterstützung für die Aggregation von Entitätsklassifi-
kationen und die Einbeziehung von hierarchischen Beziehungen zwischen Entitätstypen. Überdies
hinaus gibt es bisher keine Aggregationstechnik, die Qualitätsunterschiede zwischen verschie-
denen Anwendungsdomänen und vor allem zwischen verschiedenen Entitätstypen berücksich-
tigt, was, wie diese Arbeit zeigt, einen qualitativen Gewinn mit sich bringen kann (Anforde-
rung (A2.3)). Die vorliegende Arbeit widmet sich den identifizierten Schwachpunkten bisheriger
Aggregationstechniken und erreicht durch neue und erweiterte Aggregationstechniken eine kom-
plette Unterstützung der Aggregation von realen NER-Ergebnissen.
Abschließend wurden weitere Methoden zur Steigerung der Qualität von Aggregationsergebnis-
sen vorgestellt, die verschiedene Aggregationsmodelle miteinander kombinieren. Die vorgestellten
Methoden sind im Prinzip auch für die Problematik dieser Arbeit anwendbar, wenn entsprechen-
de Aggregationstechniken entwickelt werden, die den kompletten Aggregationsprozess für NER
ermöglichen (inklusive Unterstützung von Entitätserkennung und -klassifikation, sowie hierarchi-
schen Entitätstypen und Entitätstyp-spezifischen Qualitätsmerkmalen). Zusätzlich zum State-of-
the-Art der Aggregation von Entitätsergebnissen wurden Evaluationsmethoden für NER-Systeme
und Aggregationstechniken eingeführt, die in der Evaluation von Kapitel 5 Anwendung finden.
3.5 Abbildung von Klassifikationsschemata
In der Problemstellung wurde bereits auf die Problematik hingewiesen, dass Text-Mining-Dienste
in der Regel für die Einordnung der extrahierten Elemente eigene Klassifikationsschemata verwen-
den. Damit heterogene Text-Mining-Dienste, die verschiedene Klassifikationsschemata nutzen,
miteinander kombiniert werden können, ist es notwendig, diese aufeinander abzubilden. Im Fol-
genden werden verwandte Arbeiten hinsichtlich dieser Problematik untersucht. Dazu werden in
Abschnitt 3.5.1 zunächst Standardisierungsansätze für Text-Mining-Klassifikationsschemata un-
tersucht. Anschließend werden in Abschnitt 3.5.2 Schema-Matching-Verfahren vorgestellt, die un-
ter Umständen für die Erstellung von Abbildungen zwischen Text-Mining-Klassifikationsschemata
verwendet werden können. Existierende Ansätze zur Integration von verschiedenen Schemata in
ein universales Schema werden in Abschnitt 3.5.3 thematisiert. Nachdem Abschnitt 3.5.4 kurz
auf Evaluationsmethoden für Schema-Matching-Verfahren eingeht, fasst Abschnitt 3.5.5 die ver-
wandten Arbeiten zur Abbildung von Klassifikationsschemata zusammen und arbeitet die Defizite
bestehender Ansätze hinsichtlich der in dieser Arbeit betrachteten Problematik heraus.
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3.5.1 Standardisierte Text-Mining-Klassifikationsschemata
Praktische Anwendungen haben gezeigt, dass angebotene NER-Dienste und -Systeme in der
Regel auf eigene Klassifizierungen zurückgreifen (siehe Kapitel 3.1.4 bzw. [RT11]). Rizzo und
Troncy haben deshalb manuell die NERD-Ontologie [RT11] erstellt, die die Klassifikationen
einiger bekannter NER-Dienste miteinander verknüpft. Insbesondere werden identische Typen
(owl:equivalentClass) und Untertypen (rdfs:subClassOf) gekennzeichnet. Zur Vereinfachung ha-
ben sie zusätzlich URIs (z. B.: http://www.wikimeta.com/#PERS) für die Typen konkreter
Dienste eingeführt, für die keine URIs vorlagen. Den Kern der Ontologie bilden die Entitäts-
typen des Quaero-Schemas, auf welche äquivalente Typen der NER-Dienste abgebildet wur-
den. Nachfolgend wird ein Auszug der Ontologie dargestellt, der die Beziehungen von City-
Klassifikationstypen von fünf NER-Diensten wiedergibt:






Die NERD-Ontologie ist ein guter Ansatz um die verschiedenen verwendeten Klassifikationssche-
mata in Einklang zu bringen. Jedoch umfasst sie bisher nicht alle Typen der einbezogenen NER-
Dienste, da sie sich größtenteils auf die Haupttypen beschränkt (z. B. existiert kein NERD-Typ
Facility, obwohl dieser in vielen der integrierten NER-Dienste Verwendung findet). Außerdem
fehlen detailliertere hierarchische Beziehungen. So gibt es nur eine Hierarchieebene unterhalb
vom Typ Person, obwohl zum Beispiel Bürgermeister (nerd:Mayor) als Untertyp von Politiker
(nerd:Politician) eingeordnet werden kann. Des Weiteren sind die Verknüpfungen der NERD-
Ontologie nicht vollständig. So enthält sie zwar einen Typ nerd:Politician, jedoch gibt es dort
keine Verknüpfung zum Typ alchemy:Politician, der laut der Dokumentation von AlchemyAPI
existiert. Ein weiterer Nachteil ist, dass auf die Schemainformationen der Dienste vertraut wurde.
Da diese aber oft nur unzureichend strukturiert sind, werden Beziehungen inkorrekt und/oder
unvollständig abgebildet. Zum Beispiel haben sowohl AlchemyAPI als auch Extractiv die Typen
Politiker (Politician) und Präsident (President) als Untertypen von Person, jedoch existiert an
keiner Stelle eine Information zur Beziehung zwischen Politikern und Präsidenten, so dass diese
Information auch nicht in der NERD-Ontologie widergespiegelt wird. Die NERD-Ontologie ist
zudem unflexibel gegenüber Änderungen in den bestehenden Schemata und muss ständig erwei-
tert werden, wenn weitere Klassifikationsschemata in anderen NER-Diensten verwendet werden.
Um die Erstellung und Wartung solch einer standardisierten Ontologie zu vereinfachen, bietet
sich eine (Teil-)Automatisierung durch Schema-Matching-Verfahren an. Im folgenden Abschnitt
werden entsprechende Verfahren näher betrachtet.
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3.5.2 Schema Matching
Schema-Matching dient dazu, zwei oder mehr Schemata aufeinander abzubilden. Dazu werden
(halb-)automatisiert Korrespondenzen zwischen den Elementen der Eingabeschemas identifiziert
und als Äquivalenz- oder Hierarchiebeziehungen markiert. Schema-Matching wurde bereits sehr
umfangreich in der Literatur untersucht. Abbildung 3.5 zeigt die gebräuchlichste Klassifikation
von Schema-Matching-Ansätzen nach Rahm und Bernstein [RB01]. Dabei wird zunächst in indi-
viduelle und kombinierte Matcher unterschieden. Individuelle Matcher berechnen Abbildungen
auf Grundlage von einem einzigen Kriterium. Kombinierte Matcher identifizieren Abbildungen,
indem sie mehrere Abbildungskriterien verwenden (Hybride Matcher) oder indem sie die Er-
gebnisse mehrerer individueller Matcher kombinieren (Zusammengesetzte Matcher). Individuelle
Matcher werden unterschieden in schema- und instanzbasierte Matcher. Erstere nutzen lediglich
die Schemainformationen, um Schemaelemente aufeinander abzubilden. Instanzbasierte Matcher
ziehen zudem Instanzdaten - Inhalte der Schemaelemente - für den Abbildungsprozess heran.
Bei beiden Ansätzen werden einzelne Schemaelemente (Elementebene) betrachtet. Beim sche-
mabasierten Ansatz ist es zudem möglich, den Abbildungsprozess auf Strukturebene - durch die
Anwendung von Graph-Matchern [MGMR02] - durchzuführen.
Abbildung 3.5: Klassifikation von Schema-Matching-Ansätzen (vgl. [RB01])
Schemabasiertes Matching
Die meisten Schema-Matching-Systeme (z. B.: Cupid [MBR01], COMA [DR02], RiMOM [LTLL09],
FalconAO [HQ08]) bieten schemabasierte Matching-Verfahren an. Beim schemabasierten Mat-
ching werden die Elementnamen, deren Beschreibungen und Datentypen und deren Struktur
untereinander für den Abbildungsprozess herangezogen (ein guter Überblick über schemabasier-
te Matching-Verfahren wird in [SE05] gegeben). Für die Identifikation von Abbildungen werden
zum Beispiel die Elementnamen miteinander verglichen und Ähnlichkeitswerte zugewiesen. Für
den Vergleich gibt es verschiedene Verfahren, die teilweise in Kombination angewendet werden.
Zum Beispiel können zunächst sprachbasierte Verfahren verwendet werden, um die Elementna-
men in einzelne Token aufzulösen, und anschließend stringbasierte Verfahren eingesetzt werden,
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die Distanzen zwischen den Token bestimmen.
Auch für die Abbildung von Text-Mining-Klassifikationsschemata können schemabasierte Verfah-
ren angewendet werden. Insbesondere für die Identifikation von Äquivalenzbeziehungen leisten
sie, wie die vorliegende Arbeit in Kapitel 6.4 zeigt, gute Dienste. Hierarchische Abbildungen
können vor allem mit Hilfe von Graph-Matchern [MGMR02] identifiziert werden, können aber
bei geringem Strukturiertheitsgrad der zugrundeliegenden Schemata nicht angewendet werden
(da Graph-Matcher strukturelle Ähnlichkeiten identifizieren, können Sie bei mangelnder Struk-
turiertheit keine Ähnlichkeiten identifizieren). Dies ist, wie Abschnitt 6.2 zeigt, bei Text-Mining-
Klassifikationsschemata der Fall. In solchen Fällen müssen zusätzlich zum schemabasierten Mat-
ching andere Schema-Matching-Ansätze verwendet werden.
Instanzbasiertes Matching
Wenn schemabasierte Matcher nicht anwendbar sind oder unzureichende Qualität liefern, werden
meist die Instanzdaten der Schemaelemete (z. B. konkrete Personennamen für ein Schemaele-
ment Person) herangezogen, um Abbildungen zu identifizieren. Einige Systeme, die instanzbasier-
tes Matching durchführen, vergleichen die Eigenschaften der Instanzen (Datentyp, Länge) und
identifizieren dadurch Äquivalenzen zwischen einzelnen Elementen (z. B. in [DSDR07, HQ08,
LTLL09]). Solche Systeme sind vor allem für Datenbankeinträge geeignet, kommen aber für die
Abbildung von Text-Mining-Schemata nicht in Frage. Andere Systeme wenden Metriken an, die
Ähnlichkeiten von Schemaelementen am Grad der Überschneidung der Instanzmengen fest ma-
chen. Meist kommt ein klassischer Jaccard-Wert zum Einsatz [IVDMSW07], um die Ähnlichkeit
zweier Elemente s und t zu bestimmen. Die Jaccard-Metrik bestimmt das Verhältnis der Schnitt-
menge der zwei Elemente zur Vereinigungsmenge (siehe Formel 3.7, I(s) und I(t) charakterisieren
die Instanzmengen der Schemaelmente s und t). Umso größer der Jaccard-Wert ist, umso ähnli-
cher sind sich die Instanzmengen der zwei Elemente und umso ähnlicher sind sich in der Regel die
Elemente selbst. Weitere Metriken, wie zum Beispiel ein korrigierter Jaccard-Wert, der auch die





Massmann und Rahm [MR08] wenden die dem Jaccard-Koeffizienten sehr ähnliche Dice-Metrik
(siehe Formel 3.8) an, um Webverzeichnisse von Amazon und Ebay aufeinander abzubilden.
SimDice(s, t) =
2 · |I(s) ∩ I(t)|
|I(s)|+ |I(t)|
(3.8)
Alle genannten Metriken sind vor allem für die Identifikation von Äquivalenzabbildungen nutzbar.
Darüber hinaus gibt es bisher zwei Ansätze zur Identifikation von hierarchischen Abbildungen
durch instanzbasiertes Matching. Chua und Kim [CK12] haben erst vor kurzem die SURD-Metrik
vorgeschlagen, die aus zwei Koeffizienten besteht und sich mit der Problematik der Identifika-
tion von Untertypen auseinander setzt. Die beiden Koeffizienten CORs und CORt geben die
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Diese Metrik ist jedoch, insbesondere durch die relativ einfachen Koeffizienten, relativ ungenau,
wie die vorliegende Arbeit in Kapitel 6.4 zeigt. Zur Identifikation von hierarchischen Beziehungen
wird in der vorliegenden Arbeit im Gegensatz zur SURD-Metrik ein Ansatz verfolgt, der drei
Koeffizienten in der Ähnlichkeitsmetrik vereint und dadurch genauere Ergebnisse liefert.
Das von Suchanek et al. vorgestellte PARIS-System [SAS11] betrachtet bei der Abbildung von
Ontologie-Instanzen, -Relationen und -Klassen ebenfalls Instanzdaten. Das System verfolgt einen
probabilistischen Ansatz, der hauptsächlich Äquivalenzen erkennt. Jedoch wird auch ein Ansatz
vorgestellt, wie Unterklassen-Beziehungen erkannt werden können. Leider fehlen in der Arbeit
von Suchanek et al. ausreichende Informationen, wie dieser Ansatz konkret angewendet werden
kann und wie Entscheidungen für oder gegen Äquivalenz- bzw. Hierarchieabbildungen getrof-
fen werden können. Alle bisher existierenden Metriken für die Identifikation von Äquivalenz-
und Hierarchieabbildungen bieten keine Möglichkeiten, Informationen über ungenaue und/oder
unvollständige Instanzdaten zu integrieren (d. h. dass die zu vergleichenden Instanzmengen un-
terschiedlich sind, obwohl die zugehörigen Schemaelemente semantisch äquivalent sind, da z. B. in
einer oder beiden Instanzmengen fälschlicherweise Instanzen gelöscht wurden). In der vorliegen-
den Arbeit wird dieser Schwachpunkt aufgegriffen und eine Möglichkeit vorgestellt, wie auch mit
ungenauen und unvollständigen Instanzdaten gute Ergebnisse mit instanzbasiertem Matching
erzielt werden können.
Für die Klassifikationsschemata von Text-Mining-Diensten liegen in der Regel keine oder nur sehr
wenige Instanzdaten vor. Das QuickMig-System [DSDR07] bietet mit Hilfe eines Fragebogens die
Möglichkeit, den Schemaelementen manuell Instanzdaten zuzuordnen. Jedoch gibt es bisher noch
keine Ansätze, die den Instanzanreicherungsprozess im Vorfeld des Matchingprozesses automa-
tisieren. Die vorliegende Arbeit setzt sich mit dieser Problematik auseinander und stellt einen
automatisierbaren Instanzgenerierungsprozess vor, der es ermöglicht auch bei fehlenden Instanz-
daten instanzbasiertes Matching zu ermöglichen.
3.5.3 Schema Merging
Werden mehrere Schema in ein einheitliches Schema integriert, spricht man vom Schema-Merging.
Auch in der vorliegenden Arbeit sollen verschiedene Schemata in ein globales Schema integriert
werden. Die meisten Ansätze - wie zum Beispiel PORSCHE [SBH08] und ATOM [RR11] - ver-
wenden Algorithmen, bei denen Schemata sequentiell in ein Schema integriert werden. Hierbei
spielt die Reihenfolge, in der die Schemata integriert werden, eine große Rolle und kann das resul-
tierende Ergebnis verändern. Clusterbasierte Ansätze (z. B. ARTEMIS [CAVM01] oder Dragut
et al. [DWS+06]) hängen im Gegensatz dazu nicht von der Schema-Reihenfolge ab und resultie-
ren ausgehend von den integrierten Schemata stets in einem optimalen globalen Schema. Dabei
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werden Abbildungen zwischen den Schemata zu Clustern zusammengefasst und darauf aufbau-
end die resultierende Struktur des globalen Schemas aufgebaut. Die meisten Cluster-basierten
Ansätze integrieren nur Äquivalenzabbildungen. Das MOMIS [BBGV01]-System geht darüber
hinaus und integriert auch hierarchische Beziehungen. In der vorliegenden Arbeit wird ein an das
MOMIS-Konzept angelehntes clusterbasiertes Integrationsverfahren verwendet, was ausgehend
von den gegebenen Schemata und den durch Schema-Matching-Prozessen erzeugten Abbildungen
ein globales Schema generiert.
3.5.4 Evaluationsmethoden
Um Schema-Matching-Verfahren und -Systeme zu evaluieren, wird die Genauigkeit und Vollständig-
keit der erkannten Abbildungen bewertet. Dazu werden die in Kapitel 3.4.4 eingeführten Funk-
tionen für Präzision (Formel (3.1)), Recall (Formel (3.2)) und F-Wert (Formel (3.3)) verwendet.
Die Einordnung der Abbildungen erfolgt dabei in die folgenden Teilmengen:
• true positives (TP): Abbildungen, die durch das Schema-Matching-Verfahren erkannt wur-
den und korrekt sind
• false positives (FP): Abbildungen, die durch das Schema-Matching-Verfahren erkannt wur-
den, aber inkorrekt sind
• true negatives (TN): Abbildungen, die durch das Schema-Matching-Verfahren nicht erkannt
wurden und inkorrekt sind
• false negatives (FN): Abbildungen, die durch das Schema-Matching-Verfahren nicht er-
kannt wurden, aber korrekt sind
Die Güte von Schema-Matching-Verfahren wird typischerweise anhand des F1-Messwertes be-
stimmt.
3.5.5 Zusammenfassung
Die Analyse der verwendeten Klassifikationsschemata von Text-Mining-Diensten hat gezeigt,
dass in der Praxis bisher kein standardisiertes Schema zum Einsatz kommt. Mit der NERD-
Ontologie wurde ein erster Ansatz geschaffen, der verschiedene Klassifikationsschemata für NER
aufeinander abbildet. Jedoch ist die NERD-Ontologie unvollständig. In Zukunft wird es nicht
möglich sein, alle Klassifikationsschemata stets manuell aufeinander abzubilden. Dies ist zum
einen zu zeitaufwendig und zum anderen auch fehleranfällig, wenn das korrekte Verständnis für
die verwendeten Schemaelemente fehlt.
Für die in Anforderung (A3.1) geforderte Automatisierung des Schema-Matching-Prozesses exis-
tieren bereits eine Vielzahl von Matching-Ansätzen. Für die Abbildung von Text-Mining-Klassi-
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fikationsschemata bietet sich eine Kombination verschiedener schema- und instanzbasierter Mat-
cher an. Insbesondere bei den schemabasierten Matchern kann auf State-of-the-Art-Techniken
zurückgegriffen werden. Jedoch sind diese schemabasierten Matcher nicht ausreichend, um voll-
ständige qualitativ hochwertige Abbildungen zu erzielen (Anforderung (A3.3)). Bisherige in-
stanzbasierte Matchingansätze sind zwar generell auf Text-Mining-Schemata anwendbar, da die
Schemata aber über keine Instanzdaten verfügen ist dazu eine automatisierte Instanzgenerierung
notwendig, welche im Zuge der vorliegenden Arbeit eingeführt wird. Weiterhin sind die exi-
stierenden instanzbasierten Matcher nicht für die Besonderheiten von Text-Mining-Instanzdaten
(z. B. fehlerhafte und fehlende Instanzen) spezialisiert, was zu einer unzureichenden Qualität
führt und damit nicht die Anforderung (A3.3) erfüllt. Zusätzlich gibt es bisher keinen Ansatz,
der hierarchische Abbildungen zwischen Text-Mining-Klassifikationsschemata - die explizit in
Anforderung (A3.2) gefordert werden - mit einer guten Qualität identifizieren kann. Mit der
vorliegenden Arbeit wird durch die Einführung einer neuen Metrik, welche die Besonderheiten
der Instanzdaten berücksichtigt, ein deutlicher Qualitätsgewinn erzielt. Außerdem wird in der
vorliegenden Arbeit erstmalig Schema-Matching auf Text-Mining-Klassifikationsschemata ange-
wendet. Für die in Anforderung (A3.4) geforderte Integration von Klassifikationsschemata kann
weitestgehend auf bestehende Ansätze zurückgegriffen werden, die an den in dieser Arbeit vor-
gestellten Prozess angepasst werden.
Kapitel 4
Auswahl von Text-Mining-Diensten
Ziel ist es, die Auswahl von zu kombinierenden Text-Mining-Diensten auf Grundlage ihrer funk-
tionalen Eigenschaften zu ermöglichen. Das Kapitel modelliert - aufbauend auf der Analyse exi-
stierender Dienste - eine Ontologie für die Beschreibung von Text-Mining-Diensten, die das ge-
zielte Selektieren der Dienste unterstützt. Insbesondere werden folgende Beiträge geleistet:
(1) Es wird erstmalig eine umfangreiche Übersicht über 18 existierende Text-Mining-Dienste
gegeben. Dazu werden die Dienste ausführlich analysiert und nach ihren Text-Mining-
spezifischen Eigenschaften klassifiziert. Ausgehend von der Analyse werden Anforderungen
an eine Ontologie für die Beschreibung von Text-Mining-Diensten abgeleitet.
(2) Es wird eine Ontologie präsentiert, die für die Beschreibung funktionaler Eigenschaften von
komplexen Text-Mining-Diensten genutzt werden kann. Sie unterstützt die in der Analyse
beobachteten Merkmale von Text-Mining-Diensten und ist flexibel um weitere Merkmale
und Konzepte erweiterbar.
(3) Es werden mit Hilfe der Ontologie erstellte Beschreibungen der funktionalen Eigenschaften
von 18 Text-Mining-Diensten bereitgestellt und öffentlich zugänglich gemacht, so dass das
entwickelte Konzept direkt angewendet werden kann. Die Auswahl der Text-Mining-Dienste
wird zudem in einem prototypisch entwickelten serviceorientierten Text-Mining-System un-
ter Anwendung eines SPARQL-basierten Ansatzes evaluiert.
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4.1 Einführung
Im vorliegenden Kapitel wird die Auswahl von Text-Mining-Diensten für konkrete Text-Mining-
Aufgaben thematisiert. Insbesondere wird erörtert, wie Text-Mining-Dienste aussagekräftig be-
schrieben werden können, um Dienste anhand funktionaler Anforderungen zu selektieren und sie
dann kombiniert für die Lösung von Text-Mining-Aufgaben zu nutzen. In Abschnitt 3.3 wurde
bereits diskutiert, wie die Dienstauswahl in einer serviceorientierten Architektur erfolgen kann.
Es wurden zahlreiche Beschreibungsmöglichkeiten für Dienste im Allgemeinen und für Text-
Mining-Dienste herausgearbeitet. Insbesondere wurde die Notwendigkeit von semantischen und
funktionalen Beschreibungen unterstrichen und das bisherige Fehlen einer geeigneten Ontolo-
gie zur Beschreibung von Text-Mining-spezifischen Diensteigenschaften aufgedeckt. Nachfolgend
soll deshalb auf diese Problematik eingegangen werden und eine geeignete Ontologie modelliert
werden, die für die funktionale Beschreibung von Text-Mining-Diensten genutzt werden kann.
In Abschnitt 4.2 werden deshalb zunächst die funktionalen Eigenschaften von Text-Mining-
Diensten untersucht und die Dienste anhand dieser klassifiziert. Ausgehend von der Analyse
und Klassifikation werden notwendige Beschreibungselemente abgeleitet, anhand derer in Kapi-
tel 4.3 eine Ontologie zur semantischen Beschreibung von Extraktionsdiensten erarbeitet wird. Zu
Demonstrationszwecken werden zudem die funktionalen Eigenschaften bestehender Text-Mining-
Dienste mit Hilfe der Ontologie beschrieben. Anschließend wird in Abschnitt 4.4 die Eignung der
Ontologie für den Einsatz in Softwaresystemen evaluiert. Insbesondere wird die Auswahl von
geeigneten Text-Mining-Diensten anhand von realen Diensten demonstriert. Abschnitt 4.5 fasst
abschließend die Beiträge zur Verbesserung der semantischen Beschreibung von Text-Mining-
Diensten und die Auswahl dieser nach funktionalen Gesichtspunkten zusammen. Außerdem wer-
den die geleisteten Beiträge mit den in Kapitel 2 gestellten Anforderungen verglichen.
4.2 Klassifikation von Text-Mining-Diensten
Um eine Ontologie für die Beschreibung von Text-Mining-Diensten zu entwerfen, werden im Fol-
genden zunächst Eigenschaften von Text-Mining-Diensten erörtert und Funktionalitäten und
Besonderheiten existierender Dienste untersucht. Abschnitt 4.2.1 führt die für die Untersu-
chung verwendeten Text-Mining-Dienste ein. Die Analyse der Diensteigenschaften erfolgt in Ab-
schnitt 4.2.2. Schließlich werden in Abschnitt 4.2.3, ausgehend von der vorgenommenen Klassi-
fikation, notwendige Beschreibungskomponenten für die zu erstellende Ontologie abgeleitet.
4.2.1 Vorstellung der untersuchten Text-Mining-Dienste
Als Grundlage für die Untersuchung von besonderen Eigenschaften von Text-Mining-Diensten
dienten die in Abschnitt 3.1.5 aufgelisteten Dienste. Aus diesen wurden für die nähere Analyse
die Dienste ausgewählt, über die ausreichend Informationen aus der Dokumentation, der Dienst-
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webseite oder sonstigen Artikeln gewonnen werden konnten. Außerdem wurde die Auswahl auf
kostenfreie Dienste beschränkt und nur solche Dienste näher analysiert, die auch im Zuge die-
ser Arbeit ausprobiert werden konnten. Da sich die Dienstlandschaft sehr schnell ändert, wird
kein Wert auf Vollständigkeit gelegt. Nachfolgend werden die zur Analyse und zum Vergleich der
Text-Mining-Dienstlandschaft verwendeten Dienste kurz vorgestellt. Eine tabellarische Zusam-
menfassung der Eigenschaften ist in Abschnitt 4.2.2 zu finden.
AlchemyAPI [Orc13a] Bei AlchemyAPI handelt es sich um einen sehr umfangreichen Dienst,
der viele Text-Mining-Funktionalitäten anbietet (Identifikation von Konzepten, NER, Extrakti-
on von Beziehungen, Sentiment Analyse, Textklassifizierung usw.). Der Dienst bietet Pakete mit
verschiedenen Preismodellen für unterschiedliche Nutzergruppen an. Kostenfrei können 1.000
Aufrufe am Tag bearbeitet werden. Für die Aufrufe der Text-Mining-Funktionalitäten stehen
verschiedene REST-Schnittstellen zur Verfügung, die die Ergebnisse im RDF-, XML- oder JSON-
Format zur Verfügung stellen. Je nach Text-Mining-Methode werden unterschiedliche Sprachen
unterstützt (teilweise bis zu acht verschiedene Sprachen, die Sprache wird automatisch erkannt),
wobei alle Funktionalitäten für englischsprachige Texte zur Verfügung stehen. Für die Klas-
sifikation extrahierter Elemente (z. B. Entitäten) wird eine proprietäre Ontologie verwendet.
Zusätzlich werden weitere Features angeboten: Verknüpfung extrahierter Elemente mit Linked-
Data-Ressourcen, bei Bedarf komprimierte Ergebnisse, Zitaterkennung etc.
BeCAS [NCMO13] BeCAS ist ein Dienst aus dem biomedizinischen Bereich, der durch eine
REST-Schnittstelle NER anbietet. Für die Entitätstypen wird ein proprietäres Schema verwen-
det, das Typen aus der Biomedizin (z. B. Enzyme und biologische Prozesse) enthält. Die Ergeb-
nisse werden als JSON, XML, A1- oder CoNLL zur Verfügung gestellt und können bei Bedarf
komprimiert werden. Es gibt keine Limitierungen im Aufruf des Dienstes.
DBPediaSpotlight [DBp14] DBPediaSpotlight erkennt Erwähnungen von DBPedia-Res-
sourcen in Texten und ermöglicht somit unstrukturierte Texte mit Linked-Data-Informationen
zu verknüpfen. Der Dienst unterstützt bisher zehn verschiedene Sprachen und kann über eine
REST-Schnittstelle aufgerufen werden. Als Antwortformate stehen XML, JSON, HTML, RDFa
und NIF zur Verfügung. Texte dürfen maximal eine Größe von 460kB haben.
DIGMAP Text Mining Service [DIG13] Der DIGMAP-Dienst ist ein Dienst, der das
Auffinden von Informationen und den Zugriff auf alte Kartenmaterialien (und damit in Be-
ziehung stehende Informationen) unterstützen soll. Der Hauptfokus liegt dabei auf geographi-
schen Informationen. Der angebotene Text-Mining-Dienst unterstützt die Entitätserkennung für
englischsprachige Texte (für die Entitätstypen wird ein proprietäres Schema verwendet). Der
DIGMAP-Dienst kann über eine REST-Schnittstelle aufgerufen werden und unterliegt keinen
Limitierungen. Die Ergebnisse werden als XML zur Verfügung gestellt.
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Evri [Evr12] Während der Erstellung und in den meisten Evaluationen der vorliegenden Ar-
beit war dieser Dienst verfügbar, wurde jedoch Ende 2012 aufgrund firmeninterner Neuaus-
richtung eingestellt und ist seitdem nicht mehr aufrufbar. Evri war ein Text-Mining-Dienst für
englische Texte, der sich hauptsächlich auf die Extraktion von Entitäten spezialisiert hatte, aber
auch Textklassifikation und die Identifikation von Konzepten anbot. Für die Klassifikation ex-
trahierter Elemente wurde ein proprietäres Schema angeboten. Die Dienstaufrufe erfolgten mit
Hilfe eines Zugriffsschlüssels über eine REST-Schnittstelle. Pro Tag war der Dienst auf 10.000
Aufrufe limitiert (maximal einer pro Sekunde). Hervorzuheben war der Dienst vor allem durch
seine große Vielzahl an unterstützten Entitätstypen.
Extractiv [PBw13] Bei Extractiv handelt es sich um einen kleineren, relativ neuen Dienst
mit Spezialisierung auf Entitäts- und Relationenerkennung, sowie Textklassifikation. Hervorzu-
heben ist, dass der Dienst eine relativ große Breite an Entitätstypen anbietet (definiert in einem
proprietären Schema). Zum Beispiel werden neben den klassischen Entitätstypen (Personen, Or-
ganisationen, Orte, usw.), verschiedene Waffentypen und Arten von Lebewesen extrahiert. Zu-
dem werden extrahierte Entitäten mit LinkedData-Ressourcen verknüpft. Der Dienst verarbeitet
3.000 Aufrufe pro Tag.
FISE [Int13] Die Furtwangen IKS Semantic Engine (FISE) wurde 2010 erstellt. Die Engine
erlaubt die Registrierung unterschiedlicher Extraktionsengines (z. B.: eine für die Erkennung
der Entitäten, eine für die Zuordnung zu einem Entitätstyp). Im Zuge der Erstellung der En-
gine wurde ein REST-Dienst zur Verfügung gestellt, der Entitätsextraktion basierend auf der
OpenNLP-Bibliothek [The13] und einem Index der 10.000 beliebtesten DBPedia-Einträge anbie-
tet. Die Nutzung des REST-Dienstes ist nicht limitiert.
Linked TV Keyword extraction tool [Uni13c] Das Linked TV Keyword extraction tool
ist ein an der Wirtschaftsuniversität Prag entwickelter Dienst, der die Extraktion von Stich-
worten unterstützt. Bisher wird diese Text-Mining-Funktionalität für deutsch-, englisch- und
niederländischsprachige Texte angeboten. Der Dienst wird über eine REST-Schnittstelle aufge-
rufen, die die Ergebnisse im JSON-Format liefert.
Lupedia [Ont13] Der Lupedia Enrichment Service wird von der Firma Ontotext zur Verfügung
gestellt und ist auf die Extraktion von Entitäten spezialisiert. Es werden neun verschiedene
Sprachen unterstützt und außerdem Verknüpfungen zu LinkedData-Resourcen hergestellt. Der
Dienst nutzt für die Klassifikation der Entitätstypen die DBPedia-Ontologie. Für den Aufruf
werden REST-Schnittstellen, die die Ergebnisse in HTML, JSON, RDFa oder XML liefern, zur
Verfügung gestellt.
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OpenAmplify [Ope13] Der OpenAmplify ist ebenfalls ein kostenfreier Dienst, der bis zu 1.000
Transaktionen pro Tag erlaubt (darüber hinaus sind spezielle kostenpflichtige Accounts möglich).
Die zur Verfügung gestellte SOAP- und REST-Schnittstelle kann mit einem Zugriffsschlüssel auf-
gerufen werden. OpenAmplify unterstützt bisher nur Text Mining auf englischsprachigen Texten
(kann aber sechs verschiedene Sprachen erkennen). Neben klassischen Text-Mining-Methoden,
wie der Textklassifizierung (Topic Detection), der Entitätserkennung (partiell unterstützt für
Eigennamen und Orte), sowie die Extraktion von Relationen (Action Analysis), werden wei-
terführende spezielle Analysemöglichkeiten angeboten. So kann mit OpenAmplify zum Beispiel
der Textstil (z. B. Slang und Sprachstil) analysiert werden und demographische Informationen
(z. B. Information zu Alter, Bildungsniveau und Geschlecht des Textautors) extrahiert werden.
Die extrahierten Elemente werden nach einem proprietären Schema klassifiziert.
OpenCalais [Tho13] OpenCalais ist einer der bekanntesten Text-Mining-Dienste. Er ist frei
verfügbar und erlaubt 50.000 Transaktionen pro Tag und 4 Transaktionen pro Sekunde (das Limit
kann in gut begründeten Fällen erhöht werden). Seine Funktionalitäten stellt der Dienst durch
eine SOAP- und eine REST-Schnittstelle zur Verfügung. Ergebnisse werden als RDF, JSON,
N3 oder im Microformat zur Verfügung gestellt. Bisher unterstützt der OpenCalais-Dienst Tex-
te in englischer, französischer und spanischer Sprache, wobei die meisten Funktionalitäten aber
nur in Englisch komplett unterstützt werden (die Sprache wird durch den Dienst automatisch
erkannt). Spezialisiert hat sich der Dienst auf die Erkennung von Entitäten (NER), Relationen
und Ereignissen, sowie die Textklassifizierung. Im Fokus standen ursprünglich vor allem Texte
mit geschäftlichen und politischen Zusammenhängen. Jedoch werden auch klassische Domänen-
unabhängige Entitäts- (z. B.: Person) und Relationentypen (z. B. Aufenthaltsort einer Person)
angeboten, welche in einer proprietären Ontologie definiert sind. Über die Grundfunktionalitäten
hinaus bietet der OpenCalais-Dienst einige Zusatzfeatures an: Verknüpfung extrahierter Elemen-
te mit Linked-Data-Ressourcen, Disambiguierung usw.
Saplo [Sap13b] Der Saplo-Dienst extrahiert Entitäten und klassifiziert sie nach einem pro-
prietären Schema. Im Moment werden englische und schwedische Texte als Eingabe unterstützt.
Der Aufruf erfolgt über eine REST-Schnittstelle, deren Aufruf auf 2.000 Aufrufe im Monat und
240 in der Stunde beschränkt ist und Ergebnisse im JSON-Format liefert.
Semantria [Sem13] Semantria ist ein weiterer Dienst, der eine Vielzahl an Text-Mining-
Funktionalitäten anbietet (NER, Relationen, Kategorisieren, Stichwortextraktion, Sentimentana-
lyse, Zusammenfassen usw.). Die Funktionalitäten werden in bis zu sechs Sprachen angeboten
(die Sprache wird automatisch erkannt) und können über REST-Schnittstellen aufgerufen wer-
den, welche Ergebnisse in JSON und XML zurückgeben. Der Saplo-Dienst bietet zusätzliche
Funktionalitäten, wie die Kompression der Ergebnisse und die Verarbeitung von kompletten
HTML-Seiten. Für die Klassifikation der extrahieren Elemente werden proprietäre Schemata
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(Entitäten, Relationen) und die Wikipedia-Ontologie (Textklassifikation) verwendet. Der Dienst
kann mit unterschiedlichen Accounttypen genutzt werden, die unterschiedlichen Einschränkun-
gen und Preisen unterliegen. Kostenlos erlaubt der Dienst einmalig 10.000 Transaktionen, wobei
maximal 500 pro Minute ausgeführt werden dürfen.
TextRazor [Tex13] TestRazor ist ein REST-Dienst, der Text-Mining-Funktionalitäten für
zehn verschiedene Sprachen anbietet (automatische Sprachenerkennung). Es werden die Text-
Mining-Methoden NER, Relationenextraktion und Identifikation von Konzepten angeboten. Die
Ergebnisse der Dienstaufrufe werden im JSON-Format zur Verfügung gestellt und können kom-
primiert werden. Für die Klassifikation von Entitäten wird ein aus der DBPedia-und Freebase-
Ontology erstelltes Schema verwendet. Zusätzlich werden Ergebnisse durch Verweise zu Linked-
Data-Ressourcen angereichert. Der Dienst unterliegt keinen Einschränkungen bezüglich der Auf-
rufhäufigkeit.
Webknox Text-Processing API [Urb13] Webknox bietet Text-Mining-Funktionalitäten für
englische und deutsche Texte über eine REST-Schnittstelle an. Neben der Extraktion von En-
titäten wird die Sentimentanalyse unterstützt. Für die Entitätstypen wird ein proprietäres Sche-
ma eingesetzt. Der Dienst kann kostenfrei 50 Aufrufe am Tag verarbeiten. Für eine größere
Anzahl an Aufrufen stehen verschiedene kostenpflichtige Accounts zur Verfügung.
Wikimeta [Wik13] Der Dienst Wikimeta hat sich auf die Erkennung von Entitäten speziali-
siert. Für die Dienstaufrufe wird eine REST-Schnittstelle zur Verfügung gestellt, die mit einem
Zugriffsschlüssel aufgerufen wird. Wikimeta bietet verschiedene Pakete für unterschiedliche Nut-
zergruppen und mit unterschiedlichen Preismodellen an. Kostenfrei können 100 Aufrufe und ein
MB an Daten pro Tag verarbeitet werden (Studenten erhalten einen Zugang mit unlimitier-
ter Aufrufanzahl, aber beschränkter Bandbreite). Durch den Dienst werden Texte in Englisch,
Französisch und Spanisch unterstützt (die Sprache wird bei ausreichend langen Texten automa-
tisch erkannt). Extrahierte Entitäten werden nach der Quaero-Ontologie [GRG+11] klassifiziert
und mit Linked-Data-Ressourcen verknüpft.
Yahoo! Content Analysis [Yah13] Die Content Analysis von Yahoo! unterstützt die Ex-
traktion von Entitäten und die Kategorisierung von englischen Texten. Für den Aufruf steht
eine REST-Schnittstelle zur Verfügung, die 5.000 Aufrufe am Tag erlaubt (pro IP-Adresse). Für
die Klassifikation der extrahierten Informationen wird ein proprietäres Schema verwendet. Die
Entitäten werden, wenn möglich, mit Wikipedia-Ressourcen und verwandten Wikipedia-Seiten
verknüpft.
Zemanta [Zem13] Der Zemanta-Dienst steht für englische Texte zur Verfügung und ist in
der Lage, Entitäten, Stichworte und Textkategorien zu extrahieren. Zur Klassifikation wird ein
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auf der Freebase-Ontologie basierendes Schema verwendet. Extrahierte Informationen werden
zusätzlich mit Linked-Data-Ressourcen verknüpft. Die Dienstergebnisse können im XML-, JSON-
oder RDF-Format zur Verfügung gestellt. Die Nutzung ist auf 1.000 Aufrufe pro Tag beschränkt.
4.2.2 Analyse der Text-Mining-Dienste und ihrer Funktionalitäten
Nachfolgend werden die Text-Mining-spezifischen Eigenschaften der vorgestellten Dienste näher
analysiert, miteinander verglichen und Gemeinsamkeiten und Unterschiede erarbeitet. Hauptau-
genmerk liegt auf den Merkmalen, die mit der zu konzipierenden Ontologie beschrieben werden
müssen, damit eine Auswahl der Dienste nach funktionalen Gesichtspunkten ermöglicht wird.
Tabelle 4.1 und 4.2 fassen die Text-Mining-spezifischen Eigenschaften der Dienste zusammen.
Zunächst wurde untersucht, ob es sich um RPC/SOAP- oder REST-Dienste handelt (siehe Ka-
pitel 3.3.1). Alle untersuchten Dienste stellen eine REST-Schnittstelle für die Dienstaufrufe zur
Verfügung. Lediglich der Dienst OpenCalais bietet auch eine RPC-Schnittstelle an.
Des Weiteren wurde analysiert, ob die Dienste für bestimmte Aufgaben spezialisiert sind (d. h.
ob in den Beschreibungen auf der Webseite konkrete Hinweise auf Anwendungsgebiete zu fin-
den sind oder dem Spektrum eine bestimmte Eignung zu entnehmen ist). Fast alle untersuchten
Dienste sind nicht auf eine Domäne spezialisiert (generisch) - dennoch gibt es aufgrund der unter-
schiedlichen extrahierten Elemente verschiedene Einsatzgebiete (Analyse sozialer Medien, Nach-
richtentexte, Produktbewertungen usw.). Zusätzlich wurde in der Tabelle 4.1 vermerkt, welche
Dienste einem Limit unterliegen. Fast alle limitierten Dienste ermöglichen weitere, jedoch kosten-
pflichtige, Aufrufe. Diese Eigenschaft gehört zwar nicht primär zu den Text-Mining-spezifischen
Eigenschaften, aber unterstreicht die Notwendigkeit, gezielt Dienste für die Lösung konkreter
Aufgaben zu selektieren, um Kosten zu sparen.
Um Informationen über die angebotenen Dienstfunktionalitäten zu gewinnen, wurden die kon-
kreten Eigenschaften hinsichtlich verschiedener Text-Mining-Methoden analysiert (eine Übersicht
der bekanntesten Methoden ist Kapitel 3.1.3 zu entnehmen). Bei den 18 untersuchten Diensten




• Extraktion von Beziehungen (Relationenextraktion),
• Stichwortextraktion,
• Identifikation von Konzepten (Concept Tagging),
• Sentiment-Analyse.
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AlchemyAPI 10 1 x x x -
BeCAS REST Biomedizin - - - en BeCAS - - - - -
DBPedia-
Spotlight








3 2 x x - -
DIGMAP REST Geographie - - - en DIGMAP - - - - -
Evri REST generisch 10.000/
Tag
- - en Evri - x - - -
Extractiv REST generisch 3.000/
Tag
en Extractiv en Extractiv - - - - -
FISE REST generisch - - - en DBPedia
(Auswahl)
2 3 - - - -
Linked TV
Keyword
REST generisch - - - - - - - - - -






2 4 x - - -
OpenAmplify REST generisch 1.000/
Tag







en OpenCalais en, es, fr OpenCalais 8 5 (x) x - -
Saplo REST generisch 2.000/
Monat
- - en, sv Saplo - - - - -








Semantria - - - - -







3 6 x - - -
Webknox REST generisch 50/Tag - - de, en Webknox - - - - -
Wikimeta REST generisch 100/Tag - - en, es, fr Quaero 1 7 x - - -
Yahoo CA REST generisch 5.000/
Tag
en Yahoo en Yahoo 1 7 - - - x
Zemanta REST generisch 1.000/
Tag
en Zementa en Zemanta/
Freebase
>20 x - - -
1 DBPedia, Freebase, US Census, GeoNames, UMBEL, OpenCyc, YAGO, MusicBrainz, CIA Factbook, Crunch-
Base 2 DBPedia, Freebase, Schema.org 3 DBPedia, Wikipedia 4 DBPedia, LinkedMDB
5 DBpedia, Wikipedia, Freebase, Reuters.com, GeoNames, Shopping.com, IMDB, LinkedMDB
6 Wikipedia, DBPedia, Freebase 7 Wikipedia
Tabelle 4.1: Analyse von Text-Mining-Diensten (Teil 1)

























































































































AlchemyAPI en x - x x - x de, en, es, fr,
it, pt, ru, sv
en 10 1 en,de Dokument,
Entität, Stichwort
BeCAS - - - - - - - - - - - -
DBPedia-
Spotlight
- - - - - - - - - - - -
DIGMAP - - - - - - - - - - - -
Evri - - - - - - - - - - - -
Extractiv en x Extractiv - - - - en - - - -
FISE - - - - - - - - - - - -
Linked TV
Keyword
- - - - - - - de, en, nl - - - -
Lupedia - - - - - - - - - - - -
OpenAmplify en - OpenAmplify
(Aktionstyp)
- x x - en en - en Konzept,
Dokument
OpenCalais en x OpenCalais x (x) - (x) - en (Social
Tags)
- - -
Saplo - - - - - - - - - - - -
Semantria en x Semantria - - - - de, en, es, fr,
pt, zh













Webknox - - - - - - - - - - de, en Dokument, Satz
Wikimeta - - - - - - - - - - - -
Yahoo CA - - - - - - - - - - - -
Zemanta - - - - - - - en - - - -
1 DBPedia, Freebase, US Census, GeoNames, UMBEL, OpenCyc, YAGO, MusicBrainz, CIA Factbook, Crunch-
Base
Tabelle 4.2: Analyse von Text-Mining-Diensten (Teil 2)
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Darüber hinaus gibt es jeweils einzelne Dienste, die noch weitere Funktionalitäten anbieten.
Der Dienst Semantria bietet die Möglichkeit an, Texte zusammenzufassen. OpenAmplify stellt
Möglichkeiten zur Analyse des Textstils und der demographischen Eigenschaften eines Textes zur
Verfügung. Da für diese Funktionalitäten jedoch jeweils nur ein Dienst gefunden wurde, wurden
diese Text-Mining-Methoden nicht weiter untersucht und der Hauptfokus auf Funktionalitäten,
die von mindestens zwei Diensten angeboten werden, gelegt. In der in Kapitel 4.3 erstellten
Ontologie wird jedoch auch auf die Anforderung, dass weitere Funktionalitäten ergänzt werden
müssen, eingegangen.
Die sechs Methoden wurden anschließend näher untersucht und jeweils die wesentlichen Eigen-
schaften identifiziert. Alle sechs Methoden sind abhängig von der Sprache des Textes. Viele
Dienste bieten zwar verschiedene Sprachen an, aber in der Regel unterstützen sie nur für einige
der Methoden auch die komplette Menge an Sprachen. Deshalb muss die Sprachunterstützung
der Dienste auch jeweils auf der Ebene der Text-Mining-Methoden betrachtet werden (z. B. bie-
tet OpenCalais die Entitätsextraktion für englische, spanische und französische Texte an, alle
anderen Funktionalitäten werden aber nur für englischsprachige Texte unterstützt). Beim Ka-
tegorisieren werden die Texte vordefinierten Kategorien zugeordnet. In der Schema-Spalte der
Tabelle 4.1 sind die dazu verwendeten Schemata notiert. Den Einträgen ist zu entnehmen, dass
die Dienste bei der Textklassifikation auf jeweils eigene Klassifikationsschemata zurückgreifen.
Bei der Entitätserkennung werden Entitäten identifiziert und Entitätstypen zugeordnet. Die Zu-
ordnung erfolgt ebenfalls mit Hilfe eines Klassifikationsschemas. Die meisten Dienste verwenden
ein proprietäres Schema. Jedoch gibt es auch Dienste, die vollständig oder zumindest teilweise auf
bestehende Standards setzen (z. B. DBPediaSpotlight oder Lupedia). Für die Entitätserkennung
konnten weitere Merkmale festgestellt werden. So unterstützen viele der untersuchten Dienste
neben der reinen Entitätserkennung auch die Disambiguierung der Entitäten (die Unterschei-
dung der Bedeutung der Entität, z. B. das Erkennen aus dem Textkontext heraus, dass es sich
bei einer Personenentität Obama um den US-Präsidenten handelt oder nicht) und teilweise auch
die Unterstützung von Koreferenzen (z. B. ein Personalpronomen einer vorher genannten Perso-
nenentität zuordnen). Weit verbreitet ist die Funktionalität, extrahierte Entitäten mit Verweisen
zu Linked-Data-Ressourcen (z. B. DBPedia oder Wikipedia) anzureichern. Die Breite der verlink-
ten Informationen variiert zwischen den Diensten. AlchemyAPI fügt zum Beispiel Verweise zu
bis zu zehn verschiedenen Linked-Data-Datensätzen hinzu, Yahoo nur zu Wikipedia. Zusätzlich
zu diesen Merkmalen, die bei vielen der Dienste beobachtet werden konnten, bietet AlchemyAPI
eine Extraktion von Zitaten für Personenentitäten an (d. h. die Zuordnung von Zitaten zu einer
konkreten Person). Yahoo gibt zusätzlich Informationen zu verwandten Entitäten (Verweise auf
Wikipedia-Artikel).
Bei der Extraktion von Beziehungen gibt es zwei grundsätzliche Beziehungstypen, in die unter-
schieden wird. Das sind zum einen Subjekt-Prädikat-Objekt-Beziehungen (generische Beziehun-
gen), wie zum Beispiel die Extraktion, dass eine konkrete Personenentität (Subjekt) zu einer
konkreten Stadtentität (Objekt) reist (Prädikat oder auch Aktion). Zum anderen gibt es Bezie-
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hungen, die einem konkreten Typ (z. B. Geschäftsbeziehung) zugeordnet sind. Im Grunde han-
delt es sich dabei um Subjekt-Prädikat-Objekt-Beziehungen, die mit Hilfe eines Beziehungstyp-
Schemas (meist dienstspezifisch) klassifiziert werden - im Weiteren deshalb auch als schemaspe-
zifischer Beziehungstyp bezeichnet. Zudem nutzen einige Dienste direkt extrahierte Entitäten für
die Subjekte und Objekte der Relationen - in Tabelle 4.2 unter Entitätsnutzung angezeigt. Einige
der Dienste geben weiterhin Informationen zur Zeitform und zum Status der extrahierten Bezie-
hung (z. B. die Angabe, dass die Aktion in der Vergangenheit stattgefunden hat oder in Zukunft
stattfinden wird) und wie wahrscheinlich (Entschlossenheit) eine zukünftige Aktion/Beziehung
stattfindet (z. B. die geringe Wahrscheinlichkeit des Eintretens einer Beziehung, wenn das Wort
”
unwahrscheinlich“ im Zusammenhang mit dem Prädikat im Text auftaucht). Letztendlich ist
es bei der Extraktion von Beziehungen auch wichtig, ob auch Negationen berücksichtigt werden
(z. B.
”
Person X reist nicht nach Berlin“), was nur von AlchemyAPI und teilweise von OpenCalais
unterstützt wird.
Für die Stichwortextraktion gibt es keine besonderen Merkmale, die konkrete Dienste ausmachen.
Bei der Konzeptidentifikation kann analog zur Entitätsextraktion in Dienste mit Linked-Data-
Unterstützung und solche ohne unterschieden werden, wobei sich die unterstützten Linked-Data-
Ressourcen in der Regel unterscheiden.
Klassischerweise wird bei der Sentiment-Analyse die Polarität bestimmt, d. h. ob der Text eher
negativ, neutral oder positiv ist. Bei allen analysierten Diensten wurde diese Information extra-
hiert. Jedoch gibt es Unterschiede in der Analyse-Ebene (Level). Typisch ist es, dass Dienste
Sentiment-Analyse auf kompletten Dokumenten anbieten. Jedoch werden von den Diensten auch
feingranulare Informationen auf Entitäts-, Stichwort-, Konzept- oder Satzebene bestimmt. Da
diese Informationsobjekte in anderen Text-Mining-Methoden gewonnen werden (z. B. Entitäten
bei der NER), können diese Informationen auch anderen Text-Mining-Methoden zugeordnet
werden. Jedoch handelt es sich eigentlich um eine eigene Text-Mining-Methode, weshalb diese
Informationen hier auch unter Sentiment-Analyse zusammengefasst werden.
4.2.3 Ableitung notwendiger Beschreibungskomponenten
Ausgehend von der vorgenommenen Analyse existierender Text-Mining-Dienste werden im Fol-
genden Anforderungen an die zu erstellende Ontologie abgeleitet. Schwerpunkt liegt dabei auf
den Beschreibungskomponenten, die notwendig sind, damit Text-Mining-Dienste hinreichend be-
schrieben werden können, um die Selektion nach funktionalen Merkmalen zu ermöglichen.
Text-Mining-Dienste sind meist für bestimmte Aufgaben spezialisiert und können nicht auf be-
liebige Texte angewendet werden. So macht es zum Beispiel in der Regel wenig Sinn, einen
Dienst, der Gene extrahiert (z. B. BeCAS), auf Nachrichtentexten auszuführen. Deshalb sollte
die zu erstellende Ontologie eine Möglichkeit bieten, zu charakterisieren, für welche Domänen
ein Dienst geeignet ist, damit Dienste nach dieser ausgewählt werden können. Für die Spezifi-
kation der konkreten Domäne sollte auf bestehende Ontologien zurückgegriffen werden, um die
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Wiederverwendbarkeit der Beschreibungen zu garantieren.
Wie in der Analyse gezeigt wurde, unterstützen Text-Mining-Dienste meist mehrere Text-Mining-
Methoden. Der Nutzer einer serviceorientierten Text-Mining-Anwendung ist oft nur an bestimm-
ten Methoden interessiert (z. B. extrahiere Entitäten). Zur gezielten Auswahl der Dienste nach
unterstützten Text-Mining-Methoden sind entsprechende erweiterbare Beschreibungskomponen-
ten erforderlich (Textklassifikation, Relationenextraktion usw.). Weiterhin hat sich gezeigt, dass
die unterstützten Sprachen je nach Text-Mining-Methode variieren, so dass eine Charakterisie-
rung der Sprachunterstützung nicht auf Dienstebene, sondern auf Methoden-Ebene notwendig
ist. Dies erlaubt die gezielte Auswahl von Diensten, die auch mit der zugrundeliegenden Text-
sprache umgehen können (z. B. wird die Stichwortextraktion zwar von sechs der analysierten
Dienste unterstützt, aber nur zwei unterstützten die Extraktion von französischen Texten).
Die Analyse auf Ebene der Text-Mining-Methoden hat gezeigt, dass je nach Methode unterschied-
liche Merkmale existieren, die in der Ontologie widergespiegelt werden müssen. So nutzen sowohl
die Textkategorisierung, die Extraktion von Beziehungen, als auch NER ein Schema zur Klas-
sifikation der extrahierten Elemente. Dieses existierende Schema muss in der Beschreibung ver-
knüpft werden, damit eine gezielte Auswahl nach bestimmtem Kategorisierungsklassen, Entitäts-
oder Relationstypen ermöglicht wird. Ist noch kein maschinell beschriebenes Schema vorhanden,
muss dieses analog zur Notation der NERD-Ontologie (siehe Kapitel 3.5.1) erzeugt werden. Des
Weiteren muss die Angabe, ob bestimmte Zusatzfeatures unterstützt werden, ermöglicht werden
(z. B. Unterstützung generischer Relationen und Linked-Data-Verknüpfung). Die jeweils für die
Text-Mining-Methoden zutreffenden Features können direkt aus den Einträgen der Tabellen 4.1
und 4.2 abgeleitet werden:
• Entitätserkennung: Unterstützung von Disambiguierung, Koreferenzen, Linked Data, Zitat-
extraktion und verwandten Entitäten
• Relationenextraktion: Unterstützung von generischen Relationen, schemaspezifischen Re-
lationen, Zeitformerkennung, Entschlossenheit und Negation
• Konzeptidentifikation: Unterstützung von Linked Data
• Sentiment-Analyse: Angabe der Analyse-Ebene.
Sind diese Informationen in der Dienstbeschreibung enthalten, kann dann zum Beispiel gezielt
nach entitätsextrahierenden Diensten gefiltert werden, die extrahierte Entitäten mit Verweisen
zum Linked-Data-Datensatz GeoNames versehen (bei den analysierten Diensten ist das bei Al-
chemyAPI und OpenCalais der Fall).
Die grundlegenden Anforderungen an die zu erstellende Ontologie können wie folgt zusammen-
gefasst werden:
D1 Möglichkeit zur Beschreibung der Domäne, für die ein Dienst spezialisiert ist,
D2 Elemente zur Angabe der vom Dienst angebotenen Text-Mining-Methoden
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D3 Elemente zur Angabe der unterstützten Sprachen für eine Text-Mining-Methode,
D4 Abbildung der Methoden-spezifischen Informationen (Linked-Data-Unterstützung etc.)
D5 Möglichkeit, eine Verknüpfung zu der vom Dienst verwendeten Klassifikations-Ontologie
herzustellen,
D6 Option zur Verlinkung der Linked-Data-Ressourcen, zu welchen Verknüpfungen von den
extrahierten Elementen geschaffen werden.
Die Beschreibung kann zudem durch zusätzliche (nicht-funktionale) Informationen ergänzt wer-
den, wie zum Beispiel das verwendete Text-Mining-Verfahren (ExtractionTechnique) und die
Dienstgebühren und -einschränkungen.
4.3 Ontologie zur Beschreibung von Text-Mining-Diensten
Die zu erstellende Ontologie soll für die Beschreibung von Text-Mining-Diensten verwendet wer-
den, so dass diese gezielt nach funktionalen Anforderungen selektiert werden können. Neuere
Entwicklungen in der Beschreibung von Webdiensten - insbesondere REST-Diensten - bevor-
zugen leichtgewichtige Beschreibungsansätze. Zu den von Panziera und De Paoli erarbeiteten
guten Beispielen [PDP13] für die Repräsentation von funktionalen und nicht-funktionalen Eigen-
schaften von Webdiensten gehört die Repräsentation der Diensteigenschaften in RDF, sowie die
Verknüpfung der beschreibenden Werte mit Konzepten aus der Linked Open Data Cloud. Diese
Aspekte wurden bei der Modellierung aufgegriffen. Zudem sollte eine einfache und erweiterbare
Ontologie entworfen werden, die intuitiv die Beschreibung der Dienste ermöglicht und zudem an
die sich häufig verändernde Text-Mining-Dienstlandschaft angepasst werden kann.
Zur Modellierung wurde RDFS verwendet, da die folgenden Eigenschaften von RDF den An-
sprüchen des zu erzielenden Beschreibungsansatzes entgegen kommen:
• die Möglichkeit, Klassen, Eigenschaften und Beziehungen durch Verwendung von RDFS zu
definieren,
• die Sicherstellung der Kombination der Ontologie mit anderen RDF-Ontologien und da-
durch die Wiederverwendung und Ausnutzung wohldefinierter und spezifischer Ontologien,
• die einfache Möglichkeit der späteren Erweiterung der Ontologie mit Klassen und zusätz-
lichen Eigenschaften
• die selbsterklärende und einfache Handhabung (z. B. im Vergleich zu OWL),
• und schließlich die vorhandene standardisierte graphbasierte Anfragesprache SPARQL,
die die gezielte Selektion auf RDF-Daten unter Ausnutzung der definierten Ontologie
ermöglicht.
Abbildung 4.1 zeigt die, ausgehend von den in Kapitel 4.2 erörterten Anforderungen, entwickelte
Ontologie zur funktionalen Beschreibung von Text-Mining-Diensten. Eine ähnliche Ontologie
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Abbildung 4.1: Ontologie zur Beschreibung von Text-Mining-Diensten
wurde im Zuge dieser Arbeit auch in [PS12] vorgestellt, jedoch anschließend noch um einige neue
Konzepte ergänzt. Im Folgenden werden in Abschnitt 4.3.1 die einzelnen Beschreibungselemente
der Ontologie eingeführt und die Modellierung begründet. Abschnitt 4.3.2 stellt anschließend
vor, wie konkrete Dienste mit der Ontologie beschrieben werden können, und demonstriert die
Verknüpfung mit syntaktischen Dienstbeschreibungen.
4.3.1 Beschreibungselemente
Für den Einstiegspunkt der semantischen Beschreibung eines Text-Mining-Dienstes dient die
Klasse TextMiningService. Eine Instanz dieser Klasse repräsentiert einen Dienst mit einer wohl-
definierten Schnittstelle (beschrieben in der, in der Regel vorhandenen, syntaktischen Dienstbe-
schreibung oder ebenfalls in RDF), die Text-Mining-Funktionalitäten anbietet.
Zur Angabe der Domäne (Ontologieanforderung D1), für die ein Dienst spezialisiert ist (z. B.: bio-
medizinische Texte), ist die in der Ontologie modellierte Eigenschaft isSpecializedFor vorgesehen.
isSpecializedFor verknüpft einen Text-Mining-Dienst (TextMiningService) mit einem Konzept.
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Für die Spezifizierung des Konzeptes kann auf bestehende Ontologien zurückgegriffen werden.
Vorgeschlagen wird die Nutzung der Konzepte (Concept) der Simple Knowledge Organization
System (SKOS) [MMWB05] Ontologie (z. B. ausgedrückt durch Instanzen der Klassifikation von
Hauptthemen in DBPedia1).
Um die von einem Text-Mining-Dienst angebotenen Text-Mining-Funktionalitäten zu kennzeich-
nen, wurde in der Ontologie die Eigenschaft supportsTextMiningType und die Klasse TextMi-
ningType geschaffen (Ontologieanforderung D2). Die Funktionalitäten werden als Instanzen der
Klasse TextMiningType modelliert. In Kapitel 3.1.3 wurden verschiedene Text-Mining-Methoden
beschrieben. Zudem konnte in Abschnitt 4.2 gezeigt werden, dass in der Regel nur Teilmengen
der Text-Mining-Methoden durch einzelne Dienste angeboten werden. Konkrete Text-Mining-
Methoden stehen als Unterklassen der Klasse TextMiningType zur Verfügung. In der Ontolo-
gie wurden bisher lediglich die Methoden integriert, die typischerweise von den Text-Mining-
Diensten angeboten werden: Entitätserkennung (NamedEntityRecognition), Relationenextraktion
(RelationExtraction), Textklassifikation (TextClassification), Identifikation von Konzepten (Con-
ceptTagging), Stichwortextraktion (KeywordExtraction) und Sentimentanalyse (SentimentAna-
lysis). Die Menge der Unterklassen kann aber beliebig erweitert werden.
Die Angabe der unterstützten Sprache für eine konkrete Text-Mining-Funktionalität erfolgt mit
der Eigenschaft supportsLanguage (Ontologieanforderung D3). Zur Angabe der Sprache wird
empfohlen, Instanzen der Klasse Language aus DBPedia zu nutzen.
Für alle Text-Mining-Methoden, für die ein Klassifikationsschemata für die Kategorisierung der
extrahierten Elemente benötigt wird, wurde eine Verknüpfung zu einer Text-Mining-Ontologie
(TextMiningOntology) modelliert. Für die Text-Mining-Ontologie kann entweder eine bestehen-
de Ontologie verknüpft werden (z. B.: die NER-Ontologie von OpenCalais), oder eine neue an-
hand der textuellen Beschreibungen auf der Dienst-Webseite erzeugt werden, indem rdfs:Class-
Instanzen für die Klassifikationselemente und rdfs:subClassOf -Eigenschaften für die Strukturie-
rung dieser genutzt werden (wie zum Beispiel bei der NERD-Ontologie aus Kapitel 3.5.1 der
Fall).
Für die konkreten Eigenschaften von Text-Mining-Funktionalitäten werden weitere Eigenschaften
und Klassen für die einzelnen Text-Mining-Methoden zur Verfügung gestellt (Ontologieanfor-
derung D4). Sowohl die NamedEntityRecognition, als auch die ConceptTagging-Klasse wurden mit
der Eigenschaft supportsLinkedData versehen, um die Linked-Data-Unterstützung eines Dienstes
zu kennzeichnen (Ontologieanforderung D6). Zusätzlich gibt es die Property linksTo, die auf
konkrete Linked-Data-Ressourcen verweist. Für die Angabe der Linked-Data-Ressourcen werden
Instanzen von void:Dataset (siehe Vocabulary of Interlinked Datasets 2) verknüpft.
Weiterhin werden für jede Text-Mining-Methode die spezifischen Besonderheiten als boolesche
Eigenschaften modelliert (z. B. supportsDisambiguation und supportsCoreferences für die Named-
1 http://live.dbpedia.org/page/Category:Main topic classifications
2 http://www.w3.org/TR/void/
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EntityRecognition-Klasse). Eine Besonderheit stellt die Sentiment-Analyse dar. Hier wird zunächst
in Polaritäts- und Stimmungsanalyse (PolarityAnalysis und MoodAnalysis) unterschieden, wie
in [PS12] vorgeschlagen. Zudem wird die Eigenschaft hasAnalysisLevel angeboten, um das Analyse-
Level anzugeben. Hier werden bereits - abgeleitet aus den Analyseebenen der Dienste - konkrete
Instanzdaten für die möglichen Ebenen vorgeschlagen (z. B. Document und Category).
4.3.2 Verwendung der Ontologie zur Dienstbeschreibung
Die Ontologie dient dazu, Text-Mining-spezifische Eigenschaften von Extraktionsdiensten zu cha-
rakterisieren. Beschreibungen, die mit Hilfe dieser Ontologie erstellt werden, sind prinzipiell un-
abhängig von existierenden syntaktischen Beschreibungen der Dienstschnittstelle, können aber
mit diesen über bestehende semantische Annotationsmöglichkeiten verknüpft werden. Im Folgen-
den wird zunächst eine Dienstbeschreibung für einen konkreten Text-Mining-Dienst präsentiert.
Anschließend wird gezeigt, wie diese Beschreibung mit vorhandenen syntaktischen Beschreibun-
gen verlinkt werden kann, um die Registrierung von Diensten und ihren Beschreibungen in einer
Registry zu vereinfachen (die Registrierung erfolgt in der Regel über die syntaktische Beschrei-
bung, von der aus dann auch die semantische Beschreibung geladen wird).
Beispiel einer Dienstbeschreibung
Listing 4.1 zeigt einen Auszug aus der Beschreibung der funktionalen Eigenschaften des OpenCalais-
Dienstes. Die Beschreibung wurde mit Hilfe der konzipierten Ontologie erstellt. Im Zuge dieser
Arbeit wurden weitere Beschreibungen der funktionalen Eigenschaften von realen Text-Mining-
Diensten erstellt. Der komplette Beschreibungsdatensatz für die 18 in der Analyse untersuchten
Dienste wurde öffentlich zugänglich gemacht3, so dass er direkt in einem serviceorientierten Text-
Mining-System verwendet werden kann.
@pref ix o c : <h t t p : //www. sap . com/tm/ desc r / openCala i s#> .
@pre f ix ocEnt i ty : <h t tp : // s . o p e n c a l a i s . com/1/ type /em/e/> .
@pre f ix tm: <h t t p : //www. sap . com/tm/ desc r / onto logy#> .
@pre f ix dbpedia : <h t t p : // dbpedia . org / r e sou r c e /> .
o c :OpenCa la i sSe rv i ce a tm:TextMiningService ;
t m : i s S p e c i a l i z e d F o r dbped ia :Category :Bus ine s s ;
tm:supportsTextMiningType oc:NEREnglish ,
. . .
oc :DocumentCategor izat ion .
oc:NEREnglish a tm:NamedEntityRecognition ;
tm:supportsLanguage dbped ia :Eng l i sh language ;
tm:supportsDisambiguat ion true ;
tm:supportsLinkedData true ;
3 http://areca.co/20/Text-Mining-Service-Descriptions
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tm: l inksTo h t tp : // dbpedia . org / void / Dataset ;
. . .
t m : u s e s C l a s s i f i c a t i o n O n t o l o g y oc :Onto logyEngl i sh .
oc :Onto logyEngl i sh a tm:NEROntology ;
n i e : u r l h t t p : //www. o p e n c a l a i s . com/ f i l e s /owl . openca la i s −4.3a . xml .
. . .
oc :DocumentCategor izat ion a t m : T e x t C l a s s i f i c a t i o n ;
tm:supportsLanguage dbped ia :Eng l i sh language .
. . .
Listing 4.1: Auszug aus der semantischen Beschreibung für den OpenCalais-Dienst im
N3-Format
Verknüpfung mit syntaktischen Beschreibungen
Wenn bereits syntaktische Beschreibungen für die Text-Mining-Dienste vorliegen, ist es wünschens-
wert, dass die semantische Beschreibung mit diesen verknüpft wird. In Kapitel 3.3.1 wurden
verschiedene Ansätze diskutiert, wie eine Verknüpfung zu extern vorliegenden semantischen Be-
schreibungen ermöglicht werden kann. Für WSDL-beschriebene Dienste bietet sich zum Beispiel
SAWSDL für die Integration der semantischen Beschreibungen an. Der Link zur semantischen
Beschreibung kann als SAWSDL modelReference in die Dienstbeschreibungselemente von WSDL
integriert werden. Da die semantische Beschreibung den Dienst näher charakterisiert, bietet sich
eine Verlinkung vom WSDL service-Element an.
Listing 4.2 zeigt einen Auszug aus der annotierten WSDL-Datei von OpenCalais4. Um auf die
semantische Beschreibung der Funktionalitäten des OpenCalais-Dienstes zu verweisen, wurde
das WSDL service-Element mit einer SAWSDL modelReference erweitert. Die modelReference
verweist auf eine URI, unter der die semantische Beschreibung des Dienstes zu finden ist.
<w s d l : d e f i n i t i o n s targetNamespace=” h t tp : // c l e a r f o r e s t . com/”>
. . .
<w s d l : s e r v i c e name=” c a l a i s ” sawsd l :mode lReference=” h t t p : //www. sap .
com/tem/ desc r / openCala i s#OpenCala i sServ ice ”>
. . .
</ w s d l : s e r v i c e>
</ w s d l : d e f i n i t i o n s>
Listing 4.2: Extract from WDSL of OpenCalais service annotated with SAWSDL
Analog kann die Verknüpfung auf Basis von MicroWSMO oder MSM für syntaktische Beschrei-
bungen in hREST erfolgen. Liegen für REST-Dienste keine syntaktischen Beschreibungen vor,
so können diese mit Frameworks wie SWEET [MPD09] einfach ergänzt werden oder sogar mit
4 Die Original-WSDL-Datei ist unter http://api.opencalais.com/enlighten/?wsdl zu finden.
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Ansätzen wie [PPLK13] automatisch annotiert werden.
4.4 Evaluation der Auswahl von Text-Mining-Diensten
Nachdem im vorangegangenen Kapitel die semantische Beschreibung von Text-Mining-Diensten
mit Hilfe der Ontologie demonstriert wurde, widmet sich das vorliegende Kapitel der Auswahl
der Dienste auf Basis der semantischen Beschreibungen. Insbesondere wird die Eignung des
Beschreibungs- und Auswahlansatzes als Grundlage für serviceorientierte Text-Mining-Systeme
evaluiert. In Abschnitt 3.3.3 wurde bereits der Stand der Technik im Bereich der Auswahl von
semantisch beschriebenen Diensten thematisiert. Bisher hat sich kein einheitlicher Ansatz für die
Auswahl von semantischen Webdiensten durchgesetzt. Jedoch ist - insbesondere im Bereich der
REST-Dienste - eine Tendenz zu leichtgewichtigen Verfahren beobachtbar. In der vorliegenden
Arbeit wird ein SPARQL-basierter Ansatz favorisiert, der ähnlich wie in [ISPG08, GRRC12],
Dienste auf Grundlage von SPARQL-Anfragen filtert. SPARQL ist eine graphbasierte Abfrage-
sprache für RDF-Daten. Auch die erstellten Dienstbeschreibungen für Text-Mining-Dienste las-
sen sich mit Hilfe von SPARQL nach bestimmten Merkmalen filtern. Eine konkrete Anforderung
nach Text-Mining-Diensten mit bestimmten Eigenschaften kann in SPARQL formuliert werden.
Für die Formulierung der Anforderungen wird dieselbe Ontologie wie für die Beschreibung der
Dienste genutzt.
Die Auswahl der Dienste anhand syntaktischer Eigenschaften ist nicht Bestandteil der vorlie-
genden Arbeit. Zum einen gibt es bereits zahlreiche Arbeiten, die sich der Thematik annehmen.
Zum anderen steht bei der Kombination von komplexen Text-Mining-Diensten nicht die Dienstor-
chestrierung im Vordergrund. Wie in Abschnitt 3.1.5 dargestellt, besitzen Text-Mining-Dienste
relativ einheitliche Schnittstellen. Sie akzeptieren einen Text und einige Eingabeparameter zur
Feinabstimmung der Text-Mining-Funktionalitäten und geben einen annotierten Text oder ei-
ne Liste von Annotationen zurück. Außerdem ist keine sequentielle Kombination der Dienste
gewünscht, sondern eine Aggregation der Ergebnisse parallel ausgeführter Dienste.
4.4.1 Beispielanfragen
Im Folgenden werden SPARQL-Anfragen präsentiert, die konkrete funktionale Anforderungen
an die Dienste stellen und so die Dienstbeschreibungen nach solchen Diensten filtern, die al-
le gestellten Anforderungen unterstützen. Anschließend wird demonstriert, wie auch Dienste
ausgewählt werden können, deren Beschreibungen nur partiell mit der gestellten Text-Mining-
Aufgabe übereinstimmen. Dieser Fall ist vor allem dann von Bedeutung, wenn mehrere Dienste
so kombiniert werden sollen, dass alle Anforderungen erfüllt werden (z. B. durch die Nutzung
von NER-Diensten, um der Anforderung nach Extraktion von Entitäten nachzukommen und
zusätzlich den Aufruf von Textklassifikationsdiensten, um die Texte zu kategorisieren).
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Suche nach exakt übereinstimmenden Diensten
Die erste Anfrage (Listing 4.3) selektiert alle Text-Mining-Dienste, die NER auf spanischen Tex-
ten anbieten und zudem die extrahierten Entitäten mit Linked-Data-Verweisen anreichern. Das
mit der Anfrage definierte Anfragemuster ist in Abbildung 4.2 visualisiert.
PREFIX tm:<h t t p : //www. sap . com/tm/ desc r / onto logy#>
PREFIX dbpedia :<h t t p : // dbpedia . org /page/>
SELECT DISTINCT ? s e r v i c e
WHERE {
? s e r v i c e tm:supportsTextMiningType ? type .
? type a tm:NamedEntityRecognition ;
tm:supportsLanguage dbped ia :Span i sh language ;
tm:supportsLinkedData true .
}
Listing 4.3: SPARQL-Anfrage zur Selektierung von Diensten, die NER mit Linked-Data--
Unterstützung für spanische Texte anbieten
Abbildung 4.2: Anfragemuster für die SPARQL-Anfrage aus Listing 4.3
In Listing 4.4 wird eine weitere Anfrage gezeigt. Sie selektiert alle Dienste, die die Polarität
(Sentiment-Analyse) von englischen Textdokumenten, sowie der enthaltenen Entitäten, ermitteln.
PREFIX tm:<h t t p : //www. sap . com/tm/ desc r / onto logy#>
PREFIX dbpedia :<h t t p : // dbpedia . org /page/>
SELECT DISTINCT ? s e r v i c e
WHERE {
? s e r v i c e tm:supportsTextMiningType ? type .
? type a tm:Po la r i tyAna ly s i s ;
tm:supportsLanguage dbped ia :Eng l i sh language ;
tm:hasAna lys i sLeve l tm:DocumentLevel ;
tm:hasAna lys i sLeve l tm:Ent i tyLeve l .
}
Listing 4.4: SPARQL-Anfrage zur Selektion von Diensten mit Polaritätsanalyse für englische
Textdokumente und enthaltene Entitäten
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Suche nach partiell übereinstimmenden Diensten
Bei einem servieorientierten Text-Mining-System ist es zudem möglich, dass nur durch die Kom-
bination mehrerer Dienste eine Text-Mining-Aufgabe vollständig erfüllt werden kann. Deshalb
ist es notwendig, auch nach partiell übereinstimmenden Diensten zu suchen. Zum Beispiel ist
es nicht erforderlich, dass alle Dienste Linked-Data-Unterstützung zu allen gewünschten Da-
tensätzen anbieten. Mitunter reicht es, wenn nur ein Dienst dies anbietet oder mehrere Dienste
jeweils nur einen der gewünschten Datensätze. Die zusätzliche Auswahl und Ausführung aller
partiell übereinstimmenden Dienste ist vor allem für die qualitätssteigernde Aggregation der
Dienste von Vorteil. Zum Beispiel können Entitätsergebnisse von Diensten, die keine Linked-
Data-Unterstützung anbieten, genutzt werden, um die korrekten Entitäten aus der Gesamtmenge
der extrahierten Informationen herauszufiltern und somit die Gesamtqualität des kombinierten
Systems verbessern.
In SPARQL können entsprechende Anfragen mit Hilfe von OPTIONAL- und FILTER-Konstruk-
ten erstellt werden. Über das Schlüsselwort OPTIONAL können optionale Graph-Muster spezifi-
ziert werden. Durch die Anwendung des FILTER-Konstruktes können die Werte für die optiona-
len Parameter zum einen gefiltert und zum anderen mit in die Ausgabevariablen der SPARQL-
Anfrage übernommen werden. Listing 4.5 zeigt eine SPARQL-Anfrage, die NER-Dienste für spa-
nische Texte selektiert und optional die Dienste bestimmt, die auch Linked-Data-Unterstützung
für die Datensätze Geonames oder DBPedia anbieten. Anhand des Anfrageergebnisses kann dann
ausgewertet werden, ob mindestens ein Dienst Linked-Data unterstützt. Alternativ können ähn-
liche Anfragen auch mit UNION-Konstrukten formuliert werden.
PREFIX tm:<h t t p : //www. sap . com/tm/ desc r / onto logy#>
PREFIX dbpedia :<h t t p : // dbpedia . org /page/>
SELECT DISTINCT ? s e r v i c e ? l inkedDataSupport ? l inkedDataSet
WHERE {
? s e r v i c e tm:supportsTextMiningType ? type .
? type a tm:NamedEntityRecognition ;
tm:supportsLanguage dbped ia :Span i sh language .
OPTIONAL { ? type a tm:supportsLinkedData ? l inkedDataSupport .
FILTER (? l inkedDataSupport = true ) }
OPTIONAL { ? type a tm: l inksTo ? l inkedDataSet .
FILTER (? l inkedDataSet = :Geonames | | l inkedDataSet = :DBPedia ) }
}
Listing 4.5: SPARQL-Anfrage zum Selektieren von Diensten, die NER für englische Texte
anbieten und optional Linked-Data für die Datensätze Geonames und DBPedia unterstützen
Sollen zudem Dienste für verschiedene unterstützte Text-Mining-Methoden kombiniert werden,
so können zusätzlich UNION-Konstrukte verwendet werden, die mehrere SPARQL-Teilanfragen
vereinigen.
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4.4.2 Demonstration der Anwendbarkeit
Mit Hilfe einer prototypischen Entwicklung (siehe [Kre11]) für Details) konnte demonstriert und
in einer Nutzerstudie evaluiert werden, dass der gewählte Beschreibungsansatz und die Filterung
mit Hilfe von SPARQL-Anfragen für die funktionsgetriebene Auswahl von Text-Mining-Diensten
angewendet werden kann. Die von Krejpowicz in [Kre11] entwickelte Webanwendung ermöglicht
es, Text-Mining-Aufgaben mit Hilfe von Webformularen zu spezifizieren. Abbildung 4.3 zeigt
solch ein Formular. Neben nicht-funktionalen Anforderungen (z. B. der Preis und die Geschwin-
digkeit des Dienstes) können die funktionalen Anforderungen auf Basis der in dieser Arbeit
erstellten Text-Mining-Ontologie angegeben werden. Die Spezifizierung der besonderen Merkma-
le erfolgt dabei getrennt für verschiedene Text-Mining-Methoden, indem diese aus einer Liste
ausgewählt werden und dann gesonderte Konfigurationsmöglichkeiten angeboten werden. Abbil-
dung 4.4 zeigt die Möglichkeit der Spezifizierung von konkreten Entitätstypen, die durch eine
NER-Aufgabe extrahiert werden sollen. Für die Anzeige der Text-Mining-Eigenschaften, die in
der Ontologie spezifiziert sind, kann auf die Label und Kommentare der Ontologie zurückgegriffen
werden (rdfs:label und rdfs:comment).
Abbildung 4.3: Formular für die Spezifikation einer Text-Mining-Aufgabe (siehe auch prototy-
pische Implementierung in [Kre11])
Auf Basis der im Formular getätigten Eingaben wird automatisch pro Text-Mining-Methode eine
entsprechende SPARQL-Anfrage erstellt. Diese wird bei Ausführung der Aufgabe an ein RDF-
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Abbildung 4.4: Formular für die Spezifikation einer Text-Mining-Aufgabe (siehe auch prototy-
pische Implementierung in [Kre11])
Repository (z. B. Sesame5) gesendet. In dieses wurden im Vorfeld die ontologischen Dienstbe-
schreibungen geladen. Dies kann zum Beispiel über die Registrierung eines Text-Mining-Dienstes
(inklusive seiner syntaktischen Beschreibung) bei einer entsprechenden Registry durch den Dienst-
provider geschehen. Über die in den syntaktischen Beschreibungen enthaltenen Verweise zu den
semantischen Beschreibungen werden diese geladen und ebenfalls in der Registry in einem RDF-
Repository zur Verfügung gestellt (wie in [PLM+10b] beschrieben ist es auch möglich, die syn-
taktischen Beschreibungen in Form von RDF abzulegen und so eine einheitliche Abfrage syntak-
tischer und semantischer Beschreibungen zu ermöglichen). Die an die Registry gesendete Anfrage
liefert eine Menge von Diensten zurück, welche für die Ausführung der Text-Mining-Aufgaben
in Frage kommen (gegebenenfalls auch mit Einschränkungen, wie in Abschnitt 4.4.1 unter Su-
che nach partiell übereinstimmenden Diensten gezeigt wurde). Für kombinierte Aufgaben, die
mehrere Text-Mining-Methoden beinhalten, wird die Vereinigungsmenge der einzelnen SPARQL-
Anfragen gebildet.
In der Nutzerstudie wurde untersucht, ob die Probanden mit Hilfe des Formulars in der Lage sind,
eine Text-Mining-Aufgabe zu spezifizieren und damit geeignete Dienste für die Ausführung ihrer
Aufgabe zu finden. Die Studie wurde als Usability Walk Through [RM10] mit sechs Probanden
durchgeführt. Es wurde in ein konkretes Anwendungsszenario zur Analyse von Nachrichtentexten
eingeführt und anschließend durch die Probanden ein vorgegebener Arbeitsablauf mit mehreren
Teilaufgaben unter Beobachtung abgearbeitet. Anschließend hatten die Nutzer die Chance mit
einem Fragebogen zusätzliches Feedback zum Prototypen zu geben. Auf einer Skala von eins (sehr
5 http://www.openrdf.org/
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kompliziert) bis sechs (sehr intuitiv) wurde die Spezifizierung der Text-Mining-Aufgabe mit 5,4
bewertet. Die wenigen Probleme, die bei den Probanden auftraten, konnten auf unklare Elemente
und Features in der Benutzeroberfläche zurückgeführt werden. Mit dem generellen Verständnis
der Aufgabendefinition gab es jedoch keine Probleme.
Die durchgeführte Evaluation und Entwicklung der prototypischen Anwendung hat gezeigt, dass
der gewählte Beschreibungs- und Auswahlansatz seine Aufgabe erfüllt und für die gezielte Kom-
bination von Text-Mining-Diensten eingesetzt werden kann.
4.5 Zusammenfassung
In diesem Kapitel wurde die Beschreibung funktionaler Eigenschaften und die funktionsgetriebe-
ne Auswahl von Text-Mining-Diensten thematisiert. Dazu wurden zunächst die Eigenschaften 18
existierender Text-Mining-Dienste detailliert analysiert und Gemeinsamkeiten und Unterschiede
herausgearbeitet. Insbesondere wurden Merkmale von Text-Mining-Diensten nach Text-Mining-
Methoden klassifiziert. Die erstellte Übersicht und Klassifikation ist die bisher erste umfangreiche
Analyse existierender Text-Mining-Dienste.
Ausgehend von der Analyse konnten notwendige Beschreibungsmerkmale abgeleitet werden, die
als Grundlage für die nachfolgend modellierte Ontologie herangezogen wurden. So konnte erstma-
lig eine Ontologie für die Beschreibung komplexer Text-Mining-Dienste geschaffen werden. Mit
Hilfe der Ontologie wurden die funktionalen Eigenschaften existierender Dienste beschrieben
und öffentlich zugänglich gemacht, sowie die mögliche Verknüpfung mit vorhandenen syntakti-
schen Dienstbeschreibungen demonstriert. Für die Auswahl der Text-Mining-Dienste auf Basis
der erstellten Beschreibungen wurde ein SPARQL-basierter Ansatz vorgeschlagen und anhand
von Beispielanfragen demonstriert. Die Anwendbarkeit dieses Ansatzes konnte zudem mit Hilfe
eines prototypisch entwickelten Websystems evaluiert werden.
Die in Kapitel 2.3 gestellten Anforderungen an die Auswahl von Text-Mining-Diensten konn-
ten mit dem vorgestellten Beschreibungs- und Auswahlansatz vollständig erfüllt werden. Durch
die detaillierte Analyse und Ableitung der Beschreibungskomponenten aus den in der Analy-
se gewonnenen Informationen konnte die Praxisrelevanz der erstellten Ontologie sichergestellt
werden (Anforderung (A1.1)). Die Ontologie ermöglicht zudem die Erzeugung semantischer Be-
schreibungen der Text-Mining-Funktionalitäten, sowie die Verknüpfung mit bestehenden Be-
schreibungsansätzen, wie WSDL, hREST, SAWSDL und MicroWSMO (Anforderung (A1.2)).
Durch den Einsatz von RDF, der Wiederverwendung bestehender Konzepte und klar struktu-
rierter Beschreibungselemente konnte zudem Anforderung (A1.3) erfüllt werden. Die Auswahl





Hauptziel der Arbeit ist es, Ergebnisse mehrerer Text-Mining-Dienste zu kombinieren, um die
Qualität von Text-Mining zu verbessern. Das folgende Kapitel thematisiert die Aggregation von
Text-Mining-Ergebnissen am Beispiel von Entitätsergebnissen und präsentiert einen Aggregati-
onsprozess der auf beliebige zu aggregierende entitätsextrahierende Dienste angewendet werden
kann. Es werden die folgenden Beiträge geleistet:
1. Es wird am Beispiel von sechs realen NER-Diensten die zu beobachtende Korrelation zwi-
schen Dienstergebnissen, sowie der mögliche Qualitätsgewinn bei der Aggregation der Er-
gebnisse ermittelt. Die Analyse des Aggregationspotentials zeigt erstmalig, dass durch eine
gezielte Kombination verschiedener realer Dienstergebnisse die NER-Qualität deutlich ge-
steigert werden kann. In Abhängigkeit vom Dokumentkorpus ist eine potentielle Qualitäts-
steigerung von 10-20% gegenüber dem besten Einzeldienst möglich.
2. Weiterhin wird ein umfangreicher Aggregationsprozess entworfen und prototypisch imple-
mentiert. Der Prozess ist erstmalig in der Lage, reale NER-Dienste miteinander zu kombi-
nieren, da sowohl Hierarchien zwischen Entitätstypen, als auch die Funktionsumfänge der
Dienste berücksichtigt und zudem mehrdimensionale Entscheidungen getroffen werden, was
mit State-of-the-Art-Techniken nicht möglich war.
3. Passend zum Aggregationsprozess werden verschiedene Aggregationstechniken erarbeitet, die
in unterschiedlichen Szenarien anwendbar sind. Alle vorgestellten Aggregationstechniken
gehen über den State-of-the-Art hinaus. In einer umfangreichen Evaluation kann gezeigt
werden, dass durch Anwendung des Aggregationsprozesses und der Aggregationstechniken
die Qualität gegenüber dem besten Einzeldienst deutlich gesteigert werden kann.
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5.1 Einführung
Das vorangegangene Kapitel hat sich intensiv mit der Fragestellung beschäftigt, wie die für die
Bewältigung einer Extraktionsaufgabe relevanten Dienste ausgewählt werden. Dieses Kapitel
widmet sich nun der Thematik, die Ergebnisse der Ausführung der einzelnen Dienste/Systeme
zusammenzuführen und mit hoher Qualität zu aggregieren. Die Thematik wird dabei vom Stand-
punkt der Aggregation von NER-Ergebnissen betrachtet, da NER Grundlage für viele weitere
Text-Mining-Prozesse ist und zudem eine große Komplexität mit sich bringt. Jedoch wird im Aus-
blick dieses Kapitels diskutiert, wie der Aggregationsprozess auf andere Extraktionsergebnisse
übertragen werden kann.
Bevor konkrete Aggregationsverfahren vorgestellt werden, wird in Abschnitt 5.2 das Potential
der Aggregation von NER-Systemen anhand einiger realer Dienste analysiert. Abschnitt 5.3 stellt
einen Aggregationsprozess vor, der in der Lage ist, die Ergebnisse realer NER-Dienste/Systeme
zusammenzuführen. Anschließend werden in Abschnitt 5.4 neue Aggregationstechniken vorge-
stellt, welche im Zuge des Aggregationsprozesses angewendet werden können. Der Aggregati-
onsprozess sowie die vorgeschlagenen Aggregationstechniken werden in Abschnitt 5.5 evaluiert.
Abschnitt 5.6 gibt abschließend einen Ausblick, wie der Aggregationsprozess auf andere Text-
Mining-Ergebnisse übertragen werden kann und untersucht, inwiefern die in Kapitel 2.3 spezi-
fizierten Anforderungen mit dem vorgestellten Aggregationsprozess abgedeckt werden können.
Der vorgestellte Aggregationsprozess und die Aggregationstechniken stellen eine Erweiterung des
in [PM13] veröffentlichten Lösungsansatzes dar.
5.2 Aggregationspotential
In der Literatur [DVG+06, LPG+10, SKH05] konnte bereits gezeigt werden, dass die Kombinati-
on der Ergebnisse mehrerer NER-Systeme die Qualität steigern kann (siehe auch Kapitel 3.4.2).
Im Folgenden wird anhand einiger realer Beispieldienste ermittelt, welche Qualität maximal er-
reicht werden kann, wenn stets die perfekte Auswahl aus den Ergebnissen der einzelnen Dienste
erfolgt (Abschnitt 5.2.1). Diese maximal erreichbare Qualität wird im Folgenden als Aggregati-
onspotential bezeichnet. Die Ermittlung des Aggregationspotentials dient zum einen dazu, die
Qualitätsgewinne, die durch eine Aggregation der Dienstergebnisse möglich sind, abzuschätzen.
Zum anderen können anhand der ermittelten Werte im späteren Verlauf des Kapitels durch Ag-
gregationsprozesse und -techniken erzielte Qualitätsgewinne realistischer eingeschätzt und noch
bestehende Steigerungsmöglichkeiten identifiziert werden. Zusätzlich werden Korrelationen zwi-
schen den Dienstergebnissen untersucht (Abschnitt 5.2.2).
Die Untersuchung des Aggregationspotentials und der Dienstkorrelation erfolgt anhand von zwei
verschiedenen Goldstandards. Die Wahl fällt dabei zu einem auf den CoNLL-2003-Goldstandard
(siehe Anhang B.1), da dieser eine große Menge an korrekten Entitäts-Annotationen bereitstellt
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und ein weit verbreiteter Goldstandard ist, der häufig zur Evaluation von NER-Systemen her-
angezogen wird. Des Weiteren wird mit dem TUDCS4 Goldstandard (siehe Anhang B.2) ein
Evaluationskorpus gewählt, der eine Vielzahl von Entitätstypen abdeckt und somit auch die Be-
trachtung typspezifischer Eigenschaften ermöglicht. Anhand dieser zwei Goldstandards werden
sechs sehr bekannte NER-Dienste auf ihre Qualität und ihre Korrelationen hin untersucht (Al-
chemyAPI [Orc13a], DIGMAP [DIG13], Extractiv [Ext12], FISE [Int13], OpenCalais [Tho13],
Wikimeta [Wik13]). Damit diese Evaluation erfolgen kann, wurden die Entitätstypen der Dienste
(siehe Anhang C) auf die Entitätstypen der Goldstandards abgebildet. Diese manuell erstellten
Abbildungen sind ebenfalls im Anhang unter C.8 zu finden.
5.2.1 Dienstqualität und Potential
Abbildung 5.1 zeigt die Ergebnisse der Evaluation der Dienstqualität inklusive der ermittelten
maximalen Qualität (MAX) für den CoNLL-2003-Goldstandard. Dabei wurden die Qualitäts-
metriken Präzision, Recall und F1-Wert pro Entitätstyp bestimmt. Zusätzlich wurde die Ge-
samtleistung über alle Entitätstypen (PER, ORG, LOC ) hinweg (ALL) ermittelt. Zum einen
ist deutlich erkennbar, dass die Qualität der Dienste sehr große Unterschiede aufweist und dass
diese in Abhängigkeit vom Entitätstyp variiert. Zum anderen ist ersichtlich, dass ein relativ
großes Aggregationspotential besteht. Im Schnitt kann der F1-Wert um fast 20% im Vergleich
zum besten Einzeldienst verbessert werden, wenn die Einzelergebnisse ideal miteinander kom-
biniert werden. Die Ergebnisse zeigen, dass sowohl Präzision, als auch Recall durch eine ideale
Aggregation verbessert werden können.
(a) Präzision (b) Recall (c) F1-Wert
Abbildung 5.1: Qualität der einzelnen Dienste auf dem CoNLL-2003-Goldstandard und maxi-
mal durch Aggregation erreichbare Qualität
Ähnliche Ergebnisse können für den TUDCS4 Goldstandard erzielt werden, dessen Ergebnisse in
Abbildung 5.2 dargestellt sind. Aus den Ergebnissen wird ersichtlich, dass nicht alle Entitätstypen
von allen NER-Diensten abgedeckt werden. Aus diesem Grund wurde für diesen Goldstandard
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auch keine Gesamtleistung ermittelt. Die Ergebnisse unterstreichen erneut, dass die Qualität
sehr stark zwischen den Diensten und den Entitätstypen schwankt. Im Gegensatz zum CoNLL-
2003-Goldstandard gibt es keinen dominanten Dienst (für den CoNLL-2003-Goldstandard ist
der OpenCalais-Dienst stets der beste Dienst), der qualitativ für alle Entitätstypen besser ist
als die anderen Dienste. Das Aggregationspotential ist abhängig vom Entitätstyp - jedoch ist
für jeden Typ ein gewisses Potential erkennbar. Im Schnitt kann der F1-Wert um ca. 13% im
Vergleich zum jeweils besten Einzeldienst verbessert werden. Überraschenderweise ist sogar ein
Aggregationspotential vorhanden, wenn nur einer der Dienste den Entitätstyp abdeckt (z. B.
Actor). Dieser Effekt kann durch eine verbesserte Präzision erzielt werden, die ihre Ursache
in Entscheidungen auf allgemeineren Entitätstypen hat (z. B. Person). So können zum Beispiel
falsche Schauspieler -Annotationen (Actor) erkannt werden, wenn die anderen Dienste indizieren,
dass es sich bei dem annotierten Bereich um keine Person handelt (und es sich daher auch um
keinen Schauspieler handeln kann).
Abbildung 5.2: Qualität der einzelnen Dienste auf dem TUDCS4 Goldstandard und maximal
durch Aggregation erreichbare Qualität
Das in der vorgestellten Evaluation ermittelte Aggregationspotential zeigt, dass eine Kombination
der Dienstergebnisse sinnvoll ist und einen deutlichen Qualitätsgewinn mit sich bringen kann.
Der hypothetische MAX-Wert sollte dabei als ein maximal erreichbarer Wert angesehen werden,




Zusätzlich zum Aggregationspotential wurde untersucht, wie stark die ausgewählten NER-Dienste
hinsichtlich ihrer Ergebnisse korrelieren, da dies entscheidenden Einfluss auf den Aggregations-
prozess haben kann. Die Korrelationswerte wurden für den CoNLL-2003-Datensatz ermittelt, da
alle sechs betrachteten Dienste diesen Goldstandard hinsichtlich ihres Funktionsumfanges kom-
plett abdecken. Abbildung 5.3 zeigt zunächst die Korrelation der Dienstergebnisse hinsichtlich
ihrer Annotationen ohne Betrachtung der Korrektheit der Annotationen. Neben dem Fall, dass
die zwei jeweils betrachteten Dienste einen Textbereich exakt gleich annotiert haben (d. h. Bereich
und zugeordneter Typ sind identisch), werden die Fälle, dass nur der Typ oder nur der Bereich
identisch sind, lediglich eine Überlappung der Annotation vorliegt oder nur einer der beiden
Dienste den Bereich annotiert hat, betrachtet. In der Grafik ist das Verhältnis der Häufigkeit der
beobachteten Fälle dargestellt. Jedoch gibt die Abbildung keine Auskunft über die Korrektheit
der Annotationen. Die Korrelationsergebnisse zeigen, dass es keine identischen Dienste gibt, die
zu 100% exakt die gleichen NER-Ergebnisse liefern. Wie stark sich die Dienste ähneln, variiert
sehr stark. So besteht zum Beispiel zwischen den Diensten OpenCalais und Digmap eine weitaus
größere Ähnlichkeit (ca. 45% identische Annotationen) als zwischen AlchemyAPI und Digmap
(ca. 15% identische Annotationen).
Abbildung 5.3: Korrelation der Entitätsannotationen verschiedener Dienste auf dem
CoNLL-2003-Goldstandard
Zusätzlich zu den Korrelationen zwischen den Annotationen verschiedener Dienste wurde unter-
sucht, wie sich die Korrelation hinsichtlich der Annotationsqualität verhält. Dazu wurde analy-
siert, was für ein Verhältnis die Häufigkeiten folgender Fälle in Bezug zum Goldstandard auf-
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weisen: beide Dienste haben korrekt annotiert (Beide korrekt), nur einer der Dienste hat korrekt
annotiert (nur S1 korrekt bzw. nur S2 korrekt) oder keiner der beiden Dienste hat korrekt anno-
tiert (Beide inkorrekt). Der Übersichtlichkeit wegen wurden teilweise korrekte Annotationen (nur
Typ oder nur Bereich korrekt) nicht gesondert berücksichtigt und dem letzten Fall zugewiesen.
Abbildung 5.4 zeigt die Ergebnisse dieser Untersuchung. Es ist deutlich erkennbar, dass es starke
Unterschiede zwischen den Korrelationen hinsichtlich der Annotationsqualität gibt. Allgemein
ist beobachtbar, dass die Korrelation der Annotationen in gewissen Maßen auch die Korrelation
der Qualität beeinflusst. Sind quantitativ mehr identische Annotationen zwischen zwei Diensten
vorhanden, ist auch der Anteil der Fälle, in denen beide korrekt annotiert haben, in der Regel
größer (z. B. haben OpenCalais und Digmap im Vergleich zu anderen Dienstpaaren relativ viele
identische Annotationen und auch relativ viele Fälle, in denen beide Dienste korrekt annotiert
haben). Jedoch ist dieser Einfluss nicht linear. So sind zum Beispiel ca. 46% der identischen
Annotationen von Digmap und AlchemyAPI korrekt, aber nur ca. 13% der identischen Annota-
tion von OpenCalais und AlchemyAPI. Weiterhin zeigt die Analyse, dass alle Dienstpaare einen
relativ großen Anteil an Fällen aufweisen, in denen beide Dienste nicht korrekt annotiert haben
(von 24% bis 53%) und ein großer Anteil der identischen Annotationen inkorrekt ist.
Abbildung 5.4: Korrelation der Qualität der NER-Ergebnisse verschiedener Dienste auf dem
CoNLL-2003-Goldstandard
Diese Beobachtung verdeutlicht, dass im Aggregationsprozess viele verschiedene Merkmale der
Dienste berücksichtigt werden sollten, um Fehler (z. B. identische Annotationen mehrerer Dienste
stets als korrekt einzuordnen) zu vermeiden. Die Korrelation der Qualität schwankt zusätzlich
stark zwischen verschiedenen Entitätstypen. Die Qualitätskorrelationen für den CoNLL-2003-
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Datensatz, aufgesplittet nach den Entitätstypen LOC, ORG und PER, sind dem Anhang A.2 zu
entnehmen. Die große Schwankungsbreite zwischen den Entitätstypen unterstreicht erneut die
Notwendigkeit, im Aggregationsprozess typspezifische Eigenschaften zu berücksichtigen.
5.3 Aggregationsprozess
Im Folgenden wird ein Aggregationsprozess vorgestellt, der die Kombination der Ergebnisse von
K heterogenen NER-Systemen (heterogen hinsichtlich ihrer unterstützten Entitätstypen und der
zur Klassifikation verwendeten Taxonomien) erlaubt. Abschnitt 5.3.1 gibt zunächst einen Über-
blick über den Aggregationsprozess und charakterisiert insbesondere die Ein- und Ausgabepara-
meter. Anschließend werden in Abschnitt 5.3.2 die einzelnen Schritte des Aggregationsprozesses
vorgestellt. Zusätzlich werden in Abschnitt 5.3.3 Möglichkeiten zur Modifikation des Aggrega-
tionsprozesses diskutiert, die die Qualität steigern können.
5.3.1 Überblick
Abbildung 5.5 gibt einen Überblick über die Ein- und Ausgabeparameter des Aggregationsprozes-
ses. Ein Aggregationsprozess wird mit einer konkreten NER-Aufgabe (z. B. identifiziere alle Per-
sonen im gegebenen Textkorpus) aufgerufen und nimmt die Entitäts-AnnotationenD1, D2, ..., DK
der K Basissysteme bezüglich eines Korpus D als Eingabe. Die Ausgabe des Aggregationsprozes-
ses ist die aggregierte Menge an Annotationen DAGG für den Korpus D hinsichtlich der gegebenen
Aufgabe. Zusätzlich hat der Aggregationsprozess Zugriff auf die Schemata, welche von den NER-
Systemen zur Klassifikation der Entitätstypen verwendet werden. Handelt es sich um heterogene
Schemata, wird zudem vorausgesetzt, dass Abbildungen zwischen den verschiedenen Typen vor-
liegen. Diese können manuell erstellt oder über Schema-Matching Verfahren erzeugt werden, wie
in Kapitel 6 detailliert analysiert wird.
Abbildung 5.5: Ein- und Ausgabeparameter des Aggregationsprozesses
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Weiterhin kann das Aggregationssystem mit Hilfe eines Trainingskorpus (d. h. einer Menge an
Dokumenten, in denen Entitäten korrekt annotiert wurden) trainiert werden, um den Aggrega-
tionsprozess zu verfeinern. Um eine variierende Qualität der Extraktoren auf unterschiedlichen
Dokumenttypen widerzuspiegeln, können mit Hilfe unterschiedlicher Trainingskorpora verschie-
dene Modelle trainiert werden, die dann entsprechend für den Aggregationsprozess verwendet
werden können (z. B. ein Model für Tweets, ein Model für Nachrichtentexte). Sollte kein Trai-
ningskorpus zur Verfügung stehen, der den zu aggregierenden Dokumenten ähnelt, kann das
Aggregationssystem lediglich triviale Techniken zur Aggregation einsetzen (z. B. Mehrheitsent-
scheid, Vereinigung). Der Trainingskorpus eines Textmodells wird in einen Evaluationskorpus
und einen Testkorpus unterteilt. Der Evaluationskorpus dient dazu, die Basissysteme zu evalu-
ieren und typische Fehlermuster zu lernen, damit diese Informationen beim Aggregationsprozess
verwendet werden können. Der Testkorpus steht zur Verfügung, um verschiedene Aggregations-
verfahren zu testen und gegebenenfalls die beste Technik für die vorhandenen Trainingsdaten
auszuwählen. Alle Entitäten der Trainingskorpora bilden die Wahrheit, welche nachfolgend als
Wahrheit G (in der Literatur auch als Ground Truth G bekannt) bezeichnet wird.
5.3.2 Aggregationsschritte
Der Aggregationsprozess dient dazu, individuelle Ergebnisse der Basissysteme zusammenzuführen.
Ziel ist es, die Wahrheit für den Dokumentkorpus D (für den die korrekten Entitäts-Annotationen
nicht bekannt sind) bezüglich der Aufgabenstellung zu identifizieren. Für die Rekonstruktion der
Wahrheit stehen lediglich die Annotationen der Basissysteme, sowie gelernte Eigenschaften über
die Basissysteme zur Verfügung.
Es wird die Annahme getroffen, dass die Wahrheit (d. h. alle zu identifizierten Entitäten) in
der Gesamtmenge der Annotationen der Einzeldienste enthalten ist. Wie die Vorbetrachtungen
in Abschnitt 5.2 gezeigt haben, ist dies in der Realität nicht immer der Fall (d. h. nicht alle
korrekten Annotationen werden von mindestens einem der Einzeldienste erkannt). Jedoch ist
dies eine angemessene Annahme, um das bestmögliche Aggregationsresultat unter den gegebenen
Bedingungen zu erzielen. Der Aggregationsprozess setzt sich aus den folgenden Teilschritten
zusammen, welche begleitend in Abbildung 5.6 an einem Beispiel verdeutlicht werden:
0. (optional) Typtransformation: Handelt es sich um NER-Dienste, die unterschiedliche
Taxonomien für die Entitätstypen verwenden (siehe Kapitel 6), müssen die Entitätstypen
der Annotationen standardisiert werden. Dabei wird mit Hilfe eines globalen Schemas,
welches manuell erstellt wurde oder durch in Kapitel 6 beschriebene Abbildungsprozesse
entstanden ist, der jeweils nächstmögliche standardisierte Typ, der äquivalent oder allge-
meiner als der Originaltyp ist, zugewiesen (z. B. wird person in Abbildung 5.6 in PER
umgewandelt).
1. Identifikation relevanter Annotationen: Anschließend werden die relevanten Anno-
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Abbildung 5.6: Aggregationsschritte an einem Beispiel
tationen der K Basissysteme herausgefiltert. Relevant sind all die Annotationen, deren
Entitätstyp eine Beziehung zu einem der in der NER-Aufgabe spezifizierten Typen hat
(d. h. äquivalent ist oder ein Unter- oder Obertyp dessen ist). Ist der Typ einer Annotation
ein Untertyp des in der Aufgabe spezifizierten Typs, dann wird der Typ der Annotation
durch den Typ der Aufgabenstellung ersetzt (z. B. wird eine Annotation mit dem Typ Stadt
durch eine Annotation mit dem Typ Ort ersetzt, wenn die Aufgabenstellung lediglich nach
Orten und nicht nach Städten verlangt). Alle Annotationen, die nicht relevant sind, wer-
den als Metadaten für die weiteren Schritte mitgeführt, da sie den Aggregationsschritt
unterstützen können (zumindest für einige Aggregationstechniken).
2. Identifikation von Annotationsbereichen: Anhand der Annotationen der Basissyste-
me werden Annotationsbereiche ermittelt. Ein Annotationsbereich ist ein Textbereich x
mit einem exakten Start- und Endpunkt, in welchem sich eine oder mehrere Annotationen
der K Basissysteme überschneiden (Dx = D1x ∪ D2x ∪ ... ∪ DKx). Jeder Annotationsbe-
reich markiert einen potentiellen Bereich einer oder mehrerer möglicher Annotationen. Zur
Bestimmung der Annotationsbereiche werden lediglich die relevanten Annotationen (siehe
Schritt 1) berücksichtigt.
3. Aggregation der Annotationsbereiche: Die Annotationen eines Annotationsbereiches
werden mit Hilfe eines Aggregationsalgorithmus zusammengefasst. Dabei wird zum einen
über die Existenz von Entitäten in diesem Annotationsbereich entschieden, und zum ande-
ren werden die Entitätsgrenzen (Identifikation) und die zugeordneten Entitätstypen (Klas-
sifikation) bestimmt. Das Aggregat eines Annotationsbereiches kann null, eine oder mehrere
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Annotationen beinhalten. Für jeden Annotationsbereich x werden folgende Unterschritte
ausgeführt:
(a) Aufstellen des Hypothesenraumes: Zunächst wird die Menge der möglichen kor-
rekten Annotationen (Hypothesen) für den Annotationsbereich x bestimmt und als
Hypothesenraum Ωx zusammengefasst. Ωx wird dabei direkt aus der Menge an Anno-
tationen der Basissysteme (Dx) konstruiert, indem jede Annotation/Annotationsmen-
ge, die von einem der K Basissysteme gemacht wurde, hinzugefügt wird. Zusätzlich
wird stets die Null-Hypothese, welche angibt, dass es keine Annotation im vorlie-
genden Annotationsbereich gibt, zum Hypothesenraum hinzugefügt. Eine erweiterte
Konstruktion des Hypothesenraumes, die auch andere Varianten, wie Kombinationen
der Einzelannotationen der Basissysteme, vorsieht (wie z. B. in [LPG+10] beschrie-
ben), ist ebenfalls möglich.
(b) Bestimmung der Rangfolge der Hypothesen: Anschließend wird jeder Hypothe-
se Hjx ∈ Ωx ein Rang R(Hjx|Dx) zugeordnet (siehe R in Abbildung 5.5). Der Wert für
R ist proportional zur Wahrscheinlichkeit P (Hjx|Dx) - der Wahrscheinlichkeit, dass
die Hypothese Hjx unter der Bedingung der beobachteten Annotationen Dx korrekt
ist. Die Bestimmung der Rang-Werte kann durch verschiedene Verfahren, welche im
Weiteren als Aggregationstechniken bezeichnet und detailliert in Abschnitt 5.4 vor-
gestellt werden, erfolgen. Um die Wahrscheinlichkeit besser zu bestimmen, werden
bei vielen Aggregationsverfahren Gewichte, die aus dem Evaluationskorpus gewonnen
werden, für die Berechnung des Rangs herangezogen.
(c) Rückgabe des Aggregats: In der Regel wird anschließend die Hypothese mit dem
höchsten Rang als Aggregat für den Annotationsbereich x gewählt. Um die Rückver-
folgbarkeit zu gewährleisten, wird das Aggregat mit Metadaten zu seiner Herkunft
versehen (siehe Abbildung 5.6, als Aggregationstechnik wurde hier der Mehrheitsent-
scheid MAJ gewählt). Zusätzlich kann, abhängig von der verwendeten Aggregations-
technik, ein Konfidenzwert zum Aggregat hinzugefügt werden.
4. Ausgabe: Im letzten Schritt werden alle Annotationen, die im Schritt 3 als Aggregat
erzeugt wurden, ausgegeben.
Nachdem in diesem Abschnitt der grundlegende Prozess beschrieben wurde, widmet sich der
nächste Abschnitt der Vorstellung von Verfahren, die eine Optimierung des Aggregationsprozesses
ermöglichen. Anschließend werden in Kapitel 5.4 konkrete Aggregationstechniken, welche im
vorgestellten Aggregationsprozess angewendet werden können, vorgestellt.
5.3.3 Modifikationen zur Qualitätssteigerung
Im Folgenden werden Erweiterungen und Modifikationen des im vorangegangenen Abschnitt
vorgestellten Aggregationsprozesses vorgestellt, die das Ziel haben, die Qualität der Aggrega-
5.3 Aggregationsprozess 93
tion zu steigern und sich an zusätzliche Anforderungen anzupassen (z. B. starke Präferenz für
präzise Ergebnisse). Die Erweiterungen können in drei Typen unterteilt werden: Modifikationen
der Eingabedaten des Aggregationsprozesses, Modifikationen, die den Aggregationsschritt 3 (b)
betreffen, und Feinabstimmungen des Aggregationssystems.
Modifikationen der Eingabedaten des Aggregationsprozesses Die erste Möglichkeit be-
steht darin, die Anzahl an Basissystemen, von denen Entitätsergebnisse eingehen, zu minimieren.
Ein typisches Vorgehen ist es, nur die k-besten Basissysteme zu wählen. Dadurch kann unter
Umständen die Qualität des Aggregats erhöht werden, da die schlechten Basissysteme keine
negativen Auswirkungen auf den Aggregationsschritt haben. Eine Qualitätssteigerung ist aber
nur dann zu erreichen, wenn die schlechtesten Systeme wirklich sehr negativen Einfluss auf die
Aggregation haben bzw. nur eine Untermenge der Ergebnisse eines anderen Dienstes liefern.
Jedoch können durch die eingeschränkte Menge an Basissystemen Ressourcen, Kosten (bei kos-
tenpflichtigen Diensten) und Zeit geschont werden. Solch eine Minimierung der Eingabedaten
ist insbesondere bei Kosten-Nutzen-Abwägungen sinnvoll. Wenn zum Beispiel durch die Nut-
zung kostenloser/unlimitierter Dienste eine ähnliche Gesamtqualität der Text-Mining-Ergebnisse
erreicht werden kann, wie mit kostenpflichtigen Diensten (oder Diensten mit limitierter Auf-
rufhäufigkeit), dann reicht mitunter der Aufruf der eingeschränkten Menge an Basissystemen
aus.
Modifikationen des Aggregationsschrittes 3(b) Des Weiteren sind Modifikationen des Ag-
gregationsschrittes 3(b) möglich, bei denen die Rankingwerte optimiert werden. In Abschnitt 3.4.3
wurden dazu bereits einige, aus dem Bereich der Aggregation von Klassifikatoren, bekannte Tech-
niken vorgestellt - das Bagging [Bre96], Boosting [WNC+02] und Stacking [Wol92]. Alle drei
Techniken können auch auf die Aggregation von Entitätsergebnissen und den zuvor vorgestellten
Prozess übertragen werden und dienen zumeist dazu, Aggregatorergebnisse zu balancieren (d. h.
zu starke Überanpassungen zu vermeiden) und die Qualität zusätzlich zu optimieren. Im Zuge
dieser Arbeit wird nicht weiter auf diese Techniken eingegangen, da sie bereits in der Litera-
tur sehr ausführlich behandelt wurden und zudem lediglich als Ergänzung des in dieser Arbeit
vorgestellten Aggregationsprozesses dienen.
Feinabstimmung eines Aggregationssystems In typischen Anwendungsszenarien kommt
es vor, dass unterschiedliche Wünsche hinsichtlich der Qualität und Quantität von Extraktions-
ergebnissen vorliegen. Einem Nutzer kann es zum Beispiel wichtig sein, so viele Extraktionsergeb-
nisse wie möglich zu erhalten und dadurch Qualitätslimitierungen in Kauf zu nehmen (Fokus auf
Recall). Ein anderer Nutzer hingegen legt großen Wert auf sehr präzise Ergebnisse und nimmt
dadurch fehlende Ergebnisse in Kauf (Fokus auf Präzision).
Um diese Präferenzen im Aggregationssystem abzubilden, kann ein Regler eingeführt werden,
mit dessen Hilfe die Ausrichtung hinsichtlich Präzision oder Recall verschoben werden kann. Die
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Reglerwerte können dann bei der Bestimmung der Rangwerte durch die Aggregationstechniken
mit einfließen und den Aggregationsprozess entsprechend anpassen. Der Reglerwert dient dazu,
die Wahrscheinlichkeitsschätzung für die NULL-Hypothese (d. h. im entsprechenden Annota-
tionsbereich ist keine Annotation vorhanden) zu erhöhen oder zu minimieren. Ist der Fokus für
den Aggregationsprozess auf Präzision gesetzt, dann muss der Wert erhöht und bei Fokus auf
Recall minimiert werden. Die Kalibrierung des Reglers und die damit verbundenen Erhöhungen/
Minimierungen der Rangwerte der NULL-Hypothese kann zum Beispiel mit Hilfe des Testkorpus
vorgenommen werden.
5.4 Aggregationstechniken
Im Folgenden wird das eigentliche Aggregieren eines Annotationsbereiches (Schritt 3 b der in
Abschnitt 5.3.2 eingeführten Aggregationsschritte) thematisiert. Das Aggregieren kann mit Hilfe
von verschiedenen Aggregationstechniken erzielt werden. Bisher in der Literatur zu findende Ag-
gregationstechniken wurden bereits in Kapitel 3.4 vorgestellt. Jedoch ist keine dieser Techniken in
vollem Umfang für die in dieser Arbeit betrachtete Aggregationsproblematik einsetzbar, da we-
der die Klassifikation der Entitäten noch die Beziehungen zwischen Entitätstypen berücksichtigt
werden. Nachfolgend werden deshalb erweiterte und neue Aggregationstechniken eingeführt, wel-
che sich dieser Problematik annehmen. Dazu werden in Abschnitt 5.4.1 zunächst die verwendete
Formalisierung und grundlegende Eigenschaften vorgestellt. Abschnitt 5.4.2 führt Abstimmungs-
verfahren ein, die ohne Training oder mit minimalen Trainingsprozessen auskommen und daher
gut für Szenarien geeignet sind, in denen keine oder nur wenige Trainingsdaten zur Verfügung
stehen. Fehlergesteuerte Verfahren, die typische Fehlermuster von Extraktoren bei der Aggre-
gation berücksichtigen und daher nur nach ausreichenden Trainingsprozessen einsetzbar sind,
werden in Abschnitt 5.4.3 vorgestellt.
5.4.1 Formalisierung und grundlegende Modelle
Um die Aggregationstechniken zu beschreiben und den zugehörigen Trainingsprozess zu spezi-
fizieren, werden im Folgenden Notationen und Modelle eingeführt, die als Grundlage für die
einzelnen Techniken herangezogen werden. Insbesondere werden dazu Notationen/Modelle vor-
gestellt, die Annotationseigenschaften charakterisieren, Übereinstimmungen bzw. Diskrepanzen
zwischen Annotationen ermitteln und Fehlermuster von Basissystemen spezifizieren.
Annotationseigenschaften Eine Entitätsannotation Ax im Annotationsbereich x wird durch
ihre Grenzen r(Ax) und durch den zuordneten Typ t(Ax) gekennzeichnet. Eine Menge von An-
notationen innerhalb eines Annotationsbereiches x wird durch ASx angegeben. Leere Annota-
tionsmengen sind dabei ausdrücklich erlaubt, um angeben zu können, dass in einem Annota-
tionsbereich keine Annotation vorkommt. Die Anzahl an Annotationen einer Annotationsmenge
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ASx ist durch |ASx| gegeben. Sowohl Hypothesen Hjx als auch die Ausgaben der Basissysteme
(Dkx) bezüglich eines Bereiches x sind Annotationsmengen.
Um Beziehungen zwischen Entitätstypen zu spezifizieren werden die Funktionen st(t) und etk(t)
eingeführt. st(t) gibt die Menge der Untertypen des Entitätstyps t an (z. B. st(Ort) = {Stadt,
Land, ...}). Häufig kommt es vor, dass nicht jeder spezifische Entitätstyp durch alle Basissysteme
unterstützt wird. In solch einem Fall ist es jedoch hilfreich zu wissen, ob statt des spezifischen
Entitätstyps (z. B. Stadt) ein breiter gefasster Entitätstyp (z. B. Ort) durch das Basissystem
angeboten wird. etk(t) kennzeichnet deshalb den genauesten (also spezifischsten) Entitätstyp, der
von einem konkreten Basissystem k unterstützt wird und den Typ t umfasst. Die Typenbeziehun-
gen sind in Abbildung 5.7 anhand eines Beispiels dargestellt. Der genaueste Entitätstyp bezüglich
des Typs Stadt ist bei Basissystem S2 der Typ Stadt. Bei Basissystem S1 wird der Entitätstyp
Stadt nicht unterstützt, weshalb hier der Typ Ort der genaueste unterstützte Entitätstyp ist.
Abbildung 5.7: Typbeziehungen für die Basissysteme S1 und S2 an einem Beispiel
Für die Aggregation ist es notwendig, den Entitätstyp von Annotationsmengen zu bestim-




NULL wenn |ASx| = 0





Dabei wird eine Vereinfachung vorgenommen, indem verschiedene Typen innerhalb eines Anno-
tationsbereiches mit MIX zusammengefasst werden. Hier ist auch eine detailliertere Betrachtung
von Typmustern (z. B.: ORG−LOC) möglich. Jedoch ist solch eine detaillierte Betrachtung sehr
speziell und anfällig für eine Überanpassung des Aggregationsprozesses (in der Literatur oft als
Over-Fitting bezeichnet [CT10]).
Bereichs- und Typ-Konsistenz von Annotationen Neben den Eigenschaften einzelner
Annotationen spielen für den Aggregationsprozess vor allem Übereinstimmungen und Diskrepan-
zen zwischen Annotationen eine große Rolle. Annotationen können hinsichtlich ihres Bereiches
und ihres Entitätstyps miteinander verglichen werden. Die Konsistenz des Annotationsbereiches
zweier Annotationen Anx und Amx wird angegeben durch:
rc(Anx, Amx) =
1 wenn r(Anx) = r(Amx)0 wenn r(Anx) 6= r(Amx) (5.2)
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Zwei Annotationsmengen (ASnx und ASmx) sind konsistent hinsichtlich des Annotationsberei-
ches, wenn beide Annotationsmengen dieselbe Anzahl an Annotationen aufweisen und alle ent-
haltenen Annotationen Paare von Bereichs-konsistenten Annotationen bilden:
rc(ASnx,ASmx) =






mx) wenn |ASnx| = |ASmx| 6= 0
0 wenn |ASnx| 6= |ASmx|
(5.3)
Die Bestimmung der Konsistenz hinsichtlich der Entitätstypen ist komplexer als die Bestim-
mung der Bereichs-Konsistenz, da sowohl Beziehungen zwischen den Entitätstypen, als auch die
Leistungsumfänge der Basissysteme berücksichtigt werden müssen.
Der Entitätstyp einer Annotation eines Basissystems ist konsistent zum Typ einer anderen An-
notation, wenn:
• die Typen identisch sind,
• der Typ der Basissystem-Annotation ein Untertyp des Entitätstyps der anderen Annota-
tion ist und das System/der Goldstandard, zu dem diese andere Annotation gehört, den
Untertyp nicht unterstützt, die Annotation jedoch den genauesten unterstützten Typen
hinsichtlich des Basissystemtyps besitzt (z. B. hat die Basissystem-Annotation den Typ
Ort und die Annotation des Systems k den Typ Stadt, wobei gilt etk(Stadt) = Ort),
• die Basissystem-Annotation einen ungenaueren Typ hat, dieser aber der genaueste Typ ist,
den das Basissystem bezüglich des Typs der anderen Annotation unterstützt (z. B. hat die
Hypothese den Typ Stadt, das Basissystem unterstützt aber lediglich den Typ Ort).
Die Typ-Konsistenz einer Annotation Akx eines Basissystems k hinsichtlich einer anderen An-
notation Anx (in der Regel eine Annotation des Evaluationskorpus oder des Hypothesenraumes)




1 wenn t(Anx) = t(Akx)
oder sti = t(Akx) für ein sti ∈ st(t(Anx)) mit etn(sti) = t(Anx)
oder etk(t(Anx)) = t(Akx)
0 wenn r(Anx) 6= r(Akx)
(5.4)









mx) wenn |ASnx| = |ASmx| 6= 0
0 wenn |ASnx| 6= |ASmx|
(5.5)
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Fehler- und Transformationsräume Im vorangegangenen Paragraphen wurden Notationen
und Funktionen eingeführt, um Eigenschaften von Annotationen und Übereinstimmungen zwi-
schen Annotationen und Annotationsbereichen zu kennzeichnen. Der folgende Paragraph soll
dazu dienen, Fehlermuster von Basissystemen in Form von Transformations- und Fehlerräu-
men zu beschreiben, um diese anschließend für den Aggregationsprozess nutzen zu können (wie
in [LPG+10] vorgeschlagen).
Fehler von NER-Systemen können durch Abweichungen zwischen den Entitäten der Wahrheit
G und den Ergebnissen des NER-Systems (Dk) beobachtet werden. Abbildung 5.8 zeigt Extrak-
tionsfehler (rot dargestellt) eines Beispiel-NER-Systems im Vergleich zum Goldstandard G. Ein
Extraktionsfehler kann als ein Transformationsprozess von der Wahrheit G zur Ausgabe Dk des
NER-Systems beschrieben werden [LPG+10]. So kann zum Beispiel die fehlende Organisations-
Annotation (Textsequenz
”
Starbucks“) als eine Transformation, in der eine Annotation von der
Annotationsmenge der Wahrheit G entfernt wird, spezifiziert werden. Diese Transformation von
der Wahrheit zum Ergebnis des NER-Systems wird nachfolgend als τ(G,Dk) bezeichnet. Da
sowohl G als auch Dk sehr groß sein können, wird die Transformation in kleine Transformations-
schritte τ(G,Dk) ≡ {τ(Gi, Dki)} unterteilt, die innerhalb von Annotationsbereichen auftreten
(z. B. innerhalb des Annotationsbereiches
”
John Doe“ in Abbildung 5.8(b)). Alle elementaren
Transformationen Tk = τi(Gi, Dki) der Annotationsbereiche zusammen bilden τ(G,Dk).
(a) Wahrheit G (b) Ergebnis NER-System
Abbildung 5.8: Extraktionsfehler eines NER-Systems an einem Beispiel
Ein Transformationsschritt kann über verschiedene Wege beschrieben werden. Eine Möglichkeit
ist die Betrachtung der Anzahl an Entitäts-Annotationen der Wahrheit G (m) und des konkreten
Basissystems (n) in einem Annotationsbereich, wie durch Lemmond et al. [LPG+10] vorgeschla-
gen (z. B. n = 2 und m = 1 für den Annotationsbereich
”
John Doe“). Die Transformation kann
dann durch τ(Gi, Dki) ≡ τm,n gekennzeichnet werden. Die Menge an möglichen Transformatio-
nen ist durch T c = {τm,n : m,n ≥ 0,m+ n > 0} gegeben und sollte aus praktischen Gründen auf
eine Untermenge beschränkt werden - z. B. T c = {τ0,1, τ1,0, τ1,1, τ1,2, τ2,1}. Transformationen mit
mehr Annotationen können durch Kombinationen der Basistransformationen ausgedrückt wer-
den. Die fehlende Organisations-Annotation in Abbildung 5.8(b) kann durch τ1,0 charakterisiert
werden. Eine detailliertere Beschreibung von Transformationsschritten, die durch die Anzahl an
Annotationen gekennzeichnet werden, ist in Kapitel 3.4 zu finden.
Eine weitere Möglichkeit zur Beschreibung des Transformationsschrittes ist die Analyse der in-
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volvierten Entitätstypen, die innerhalb der Annotationen des Annotationsbereiches auftreten.




ausgedrückt werden (z. B.
T t = {τSTADT,STADT , τSTADT,NULL, ...}), wobei t(Gi) den Typ der Wahrheit und t(Dki) den
Typ des Basissystems angibt. Die fehlende Organisations-Annotation wird dann durch die Trans-
formation τORGANISATION,NULL angegeben. Verfügt der Goldstandard über sehr viele Entitäts-
typen wird der Transformationsraum sehr groß. Um dies zu vermeiden und generell Überanpas-
sungen zu verhindern, werden zur Vereinfachung und zum Zusammenfassen verschiedener Trans-
formationen die Negation (!) und das Wildcard-Symbol ∗ eingeführt. Die Negation dient dazu,
bestimmte Typen auszuschließen (z. B. !STADT für alle Typen, die nicht vom Typ STADT und
NULL sind). Das Wildcard-Symbol kann für beliebige Typen ungleich NULL angewendet werden.
In der vorliegenden Arbeit wurde der Transformationsraum auf T t = {τNULL,t, τ t,NULL, τ !t,t}
beschränkt, wobei t alle Entitätstypen des Goldstandards umfasst.
Unabhängig vom konkreten Transformationsraum, der angewendet wird, können weitere Fehler,
die auftreten können, beobachtet werden. Unter anderem sind dies folgende Fehlerarten, wobei
die Liste individuell erweitert werden kann (z. B. Bereichsfehler, bei denen eine bestimmte Anzahl
an Zeichen falsch extrahiert wurden etc.):
• er ... der Bereich der Entität wurde nicht korrekt extrahiert (z. B. statt der Textsequenz
”
John Doe“ wurde nur
”
John“ als Entität extrahiert)
• et ... der Entitätstyp wurde inkorrekt zugeordnet (z. B. Person statt Organisation)
• etty ... der Entitätstyp wurde inkorrekt zugeordnet, wobei der Typ ty als falscher Typ
gewählt wurde
Einzelne Fehler können in Fehlerräumen zusammengefasst werden. In der vorliegenden Arbeit
werden hauptsächlich die zwei folgenden Fehlerräume angewendet:
• E1 = {et}
• E2 = {et, er}
Dabei betrachtet der Fehlerraum E1 lediglich Fehler hinsichtlich des Entitätstyps und igno-
riert Bereichsfehler. Dieser Fehlerraum kann zum Beispiel angewendet werden, wenn nur die
Entitätstypen eine Rolle spielen. Der Fehlerraum E2 umfasst eine Betrachtung von Typ- und
Bereichsfehlern. Weitere feingranularere Fehlerräume sind möglich, wenn die Trainingsdaten eine
entsprechend ausreichende Beobachtung dieser Fehler erlauben.
Der Zustand eines jeden Fehlers oder einer Fehlerklasse (wenn mehrere Fehler - wie Typ- und
Bereichsfehler - zusammengefasst werden) ist binär:
sτi(ex) =
1 wenn ex in τi vorkommt0 sonst
sτi(E) = {sτi(ex)}ex∈E , τi ∈ Tk
(5.6)
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Das Auftreten oder Nichtauftreten eines Fehlers kann mit Hilfe der weiter oben eingeführten
Funktionen für die Bereichs- und Typ-Konsistenz (siehe Formeln (5.3) und (5.5)) geprüft werden.
Für die Beschreibung der Aggregationstechniken werden des Weiteren die Funktionen Iτi(τ
m,n)
(Formel (5.7)) und IDki,τi(t) (Formel (5.8)) eingesetzt. Iτi(τ
m,n) gibt an, ob eine gegebene Trans-
formation τm,n ∈ T vom Typ τi ist oder nicht. In gleicher Weise kann die Formel (5.7) auch für
den Transformationsraum T t angewendet werden. IDki,τi(t) kennzeichnet, ob die Ausgabe eines
konkreten Basissystems k für den Annotationsbereich i innerhalb der vorliegenden Transforma-
tion τi vom Entitätstyp t ist.
Iτi(τ
m,n) =
1 wenn τi vom Typ τm,n ist0 sonst (5.7)
IDki,τi(t) =
1 wenn t(Dki) = tk innerhalb von τi0 sonst (5.8)
5.4.2 Abstimmungsverfahren
Eine klassische Methode zur Auswahl von einer Meinung oder einem Ergebnis aus einer Menge
unterschiedlicher Meinungen bzw. Ergebnisse ist das Abstimmen. Die gebräuchlichste Form des
Abstimmungsverfahrens ist der Mehrheitsentscheid. In dem speziellen Fall der Aggregation von
Entitätsergebnissen müssen dabei drei Dimensionen berücksichtigt werden: die Existenz oder
Nicht-Existenz einer Entität, die Grenzen der Entität (auch als Bereich bezeichnet) und der zu-
geordnete Entitätstyp (inklusive der Beziehungen zwischen den Entitätstypen). Die nachfolgend
aufgeführten Ergebnisse von drei Basissystemen D1-D3 unterstreichen die Problematik der Ag-
gregation hinsichtlich des zugeordneten Entitätstypen:
D1 : [ 1 78 , 187 , Vancouver , STADT]
D2 : [ ]
D3 : [ 1 78 , 187 , Vancouver , ORT]
Ein klassischer Mehrheitsentscheid, wie in Kapitel 3.4 eingeführt, hat bei dem vorliegenden Er-
gebnis der Basissysteme Schwierigkeiten, sich für eine der drei Varianten (eine Annotation mit
dem Typ STADT, eine Annotation mit dem Typ ORT und keine Annotation) zu entscheiden, da
jedes in Frage kommende Ergebnis einmal in der Ergebnismenge der Basissysteme vorkommt (je-
weilige Wahrscheinlichkeit ca. 33%). Im Folgenden wird deshalb eine entsprechende Erweiterung
des Mehrheitsentscheides diskutiert, die zusätzlich Informationen zu den, für die Typklassifikati-
on verwendeten, Schemata und deren Beziehungen, sowie unterschiedliche Leistungsspektren der
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Extraktoren (z. B. kann nur Orte extrahieren), berücksichtigt.
Erweiterter Mehrheitsentscheid (MAJ+) Werden die zuvor genannten Informationen
berücksichtigt, kann präziser zwischen den Aggregationsmöglichkeiten differenziert werden, was
anhand des verwendeten Beispiels verdeutlicht werden soll. Zusätzlich zu den Extraktionsergeb-
nissen werden dazu folgende Eigenschaften der zugrundeliegenden Schemata der drei Basissyste-
me angenommen: alle drei Systeme sind in der Lage, Entitäten des Typs ORT zu identifizieren,
aber nur Basissystem D1 ist zusätzlich in der Lage, Entitäten vom Untertyp STADT zu er-
kennen. Unter Berücksichtigung der hierarchischen Beziehung, dass alle Städte gleichzeitig Orte
sind, kann die Wahrscheinlichkeit der Entität mit dem Typ ORT mit ca. 67% beziffert wer-
den. Zur Bestimmung der Wahrscheinlichkeit der STADT -Annotation müssen sowohl STADT -
als auch ORT -Annotation berücksichtigt werden. Jedoch dürfen nur solche Extraktorergebnis-
se als Zustimmung für die STADT -Annotation gezählt werden, die nicht gegen eine STADT -
Annotation argumentieren. Da Basissystem D3 nicht in der Lage ist, Entitäten als STADT (oder
einem vergleichbaren Typ) zu klassifizieren, wird die ORT -Annotation als ein Zuspruch für die
STADT -Annotation gewertet, was eine Wahrscheinlichkeit von 67% für die STADT-Annotation
ergibt. Bei der Anwendung dieses erweiterten Mehrheitsentscheids kommt es häufig vor, dass die
Wahrscheinlichkeiten für Haupt-und Untertypen identisch sind. In diesem Fall sollte stets der
genaueste Entitätstyp gewählt werden (hier der Typ STADT ).
Neben der Korrektheit der Typklassfikation spielt zudem auch die Korrektheit des Annotations-
bereiches beim Mehrheitsentscheid eine Rolle. Für die Bewertung der Typ- und Bereichskorrekt-
heit können die in Formel (5.5) bzw. (5.3) eingeführten Funktionen tc(Hjx, Dkx) und rc(Hjx, Dkx)
verwendet werden. Die Funktion der Typkorrektheit berücksichtigt dabei die - soeben im Beispiel
angedeuteten - Schemainformationen. Da Typklassifikation und Annotationsbereich in engem
Zusammenhang stehen, berücksichtigt der erweiterte Mehrheitsentscheid beide Bewertungen in
Kombination. Jeder Hypothese des Hypothesenraumes wird der folgende Rang-Wert zugeordnet:
R(Hjx|Dx) =
∑K
k=1 tc(Hjx, Dkx) ∗ rc(Hjx, Dkx)
K
(5.9)
Gewichteter erweiterter Mehrheitsentscheid (WMAJ+) Der erweiterte Mehrheitsent-
scheid nutzt neben den Schemainformationen keine weiteren Metadaten. In der Regel sind nicht
alle Basissysteme gleich gut, so dass eine Gewichtung der Basissysteme in Abhängigkeit der Qua-
litätsmerkmale weiteres Potential bietet (siehe z. B. [FIJZ03, SKH05, WNC03]). Als Gewichte
wk werden typischerweise die Präzisions- oder F1-Messwerte eines Dienstes herangezogen (jeweils
normalisiert, so dass die Summe aller Werte gleich eins ist).




tc(Hjx, Dkx) ∗ rc(Hjx, Dkx) ∗ wk (5.10)
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5.4.3 Fehlergesteuerte Verfahren
NER-Systeme tendieren dazu, bestimmte Fehler zu wiederholen. Zum Beispiel kommt es vor,
dass wiederholt bestimmte Entitäten nicht entdeckt werden oder der Bereich von Annotationen
zu lang gewählt wird. Lemmond et al. [LPG+10] haben deshalb vorgeschlagen, das Auftreten von
bestimmten Fehlertypen innerhalb eines Evaluationskorpus zu beobachten und ausgehend von
den Verteilungen der beobachteten Muster das Bewerten der Hypothesen durchzuführen (siehe
auch Kapitel 3.4.2). Dabei beschränken sie sich zunächst auf die Betrachtung des Annotations-
bereiches und schlagen erst in einer späteren Arbeit [LHG+11] eine Erweiterung des Ansatzes
vor, der auch die Betrachtung des Entitätstyps berücksichtigt. Jedoch betrachten sie jeweils nur
allgemeine Transformations- und Fehlerräume, die nicht auf bestimmte Typen bezogen sind. Die
Vorbetrachtungen in Abschnitt 5.2 haben gezeigt, dass die Qualität der Entitätserkennung zwi-
schen den Entitätstypen stark schwankt. Die vorliegende Arbeit schlägt deshalb einen neuen
Ansatz vor, der die Arbeit von Lemmond et al. substanziell erweitert:
• Transformations- und Fehlerräume werden pro Entitätstyp (des Evaluationskorpus) be-
obachtet. Dazu wird der Transformationsraum T t (siehe Abschnitt 5.4.1) angewendet, bei
welchem Transformationen durch die Entitätstypen der Wahrheit und der Ausgabe des
Basissystems charakterisiert werden.
• Der Bewertungsvorgang wird in zwei Teilschritte unterteilt. Im ersten Schritt werden nur
Typfehler berücksichtigt und Bereichsfehler ignoriert. Anschließend wird anhand der zuge-
wiesenen Rangfolge der wahrscheinlichste Entitätstyp bzw. die wahrscheinlichste Kombina-
tion von Typen bestimmt. Im zweiten Schritt werden dann alle Hypothesen berücksichtigt,
die dem ausgewählten Typ bzw. der gewählten Typkombination entsprechen. Im zweiten
Schritt werden sowohl Typ- als auch Bereichsfehler beachtet. Dieses Vorgehen soll zum
einen dazu dienen, Überanpassungen des Aggregationsschrittes zu vermeiden, und zum
anderen die Wichtigkeit der Korrektheit des Entitätstyps unterstreichen.
• Bei der Evaluation der Korrektheit von Annotationen werden Beziehungen zwischen den
Entitätstypen und der Leistungsumfang der Basissysteme berücksichtigt (z. B. wird eine
Annotation des Typs Ort, die von einem System vorgenommen wurde, welches keine Städte
erkennen kann, auch dann als korrekt gewertet, wenn die Wahrheit eine Stadt-Annotation
vorgibt). Zusätzlich werden Typ-Hierarchien einbezogen, wenn die Wahrscheinlichkeit für
ein Fehlermuster bestimmt werden soll. Insbesondere heißt das, wenn mit Hilfe des Eva-
luationskorpus nur unzureichende Informationen über die Merkmale eines Entitätstyps ge-
wonnen werden konnten, die Merkmale des übergeordneten Typs mit in Betracht gezogen
werden (z. B. werden die Qualitätsmerkmale von Typ Ort bei der Wahrscheinlichkeitsbe-
trachtung herangezogen, wenn nicht genügend Informationen über die Merkmale des Typs
Stadt zur Verfügung stehen).
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Die Arbeit unterscheidet drei verschiedene Verfahren, die beobachtete Fehlermuster entsprechend
in den Aggregationsvorgang einbeziehen. Alle drei Techniken werden nachfolgend vorgestellt,
sortiert nach ihrer Komplexität.
Simple Error Paths (SEP) Bei der SEP-Technik werden Fehlermuster individuell für je-
des Basissystem betrachtet und keine Abhängigkeiten zwischen den Basissystemen betrachtet.
Für die Berechnung der Rangwerte wird eine statistische Unabhängigkeit der Basissysteme und
Transformationen angenommen. Der Rang kann dann durch das Produkt der bedingten Wahr-
scheinlichkeiten, dass Hjx aus Dkx folgt, abgeschätzt werden:




Im Gegensatz zu Lemmond et al. wird die bedingte Wahrscheinlichkeit nicht andersherum (d. h.
durch das Produkt der bedingten Wahrscheinlichkeiten, dass Dkx aus Hjx folgt) berechnet. Dieser
Ansatz scheint angemessener, da zum einen beide Richtungen in den Trainingsdaten beobachtet
werden können und zum anderen die Ausgabe der Basissysteme (Dx) in die richtige Hypothese
überführt werden soll (auch die Hypothesenaufstellung erfolgt auf Basis von Dx). Jedoch kann
bei der Berechnung auch die andere Richtung gewählt werden, was jedoch zu leicht anderen
Qualitätseigenschaften des Aggregators führen kann.
Die bedingte Wahrscheinlichkeit, dass die Hypothese Hjx aus der Ausgabe der Basissysteme
(Dkx) folgt, kann durch die Wahrscheinlichkeit, dass bestimmte Fehlermuster für die jeweiligen
















= 0 wenn Iτi(τ
h,d) = 0
(5.12)
Wie bereits weiter oben angedeutet, wird in dieser Arbeit ein aus zwei Teilschritten bestehender
Bewertungsvorgang gewählt, um die Bedeutung der Korrektheit des Entitätstyps zu unterstrei-
chen und Überanpassungen zu vermeiden. Im ersten Schritt wird zunächst bestimmt, welche Typ-
Klassifikation für einen Annotationsbereich die wahrscheinlichste ist. Erst nachfolgend werden im
zweiten Schritt zusätzlich Bereichsfehler-Wahrscheinlichkeiten bei der Bewertung berücksichtigt.
Im ersten Schritt, in dem lediglich die Dimension der Typ-Klassifikation betrachtet wird, wird
der Fehlerraum E1 (siehe Kapitel 5.4.1) verwendet. Die Wahrscheinlichkeit, dass ein Typfehler










In Abbildung 5.9 ist am Beispiel aus Abschnitt 5.4.2 der erste Schritt der SEP-Technik dargestellt.
Zur Vereinfachung wurden die gleichen Wahrscheinlichkeiten p für die Basissysteme D2 und
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D3 angenommen (in der Regel sind die Wahrscheinlichkeiten für jedes System unterschiedlich)
und lediglich die notwendigen Informationen in komprimierter Form dargestellt (normalerweise
werden Transformations- und Fehlerräume getrennt voneinander bewertet). Zudem wurde für
alle Fälle, in denen die Ausgabe des Basissystems gleich NULL ist, die Rate der falsch negativen
Annotationen (fn-Rate) zur Beurteilung der Wahrscheinlichkeit herangezogen (da diese NULL-
Fälle nicht ohne Weiteres im Trainingsprozess beobachtet werden können). Die Gründe für diese
Erweiterung sind weiter unten detaillierter aufgeführt.
Abbildung 5.9: Erster Schritt der SEP-Aggregation an einem Beispiel (NER-Aufgabe: Extrak-
tion von Orten und Städten)
Die Berechnung des Rangwertes für die Hypothesen wird nachfolgend anhand der Hypothese
H3x aus Abbildung 5.9 erläutert. Die Hypothese wird mit dem Annotationsergebnis jedes Ba-
sissystems bezüglich des Annotationsbereiches x verglichen (Dkx). Hypothese H3x ist identisch
mit dem Annotationsergebnis D1x. Aus den gelernten Merkmalen wird deshalb die Information
entnommen, wie wahrscheinlich es für Basissystem D1 ist, dass eine STADT -Entität korrekt ex-
trahiert wird (= 0,8). Basissystem D2 liefert für den Annotationsbereich x keine Annotation. Den
Schemainformationen ist zu entnehmen, dass das Basissystem keine STADT -Entitäten extrahie-
ren kann, jedoch in der Lage ist, Orte zu identifizieren. Den gelernten Informationen wird daher
die Information entnommen, wie wahrscheinlich es ist, dass Basissystem D2 eine ORT -Entität
nicht extrahiert (= 0,3). Durch Basissystem D3 wurde eine ORT -Entität für den betrachteten
Annotationsbereich x erkannt. Da dem Schema entnommen werden kann, dass dieses Basissystem
nur ORT -, aber keine STADT -Entitäten extrahieren kann, geht die beobachtete relative Häufig-
keit für den Fall ORT-ORT in die Berechnung ein (= 0,7). Durch Multiplikation der einzelnen
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Wahrscheinlichkeiten ergibt sich ein Rangwert von 0,168. Dies ist im Vergleich zu den anderen
zwei Hypothesen die Hypothese mit den höchsten Rangwert und damit die wahrscheinlichste
Hypothese.
Gibt es mehrere Hypothesen, die den/die gleiche(n) Entitätstyp(en) wie die wahrscheinlichste
Hypothese des ersten Schrittes aufweisen (aber unterschiedliche Bereichsgrenzen aufweisen) wird
anschließend ein zweiter Schritt durchgeführt. In diesem zweiten Schritt werden neben den Typ-
fehlern auch Bereichsfehler berücksichtigt. Für die Berechnung des Rangwertes wird deshalb der
Fehlerraum E2 (siehe Kapitel 5.4.1) verwendet. Lemmond et al. [LHG
+11] nehmen bei ihrer
Berechnung der Fehlerwahrscheinlichkeiten Unabhängigkeit der Fehlertypen an. Da Typ und
Bereich in der Regel nicht unabhängig voneinander sind, werden die beiden Fehlertypen (Bereich
und Typ) in dieser Arbeit in Kombination betrachtet. Es ergeben sich folgende Fehlerklassen:
t : kein Fehler, sτi(et) = 0 und sτi(er) = 0
pt : nur Bereichsfehler, sτi(et) = 0 und sτi(er) = 1
pr : nur Typfehler, sτi(et) = 1 und sτi(er) = 0
f : Bereichs- und Typfehler, sτi(et) = 1 und sτi(er) = 1
In Abhängigkeit der Fehlerklasse ec, die innerhalb einer Transformation τi vorkommt, kann die










Die Abschätzung der Wahrscheinlichkeiten für ein Basissystem k erfolgt anhand der im Trainings-
prozess beobachteten Verteilungen von konkreten Typmustern (z. B. Typmuster STADT-STADT
aus Abbildung 5.9) und zusätzlicher eventueller Fehler. Wie bereits bei dem Beispiel aus Abbil-
dung 5.9 angedeutet, wird in Fälle unterschieden, in denen die Ausgabe des Basissystems leer
(gleich NULL) und nicht leer ist. Diese Unterscheidung wird vorgenommen, da die Beobach-
tung von leeren Annotationen Probleme mit sich bringt. So lange die Wahrheit G nicht leer ist,
kann die Häufigkeit der NULL-Fälle für das Basissystem beobachtet werden. Jedoch wäre eine
Vorhersage, welcher Entitätstyp durch das Basissystem nicht erkannt wurde, abhängig von der
Anzahl an Entitätstypen und ihrer Häufigkeit (z. B. wäre es sehr unwahrscheinlich, dass eine
nicht identifizierte Entität vom Typ STADT ist, wenn sehr viele Entitätstypen existieren und
Städte sehr selten in den Trainingsdaten vorkommen). Um eine Entitätstyp-spezifische Wichtung
zu erlauben, wird stattdessen die Falsch-Negativ-Rate herangezogen.
Eine Beobachtung von NULL-NULL-Fällen (d. h. sowohl Basissystem als auch Wahrheit iden-
tifizieren an einer Stelle keine Entität) ist nicht möglich, da dafür alle Textbereiche betrachtet
werden müssten, die weder vom Basissystem, noch im Goldstandard annotiert sind. Deshalb
wird hier, analog zu [LPG+10], eine Abschätzung vorgenommen. Da die Fälle τ !NULL,NULL und
τNULL,NULL disjunkt sind und auch die einzigen zwei Fälle sind, die bei einer NULL-Ausgabe des
Basissystems auftreten können (vgl. [LPG+10]), wird die Wahrscheinlichkeit der Transformation
τNULL,NULL durch 1− P̂k(τ !NULL,NULL) geschätzt.
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Die Verteilungen in Abhängigkeit der involvierten Entitätstypen kann dann wie folgt für den











































Simple Error Paths kombiniert mit Mehrheitsentscheid (SEP*MAJ) Die SEP-Technik
und das Verfahren von Lemmond et al. zeigen ein qualitätskritisches Verhalten, wenn die Präzi-
sion und/oder der Recall der Basissysteme sehr klein sind (z. B. unter 50%), wie das nachfolgende
Beispiel verdeutlicht. Angenommen sechs zugrundeliegende Basissysteme liefern die folgenden Er-
gebnisse:
D1 : [ 0 , 6 , SAP AG, ORG]
D2 : [ 0 , 6 , SAP AG, ORG]
D3 : [ 0 , 6 , SAP AG, ORG]
D4 : [ 0 , 6 , SAP AG, ORG]
D5 : [ ]
D6 : [ 0 , 6 , SAP AG, ORG]
Fünf der sechs NER-Systeme haben den Text
”
SAP AG“ als eine Entität identifiziert und als
Organisation (ORG) klassifiziert, was stark darauf hindeutet, dass dies eine korrekte Annotation
ist. Trifft man beispielsweise die vereinfachte Annahme, dass die Präzision aller sechs Basissys-
teme bei 0, 4 liegt (typischerweise haben die Basissysteme unterschiedliche Präzisionen), dann
kann die Wahrscheinlichkeit, dass die Hypothese H1 =[0, 6, SAP AG, ORG] korrekt ist, mit
P (H1|Ex1...Ex5) = 0, 45 · 0, 6 ≈ 0, 006 geschätzt werden. Die Wahrscheinlichkeit für die NULL-
Hypothese H0 =[] wird analog berechnet: P (H0|Ex1...Ex5) = 0, 65 ·0, 4 ≈ 0, 031. Die erhaltenen
Rangwerte führen zu einer sehr wahrscheinlich falschen Entscheidung gegen eine Annotation,
obwohl die Ergebnisse der Basissysteme stark darauf hindeuten, dass die Annotation korrekt
wäre. Dieses Verhalten hat seinen Ursprung in der fehlenden Betrachtung von Korrelationen
zwischen den Ergebnissen der Basissysteme.
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Der Mehrheitsentscheid basiert auf Korrelationen zwischen den Systemen. Die SEP-Technik
berücksichtigt keine Korrelationen der Systeme, aber betrachtet individuelle Fehler der Basissys-
teme, und ist dadurch in der Regel exakter. Eine Mischung aus beiden Techniken wäre daher die
optimale Wahl, um beide Kriterien bei der Aggregation abzudecken. Eine triviale Möglichkeit,
diese Mischung zu erhalten, ist es, die Rangwerte beider Verfahren miteinander zu multiplizieren
und als neuen Rangwert einzusetzen:
R(Hjx|Dx) = RMAJ+(Hjx|Dx) ·RSEP (Hjx|Dx) (5.17)
Diese Technik wird als SEP*MAJ bezeichnet und hat den entscheidenden Vorteil gegenüber
der nachfolgend betrachteten Technik, dass die Basissysteme unabhängig voneinander evaluiert
werden können. Dies ist insbesondere dann vorteilhaft, wenn neue Systeme hinzukommen. Jedoch
ist es nur eine relativ ungenaue Abschätzung, die es nicht ermöglicht, Abhängigkeiten zwischen
Teilmengen der Basissysteme erfolgreich auszunutzen.
Pairwise Error Paths (PEP) Um die im vorherigen Abschnitt erläuterten Probleme zu
lösen, wird nachfolgend eine weitere Aggregationstechnik vorgestellt, die sich dem Thema der
Korrelation der Systeme annimmt. Eine Betrachtung aller NER-Systeme zusammen ist nicht
praktikabel, da zum einen sehr große Mengen an Trainingsdaten notwendig wären, und zum an-
deren eine flexible Anzahl an Basissystemen (wie in Anforderung (A2.2) in Kapitel 2.3 gefordert)
nicht möglich wäre. Deshalb wird die Betrachtung der Korrelation auf paarweise Beziehungen
zwischen den Basissystemen beschränkt. Weiterhin wird vorgeschlagen, dass der Rangwert einer






P (Hjx|Dkx, Dlx) (5.18)
Der Wert dieser Funktion sinkt typischerweise mit steigendem K. Jedoch handelt es sich um eine
zulässige Abschätzung des Rangwertes, da dieser Wert lediglich zum Sortieren der Hypothesen
genutzt wird (sein absoluter Wert also keine Rolle spielt) und proportional zur Wahrscheinlichkeit
P (Hjx|Dx) ist.
Zur Beschreibung der paarweisen Fehlermuster wird ein alternativer Transformationsraum τh,d1,d2
mit h = t(Hjx), d1 = t(Dkx), d2 = t(Dlx) genutzt, der durch die Typinformationen der Hypothe-
se und zweier Basissysteme charakterisiert wird. τNULL,ORG,ORG spezifiziert beispielsweise den
Fall, dass beide Basissysteme eine Organisations-Annotation (ORG) in einem Annotationsbe-
reich identifiziert haben, aber der Goldstandard keine Annotation an dieser Stelle vorsieht (d. h.
beide Systeme falsch lagen).
Die bedingten Wahrscheinlichkeiten können analog zur SEP -Technik geschätzt werden, jedoch
mit modifiziertem Transformations- und Fehlerraum:








· Pkl(τh,d1,d2, rc(Dkx, Dlx)) (5.19)
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Zusätzlich muss zwischen Fällen unterschieden werden, in denen rc(Dkx, Dlx) gleich eins (die An-
notationen beider betrachteter Basissysteme haben den gleichen Annotationsbereich) oder gleich
null (die Basissysteme haben einen unterschiedlichen Annotationsbereich) ist. Diese Bereichsin-
formation wird jedoch im ersten Schritt weggelassen, da in diesem lediglich Typinformationen
betrachtet werden. Der Fehlerraum muss angepasst werden, da die Ergebnisse von zwei Basis-
systemen berücksichtigt werden müssen.
Im ersten Schritt wird erneut lediglich die Korrektheit der Typinformation überprüft. Die Typ-
information der Annotation eines einzelnen Basissystems kann entweder korrekt (t) oder falsch
(f) sein (tc(Dkx) ist gleich eins bzw. gleich null). Für Paare von Basissystemen ergeben sich
daraus folgende Fehlerklassen: tt (d. h. beide Basissysteme haben den Typ korrekt erkannt), tf
(d. h. nur das erste Basissystem hat den Typ korrekt erkannt), ft, ff. Abbildung 5.10 zeigt, in
Anlehnung an Abbildung 5.9, in vereinfachter Form den ersten Schritt der PEP-Technik. Für
die Berechnung der Rangwerte werden im Gegensatz zur SEP-Technik gelernte Merkmale der
relativen Häufigkeiten von dreiteiligen Typmustern für jeweils zwei Basissysteme im Vergleich
zum Goldstandard herangezogen.
Abbildung 5.10: Erster Schritt der PEP-Aggregation an einem Beispiel (NER-Aufgabe: Ex-
traktion von Orten und Städten)
Im zweiten Schritt der Aggregation wird die Korrektheit einzelner Systeme detaillierter un-
tersucht, wenn Unterschiede in den Annotationsbereichen bestehen. Zur Vereinfachung werden
folgende mögliche Werte für den Fehlertyp berücksichtigt (vgl. Fehlerklassen der SEP-Technik):
t wenn tc(Dkx) = 1 und rc(Dkx) = 1, p wenn tc(Dkx) = 1 und rc(Dkx) = 0 und f für alle
anderen Fälle (beachte, dass der Fall, dass der Bereich korrekt und der Typ inkorrekt ist, hier
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zur Vereinfachung dem Fehlertyp f zugewiesen wurde, eine gesonderte Betrachtung ist jedoch
möglich, erhöht aber die Fehlerklassen). Für die paarweise Betrachtung ergeben sich die Fehler-
klassen: tt, tf, ft, ff, pp, tp, pt, pp, fp, pf. In Abhängigkeit der auftretenden Fehlerklasse kann die










Die Schätzungen der Wahrscheinlichkeiten für die Basissysteme k und l erfolgt analog zu den







































5.5 Evaluation des Aggregationsprozesses
Dieser Abschnitt stellt die Ergebnisse der Evaluation des Aggregationsprozesses und der Aggrega-
tionstechniken vor. Abschnitt 5.5.1 führt zunächst die verwendeten Daten und Systeme ein. An-
schließend werden in Abschnitt 5.5.2 die Ergebnisse präsentiert. Dazu werden die verschiedenen
eingeführten Aggregationstechniken, ergänzt um State-of-the-Art-Techniken, auf verschiedenen
Datensätzen getestet. Die erzielten Ergebnisse werden detailliert untersucht und Einsatzmöglich-
keiten der verschiedenen Techniken diskutiert.
5.5.1 Aufbau
Datensatz Für die Evaluierung wurden die Datensätze und die Extraktionsdienste, die be-
reits zur Untersuchung des Aggregationspotentials verwendet wurden, herangezogen. Zusätzlich
wurde mit dem TUD-Loc-2013-Goldstandard (siehe Anhang B.3) ein weiterer Datensatz mit
hierarchischen Entitätstypen getestet.
Die Datensätze (CoNLL-2003, TUDCS4 und TUD-Loc-2013) wurden jeweils in einen Trainings-
datensatz und einen Testdatensatz aufgeteilt. Da es sich beim CoNLL-2003-Datensatz um einen
recht großen Datensatz handelt, wurde eine zehnfache Kreuzvalidierung vorgenommen. Dazu
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wurde der Datensatz zufällig in zehn gleich große Teile geteilt. Die Experimente wurden zehnmal
durchgeführt, wobei jeweils eine andere der Teilmengen zum Testen und der Rest des Datensatzes
zum Training des Aggregationsprozesses verwendet wurde. Der TUDCS4- und der TUD-Loc-
2013-Datensatz wurden auf Grund ihrer sehr geringen Größe keinem Kreuzvalidierungsverfahren
unterzogen. Die Aufteilung des Korpus erfolgte stattdessen anhand der Original-Teilung (siehe
Anhang B.2 bzw. B.3).
Der CoNLL-2003-Datensatz wird dazu verwendet, eine Arbeitslast des Aggregationsprozesses zu
simulieren, bei dem eine große und ausreichende Menge an Trainingsdaten vorliegt und nur Ba-
sistypen betrachtet werden, so dass keine Hierarchiebeziehungen berücksichtigt werden müssen.
Der TUDCS4- und der TUD-Loc-2013-Datensatz simulieren eine Arbeitslast, bei der eine fein-
granulare Betrachtung von Entitätstypen erfolgt und bei der nur sehr wenige Trainingsdaten
vorliegen.
Die Ergebnisse der Extraktionsdienste 1 wurden auf folgende Art und Weise bereinigt: (1) Die
zurückgegebenen Textpositionen wurden normalisiert. (2) Kodierungsprobleme wurden, soweit
möglich, behoben. (3) Alle Ko-Referenzen, die keine eigenständigen Entitäten sind (z. B. Text-
segmente, wie he, the capital of Germany), wurden aus den Ergebnissen entfernt, da diese Ko-
Referenzen nicht im Evaluationskorpus annotiert sind.
Evaluationsaufbau Der Aggregationsprozess wurde prototypisch in Java implementiert. Ab-
bildung 5.11 zeigt die implementierten Komponenten. Einstiegspunkt ist ein Kombinationspro-
gramm, was die Aufrufe einzelner spezifischer Komponenten steuert. Das Kombinationspro-
gramm wird für eine Menge an Basisdiensten auf einem konkreten Textkorpus aufgerufen. Des
Weiteren wird ein Goldstandard übergeben, um den Aggregationsprozess zu trainieren und ent-
sprechend zu konfigurieren. Zusätzlich ist ein globales Schema notwendig (z. B. gewonnen durch
den in Kapitel 6 vorgestellten Abbildungsprozess), das alle, durch die zugrundeliegenden Basis-
dienste verwendeten, Klassifikationsschemata integriert.
Die Trainingseinheit ist dafür zuständig, Qualitätsmerkmale der Dienste zu bestimmen und damit
den Aggregationsprozess zu konfigurieren. Für die verschiedenen Aggregationstechniken werden
unterschiedliche Merkmale mit Hilfe einer Evaluationskomponente bestimmt. Das Evaluations-
programm bewertet Dienst- oder auch Aggregationsergebnisse hinsichtlich eines Goldstandards
und liefert diese als mehrdimensionale Qualitätsmetrik zurück. Neben der Präzision und dem
Recall werden die relativen Häufigkeiten bestimmter Fehlermuster bestimmt (siehe Kapitel 5.4.2
und 5.4.3 für die konkreten Werte, die für die verschiedenen Aggregationstechniken notwendig
sind). Zusätzlich können Korrelationen zwischen Dienstergebnissen ermittelt werden.
Um die Dienste bewerten zu können, werden die Dienste mit den Textdokumenten des Trai-
ningskorpus aufgerufen. Für die Dienstaufrufe wurde das parallel an der Technischen Univer-
1 Die Extraktionsdienste wurden alle im Januar 2013 auf den drei Goldstandards ausgeführt und die gewon-
nenen Ergebnisse für Testzwecke gespeichert.
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Abbildung 5.11: Prototypische Implementierung des Aggregationsprozesses
sität Dresden entwickelte Palladian-Framework [UMKR11] verwendet und erweitert. Palladian
bietet Information-Retrieval- und Text-Mining-Funktionalitäten von unterschiedlichen Diensten
und APIs in einem einheitlichem Framework an. Im Palladian-Framework waren bereits eini-
ge Dienstaufrufe umgesetzt (z. B. OpenCalais). Diese Dienstaufrufe wurden, wenn nötig, er-
weitert (d. h. noch fehlende Funktionsunterstützungen ergänzt und fehlerhafte Verarbeitungen
korrigiert). Analog zu den bereits angebotenen Text-Mining-Diensten wurden weitere Dienste
programmatisch angebunden, die in der Evaluation notwendig waren.
Das Aggregationsprogramm führt den eigentlichen Aggregationsprozess aus. Es arbeitet die Ag-
gregationsschritte ab und verwendet - je nach Konfiguration - eine der implementierten Ag-
gregationstechniken (MAJ+, WMAJ+, SEP, SEP*MAJ, PEP und für den Vergleich mit dem
State-of-the-Art die Technik von Lemmond et al. [LPG+10]). Die Dienstergebnisse werden hier
- analog zur Trainingseinheit - durch die Nutzung der Dienstaufruf-Komponente gewonnen.
5.5.2 Ergebnisse
Im Folgenden werden zunächst die Ergebnisse der Anwendung verschiedener Aggregationstech-
niken zur Kombination der Ergebnisse der sechs Basissysteme, getrennt nach den Datensätzen,
vorgestellt. Anschließend werden die Einsatzmöglichkeiten verschiedener Techniken diskutiert.
Außerdem erfolgt einer Untersuchung der Qualitätssteigerungen und Systemanpassungen, die
durch Modifikationen im Aggregationsprozess erzielt werden können.
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Vergleich der Aggregationstechniken
CoNLL-2003 Da der CoNLL-2003-Datensatz keine hierarchischen Entitätstypen enthält und
zudem eine ausreichende Menge an Trainingsdaten bereitstellt, kann sowohl das Verhalten ver-
schiedener Aggregationstechniken, als auch die Auswirkungen typspezifischer Aggregationen ein-
deutig untersucht werden. Die Ergebnisse sind in Abbildung 5.12 im Vergleich zum besten Ba-
sissystem (d. h. dem Basissystem mit dem höchsten F1-Wert) dargestellt. Dabei ist jeweils der
Wert der durchschnittlichen Präzisions-, Recall- bzw. F1-Messwerte angegeben, ergänzt durch
die maximale Varianz (ausgedrückt durch Fehlerbalken). Neben den in Kapitel 5.4 vorgestellten
Aggregationstechniken wurde das Verfahren von Lemmond et al. getestet. Da es keine hierarchi-
schen Beziehungen zwischen den Entitätstypen gibt, entspricht der erweiterte Mehrheitsentscheid
MAJ+ dem klassischen Mehrheitsentscheid und der gewichtete erweiterte Mehrheitsentscheid
WMAJ+ dem klassischen gewichteten Mehrheitsentscheid.
(a) PER (b) ORG
(c) LOC (d) all
Abbildung 5.12: Vergleich der Aggregationstechniken anhand des CoNLL-2003-Datensatz
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Die Ergebnisse zeigen, dass die Abstimmungsverfahren in der Regel eine hohe Präzision haben
(zumindest, wenn nicht alle Systeme die gleichen Annotationsfehler machen), aber der Recall
beschränkt ist. Der gewichtete Mehrheitsentscheid WMAJ+ ist stets besser als der Mehrheits-
entscheid MAJ+, da Qualitätsunterschiede der Basissysteme berücksichtigt werden. Wenn die
Präzision und der Recall für die Mehrheit der Basissysteme gute Werte aufweist (wie z. B. für
LOC, siehe Abbildung 5.1) ist der F1-Wert der Abstimmungsverfahren deutlich höher als der
des besten Einzelsystems (für LOC z. B. +4,5%).
Fehlergesteuerte Verfahren können Präzision und Recall in der Regel besser ausgleichen. Jedoch,
zeigt der Lemmond -Algorithmus große Schwankungen zwischen den verschiedenen Entitätstypen
und den zehn Durchläufen des Kreuzvalidierungverfahren (erkennbar an den großen Fehlerbal-
ken). Diese Schwankungsbreite kann auf die fehlende Berücksichtigung typspezifischer Qualitäts-
unterschiede zurückgeführt werden. SEP, SEP*MAJ und PEP zeigen für alle Entitätstypen gute
bis sehr gute Ergebnisse. Zudem sind die Schwankungsbreiten relativ gering. PEP übertrifft die
Qualität betreffend alle anderen Aggregationstechniken und erhöht den F1-Wert durchschnitt-
lich um fast fünf Prozent in Vergleich zum besten Basissystem. Damit können durchschnittlich
knapp 30% des Aggregationspotentials ausgeschöpft werden. Weiterhin geht aus den Ergebnissen
hervor, dass SEP und SEP*MAJ gute Alternativen sind, wenn nicht genügend Trainingsdaten
vorhanden sind, um die PEP -Technik ausreichend zu trainieren.
TUDCS4 Weiterhin wurde untersucht, ob der in dieser Arbeit vorgestellte Prozess und die
vorgeschlagenen Aggregationstechniken anwendbar sind und eine gute Qualität der Aggrega-
tionsergebnisse garantieren, wenn Typhierarchien und unterschiedliche Funktionsumfänge der
Dienste berücksichtigt werden müssen.
Dazu wurden die Entitätstypen aus dem TUDCS4-Datensatz untersucht, die zumindest von
einigen der Dienste unterstützt werden und in hierarchischen Beziehungen zueinander stehen.
Für den TUDCS4-Datensatz wurden die Aggregationsergebnisse der Typkategorien LOCATION
(mit ihren Untertypen AIRPORT, CITY, COUNTRY und LAKE ), PERSON (mit Untertypen
ACTOR, ATHLETE und POLITICIAN ) und PRODUCT (mit Untertypen AIRPLANE, CAR
und MOVIE ) untersucht. Für die anderen Entitätstypen des TUDCS4-Goldstandards gab es
entweder keine unterstützten Dienste, zu wenige Daten oder fehlende hierarchische Beziehungen
zu anderen Typen. Da die Aggregationstechnik von Lemmond keine hierarchischen Entitätstypen
unterstützt und auch sonst bisher keine entsprechende Technik existiert, konnten die Ergebnisse
mit keiner State-of-the-Art-Technik verglichen werden.
Abbildung 5.13 zeigt die Evaluationsergebnisse für den TUDCS4-Goldstandard. Im Allgemei-
nen zeigen die Ergebnisse, dass der vorgeschlagene Prozess und die Aggregationstechniken auch
bei hierarchischen Entitätstypen und unterschiedlichen Funktionsumfängen der zugrundeliegen-
den Basissysteme anwendbar sind. Für fast alle untersuchten Entitätstypen erzielte mindestens
eine Aggregationstechnik bessere F1-Werte als der beste Basisdienst (im besten Fall konnte sogar
eine Steigerung des F1-Wertes um 20% erzielt werden). Jedoch gibt es Unterschiede darin, welche
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(a) LOCATION und Untertypen
(b) PERSON und Untertypen (c) PRODUCT und Untertypen
Abbildung 5.13: Vergleich der F1-Werte der verschiedenen Aggregationstechniken anhand des
TUDCS4-Datensatz
Aggregationstechnik die beste ist. Bei vielen Entitätstypen konnte erneut die fehlergesteuerten
Techniken PEP, SEP und SEP*MAJ die besten Ergebnisse erzielen (z. B. für AIRPORT, ATH-
LETE und MOVIE ). Es gibt aber auch Typen, bei denen die Abstimmungsverfahren besser
oder gleich gut wie PEP/SEP abschneiden (z. B. COUNTRY, LOCATION ). Dieses Verhalten
kann vor allem auf zu geringe Trainings- und Testdaten zurückgeführt werden, da der TUDCS4-
Goldstandard sehr klein ist und einige der Typen sehr wenige Entitätsinstanzen aufweisen. Wenn
die zur Verfügung stehenden Trainingsdaten für einen Entitätstyp zu klein sind, sollte auf Ab-
stimmungsverfahren oder den besten Basisdienst zurückgegriffen werden. Interessant ist zudem,
dass, wie bei der Ermittlung des Aggregationspotentials bereits erörtert, der F1-Wert durch die
Aggregation von mehreren Dienstergebnissen auch für den Typ ACTOR gesteigert werden konn-
te, obwohl nur einer der Dienste (AlchemyAPI) diesen Entitätstyp unterstützt. Durchschnittlich
konnte eine Verbesserung des F1-Wertes um knapp fünf Prozent erzielt werden, was über die
untersuchten Entitätstypen eine durchschnittliche Ausschöpfung des Aggregationspotentials von
knapp 50% bedeutet. Dieser Wert ist, insbesondere unter Berücksichtigung, dass das Aggrega-
tionspotential ein maximal möglicher Wert bei Kenntnis der Wahrheit ist und in praktischen
Szenarien nie voll ausgeschöpft werden kann, relativ hoch. Bei einigen Entitätstypen konnte das
Aggregationspotential sogar voll ausgeschöpft werden (z. B. MOVIE und ACTOR).
TUD-Loc-2013 Neben dem TUDCS4-Goldstandard umfasst auch der TUD-Loc-2013-Gold-
standard hierarchisch sortierte Entitätstypen, beschränkt sich aber auf ortsspezifische Entitäten.
Um den Aggregationsprozess und die Aggregationstechniken umfangreich zu evaluieren wurden
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Abbildung 5.14: Vergleich der Aggregationstechniken anhand des TUD-Loc-2013-Datensatz
auch auf diesem Datensatz Tests durchgeführt. Dabei erfolgte eine Beschränkung auf die Entitäts-
typen LOCATION, COUNTRY, CONTINENT und CITY, da keiner der anderen Entitätstypen
vollständig durch einen der zugrundeliegenden Basisdienste unterstützt wird.
Die F1-Werte, die mit Hilfe der vorgestellten Aggregationstechniken für den TUD-Loc-2013-
Datensatz erzielt werden konnten, sind in Abbildung 5.14 dargestellt. Für alle untersuchten
Entitätstypen konnten durch die Aggregation deutliche Steigerungen der F1-Werte erreicht wer-
den (durchschnittlich fast sechs Prozent). Insbesondere ist zu sehen, dass die fehlergesteuerten
Aggregationstechniken - auch im Vergleich zu den Ergebnissen des TUDCS4-Datensatzes - deut-
lich bessere Ergebnisse als die Abstimmungsverfahren erzielen und stets die besten Ergebnis-
se liefern. Im Vergleich zum TUDCS4-Goldstandard verfügt der TUD-Loc-2013-Goldstandard
durchschnittlich über deutlich mehr Annotationen pro Entitätstyp und weist somit auch eine
größere Menge an Trainingsdaten auf. Der beobachtete Unterschied in den Ergebnissen der un-
terschiedlichen Aggregationstechniken verdeutlicht nochmals, dass die Menge der Trainingsdaten
einen Einfluss darauf hat, welche Technik die besten Ergebnisse erzielen kann.
Zusammenfassung der Eigenschaften der Aggregationstechniken
In den drei vorangegangenen Paragraphen wurden die Qualitätsmerkmale einzelner Aggrega-
tionstechniken hinsichtlich verschiedener Datensätze detailliert untersucht. Nachfolgend werden
die Vor- und Nachteile der einzelnen Techniken zusammengefasst und die Einsatzmöglichkei-
ten diskutiert. Tabelle 5.1 fasst die Eigenschaften der Aggregationstechniken in komprimierter
Form, ähnlich dem Überblick der State-of-the-Art-Techniken aus Tabelle 3.5 in Kapitel 3.4.2,
zusammen.
Alle in dieser Arbeit eingeführten Aggregationstechniken unterstützen Aggregationsentscheidun-
gen hinsichtlich der Entitätsposition und des Entitätstyps. Außerdem sind alle Techniken in der
Lage, Schemainformationen zu berücksichtigen - insbesondere Informationen über Typhierarchien
und unterstützte Entitätstypen je System. Vergleicht man diese Eigenschaften mit denen der
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Tabelle 5.1: Eigenschaften von Aggregationstechniken und ihre Einsatzmöglichkeiten
State-of-the-Art-Techniken aus Kapitel 3.4.2 (vgl. Tabelle 3.5), so wird deutlich, dass bisher kei-
ne State-of-the-Art-Technik in der Lage war, diese Anforderung zu erfüllen. Des Weiteren sind
in Tabelle 5.1 die notwendigen Metadaten aufgeführt, die von den einzelnen Aggregationstech-
niken benötigt werden, sowie Einsatzszenarien (d. h. konkrete Szenarien, in denen es sinnvoll
ist, die entsprechende Technik für die Aggregation einzusetzen) und Eigenschaften aufgeführt.
Eine Anforderung für serviceorientiertes Text Mining ist die Anwendbarkeit auf verschieden-
ste Szenarien, in denen unterschiedliche Mengen an Trainingsdaten vorliegen und verschiede-
ne Untermengen der Dienstergebnisse aggregiert werden sollen. Zudem ist es wichtig, dass die
Aggregationstechnik nicht auf ein konkretes Szenario angepasst ist (z. B. Analyse biomedizini-
scher Texte). Mit den vorgestellten Aggregationstechniken wurden Aggregationsmöglichkeiten für
ganz unterschiedliche Mengen an Trainingsdaten geschaffen (keine bis viele). Außerdem wurde
auf Techniken, die zu einer zu starken Überanpassung tendieren, verzichtet. So wurden bewusst
Techniken, die Strukturinformationen um Entitäten herum auswerten (z. B. Conditional Random
Field [SKH05]) oder Analysen über ganz konkrete Systemkombinationen machen (z. B. Support
Vector Machine [DVG+06]), vermieden.
Die Aggregationstechniken in Tabelle 5.1 sind nach der Menge ihrer erforderlichen Trainingsda-
ten geordnet. Außerdem konnte in der Evaluation gezeigt werden, dass mit steigender Menge an
Trainingsdaten auch die Qualität der Techniken steigt. Sind große Mengen an Trainingsdaten
verfügbar, übertrifft die PEP -Technik in der Regel die anderen leistungsmäßig. Es wurden keine
116 Kapitel 5 Aggregation von Entitätsergebnissen
konkreten Maße evaluiert, ab welcher Menge an Trainingsdaten, welche Technik am besten ge-
eignet ist, da dies stark von den Eigenschaften der Trainingsdaten abhängt. Um zu bestimmen,
welche Technik für ein konkretes Szenario gewählt werden soll, wird deshalb empfohlen, die Trai-
ningsdaten in Trainings- und Evaluationsdaten zu teilen und anhand der Evaluationsdaten die
beste Aggregationstechnik (evtl. auch unterteilt nach Entitätstyp) zu selektieren.
Untersuchung der Qualitätssteigerung und Systemanpassung durch Modifizierung
In Abschnitt 5.3.3 wurden Techniken eingeführt, die die Qualität der Aggregation steigern und
das Aggregationssystem an bestimmte Zusatzanforderungen anpassen können. Aufgrund des
ergänzenden Charakters und des Zurückgreifens auf State-of-the-Art-Techniken werden Modi-
fikationen des Aggregationsschrittes 3(b) und Feinabstimmungen des Aggregatiossystems hier
nicht näher betrachtet. Jedoch soll kurz untersucht werden, welchen Einfluss die Modifikation
der Eingabedaten auf das Aggregationsergebnis hat, da diese Modifikation in direktem Zusam-
menhang zum vorgestellten Aggregationsprozess steht.
Die Auswirkung der Modifikation der Eingabedaten wurden am Beispiel des CoNLL-2003-Daten-
satzes untersucht, da nur hierfür alle Dienste die komplette Menge der Entitätstypen unterstützen
und damit die Minimierung der Eingabedaten keine Auswirkungen auf die unterstützten En-
titätstypen hat. Abbildung 5.15 zeigt die F1-Werte bei Kombination der k-besten Dienste mit
den Aggregationstechniken WMAJ+, SEP und PEP.
Abbildung 5.15: Vergleich der Aggregationstechniken anhand des CoNLL-2003-Datensatz für
die Kombination der k-besten Dienste
Die Ergebnisse zeigen, dass eine Minimierung der eingehenden Dienste weiterhin eine Qualitäts-
steigerung gegenüber dem besten Einzeldienst ermöglicht, wenn k größer zwei ist. Die Auswir-
kungen auf die Qualität bei sinkendem k sind unterschiedlich. Insbesondere beim erweiterten
Mehrheitsentscheid WMAJ+ können teils sehr positive Verbesserungen beobachtet werden. Ins-
besondere für eine ungerade Anzahl an Diensten (k = 3, 5) sind deutliche Verbesserungen zu
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erkennen. Das kann darauf zurückgeführt werden, dass bei Mehrheitsentscheiden in der Regel
bei ungerader Anzahl an eingehenden Meinungen, deutlichere Abstimmungen möglich sind. Zu-
dem haben insbesondere bei Mehrheitsentscheiden schlechtere Dienste einen negativen Einfluss
auf das Gesamtergebnis, so dass es von Vorteil ist, nur die besten Dienste zu berücksichtigen.
Bei Anwendung der SEP -Technik hat die Minimierung der eingehenden Dienstergebnisse kaum
einen Einfluss auf das aggregierte Ergebnis (abgesehen von k = 2). Bei der SEP -Technik werden
die Dienste unabhängig voneinander, hinsichtlich ihrer typischen Fehlereigenschaften, analysiert
und anhand dieser Metadaten stets das wahrscheinlichste Ergebnis ermittelt. Die unabhängige
Betrachtung der Dienste und Berücksichtigung spezifischer Fehlermuster scheint einen positiven
Einfluss auf die Aggregationsergebnisse zu haben, so dass eine Minimierung der Eingabedaten
in gewissem Masse ausgeglichen werden kann. Bei der PEP -Technik führt eine Minimierung der
Eingabedaten zu einer kontinuierlichen Verschlechterung der Qualitätswerte. Jedoch sind alle F1-
Werte, sogar die bei k = 2, relativ hoch. Die Ergebnisse zeigen, dass auch bei Minimierung der
eingehenden Dienste (z. B. mit dem Ziel, Ressourcen zu sparen) gute Ergebnisse, die den besten
Einzeldienst übersteigen, erzielt werden können. Es ist jedoch zu beachten, dass die Minimierung
in realen Szenarien auch Einfluss auf die unterstützten Entitätstypen haben kann.
5.6 Zusammenfassung
Ziel des Kapitels war es, Algorithmen zu entwerfen, die Ergebnisse verschiedener Text-Mining-
Dienste, die in einem serviceorientierten Text-Mining-System miteinander kombiniert werden,
in ein aggregiertes Ergebnis überführen. Im Vordergrund stand dabei die qualitätssteigernde
Aggregation der Ergebnisse am Beispiel von Entitätsergebnissen.
Es wurde deshalb zunächst das Potential der Aggregation hinsichtlich des Qualitätsgewinnes an-
hand von realen Text-Mining-Diensten erörtert. Es konnte gezeigt werden, dass große potentielle
Qualitätssteigerungen möglich sind. So sind je nach zugrundeliegendem Dokumentkorpus Steige-
rungen des F1-Wertes um 10-20% gegenüber dem besten Einzeldienst möglich. Zusätzlich konnte
gezeigt werden, dass gewisse Korrelationen zwischen verschiedenen Dienstergebnissen und deren
Richtigkeit existieren, die bei der Aggregation ausgenutzt werden können.
Anschließend wurde ein Aggregationsprozess für die Zusammenführung und Kombination ver-
schiedener Entitätsergebnisse präsentiert und verschiedene Aggregationstechniken für unterschied-
liche Szenarien (z. B. keine Trainingsdaten verfügbar und sehr viele Trainingsdaten verfügbar)
vorgeschlagen. Im Gegensatz zu State-of-the-Art-Aggregationslösungen werden die Funktions-
umfänge der Basissysteme und hierarchische Beziehungen zwischen Entitätstypen berücksichtigt.
Außerdem sind die vorgestellten Aggregationstechniken in der Lage, mehrdimensionale Entschei-
dungen (Entitätstyp und -position) zu treffen, und berücksichtigen während der Analyse des
Aggregationspotentials aufgedeckte Merkmale positiv aus (z. B., dass die Qualität stark vom
Entitätstyp abhängig ist). Mit dem neuen Aggregationsprozess wurde erstmalig eine Möglichkeit
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geschaffen, reale NER-Dienste so zu kombinieren, dass die Qualität des Aggregats die des besten
Einzelsystems übersteigt.
In einer umfangreichen Evaluation konnte die Einsetzbarkeit des vorgestellten Prozesses und
die gute Qualität der Aggregationstechniken für verschiedene Dokumentkorpora demonstriert
werden. Zudem konnte herausgearbeitet werden, für welche Szenarien sich welche Aggregations-
technik am besten eignet. Überdies hinaus konnte gezeigt werden, dass auch für einfache - nicht
hierarchisch strukturierte - Entitätstypen die vorgestellten komplexeren Techniken besser als
bisher bekannte Techniken des State-of-the-Art abschneiden. Dies konnte durch eine gezielte
Beobachtung und Ausnutzung von typischen Fehlermustern bzgl. der Entitätstypen erreicht wer-
den. Ausblickend konnte zudem gezeigt werden, dass auch bei einer Minimierung der eingehenden
Dientsergebnisse - zum Beispiel mit dem Ziel des Sparens von Ressourcen - Qualitätssteigerungen
möglich sind, was insbesondere für die praktische Umsetzung des vorgestellten Aggregationspro-
zesses in einem serviceorientierten System eine Rolle spielt.
Der vorgestellte Aggregationsprozess kann auch auf andere Text-Mining-Methoden übertragen
werden, wobei unterschiedlich starke Anpassungen und Erweiterungen notwendig sind. Für die
Textklassifikation kann der Prozess fast eins zu eins übernommen werden - jedoch entfällt die
Überprüfung des Annotationsbereiches und diesbezüglicher Fehler. Die Relationenextraktion ist
von Natur aus komplexer als die Entitätsextraktion. Der generelle Ablauf der Aggregation ist
auch hier anwendbar. Jedoch wird es notwendig sein, weitere, an die Besonderheiten der Relatio-
nenextraktion angepasste, Aggregationstechniken zu entwickeln. Die Aggregation von Ergebnis-
sen der Sentimentanalyse kann im Grundprinzip durch eine einfache gewichtete Abstimmungsent-
scheidung abgebildet werden. Jedoch ist im Zusammenhang mit der Analyse der Stimmung für
konkrete Objekte (z. B. Entitäten) ein Einsatz der vorgestellten Aggregationstechniken denkbar.
Insbesondere können spezifische Fehlermuster betrachtet werden. Bei der Identifikation von Kon-
zepten und der Stichwortextraktion ist es schwierig zwischen falschen und richtigen Ergebnissen
zu unterschieden und Fehlermuster zu beobachten. Hier können jedoch Abstimmungsverfahren,
die für die Aggregation von Konzepten auch semantische Ähnlichkeiten betrachten, angewendet
werden, sodass die Konzepte und Stichworte mit der größten Häufigkeit das aggregierte Ergebnis
dominieren.
Die in Kapitel 2.3 gestellten Anforderungen an den Aggregationssprozess konnten vollständig
erfüllt werden. Es wurde der Anforderung (A2.1) entsprechend ein Aggregationsprozess entwor-
fen, der die Ergebnisse verschiedener Text-Mining-Dienste kombiniert. Zudem konnten unter-
schiedliche Aggregationstechniken vorgestellt werden, die die Aggregationsentscheidungen auch
bei konfliktbehafteten Text-Mining-Ergebnissen ermöglichen. Bei der Modellierung des Aggrega-
tionsprozesses und der Aggregationstechniken wurde großer Wert darauf gelegt, dass diese auch
auf sich ändernde Zusammensetzungen von Text-Mining-Diensten anwendbar sind (Anforderung
(A2.2)). Außer der PEP-Technik betrachten alle Aggregationstechniken die Ergebnisse und das
Verhalten der Text-Mining-Dienste unabhängig von anderen Diensten, so dass die geforderte
Anforderung vollständig gewährleistet wird. Auch bei der PEP-Technik - die explizit versucht
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Dienstkorrelationen zu berücksichtigen - wurden lediglich paarweise Dienstvergleiche einbezogen,
um auch hier die dynamische Veränderung der eingehenden Dienstergebnisse zu ermöglichen. Die
in Anforderung (A2.4) geforderte Rückverfolgbarkeit der aggregierten Ergebnisse kann durch den
Aggregationsschritt 3(c) gewährleistet werden, indem traceability-Informationen zum Aggregat
hinzugefügt werden. In der Evaluation konnte schließlich gezeigt werden, dass die aggregierten
Ergebnisse eine bessere Qualität als die besten Einzeldienste erreichen und zudem State-of-the-





Ein Ziel der Arbeit war es, einen Abbildungs- und Integrationsmechanismus für Klassifikations-
schemata von Text-Mining-Diensten zu entwerfen. Dieses Kapitel beschreibt am Beispiel von
Entitäts-Klassifikationsschemata einen Integrationsprozess, der im Zuge dieser Arbeit entworfen
und implementiert wurde. Dabei können folgende Beiträge gemacht werden:
(1) Es wird ein Integrationsprozess für Entitäts-Klassifikationsschemata vorgestellt, der die In-
tegration mehrerer Klassifikationsschemata in ein Basisschema ermöglicht und dabei die
besonderen Eigenschaften der Klassifikationsschemata berücksichtigt. Der vorgestellte Pro-
zess wird mit Hilfe eines ebenfalls im Zuge dieser Arbeit erstellten Goldstandards evaluiert.
Dabei kann ein durchschnittlicher F-Wert von 85% für die Abbildung von Äquivalenzbe-
ziehungen und von 78% für Hierarchiebeziehungen erzielt werden, wobei ein Großteil der
fehlerhaft oder nicht identifizierten Abbildungen auf unzureichende Schema- und Instanz-
informationen zurückgeführt werden kann.
(2) Es wird ein Instanzgenerierungsverfahren entworfen, implementiert und evaluiert, das be-
stehende Entitäts-Klassifikationsschemata mit Instanzen anreichert. Dabei wird die grund-
legende Idee vorgestellt, NER-Dienste mit einer Menge an Texten aufzurufen und die En-
titätsergebnisse geclustert nach ihrem Entitätstyp den Schemaelementen als Instanzen zu-
zuweisen. Durch die Konzeption eines iterativen Prozesses kann eine Automatisierung des
Prozesses erzielt werden und erstmalig die Anwendung instanzbasierter Matcher auf Text-
Mining-Klassifikationsschemata ermöglicht werden.
(3) Eine neue Ähnlichkeitsmetrik für instanzbasiertes Matching wird vorgestellt und mit State-
of-the-Art-Metriken verglichen. Mit Hilfe der neuen Metrik können Äquivalenz-, Hierarchie-
und Assoziativabbildungen zwischen Schemaelementen abgeleitet werden. Im Vergleich zu
bestehenden Metriken für instanzbasierte Matcher erzielt die neue Metrik eine Steigerung
des F-Wertes um bis zu 7,8% für Äquivalenz- und 19% für Hierarchieabbildungen.
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6.1 Einführung
In der Praxis hat sich herausgestellt, dass Text-Mining-Dienste in der Regel dienstspezifische
Klassifikationsschemata/Taxonomien verwenden, um extrahierte Informationen (z. B. Entitäten
und Relationen) einzuordnen. Um in solch einem heterogenen Umfeld die Kombination von Ex-
traktionsdiensten und insbesondere die Aggregation ihrer Ergebnisse zu gewährleisten, ist es
notwendig, die Klassifikationsschemata aufeinander abzubilden und ein einheitliches Schema zu
generieren. Das folgende Kapitel widmet sich diesem Abbildungsprozess. In Abschnitt 6.2 wird
dazu zunächst die Problematik näher beleuchtet. Insbesondere wird darauf eingegangen, weshalb
klassische Verfahren des Schema- und Ontologie-Matchings für die Klassifikationsschemata von
Text-Mining-Diensten nur unzureichende Abbildungsmöglichkeiten bieten. Anschließend wird in
Abschnitt 6.3 ein im Zuge dieser Arbeit entworfener Abbildungsprozess für Klassifikationssche-
mata von Text-Mining-Diensten vorgestellt. Die Korrektheit und Anwendbarkeit des entworfenen
Abbildungsprozesses wird anhand von realen Diensten und ihren Klassifikationsschemata in Ab-
schnitt 6.4 validiert. Abschließend fasst Abschnitt 6.5 die Beiträge dieses Kapitels zusammen und
untersucht, welche der Anforderungen aus Kapitel 2.3 durch den vorgestellten Abbildungspro-
zess abgedeckt werden können. Die Beschreibung des Abbildungsprozesses und die Evaluation
wird stellvertretend für die Vielfalt an Text-Mining-Diensten und Klassifikationsschemata an-
hand von NER-Diensten und Schemata für Entitätstypen verdeutlicht bzw. durchgeführt. Der
grundlegende Prozess ist jedoch auf andere Klassifikationsschemata abbildbar, wie z. B. solche
für Relationen und Textklassifikationen.
6.2 Problematik
Klassifikationsschemata werden beim Text Mining dazu verwendet, extrahierte Informationen
zu kategorisieren. Beispielsweise werden im Text identifizierte Entitäten bestimmten Entitätsty-
pen zugeordnet (z. B. wird der Entität Barack Obama der Typ Person zugeordnet). Analog zu
den Entitätstypen gibt es verschiedene Typen zur Kategorisierung von Relationen, Textkatego-
rien etc. Wie bereits in Kapitel 3.1.4 und 3.1.5 angedeutet, verwendet in der Regel jeder Text-
Mining-Dienst sein eigenes Schema zur Klassifikation. Standardisierungsbemühungen sind bisher
weitestgehend gescheitert, da die Dienstanbieter meist ihre eigenen Vorstellungen und Anwen-
dungsszenarien haben und standardisierte Schemata die gestellten Anforderungen nie vollständig
abdecken.
Um die in Kapitel 5 vorgestellte Aggregation auf heterogenen Klassifikationsschemata zu gewähr-
leisten, müssen die einzelnen Schemata in ein ganzheitliches Schema integriert werden. Dazu sind
Abbildungen, die Äquivalenzen und Hierarchien zwischen den Elementen verschiedener Schemata
widerspiegeln, notwendig. Nachfolgend wird die Problematik anhand eines Beispiels erläutert.
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6.2.1 Beispiel
Abbildung 6.1(a) zeigt Beispiele für Abbildungen zwischen den Elementen zweier Klassifika-
tionsschemata (Auszüge aus den Schemata für Entitätstypen von Digmap [DIG13] und Open-
Calais [Tho13]). Die Elemente Person (vom OpenCalais-Schema) und PERSON (vom Digmap-
Schema) sind äquivalent. Die Typen City und Continent vom OpenCalais-Schema haben keine
Äquivalenz im Digmap-Schema, jedoch sind sie Unterelemente des Typs LOCATION. Sowohl
das Schema von OpenCalais als auch das Schema von Digmap enthält einen Typ Organization.
Jedoch umfasst dieser Typ unterschiedliche semantische Bedeutungen. Bei OpenCalais werden,
anders als bei Digmap, explizit Unternehmen vom Typ Organization ausgeschlossen und einem
gesonderten Typen Company zugewiesen. Bei Digmap umfasst der Typ Organization sowohl
Organisationen im klassischen Sinne als auch Unternehmen, so dass die OpenCalais-Typen Or-
ganization und Company Untertypen von diesem sind. Aus den Abbildungen und den ursprüng-
lichen Schemata kann ein integriertes Schema für OpenCalais und Digmap abgeleitet werden, für
welches in Abbildung 6.1(b) ein Auszug dargestellt ist.
(a) Ursprungsschemata und Abbildungen (b) Auszug aus dem integrierten Schema
Abbildung 6.1: Abbildungen zwischen den Elementen der Entitäts-Klassifikationsschemata von
OpenCalais und Digmap (ungerichtete Kanten stellen Äquivalenzbeziehungen, gerichtete Kanten
Hierarchiebeziehungen dar)
6.2.2 Automatisierung
Eine manuelle Definition von Abbildungen zwischen Klassifikationsschemata für Text-Mining-
Dienste ist aus mehreren Gründen nicht praktikabel. Zum einen erschweren die mangelnde Struk-
tur, die Heterogenität der Schemata und die Komplexität der Aufgabe (die Taxonomien haben
teilweise weit über 100 Elemente) den Abbildungsprozess. Die in Abschnitt 6.4.1 vorgestellte Er-
stellung von Referenz-Abbildungen für einen Goldstandard hat zudem gezeigt, dass es mitunter
schwer ist, eindeutige Abbildungen zu finden und entsprechende Entscheidungen zu treffen. In
124 Kapitel 6 Abbildung von Entitäts-Klassifikationsschemata
fast einem Viertel der aufeinander abzubildenden Elemente waren sich die Ersteller der Referenz-
Abbildungen uneinig. Zum anderen wird in dieser Arbeit eine automatisierte Kombination von
Text-Mining-Diensten angestrebt, welchem eine manuelle Erstellung des ganzheitlichen Schemas
entgegenstände. Unabhängig davon verändern sich die verwendeten Klassifikationsschemata mit-
unter über die Zeit und neue Dienste und Schemata kommen hinzu (und einige Dienste und ihre
Schemata verschwinden unter Umständen wieder), was einen (semi-)automatischen Abbildungs-
prozess unumgänglich macht. Zur automatisierten Berechnung von Abbildungen zwischen den
Schemata sollen deshalb Ontologie- und Schema-Matching-Techniken [ES07, RB01] (siehe auch
Kapitel 3.5) angewendet werden. Matching-Systeme nehmen ein Quell- und ein Zielschema als
Eingabe und berechnen als Ausgabe Abbildungen zwischen den Elementen der beiden Schemata.
Sie verwenden dabei verschiedene Matcher, um die Ähnlichkeit zwischen Elementen des Quell-
und des Zielschemas zu bestimmen und Ähnlichkeitswerte zwischen 0 und 1 zuzuweisen. Mat-
cher ziehen für ihre Berechnungen je nach Matcher-Typ Schema- (z. B. Namen der Elemente,
Struktur, Beschreibungen) bzw. Instanz-Informationen heran. Üblicherweise werden die Ergeb-
nisse verschiedener Matcher mit Hilfe einer Aggregationsoperation kombiniert, um die Qualität
der Abbildungen zu erhöhen. Eine finale Selektionsoperation filtert die wahrscheinlichsten Abbil-
dungen heraus. Die Wahl von konkreten Matching-Verfahren ist abhängig von den Eigenschaften
der zugrundeliegenden Schemata, weshalb diese im Folgenden kurz näher beleuchtet werden.
6.2.3 Eigenschaften von Text-Mining-Klassifikationsschemata
Die Entitätstyp-Klassifikationsschemata der in dieser Arbeit häufig zur Evaluation und Demon-
stration verwendeten Extraktionsdienste sind im Anhang C dieser Arbeit zu finden. Die Na-
men der Schemaelemente (Typen) sind bei Text-Mining-Klassifikationsschemata oft klar und
verständlich, da die extrahierten Informationen inklusive ihrem zugeordneten Typ direkt dem
Nutzer des Extraktionsdienstes/der Extraktionsanwendung präsentiert werden. Häufig nutzen
die Dienste auch ähnliches Vokabular, um ihre Kategorien zu benennen. Jedoch hat eine nähere
Untersuchung der verwendeten Klassifikationsschemata gezeigt, dass diese sich stark hinsichtlich
ihrer Granularität und ihrem Modellierungsstil unterscheiden (z. B. die unterschiedliche seman-
tische Bedeutung von Organization bei OpenCalais und Digmap). Zudem sind die Schemata nur
schwach und unzureichend strukturiert und verfügen nur in seltenen Fällen über textuelle Be-
schreibungen der Schemaelemente. Teilweise konnten sogar inkorrekte Modellierungen beobachtet
werden, bei denen die Schemata nicht vollständig strukturiert wurden, oder hierarchische Be-
ziehungen nicht korrekt waren (z. B. im gegebenen Schema ein Typ Unterelement des Personen-
Typs war, aber in der Realität Unternehmen mit diesem Typ annotiert wurden). Tabelle 6.1
gibt einen Überblick über die Eigenschaften der Klassifikationsschemata für Entitätstypen von
einigen ausgewählten Diensten. Neben der Anzahl an Schemaelementen wurden die Schemastruk-
tur und vorhandene Beschreibungen untersucht. Die Informationen wurden den beschreibenden
Webseiten der Dienste entnommen. In einigen Fällen konnte bei Anwendung der Dienste fest-
gestellt werden, dass nicht alle unterstützten Entitätstypen auf der Webseite vermerkt wurden.
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Bei diesen Diensten wurde die Anzahl mit +x vermerkt. Der Tabelle ist zu entnehmen, dass
einige der Dienste Beschreibungen der Schemaelemente anbieten. Jedoch beschränkt sich diese
Beschreibung zumeist nur auf die oberste Hierarchieebene und teilweise sind die Beschreibungen









AlchemyAPI 386+x 2 34% (x)
Digmap 3 1 100% -
Evri 583 2 13% -
Extractiv 156+x 1 100% (x)
FISE 3 1 100% -
OpenCalais 57 2 68% (x)
Wikimeta 47+x 3 17% (x)
Tabelle 6.1: Vergleich von Klassifikationsschemata für Entitätstypen
Bisherige Matching-Ansätze (siehe Kapitel 3.5.2) sind nur begrenzt für die Abbildung von Text-
Mining-Klassifikationsschemata anwendbar. Schemabasierte Matcher sind gut geeignet, um Äqui-
valenzabbildungen zu identifizieren, da die Namensgebung der Schemaelemente in der Regel klar
und präzise ist und ähnliche Nomen verwendet werden. Da jedoch in der Regel wenige wei-
terführende Meta-Daten (Beschreibungen der Elemente, tiefe und klare Strukturen innerhalb
des Schemas) vorliegen, sind komplexere Matcher, die auch in der Lage sind, Hierarchie- und
Assoziativbeziehungen zu identifizieren (z. B. über die Struktur des Quell- und Zielschemas),
nicht anwendbar. Für Klassifikationsschemata von Text-Mining-Diensten existieren in der Regel
keine dokumentierten Instanzen. Jedoch können instanzbasierte Ansätze eingesetzt werden, wenn
die Annotationsergebnisse der Dienste für eine definierte Menge an Textdokumenten geclustert
nach ihrem Klassifikationstyp als Instanzen der Typen verwendet werden. Sind die Dienstanno-
tationen (d. h. die Instanzen) zweier Elemente von verschiedenen Klassifikationsschemata nahezu
identisch, so sind sehr wahrscheinlich auch die Klassifikationstypen äquivalent. Instanzbasierte
Ansätze sind bisher weitestgehend auf die Bestimmung von Äquivalenzbeziehungen beschränkt.
Die wenigen Ansätze, die auch die Ableitung hierarchischer Beziehungen unterstützen, sind noch
stark in ihrer Qualität eingeschränkt (siehe Ausführungen zu verwandten Arbeiten in Abschnitt 3
und vergleichende Evaluation in Abschnitt 6.4.2).
Um die zuvor genannten Einschränkungen zu überwinden, wird in der vorliegenden Arbeit ein
Abbildungsprozess für Klassifikationsschemata entworfen. Dieser reichert die Schemata zunächst
mit Instanzen an, um dann eine kombinierte Matching-Strategie zu verfolgen. Zur Verbesserung
der Qualität von instanzbasierten Matchern wird zudem eine neue Ähnlichkeitsmetrik eingeführt,
die die Identifikation von Äquivalenz-, Hierarchie- und Assoziativ-Beziehungen unterstützt. Ab-
schließend werden die im Matching-Prozess erhaltenen Abbildungen in einem Integrationsschritt
zusammengeführt und ein einheitliches Schema abgeleitet. Bevor in Abschnitt 6.3 der Abbil-
dungsprozess vorgestellt wird, erfolgt nachfolgend eine Formalisierung der Problematik.
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6.2.4 Notation
Ziel des Abbildungsprozesses ist es, die Klassifikationsschemata T1, T2, ..., Tn der Extraktions-
dienste S1,S2, ...,Sn in ein ganzheitliches Schema G zu integrieren (nachfolgend als Basisschema
bezeichnet). Dabei wird die Annahme getroffen, dass jeder Dienst Si seine eigene Taxonomie Ti
verwendet, um Text-Mining-Ergebnisse zu kategorisieren. Zur Integration zweier Klassifikations-
schemata Ts und Tt müssen Abbildungen zwischen den Elementen dieser Schemata gefunden
werden. Eine Abbildung M ist ein Triple (Tsj , Ttk, R), in dem R ∈ {≡, <,>,∼} eine Beziehung
zwischen dem Element Tsj ∈ Ts und dem Element Ttk ∈ Tt angibt. Die Beziehungstypen werden
der DIN 1463-1 bzw. ISO 2788-Vorschrift folgend definiert:
• (Tsj , Ttk,≡) zeigt an, dass die Elemente Tsj und Ttk semantisch gleich sind (Äquivalenzbe-
ziehung).
• (Tsj , Ttk, <) indiziert, dass Tsj ein Unterelement von Ttk ist und analog dazu indiziert
(Tsj , Ttk, >) die umgekehrte Unterelement-Beziehung (Hierarchiebeziehungen).
• (Tsj , Ttk,∼) spiegelt eine assoziative Beziehung der beiden Elemente wider (z. B. Auto und
Lastwagen).
Stehen zwei Elemente nicht miteinander in Beziehung (stehen also weder in einer Äquivalenz-,
einer Hierarchie- noch in einer Assoziativ-Beziehung), so wird keine Abbildung M zwischen diesen
Elementen generiert.
Die Menge von Instanzen eines Elementes Tij wird durch I(Tij) spezifiziert, ihre Kardinalität
durch |I(Tij)|. Werden zwei unterschiedliche Klassifikationsschemata aufeinander abgebildet,
wird vom Inter-Matching gesprochen. Die Abbildung der Elemente eines Schemas auf sich selbst
(Ts = Tt) wird als Intra-Matching bezeichnet und kann zur Validierung und Ergänzung nicht
ausreichend dokumentierter Schemata eingesetzt werden. Beim Intra-Matching sind Äquivalenz-
abbildungen in der Regel irrelevant, so dass R ∈ {<,>,∼}.
6.3 Abbildungsprozess für Klassifikationsschemata
Im Folgenden wird der Prozess zur Abbildung und Integration von Text-Mining-Klassifikations-
schemata vorgestellt, welcher ebenfalls in [PP13] dokumentiert ist. Der grundlegende Prozess
ist in Abbildung 6.2 dargestellt. Kernpunkt des Prozesses ist die Gewinnung von Abbildun-
gen zwischen den Elementen der einzelnen Schemata mit Hilfe eines Matching-Prozesses. Aus
den gewonnenen Abbildungen kann nachfolgend das Basisschema G generiert werden. Dieses
Schema setzt sich aus allen Elementen der einzelnen Klassifikationsschemata Ti und den im Ab-
bildungsprozess gewonnenen Beziehungen zwischen diesen Elementen zusammen. Um aus den
Abbildungen das Basisschema zu generieren, wird ein Integrationsschritt durchgeführt, der die
gewonnenen Abbildungen bereinigt (d. h. Unstimmigkeiten und Zyklen entfernt), gegebenenfalls




























































































































Abbildung 6.2: Abbildungsprozess für Text-Mining-Klassifikationsschemata
um weitere Abbildungen ergänzt (z. B. durch die Ausnutzung der hierarchischen Strukturen)
und schließlich in einem Graphen vereinigt (siehe Abschnitt 6.3.4).






und n Intra-Matching-Prozesse notwendig. Jeder der Inter-Matching-Prozesse nimmt zwei Klas-
sifikationsschemata als Eingabe und identifiziert Äquivalenz-, Hierarchie- und Assoziativ-Be-
ziehungen zwischen den Elementen der Schemata. Intra-Matching-Prozesse decken hierarchische
und assoziative Beziehungen innerhalb eines Klassifikationsschemas auf, um die gegebene Struk-
tur zu validieren und gegebenenfalls zu korrigieren und zu erweitern (dies ist insbesondere dann
relevant, wenn die Verlässlichkeit des gegebenen Schemas unzureichend ist und Zweifel an der
vollständigen und korrekten Strukturierung existieren).
Der Inter-Matching-Prozess wird durch einen kombinierten Matcher umgesetzt, der aus einem
schema- und einem instanzbasierten Matcher besteht. Der schemabasierte Matcher nutzt die
Namen der Schemaelemente aus (z. B. T1.a und T2.i in Abbildung 6.2) und kann anhand ih-
res Vergleichs Äquivalenzen identifizieren. Der schemabasierte Matcher kann zudem um weitere
Matcher erweitert werden, die Beschreibungen der Elemente oder Schemastrukturen heranzie-
hen, um weitere Abbildungen zu finden. Dies ist jedoch nur möglich, wenn ausreichende Meta-
Informationen (z. B. Beschreibungen) vorhanden sind, was in der Regel bei den untersuchten
Klassifikationsschemata kaum der Fall ist. Der instanzbasierte Matcher verwertet den Schema-
elementen zugeordnete Instanzen zur Identifizierung der Abbildungen. Die Instanzen werden
durch ein neuartiges Instanzgenerierungsverfahren gewonnen, welches in Abschnitt 6.3.1 vorge-
stellt wird. Darüber hinaus setzt der instanzbasierte Matcher eine neue Ähnlichkeitsmetrik ein,
welche Intersection Ratio Triple (IRT) genannt wird. Diese neue Metrik ermöglicht die Ableitung
von äquivalenten, hierarchischen und assoziativen Abbildungen zwischen den Schemaelementen.
Die Metrik und der Matching-Prozess werden in Abschnitt 6.3.2 bzw. Abschnitt 6.3.3 vorgestellt.
Der Intra-Matching-Prozess verwendet eine leicht angepasste Version des instanzbasierten Mat-
chers. Eine Kombination mit einem schemabasierten Matcher, wie beim Inter-Matching-Prozess,
128 Kapitel 6 Abbildung von Entitäts-Klassifikationsschemata
ist jedoch nicht notwendig, da aus den gegebenen Schema-Informationen keine weiteren Schlüsse
zu hierarchischen und assoziativen Beziehungen gezogen werden können und Äquivalenzabbil-
dungen beim Intra-Matching keine Rolle spielen. Die Ergebnisse des Intra-Matching-Prozesses
dienen dazu, die Korrektheit der gegebenen Schemastruktur zu validieren, diese zu korrigieren
und zu erweitern und gegebenenfalls mehr Struktur in flache Schemata zu bringen.
6.3.1 Instanzgenerierungsverfahren
In der Regel existieren für Text-Mining-Klassifikationsschemata keine direkt zugänglichen In-
stanzen. So gibt es zum Beispiel keine Listen oder Tabellen mit Firmennamen, die die In-
stanzen des Typs Unternehmen (Company) eines konkreten Dienstes darstellen. Typischerweise
wird lediglich dokumentiert, dass Unternehmen extrahiert werden können, und maximal ein
bis zwei Beispiele gegeben. Um, wie soeben vorgeschlagen, einen instanzbasierten Ansatz zu
verfolgen, müssen die Klassifikationsschemata mit Instanzen angereichert werden. Sollten be-
reits Instanzen zur Verfügung stehen, kann dieser Schritt gegebenenfalls übersprungen werden.
Der im Folgenden vorgestellte Instanz-Anreicherungsprozess bezieht sich zunächst auf NER-
Klassifikationsschemata. Jedoch ist der grundlegende Prozess auf andere Text-Mining-Schemata
übertragbar.
Instanzen von Entitätstypen eines Klassifikationsschemas erhält man, indem man den Text-
Mining-Dienst auf Textdokumenten ausführt und die darin erkannten Entitäten und ihre eigent-
lichen Instanzen sammelt. Dabei kann es vorkommen, dass konkrete Instanzen (z. B. der Text-
bereich Barack Obama in einem spezifischen Dokument) zu mehreren Entitätstypen zugeordnet
werden (z. B. Person, Politician, USPresident).
Im Allgemeinen können Instanzen generiert werden, indem jeder der Dienste, dessen Taxonomi-
en aufeinander abgebildet werden sollen, auf einer festgelegten Menge an Textdokumenten aus-
geführt wird. Die von den Diensten zurückgelieferten Ergebnisse werden dann für jeden Dienst
anhand der Entitätstypen der Taxonomien gruppiert. Zusätzlich wird jedem Ergebnis der Kon-
text (z. B. der Name des Textdokumentes) zugeordnet, um Disambiguierungsfunktionalitäten
der Dienste zu berücksichtigen (z. B.: die Zuordnung von Paris abhängig vom Kontext zu Stadt
oder Person).
Um gute Ergebnisse durch instanzbasiertes Matching zu erzielen, sind eine hohe Qualität und
Quantität der Instanzen unabdingbar. Die Qualität der Instanzen ist dienstabhängig und kann
typischerweise nicht beeinflusst werden. Die nachfolgend in Abschnitt 6.3.2 vorgestellte Metrik
berücksichtigt diesen Qualitätsfaktor jedoch in gewisser Weise. Die Quantität der Instanzen
kann mit einem geeigneten Instanzgenerierungs-Algorithmus beeinflusst werden. Wählt man
zufällig Textdokumente für die Instanzgenerierung aus, stellt man schnell fest, dass nur Teil-
mengen der Entitätstypen der Extraktionstaxonomie mit Instanzen angereichert werden. Zur
Verbesserung der Quantität der Instanzen wird deshalb der nachfolgend vorgestellte iterative
Instanzgenerierungs-Algorithmus für die Schemata Ti der betrachteten Dienste Si(i = 1, 2, ..., n)
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vorgeschlagen (Abbildung 6.3 illustriert den iterativen Prozess):
1. Wähle eine zufällige Menge an Dokumenten Dstart aus einer Dokumentenbasis aus, die eine
große Menge von verschiedenen Konzepten abdeckt (z. B. Artikel von Wikipedia). Setze
D = Dstart, iter = 0 und erstelle leere Instanzmengen I(Tij) für jedes Element Tij ∈ Ti.
2. Rufe die Text-Mining-Dienste Si mit den Dokumenten D auf und gruppiere die Ergebnisse
anhand der Entitätstypen Tij ∈ Ti für jedes Klassifikationsschema. Füge die erhaltenen
Instanzen zu den jeweiligen Instanzmengen I(Tij) hinzu.
3. Wähle die Entitätstypen Tij , denen bisher keine bzw. weniger als x Instanzen zugeordnet
wurden (d. h. |I(Tij)| = 0 oder < x). Gibt es keine Entitätstypen für die das zutrifft, dann
breche den iterativen Vorgang ab, ansonsten tokenisiere die Namen dieser Entitätstypen.
4. Durchsuche die Dokumentenbasis nach den soeben gewonnenen Token (z. B. Suche in
Wikipedia mit den jeweiligen Token als Suchstring). Nehme die ersten f Ergebnisse, die
noch nicht in vorangegangenen Iterationen enthalten waren und füge diese Dokumente der
Menge Diter hinzu.
5. Setze D = Diter, erhöhe iter um eins und fahre mit Schritt 2 fort. Führe die Iteration so
lange durch, bis eine maximale Anzahl an Iterationen itermax erreicht ist oder Schritt 3
zum Abbruch des Prozesses führt.
Der hier beschriebene Instanzgenerierungprozess kann automatisch ausgeführt werden und ist
daher perfekt für einen selbsttätigen Abbildungsprozess geeignet. Durch den adaptiven Iterations-
ansatz kann eine große Menge von Instanzen mit wenigen Dienstaufrufen gewonnen werden. Dies

















































Der folgende Abschnitt stellt die neue Ähnlichkeitsmetrik für instanzbasierte Matcher vor. Die
Metrik ist in der Lage anzuzeigen, ob zwischen den Elementen zweier Taxonomien Ts und Tt
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Äquivalenz-, Hierarchie- oder Assoziativ-Beziehungen bestehen. Zudem kann die Metrik unter
Verwendung leicht angepasster Parameter auch hierarchische und assoziative Beziehungen inner-
halb eines Schemas aufdecken.
Da die Instanzen durch den in Abschnitt 6.3.1 vorgestellten Instanzgenerierungsprozess gewon-
nen werden, weisen sie Besonderheiten auf, die in der Ähnlichkeitsmetrik berücksichtigt werden
müssen. Zum einen muss damit gerechnet werden, dass die Instanzmengen nicht gleichmäßig ver-
teilt sind und es Schemaelemente mit relativ wenigen zugeordneten Instanzen gibt. Zum anderen
unterliegen die durch den Aufruf der Text-Mining-Dienste gewonnenen Instanzen dienstspezifi-
schen Qualitätseinschränkungen. So können gewonnene Instanzen falsch positive Extraktionser-
gebnisse enthalten (d. h. falsch extrahierte Instanzen) und falsch negative (d. h. Instanzen, die
eigentlich hätten extrahiert werden müssen, aber nicht extrahiert wurden) versäumen. Um die
Kardinalität der Instanzmengen mit in die Ähnlichkeitsbewertung einfließen zu lassen, baut die
im Folgenden vorgestellte IRT-Metrik auf dem korrigierten Jaccard-Koeffizienten [IVDMSW07]
auf (siehe Formel (6.1)).
JCcorr(Tsj , Ttk) =
√
|I(Tsj) ∩ I(Ttk)| × (|I(Tsj) ∩ I(Ttk)| − c)
|I(Tsj) ∪ I(Ttk)|
(6.1)
Im Gegensatz zum ursprünglichen Jaccard-Koeffizient (Verhältnis des Durchschnitts der zwei
Instanzmengen zur Vereinigung), lässt der korrigierte Koeffizient die Häufigkeit von Instanzen
mit einem Korrekturwert c einfließen. Der Koeffizient ordnet kleineren Instanzmengen kleinere
Ähnlichkeitswerte zu. Insbesondere heißt dies, dass bei einer Überschneidungsmenge von einer
Instanz und einer Vereinigungsgröße von zwei Instanzen ein kleinerer Wert zugeordnet wird, als
wenn der Durchschnitt 100 und die Vereinigung 200 Instanzen enthält (der klassische Jaccard-
Koeffizient ordnet beiden Fällen einen Wert von 0, 5 zu). Die genaue Wahl des Parameters c
kann [IVDMSW07] entnommen werden.
Zur Berücksichtigung der Qualitätsbeschränkungen schlägt die vorliegende Arbeit eine Erweite-
rung des korrigierten Jaccard-Koeffizienten vor. Es wird ein Abschwächungsfaktor w eingeführt,
der den negativen Effekt von Instanzen minimiert, die nur durch einen der Dienste extrahiert
wurden. Dieser Faktor korrigiert den Einfluss von falsch positiven und falsch negativen Ergeb-
nissen des Extraktionsprozesses. Die Mengen an Instanzen, die unabhängig vom (Entitäts-)Typ
nur durch einen der Dienste extrahiert wurden (Id(Tsj) und Id(Ttk)), werden abgeschwächt durch
den Faktor w in den korrigierten Jaccard-Wert (Korrekturkoeffizient c) integriert:
JCcorr+ (Tsj , Ttk) =
√
|I(Tsj) ∩ I(Ttk)| × (|I(Tsj) ∩ I(Ttk)| − c)
|I(Tsj) ∪ I(Ttk)| − w |Id(Tsj)| − w |Id(Ttk)|
(6.2)
mit Id(Tsj) ⊆ I(Tsj) \
⋃
A∈Tt I(A), Id(Ttk) ⊆ I(Ttk) \
⋃
B∈Ts I(B) und 0 ≤ w ≤ 1
Die Bedeutung des Abschwächungsfaktors und die Abgrenzung der verschiedenen Instanzmen-
gen wird im nachfolgenden Beispiel verdeutlicht. Gegeben sind die beiden Text-Mining-Dienste
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Evri und OpenCalais, für welche ein Ähnlichkeitswert für die Schemaelemente AerospaceCompa-
ny (Evri) und Company (OpenCalais) bestimmt werden soll. Die zugehörigen Instanzen wurden
dem Beispiel aus Abbildung 1.1 in Kapitel 1 entnommen. Abbildung 6.4 verdeutlicht mit Hil-
fe eines Venn-Diagrammes die relevanten Instanzmengen. Der Textbereich
”
Airbus“ wurde von
beiden Diensten extrahiert (von OpenCalais als Company und von Evri als AerospaceCompany)
und befindet sich deshalb in der Schnittmenge der Instanzmengen AerospaceCompany (Evri) und
Company (OpenCalais). Die Instanz
”
Cathay Pacific“ wurde von beiden Diensten als Company
annotiert. Da jedoch die Schemaelemente AerospaceCompany (Evri) und Company (OpenCalais)
betrachtet werden, liegt die Instanz außerhalb der Schnittmenge. Der Textbereich
”
EADS“ wur-
de nur durch den Dienst Evri extrahiert und dem Typ AerospaceCompany zugeordnet. Der
Dienst OpenCalais hat diesen Textbereich nicht erkannt (d. h. auch nicht mit einem anderen
Typ als Company). Die Instanz
”
EADS“ befindet sich aus diesem Grund in der Teilmenge der
Instanzen, die nur vom Dienst Evri erkannt wurden (Id(AerospaceCompany)) und geht nur in
abgeschwächter Form in den erweiterten korrigierten Jaccard-Koeffizienten ein. Dadurch kann
der Einfluss der falsch negativen Instanz
”
EADS“ (hinsichtlich des Dienstes OpenCalais) auf
den Ähnlichkeitswert und damit auf den Abbildungsprozess minimiert werden.
Abbildung 6.4: Venn-Diagramm zur Visualisierung der Qualitätsbeschränkungen beim instanz-
basierten Matching von Text-Mining-Klassifikationsschemata
Durch den Faktor JCcorr+ gewonnene Ähnlichkeitswerte ermöglichen Entscheidungen hinsicht-
lich der Gleichheit zweier Schemaelemente. Ist der Wert nah bei eins, deutet dies darauf hin, dass
die Schemaelemente Tsj und Ttk semantisch äquivalent sind. Werte nah bei null deuten wiederum
auf eine Ungleichheit hin. Jedoch sind Aussagen über die Beziehungen zweier Schemaelemente
schwierig, wenn der Wert weder nah bei eins liegt noch gleich null ist. Wenn man zum Beispiel die
Entitätstypen Company und AerospaceCompany betrachtet, ist der Wert JCcorr+ vermutlich
sehr klein - nur die Instanzen von Firmen, die Luft- und Raumfahrtgesellschaften sind, befinden
sich in der Schnittmenge beider Instanzmengen, jedoch ist die Größe der Vereinigungsmenge vor
allem durch den Entitätstyp Company bestimmt. Zur Erkennung von Hierarchie- und Assozia-




die die Schnittmenge elementweise bewerten:
JCcorr+Tsj (Tsj , Ttk) =
√
|I(Tsj) ∩ I(Ttk)| × (|I(Tsj) ∩ I(Ttk)| − c)
|I(Tsj)| − w |Id(Tsj)|
(6.3)
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JCcorr+Ttk (Tsj , Ttk) =
√
|I(Tsj) ∩ I(Ttk)| × (|I(Tsj) ∩ I(Ttk)| − c)
|I(Ttk)| − w |Id(Ttk)|
(6.4)
Diese Koeffizienten berechnen sich mit Hilfe des Verhältnisses der Schnittmenge der Instanz-
mengen der Elemente Tsj und Ttk und der Größe einer der Instanzmengen I(Tsj) bzw. I(Ttk).
Zur Bewertung der Ähnlichkeit und der konkreten Beziehung zweier Elemente wird das Intersec-
tion Ratio Triple (IRT) gebildet, was sich aus allen drei Jaccard-Werten (JCcorr+, JCcorr+Tsj ,
JCcorr+Ttk) zusammensetzt. Hinsichtlich der Werte der IRT-Metrik können folgende Zustände
beobachtet werden (siehe auch Abbildung 6.5 zur Visualisierung der Beziehung zwischen Bezie-
hungstyp und Verhältnis der Instanzmengen):
• Sind alle 3 Werte sehr groß (d. h. nah bei 1), ist es sehr wahrscheinlich, dass die Sche-
maelemente, für die diese Werte berechnet wurden, semantisch äquivalent sind (Abbil-
dung 6.5(a)). Die Abbildung (Tsj , Ttk,≡) kann in diesem Fall abgeleitet werden.
• Ist der Wert JCcorr+Tsj sehr hoch und die Differenz diffTtk zwischen JCcorr
+ und JCcorr+Ttk
nahe bei 0, dann deutet dies darauf hin, dass das Element Tsj ein Untertyp vom Element
Ttk ist. Es leitet sich daraus die Abbildung (Tsj , Ttk, <) ab.
• Ähnliches gilt, wenn der Wert JCcorr+Ttk sehr hoch ist und die Differenz diffTsj zwischen
JCcorr+ und JCcorr+Tsj annähernd 0 ist (Abbildung 6.5(b)). In diesem Fall ist Ttk ver-
mutlich ein Untertyp von Tsj und die Abbildung (Tsj , Ttk, >) kann abgeleitet werden.
• Trifft keiner der drei vorangegangenen Zustände zu, dann sind die Elemente sehr wahr-
scheinlich weder äquivalent, noch stehen sie in einer hierarchischen Beziehung zueinander
(Abbildung 6.5(c)). Ist jedoch einer der IRT-Werte deutlich größer als 0, kann dies auf eine
assoziative Beziehung zwischen den Elementen Tsj und Ttk hindeuten. In diesem Fall wird
die Abbildung (Tsj , Ttk,∼) abgeleitet.
(a) Äquivalenz (b) Hierarchie (c) Assoziation
Abbildung 6.5: Venn-Diagramm zur Visualisierung der Beziehungen zwischen Beziehungstyp
und Verhältnis der Instanzmengen
Wird die IRT-Metrik im Intra-Matching-Prozess verwendet, wird der Abschwächungsfaktor gleich
null gesetzt (d. h. der korrigierte Jaccard-Koeffizient eingesetzt), da eventuell fehlerhaft extra-
hierte Instanzen innerhalb eines Dienstes keine Rolle spielen. Überdies hinaus ist die IRT-Metrik
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für andere instanzbasierte Matchingprobleme anwendbar, in denen die Ableitung der exakten
Beziehungstypen relevant ist. Nachfolgend wird die Anwendung der neuen IRT-Metrik in einem
kombinierten Matcher zur Abbildung von Text-Mining-Klassifikationsschemata vorgestellt.
6.3.3 Matching-Prozess
Wie bereits zu Beginn des Kapitels angedeutet, wird eine komplexe Matching-Strategie ver-
folgt, welche schema- und instanzbasierte Matcher in einem Prozess miteinander kombiniert.
Die angewandte Strategie zur Kombination der beiden Matcher ist in Abbildung 6.6 dargestellt.
Die Matching-Strategie wendet einige im Schema-Matching weit verbreitete Operatoren, wie die
Selektion (Sel), das Aggregieren (Agg) und das Matchen (Mat) an [PBR10]. Überdies hinaus
werden zwei weitere Operatoren (Trans und Diff) eingeführt, die zur Verarbeitung und Trans-























(Tsj , Ttk, <)
(Tsj , Ttk, >)
(Tsj , Ttk,∼)
Abbildung 6.6: Combined Matching Strategy
Der Prozess startet mit der Ausführung der schema- und instanzbasierten Matcher Matschema
und Matinst. Beide Matcher verwenden als Eingabe die aufeinander abzubildenden Schemata Ts
und Tt. Der instanzbasierte Matcher benötigt zudem die während des Instanzgenerierungsverfah-
rens erzeugten Instanzmengen I(Ts) und I(Tt). Beide Matcher berechnen eine Ähnlichkeitsmatrix,
welche aus |Ts|× |Tt| Einträgen besteht (Sim und SimIRT ). Jeder Eintrag in der Sim-Matrix ist
ein Wert zwischen 0 und 1. Dabei repräsentiert 0 eine geringe und 1 eine hohe Ähnlichkeit zwi-
schen zwei Elementen der Eingabeschemata. Die Ähnlichkeitswerte dieser Matrix werden durch
einen einfachen Name-Matcher, wie in COMA++ [DR02] vorgeschlagen, berechnet. Die Werte
der SimIRT -Matrix setzen sich aus den drei Werten der neu eingeführten IRT-Metrik zusammen.
In Abbildung 6.7 ist ein Beispiel solch einer IRT-Matrix dargestellt.
Wie bereits erwähnt, können Äquivalenz-Abbildungen mit relativ hoher Genauigkeit aus den
Namen der Elemente der Klassifikationsschemata abgeleitet werden, da diese in der Regel klar
und präzise definiert sind. Die Matching-Strategie vertraut deshalb den wahrscheinlichsten Kan-
didaten für Abbildungen, die mit dem schemabasierten Matcher gewonnen wurden. Ein Selek-
tionsoperator Selt extrahiert die wahrscheinlichsten Kandidaten und setzt alle Matrizen-Einträge
unterhalb eines gegebenen Grenzwertes auf 0 und alle anderen auf 1. Um die Wahrscheinlichkeit
zu minimieren, falsche Abbildungen zu selektieren, wird ein hoher Selektionsgrenzwert (z. B. 0,8)
gewählt.
Bevor die SimIRT -Matrix mit der Simsel-Matrix kombiniert werden kann, wird die SimIRT -
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Matrix mit einem Transformationsoperator Trans umgewandelt. Dabei werden die drei IRT-
Werte auf einen Wert abgebildet, der die Wahrscheinlichkeit widerspiegelt, dass die zwei Elemente
äquivalent sind. Es gibt verschiedene Ansätze zur Konzeption der Transformationsoperation. Die
trivialsten Transformationsoperatoren transtriv nehmen den ersten IRT-Wert (den erweiterten
korrigierten Jaccard-Wert JCcorr+) oder den Durchschnitt aller drei Werte. Jedoch kann der
Einsatz solch einer trivialen Transformation dazu führen, dass falsch positive Abbildungen iden-
tifiziert werden. Insbesondere können einige hierarchische Beziehungen fälschlicherweise als Äqui-
valenzen erkannt werden. Wie in Abschnitt 6.3.2 erwähnt, deutet ein sehr kleiner Differenzwert
diffTsj bzw. diffTtk auf eine hierarchische Beziehung hin. Deshalb wird folgende Transformations-
operation vorgeschlagen, die die Ähnlichkeitswerte für diese Fälle minimiert:
trans =transtriv − corrsub
corrsub =

0 wenn max. Differenz der IRT-Werte <0,2
z · e−λ·diffTsj wenn max. Differenz der IRT-Werte >0,2 und JCcorr+Tsj < JCcorr
+
Ttk
z · e−λ·diffTtk wenn max. Differenz der IRT-Werte >0,2 und JCcorr+Tsj > JCcorr
+
Ttk
mit λ > 0 und 0 ≤ z ≤ 1
Die Transformation basiert auf einer exponentiellen Funktion, die den Einfluss der Differenzwerte
(diffTsj bzw. diffTtk) auf das Transformationsergebnis wichtet. Sie wird angewendet, wenn die drei
IRT-Werte nicht sehr nah beieinander liegen (d. h. ihre maximale Differenz zum Beispiel größer
als 0,2 ist). Der Korrekturwert corrsub nimmt bei einer Differenz von 0 den größten Wert an und
nimmt dann exponentiell ab bis der Korrekturwert gleich null ist. Der Koeffizient λ bestimmt
dabei, wie stark der Korrekturwert abnimmt. Bei λ = 20 und einer Differenz von 0, 05 wird der
Wert der trivialen Transformationsoperation transtriv um 0, 368 gesenkt. Wenn ein höherer Wert
für λ gewählt wird, z. B. λ = 100, ist der Korrekturwert mit 0, 007 deutlich kleiner. Mit dem




werden (Standardwert: z = 1).
Die Ähnlichkeitsmatrizen Simsel und Simtrans werden mit Hilfe der Operation Aggmax aggre-
giert. Durch diesen Vorgang wird aus beiden Matcher-Ergebnissen ein kombiniertes Ergebnis
erstellt, indem das jeweils höhere Äquivalenzmaß gewählt wird. Dazu wird für jedes Element-
paar der Matrix der größere der zwei Matrizenwerte (ein Wert aus der Simsel- und einer aus der
Simtrans-Matrix) gewählt. Von der erhaltenen aggregierten Matrix müssen die wahrscheinlichsten
Abbildungen herausgefiltert werden. In der Literatur werden dazu verschiedene Selektionstech-
niken vorgeschlagen (siehe [DR02]). Die in dieser Arbeit gewählte Matching-Strategie setzt die
MaxDelta-Selektion von [DR02] ein, da gezeigt werden konnte, dass diese eine der effektivsten Se-
lektionsstrategien ist. MaxDelta wählt die Elementpaare mit den höchsten Einträgen einer Reihe
bzw. Spalte der Ähnlichkeitsmatrix. Zusätzlich werden die Paare zur Ergebnismenge hinzugefügt,
deren Ähnlichkeitswerte sich innerhalb einer Delta-Umgebung des maximalen Ähnlichkeitswer-
tes der Reihe bzw. Spalte befinden. Anschließend wird aus den ausgewählten maximalen Werten
der Reihen und der Spalten die Schnittmenge gebildet, um das Selektionsergebnis Simequal zu
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erhalten. Mit Hilfe der erhaltenen Matrix werden abschließend Äquivalenzabbildungen für alle
Elementpaare, die einen Ähnlichkeitswert über einem festgelegten Grenzwert besitzen, gebildet.
Hierarchische und assoziative Abbildungen werden direkt aus der SimIRT -Matrix abgeleitet.
Dazu werden in der Matrix zunächst die Einträge aller Paare, für die Äquivalenzabbildungen
vorliegen, auf null gesetzt (Diff -Operation). Anschließend wird eine Selektionsoperation SelIRT
angewendet. Diese Selektionsoperation leitet hierarchische Abbildungen ab, wenn JCcorr+Tsj bzw.
JCcorr+Ttk über einem festgelegten Grenzwert liegt und die Differenz diffTtk bzw. diffTsj kleiner
als der festgelegte Distanz-Grenzwert ist. Für alle verbliebenen Matrizen-Einträge, für die keine
hierarchische Abbildung abgeleitet wurde und bei denen die IRT-Werte eine gewisse Überschnei-
dung der Instanzen anzeigen, werden assoziative Abbildungen gebildet, wenn einer der IRT-Werte
deutlich größer als null ist.
In der Praxis hat sich gezeigt, dass starke Unterschiede in der Leistungsfähigkeit der Text-Mining-
Dienste die Qualität des Matching-Prozesses beeinflussen können. Solche Leistungsunterschiede
können teilweise durch die Analyse der Ergebnisse des schemabasierten Matchers erkannt werden.
Wenn zum Beispiel der Text-Mining-Dienst Ss konstant stärker als der Dienst St ist, kann folgen-
de Beobachtung gemacht werden: Die Instanzmenge I(Ttk) ist kleiner als die Instanzmenge I(Tsj)
und ist vollständig in dieser enthalten, obwohl die Elemente Tsj und Ttk semantisch äquivalent
sind. Abbildung 6.7 zeigt einen Auszug aus der IRT-Metrik von den Klassifikationsschemata
für die Dienste OpenCalais und Evri. Das Verhalten der IRT-Werte bei starker Differenz der
Leistungsfähigkeit der Dienste ist am Beispiel der Schemaelemente Company erkennbar. Der
schemabasierte Matcher kann in diesem Fall als ein Indikator für Äquivalenzbeziehungen heran-
gezogen werden und der Matching-Prozess adaptiv an diese Besonderheiten angepasst werden.
Überdies hinaus können Eigenschaften über die Leistungsfähigkeit, die für den Aggregationspro-
zess gewonnen worden (siehe Kapitel 5), verwendet werden, um den Abbildungsprozess gezielt auf
die Dienste und ihre Schemata abzustimmen. Für Fälle, in denen die genannten Beobachtungen
hinsichtlich von Äquivalenzbeziehungen gemacht wurden, ist eine Transformationsoperation mit
Abschwächung der wahrscheinlichen Untertypen nicht ratsam. Weiterhin können die Selektions-
Abbildung 6.7: Werte der IRT-Metrik bei starker Differenz der Leistungsfähigkeit der Dienste
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grenzwerte an die tatsächlich zu beobachtenden Merkmale und Eigenschaften angepasst werden.
So kann zum Beispiel der Selektionsgrenzwert für Äquivalenzbeziehungen auf einen leicht nach
unten korrigierten Durchschnittswert der Elementpaare, für die der schemabasierte Matcher eine
Abbildung liefert, gesetzt werden.
6.3.4 Erstellen des Basisschemas
Nachdem in Matching-Prozessen die Abbildungen zwischen den Elementen der zu integrierenden
Schemata identifiziert wurden, müssen diese in einem nachfolgenden Integrationsschritt bereinigt,
ergänzt und zusammengeführt werden, um das Basisschema zu erstellen. Für diesen Schritt wird
auf die Cluster-basierte Integrationstechnik (siehe Kapitel 3.5.3, sowie [DWS+06], [BBGV01]
und [CAVM01]) zurückgegriffen. Anhand eines Beispiels wird im Folgenden durch den Integra-
tionsschritt geführt.
Abbildung 6.8 zeigt drei einfache Klassifikationsschemata von drei verschiedenen Text-Mining-
Diensten und die durch den Matching-Prozess berechneten Abbildungen. Jeder Eintrag der Ab-
bildungstabelle besteht aus dem Quelltyp, dem Zieltyp, der Beziehung zwischen beiden Typen
und einer Konfidenzangabe, die die Verlässlichkeit dieser Information auf einer Skala von 0 bis 1
wiedergibt. Die Konfidenzangabe ergibt sich hierbei direkt aus den Werten der Ähnlichkeitsma-
trix des Matching-Prozesses. Aufgrund des automatisierten Verfahrens der Instanzgenerierung
und des Matchings werden nicht immer alle Abbildungen gefunden, und einige der gefundenen
Abbildungen sind fehlerhaft oder zumindest fragwürdig (z. B.: A.Company > C.Car).
Abbildung 6.8: Beispiel-Klassifikationsschemata und Abbildungen
Im Beispiel aus Abbildung 6.8 konnten zwei Äquivalenzabbildungen identifiziert werden: zwischen
dem Typ A.Person von Schema A und B.Person von Schema B, und zwischen A.Politician und
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B.Person Political. Des Weiteren wurden mehrere Untertyp-Beziehungen erkannt. Bei solchen
Beziehungen kommt es bei mehrstufigen hierarchischen Beziehungen oft vor, dass ein Typ Un-
tertyp mehrerer anderer Typen ist (z. B.: ist President sowohl ein Untertyp von Politician als
auch von Person). Ergänzt werden die Äquivalenz- und Hierarchieabbildungen durch assoziative
Abbildungen, die angeben, dass zwei Typen zueinander in einer losen, nicht näher definierten
Beziehung stehen. In dem aufgeführten Beispiel wurde nur eine assoziative Abbildung durch den
Abbildungsprozess berechnet. Zusätzlich zu Abbildungen zwischen verschiedenen Schemata wur-
den Abbildungen innerhalb eines Schemas berechnet. Diese Abbildungen können dazu verwendet
werden, die gegebene Typstruktur eines Schemas zu korrigieren und das integrierte Schema besser
zu strukturieren.
Im Folgenden wird ein Cluster-basierter Prozess zur Integration von Klassifikationsschemata und
ihrer paarweisen Abbildungen beschrieben, der für die Erstellung eines integrierten Basisschemas
verwendet werden kann. Abbildung 6.9 dient der Illustration dieses Prozesses.
1. Mit den im Matchingprozess gewonnenen Abbildungen wird ein Graph erstellt. Der entspre-
chende Graph für das Beispiel aus Abbildung 6.8 ist in Abbildung 6.9 dargestellt. Für jeden
Abbildungstyp wurden andere Kanten verwendet: eine ungerichtete Kante für äquivalen-
te, gerichtete Kanten für hierarchische und gepunktete Kanten für assoziative Beziehungen.
Anschließend müssen noch existierende Unklarheiten beseitigt und Typen zusammengefasst
werden.
2. Dazu werden zunächst stark miteinander verbundene Typen im Graph der Äquivalenz-
beziehungen identifiziert (d. h. Typen zwischen denen Äquivalenzabbildungen mit hohen
Konfidenzwerten vorliegen) und zu einem Cluster zusammengefasst. Im linken Bereich der
Abbildung 6.9 sind diese Cluster durch graue Ovale dargestellt. Diese Cluster bilden die Ty-
pen des integrierten Schemas. Für die Wahl des Clusternamens sind verschiedene Möglich-
keiten denkbar: der Name des Typs mit den meisten Instanzen, der am häufigsten im
Cluster verwendete Typname, der Typname von einem bestimmten Schema, wobei eine
Schemareihenfolge festgelegt wird, u. a.
3. Wenn in einem Cluster auch Untertyp-Beziehungen existieren, werden diese durch Äquiva-
lenzbeziehungen ersetzt.
4. Kanten, die von einem Typ innerhalb des Clusters zu einem Typ außerhalb des Clusters
zeigen, werden zu Kanten zwischen Clustern umgewandelt. Mehrere gleiche Kanten zwi-
schen Clustern werden dabei durch eine Kante ersetzt. Jedoch werden der neuen Kante
die ursprünglichen Informationen (wie viele Kanten und zwischen welchen Elementen) als
Metainformationen hinzugefügt.
5. Anschließend werden transitive Beziehungen ausgenutzt, um unnötige Untertyp-Beziehungen
zwischen den Clustern zu entfernen. Wenn ein Cluster A ein Untertyp von B und B ein
Untertyp von C ist, können Untertyp-Beziehungen zwischen A und C entfernt werden.
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6. Die verbliebenen Kanten zwischen den Clustern werden anschließend weiter bereinigt.
Da alle Äquivalenzbeziehungen in Schritt 2 durch die Clusterbildung identifiziert wer-
den, müssen alle noch vorhandenen Beziehungen dieser Art (d. h. Abbildungen, die im
2.Schritt auf Grund geringer Konfidenzwerte nicht mit berücksichtigt wurden) entfernt
und durch hierarchische Beziehungen ersetzt werden. Wenn zwischen zwei Clustern sowohl
eine Untertyp- als auch eine Gleichheits-Beziehung existiert, wird die Gleichheits-Beziehung
entfernt und lediglich die Untertyp-Beziehung erhalten. Außerdem werden alle verbliebenen
Äquivalenzbeziehungen zwischen Clustern durch Untertyp-Beziehungen ersetzt. Existieren
Untertyp-Beziehungen in beide Richtungen (z. B.: A ist ein Untertyp von B und B ein
Untertyp von A), wird die Kante mit dem kleineren Konfidenzwert entfernt.
Abbildung 6.9: Clustern und Integrieren der Abbildungen und Schemata
Zusätzlich zu den soeben beschriebenen Integrationsschritten müssen weitere Regeln angewendet
werden, die eventuelle Zyklen im Graph der Untertyp-Beziehungen entfernen (z. B. Umschreib-
techniken des ASMOV-Algorithmus [JMSK09]). Ergebnis des vollständig ausgeführten Integra-
tionsprozesses ist ein Graph von Typen/Kategorien, wie im rechten Teil der Abbildung 6.9 für
das integrierte Schema aus den Schemata A, B und C dargestellt. Zusätzlich kann bei der Inte-
gration eine Filterung der eingehenden Abbildungen anhand der Konfidenzwerte vorgenommen
werden, um unter Umständen die Glaubwürdigkeit des resultierenden Basisschemas zu erhöhen.
Jedoch kann eine zu starke Filterung der eingehenden Abbildungen auch dazu führen, dass die
Anzahl an Typen/Kategorien deutlich erhöht wird und der Integrationsprozess in einem weni-
ger strukturierten Basisschema endet. Für jedes Klassifikationsschemata, was dem integrierten
Schema hinzugefügt werden soll, muss dieses durch Neuausführung des Integrationsprozesses neu
berechnet werden. So wird vermieden, dass die Reihenfolge des Hinzufügens keine Auswirkungen
auf das Ergebnis hat.
Aus dem resultierenden Graphen wird analog zum Format der in Kapitel 3.5.1 vorgestellten
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NERD-Ontologie eine berechnete Ontologie erstellt. Damit die Ontologie unterstützend für den
Aggregationsschritt verwendet werden kann, sind neben den im Integrationsprozess berechneten
Clustern die ursprünglichen Typen/Kategorien der individuellen Schemata und deren Beziehun-
gen zum Basisschema enthalten. Für das integrierte Schema von A, B und C ergibt sich:
ABC:Person a r d f s : C l a s s ;
o w l : e q u i v a l e n t C l a s s A:Person ;
o w l : e q u i v a l e n t C l a s s B:Person ;
o w l : e q u i v a l e n t C l a s s C:Person .
ABC:Pol i t i c ian a r d f s : C l a s s ;
rd f s : subC la s sO f ABC:Person ;
o w l : e q u i v a l e n t C l a s s A : P o l i t i c i a n ;
o w l : e q u i v a l e n t C l a s s B : P e r s o n p o l i t i c a l .
ABC:President a r d f s : C l a s s ;
rd f s : subC la s sO f ABC:Person ;
o w l : e q u i v a l e n t C l a s s B:Pres ident .
. . .
Das erhaltene Schemata im RDF-Format kann für den in Kapitel 5.3 beschriebenen Aggrega-
tionsprozess verwendet werden, um zum einen die Transformation der individuellen Typen in
globale Typen zu ermöglichen und zum anderen die Beziehungen von verschiedenen globalen
Typen und die unterstützten Typen/Kategorien zu bestimmen.
6.4 Evaluation des Abbildungsprozesses
Im Folgenden wird der in Abschnitt 6.3 vorgestellte Abbildungsprozess für Klassifikationsschema-
ta von Text-Mining-Diensten evaluiert. Im Vordergrund steht dabei die Evaluation der Beiträge
dieser Arbeit: die Bewertung des Instanzgenerierungsprozesses, der Vergleich der IRT-Metrik
mit State-of-the-Art-Metriken und die Evaluation des kompletten Abbildungsprozesses. Die In-
tegration der Abbildungen in ein Basisschema wird nicht gesondert evaluiert, da auf bestehende
Ansätze zurückgegriffen wird. Eine Evaluation des verwendeten Cluster-basierten Ansatzes ist
u. a. [BBGV01, WYDM04] zu entnehmen. In Abschnitt 6.4.1 werden zunächst die verwendeten
Daten, ein kurzer Überblick über die programmatische Umsetzung und die gewählten Konfigu-
rationen vorgestellt. Anschließend werden in Abschnitt 6.4.2 die Evaluationsergebnisse für die
einzelnen Teilkomponenten des Abbildungsprozesses, sowie für den Gesamtprozess präsentiert.
6.4.1 Aufbau
Datensatz Der Abbildungsprozess wurde mit Hilfe der drei Klassifikationsschemata von den
bekannten Text-Mining-Diensten OpenCalais [Tho13], AlchemyAPI [Orc13a] und Evri [Evr12]
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evaluiert (betrachtet wurden lediglich die Schemata, die für englischsprachige Texte verwendet
werden). Die Klassifikationsschemata aller drei Dienste zum Zeitpunkt der Evaluation können
dem Anhang C entnommen werden. Da beim Dienst AlchemyAPI einige der extrahierten En-
titätstypen nicht im auf der Webseite des Dienstes zur Verfügung gestellten Schema enthalten
waren, wurde das Schema um diese Typen erweitert. Die Eigenschaften der zur Evaluation ver-
wendeten Schemata können Tabelle 6.1 (siehe Kapitel 6.2) entnommen werden.
Goldstandard Bisher gibt es keine bzw. nur sehr wenige, unvollständige Abbildungen zwischen
den Klassifikationsschemata von Text-Mining-Diensten. Um die Qualität der Abbildungen, die
durch den in Kapitel 6.3 vorgestellten Abbildungsprozess gewonnen werden können, zu bewerten,
wurde im Zuge der vorliegenden Arbeit ein neuer Goldstandard erstellt. Dazu wurde eine kleine
Webanwendung erstellt, in welcher Beziehungen zwischen Entitätstypen der drei zur Evaluation
verwendeten Schemata bewertet werden konnten. Da die Schemata relativ groß sind, hätten mehr
als 180.000 Elementpaare bewertet werden müssen. Zur Minimierung des Problems wurden den
Nutzern der Webanwendung deshalb nur die Elementpaare zur Bewertung angeboten, für die
die Instanzmengen sich überschnitten (d. h. mindestens eine gleiche Instanz in den Instanzmen-
gen beider Entitätstypen vorkam). Es handelte sich dabei um ca. 4.500 Paare. Abbildung 6.10
zeigt die Webanwendung. Neben dem Entitätstyp wurden dem Nutzer Beispielinstanzen und Ver-
weise zu den Klassifikationsschemata angezeigt. Die Aufgabe der Nutzer bestand darin, jedem
Elementpaar eine der folgenden Beziehungen zuzuordnen:
•
”
ist gleich“ (equivalent to),
•
”
ist ein Obertyp von“ (broader than),
•
”
ist ein Untertyp von“ (narrower than),
•
”
steht in Beziehung zu“ (related to) und
•
”
hat keine Beziehung zu“ (no link).
War sich der Nutzer nicht sicher, welche Beziehung zwischen dem Elementpaar besteht, so konnte
dies mit
”
ich weiß es nicht“ (do not know) angegeben werden. Die Nutzer konnten so lange, wie
sie wollten, Beziehungen bewerten und die Anwendung jederzeit abbrechen.
Die Webanwendung wurde von ca. 40 Personen genutzt (alle mussten im Vorfeld eine kleine
Einführung lesen und einen Test bestehen, der das Verständnis für die auszuführende Aufga-
be überprüfte). Die Bewertung wurde so lange durchgeführt, bis mindestens zwei Bewertungen
pro Elementpaar vorlagen. Anschließend wurden alle Elementpaare, für die verschiedene Be-
wertungen vorlagen (das betraf ca. 1000 Paare), manuell überprüft und eine Entscheidung in
Abhängigkeit von den zwei Entitätstypen getroffen. Der erhaltene Goldstandard wurde während
der Evaluationsphase weiter verfeinert, wenn falsche oder fehlende Goldstandard-Abbildungen
entdeckt wurden. Die Ungenauigkeit der durch die Webanwendung gewonnenen Information war
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Abbildung 6.10: Webanwendung zur Generierung von Referenzabbildungen
überraschend hoch. Dies verdeutlicht erneut die Schwierigkeit des Abbildungsproblems und die
nicht als sinnvoll erachtete manuelle Erstellung des Basisschemas.
Die durch den automatischen Abbildungsprozess gewonnenen Abbildungen wurden anhand der
üblichen Metriken Präzision, Recall und F-Wert mit den im Goldstandard enthaltenen Abbil-
dungen verglichen.
Evaluationsaufbau Der Abbildungsprozess wurde prototypisch in Java implementiert. Ab-
bildung 6.11 zeigt die implementierten Komponenten. Für die Umsetzung des Instanzgenerie-
rungsverfahrens mussten Zugriffe auf Wikipedia als Wissensbasis (siehe nächster Paragraph)
und auf die NER-Dienste gewährleistet werden. Dabei wurden die Wikipedia-Zugriffe mit Hilfe
des wiki-java-Frameworks [MC14] umgesetzt. Für die Dienstaufrufe wurde, wie bereits für die
Aggregation der Dienstergebnisse (siehe Kapitel 5.5), das eigenhändig angepasste und erweiter-
te Palladian-Framework [UMKR11] verwendet. Die Implementierung des Matchings-Prozesses
erfolgte auf Grundlage des Auto Mapping Core (AMC)-Frameworks [PER11]. Dieses wurde
um die IRT-Metrik und Operatoren für das Einlesen der Instanzen des Instanzgenerierungs-
prozesses erweitert. Des Weiteren wurden Evaluationsmethoden implementiert, die die generier-
ten Instanzmengen auswertet und die Ergebnisse des automatisierten Matching-Prozesses mit
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Abbildung 6.11: Prototypische Implementierung des Abbildungs- und Integrationsprozesses
denen des Goldstandards vergleicht. Das Integrationsprogramm koordiniert den Gesamtprozess
des Abbildungs- und Integrationsprozesses.
Konfiguration des Instanzgenerierungsprozesses Zur Evaluierung des in Abschnitt 6.3.1
vorgestellten Instanzgenerierungsprozesses wurden englischsprachige Wikipedia-Dokumente als
Dokumentenbasis herangezogen. Die maximale Iterationszahl wurde auf itermax = f = 2 ge-
setzt und der Iterationsprozess wie folgt angepasst: (1) Die Startdokumente wurden Wikipedia-
Artikeln der Kategorie Featured articles1 entnommen. (2) Der Schritt 4 der Instanzgenerierung
wurde in Schritt 4a und 4b unterteilt. In Schritt 4a wurde eine Standardsuche mit den extra-
hierten Token vorgenommen. In Schritt 4b wurde eine Suche innerhalb von Wikipedia-Listen
durchgeführt. Dieser Zusatzteilschritt wurde eingeführt, da es wahrscheinlicher ist, dass Instan-
zen eines Entitätytypes in einer Liste über diesen Typ gefunden werden als in einem Artikel über
den Typ.
Konfiguration des Matching-Prozesses Im Zuge der Evaluation wurde mit einer Vielzahl
an Konfigurationen für den instanzbasierten Matcher experimentiert. Als gute Werte erwiesen
sich ein Jaccard-Korrekturfaktor von c = 0, 6 und ein Gewicht w = 0, 95 (d. h. alle Instanzen,
die nur von einem der Dienste extrahiert wurden, gehen zu 5% in die Berechnungen ein).
Als Transformationsoperation wurde der Durchschnitt der drei IRT-Werte mit einer leichten Kor-
1 Featured articles sind Artikel, die als beste Artikel von Wikipedia angesehen werden. Zum Zeitpunkt unserer
Evaluation befanden sich 3269 Artikel in dieser Kategorie des englischsprachigen Wikipedias.
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rektur durch die in Abschnitt 6.3.3 vorgestellte exponentielle Funktion gewählt. Die Korrektur
wurde angepasst bzw. weggelassen, wenn große Unterschiede in der Dienstqualität und -stärke
beobachtet wurden (dies war der Fall, wenn das Klassifikationsschema des Dienstes OpenCalais
auf die Schemata der schwächeren Dienste AlchemyAPI und Evri abgebildet wurde). Als Se-
lektionsgrenzwert wurde im eigenständigen Prozess ein Wert von 0, 2 und bei Anwendung im
kombinierten Matcher ein Wert von 0, 5 gewählt. Für die Selektion von hierarchischen Bezie-
hungen wurde im Inter-Matching Prozess der Grenzwert 0, 65 und der Distanzwert 0, 05 und im
Intra-Matching Prozess der Grenzwert 0, 9 und ein Distanzwert von 0, 001 gewählt.
Die IRT-Metrik wurde mit geläufigen Metriken für instanzbasierte Matching-Systeme verglichen.
Für Äquivalenzabbildungen wurde ein Vergleich mit der Dice- und der korrigierten Jaccard-
Metrik vorgenommen. Für die Ableitung von hierarchischen Abbildungen wurde mit der SURD-
Metrik verglichen. Die Selektionsgrenzwerte wurden bei Dice und korrigiertem Jaccard auf die
Werte gesetzt, mit denen die höchsten F-Werte erzielt werden konnten (Dice: 0, 1, korrigierter
Jaccard mit Korrektionsfaktor c = 0, 8: 0, 05.). Bei der SURD-Metrik wurden die in [CK12]
vorgeschlagenen Grenzwerte gewählt: Werte unter 0, 5 sind kleine Werte, Werte über 0, 5 sind
große Werte.
Unabhängig von der angewendeten Metrik wurden Instanzüberschneidungen bestimmt, indem
die Zeichen der Instanzen miteinander verglichen wurden und nur exakt gleiche Instanzen der
Schnittmenge zugeordnet wurden. Weiterhin wurde bei allen Abbildungsprozessen die Selektions-
technik Seldelta (siehe Abschnitt 6.3.3) angewendet.
6.4.2 Ergebnisse
Im Folgenden werden die Ergebnisse der Evaluation vorgestellt, die verdeutlichen, dass der in
dieser Arbeit entworfene Abbildungsprozess für die Abbildung und Integration von Text-Mining-
Klassifikationsschemata geeignet ist. Zunächst wird die Leistungsfähigkeit des Instanzgenerie-
rungsprozesses untersucht und die IRT-Metrik mit State-of-the-Art-Metriken für instanzbasier-
tes Matching verglichen. Anschließend werden die Qualitätseigenschaften des Gesamtprozesses
dargelegt.
Instanzgenerierung
Zur Untersuchung des iterativen Instanzgenerierungsverfahrens wurde die Instanz-Abdeckungs-
rate der Entitätstypen der Schemata von AlchemyAPI, Evri und OpenCalais betrachtet. Dazu
wurde zunächst untersucht, wie gut Instanzen mit 50 und 100 zufällig ausgewählten Textdoku-
menten erzeugt werden können. Anschließend wurde untersucht, wie sich die Instanzabdeckungs-
rate verändert, wenn mit dem iterativen Verfahren gezielt Instanzen für die vorhandenen Typen
erzeugt werden. Bei jedem der Fälle wurde der prozentuale Anteil an Entitätstypen der drei Sche-
mata gemessen, der nach Instanzgenerierung keine, ein bis fünf, sechs bis zehn, 11-50, 51-100,
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101-1000 und mehr als 1000 Instanzen besaß. Abbildung 6.12 zeigt die Verbesserung, die bezüglich
der Abdeckungsrate der Instanzen erzielt werden konnte. Nach Instanzgenerierung mit 50 zufällig
ausgewählten Wikipedia Artikeln (A) sind fast 40% der Entitätstypen des durch AlchemyAPI
verwendeten Schemas instanzlos. Nach einem iterativen Schritt (C) sind es nur noch 16%. Durch
die iterative Erweiterung der Instanzgenerierung konnten also deutliche Steigerungen der Ab-
deckungsraten erzielt werden. Jedoch muss festgestellt werden, dass bei der gewählten einen
Interation viele Entitätytypen instanzlos sind.
Abbildung 6.12: Prozentualer Anteil an Schemaelementen mit bestimmter Anzahl an Instanzen
nach Instanzgenerierung (A: mit 50 zufällig ausgewählten featured Wikipedia Artikeln, B: mit 100
zufälligen Artikeln, C: mit einem Iterationsschritt, D: mit zwei Iterationsschritten)
Deshalb wurde zu einem späteren Zeitpunkt ein weiterer Iterationsschritt (D) ausgeführt. Leider
war zu diesem Zeitpunkt der Dienst Evri nicht mehr verfügbar, so dass nur Ergebnisse für die
Schemata der Dienste OpenCalais und AlchemyAPI vorliegen. Des Weiteren wurde zwischen-
zeitlich auch das Schema von OpenCalais angepasst und zwei der vier noch instanzlosen Typen
wurden durch den Dienstanbieter aus dem Schema entfernt (Place und Political Entity). Dies
geschah wahrscheinlich aus dem Grund, dass diese Typen nicht mehr verwendet wurden. Die
Inkompetenz des Instanzgenerierungsverfahrens, bestimmte Typen mit Instanzen anzureichern,
kann unter anderem auf solche veralteten, nicht mehr verwendeten Typen zurückgeführt werden.
Es ist erkennbar, dass der zweite Iterationsschritt erneute Verbesserungen mit sich bringt. Ei-
nige Typen konnten jedoch weiterhin nicht mit Instanzen angereichert werden. Dies sind meist
sehr spezifische Typen (z. B. AstronomicalSurveyProjectOrganization - zu deutsch soviel wie
Organisation, die Durchmusterungsprojekte durchführt), die kaum Verwendung finden. Zudem
kommt die Problematik hinzu, dass unter Umständen nicht alle Typen der Schemata tatsächlich
flächendeckend durch die Dienste extrahiert werden (z. B.: nur Autoren aus einem bestimmten
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Land). Tabelle 6.2 gibt konkrete Beispiele für Entitätstypen des Schemas von AlchemyAPI, die
auch nach einem zweiten Iterationsschritt instanzlos bleiben, und für die der Dienst vermutlich
nur ganz konkrete Teilmengen extrahieren kann.
Typ Beobachtung




Caves (Höhlen) keine der unter
”
List of Caves“2aufgeführten Höhlen
wurde extrahiert
Chess Player (Schachspieler) kein Schachspieler, der auf der Seite
”
Chess in China“ 3
erwähnt wird, wurde erkannt
Radio Program (Radioprogramm) keines der zahlreichen Radioprogramme der
”
List of
U.S. radio programs“4wurde erkannt
Restaurant kein Restaurant, was unter
”
List of Restaurants in
Barcelona“ 5aufgeführt ist, wurde extrahiert
Shopping Mall (Einkaufszentrum) keines der zahlreichen Einkaufszentren der
”
List of
shopping malls in Canada“ 6wurde erkannt
1 http://en.wikipedia.org/wiki/List of Russian-language writers
2 http://en.wikipedia.org/wiki/List of caves
3 http://en.wikipedia.org/wiki/Chess in China
4 http://en.wikipedia.org/wiki/List of US radio programs
5 http://en.wikipedia.org/wiki/List of restaurants in Barcelona
6 http://en.wikipedia.org/wiki/List of shopping malls in Canada
Tabelle 6.2: Vergleich von Klassifikationsschemata für Entitätstypen
Weiterhin existieren Typen, die semantisch äquivalente Typen im gleichen Schema haben und
dadurch vermutlich nicht verwendet werden. So gibt es zum Beispiel beim AlchemyAPI-Schema
einen Typ football team manager für den keine Instanzen gefunden werden konnten. Jedoch
wurden Instanzen für den semantisch gleichen Typ football manager identifiziert. Zusätzlich zu
den Problemen auf Dienstebene kommen Schwierigkeiten bei der Verwendung von Wikipedia
als Wissensbasis hinzu. So wurden teilweise Seiten für die Instanzgenerierung verwendet, die
lediglich Verweise auf andere Seiten enthalten (z. B.: die Seite
”
List of Shopping Malls“2, die
Verweise auf Unterseiten für konkrete Länder enthält). Diesen Verweisen wurde im angewendeten
Instanzgenerierungsprozess nicht nachgegangen. Bei einem verfeinerten Verfahren könnten solche
Verweise zumindest teilweise berücksichtigt werden. Für einige Entitätstypen (z. B.: FaxNumber)
erwies sich Wikipedia als Wissensquelle zudem als ungeeignet. Sind sehr spezifische Typen in
den verwendeten Schemata enthalten (z. B.: Gene, Proteine), sollte unter Umständen auf andere
zusätzliche Wissensbasen zurückgegriffen werden.
Außerdem gibt es für einige Entitätstypen von Natur aus sehr wenige Instanzen, so dass deren
Gewinnung schwierig ist (z. B. der CompetitiveEater -Typ - zu deutsch Wettesser - des Evri-
Dienstes). Jedoch ist davon auszugehen, dass diese Typen auch in realen Anwendungen eine
2 http://en.wikipedia.org/wiki/List of shopping malls
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untergeordnete Rolle spielen und nicht zu den typischen Extraktionsaufgaben zählen und so gut
wie nie in zu aggregierenden Annotationen auftauchen.
Vergleich der IRT-Metrik mit State-of-the-Art-Metriken
Die IRT-Metrik wurde mit den geläufigsten, in Kapitel 3.5.2 vorgestellten, Ähnlichkeitsmetri-
ken verglichen. Hinsichtlich der Identifikation von Äquivalenzbeziehungen erfolgte der Vergleich
mit der Dice- und der korrigierten Jaccard-Metrik. Für hierarchische Beziehungen wurde die
SURD-Metrik herangezogen. Die genauen Konfigurationen der einzelnen Metriken und Matching-
Prozesse ist Abschnitt 6.4.1 zu entnehmen.
Die Ergebnisse des Vergleichs sind in Abbildung 6.13 dargestellt. Dabei gibt OC-AA den Ab-
bildungsprozess zwischen den Klassifikationsschemata von OpenCalais und AlchemyAPI wieder,
OC-E zwischen OpenCalais and Evri, E-AA zwischen Evri und AlchemyAPI und avg den Durch-
schnitt aller drei Abbildungsprozesse.
Abbildung 6.13(a) zeigt den F-Wert für die Generierung von Äquivalenzabbildungen. Im Ver-
gleich zu Dice (DICE) und korrigiertem Jaccard (JCcorr) konnte die IRT-Metrik (IRT ), insbe-
(a) Äquivalenzabbildungen
(b) Hierarchieabbildungen
Abbildung 6.13: Vergleich von Ähnlichkeitsmetriken mit der IRT-Metrik
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sondere durch einen besseren Recall-Wert, eine leichte Steigerung des F-Wertes erzielen. Wenn
die Grenzwerte individuell für die einzelnen Abbildungsprozesse angepasst werden (z. B. indem
der schemabasierte Matcher als Indikator genutzt wird), können der F-Wert und die beiden Ein-
zelwerte Präzision und Recall noch weiter gesteigert werden (IRTideal). Unabhängig von der
angewendeten Metrik schneidet der Abbildungsprozess zwischen den Schemata von Evri und
AlchemyAPI schlechter als die beiden anderen Abbildungsprozesse ab. Gründe dafür liegen zum
einen in den teils relativ geringen Größen der Instanzmengen und zum anderen in der großen
Leistungsdifferenz der beiden Dienste. Im Abbildungsprozess konnte beobachtet werden, dass
äquivalente Typen sich lediglich in 30% der Instanzen überschneiden, was es schwierig macht,
alle Abbildungen korrekt zu erkennen.
Die Ergebnisse zur Identifikation von hierarchischen Abbildungen ist in Abbildung 6.13(b) dar-
gestellt. Man kann deutlich erkennen, dass die IRT-Metrik im Vergleich zur SURD-Metrik zu
einer signifikanten Steigerung des Recalls führt (fast 30%), wobei eine vergleichbare Präzision
erzielt werden kann. Dadurch kann der F-Wert um fast 20% gesteigert werden. Die Ergebnisse
unterstreichen die gute Einsatzfähigkeit der IRT-Metrik für die Abbildung von Text-Mining-
Klassifikationsschemata.
Abbildungsprozess
Die Ergebnisse der Intra- und Inter-Matching-Prozesse unter Anwendung der Instanzgenerie-
rung, der IRT-Metrik und des kombinierten Matchers (nur beim Inter-Matching-Prozess) sind in
Abbildung 6.14 dargestellt.
(a) Intra-Matching (b) Inter-Matching (Äquivalenz) (c) Inter-Matching (Hierarchie)
Abbildung 6.14: Leistungsfähigkeit des vorgestellten Abbildungsprozesses
Die durch Ausführung des Intra-Matchers gewonnenen Abbildungen wurden mit den in den Aus-
gangsschemata gegebenen Beziehungen verglichen. Der Intra-Matching-Prozess konnte exakt die
Hierarchiebeziehungen, die in dem OpenCalais-Schema gegeben sind, identifizieren. Die Abbil-
148 Kapitel 6 Abbildung von Entitäts-Klassifikationsschemata
dungen, die bei der Anwendung auf den Taxonomien von Evri und AlchemyAPI erzielt werden
konnten, unterscheiden sich hinsichtlich der im Schema gegebenen Beziehungen. Diese beobach-
te Diskrepanz ist aber kein Ergebnis der Unfähigkeit des hier beschriebenen Ansatzes, sondern
ein Hinweis darauf, dass die Klassifikationsschemata der Dienste nicht exakt modelliert sind.
So konnte zum Beispiel folgender Sachverhalt festgestellt werden: Der Typ AircraftDesigner (zu
deutsch Flugzeugkonstrukteur) ist im Schema von AlchemyAPI ein Untertyp von Person. In
der Realität hat sich jedoch gezeigt, dass Flugzeugkonstrukteur-Unternehmen mit diesem Typ
annotiert werden. Weiterhin ignorieren die flachen Schemata der Dienste Beziehungen zwischen
den Untertypen eines Typs. Bei USPresident und Politician handelt es sich entsprechend des
zugrundeliegenden Schemas jeweils um einen Untertyp von Person. Jedoch ist im Schema keine
hierarchische Beziehung zwischen den beiden Typen modelliert. Diese im Schema fehlende Bezie-
hung konnte durch den Intra-Matching-Prozess erkannt wird (USPresident ist ein Untertyp von
Politician). Die Ergebnisse verdeutlichen, dass blindes Vertrauen in die gegebenen Schemastruk-
turen nicht sinnvoll ist. Stattdessen sollte der vorgestellte Intra-Matching-Prozess dazu genutzt
werden, die Schemastruktur zu validieren, zu korrigieren und entsprechend zu erweitern.
Die Ergebnisse der Inter-Matching-Prozesse (Abbildung 6.14(b) und 6.14(c)) verdeutlichen den
Gewinn beim Einsatz eines kombinierten Matchers. Der F-Wert kann im Vergleich zu den Ergeb-
nissen des eigenständigen instanzbasierten Matchers (siehe Abbildung 6.13) um mehr als 15%
gesteigert werden. Ein durchschnittlicher F-Wert von 85% für Äquivalenzabbildungen und 77%
für hierarchische Abbildungen verdeutlicht, dass ein automatisiertes Abbilden von Text-Mining-
Taxonomien möglich ist. Es konnte beobachtet werden, dass durchschnittlich 63% der falschen
und 16% der nicht gefundenen Hierarchieabbildungen auf Mangel an ausreichenden Instanzen
zurückgeführt werden können (d. h. dass nur fünf oder weniger Instanzen in der Schnittmenge zu
finden waren). Zudem kann ein Viertel der nicht identifizierten Äquivalenzabbildungen ebenfalls
auf Instanzmangel zurückgeführt werden. Es ist anzunehmen, dass durch eine Erhöhung der In-
stanzmengen (z. B. durch mehr Iterationen im Instanzgenerierungsverfahren) und eine separate
Anpassung der Parameter der Abbildungsprozesse (z. B.: indem der Name-Matcher als Indikator
für die Selektionsgrenzwerte herangezogen wird) die Qualität weiter gesteigert werden kann.
6.5 Zusammenfassung
Ziel war es, einen Abbildungsprozess zu entwerfen, der in der Lage ist, die von Text-Mining-
Diensten für die Klassifikation von extrahierten Informationen verwendeten Schemata aufeinan-
der abzubilden und in ein einheitliches Schema zu überführen. In diesem Kapitel wurde deshalb
zunächst die Problematik anhand von Klassifikationsschemata für Entitätstypen näher erörtert
und anschließend auf den gewonnenen Erkenntnissen aufbauend ein Integrationsprozess entwor-
fen. Dieser ermöglicht erstmalig die automatisierte Abbildung und Integration von Entitäts-
Klassifikationsschemata. Im Zuge des Integrationsprozesses wurde ein Instanzgenerierungsver-
fahren vorgestellt, was die Möglichkeit eröffnet, instanzbasiertes Matching auf die vormals in-
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stanzlosen Klassifikationsschemata anzuwenden und dadurch die Anwendung kombinierter Mat-
cher erlaubt. Des Weiteren konnte eine neue Ähnlichkeitsmetrik entworfen werden, welche es
ermöglicht, Äquivalenz- und Hierarchieabbildungen mit deutlich besserer Qualität als bei bisher
bekannten Metriken abzuleiten und zudem Text-Mining-spezifische Eigenschaften der Instan-
zen zu berücksichtigen. Aufbauend auf dem Instanzgenerierungsverfahren und der IRT-Metrik
wurde erstmalig eine Matching-Strategie für Text-Mining-Klassifikationsschemata vorgestellt, die
sowohl instanz- als auch schemabasiertes Matching miteinander kombiniert. Außerdem konnte an
einem Beispiel die Integration von verschiedenen Schemata und der durch den Matching-Prozess
gewonnenen Abbildungen demonstriert werden. Anhand eines eigens mit Hilfe einer Umfrage
erstellten Goldstandards konnten alle vorgestellten Beiträge ausführlich evaluiert und gezeigt
werden, dass ein automatisiertes Abbilden von Klassifikationsschemata von NER-Diensten mit
einer hohen Qualität möglich ist.
Der am Beispiel von Entitäts-Klassifikationsschemata entworfene Prozess kann weitestgehend
auf andere Klassifikationsschemata von Text-Mining-Diensten übertragen werden. Für Kategori-
sierungsschemata werden Textdokumente als Instanzen verwendet, die analog zu Instanzen von
Entitätstypen mit dem Instanzgenerierungsverfahren erstellt werden können. Auch das Abbil-
dungs- und Integrationsverfahren ist eins zu eins übertragbar. Bei der Abbildung und Integration
von Schemata für Relationstypen muss unter Umständen das Ähnlichkeitsmaß des instanzba-
sierten Matchers weniger strikt bestimmt werden (d. h. zum Beispiel auch dann Relationen als
identisch bewerten, wenn sie nicht ganz exakt übereinstimmen), da Relationsannotationen in der
Regel sehr komplex sind. Für Text-Mining-Methoden, die keine Klassifikationsschemata verwen-
den - zum Beispiel bei der Clusterbildung oder beim Zusammenfassen - kann auf den Abbildungs-
und Integrationsschritt verzichtet werden.
Die in Kapitel 2.3 gestellten Anforderungen an den Abbildungsprozess konnten vollständig erfüllt
werden. Es wurde Anforderung (A3.1) folgend ein voll-automatisierbarer Prozess entworfen und
implementiert. Der Abbildungsprozess ist in der Lage sowohl Äquivalenz- als auch Hierarchieab-
bildungen mit hoher Qualität (F-Werte von 85 und 77%) zu identifizieren (Anforderungen (A3.2)
und (A3.3)). Außerdem konnten bessere Ergebnisse als mit State-of-the-Art-Techniken erreicht
werden. Für die in Anforderung (A3.4) geforderte Integration der Abbildungen in ein einheitliches




Diese Arbeit hat sich mit der serviceorientierten Kombination von Text-Mining-Diensten am
Beispiel entitätsextrahierender Dienste befasst. Im abschließenden Kapitel werden die Beiträge
der Arbeit zusammengefasst und ein Ausblick auf Forschungsfragen gegeben, die sich im Zuge
dieser Arbeit ergeben haben und in zukünftigen Arbeiten zu untersuchen sind.
In den letzten Jahren ist der Bedarf an Text-Mining-Lösungen, die Wissen aus verschiedenarti-
gen Textdokumenten extrahieren, enorm gestiegen. Um auf diesen Bedarf zu reagieren, wurden
zahlreiche Text-Mining-Systeme und -Dienste entwickelt, die auf unterschiedliche Text-Mining-
Methoden und Texttypen spezialisiert sind. Bisher wurden keine Anstrengungen unternommen,
die Möglichkeiten und Gewinne zu analysieren, die eine Kombination verschiedener solcher Syste-
me mit sich bringt, obwohl Arbeiten aus angrenzenden Forschungsbereichen der Kombination ver-
schiedener Systemergebnisse ein hohes qualitätssteigerndes Potential attestieren (z. B. [Kun04]).
In einer Vorstudie [SS11] konnte auch für die Kombination von Text-Mining-Diensten - insbe-
sondere von entitätsextrahierenden Diensten - ein möglicher Qualitätsgewinn ermittelt werden.
In der Arbeit sollten deshalb Möglichkeiten erarbeitet werden, ein serviceorientiertes Text Mi-
ning, bei dem verschiedenartige komplexe Text-Mining-Dienste miteinander kombiniert werden,
zu ermöglichen. Im Vordergrund standen dabei hauptsächlich drei Forschungsfragen (vgl. Ab-
schnitt 1.2):
• Wie können Text-Mining-Dienste gezielt für bestimmte Text-Mining-Aufgaben ausgewählt
und wiederverwendet werden? (Hypothese 1)
• Wie können die Ergebnisse verschiedener Text-Mining-Dienste in ein einheitliches Ergeb-
nis überführt werden, so dass die Qualität gegenüber den Einzeldiensten gesteigert wird?
(Hypothese 2)
• Wie kann die Anwendung serviceorientiertem Text Minings auch in heterogenen Dienstland-
schaften sichergestellt werden, in denen Dienste verschiedenes Vokabular und verschiedene
Schemata für die Klassifikation von Text-Mining-Ergebnissen nutzen? (Hypothese 3)
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Kapitel 4 hat sich der ersten Forschungsfrage gewidmet. Dazu wurde zunächst erstmalig um-
fassend die existierende Text-Mining-Dienstlandschaft analysiert und die Dienste anhand ihrer
Text-Mining-spezifischen Merkmale klassifiziert. Ausgehend von der Analyse konnte eine On-
tologie entworfen werden, die für die Beschreibung funktionaler Eigenschaften komplexer Text-
Mining-Dienste herangezogen werden kann [PS12]. Mit Hilfe dieser Ontologie wurden die funktio-
nalen Eigenschaften einer Vielzahl existierender Text-Mining-Dienste beschrieben und öffentlich
zugänglich gemacht. Zudem konnte mit Hilfe einer prototypischen Implementierung gezeigt wer-
den, wie anhand dieser Beschreibungen Dienste für konkrete Text-Mining-Dienste ausgewählt
und so bestehende Text-Mining-Lösungen wiederverwendet werden können. Damit konnte die in
Abschnitt 1.2 aufgestellte Hypothese 1 hinsichtlich der Wiederverwendbarkeit und Auffindbarkeit
existierender Text-Mining-Dienste belegt werden.
Beiträge zur Kombination der Ergebnisse verschiedener Text-Mining-Dienste wurden am Beispiel
entitätsextrahierender Dienste in Kapitel 5 erarbeitet. Zunächst wurde in einer umfangreichen
Analyse ermittelt, dass durch die perfekte Kombination der Ergebnisse verschiedener realer Dien-
ste die Qualität, je nach zugrundeliegendem Dokumentkorpus, um 10 bis 20 Prozent gegenüber
dem besten Einzeldienst gesteigert werden kann. Außerdem wurde ein Aggregationsprozess in-
klusive verschiedenartiger Aggregationstechniken vorgestellt, der in der Lage ist, die Ergebnisse
realer entitätsextrahierender Dienste miteinander zu kombinieren, was mit bisher bekannten
Techniken nicht möglich war. Insbesondere wurden neuartige Techniken für die Aggregation
vorgestellt, die hierarchische Beziehungen zwischen Entitätstypen, Funktionsumfänge der Dien-
ste, typspezifische Fehlermuster und Dienstkorrelationen berücksichtigen. In einer umfangreichen
Evaluation konnte gezeigt werden, dass mit dem vorgestellten Aggregationsprozess und den Ag-
gregationstechniken die Qualität durch die Kombination mehrerer Dienste um durchschnittlich
über fünf Prozent im Vergleich zum besten Einzeldienst gesteigert und ca. 30 bis 50% des Ag-
gregationspotentials ausgeschöpft werden kann. Dadurch konnte die in Abschnitt 1.2 aufgestellte
Hypothese 2 hinsichtlich der Qualitätssteigerung durch Kombination belegt werden. Zudem wur-
den Möglichkeiten erörtert, die Qualität über den Aggregationsprozess hinaus zu steigern.
Kapitel 6 widmete sich schließlich der automatisierten Abbildung und Integration von Text-
Mining-Klassifikationsschemata, um serviceorientiertes Text Mining auch in heterogenen Dienst-
landschaften zu ermöglichen. Nach der Analyse von Klassifikationsschemata für Text-Mining-
Dienste wurde anhand von Entitäts-Klassifikationsschemata ein Integrations- und Abbildungs-
prozess vorgestellt, der die Elemente mehrerer Schemata aufeinander abbildet und in ein Basis-
schema integriert. Dazu wurden neuen Techniken, wie das iterative Instanzgenerierungsverfahren
und eine neue Ähnlichkeitsmetrik eingeführt, die sich den Besonderheiten der Klassifikationssche-
mata widmen und die Anwendung und Erweiterung bestehender Schema-Matching-Techniken
ermöglichen. Durch einen in einer Nutzerstudie neu geschaffenen Goldstandard konnte der Abbil-
dungsprozess umfangreich anhand realer Klassifikationsschemata evaluiert und Hypothese 3 (au-
tomatisierte Abbildung der Klassifikationsschemata ist mit einer hinreichenden Qualität möglich)
aus Abschnitt 1.2 belegt werden. Zudem konnte gezeigt werden, dass die neu eingeführte Ähn-
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lichkeitsmetrik bestehende Metriken in der Abbildungsqualität deutlich übersteigt.
Die in der Arbeit entwickelten Lösungsansätze eröffnen die Möglichkeit, serviceorientiertes Text
Mining durchzuführen. Mit den Beiträgen aus Kapitel 4 wurden die Grundlagen geschaffen,
Text-Mining-Dienste gezielt nach Text-Mining-Funktionalitäten auszuwählen. Die Algorithmen
und Techniken, die in Kapitel 5 eingeführt wurden, garantieren dass die Ergebnisse verschiedener
Dienste kombiniert werden können und damit der Mehrwert serviceorientierten Text Minings - die
Steigerung der Quantität und Qualität der Text-Mining-Ergebnisse - erreicht wird. Zudem stellt
der in Kapitel 6 vorgestellte Integrations- und Abbildungsprozess sicher, dass servieorientiertes
Text Mining auch dann zum Einsatz kommen kann, wenn die für die Klassifizierung der extra-
hierten Elemente verwendeten Schemata differieren. In der Arbeit wurden die entsprechenden
Prozesse - ausgenommen die Dienstbeschreibung- und auswahl - am Beispiel entitätsextrahie-
render Dienste erarbeitet und evaluiert. Anregungen für die Übertragung und Anpassung dieser
Prozesse auf andere Text-Mining-Methoden (z. B. Relationenextraktion oder Sentimentanaly-
se) konnten bereits gegeben werden. Für die Zukunft sind aber weitere Arbeiten notwendig,
die sich mit dieser Thematik für einzelne Text-Mining-Methoden näher auseinandersetzen und
entsprechende Erweiterungen erarbeiten. So kann zum Beispiel auch für die Aggregation von En-
titätsergebnissen untersucht werden, wie weitere entitätsspezifische Informationen (z. B. Verweise
zu Linked-Data-Ressourcen) aggregiert werden können.
Darüber hinaus konnte das Aggregationspotential, welches im Zuge dieser Arbeit für Beispieldien-
ste ermittelt wurde, noch nicht vollständig ausgeschöpft werden. Deshalb wird auch in Zukunft
die Herausforderung bestehen, weitere geeignete Aggregationstechniken und/oder darüber hinaus
gehende Algorithmen zu finden und so mitunter weitere Qualitätssteigerungen durch die Kom-
bination von Diensten zu ermöglichen. Zudem sollte für den praktischen Einsatz die Auswahl
der Dienste mit einer Kosten-Nutzen-Abschätzung gekoppelt werden, bei der unter Umständen
unnötige und teure Dienstaufrufe vermieden werden, wenn diese die gewünschten Ergebnisse und
die Qualität dieser nur minimal beeinflussen.
Letztendlich bleibt es die Aufgabe zukünftiger Arbeiten, die in dieser Arbeit geschaffenen Grund-





Zu Beginn der Arbeit wurde eine Vorstudie durchgeführt, deren Ergebnisse in [SS11] veröffentlicht
wurden. Der Vollständigkeit halber werden die Ergebnisse der Vorstudie hier kurz zusammenge-
fasst. Ziel der Vorstudie war es, herauszufinden, ob durch die Kombination von NER-Diensten
eine Qualitätssteigerung zu erwarten ist. Des Weiteren sollte analysiert werden, ob die Dienst-
ergebnisse und die Korrelationen zwischen den Diensten Domänenabhängig sind. Dafür wurden
drei NER-Dienste (OpenCalais [Tho13], AlchemyAPI [Orc13a] und Evri [Evr12]) auf Beispielda-
tensätzen der Textkorpora Enron-Mail und Reuters-Nachrichten ausgeführt (es wurden jeweils
zufällig zehn Dokumente der beiden Korpora ausgewählt). Die Ergebnisse der drei Dienste wur-
den manuell nach korrekten und falsch positiven Ergebnissen untersucht, um auch Entitätstypen
zu berücksichtigen, die nicht in den Goldstandards der Korpora enthalten sind.
Ergebnisse
Abbildung A.1 zeigt den Anteil an richtig positiven (true positives) Ergebnissen der Dienste
gruppiert nach den jeweiligen Diensten (nach OpenCalais: a & d, nach AlchemyAPI: b & e, nach
Evri: c & f). Dazu wurden jeweils die Ergebnisse eines der drei Dienste mit den Ergebnissen der
anderen Dienste verglichen und die Fälle gezählt, an denen korrekte Entitätsannotationen sich
überlappten. Abbildung A.1a zeigt, dass 48% aller korrekt extrahierten Entitäten des Reuters-
Korpus durch den Dienst OpenCalais gefunden wurden. Die 48% teilen sich wie folgt auf: 6%
wurden nur durch den Dienst OpenCalais (O) extrahiert, 14% durch Evri und OpenCalais (O-E),
3% durch AlchemyAPI and OpenCalais (O-A) und 25% durch alle drei Dienste (O-A-E). Es wird
deutlich, dass sich die Ergebnisse für die zwei Korpora unterscheiden. Evri hat vor allem für den
Reuters-Korpus sehr gute Ergebnisse in der Erkennung der korrekt positiven gezeigt und 88% der
Entitäten erkannt, die die drei Dienste zusammengenommen erkennen können. Für den Enron-
Korpus konnte der OpenCalais-Dienst die meisten Entitäten extrahieren (63%).
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Abbildung A.1: Überschneidungsraten der korrekt positiven Ergebnisse der NER-Dienste
Zusätzlich wurde die Präzision für die verschiedenen eingetretenen Fälle der Dienstkorrelation
untersucht. Tabelle A.1 zeigt diese Ergebnisse. Interessant ist die Beobachtung, dass bei den
Annotationen, die durch alle drei oder auch zwei der Dienste erkannt wurden, eine deutlich
höhere Präzision beobachtet werden kann, als bei den Annotationen, die nur einzelne Dienste
erkannt haben.
O A E O-A O-E A-E O-A-E
Reuters 0,79 0,13 0,96 0,86 0,96 0,94 1,00
Enron 0,85 0,85 0,87 0,72 0,86 0,97 0,96
Tabelle A.1: Präzision der Entitätserkennung für verschiedene Dienstkorrelationen
Schlussfolgerung
Von den Experimenten konnten unter anderem folgende Punkte geschlussfolgert werden:
• NER-Dienste weisen signifikante Qualitätsunterschiede für unterschiedliche Domänen auf,
• der Recall kann durch eine Kombination von NER-Diensten gesteigert werden,
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• und die Präzision der NER-Ergebnisse korreliert mit der Koinzidenz von Entitätsannota-
tionen mehrerer Dienste, so dass eine Steigerung der Präzision durch die Kombination und
gezielte Auswahl der korrekten Ergebnisse möglich scheint.
A.2 Korrelation der Dienste
Im weiteren Verlauf der Arbeit wurde die Korrelation der Qualität von NER-Ergebnissen de-
taillierter untersucht. Dazu wurden für sechs NER-Dienste paarweise die Entitätsannotationen
hinsichtlich des CoNLL-2003-Datensatzes (siehe B.1) untersucht und der Anteil an Annotationen
bestimmt, der durch beide Dienste, nur einen der Dienste oder keinen der Dienste korrekt erkannt
wurde. Die Ergebnisse unabhängig von Entitätstyp wurden bereits in Kapitel 5.2 vorgestellt. Im
Folgenden sind die Ergebnisse für die einzelnen Entitätstypen des CoNLL-2003-Goldstandards
dargestellt: LOC in Abbildung A.2, PER in Abbildung A.3 und ORG in Abbildung A.4.
Abbildung A.2: Korrelation der Qualität der NER-Ergebnisse anhand des Entitätstyps LOC
des CoNLL-2003-Datensatzes
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Abbildung A.3: Korrelation der Qualität der NER-Ergebnisse anhand des Entitätstyps PER
des CoNLL-2003-Datensatzes




Im Folgenden werden die drei Goldstandards, die in dieser Arbeit für die Evaluation der En-
titätserkennung und der Bewertung von Aggregationslösungen herangezogen werden, kurz cha-
rakterisiert.
B.1 CoNLL-2003
Der CoNLL-2003-Goldstandard [Com14] ist ein häufig für die Evaluation von NER-Systemen
verwendeter Datensatz. Er wurde für die CoNLL-Konferenz 2003 erstellt, bei der die Teilnehmer
sprachunabhängige NER-Systeme für englische und deutsche Textdaten bereitstellen sollten. Im
Zuge der vorliegenden Arbeit wurde lediglich der englische Datensatz genutzt, da die meisten
Dienste hauptsächlich englischsprachige Texte unterstützten. Der Datensatz besteht aus fast
1400 Reuters-Nachrichtenartikeln auf dem Jahr 1998, die mit Entitätsannotationen für Personen
(PER), Organisationen (ORG), Orte (LOC) und Sonstiges (MISC) versehen wurden. Der Da-
tensatz ist ursprüglich in drei Teilbereiche unterteilt - Training, Validierung und Test. Für die in
dieser Arbeit durchgeführten Experimente wurde der gesamte Datensatz zufällig in zehn gleich
große Teile unterteilt und eine 10-fache Kreuzvalidierung vorgenommen. Die Entitätsannotatio-
nen des Typs MISC wurden in dieser Arbeit nicht berücksichtigt, da dieser Typ eine Vielzahl
verschiedener, aber unspezifizierter Entitätstypen umfasst und daher eine exakte Bewertung nicht
möglich macht.
B.2 TUDCS4
Der TUDCS4-Datensatz [Urb14] wurde an der Technischen Universität Dresden erstellt. Im
Gegensatz zum CoNLL-2003-Datensatz verfügt er über feingranularere Entitätstypen mit hier-
archischen Beziehungen. Insgesamt verfügt der Goldstandard über Entitätsannotationen für 22
verschiedenen Entitätstypen: Actor, Airplane, Airport, Athlete, Band, Car, City, Computer Mou-
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se, Country, Lake, Location, Mobile Phone, Movie, Newspaper, Organization, Person, Politician,
Product, Restaurant, Team, University und MISC. Analog zum CoNLL-2003-Datensatz wur-
de der Entitätstyp MISC nicht betrachtet. Der Datensatz umfasst 124 Webdokumenten, die zu
gleichen Teilen in Trainings- und Testdaten unterteilt sind. Aufgrund der geringen Größe des Da-
tensatzes, wurde diese gegebene Teilung bei den in dieser Arbeit durchgeführten Experimenten
verwendet und keine Kreuzvalidierung, wie beim CoNLL-2003-Datensatz, durchgeführt.
B.3 TUD-Loc-2013
Auch der TUD-Loc-2013-Datensatz [Kat14] wurde an der Technischen Universität Dresden er-
stellt. Dieser Datensatz fokussiert sich auf Orts-spezifische Entitätstypen,. Neben dem Entitäts-
typ Ort (LOCATION) enthält der Datensatz Annotation für die Typen CONTINENT, COUN-
TRY, CITY, LANDMARK (geographische Erscheinungen, die z. B. Seen, Flüsse etc.), POI
(Gebäude), REGION (Gebiete mit politischer oder administrativer Bedeutung) und UNIT (ad-
ministrative Entitäten, wie z. B. Bundesstaaten, Landkreise etc.). Der Datensatz umfasst 152
Texte, die aus verschiedenen Webdokumenten gewonnen wurden, und enthält 3814 ortsspezifische
Annotationen. Für Trainings-, Validations- und Testzwecke wurde der Datensatz ursprünglich
in drei Teilbereiche unterteilt (40%-20%-40%-Teilung). In der vorliegenden Arbeit wurde jedoch




Nachfolgend werden in Abschnitt C.1 - C.7 die Entitäts-Klassifikationsschemata der in dieser
Arbeit näher untersuchten entitätsetrahierenden Dienste aufgelistet. Die Schemata entsprechen
den Informationen, die den Dienstwebseiten entnommen werden konnten. Bei einigen Diensten
konnten Abweichungen zwischen den tatsächlich unterstützten Entitätstypen und den im Schema
spezifizierten Typen beobachtet werden, welche im jeweiligen Abschnitt kurz spezifiziert werden.
Anschließend werden in Abschnitt C.8 die in Kapitel 5.5 verwendeten Abbildungen zwischen den
Schemata präsentiert.
C.1 AlchemyAPI
Das Schema in Tabelle C.1 wurde der AlchemyAPI-Website [Orc13a] entnommen. Bei der Aus-
führung des Dienstes konnten eine Vielzahl an weiteren Entitätstypen in den Ergebnissen beob-
achtet werden. Für die in dieser Arbeit durchgeführten Experimente wurde das Schema durch
diese zusätzlich gefundenen Typen (in unstrukturierter Form) ergänzt. Da, das vorliegende Sche-
ma nicht vollständig strukturiert ist (z. B. USPresident keine Unterkategorie von Politician ist)
wurde das Schema vor Durchführung der Aggregationsexperimente durch den Abbildungsprozess
aus Kapitel 6 und manuelle Änderungen semiautomatisch korrigiert.
Entitätstyp Beschreibung
Anatomy The science dealing with the structure of an animal or
plant and its parts.
Automobile A wheeled motor vehicle containing an engine that is
used for transporting passengers.
Anniversary A day that commemorates and/or celebrates a past event
that occurred on the same day of the year as the
initial event.
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City A settlement (city or town) including both
metropolitan and rural communities, ususally with a
particular administrative, legal, or historical
status.
Company A corporation, association, partnership, or union,






-- ... (36 weitere Untertypen)
Continent One of the seven major land masses of the earth.
Country A politically organized body of people, recognized as
an autonomous entity by the international community.
Degree An academic award from a university or college.
Drug A substance that alters the function of an organism
when absorbed into the body of an organism.
EntertainmentAward A trophy, medal, or award; something that denotes an
accomplishment in the arts (film, music, etc.).
Facility Any establishment, structure, or structures under one
ownership at one general physical location.
-- Airport A facility where aircraft takeoff and land.
-- Bridge A structure built to span a valley, road, body of
water or other physical obstacle.
-- HistoricPlace A facility with cultural or historical significance.
-- Hospital An institution for health care providing patient
treatment by specialized staff and equipment, and
often longer-term patient stays.
-- Lighthouse A tower, building or framework designed to emit light
from a system of laps and lenses, and is used as an
aid to navigation.
-- ... (5 weitere Untertypen)
FieldTerminology Words or phrases used to name things in a particular
discipline.
FinancialMarketIndex A representation of the value of securities that
constitute a given market sector or industry.
GeographicFeature Any landform or water feature, including hills,








-- ... (10 weitere Untertypen)
HealthCondition Any bodily disorder or disease (physical or mental).
Holiday An official or unofficial observances of
religious/national/cultural/other significance, often
accompanied by celebrations or festivities.
JobTitle Term that describes the position held by an employee.
Movie A dramatic performance that is recorded as a moving
image, whether on film, videotape, or digital media.
MusicGroup Any group of one or more individuals working together
to create musical works.
NaturalDisaster The consequence of a natural hazard (e.g. volcanic
eruption, earthquake, landslide, hurricane, etc.).
OperatingSystem Software that runs on a computer system, managing the
computer hardware and providing common services for
execution of application software.
Organization A collection of people working together in a planned
deliberate social structure to achieve a common goal







-- ... (22 weitere Untertypen)






-- ... (145 weitere Untertypen)
PrintMedia An organization or publication that presents news or




RadioProgram Any audio content that is broadcast by a radio
station.
RadioStation A station for the production and transmission of AM or
FM radio broadcasts.
Region A geographic area having some characteristic or
characteristics that distinguish it from other areas
(a border, etc.).
-- EnglishRegion





Sport An activity (usually athletic) requiring specific
skills, often executed in a competitive context.
-- MartialArt
StateOrCounty A geographical area containing a group of individuals
joined by a politicial association, usually governed




Technology The study of or a collection of techniques; a
particular technological concept; the body of tools
and other implements produced by a given society.
TelevisionShow Any video content that is broadcast by a television
station.
TelevisionStation A station for the production and transmission of
television broadcasts.
Tabelle C.1: Klassifikationsschema von AlchemyAPI
C.2 Digmap
Tabelle C.2 gibt das Klassifikationsschemata von Digmap [DIG13] wieder, so wie es der Dienst-






Tabelle C.2: Klassifikationsschema von Digmap
C.3 Evri
Die Webseite vom Evri-Dienst [Evr12] enthielt keine genau spezifizierten Schemainformationen.
Jedoch war es möglich diese über spezielle Dienstaufrufe zu gewinnen. Tabelle C.3 präsentiert
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das so erhaltene Schema. Ähnlich zum AlchemyAPI-Dienst konnten bei der Dienstausführung
weitere Entitätstypen in der Ergebnismenge beobachtet werden, welche im Vorfeld der Abbil-













-- Business Concept /
-- Constellation /
-- Constitutional Amendment /
-- Controversy /






















-- Astronomical Event /
-- Blizzard /
-- Competition /
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-- Court Case /







Government Sponsored Enterprise /
Guitarist /







-- Amusement Park /
-- Aquarium /
-- Archaeological Site /
-- Astronomical Object /













-- ... (8 weitere Untertypen)
Organization /
-- Advertising Agency /
-- Advocacy Group /
-- Aerospace Company /
-- Agriculture Company /
-- Airline /







-- Alpine Skier /
-- Ambassador /






-- Aircraft Carrier /
-- Album /
-- Anime /
-- Anti-aircraft Weapon /




















-- Amino Acid /









UNESCO World Heritage Site /
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Unified Combatant Command /
Vegetable /
Violinist /
White House Staffer /
Tabelle C.3: Klassifikationsschema von Evri
C.4 Extractiv
Tabelle C.4 zeigt das Schema vom Dienst Extractiv [Ext12], welches der Webseite entnommen
wurde. Analog zum Dienst AlyhemyAPI und Evri konnten in den Dienstergebnissen weitere En-
titätstypen beobachtet werden, die vor Durchführung der Experimente dem Schema hinzugefügt
wurden. Zudem erfolgte mit Hilfe des Abbildungsprozesses aus Kapitel 6 eine semi-automatische
Korrektur des Schemas (vgl. Abschnitt C.1).
Entitätstyp Beschreibung
ADDRESS An address.
AGE The age of something (typically a person).
AIRCRAFT A plane or other flying vehicle.
AIRLINE An airline.
AIRPORT An airport.
ALBUM An album put out by a band or music group.
ALGORITHM An algorithm.
AMBASSADOR A government’s ambassador to another country.
ATHLETE A player/athlete on a sports team.
AUTOMOBILE MODEL A model or a car.
BAND A band or group which produces music.
BIOLOGICAL WEAPON A biological weapon.
BLUNT WEAPON A non-sharp weapon used to hit things.





CAR COMPANY A company that makes automobiles.
CENTURY A period of time of length 100 years.
CHEMICAL WEAPON A chemical weapon.
CITY A city, town, village, etc.
CIVILIAN WATERCRAFT A name or type of boat/ship used by civilians.
CLOTHING An article of clothing.
COACH The coach or assistant coach of a sports team.
COLOR A color.
COMMERCIAL ORG A commercial organization.
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CONFLICT A military conflict.
CONTINENT A continent.
COUNTRY A country.
COUNTY A county, typically in the United States.
CRIME Something which is against the law.
CRIMINAL A modern or historical type of criminal.
CRIMINAL ORGANIZATION A criminal organization.
DATE A date specified with month and year.
DATE RANGE A range of days in an unspecified year.
DAY NAME A day specified without a date.
DAY OF MONTH A day and month with no year given.
DECADE A period of time of length 10 years.
DIGITAL MEASURE An amount of computer memory or disk usage, measured in bytes.
DIPLOMAT A person who engages in diplomacy.
DOCTOR A doctor, real or fictional.
DOMAIN NAME The domain name of a website, without http.
DRUG A compound taken to illicit a biological response.
DURATION An amount of time.
EDUCATIONAL ORG A university or school.
ELECTRONICS MEASURE Common units of measurment in electricity.
ELECTRONICS ORG The brand name of a company that creates electronics hardware
or software.
EMAIL An email address.
ENTERTAINMENT AWARD An award given to an artist, author, etc.
ENTERTAINMENT ORG An organization that produces entertainment media (audio,
video, games, etc.).
EXPLOSIVE A chemical compound whose primary use is as an explosive
material for commercial or military purposes.
FINANCIAL ORG A bank or financial institution.
FRUIT A fruit.
FTP A specific type of URL that refers to a file transfer protocol
link.
GOVERNMENT ORG An organization within a government.
GULF A gulf.
HELICOPTER A helicopter.
HEMISPHERE Half of a globe.
HOLIDAY A holiday.
HOSPITAL A hospital or clinic.
HTTP A specific type of URL that refers to a hyper text transport
protocol link.
ILLICIT DRUG A drug which is typically illegal and used for illicit
purposes.
ILLNESS A medical condition, disease, or illness.
INTERNATIONAL REGION A region of land disputed by or spanning multiple countries.
ISLAND An island.
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LAKE A lake.
LAND REGION An area of land within a country not governed as one body.
LAND VEHICLE A name or type of land vehicle.
LENGTH The physical length of something.
LOCATION A location or place.
MAGAZINE A magazine.
MASS The mass of an object.
MAYOR The mayor of a city, town, etc.
MEDIA ORG An organization that produces non-entertainment media.
MEDICAL FACILITY A hospital or clinic.
MEDICAL SYMPTOM A symptom of a medical condition.
MEDICAL TREATMENT A treatment used to cure a disease or alleviate symptoms.
MILITARY AIRCRAFT A name or type of military aircraft.
MILITARY ORG A military organization.
MILITARY SURFACE SHIP A name or type of water vehicle used by the military that is
not submersible.
MISSILE A name or type of missle.
MONETARY AMOUNT An amount of money, in dollars, pounds, euros, etc.
MONEY RANGE A not fully specified amount of money.
MONTH NAME A month without day or year.
MONTH OF YEAR A month in a year without a day.
MOUNTAIN A mountain.
MOVIE A movie or film.
MUSIC GENRE A type of music.
NATIONALITY The nationality of a person, or a person specified by their
nationality.
NATURAL DISASTER A natural disaster.
NON GOVERNMENT ORG An organization associated with governments but not part of
the government.
NUCLEAR WEAPON A nuclear weapon.
NUMBER A number.
NUMBER RANGE A range of numbers.
OCEAN An ocean.
OPERATING SYSTEM A computer operating system.
ORDINAL An ordinal number.
ORGANIZATION Any organization not captured by other organization types.
PERCENT A percentage.
PERSON A human.
PHARMACEUTICAL COMPANY A drug company.
PHONE NUMBER A phone number.
POLITICAL PARTY A political party.
PROGRAMMING LANGUAGE A programming language.
PROJECTILE WEAPON The object which is shot, typically by a shooting weapon.
PROTEST A protest or uprising.
RADIO SHOW A radio show.
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RADIO STATION A radio station.
REEF A reef.
RELATIVE DATE A date relative to the date the text was created.
RELIGION A religion.
RELIGIOUS ORG A religious organization.
RESTAURANT A restaurant or eating establishment.
RIVER A river.
ROAD A street or road way.
SCREEN ACTOR A TV or movie actor/actress.
SCREEN GENRE A genre of television or film.
SEA A sea.
SEASON A season of a specific year.
SHARP WEAPON A weapon which is sharp.
SHOOTING WEAPON A weapon which you shoot.
SOFTWARE A computer program or software package.
SPACECRAFT A vehicle which travels through space.
SPORT A sport or competitive activity.
SPORTS EVENT A descriptive name for a sporting event.
SPORTS LEAGUE A league consisting of a number of sports teams.
SPORTS POSITION A position a player on a sports team plays.
SPORTS TEAM A sports team.
SPORTS TEAM OWNER The owner or part-owner of a sports team.
STADIUM A stadium, arena, etc., where a sports team competes.
STOCK EXCHANGE A stock exchange/market.
STOCK MARKET INDEX A stock market index.
SUBMARINE A name or type of submersible water vehicle.
TEMPERATURE The temperature.
TIME A time of day.
TV NETWORK A television network.
UNION A union.
UNIVERSITY A university or college, forms a subset of the educational
orgs.
URL A URL that is not http or ftp.
US CABINET MEMBER A past or current member of the United States Cabinet.
US GOVERNOR The governor of a US state.
US PRESIDENT A past or current president of the United States.
US SENATOR A past of current senator of the United States.
US STATE An American state.
VALLEY A valley or canyon.
VEHICLE A vehicle (e.g. car) used to transport things.
VELOCITY A speed of travel.
VIDEO GAME A computer or console game.
VIRUS A physical virus that causes harm.
VOLUME A measure of volume.
WATERCRAFT A vehicle that travels through water.
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WATER BODY A body of water.
WEAPON A weapon or other harm causing object.
WEB BROWSER A graphical interface used to look at web pages.
YEAR A year.
YEAR RANGE A range of years.
Tabelle C.4: Klassifikationsschema von Extractiv
C.5 FISE
Der Dienst FISE unterstützt die DBPedia-Typen Organisation, Person und Place. In Tabelle C.5
wurden diese drei Typen, sowie die zugehörigen Beschreibungen, die dem DBPedia-Typ bzw. dem
äquivalenten Schema.org-Typ entnommen werden konnten, ergänzt.
Entitätstyp Beschreibung
http://dbpedia.org/ontology/Organisation An organization such as a school, NGO,
corporation, club, etc.
http://dbpedia.org/ontology/Person A person (alive, dead, undead, or
fictional).
http://dbpedia.org/ontology/Place Entities that have a somewhat fixed,
physical extension.
Tabelle C.5: Klassifikationsschema von FISE
C.6 OpenCalais
Tabelle C.6 zeigt das Schema für die Entitätstypen des OpenCalais-Dienstes. Das Schema ent-
spricht den Informationen der Website und der bereitgestellten OWL-Ontologie. Jedoch wurden
die möglichen Werte der Typ-Attribute (z. B. Sports für das Attribut PersonType vom Typ
Person) als Unterentität der Hauptentität dargestellt (z. B: Person Sports als Untertyp von
Person).
Entitätstyp Beschreibung
Anniversary reference to an anniversary.
City name of a city or independent settlement
(villages, settlements, etc.)
Company full or partial company name (includes any
business organization, including newspapers,
media companies, law firms, etc.)
Continent name of a continent
Country name of a country
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Currency reference to a currency amount
EmailAddress email address
EntertainmentAwardEvent references to entertainment-related events and
awards, such as film and music festivals and
awards related to the entertainment industry
Facility proper name of a man-made, specific physical
entity; theme parks or amusement parks;
universities and hospitals are tagged as
Facility.
FaxNumber full fax number, including prefix and extension,
if available
Holiday references of holidays
IndustryTerm description of an industry, segment, product
family, or business
MarketIndex name of a stock market index
MedicalCondition references to human medical conditions, such as
diseases, disorders and syndromes
MedicalTreatment references to medical treatments - procedures,
treatments and therapeutics provided to any
medical condition
Movie references to movies and films
MusicAlbum references to music albums, CDs, etc.
MusicGroup references to music groups and bands
NaturalFeature name of a specific geographical (not manmade)
entity, such as a geological formation or body
of water
OperatingSystem references to operating systems
Organization full or partial organization name, including
governmental and military organization; not











PhoneNumber full phone number, including prefix and
extension, if available
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PoliticalEvent information about two major types of political
event: Voting (e.g., election, primary, etc.,)
and Other (event with political reference such






Position information concerning people’s positions






ProgrammingLanguage references to programming languages
ProvinceOrState name of a province, state, county or other
politically defined part of a country
PublishedMedium references to published media, such as
newspapers, journals and magazines
RadioProgram references to radio programs
RadioStation references to radio stations (focused on U.S.
radio stations, although it may identify
non-U.S. stations as well)
Region name of a (non-politically defined) geographical
region of the world (excluding continents)
SportsEvent references to sports-related tournaments and
championships
SportsGame references to sports games like football,
baseball, soccer, etc.
SportsLeague names of sports leagues
Technology technology name or a description of the
technology
TVShow references to TV shows and programs
TVStation references to TV stations (focused on U.S. TV
stations, although it may identify non-U.S.
stations as well)
URL URL or FTP address
Tabelle C.6: Klassifikationsschema von OpenCalais
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C.7 Wikimeta
Das dem Wikimeta-Dienst zugrundeliegende Schema ist in Tabelle C.7 dargestellt. Die Informa-
tionen wurden dem Wikimeta-Forum [Wik14] und dem dort verlinkten Dokument entnommen.
Für die Beschreibungen der Haupttypen liegen sowohl englische als auch französische Texte vor.
Für alle Untertypen existieren lediglich französische Beschreibungen. Überdies hinaus konnten
in den Entitätsergebnissen weitere Unterentitätstypen beobachtet werden, die dem Schema für
die Experimente in Kapitel 5 hinzugefügt wurden.
Entitätstyp Beschreibung
LOC City, country, street, place (ie ‘‘Mount’’, ‘‘Reserve Of’’ or
‘‘Beach’’), transport station, named place on map (river,
mountain), monument (ie cathedral or wallstreet)
-- LOC.GEO géographique naturel
-- LOC.ADMI région administrative
-- LOC.LINE axe de circulation
-- LOC.ADDR adresse
-- -- LOC.ADDR.POST adresse postale
-- -- LOC.ADDR.TEL téléphone et fax
-- -- LOC.ADDR.ELEC adresse électronique
-- LOC.FAC construction humaine
PERS Individual, fictious or real.
-- PERS.HUM humain réel ou fictif
-- PERS.ANIM animal réel ou fictif
FONC This is a label for description of politics, religious,






ORG Company - Human group (ie ‘‘music group’’ like ‘‘Beatles’’) -
agency, non profit organisation, non governemental
organisation, administration (ie CIA, or Ministry of Culture),
radio station, television network, press company, holding,
school, award (like Cesar, or Nobel Prize), museum, military
corps (ie Régiment de Légion Etrangère), Hotel, resort place





-- ORG.NON-PROFIT non commerciale
-- ORG.DIV média & divertissement
176 Anhang C Klassifikationsschema der Text-Mining-Dienste
-- ORG.GSP géo-socio-administrative
PROD tv show, media product (i.e name of a dvd), trade marked
product (i.e ‘‘Mars’’ or ‘‘m´&m’’, sport event (i.e ‘‘Tour de
France’’), movie, theatre show, computer language (i.e Basic
or Java), generally sold product (i.e trade marked name of
car, computer, plane,military products (missiles,
helicopters), book, comics ...
-- PROD.VEHICULE moyen de transport
-- PROD.AWARD récompense
-- PROD.ART oeuvre artistique
-- PROD.DOC production documentaire
TIME
-- TIME.DATE date
-- -- TIME.DATE.ABS date absolute












-- AMOUNT.CUR valeur monétaire
Tabelle C.7: Klassifikationsschema von Wikimeta
C.8 Abbildungen
Die Dienstschemata wurden mit Hilfe des Abbildungsprozesses aus Kapitel 6 semi-automatisch
aufeinander abgebildet. Zudem wurden die Typen manuell auf die Goldstandards CoNLL-2003,
TUDCS4 und TUD-Loc-2013 abgebildet und darauf aufbauend ein integriertes Basisschema für
die Experimente in Kapitel 5.5 geschaffen. Die verwendeten Abbildungen sind in den nachfol-
genden Tabellen C.8 - C.10 dargestellt. Typangaben mit ’-’ davor zeigen hierarchische Abbildun-
gen an. Da im Vorfeld die Schemata der Dienste semi-automatisch korrigiert wurden, sind nur
die Haupttypen in der Abbildungsübersicht vermerkt. Implizit sind jedoch die Untertypen der
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OpenCalais und Digmap (ungerichtete Kanten stellen Äquivalenzbeziehungen, ge-
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Combining Data-Driven Systems for Improving Named Entity Recognition. Data
& Knowledge Engineering, 61(3):449–466, Juni 2007.
[KFS09] Matthias Klusch, Benedikt Fries, and Katia Sycara. OWLS-MX: A Hybrid Se-
mantic Web Service Matchmaker for OWL-S Services. Web Semantics: Science,
Services and Agents on the World Wide Web, 7(2):121–133, April 2009.
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