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I. INTRODUCTION
As the search for accurate quantum chemical methods continues, alternative descriptors to the complicated N-electron wave function have been sought. Since electrons interact pairwise the second-order density matrix (DM2) is the lowest order reduced density matrix that completely determines the energy of the system without relying on an unknown functional [1] [2] . As the DM2 describes all one-and two-electron interactions, variational methods based on the DM2 seem promising, truly ab initio approaches. The difficulty in such optimization procedures is constraining the DM2 to correspond to a proper N-electron system during the energy minimization; this is known as the 'N-representability problem' [3] [4] . In practice, complete N-representability is usually not feasible, and only a limited set of necessary -but not sufficient -N-representability constraints is imposed [5] [6] . The resulting DM2 yields a lower bound to the exact energy. The P-, Q-and G-condition [3] [7] have become a basic set of N-representability conditions. An important question remains: does the DM2 from an approximate variational calculation, using only the P-,Q-and G-condition for N-representability, give a correct description of a system's chemical properties? No decisive answer has been given to this question, although a few chemical properties have been studied -mainly dipole or multipole moments [8] [9] . Serious shortcomings in keystone chemical properties should be addressed in order to realize the envisaged 'quantum chemistry without wave functions' [10] .
In a previous communication [11] , it was shown that the variational DM2 approach under the P-, Q-and G-condition leads to seriously incorrect dissociation limits with fractional occupation numbers on the constituent atoms. In the present paper, the 14-electron isoelectronic series, including N 2 , CO, CN -, NO + and O 2+ 2 , will be studied in more detail. It is well known that the subtle differences in electronegativity and ionization energy between the composing atoms present a challenge for ab initio methods, especially when bonds are stretched. The main purpose of this paper is to examine the performance of the DM2 method applied to the dissociation of these molecules. The chemical properties of the molecules, calculated in double-zeta basis sets, are of special interest. Potential energy surfaces calculated using the variational DM2 method will be compared to accurate ab initio methods, like MRCI and CASSCF. For several molecules large energy differences are observed in the dis-sociation limit. The chemistry of the systems, examined through dipole moments as well as bond indices and atomic populations, reveals the origin of the dissociation problem. Based on these findings, a new constraint is conceived which imposes a correct dissociation [12] .
This constraint is applied to the studied set of molecules, showing considerable improvement in the energy and other chemical properties at large bond lengths.
II. COMPUTATIONAL DETAILS
A semi-definite program was developed to suit electronic structure calculations, based on the logarithmic barrier method [13] to impose N-representability conditions in the outer iterations, combined with a Newton-Raphson procedure for the inner iterations. The set of imposed N-representability constraints includes the P-, Q-, and G-conditions, the normalization condition and conditions on spin that ensure the variationally optimized DM2 has the correct expectation value for S z and S
2
. The molecules in this study are all singlets. The only data required for the variational DM2 procedure are the Hamiltonians expressed in the chosen basis, which were computed using one-and two-electron integrals from Gaussian03 [14] . All calculations were carried out using the Cartesian cc-pVDZ basis set. CASSCF and MRCI reference calculations were performed with Molpro [15] . The active space of the fullvalence CASSCF comprises 10 electrons and all 8 valence orbitals, and the doubly-occupied inactive orbitals (mostly 1s core) were also optimized. The MRCI calculations were performed subsequently, with the full-valence CASSCF as a reference. The core (1s) orbitals were kept frozen in the MRCI expansion. Potential energy surfaces were constructed from single point calculations at a common set of internuclear distances, ranging from 0.75Å to 10Å. The calculations at 10Å are used to represent the dissociated state. Additional DM2 calculations at 20Å are used to check the validity of considering 10Å to be the dissociation limit.
Expectation values, such as dipole moments and Mulliken population analysis were obtained from own routines. The Quantum Chemical Topology (QCT) calculations needed to define the atomic domains from Bader's theory [16] , used for computing delocalization indices, were performed with PROAIM [17] .
III. THEORETICAL BACKGROUND A. Semi-definite optimization program
In addition to the trivial requirements that the DM2 be antisymmetric, Hermitian and appropriately normalized, trΓ = N (N − 1), with N the number of electrons, the P-, Q-and G-condition are enforced. These are the best known N-representability conditions, ensuring positive-semi-definiteness of the particle-particle matrix, hole-hole matrix and particle-hole matrix, expressed in second-quantization notation as:
where the indices i, j, k, l denote orthonormal spin orbitals. The first-order density matrix γ is obtained by contraction of the DM2:
K is the dimension of the orthonormal spin orbital basis in which the DM2 is expressed.
When the anticommutation properties of creation and annihilation operators are applied to equations 2 and 3, it is clear that the Q-and G-matrix are linear functions of the DM2:
The final expressions for Q(Γ) and G(Γ) are made homogeneous, allowing them to be used as a linear mapping. An orthonormal basis of matrices F I is introduced, such that the P-, Q-, and G-matrix can be written (here in vector form, index I is equivalent to a combination of orbital indices i, j, k, l):
To ensure the DM2 satisfies the N-representability constraints (1) to (3) in each step of the optimization process, a logarithmic barrier function is used [13] . The objective function f to be minimized is expressed as
where H is the Hamiltonian matrix and t the parameter determining the strength of the barrier. The logarithmic barrier constrains the P-, Q-and G-eigenvalues to positive values.
During the optimization, the value of t is gradually decreased towards zero. For each value of t, the optimal DM2 is calculated using a Newton-Raphson procedure. As the value of t approaches zero, the logarithmic barrier acts much like a step function, for which the optimal DM2 yields the global minimum. The gradient f of the objective function with respect to Γ for a fixed value of t is expressed as
where the relationships (4) and (5) are used as a linear mapping. The Hermiticity of these mappings was used to derive the second line of (7) . A stands for an antisymmetrizing operator. From the basis expansion (6) it is clear that the gradient f is simply f = H −
)}. A similar expression can be derived for the Hessian
This implies that the product f ∆ used for calculating the update matrix ∆ which satisfies f ∆ = −f can be expressed in the chosen basis of matrices F
Replacing the expansion of ∆, Q(∆) and G(∆) in the basis of matrices F I by the matrix itself, and applying the Hermicity of the Q-and G-mappings, leads to
This way, the update matrix can be calculated using an iterative subspace method such as conjugate gradients or MINRES [18] , avoiding direct inversion of the Hessian, scaling as K
12
.
This method is especially advantageous when combined with a projection method to impose trace and spin conditions. The correct trace is imposed by choosing an initial DM2 with the correct trace and calculating the update matrix ∆ in the space of traceless matrices. The
Newton-Raphson equations f ∆ = −f are solved using the projections P {f ∆} and P {f } of f ∆ and f onto the plane of traceless matrices:
The normalization condition, therefore, need not be taken into consideration explicitly in the objective function.
Spin constraints are imposed in a similar manner. The DM2, Q-matrix and G-matrix are expressed in a spin-coupled basis [19] . In this basis one singlet block and three triplet blocks are formed in the P-,Q-and G-matrix. The molecules under consideration all have singlet ground states; in this case the three triplet blocks are equal. The correct spin eigenvalue is enforced by demanding that the S z operator, expressed in the chosen basis set, forms an eigenvector of the G-matrix with eigenvalue zero
A projection operator is used to ensure the Newton equations are solved satisfying equation (11) . This constraint imposes the inherent symmetry between the α-and β-electrons of a restricted closed-shell state, which is also known as the contraction condition. Denoting the spin of the orbital indices i, j, k, l with superscripts, the constraint for the α indices of the vector GS z becomes (12) where N is the number of electrons.
The requirement (GS z ) ββ ij = 0 leads to an analogous expression for the contraction relations between the Γ ββββ and Γ βαβα block. As a consequence (13) which is the well known contraction condition. The condition (11) comprises the restriction on the spin eigenvalue, Ŝ 2 = S(S + 1) = 0. An expression for S 2 can be derived by applying the anticommutation rules for creation and annihilation operators to thê
The notation tr Γ σ 1 σ 2 σ 1 σ 2 is used for the trace of the σ 1 σ 2 σ 1 σ 2 spin block of the DM2. By
jikl for the restricted closed-shell singlet states examined here. Constraint (13) 
. Expression (14) , evaluated with these traces, becomes zero. In practice, these constraints are enforced in a spin-coupled basis [19] , and the dimensions are reduced by spin symmetry. A further reduction can be made by taking the spatial symmetry into account.
B. Chemical properties and population analysis
In order to establish whether the variational DM2 method leads to a chemically correct description of the molecules, several chemical properties are computed. One of the most often considered quantities is the atomic charge. Two schemes for obtaining atomic occupancies are used here. The first is the Mulliken scheme [20] in which all electron density that originates from a basis function centered on a specific atom is designated to this atom.
Mulliken atomic charges are known to be quite basis set dependent, especially if diffuse functions are used [21] . This is not the case in the present study. Moreover, Mulliken populations are discussed primarily for large internuclear distances, where the overlap matrix is nearly block diagonal.
The results of the Mulliken population analysis are supplemented with results from Bader's QCT [16] . An important property that will be evaluated is the shared electron delocalization index (SEDI) [22] . It is a measure of the extent of electron sharing between any two atoms in a molecule, providing chemists with a tool to study the phenomenon of chemical bonding in a theoretically motivated manner [23] [24] . The delocalization indexδ between two atoms A and B is defined as the difference between an uncorrelated distribution of the electrons and the correlated two-electron density ρ (2) , integrated over the atomic domains Ω A and Ω B . Dipole moments for the molecules at several internuclear distances were computed from the wave functions or DM2 in the usual way.
IV. RESULTS AND DISCUSSION
The accuracy of the variational DM2 method is evaluated by comparison to accurate wave function based methods, MRCI and CASSCF, in the same basis set. The multiconfigurational character of CASSCF allows a good description of non-dynamic correlation, which is essential to describe the dissociation process correctly. Nonetheless, MRCI data are used to complement the CASSCF data, because CASSCF does not describe dynamic correlation. Is has been shown that MRCI provides an accurate approximation to FCI for small molecules at all bond lengths [25] . The results of the DM2 calculations will be analyzed systematically, starting with potential energy surfaces, followed by a study of several chemical properties. The DM2 energies provide a reasonable approximation near the equilibrium bond length, but as the bond dissociates the agreement with MRCI deteriorates rapidly, with energy differences up to 0.2 Hartree for NO + at 10Å compared to MRCI. For these molecules, the dissociation energy is much too small. Values for the dissociation energies, calculated as the energy difference between the lowest-energy molecular geometry examined here and the energy at 10Å internuclear separation, can be found in table III. The potential energy curve of CO does not show such increasing deviations in the dissociation limit.
These findings indicate that the dissociation process is not described properly by the DM2 minimization under P-, Q-and G-conditions. The reason for this behaviour will become clear when analyzing the atoms in the molecules. 
B. Dipole moments and Mulliken population analysis
The dipole moments and Mulliken populations provide a clue to the cause of the incorrect dissociation process. Like the energy, the dipole moment is described rather well around equilibrium, but all resemblance to MRCI is lost in the dissociation limit. Table I . Such dissociations are unphysical Even though the potential energy curve of CO agrees quite well with the MRCI curve, the dipole moments are wrong in the dissociation limit. Whereas the dipole moment should be nearly zero, it is still quite large at 4Å and continues to grow as the bond length increases further. This suggests there is still a small charge on the atoms in the dissociation limit.
The Mulliken populations at 20Å show indeed charges of +0.02 on the carbon atom and -0.02 on the oxygen atom.
C. Origin of the dissociation problem
To see what causes the dissociation problem in the heteronuclear diatomics, the energy- 2 , the extent of electron sharing given by the DM2 SEDI is a bit less than that indicated by the CASSCF SEDI around equilibrium bond length, but the DM2 SEDI decreases more slowly when the bond is stretched.
It is noticeable that the DM2 SEDI of all molecules decreases to zero in the dissociation limit. The dissociation problem is not reflected in the SEDI values, because the DM2 electron density is localized on the atoms in the dissociation limit -albeit not in the right proportions.
E. Solving the dissociation problem
From the data presented in previous sections it is clear that the variational method under P-,Q-and G-conditions fails to describe the dissociation process correctly. This problem cannot be solved by adding the more stringent constraints known as T1 and T2 [33] . In a previous communication [11] calculations were presented in a minimal basis, showing the T1 and T2 constraint cause considerable improvement in the energy near equilibrium bond length, but only a minor improvement in the dissociation limit. This finding emphasizes the need of additional constraints that impose a correct dissociation. This can be accomplished by imposing constraints on the energy of the atomic subspaces in the molecule [12] , such that the relationship between the energy and the number of electrons in the atomic subspaces cannot be strictly convex. In what follows, the subspaces are determined by the basis functions centered on each atom, since the preceding analysis suggests this choice of constraint addresses the cause of the dissociation problem. In fact, this type of constraint on the atomic subspaces is a specific instance of a more general concept, since constraints can be imposed on any choice of subspace. Such subsystem constraints are justified because integer N-representability of the molecular DM2 implies fractional ensemble N-representability of any subspace DM2 and one-matrix, from which constraints on the subspace energies can be derived. The theoretical background of these constraints is treated in a separate paper [12] ; here we focus on the chemical consequences of the subsystem constraints. 
where the coefficient matrix W is defined as
A is the inverse of the block S A in the overlap matrix that is related to the nonortogonal basis functions in the K A -dimensional subspace. From these relations a form can be obtained for the matrices h N-representability of the molecular DM2 implies fractional N-representability of any subspace DM2 and one-matrix [12] , meaning they should be derivable from an ensemble of N-representable density matrices for integer electron numbers. This also implies that the energy for any second-order reduced Hamiltonian for the subspace must lie within the convex hull of the exact ground-state subspace energies for integer electron numbers. Considering the convex hull of exact ground-state subspace energies is contained within the convex hull of variationally optimized DM2 energies for the subspaces:
where the electron numbers n ∈ N , h (18) becomes
where the right-hand side gives the expected piece-wise linear behaviour [30] . The subsystem constraints are imposed in the form of equation 19. The energies E N and E N +1 are calculated beforehand using the same basis set as before (the Cartesian cc-pVDZ), but without constraints on Ŝ 2 . The constraints (19) are enforced using a similar logarithmic barrier function as for the P-, Q-and G constraint. Fortunately, adding the subsystem constraints does not slow down calculations significantly.
The effect of the subsystem constraints is illustrated for all molecules considered. Figure   4 shows the potential energy curves when constraints of the form (19) are imposed on the constituent atoms, compared to the potential energy curves of MRCI and the original P-,Q-and G-conditioned method. The constraint is inactive at short bond lengths, and becomes active between 2 and 4Å. The improvement in the energy at large bond lengths is considerable, up to 0. too.
Without the subsystem constraints, the molecular DM2 in the dissociation limit does not correspond to the antisymmetric combination of the DM2's of the separate atoms, yielding lower energies for the molecule than for the atoms at infinite separation. As the subsystem constraints enforce dissociation into correct atomic species in the dissociation limit, the variational DM2 method with the subsystem constraints is size-consistent. 
V. CONCLUSIONS
The usually applied P-,Q-and G-condition for N-representability are not strict enough at large bond lengths, and produce chemically inacceptable results in the dissociation limit.
This problem originates from the convex relationship between the energy and the number of electrons of the atoms. Based on this finding, 'subsystem constraints' were introduced.
These constraints enforce a non-convex relationship between the energy and the number of electrons of the atomic subspaces within the molecule, and become active at large bond lengths. They give the correct dissociation behaviour and impose size-consistency for all molecules -including the homonuclear molecules. They are most effective in the cases where serious flaws occurred in the dissociation limit. For these molecules, the overall shape of the potential energy surface, dissociation energy and dipole moment improved greatly. 
