This chapter is concerned with a PID-like control scheme for robot manipulators. We propose P·SPR·D control and P·SPR·D+I control for a set-point servo problem of the robot manipulators which are passive systems. P·SPR·D control consists of Proportional (P) action + Strict Positive Real (SPR) action + Derivative (D) action. Such control can asymptotically stabilize multi-joint robot manipulators. Stability analysis of the P·SPR·D control is made, based on the passivity theory and LaSalle's invariance principle. The L 2 -gain disturbance attenuation problem is also investigated. The effectiveness of the proposed method is demonstrated by the simulation results for a two-link manipulator. Let u ∈ R r be the control input, y ∈ R m the output, r ∈ R m the desired value and e = r − y the error, then PID control is expressed as follows. u = K P e + K I t 0 e(τ)dτ + K Dė + m 0 i.e. z = e, z(0) = 0 u = K P e + K I z + K Dė + m 0 where K P , K I , K D ∈ R r×m are gain matrices corresponding to Proportional, Integral and Derivative action, respectively, and m 0 denotes the so-called manual reset quantity. We propose the following P·SPR·D control (Shimizu, 2009a) in which a SPR (strict positive real) element is used instead of Integral element: ξ = Dξ + e +ė, ξ(0) = 0, D < 0 u = K P e + K S ξ + K Dė + m 0
P·SPR·D Control of Robot Manipulators
We consider a set-point servo problem for robot manipulators. An equation of motion of robot manipulator with n joints can be obtained by the Euler-Lagrange formulation. Let q be the position (angles of each link) of the manipulator, τ the input torque, 1 2q T M(q)q the kinetic energy and U(q) the potential energy. Then it can be represented as (Arimoto, 1996; Spong et al., 1992) M(q)q + 1 2Ṁ (q)q + S(q,q)q + g(q) = τ (1) where M(q) denotes the inertia matrix which is positive definite and bounded, g(q) △ = U q (q) T is the gradient of the gravity potential energy and S(q,q) denotes
, which is a skew-symmetric matrix. Denoting x 1 = q ∈ R n , x 2 =q ∈ R n , x = (x T 1 , x T 2 ) T , and letting the output by y = x 2 ∈ R n , and the control input by τ ∈ R n , state space representation of (1) becomes as follows.
x 1 = x 2 (2a)
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Now taking a storage function equal to the kinetic energy + the potential energy as
we calculate its time derivative with use of skew-symmetricity of S(x 1 , x 2 ) to obtaiṅ
Therefore, the robot manipulator is passive with respect to the input τ and the output y = x 2 (Arimoto, 1996) . Thus, the so-called K-Y-P property holds :
Here let us consider a set-point servo problem (a set-point tracking control) with the desired value (x 1 , x 2 ) = (x * 1 , 0). For that we consider the following system which consists of the robot manipulator (2),(3) and a SPR (strict positive real) element (8).
x 1 = x 2 (7a)
And set up a feedback compensator (P·SPR·D controller) :
where K P , K S , K D ∈ R n×n are all gain matrices being positive definite and diagonal. Here g(x * 1 ), gravity force compensation at the desired value x * 1 , corresponds to the so-called manual reset quantity of PID control. We have the following theorem.
[Theorem 1] The closed-loop system (7)∼(10) of the robot manipulator with the P·SPR·D control is asymptotically stable at the equilibrium (x 1e , x 2e , ξ e ) = (x * 1 , 0, 0), provided that positive definite diagonal matrices K P , K S , K D ∈ R n×n and negative definite diagonal D ∈ R n×n are appropriately chosen.
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Robot Manipulators, New Achievements 648 (Proof) At the equilibrium of system (7),(8),(10) hold the following relations.
is an equilibrium point, provided that τ e = g(x * 1 ). Now let us consider a Lyapunov function candidate
is a positive definite matrix. The first term in the right-hand side of (11) is a semi-positive definite function. Since the second term plus the third one is a quadrtic function of (x * 1 − x 1 ) ξ whose quadratic term is with the positive definite matrix, it has the minimum. Accordingly, V(x, ξ) is a function bounded below. Next calculate its time derivative along (7)∼(10) using the K-Y-P property (6) to geṫ
Here we try to make
be negative definite. For that purpose, set K < 0, K S − K = (KD) T and D < −I such that we have K S = (I + D)K > 0. Then the above matrix becomes
Since the (1,1) element and the (2,2) element are K < 0, KD 2 < 0, respectively, we can choose K < 0 and diagonal D < 0 such that the above matrix becomes negative definite. This can be concluded from the Schur complement also. Consequently,V(x, ξ) becomes semi-negative definite, and it follows that the P·SPR·D control is stable in the sense of Lyapunov, but it is unknown if asymptotically stable. So we apply LaSalle's invariance principle (LaSalle & Lefschetz, 1961) as below.
Let Ω c = {(x, ξ) | V(x, ξ) ≤ c} and suppose that Ω c is bounded andV(x, ξ) ≤ 0 in Ω c (c is a positive number such thatV(x, ξ) ≤ 0). Here define Ω E as a set of all points of Ω c satisfyinġ V(x, ξ) = 0 and put
Accordingly, we know from (7),(8),(10) that (x, ξ) in Ω E consists of only the equilibrium point (x 1e , x 2e , ξ e ) = (x * 1 , 0, 0) with τ e = g(x * 1 ). Thus the largest invariance set Ω M in Ω E consists of the equilibrium point (x 1e , x 2e , ξ e ) = (x * 1 , 0, 0). Therefore, by LaSalle's invariance principle all trajectories in Ω c converges to Ω M as t → ∞. Thus (x * 1 , 0, 0) is aymptotically stable. Namely, it is achieved that (Khalil, 2002) that if affine nonlinear system is passive and zero state detectable, then the output feedback control u = −Ky, K > 0 asymptotically stabilizes an equilibrium point x e = 0. Since the robot manipulator is not zero state detectable, however, one cannot apply this well-known fact to asymptotical stabilization to the origin. In order to stabilize the origin (x 1 , x 2 ) = (0, 0), one must apply Theorem 1 letting x * 1 = 0. [Remark 2] P·SPR·D control of affine nonlinear systems is investigated in (Shimizu, 2008a; 2009b) . Its asymptotical stability is proved under the assumption of passivity and zero state detectability.
[Remark 3] Although we consider only a rigid robot manipulator in this chapter, elastic joint robot arm is studied in (Shimizu, 2009b; Spong et al., 1992) .
Local asymptotical stability of PID control for the robot manipulator was first proved by (Arimoto, 1996; Arimoto & Miyazaki, 1984) . For comparison with the P·SPR·D control, its proof based on the K-Y-P property is given in Appendix.
It is well-known (Arimoto, 1996) that PD control + gravity force compensation yields superior control performance. However, in case where the gravity force compensation g(x * 1 ) at the desired value x * 1 is not available, we can consider the following P·SPR·D+I control instead of (10).
Since the stability of transient state is sufficiently guaranteed by the P·SPR·D control, we devise here only a counterplan to remove a steady state error (an off-set). Of course, the P·SPR·D+I control is inferior to the P·SPR·D control with the gravity force compensation. Yet sufficiently satisfactory control performance can be obtained.
P·SPR·D Control of Redundant Manipulators
Robot manipulators with multi-freedom, the so-called redundant manipulators, can perform complex and flexible operation utilizing the redundancy. Stability analysis of robot manipulators should be made basically in the joint-space coordinates. But actual robot manipulators aim to control direct motion in the task-space. Therefore, it is more convinient for the robot task to represent a model in the task-space showing a manipulator end-point position rather than a model in the joint-space. If joint angles q * corresponding to the desired target position z o in the task-space can be accurately calculated from inverse kinematics, one may consider stabilization only in the joint-space. For the redundant manipulators, however, the joint angles q * corresponding to the target position z o can not be determined uniquely and in addition calculation of inverse kinematics is usually complex and inaccurate. Thus, from a view-point of practice a stable control scheme based on the task-space plus joint-space coodinates is very desirable. Now let us consider a multi-joint redundant manipulator with n links. Let z ∈ R p (p < n) be the end-point position vector in the task-space. Then one has a relation from the kinematics as (Arimoto, 1996; Khatib, 1987; Spong et al., 1992 )
It is easy to calculate forward kinematics q → z, but hard to calculate inverse one z → q. Namely, given the desired position coordinates z o , it is very difficult to determine the joint coordinates x * 1 = q * realizing z o , as the degree of freedom of redundancy is large. In order to achieve accurate end-point position control, it is desired to obtain a control method for realizing z o , even when the inverse transformation x * 1 = f −1 (z o ) may not be attained correctly. For that purpose we propose a stabilizing control method for the end-point position setting, combining the P·SPR·D control in the joint-space and the P·SPR one in the task-space. Namely, we add the following P·SPR control in the task-space to the P·SPR·D one in the joint-
where K ′ P , K ′ S ∈ R p×p are positive definite diagonal gain mtrices. Therefore, actual control input becomes in consideration of task-space coordinates as follows.
where the set-point x * 1 denotes the joint angles corresponding to the desired position z o , which is determined from the inverse kinematics. It is not unique, however. Then the following theorem holds.
[Theorem 2] The closed-loop system (7)∼(9),(16),(17),(19) of the redundant manipulator with P·SPR·D control is asymptotically stable at the equilibrium (x 1e , x 2e , ξ e , z e , η e ) = (x * 1 , 0, 0, z o , 0) , provided that positive definite diagonal matrices K P , K S , K D ∈ R n×n , K ′ P , K ′ S ∈ R p×p and negative definite diagonal matrices D ∈ R n×n , D ′ ∈ R p×p are appropriately chosen. (Proof) For simplicity of description, we will state only a part to be added to the proof of Theorem 1. Consider a Lyapunov functiion candidate for the overall system
where V(x, ξ) is given by (11) and V ′ (z, η) denotes a Lyapunov function candidate corresponding to the additional part (16) ∼ (18) ;
Next calculate a time derivative of (20) along (7)∼ (9), (16), (17), (19) to geṫ
ButV(x, ξ) has been evaluated by (12) except for a part of y T τ ′ , already, so we calculate only the remained part as follows.
Therefore, combining (12) and (23), we havė
The third term in the right-hand side can be made negative definite by the similar argument in Theorem 1. Hence the function (24) is semi-negative definite. By the way, when τ = τ e = g(x * 1 ), it is obvious that an equilibrium of (7), (8), (16), (17), (19) becomes (x 1e , x 2e , ξ e , z e , η e ) = (x * 1 , 0, 0, z o , 0) . Therefore, by the similar argument in Theorem 1, we can show that the equilibrium (x * 1 , 0, 0, z o , 0) is asymptotically stable by LaSalle's invariance principle. Namely, it is achieved that
Meanwhile, when n > p in the redundant manipulator, we can set some joint angles q i , i ∈ I at arbitrary values x * 1i = q * i , i ∈ I within the possible freedom (the number of elements of I is less than n − p ). In this case define a vectorx 1 ∈ R n as {x 1i = x 1i , i ∈ I,x 1i = 0, i / ∈ I} and {x * 1i = x * 1i , i ∈ I,x * 1i = 0, i / ∈ I}and let us modify the control law (16), (17), (19) as follows.
It is then noted that elements of K P and K S corresponding to x 1i , i / ∈ I do not give any effect. In this case, asymptotical stability in the subspace of joint coodinates x i , i ∈ I is guaranteed such that x 1i (t) → x * 1i , i ∈ I as t → ∞. But joint angles x 1i , i / ∈ I are not known where to converge, although stable in the sense of Lyapunov. Theorem 2 does not take damping (Derivative action) in the task-space in consideration. However, damping −K D x 2 in the joint-space contributes to it indirectly. In order to add the damping in the task-space to control input τ ′ , we can add Derivative action term −XK ′ Dż to τ ′ . Although we can calculate the matrix X theoretically, however, it is not of practical use because of too much complexity. On the other hand, under the situation ofq =ẋ 2 ≈ 0 one can prove asymptotical stability, even if −J(x 1 ) T K ′ Dż is added to (18). But we do not know whether the damping is effective or not, asẋ 2 ≈ 0 is not assumed.
L 2 -Gain Disturbance Attenuation Problem
In this section we study L 2 -gain disturbance attenuation problem under the existence of disturbance w. Let us consider again the following cascaded system of the robot manipulator www.intechopen.com and the SPR element.
where w ∈ R l is the disturbance vector. And set up a feedback compensator (P·SPR·D controller) :
where K P , K S , K D ∈ R n×n are all positive definite diagonal matrices. Here g(x * 1 ), gravity force compensation at the desired value x * 1 , corresponds to the manual reset quantity m 0 . The L 2 -gain disturbance attenuation problem is defined to obtain the P·SPR·D control such that the closed-loop system satisfies the following two conditions under the given disturbance attenuation level γ > 0.
P1. When w = 0, the closed-loop system is asymptotically stable at the equilibrium (x 1e , x 2e , ξ e ) = (x * 1 , 0, 0). p2. When x(0) = 0, the following inequality holds for arbitrarily given T > 0.
It is noticed that P2 is equivallent to having L 2 gain below γ when x(0) = 0, that is, y 2 ≤ γ 2 w 2 . It implies that for all w ∈ L 2 [0, T] and for the supply rate s(y, w) = 1 2 {γ 2 w T w − y T y}, the following γ-dissipation inequality holds (van der Schaft, 2000) .
The following theorem solves the L 2 -gain disturbance attenuation problem.
[Theorem 3] Suppose that W(x) and L(x) satisfy the matching condition
where S(x) ∈ R l×n denotes the function matrix and S(x) T S(x) = I n . Then the closed-loop system (29)∼(32) satisfies P2, provided that positive definite diagonal matrices K P , K S , K D ∈ R n×n and negative definite diagonal matrix D ∈ R n×n are appropriately chosen and K D ≥ 1 2 (1 + 1 γ 2 )I n . Namely, it possesses L 2 gain less than γ (i.e., γ-dissipation inequality holds.) Furthermore, by the P·SPR·D control (32) the closed-loop system satisfies P1 so that (x 1e , x 2e , ξ e ) = (x * 1 , 0, 0) is asymptotically stable.
(Proof) To prove that the γ-dissipation inequality holds, make the following calculation for a storage function (11) (semi-positive definite function).
Here using the K-Y-P property (6) and the control (32) and the matching condition (34), we havė
PSPRD and PSPRD+I Control of Robot Manipulators and Redundant Manipulators 655
The first term in the right-hand side is negative definite, as mentioned below (12). Hence, using K D ≥ 1 2 (1 + 1 γ 2 )I n ,
Consequently, γ-dissipation inequality (33) holds, and so it follows that we have L 2 gain below γ. When w = 0, P1 has been already concluded by Theorem 2. 
Simulation
Let us apply the P·SPR·D control of robot manipulator developed in Section 2 to a two-link manipulator depicted in Fig.1 . Here generalized coordinates q 1 , q 2 are relative joint angles, and x 11 △ = q 1 denotes the perpendicular angle (angle from vertical line) of link 1 and x 12 △ = q 2 relative angle of link 2 from link 1, τ 1 and τ 2 denote the torque of each joint acting clockwise. L 1 , L 2 , m 1 , m 2 , I 1 , I 2 denote the length, the mass and the inertia moment of each link, respectively. A numerical example of two-link manipulator is given as follows. 2 22 ) sin x 12 + 5x 21 − 117.6 sin x 11 −14.7 sin(x 11 + x 12 )} − (1 + 3 cos x 12 )(3x 2 21 sin x 12 + 5x 22 − 14.7 sin(x 11 + x 12 ))
−14.7 sin(x 11 + x 12 )} + (21.2 + 6 cos x 12 )(3x 2 21 sin x 12 + 5x 22 − 14.7 sin(x 11 + x 12 ))
and det M △ = 21.26 + 0.3 cos x 12 − 9(cos x 12 ) 2 . Further, g(x 1 ) is also given as
Applying Theorem 1, let us solve a set-point servo problem with the desired value x * 1 = (1.5, 1) T . We set the SPR element as (8) and take an initial state as (x 1 (0), x 2 (0)) = (0, 0). The simulation results is shown in Fig.2 
. We see that the convergence speed is very quick and the overshoot is very little. Furthermore, as mentioned in Remark 1, the regulation problem (asymptotical stabilization to the origin) can be solved by setting x * 1 = 0. At this time m 0 = g(x * 1 ) is zero. The simulation results is shown in Fig.3.   Fig.4 shows the simulation results of P·SPR·D+I control in case where gravity force compensation g(x * 1 ) is not available. Here K I is given as 80 0 0 80 . Fig.5 shows the simulation results for the regulation problem. It is seen that the P·SPR·D control is superior to the P·SPR·D+I control (Notice scales of y-axis). Nevertheless, the control performance by the P·SPR·D+I control is also satisfactory enough. Meanwhile, ordinary PID control(with mv 0 = 0) is represented as follows.
The simulation results by the PID control with K P = 180 0 0 180 , K I = 40 0 0 40 , K D = 60 0 0 60 are shown in Fig.6 and Fig.7 for the set-point servo problem and the regulation www.intechopen.com Fig. 3 . P·SPR·D Control one, respectively. It is observed that though the convergence was attained by the ordinary PID control also, the convergence speed is slower than the P·SPR·D+I control. Of course control performance changes depending on controller parameters K P , K S , K D , D. However, it was known that the proposed methods attained always much better performances than the ordinary PID control. Comparing these three cases, we can say that the P·SPR·D control is the best in regard to response speed, overshoot and steady state error. This indicates that the P·SPR·D or P·SPR·D+I control possesses a possivility of a new and promising control scheme.
Note that nothing has been mentioned in regard to controller parameter adjustment. The values of K P , K S , K D used in the simulations are the same one with almost optimum values of K P , K I , K D for the ordinary PID control which were obtained by trial and error. Of course the control performance depends on the parameter values, and so there is a room of argument for further improvement.
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Conclusion
Based on the passivity theory and LaSalle's invariance principle, we studied first the set-point servo problem for the robot manipulators by the P·SPR·D and P·SPR·D+I control. Next we investigated a stabilizing control method for the end-point position setting of redundant manipulator, combining the P·SPR·D control in the joint-space and the P·SPR one in the task-space. The effectiveness of the proposed methods are demonstrated with a two-link manipulator. We showed the simulation results of the P·SPR·D+g(x * 1 ) control and P·SPR·D+I control by which very excellent control performances were obtained. Further, the L 2 -gain disturbance attenuation problem was studied also. The P·SPR·D or P·SPR·D+I control can be said to be a new general control scheme and the use of SPR element as a part of controller possesses an advantage from a passivity-based design point of view. In particular the SPR element contributes powerfully to stabilization of the closed-loop system. They can be applied widely to linear systems and/or affine nonlinear sysems also. The optimum adjustment of controller parameters is left as a future topic. Implementation of the P·SPR·D control is not difficult with a digital processor.
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