Abstract. The paper deals with recovering band-and energy-limited signals from a finite set of perturbed inner products involving the prolate spheroidal wavefunctions. The measurement noise (bounded by δ) and jitter meant as perturbation of the ends of the integration interval (bounded by γ) are considered. The upper and lower bounds on the radius of information are established. We show how the error of the best algorithms depends on γ and δ. We prove that jitter causes error of order Ω 3 2 γ, where [−Ω, Ω] is a bandwidth, which is similar to the error caused by jitter in the case of recovering signals from samples.
Introduction and preliminaries
The usual approach to recovery of signals [1] , [4] , [5] , [6] , [7] , [8] , [9] , [10] assumes gathering their samples, which are then combined in some way to get approximate signals' values. In practice, the data is contaminated with some noise coming from an inaccurate sample points reading (called jitter ) and from the measurements of resulting samples. It has been proved [1] that to get satisfactory quality of the reconstruction, we may need to ensure very small jitter.
In the 1960's, mainly due to Slepian, Landau and Pollak [14] , [20] , [22] , a new way of gathering information about signals came into consideration. Instead of samples, certain inner products involving prolate spheroidal wavefunctions could be evaluated. Optimality properties of such information have been exhibited in [8] , [10] . The measurement noise has been proved to have smaller influence on the quality of recovery than in the case of utilising information consisting of signals' samples [4] .
We deal with the recovery of band-and energy-limited signals. We estimate the loss caused by jitter (meant here as the perturbation of the length of the integration interval) while using the prolate spheroidal wavefunctions. 
We are interested in the signals with limited energy, that is, in the subclass E = {f ∈ F :f ∈ J}, where J denotes the unit ball in
The reconstruction of a signal f at a point t 0 from the interval [−τ, τ], τ > 0, can be treated as a recovery of the linear functional
Here, γ and δ are fixed positive numbers, 1 ≤ p 1 , p 2 ≤ ∞, and · p denotes the pth norm in C n . The functions w k are scaled prolate spheroidal wavefunctions as precisely defined in Section 3. We shall also use the symbols q 1 and q 2 to denote the quantities associated to p 1 and p 2 , i.e.,
with the convention that 1 ∞ = 0. To recover S(f ), we use an algorithm φ : C n → C, which can be an arbitrary mapping. We measure the error of φ by its worst performance in the class E:
Our aim is to find the best possible algorithm. If some φ * satisfies
we call it an optimal algorithm. Let A( y) denote the image under S of the set of all elements from E sharing the information y:
The quantities
where the supremum over the empty set is to mean zero, define a radius and a diameter of information, respectively. It is well known that
see for instance [18] , [19] for the proof. We shall use these relations to estimate the lower and upper bounds on the error of the optimal algorithm. For more information on the worst case setting we refer the reader to [19] , [23] , [24] , [25] . We shall prove that for sufficiently small γ
The constants A 1 and A 2 are independent of Ω, γ and δ. The same refers to B when w k are suitably chosen. Jitter causes error of order Ω 3 2 γ, which is similar to the error caused by jitter in the case of recovering signals from samples. In both cases the condition Ω 3 2 γ < 1 should be satisfied to get the radius of information small enough. It may force γ to be very small, since Ω may even exceed 2 16 .
Prolate spheroidal wavefunctions
This section presents some facts concerning the prolate spheroidal wavefunctions. Given positive number c, we consider the differential equation
It is well known [2] that the values of the parameter κ such that the equation has a nonzero solution can be ordered
and when κ = κ k (c), there exists exactly one solution
Let us set c = Ωτ and define the prolate spheroidal wavefunctions by 
where
Here and in what follows Sinc(x) is defined by
It should be noted that v k , λ k , α k , κ k depend on c and φ k depends on Ω and τ . To simplify the notation, we do not point it out. The above theorem was proved in [8] , [22] ; see also [2] , [3] , [9] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [20] , [21] for a more complete treatment.
The following lemma will be used in the next section to get an upper bound on the radius of information.
Proof. According to [3] , [20] we have 2 c v
This combined with v k (1) = √ τφ k (τ ) > 0 and c = Ωτ gives the desired formula.
The next two lemmas provide tools for establishing the upper bounds on the derivatives of φ k at τ . We shall use them in the next section.
Lemma 2. Let us fix c and κ k and set
Proof. The function v k is a solution of the differential equation
(1)
This yields
We shall prove by induction that the following equation holds for j = 3, 4, . . .:
It can be verified for j = 3 by differentiating the equation (2) . Let us assume that (3) is valid for some j. Then by differentiation we get it for j + 1. By the definition of a, b and x j , the lemma follows by setting t = 1 in (1), (2) and (3). 
Proof.
We proceed by induction. For j = 1 the inequality holds. As
We now know that the lemma holds for j = 1, 2, 3. For any j ≥ 4 we assume that |x i | ≤ (i − 1)!β i holds for all i < j. Then from Lemma 2 we get
The proof is complete.
by Lemma 3 we get
Estimation of the radius of information
We are now in a position to define the functions w k . As was mentioned before, they are scaled prolate spheroidal wavefunctions, i.e,
where the quantities W k−1 are arbitrary positive numbers.
We remind the reader that an optimal algorithm using the exact information (γ = δ = 0) [18] is given by
We shall now estimate the error of φ * for arbitrary γ and δ.
Lemma 4.
Let φ * be defined as above. Then
Proof. We have
If an f belongs to E, then |f (t)| ≤ √ 2Ω. Furthermore, the eigenrelations pre-
This can be improved if γ is small enough.
Lemma 5. If f ∈ E, c ≥ 2 and
Proof. Since |f (t)| ≤ √ 2Ω and φ k is odd for odd k and even when k is even, we obtain
Expanding φ k in the Taylor series and applying Corollary 1, we get
The last equation holds since x < 1 is guaranteed by the assumptions. As ln
According to Lemma 1, we have |φ
The same argument applies to the integral
We can now establish an upper bound on the radius of information. 
Proof. The theorem follows from Lemmas 4 and 5 and the definitions of φ k and c.
One may ask whether the estimate in Theorem 2 is sharp. To answer this, we shall show a lower bound on the radius of information. The basic idea of getting it is to find two functions sharing the same information. Then we shall use them to estimate the diameter of information and finally the radius of information.
The following assumptions will be needed in the remainder of this section. They are a consequence of the proof technique, and all, except the first one, state some limitation on the size of γ. The goal of the last one is to guarantee that the functions 
Proof. The Taylor expansion of φ k combined with Corollary 1 yields
.
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We set x = Ωβ k 2 Γ k+1 and note that
and the lemma follows.
The task is now to find two functions sharing the same information and whose difference at some point t 0 is of order Ω 3 2 γ.
,
and assume that δ = 0 and let conditions A0-A4 hold. Then the functions
we get f 1 , f 2 ∈ E. In order to show that N(f 1 ) ∩ N(f 2 ) = ∅, we need to find a vector Γ such that Γ p1 ≤ γ and On the other hand, by A1, A3, and Lemma 6 it follows that
We complete the proof by finding a vector Γ such that Γ p1 ≤ γ and
To this end we set Γ k = 2λ k−1 β k−1 αγ. Then Γ p1 = γ and the inequality above reduces to the inequality
