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RESUMO 
 
PROTEGENDO SERVIDORES WEB CONTRA ATAQUES SLOW DOS 
 
Autor: Pedro Suares Vieira Junior 
Orientador: Professor Dr. Laerte Peotta Melo  
Programa de Pós-graduação em Engenharia Elétrica 
Brasília, 19 de Maio de 2015. 
 
 
Ataques de negação de serviço tem sido, atualmente, uma das maiores preocupações dos 
profissionais de segurança da informação de vários setores, principalmente do e-commerce 
e do Internet Banking. A facilidade na execução dos ataques, a disponibilidade de 
ferramentas e a necessidade de poucos recursos computacionais para a execução dos 
mesmos, os tornam uma excelente alternativa para quem quer prejudicar um concorrente ou 
um desafeto. Ataques do tipo Slow DoS exigem ainda menos recursos computacionais, são 
mais difíceis de se mitigar e será o novo modus operandi dos atacantes nestes novos tempos. 
Este trabalho tem como objetivo apresentar os módulos de segurança, disponíveis para os 
servidores web mais utilizados da atualidade (Apache, Nginx e IIS), que são capazes de 
mitigar os ataques Slow HTTP Headers, Slow HTTP POST e Slow Read. Foram realizadas 
simulações e posteriores análises dos comportamentos dos servidores web com e sem as 
devidas proteções, onde foi possível observar a eficácia destes módulos. Grandes ataques 
volumétricos não podem ser bloqueados pelo servidor web mas ataques de aplicação podem, 
sim, ser facilmente mitigados. 
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ABSTRACT 
 
PROTECTING WEBSITES AGAINST DOS ATTACKS 
 
Author: Pedro Suares Vieira Junior 
Supervisor: Professor Dr. Laerte Peotta Melo  
Programa de Pós-graduação em Engenharia Elétrica 
Brasília, May 19, 2015 
 
 
Denial of Service attacks are, nowadays, one of the biggest concerns of information security 
professionals of various sectors, mainly of e-commerce and Internet Banking. The smooth 
execution of the attacks, the availability of tools and the need of few computational resources 
for the implementation thereof, make them a excellent alternative for those who wants to 
disrupt a competitor or a disaffection. Slow DoS attack types require even less computational 
resources, are more difficult to mitigate and will be the new modus operandi of the attackers 
in these new times. This work aims to present the security modules, available for the most 
widely used web servers today (Apache, Nginx e IIS), that are capable of mitigate Slow 
HTTP Headers, Slow HTTP POST e Slow Read attacks. Simulations and subsequent 
analysis of the web servers behaviors were performed with and without the necessary 
protections, where it was able to observe the efficacy of these modules. Web servers cannot 
block large volumetric attacks but application attacks can, indeed, be easily mitigated. 
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1 INTRODUÇÃO 
 
Um ataque de negação de serviço (Denial of Service Attack – DoS), é uma categoria básica 
de ataques no mundo da segurança da informação e pode ser utilizado de várias maneiras. 
Esta definição pode ser aplicada para qualquer situação onde um atacante tenta impedir o 
uso ou a entrega de algum recurso de uma determinada empresa para os seus clientes ou 
consumidores. A implementação deste ataque pode ser feita de várias maneiras a depender 
dos recursos disponíveis e do alvo que se quer atingir. 
 
O conceito de negação de serviço é facilmente aplicado em um mundo conectado por redes 
de computadores. Roteadores e servidores suportam um número limitado de conexões em 
um determinado período de tempo, proporcional ao desempenho do hardware e ao tamanho 
link internet disponível. Se esse limite é ultrapassado, novas requisições serão rejeitadas. 
Com isso, o trafego legítimo será ignorado e os clientes daquele serviço perderão o acesso a 
ele. Um atacante que desejar indisponibilizar um serviço ou dispositivo pode fazer isso 
simplesmente sobrecarregando o alvo com pacotes elaborados para consumir todos os 
recursos disponíveis. 
 
Um ataque DoS não é uma tentativa de “hackear” tradicional, no qual o objetivo do atacante 
é obter acesso indevido a recursos, mas pode ser tão perigoso quanto. O objetivo principal 
da negação de serviço é a interrupção e a inconveniência. O sucesso é medido com base em 
quanto tempo o sistema ficará indisponível. Quando o ataque é direcionado a alvos críticos, 
como servidores DNS, os danos podem ser enormes. As ameaças de negação de serviço 
estão atualmente entre as principais preocupações quando se fala em segurança da 
informação. Eles são simples de serem realizados, difíceis de serem contidos e muito 
eficientes no seu objetivo. 
 
Uma categoria de ataques DoS que hoje está em ascensão são os ataques de negação de 
serviço distribuídos (Distributed Denial of Service – DDoS) que consiste na execução de um 
ataque coordenado originário de várias fontes. Eles podem ser vistos como uma forma 
avançada dos tradicionais ataques DoS. Ao invés de um único atacante inundar o alvo com 
trafego, várias máquinas são usadas como “escravas” em uma configuração multicamadas. 
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O processo de construção desse exército de atacantes é relativamente simples. Um atacante 
invade um grande número de computadores conectados a Internet e instala um pacote de 
softwares capazes de realizar ataques DDoS. Este pacote permite que o atacante controle 
remotamente os computadores comprometidos tornando-os escravos. A partir de um 
dispositivo mestre, o atacante informa qual é o alvo para as máquinas e ordena o ataque. 
Milhares de máquinas podem ser controladas por um único mestre. A hora de iniciar, de 
parar, o endereço do alvo e o tipo de ataque são comunicados a máquina escrava através da 
Internet. Uma única máquina contaminada pode gerar megabytes de tráfego enquanto 
centenas delas podem gerar gigabytes deles. 
 
Os tipos de ataques possíveis de serem realizados são muitos. Com uma quantidade 
suficiente de máquinas ativas qualquer tipo de ataque pode ser efetivo. Requisições ICMP, 
HTTP, pacotes fragmentados ou dados aleatórios podem ser enviados. Com o tempo, o alvo 
ficará tão sobrecarregado que o sistema hospedado por ele ficará muito lento ou indisponível. 
O ataque pode ser direcionado para qualquer dispositivo conectado na rede tais como 
roteadores (afetando toda a rede), servidores de aplicação (Web, e-mail, DNS) ou appliances 
(Firewall, IDS). 
 
Uma das maiores dificuldades em se lidar com ataques DDoS é que geralmente todo o 
trafego é “spoofed”, uma técnica utilizada para ocultar a origem de um ataque. O que torna 
ainda mais difícil a prevenção destes ataques é a mistura do trafego legitimo e ilegítimo. A 
efetiva identificação do ataque é ainda mais difícil quando ele se parece com o tráfego 
normal.  
 
Segundo a Arbor Networks (2015), empresa especializada na mitigação de ataques DDoS, 
estes podem ser classificados em quatro categorias: 
 
 Ataques de conexão TCP – Este ataque tem como objetivo exaurir todas as 
conexões disponíveis dos dispositivos conectados na rede. 
 Ataques volumétricos – Este ataque tenta consumir toda da banda de rede 
disponível do alvo. 
 Ataques de aplicação – Este ataque tenta explorar algum defeito ou peculiaridade 
da implementação da aplicação ou serviço e pode ser eficiente mesmo com um 
número reduzido de atacantes. 
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 Ataques de Fragmentação – Este ataque tenta inundar a vítima com uma série 
de fragmentos de pacotes TCP e UDP sobrecarregando a sua capacidade de 
remontar estes pacotes. 
 
As motivações para a realização destes ataques variam muito, desde pura diversão e 
conhecimento a extorsão e perseguição política. A formação e a expansão de grupos 
especializados na realização destes ataques têm preocupado os profissionais da área. A 
quantidade de ferramentas e botnets disponíveis para a orquestração destes ataques está em 
expansão inversamente proporcional a quantidade de contramedidas disponíveis. Os 
métodos de ataque estão ficando mais elaborados. Ataques híbridos (que misturam ataques 
volumétricos e de aplicação) dificultam a mitigação. O alto consumo de banda dos links de 
internet internacionais acaba prejudicando uma enorme quantidade de usuários.  
 
Uma solução definitiva para este problema requer uma mudança drástica nos serviços e 
padrões de comunicação hoje utilizados. Atualmente, a melhor técnica de defesa é se 
antecipar aos ataques e manter uma equipe de resposta a incidentes preparada para agir. A 
adoção de políticas de segurança modernas colabora para que a infraestrutura de servidores 
da uma empresa também não faça parte do problema. 
 
1.1 DEFINIÇÃO DO PROBLEMA 
 
Os ataques DoS direcionados a serviços e servidores web são hoje uma maneira eficiente e 
efetiva de ocasionar prejuízos econômicos e a imagem de grandes, médias e pequenas 
empresas. A facilidade na execução destes ataques tanto no que diz respeito ao conhecimento 
técnico exigido quanto aos recursos de hardware e software necessários a sua execução, os 
tornam os ataques ideais quando o objetivo é incomodar alguém. 
 
Na época da criação dos protocolos necessários ao funcionamento da Internet muitos 
aspectos foram negligenciados pois o objetivo principal outrora era que eles simplesmente 
funcionassem. Estas características, antes negligenciadas, hoje são vistas como fragilidades 
e são exploradas por atacantes com o intuito de indisponibilizar algum serviço que faz uso 
destes protocolos. 
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1.2 OBJETIVO GERAL 
 
O objetivo geral deste trabalho consiste na proposição de técnicas de mitigação contra os 
principais ataques DoS utilizados atualmente. 
 
1.3 OBJETIVOS ESPECÍFICOS 
 
Em coerência do objetivo principal, os objetivos específicos que pretendo atingir com este 
trabalho são: 
 
 Elencar quais são os principais tipos de ataques DoS utilizados por atacantes ao 
redor do mundo; 
 Elencar quais são os servidores web mais utilizados atualmente; 
 Realizar simulações para a verificação de qual é a melhor contramedida para a 
proteção destes servidores contra os principais ataques DoS; 
 Gerar conhecimento para permitir que empresas de pequeno porte possam se 
proteger destes ataques com o uso de técnicas de baixo custo financeiro. 
 
1.4 JUSTIFICATIVAS 
  
Da mesma forma que ataques DoS/DDoS são fáceis e baratos de serem executados as formas 
de proteção contra eles, em alguns casos, não precisam ser diferentes.  
 
Existem dezenas de tipos de ataques DoS/DDoS que podem ser realizados e outras dezenas 
de formas diferentes de mitigação destes ataques. Ataques de aplicação (que exploram as 
fragilidades dos protocolos) e ataques volumétricos em baixa escala podem ser mitigados na 
própria infraestrutura de servidores das empresas. O objetivo deste trabalho é mostrar que 
com a utilização de alguns módulos nos servidores web, boa parte destes ataques já podem 
ser mitigados. 
Contudo, ataques volumétricos de grandes proporções, principalmente os de reflexão, não 
podem chegar até os servidores das empresas pois rapidamente os links internet ficariam 
congestionados. Neste caso, não há outra solução senão a contratação de um “Centro de 
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Mitigação de Ataques DDoS” que fará o “meio de campo” entre a empresa e a Internet, a 
um custo mensal elevado.  
 
1.5 METODOLOGIA DE PESQUISA 
 
A metodologia de pesquisa a ser utilizada neste trabalho foi dividida em três fases: 
 
 Fase 1: Levantar quais são os principais ataques DoS/DDoS da atualidade 
juntamente com as suas contramedidas; 
 Fase 2: Levantar quais são os principais servidores web da atualidade e suas 
características; 
 Fase 3: Realizar simulações de ataques contra estes servidores web e analizar os 
resultados obtidos com e sem as devidas proteções. 
 
1.6 ESTRUTURA DA MONOGRAFIA 
 
A monografia está estruturada da seguinte maneira:  
 
No Capítulo 2 estão definidos o que são os ataques de negação de serviço, as suas 
motivações, sintomas, quem são os principais atacantes e as vítimas. No mesmo capítulo 
estes ataques serão classificados e, dentro de cada classe, serão descritos os principais 
ataques juntamente com a suas contramedidas. Principais ferramentas de ataque, 
mecanismos de defesa e solução coorporativas também serão abordadas neste capítulo. 
 
No Capítulo 3 estão elencados os servidores web mais utilizados atualmente juntamente com 
uma listagem das vulnerabilidades presentes nos principais protocolos utilizados por eles. 
 
No Capítulo 4 estão inseridas as amostras das simulações dos principais ataques Slow DoS 
e seus respectivos resultados onde ficarão evidentes as diferenças no comportamento dos 
servidores web com e sem as proteções indicadas. 
 
Por fim, no Capítulo 5 é feita a conclusão apresentando os principais desafios que os ataques 
de negação trazem juntamente com um parecer sobre as simulações realizadas. 
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2 ATAQUES DE NEGAÇÃO DE SERVIÇO 
 
Neste capítulo serão apresentadas a definição, motivações, perfil dos atacantes, das vítimas, 
principais tipos de ataques DoS juntamente com os mecanismos de defesa disponíveis para 
mitigá-los. 
 
2.1 DEFINIÇÃO 
 
Um ataque de negação de serviço (Denial of Service Attack – DoS) é uma tentativa de fazer 
com que um ou vários sistemas computacionais fiquem indisponíveis. Normalmente, este 
ataque é direcionado a servidores web, mas pode ser usado para atacar também servidores 
de e-mail, servidores DNS ou qualquer outro dispositivo conectado à Internet. 
 
Um ataque DoS pode ser iniciado de uma única máquina mas geralmente são usados vários 
computadores para a execução de um ataque. Como muitas empresas possuem firewalls ou 
outros sistemas de segurança em sua infraestrutura, um ataque partindo de um único ponto 
pode ser facilmente bloqueado. Contudo, um ataque de negação de serviço distribuído 
(DDoS), originário de vários pontos, torna esta tarefa bem mais complexa. 
 
Ataques DoS são um método comum que hackers utilizam para atacar websites. Como 
inundar um servidor com várias requisições não requer nenhuma autenticação até mesmo 
um servidor robusto está vulnerável (GU, 2007).  
 
2.2 MOTIVAÇÕES 
 
Dentre a várias motivações existentes para a execução destes ataques as frequentemente 
identificadas são as seguintes: 
 
 Hacktivismo – São ataques motivados por causas políticas. Hacktivistas utilizam 
ataques DDoS para expressão seu descontentamento para tudo desde 
manifestações contra o governo ou contra grandes eventos, como a Copa do 
Mundo. Estes ataques também são disparados contra nações inimigas ou contra 
empresas que se envolveram em alguma polêmica. 
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 Extorsão – O extorsionário envia uma mensagem para a vítima ameaçando atacar 
o seu website e exige o deposito de algum valor em seu favor para que o ataque 
não seja realizado. A chantagem também pode ser feita após o início do ataque, 
exigindo o pagamento de algum valor para que o ataque cesse. 
 Competição de Mercado – Empresas estão lançando mão deste ataque para 
prejudicar os concorrentes, principalmente durante eventos nos quais a 
competição é mais acirrada, como na Black Friday. Se o site do concorrente está 
lento ou indisponível, naturalmente o consumidor procurará fazer as suas compras 
em outro site. Além disso, está indisponibilidade prejudica a imagem da empresa. 
 Vandalismo – Existem dois tipos principais de vândalos. Os hackers “black hats” 
que fazem uso de seu vasto conhecimento em segurança da informação para 
indisponibilizar grandes sites e com isso ganhar os seus “cinco minutos de fama” 
dentro da comunidade hacker. Do outro lado, estão os “script kiddies” que tem 
este nome pois suas motivações são vistas como infantis e fazem uso de simples 
scripts para executar os ataques. Ferramentas para a execução destes ataques 
podem ser facilmente encontradas e a sensação de poder ao derrubar o site de uma 
grande empresa é o que motiva este tipo de atacante. 
 Distração – Alguns atacantes executam ataques DDoS com o objetivo de atrair a 
atenção da empresa para este ataque enquanto um outro ataque mais elaborado é 
executado, geralmente com o objetivo de obter informações sigilosas 
(SAGER,2014). 
 
De acordo com a Arbor Networks (2015), as motivações mais frequentes para ataques DDoS 
em 2014 foram vandalismo, vandalismo contra empresas de jogos e hacktivismo. Foram 
realizadas entrevistas com várias empresas onde elas poderiam apontar quais eram as 
principais motivações que elas acreditavam haver por trás dos ataques que sofreram. Esta 
pesquisa está consolidada na Figura 2.1. 
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Figura 2.1 – Motivações para ataques DDoS (modificado - ARBOR, 2015) 
 
De acordo com a Imperva (2015), empresa especializada em soluções anti-DDoS, os países 
de onde mais se originaram ataques em 2014 foram Índia, China e Iran. Somente estes três 
foram responsáveis por mais de 25% de todo o trafego DDoS gerado e mais de 50% de todos 
os ataques foram originados por apenas 10 países, conforme ilustra a Figura 2.2. 
 
 
Figura 2.2 – Países que mais originaram ataques DDoS (modificado - IMPERVA, 2015) 
 
Ainda segundo a Arbor Networks (2015), os principais alvos dos cyber atacantes no ano de 
2014 foram o usuário final, o e-commerce e o governo, nesta ordem. A Figura 2.3 apresenta 
o resultado desta pesquisa. 
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Figura 2.3 – Principais alvos dos ataques DDoS (modificado - ARBOR, 2015) 
 
2.3 PRINCIPAIS SINTOMAS 
 
O United States Computer Emergency Readiness Team (US-CERT, 2013) define como 
possíveis sintomas de um ataque DoS/DDoS os abaixo listados: 
 
 Lentidão incomum no acesso a rede (abrir arquivos ou acessar websites) 
 Indisponibilidade de um site em particular 
 Impossibilidade de acessar qualquer website 
 Aumento no número de spams recebidos 
 Desconexão da rede wireless ou da rede cabeada 
 Acesso negado permanente a algum serviço da Internet 
 
Um ataque de negação de serviço também pode ocasionar problemas nas ramificações da 
rede ao redor do computador que está sobre ataque. Por exemplo, a largura de banda do 
roteador entre a Internet e a LAN pode ser totalmente consumida pelo ataque 
comprometendo não somente o computador mas toda a rede local. 
Se um ataque ocorre em larga escala, regiões inteiras da Internet podem ser comprometidas 
sem a intenção do atacante. Alguns ataques são tão grandes que podem esgotar a capacidade 
de um link internacional. 
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2.4 TIPOS DE ATAQUES 
 
Neste subcapítulo serão apresentados os principais tipos de ataques DoS/DDoS juntamente 
com as suas contramedidas. Segundo a Arbor Networks (2015), os ataques DoS podem ser 
classificados em quatro grandes classes: Ataques de conexão TCP, Ataques volumétricos, 
Ataques de fragmentação e Ataques de aplicação. Alguns destes ataques ainda podem ser 
amplificados com o auxílio de técnicas de reflexão. 
 
Outra forma de classificação segundo a Radware (2015), empresa especializada em soluções 
anti-DDoS, é categorizar os ataques com base no modelo de referência OSI. Desta forma os 
ataques são classificados observando a camada do modelo na qual o ataque é direcionado. 
A Figura 2.4 ilustra um levantamento feito pela empresa, durante o ano de 2014, que reporta 
quais foram os protocolos mais atingidos juntamente com as camadas que eles pertencem. 
Nela, é possível observar que os ataques estão bem distribuídos entre as camadas 7 e 3/4 do 
modelo OSI. 
 
 
Figura 2.4 – Distribuição dos ataques baseada no modelo OSI (RADWARE, 2015) 
 
De acordo com a Prolexic (2015), empresa especializada em soluções anti-DDoS, os ataques 
volumétricos foram os mais utilizados em ataques por todo o mundo. A Figura 2.5 traz um 
gráfico que demonstra, em ordem decrescente, quais foram os tipos de ataques mais 
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executados durante o ano de 2014. É possível visualizar que os ataques de SYN Flood, UDP 
Flood e GET (HTTP) Flood representam mais de 50% de todos os ataques executados. 
 
 
Figura 2.5 – Principais tipos de ataques executados em 2014 (PROLEXIC, 2015) 
 
2.4.1 Ataques de Conexão TCP 
 
Estes ataques visam ocupar todas as conexões TCP disponíveis em componentes de 
infraestrutura tais como balanceadores de carga, firewalls e servidores de aplicação. Até 
mesmo dispositivos capazes de suportar milhões de conexões podem sucumbir a eles. Dentre 
outros, é possível elencar como mais conhecidos os SYN Floods, Ping of Death e Smurf 
DDoS. A magnitude destes ataques é mensurada em “pacotes por segundo”. 
 
2.4.1.1 SYN Flood 
 
Um ataque de SYN Flood explora uma vulnerabilidade conhecida na sequência de conexão 
do protocolo TCP (o “three-way-handshake”), em que uma requisição SYN para iniciar uma 
conexão TCP com um servidor deve ser respondida com uma resposta SYN-ACK deste 
servidor, e depois confirmada por uma resposta ACK da máquina requisitante. Em um 
cenário de SYN Flood, o requisitante envia várias requisições SYN, mas não responde as 
respostas SYN-ACK do servidor, ou envia requisições SYN de um endereço IP forjado. De 
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qualquer modo, o servidor continua aguardando por confirmações de cada requisição 
enviada, segurando recursos até que nenhuma nova conexão possa ser estabelecida, 
resultando em uma negação de serviço. As Figuras 2.6 e 2.7 (DAKE, 2014) ilustram este 
cenário. 
 
                                          
Figura 2.6 – Conexão TCP Normal 
Figura 2.7 – Ataque de SYN Flood 
 
Contramedidas: Filtragem de pacotes no firewall, Reduzir o tempo de timeout das 
mensagens SYN (SYN-RECEIVED), Reciclar as conexões TCP meio-abertas mais antigas, 
Utilizar o recurso de SYN Cache, Utilizar o recurso de SYN Cookies (EDDY, 2007). 
 
2.4.2 Ataques Volumétricos 
 
Estes ataques visam consumir toda a largura de banda disponível do alvo ou entre o alvo e o 
restante da Internet. Consistem basicamente em causar congestionamento de rede. Dentre 
outros, os mais utilizados são o UDP Flood, HTTP Flood e ICMP Flood. A sua magnitude 
é medida em “bits por segundo (bps)”. 
 
2.4.2.1 UDP Flood 
 
Este ataque consiste em inundar a vítima com pacotes IP contendo datagramas UDP 
direcionados a portas aleatórias. A vítima então checa por aplicações associadas a estes 
datagramas e, caso não encontre nenhuma, retorna um pacote de “Destino Inacessível”. 
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Quanto mais pacotes UDP são enviados mais a vítima fica sobrecarregada. O endereço de 
origem de ataque geralmente é forjado para que as respostas não sejam direcionadas a ele e 
para que a sua identidade fique protegida. 
 
UDP (User Datagram Protocol) é um protocolo de rede que não é baseado em conexões ou 
sessões. Consome poucos recursos e é ideal para trafego que não precisa ser checado, como 
VoIP. Contudo, são estas mesmas características o tornam mais vulnerável a abusos. Como 
não é necessário estabelecer uma conexão, um grande volume de dados pode ser enviado 
usando poucos recursos, o que contribui também para que a largura de banda da vítima seja 
facilmente esgotada, tornando este um dos ataques volumétricos mais utilizados.  
 
Contramedidas: Limitação da quantidade de pacotes ICMP que podem trafegar na rede; 
Uso de appliances que realizam DIP (Deep Packet Inspection) para analisar o conteúdo do 
datagrama e descartar aqueles cujo conteúdo não é legítimo. 
 
2.4.2.2 HTTP Flood 
 
Este ataque consiste em inundar um servidor web com requisições HTTP GET e POST 
legítimas. Ele não faz uso de pacotes malformados, forjados ou técnicas de reflexão e requer 
um menor consumo de banda para derrubar o seu alvo. Contudo, é necessário um maior 
conhecimento da arquitetura do site a ser atacado e cada ataque precisa ser especificamente 
desenvolvido para afetar o alvo desejado. Isso faz com que ataques HTTP Flood sejam mais 
difíceis de detectar e bloquear. 
 
Quando um cliente HTTP (navegador) fala com um servidor web, ele envia requisições 
HTTP principalmente de dois tipos – GET e POST. Uma requisição GET é usada para 
recuperar conteúdo estático, como imagens, enquanto requisições POST são usadas para 
acessar recursos gerados dinamicamente. 
 
O ataque é mais efetivo quando ele força o servidor a alocar o máximo de recursos possíveis 
em resposta a uma única requisição. Por esta razão, ataques usando o método POST tendem 
a ser mais eficientes para o atacante executar, pois eles incluem parâmetros que disparam 
processamentos complexos no servidor web. Por outro lado, HTTP GET Floods são mais 
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fáceis de serem criados e por este motivo são mais adequados para serem escalados para uma 
botnet executá-los. A Figura 2.8 ilustra a execução deste ataque. 
 
 
Figura 2.8 – Diagrama de execução de um ataque HTTP Flood (m. - NSFOCUS, 2014) 
 
Contramedidas: Ataques HTTP Flood são difíceis de se mitigar pois utilizam URLs padrão 
em suas requisições. Táticas possíveis são a análise do volume de dados trafegado por um 
mesmo endereço IP, análise da reputação dos IPs, monitorar anormalidades nas requisições 
(tais como variações do user-agent) e o emprego progressivo de desafios de segurança (ex. 
CAPTCHA). 
 
2.4.2.3 ICMP Flood 
 
O Internet Control Message Protocol (ICMP) é um protocolo não baseado em conexões 
usado para realizar operações e diagnósticos do protocolo IP, tais como testes de latência. 
Uma requisição ICMP requer que o servidor processe a requisição e a responda, o que 
consome CPU. Ataques sobre o protocolo ICMP, como ataques smurf, ICMP Floods ou ping 
floods se aproveitam desta característica para inundar o servidor com requisições ICMP sem 
esperar por uma resposta. Este ataque consiste em sobrecarregar a capacidade do servidor 
em responder requisições bloqueando assim as requisições válidas. 
 
Uma variação deste ataque é o Smurf Attack. Ele é um ataque DDoS onde um grande número 
de pacotes ICMP, sendo que o endereço de origem é forjado com o endereço da vítima, são 
enviados para uma rede usando o endereço de broadcast da rede. Os computadores desta 
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rede irão, por padrão, responder as requisições para o endereço de origem. Se a quantidade 
de computadores nesta rede for grande, o computador da vítima será inundado por trafego 
causando lentidão ou indisponibilidade no computador da vítima. A Figura 2.9 ilustra esse 
cenário. 
 
 
Figura 2.9 – Demonstração do Ataque DDoS Smurf (modificado - CISCO, 2011) 
 
Contramedidas: Configurar servidores e estação para não responder a requisições ICMP e 
broadcasts; Configurar roteadores para não encaminhar requisições direcionadas a 
endereços broadcast; Limitar na rede a quantidade de pacotes ICMP que se pode trafegar 
(FERGUSON, 2000). 
 
2.4.3 Ataques de Fragmentação 
 
2.4.3.1 UDP Fragment 
 
O ataque de UDP Fragment é baseado em forçar o sistema atacado em remontar uma grande 
quantidade de dados UDP enviados em pacotes fragmentados. O objetivo do ataque é 
consumir todos os recursos do sistema até ele ficar indisponível. O pacote IP é fragmentado 
quando ele ultrapassa o MTU (Maximum Transmition Unit) da rede, geralmente definido em 
1500 bytes (ARBOR, 2015). 
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Contramedidas: Uso de appliances que verifiquem a ordem dos pacotes que estão 
chegando e caso o pacote inicial não seja o pacote número 1 do fluxo todo o fluxo é 
descartado. 
 
2.4.4 Ataques de Aplicação 
 
Estes ataques procuram explorar aspectos específicos da aplicação ou do serviço a serem 
atacados e podem ser bem eficientes com um número pequeno de máquinas gerando trafego 
a uma baixa velocidade, fazendo-os difíceis de se detectar e mitigar. Dentre outros, temos 
como os mais comuns o Slow HTTP Attack, Zero-Day Attack e ataques que exploram 
vulnerabilidades no servidor web Apache ou nos sistemas operacionais Windows e Linux. 
A sua magnitude é medida em “requisições por segundo”. 
 
2.4.4.1 Slow DoS 
 
Ataques Slow HTTP são ataques de negação de serviço que se baseiam no fato de que o 
protocolo HTTP, por padrão, requer que uma requisição seja completamente recebida pelo 
servidor antes de ser processada. Se uma requisição HTTP não vier completa, ou se a taxa 
de transmissão for muito baixa, o servidor mantém os seus recursos ocupados esperando 
pelo restante dos dados. Quando o pool de conexões simultâneas do servidor atinge o seu 
limite, isto cria uma negação de serviço. Estes ataques são de fácil execução pois uma 
simples máquina é capaz de estabelecer milhares de conexões com um servidor e gerar 
milhares de requisições incompletas em um curto período de tempo usando uma mínima 
largura de banda (SHEKYAN, 2011). 
 
Ataques Slow HTTP são de difícil mitigação pelos seguintes motivos: 
 
 As conexões efetuadas se parecem com conexões de usuários legítimos; 
 Métodos tradicionais de detecção por taxa de acesso não iram detectá-los; 
 Soluções de IPS/IDS que se baseiam em assinaturas não iram reconhece-los; 
 Podem derrubar um servidor independente dos seus recursos de hardware. 
 
Existem 3 tipos de variações de ataques Slow HTTP que serão detalhadas a seguir: 
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Slow HTTP Headers: Nesta variante, o atacante envia partes do cabeçalho HTTP em uma 
taxa muito lenta (menor que o valor de timeout de conexão definido no servidor), mas nunca 
completa a requisição. Os cabeçalhos são enviados em intervalos regulares para evitar que 
os sockets se fechem, mantendo os recursos do servidor ocupados. A Figura 2.10 ilustra o 
envio de um cabeçalho HTTP seguindo os padrões esperados pelo protocolo e a Figura 2.11 
ilustra como se dá o envio malicioso deste mesmo cabeçalho. 
 
 
Figura 2.10 – Envio normal do cabeçalho HTTP 
 
Destaca-se na Figura 10 o uso do caractere CRLF. Carriage Return Line Feed (CRLF), é 
um caractere não imprimível que é usado para indicar o fim de uma linha. Uma requisição 
HTTP deve conter um [CRLF] no final de uma linha, para iniciar uma nova linha, e dois 
caracteres [CRLF] para indicar uma linha em branco. O protocolo HTTP define uma linha 
em branco como o fim do cabeçalho. O ataque Slow HTTP Headers se utiliza deste artifício, 
não enviando a linha em branco, e desta forma nunca finaliza o envio do cabeçalho. E para 
manter a conexão ativa, a cada n segundos, uma parte do cabeçalho é enviada com um 
conteúdo gerado aleatoriamente. O tamanho do cabeçalho e o tempo aguardado para cada 
envio é definido pelo atacante. 
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Figura 2.11 – Envio malicioso do cabeçalho HTTP 
 
Slow HTTP POST: Neste variante, o atacante objetiva postar, lentamente, dados em campos 
de formulários. A requisição é encaminhada com todos os cabeçalhos, inclusive com um 
cabeçalho de Content-Length válido (normalmente com um valor alto) informando ao 
servidor a quantidade de dados que será enviada. O atacante, então, injeta dados no 
formulário em uma taxa muito lenta, forçando o servidor a manter os recursos ocupados 
esperando por mais dados. Isso fará com que o servidor, eventualmente, esgote os seus 
recursos. 
 
A Figura 2.12 ilustra o envio de uma requisição POST conforme os padrões esperados. Já a 
Figura 2.13, ilustra o envio malicioso da requisição POST onde a cada n segundos os dados 
de um campo do formulário são enviados com um valor gerado aleatoriamente. Esta 
requisição somente será finaliza quando o valor definido no Content-Lenght (parâmetro que 
defino o tamanho da requisição) é atingido ou quando cliente informar os caracteres 
[CRLF][CRLF]. O tamanho de cada campo e o tempo aguardado para cada envio é definido 
pelo atacante. 
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Figura 2.12 – Requisição HTTP POST normal 
 
 
Figura 2.13 – Requisição HTTP POST maliciosa 
 
Slow Read Attack: O atacante envia uma requisição completa, mas quando o servidor 
responde, ele informa uma janela TCP muito pequena para aceitar os dados da resposta. Com 
isso, o servidor envia os dados lentamente para o cliente mantendo os sockets abertos. Ele 
também continua pedindo ao cliente para verificar a sua janela de recebimento mas ele 
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sempre informa uma janela pequena, tornando lenta a transferência dos dados. Quanto maior 
o tamanho do arquivo, mais tempo demorará para completar as requisições. Assim, várias 
requisições maliciosas de um arquivo grande podem indisponibilizar um servidor 
rapidamente.  
 
A Figura 2.14 ilustra as requisições TCP trocadas normalmente entre um cliente e um 
servidor web. Em destaque, é possível observar que o valor janela de recebimento anunciada 
pelo cliente é o máximo definido pelo protocolo TCP, 65.535 bytes. Após o estabelecimento 
da conexão, o cliente requisita um dado e o servidor responde a solicitação enviando um 
pacote como máximo de tamanho permitido pelo MTU da rede, 1448 bytes. 
 
 
Figura 2.14 – Conexão TCP normal entre cliente e servidor 
 
Aa figura 2.15, ilustra um ataque Slow Read sendo realizado. Em destaque, o atacante solicita 
o estabelecimento de uma conexão com o servidor e informa que a sua janela de recebimento 
é de apenas 28 bytes. A conexão é estabelecida, o atacante solicita a leitura de algum arquivo 
grande hospedado no servidor e a vítima responde com um pacote de apenas 28 bytes, que é 
o tamanho da janela de recebimento informada pelo atacante. O atacante agora informa que 
a janela é de 0 bytes e o servidor continua perguntando, indefinidamente, se ele já possui 
janela disponível para continuar a transmissão.  O atacante nega e a conexão é mantida, 
tornando o serviço indisponível para os usuários. 
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Figura 2.15 – TCP Dump de um ataque Slow Read 
 
Contramedidas:  
 
 Rejeitar conexões com métodos HTTP (verbos) não suportados pela URL; 
 Limitar, para o menor possível, o tamanho do cabeçalho e o do corpo da 
mensagem; 
 Definir um tempo para timeout das conexões baseado nos tempos médios de 
conexão usualmente estabelecidos com o servidor. É necessário levantar as 
estatísticas de acesso ao servidor e definir um tempo de timeout um pouco maior 
que a média verificada; 
 Aumentar o backlog de conexões pendentes de serem executadas. Isto garante que 
a infraestrutura suporte um pequeno ataque; 
 Definir uma taxa mínima para a transferência de dados e derrubar as conexões que 
estão abaixo desta taxa mínima. Não se deve definir valores muito pequenos para 
esta taxa pois há o risco de se rejeitar conexões legítimas; 
 Negar conexões com tamanhos de janelas de recebimento muito pequenos. 
 
2.4.4.2 Zero-Day Attack 
 
Zero-Day são ataques novos ou simplesmente desconhecidos, explorando vulnerabilidades 
que ainda não tiveram nenhuma correção liberada. A Figura 2.16 apresenta o ciclo de vida 
de um ataque Zero-Day. 
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Figura 2.16 – Ciclo de vida de um ataque Zero-Day (modificado - PASSERI, 2012) 
 
2.4.5 Ataques Distribuídos 
 
Um ataque de negação de serviço distribuído, DDoS, ocorre quando múltiplos sistemas 
esgotam a banda ou os recursos de um sistema alvo. Este ataque é executado por diversos 
sistemas comprometidos inundando o sistema alvo com trafego de dados.  Quando um 
servidor é sobrecarregado de conexões, novas conexões não serão mais aceitas. As maiores 
vantagens em se utilizar ataques DDoS é que múltiplas máquinas podem gerar mais trafego 
que uma única máquina, múltiplas máquinas atacantes são mais difíceis de se desligar que 
uma única máquina e o comportamento único de cada máquina atacante é mais furtivo, 
dificultando a sua localização. 
 
Para se executar este ataque o atacante precisa primeiro explorar alguma vulnerabilidade em 
algum sistema de computador e tornar ele o computador mestre do ataque. O computador 
mestre, também conhecido como botmaster, identifica e infecta outros sistemas vulneráveis 
com algum malware. Após isso, o atacante instrui as máquinas sobre o seu controle a 
disparar um ataque contra um alvo específico. 
 
Um computador sobre o domínio do atacante é chamado de zumbi ou bot. Um grupo de 
computadores infectados é chamado de botnet ou de exército de zumbis. Os proprietários 
dos computadores comprometidos geralmente não sabem que seus computadores estão 
infectados e sofrem as consequências do ataque sentindo a degradação do seu sistema 
(ROUSE, 2013). A Figura 2.17 ilustra a arquitetura básica de um ataque DDoS. 
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Figura 2.17 – Arquitetura básica de um ataque DDoS 
 
2.4.6 Ataques de Amplificação 
 
Consistem na utilização de técnicas para aumentar volume de dados trafegado durante o 
ataque. Geralmente são usados em conjunto com técnicas de reflexão. Que ocorrem quando 
um atacante reflete o seu ataque em um terceiro, ou vários, tornando a origem do ataque 
difícil de se identificar, multiplicando a quantidade de dados trafegados e amplificando o seu 
poder do ataque. A seguir serão detalhados os mais comuns. 
 
2.4.6.1 DNS Amplification Attack 
 
Um Domain Name Server (DNS) Amplification Attack é um tipo popular de ataque DDoS 
onde atacantes utilizam servidores DNS acessíveis publicamente para inundar o alvo com 
respostas DNS. A técnica consiste em um atacante enviar uma requisição de resolução de 
nome a algum servidor DNS aberto com o endereço de origem forjado, que será o endereço 
do alvo. Quando o servidor DNS envia a reposta, ele o envia para o endereço forjado do 
alvo. Atacantes, geralmente, enviam requisições solicitando a maior quantidade de 
informações de zonas possível para maximizar o efeito da amplificação. Como o tamanho 
da resposta é consideravelmente maior do que o da requisição, o atacante consegue aumentar 
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muito o trafego direcionado para a vítima. Existem muitos servidores DNS abertos, e que 
não checam se o endereço de origem é forjado, com isso o atacante pode montar uma botnet 
para produzir um grande número de requisições DNS forjadas, encaminha-las a estes 
servidores e gerar uma quantidade imensa de tráfego com um pequeno esforço. A Figura 
2.18 ilustra a arquitetura deste ataque (USCERT, 2013).  
 
 
Figura 2.18 – Arquitetura de um ataque de DNS Amplification 
 
Contramedidas: Verificar se o endereço de origem da requisição é forjado antes de permitir 
que ele entre na rede; Limitar recursão somente para clientes autorizados quando se tratar de 
um DNS privado; Limitar no DNS a quantidade de respostas enviadas por segundo. 
 
2.4.6.2 SSDP Reflection 
 
O protocolo SSDP (Simple Service Discovery Protocol) faz parte do protocolo UPnP 
(Universal Plug and Play) e permite que dispositivos conectados à rede, tais como 
computadores, impressoras, roteadores, pontos de acesso WI-FI e dispositivos moveis 
possam descobrir a presença uns dos outros na rede e estabelecer serviços funcionais para 
compartilhamento de dados, comunicações e entretenimento. Este protocolo é geralmente 
habilitado por padrão em dispositivos domésticos conectados a rede tais como pontos de 
acesso wireless, modens e consoles de videogame. 
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O protocolo SOAP (Simple Objetct Access Protocol) é usado para entregar mensagens de 
controle para dispositivos UPnP e devolver as informações para os dispositivos que as 
solicitaram. Atacantes descobriram que requisições SOAP podem ser formuladas para 
extrair respostas que refletem e amplificam um pacote, que podem ser redirecionadas para 
um alvo. Utilizando um grande número de dispositivos, atacantes podem criar uma grande 
quantidade de pacotes e redireciona-los para um alvo em específico (GREENBERG, 2014). 
 
Contramedidas: A mitigação deste tipo de ataque é complicada devido a quantidade de 
dispositivos vulneráveis existentes. Contudo, uma recomendação é boquear todo o trafego 
que tenha a porta 1900 como porta de origem em uma rede que não faça uso do serviço 
UPnP. 
 
2.4.6.3 NTP Amplification Attack 
 
Amplificação NTP é um tipo de ataque DDoS onde atacantes exploram servidores NTP 
(Network Time Protocol) disponíveis publicamente para sobrecarregar algum alvo com 
tráfego UDP. Trata-se de um dos protocolos de rede mais antigos e é utilizado por máquinas 
conectadas a Internet para sincronizar os seus horários. Além da sincronização de horário, 
versões mais antigas do NTP suportam um serviço de monitoramento que permite a 
administradores perguntarem a um determinado servidor NTP as suas estatísticas de tráfego. 
O comando, chamado “monlist”, envia ao solicitante uma lista com os últimos 600 servidores 
que se conectaram ao servidor NTP. 
 
O ataque consiste em um atacante enviar repetidamente a requisição “get monlist” para o 
servidor NTP, além de forjar o seu endereço IP de origem indicando o endereço da vítima 
que recebera a resposta do servidor NTP. Esta resposta pode ser entre 20 a 200 vezes maior 
que a requisição, fazendo dele um ataque volumétrico devastador. 
 
Contramedidas: A solução definitiva consiste em desabilitar o comando “monlist” do 
servidor NTP ou atualizar a versão do serviço que, atualmente, só permite que este comando 
seja executado localmente. Contudo, existem muitos servidores NTP abertos na Internet que 
ainda permitem a execução deste comando. Neste caso, a única alternativa seria filtrar os IPs 
dos atacantes antes que o ataque alcance a infraestrutura da empresa (USCERT, 2014). 
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2.5 FERRAMENTAS DE ATAQUE 
 
Neste subcapítulo são apresentadas as ferramentas gratuitas mais utilizadas na execução de 
ataques DoS/DDoS (ARBOR, 2015). Somente estão elencadas aquelas criadas com o 
objetivo de serem usadas em ataques. Existem outras ferramentas também utilizadas como 
o Apache JMeter e o WebStress mas que na verdade foram concebidas como soluções para 
testes de carga em servidores web e não para ataque. Nos quadros a seguir, foram realizadas 
correlações destas ferramentas com os ataques que cada uma é capaz de executar. No Quadro 
2.1, são apresentadas todas aquelas capazes de executar ataques volumétricos e de protocolo. 
As que estão destacadas com a sigla DDoS além de executarem estes ataques são utilizadas 
para a construir e controlar redes de máquinas zumbis. Para isso é necessário primeiro que 
o atacante instale um agente em alguma máquina e após isso, este agente poderá ser 
controlado pela ferramenta mestre. 
 
Quadro 2.1 – Correlação de ferramentas usadas em ataques volumétricos e de protocolo 
Ataques / 
Ferramentas 
SYN 
Flood 
UDP  
Flood 
HTTP GET 
FLood 
ICMP 
Flood 
TCP Connection 
Flood 
LOIC X X X  X 
XOIC  X X X X 
HOIC   X   
HULK   X   
DDOSIM X  X  X 
Stacheldraht 
(DDoS) 
X X  X  
RussKill X  X   
TFN (DDoS) X X  X  
Dark DDoSer 
(DDoS) 
X X X   
Trin00 (DDoS)  X    
UDP Unicorn  X    
Hping  X  X X 
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No Quadro 2.2, são apresentadas as ferramentas capazes de executar ataques Slow DoS 
juntamente com outros ataques de aplicação. O ataque Apache Range Header consiste na 
exploração de uma vulnerabilidade no servidor web da Apache que consiste no envio de 
requisições contendo “range headers” que se sobrepõem sobrecarregando o servidor que 
tenta corrigir estas sobreposições. O ataque de SSL Renegotiation consiste em forçar, por 
inúmeras vezes, a renegociação de chaves criptográficas com um servidor SSL, 
sobrecarregando o servidor atacado. A negociação de chaves tem um custo de processamento 
15 vezes maior que uma requisição HTTP normal. 
 
Quadro 2.2 – Correlação de ferramentas usadas em ataques Slow DoS e de aplicação 
Ataques / 
Ferramentas 
Slow HTTP 
Headers 
Slow HTTP 
POST 
Slow 
Read 
Apache 
Range 
SSL 
Renegotiantion 
Apache Killer    X  
Tor’s Hammer  X    
PyLoris X     
Slowloris X     
R-U-Dead-Yet  X    
NKiller2   X   
THC-SSL     X 
SlowHTTPtest X X X X  
 
A seguir, são apresentados maiores detalhes das ferramentas que dentre estas, são as mais 
conhecidas. 
 
2.5.1 LOIC 
 
Low Orbit Ion Cannon (LOIC) foi originalmente desenvolvida pela Praetox Technologies 
como um software livre para realização de testes de estresse. Ela permitia que 
administradores sobrecarregassem os seus servidores com uma grande quantidade de tráfego 
para fins de diagnostico. No entanto, ela foi modificada e tem sido usada por vários grupos 
hackers com o objetivo de executar ataques DoS. 
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É, hoje, uma das ferramentas de ataque gratuitas mais utilizadas devido a sua facilidade de 
uso. Ela permite a execução dos ataques SYN Flood, UDP Flood e HTTP GET Flood. Nela, 
é possível a seleção do protocolo a ser atacado (UDP, TCP e HTTP), a porta e o IP de destino, 
o conteúdo do corpo da mensagem, o timeout da conexão e a velocidade com que as 
requisições serão enviadas (BATISHCHEV,2015). A Figura 2.19 ilustra a interface de 
utilização da ferramenta. 
 
 
Figura 2.19 – Interface da ferramenta LOIC 
 
2.5.2 HOIC 
 
High Orbit Ion Cannon (HOIC) é uma ferramenta de testes de estresse similar ao LOIC, 
acima apresentado. Contudo, ela só realiza ataques de HTTP GET Flood e foi otimizada 
para este fim. Ela possui um sistema de plug-ins chamados de aceleradores “boosters” que 
permitem ao usuário implementar contramedidas para burlar sistemas anti-DDoS e aumentar 
a magnitude do ataque.  
 
Nela é possível especificar a quantidade de threads a serem abertas e adicionar até 250 sites 
diferentes para um ataque simultâneo. Os scripts aceleradores permitem ao usuário definir a 
variação da URL, dos referres, do user-agent e dos headers com o objetivo de atacar várias 
páginas do mesmo site e fazer parecer com que o ataque é proveniente de vários usuários, 
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dificultando a mitigação (SMURFTROLL, 2015). A Figura 2.20 ilustra a interface de 
utilização da ferramenta.  
 
 
Figura 2.20 – Interface da ferramenta HOIC 
 
2.5.3 UDP Unicorn 
 
UDP Unicorn é um software livre de código aberto desenvolvido em C e compilado para 
ambiente Windows.  Com ele, é possível a realização de ataques UDP Flood e UDP 
Fragments. É uma ferramenta poderosa e permite ao atacante definir o tamanho do pacote 
que será enviado ou definir que este tamanho seja aleatório. Um pacote de maior tamanho 
consome mais recursos da vítima pois ele é enviado fragmentado e a vítima precisa recompô-
lo. É possível definir a quantidade de threads que serão abertas, o tempo de espera para o 
envio de cada pacote e a porta de destino do alvo (UNIXUNITED, 2015). A Figura 2.21 
ilustra a interface de uso da ferramenta. 
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Figura 2.21 – Interface da ferramenta UDP Unicorn 
 
2.5.4 Slowloris 
 
Slowloris é uma ferramenta que implementa o ataque Slow HTTP Headers (HANSEN, 
2015). Foi desenvolvida em Perl no ano de 2009 pelo hacker grey hat Robert “RSnake” 
Hansen. Foi uma das primeiras do género e é uma das ferramentas de ataque Slow DoS mais 
populares do mundo, a ponto de seu nome ser sinônimo de ataques Slow DoS, apesar dela 
somente implementar uma das variações do ataque. Várias outras ferramentas com nomes 
similares foram lançadas como o PyLoris (versão em Python que suporta a rede Tor e 
proxies), o Goloris (versão escrita em Go para atacar o servidor web Nginx) e o QSlowloris 
(projetada para rodar em ambiente Windows). 
 
A Figura 2.22 ilustra um ataque sendo realizado com esta ferramenta. Os parâmetros 
utilizados neste ataque foram:  dns (endereço do alvo), port (porta do alvo), timeout (tempo 
de espera entre os ataques), num (quantidade de sockets a serem abertos), tcpto (timeout do 
TCP) e httpready (burla o cache do servidor). O Slowloris, no entanto, não alerta quando o 
alvo fica indisponível, não gera estatísticas do ataque e para parar o ataque é necessário 
finalizar o processo. 
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Figura 2.22 – Ataque utilizando o Slowloris 
 
2.5.5 R-U-Dead-Yet 
 
R-U-Dead-Yet, também conhecido como R.U.D.Y, é um software livre de código aberto que 
implementa o ataque Slow HTTP POST. Foi desenvolvido em Python pelo hacker Raviv 
Raz e é uma das implementações mais conhecidas deste ataque.  
 
A ferramenta possui um arquivo de configuração onde é possível definir a URL a ser atacada, 
o número de conexões a serem estabelecidas, o parâmetro POST a ser atacado e o endereço 
de algum proxy socks, se necessário (RAZ, 2015). 
 
2.5.6 SlowHTTPTest 
 
SlowHTTPTest é uma ferramenta que implementa os ataques Slow HTTP Headers, Slow 
HTTP POST, Slow Read e Apache Range Headers. É uma das ferramentas mais completas 
e customizáveis para a realização de ataques Slow DoS disponíveis atualmente e, devido a 
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isso, é a ferramenta utilizada nas simulações de ataque apresentadas no capítulo 4. Foi 
desenvolvida em 2011, em C++, por Sergey Shekyan e disponibilizada como software livre 
de código aberto com base na licença Apache License 2.0. Ela não foi concebida com o 
objetivo de se realizar ataques e sim para a realização de testes e simulações. Roda nas 
plataformas UNIX, OSX e em ambientes Windows com o auxílio do interpretador Cygwin. 
Também gera gráficos e estatísticas das simulações realizadas (SHEKYAN, 2015). 
 
O processo de instalação em ambiente Linux é simples, consiste basicamente em extrair, 
configurar, compilar e instalar: 
# tar -xzvf slowhttptest-1.6.tar.gz 
# cd slowhttptest-1.6 
# ./configure --prefix=/usr/slowhttptest/ 
# make 
# make install 
 
A seguir, são apresentados exemplos de comandos, juntamente com a definição de cada 
parâmetro, para a realização de cada tipo de ataque suportado: 
 
Slow HTTP Headers:  
./slowhttptest -H -c 1200 -r 100 -g -l 60 -p 1 -u http://192.168.1.101 -i 5 -t GET -x 24 –v 2 
 
Onde: 
-H: ataque Slow HTTP Headers; 
-c: número de conexões a serem abertas com o alvo; 
-r: número de conexões a serem abertas por segundo; 
-g: gera estatísticas do ataque em arquivos CSV e HTML com o Google Charts Tool; 
-l: tempo de execução do ataque, em segundos; 
-p: verifica, a cada n segundos, se o alvo ainda está disponível; 
-u: caminho absoluto da URL a ser atacada; 
-i: intervalo, em segundos, para o envio de mais dados; 
-t: verbo, método HTTP, a ser usado na requisição; 
-x: tamanho, em bytes, dos dados a serem enviados a cada intervalo de tempo; 
-v: nível de log, de 0 a 4 (Fatal, Info, Error, Warning, Debug). 
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Slow HTTP POST 
./slowhttptest -B -c 1200 -r 100 -l 60 -p 1 -u http://192.168.1.101 -i 5 -t POST -x 24 -s 8192 
 
Onde: 
-B: ataque Slow HTTP POST 
-s: tamanho, em bytes, do cabeçalho Content-Length. 
 
Slow Read Attack 
./slowhttptest -X -c 1200 -r 100 -g -l 60 -p 1 -u http://192.168.1.101 -w 10 -y 20 -n 5 -z 32 
 
Onde: 
-X: ataque Slow Read; 
-w: tamanho inicial da janela TCP anunciada, em bytes; 
-z: tamanho final da janela TCP anunciada, em bytes; 
-n: intervalo, em segundos, entra as operações de leitura; 
-z: bytes que serão lidos em cada intervalo. 
 
Apache Range Header Attack 
./slowhttptest -R -c 1200 -r 100 -g -l 60 -p 1 -u http://192.168.1.101 –a 5 –b 1000 
 
Onde: 
-R: ataque Apache Range Header; 
-a: início do range header; 
-b: limite do range header, em bytes. 
 
A Figura 2.23 ilustra um ataque Slow HTTP Headers sendo executado com a ferramenta 
SlowHTTPTest. 
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Figura 2.23 – Execução de um ataque Slow HTTP Headers com o SlowHTTPTest 
 
2.6 MECANISMOS DE DEFESA 
 
2.6.1 Switches e Roteadores 
 
A maioria dos switches e roteadores existentes possuem funcionalidades de limitação de 
acesso por taxa e ACLs (Access Control Lists). Alguns provem serviços de traffic shapping, 
delayed bindind (TCP splicing), deep packet inspection e Bogon filtering para detecção e 
mitigação de ataques DoS. Estas funcionalidades podem ser usadas da seguinte forma: 
 
 Ataques de SYN Flood podem ser prevenidos com o uso de delayed bindind, que 
consiste na técnica de intermediação da hand-shake TCP pelo roteador; 
 Deep Packet Inspection pode ser usado para procurar por dados maliciosos dentro 
dos pacotes; 
 Ataques provenientes de endereços IP inválidos podem ser evitados como o uso 
do bogon filtering; 
 Traffic shapping pode ser usado para limitar a taxa de envio de dados de alguma 
origem ou tipo de serviço. 
 
2.6.2 Firewalls 
 
35 
 
Firewalls podem ser configurados para terem regras que permitem ou bloqueiam 
determinados protocolos, portas e endereços IP. No caso de um ataque simples, proveniente 
de um pequeno número de endereços IP, uma simples regra pode ser configurada para 
bloquear todo o tráfego proveniente destes atacantes. 
 
Ataques mais complexos, no entanto, são mais difíceis de se bloquear com estas regras. Um 
ataque proveniente de vários IPs e direcionado a porta 80 é praticamente impossível de ser 
bloqueado sem afetar usuários legítimos. Firewalls também não são a porta de entrada de 
uma rede, os roteadores podem ficar comprometidos pelo ataque antes mesmo dele chegar 
até o firewall. Eles também são “statefull”, ou seja, mantém em memória os estados de todas 
as conexões que são trafegadas por ele. Isso faz com que os seus recursos se esgotem 
rapidamente diante de um ataque (ARBOR, 2010). Contudo, firewalls podem ser bem 
eficientes para bloquear atacas provenientes de dentro da rede. 
 
2.6.3 IPS 
 
Intrusion Preventions Systems (IPS) ou Intrusion Detection Preventions Systems (IDPS) são 
eficientes se o ataque tiver assinaturas associadas a ele. Contudo, a tendência dos ataques 
Dos/DDoS é justamente terem conteúdo legitimo mas mal intencionado. Somente um IPS 
que possua a funcionalidade de bloquear acessos por comportamento é que poderia ter 
alguma chance contra estes ataques. 
 
2.6.4 IDMS 
 
Intelligent DDoS Mitigation Systems (IDMS) são hardwares (appliances) especializados no 
bloqueio de ataques DoS/DDoS. São categorizados pela quantidade de pacotes por segundo, 
ou bits por segundo, que conseguem analisar e filtrar. Podem ser hospedados tanto no 
datacenter da empresa, para bloquearem ataques de aplicação, ou na nuvem (scrubbing 
centers), para bloquearem ataques volumétricos. Geralmente possuem as seguintes 
características: 
 
 São “stateless”, ou seja, diferentemente dos firewalls, não guardam o estado de 
todas as conexões que passam por eles. Com isso, podem suportar uma quantidade 
bem maior de conexões; 
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 São empilháveis, ou seja, podem ser interligados vários appliances para aumentar 
o poder de processamento do conjunto e, com isso, dar vazão a grandes ataques 
DDoS. 
 Não se baseiam em assinaturas para detectar o ataque. São capazes de identificar 
um tráfego malicioso pelo seu comportamento; 
 Podem ser instalados em linha ou “out-of-band” (ARBOR, 2010). 
 
2.6.5 Scrubbing Centers 
 
Scrubbing Centers, também conhecidos como “cleaning centers”, são empresas 
especializadas na detecção e mitigação de ataques DDoS. Neste método, todo o tráfego 
direcionado a um determinado cliente é primeiro “limpo” pelo centro que encaminha a ele 
somente o tráfego legitimo. Estes centros devem estar posicionados em lugares estratégicos 
dentro da Internet para que possam realizar este serviço. Geralmente, os scrubbing centers 
fazem acordos com ISPs (Internet Service Providers) para que eles possam instalar os seus 
IDMSs dentro dos data centers dos ISPs. Muitos ISPs, aproveitando da sua localização 
privilegiada, já oferecem serviços de mitigação de ataques DDoS para os seus clientes. 
 
Algumas empresas que prestam este tipo de serviço são: A10 Networks, Arbor Networks, 
AT&T, F5 Networks, Prolexic Technologies e Verisign. 
 
Ataques volumétricos devem ser mitigados o mais distante possível do data center da 
empresa pois são capazes de congestionar todo link de conexão com a Internet que a empresa 
possui e somente um ISP tem largura de banda disponível para mitigar um ataque deste tipo. 
No entanto, ataques de aplicação geralmente não trafegam muitos dados e são mais difíceis 
de serem detectados e mitigados nos scrubbings centers. Devido a isso, é necessária a 
instalação de um IDMS exclusivo para mitigação de ataques de aplicação dentro do data 
center da empresa. Isso também proporciona a empresa a possibilidade de ajustar as 
configurações do IDMS para as suas peculiaridades.  
 
A Figura 2.24 ilustra a infraestrutura necessária para se proteger de um ataque DDoS em 
larga escala. Nela, é possível observar que o tráfego volumétrico malicioso, em vermelho, é 
encaminhado primeiramente ao scrubbing center e, após a devida filtragem, o tráfego 
legitimo é encaminhado ao data center da empresa. Já o ataque de aplicação, é encaminhado 
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para o data center da empresa, para lá ser mitigado, passando pelo roteador, IDMS, firewall, 
IPS e balanceador, nesta ordem, antes de chegar aos servidores de aplicação. 
 
 
Figura 2.24 – Arquitetura de proteção contra ataques DDoS (m - ARBOR, 2010) 
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3 SERVIDORES WEB 
 
Um servidor web (web server) é uma tecnologia que processa requisições através do 
protocolo HTTP (HyperText Transfer Protocol), protocolo utilizado para distribuir 
informação através da Internet. O termo pode se referir tanto a um computador, a um 
appliance ou a um software que recebe e reponde a requisições HTTP. 
 
A principal função de um servidor web é armazenar, processar e entregar páginas web para 
os seus clientes. As páginas entregues são, geralmente, documentos HTML (HyperText 
Markup Language) que incluem imagens, folhas de estilo e scripts além do conteúdo textual. 
Um usuário (user agent), geralmente representado por um navegador web ou um web 
crawler, inicia a comunicação fazendo a requisição de um recurso especifico usando o 
protocolo HTTP e o servidor responde com o conteúdo daquele recurso ou com uma 
mensagem de erro se ele estiver impossibilitado de fazê-lo. 
 
A função primária é servir conteúdo, no entanto, o protocolo HTTP também permite que o 
servidor receba conteúdo dos clientes. Este recurso é utilizado para enviar formulários web 
e até mesmo para fazer o upload de arquivos. Muitos servidores web suportam a execução 
de scripts como ASP, PHP e outras linguagens. Isso significa que o comportamento do 
servidor pode ser programado para executar diferentes funções enquanto o sistema que ele 
hospeda não sofre alterações. Estes scripts são utilizados para gerar conteúdo dinâmico ao 
invés de retornar somente conteúdo estático. A entrega de páginas estáticas é mais rápida e 
pode ser mais facilmente cacheada, contudo, não entrega conteúdo dinâmico. 
 
Existem dezenas de servidores web disponíveis atualmente, pagos e gratuitos, cada um com 
suas vantagens e desvantagens. A Figura 3.1 ilustra um levantamento feito pela Netcraft, 
empresa especializada em pesquisas de tendências da Internet, onde reporta quais são os 
servidores web mais utilizados atualmente. Nele, é possível observar que o Apache HTTP 
Server, o Nginx e o Microsoft IIS são os servidores utilizados por 76% de todos os sites 
ativos em janeiro de 2005. Em quarto lugar, com 8,12%, ficou o Google Web Server 
(servidor web desenvolvido pela Google, e de uso exclusivo dela, utilizado para hospedar os 
seus serviços). 
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Figura 3.1 – Percentual de participação no mercado de sites ativos (NETCRAFT, 2015) 
 
Servidores de aplicações podem ser tanto um framework que provem funcionalidades para 
o desenvolvimento de aplicações como um serviço que hospeda estas aplicações. Eles 
expõem a lógica do negócio para aplicações clientes através de vários protocolos, como 
HTTP, SOAP, REST, EJB e RMI. Enquanto um servidor web basicamente envia conteúdo 
HTML para ser apresentado em um navegador, um servidor de aplicação prove acesso a 
lógica do negócio para uso por aplicações clientes. Uma aplicação cliente utiliza esta lógica 
da mesma maneira que ela pode chamar um método em um objeto. As implementações mais 
conhecidas do mercado são o JBoss EAP da Red Hat, o Weblogic Application Server da 
Oracle e o Websphere Application Server da IBM.  
 
A Figura 3.2 ilustra uma típica configuração de onde devem ser posicionados os servidores 
web e os servidores de aplicação dentro de uma empresa. Os servidores web devem ser 
colocados dentro de uma rede desmilitarizada (DMZ) por serem a porta de entrada (front-
end) de toda a infraestrutura de serviços web da rede e, caso sejam invadidos, as aplicações 
e os dados estarão seguros dentro da rede interna nos servidores de aplicação (back-end). 
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Figura 3.2 – Arquitetura básica para serviços web 
 
3.1 APACHE HTTP SERVER 
 
O Apache HTTP Server, normalmente chamado somente de Apache ou httpd (HTTP 
Daemon), é o servidor web mais utilizado no mundo desde 1996 (ASF, 2015). Originalmente 
baseado no servidor HTTP da NCSA, o Apache começou a ser desenvolvido em 1995 por 
Robert McCool, então funcionário da NCSA, e teve o seu desenvolvimento abandonado logo 
após a sua saída da empresa. Após isso, uma equipe de desenvolvedores começou a 
desenvolver novas funcionalidades para ele vindo a constituir um grupo para a sua 
manutenção chamado de Apache Group. Este grupo de desenvolvedores cresceu e em 1999 
fundaram a Apache Software Foundation, atual mantenedora do projeto. O Apache é um 
software livre e de código aberto licenciado sobre a licença Apache License 2.0. É escrito 
em C/C++ é roda em uma grande variedade de sistemas operacionais tais como os baseados 
no Unix, Windows, Solaris e OS X. As versões já disponibilizadas foram a 1.3 (1998), 2.0 
(2002), 2.2 (2005) e a atual 2.4 (2012).  
 
O Apache suporta uma grande quantidade de funcionalidades, muitas implementadas como 
módulos compilados que estendem as funcionalidades básicas. Como o código dele é aberto, 
isto permite que qualquer um adapte o servidor as suas necessidades. Dentre outros, os 
módulos mais conhecidos são os: 
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 mod_php, mod_perl e mod_python para suportar as linguagens de programação  
PHP, PERL e Python, respectivamente; 
 mod_access, mod_auth e mod_digest para autenticação; 
 mod_proxy para realizar proxy direto e reverso; 
 mod_rewrite para reescrita de URLs; 
 mod_log_config para customização de logs; 
 mod_ssl para suporte aos protocolos de criptografia SSL e TLS; 
 mod_ext_filter  para filtragem de dados dinâmica; 
 mod_gzip para compressão do conteúdo servido pelo Apache. 
 
A técnica de endereçamento virtual (Virtual Hosting) permite que uma única instalação do 
Apache possa hospedar vários sites, com nomes diferentes, sobre um mesmo endereço IP.  
Ele também possui suporte para autenticação por senha e por certificado digital. 
 
Ao invés de implementar uma única arquitetura, o Apache prove vários módulos de multi-
processamento (MultiProcessing Modules - MPMs) que permitem a ele ser executado das 
seguintes maneiras: 
 
 MPM Prefork: Nesta configuração, o Apache inicia um processo mestre e este, 
vários processos filhos (fork). Para cada requisição aberta, um processo filho é 
iniciado para atender a ela. Este módulo é o menos performático e o que mais 
consome recursos do servidor. Somente deve ser utilizado caso a aplicação não 
tenha suporte para threads; 
 MPM Worker: O Apache inicia um processo mestre, este, alguns processos 
filhos e cada processo filho processa as requisições recebidas com o auxílio de 
threads. A cada requisição, uma nova thread é aberta e finalizada. O uso de 
threads reduz o consumo de memória e de processamento da máquina. Este ainda 
é o módulo mais utilizado atualmente; 
 MPM Event: Este módulo funciona de maneira semelhante ao MPM Worker. A 
diferença está no fato de que as threads abertas podem atender a várias requisições 
simultâneas. Elas atendem simultaneamente as conexões que estão em modo keep-
alive e as novas conexões. No MPM Worker, as conexões que estão em modo 
keep-alive consomem uma grande quantidade de recursos do servidor pois as 
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threads ficam alocadas somente para aquela requisição, ficando subutilizadas. No 
MPM Event cada requisição é chamada de evento. A vantagem deste módulo está 
na economia de recursos do servidor pois menos threads serão abertas para 
atender aos usuários (ASF, 2015). 
 
A Figura 3.3 ilustra o mecanismo de funcionamento do Apache utilizando o módulo de 
processamento MPM Worker. 
 
 
Figura 3.3 – Mecanismo de funcionamento do Apache MPM Worker (FMC, 2004) 
 
3.2 NGINX 
 
Nginx, pronuncia-se engine x, é um servidor HTTP de alto desempenho gratuito, de código 
aberto, e também um servidor de proxy IMAP/POP3. Em 2002, Igor Sysoev começou a 
desenvolver o Nginx como uma solução para o problema das C10K, que consiste no desafio 
que os servidores web possuem de atender as 10 mil conexões concorrentes que a Internet 
moderna exige. A primeira versão foi disponibilizada para o público em 2004, atingindo o 
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seu o seu proposito com a utilização de uma arquitetura assíncrona e baseada em eventos. 
Foi escrito em C, licenciado com a licença 2-clause BSD e roda nos sistemas operacionais 
Linux, AIX, OS X e Windows. 
 
O Nginx se tornou popular desde o seu lançamento devido ao fato de utilizar poucos recursos 
do servidor e de possuir alta escalabilidade. Ele chama a atenção na forma como consegue 
entregar conteúdo estático rapidamente e foi projetado para encaminhar as requisições de 
conteúdo dinâmico para outros sistemas que melhor processam essas requisições. O Nginx 
possui duas versões, uma gratuita e outra comercial chamada de Nginx Plus (NGINX, 2015). 
 
Dentre outras, o Nginx possui as seguintes funcionalidades: 
 
 Habilidade de suportar mais de 10 mil conexões simultâneas com pouco consumo 
de memória (2,5 MB a cada 10 mil conexões ativas em keep-alive); 
 Acelerador HTTP, cache dinâmico e compressão de dados; 
 Suporte aos protocolos SSL, TLS e SPDY; 
 Sistemas de autenticação, gerenciamento de banda e balanceamento de carga; 
 Roteamento e redirecionamento de requisições e conteúdo; 
 Streaming de mídia (MP4/FLV); 
 Arquitetura modular permitindo o desenvolvimento de módulos; 
 Endereçamento virtual (Virtual Hosting); 
 Rescrita de URLs, customização de logs e filtro de requisições; 
 Balanceamento de carga avançado HTTP e TCP (Versão Plus); 
 Persistência de sessão e controle de cache avançado (Versão Plus); 
 Streaming de vídeo ao vivo e dinâmico (Versão Plus). 
 
A Figura 3.4 ilustra a arquitetura de funcionamento do Nginx. Ao iniciar o serviço é criado 
um processo mestre (master process), que gerencia o servidor e é responsável por controlar 
a criação dos processos filhos (worker process). A quantidade de workers process a serem 
criados é definida no arquivo de configuração principal e o padrão é de um worker process 
por CPU. Estes processos filhos criam uma única thread (single-threaded) que será a 
responsável por processar todas as requisições recebidas. As requisições são multiplexadas 
em um único canal com o auxílio de loops e cada worker process consegue processar 
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milhares de requisições simultaneamente. É uma arquitetura baseada em eventos (event-
driven) onde um evento corresponde a uma requisição do cliente. É assíncrona pois várias 
requisições são processadas simultaneamente. É non-blocking pois, com o auxílio de um 
sistema de gerenciamento de cache, caso a leitura ou escrita de uma requisição não possa ser 
efetuada a leitura ou escrita de outra requisição não é afetada (ALEXEEV, 2013). 
 
 
Figura 3.4 – Arquitetura de funcionamento do Nginx (ALEXEEV, 2013) 
 
3.3 MICROSOFT IIS 
 
O Internet Information Services (IIS, inicialmente chamado de Internet Information Server) 
é um servidor web criado pela Microsoft para uso exclusivo em seus sistemas operacionais. 
A sua primeira versão veio embutida no Windows NT 4 Server e atualmente se encontra na 
versão 8.5, disponível para os sistemas Windows Server 2012 R2 e Windows 8.1. O IIS não 
vem ativado por padrão sendo necessária a sua habilitação após a instalação do Windows. 
Suporta os protocolos HTTP, HTTPS, FTP, FTPS, SMTP e NNTP e é capaz de hospedar 
sites, serviços e aplicativos desenvolvidos nas tecnologias ASP, ASP.NET e PHP. A 
tecnologia ASP (Active Server Pages) foi desenvolvida pela Microsoft em 1996 e permite o 
desenvolvimento de páginas web dinâmicas. Foi sucedida em 2002 pelo ASP.NET, que 
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chegou juntamente com o framework de desenvolvimento .NET, possibilitando novos 
serviços para a Internet como os web services (TEMPLIN, 2015). 
 
Dentre outras, as principais funcionalidades do IIS são: 
 
 Autenticação integrada com o Windows, por senha e por certificado digital; 
 Isolamentos dos aplicativos e sites hospedados; 
 Compressão de dados e cache dinâmico; 
 Arquitetura modular e processamento concorrente de requisições; 
 Filtro de requisições e autorização de URLs; 
 Streaming de mídias sobre HTTP. 
 
A Figura 3.5 ilustra a arquitetura de funcionamento do IIS e os seus elementos constituintes. 
Uma diferença básica existente entre o IIS e os outros servidores web é a sua forte integração 
com o kernel do Windows, justamente por serem do mesmo fabricante. O IIS está localizado 
nas duas partes do sistema operacional, no kernel mode e no user mode. Os processos 
executados no kernel mode podem acessar o CPU, a memória e outros recursos sem a 
interface do sistema operacional, o que otimiza o acesso. O HTTP.sys é a processo do IIS 
no kernel mode responsável por receber as requisições e devolver as respostas aos clientes. 
 
Worker process é um processo do Windows que foi desenvolvido especificamente para a 
execução de páginas web. Ele é capaz de atender a várias requisições simultaneamente. O 
processo w3wp.exe é responsável por carregar as configurações básicas e iniciar novos 
worker process para responderem as requisições. Um application pool é um grupo de 
aplicações web associadas a um worker process. Um módulo é um componente que contém 
um conjunto de instruções especificas para atender as requisições. O Windows Process 
Activation Service (WAS) é o componente que espera pelas requisições e gerencia os 
application pools e os worker process. O WWW Service é o adaptador responsável por 
receber as requisições HTTP no user mode (TEMPLIN, 2015). 
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Figura 3.5 – Arquitetura de funcionamento do IIS (TEMPLIN, 2015) 
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4 SIMULAÇÕES E RESULTADOS 
 
Neste capítulo estão apresentadas as simulações e resultados de ataques Slow DoS contra os 
servidores web Apache HTTP Server, Nginx e Microsoft IIS. Os ataques executados foram 
o Slow HTTP Headers, Slow HTTP POST e Slow Read, devidamente explicados no 
subcapítulo 2.4.4.1. A ferramenta utilizada na simulação foi o slowhttptest, devidamente 
apresentada no subcapítulo 2.5.6. 
 
A Figura 4.1 apresenta a infraestrutura utilizada nestas simulações. Foi utilizada uma 
máquina física como atacante que hospedava duas máquinas virtuais utilizando a solução de 
virtualização VMWare, dentro de um mesmo segmento de rede. 
 
 
Figura 4.1 – Infraestrutura utilizada nas simulações 
 
4.1 APACHE HTTP SERVER 
 
Os pacotes de instalação do servidor web Apache foram baixados diretamente do repositório 
oficial de pacotes do sistema operacional Fedora e foram instalados com as suas 
configurações padrão, a saber: 
 
TimeOut 60 
KeepAlive On 
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KeepAliveTimeout 5 
 
<IfModule mpm_worker_module> 
ServerLimit         10 
StartServers         3 
MaxRequestWorkers  250 
MinSpareThreads     25 
MaxSpareThreads     75 
ThreadsPerChild     25 
</IfModule> 
  
4.1.1 Módulos de segurança 
 
Existem vários módulos de segurança disponíveis para o servidor Apache que auxiliam na 
tarefa de mitigação de ataques Slow DoS. Os mais conhecidos são: mod_reqtimeout, 
mod_limitipconn, mod_qos, mod_security, mod_noloris, mod_antiloris. O mod_noloris e o 
mod_antiloris não estão disponíveis no repositório oficial do Fedora, e devido a isso não 
serão objeto de análise neste trabalho. As principais diretivas anti-Slow DoS dos outros 
módulos estão apresentadas a seguir: 
 
mod_reqtimeout – Protege contra ataques Slow HTTP Headers e Slow HTTP Post. 
<IfModule mod_reqtimeout.c> 
  RequestReadTimeout header=20-40,MinRate=500 body=20,MinRate=500 
</IfModule> 
Define tempos de timeout para o recebimento do cabeçalho (header) e do corpo (body) da 
mensagem do cliente. Define uma taxa mínima (MinRate) para o recebimento dos dados e 
caso ela seja respeitada o tempo de timeout é incrementado em 1 segundo. Este módulo já 
vem habilitado por padrão a partir da versão 2.2.15 do Apache. 
 
mod_limitipconn – Limita a quantidade de conexões simultâneas. 
<IfModule mod_limitipconn.c> 
  # Limita a quantidade de conexões simultâneas proveniente de um mesmo IP 
    MaxConnPerIP 10 
    <Location /somewhere> 
 MaxConnPerIP 3 
    # Define que não há limite para um diretório em especifico 
 NoIPLimit image/* 
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    # Limita somente arquivos de vídeo 
      OnlyIPLimit audio/mpeg video 
    </Location> 
</IfModule> 
 
mod_qos – Implementa funcionalidades de qualidade de serviço (QoS - Quality of Service). 
Protege contra todos os ataques Slow DoS. 
<IfModule mod_qos.c> 
 # Aceita conexões de 100.000 IPs diferentes 
   QS_ClientEntries 100000 
 # Permite somente 50 conexões por IP 
   QS_SrvMaxConnPerIP 50 
 # Limita a quantidade máxima de conexões TCP em 256 
   MaxClients 256 
 # Desabilita o keep-alive quando 180 (70%) das conexões TCP estiverem ocupadas 
   QS_SrvMaxConnClose 180 
 # Taxa mínima e máxima de bytes/seg que o cliente deve respeitar 
   QS_SrvMinDataRate 150 1200 
 # Taxa mínima de upload, em bytes/seg, que o cliente deve respeitar 
   QS_SrvRequestRate 120 
 # Tamanho máximo da linha de requisição HTTP 
   LimitRequestLine 7168 
 # Quantidade máxima de campos de cabeçalho que o cliente pode enviar 
   LimitRequestFields 30 
 # Tamanho máximo do cabeçalho de uma requisição 
   LimitRequestFieldSize 8012 
 # Tamanho máximo do corpo de uma requisição 
   QS_LimitRequestBody 102400 
</IfModule> 
 
mod_security – Trata-se de um módulo de Web Application Firewall. Protege contra todos 
os ataques Slow DoS. 
<IfModule mod_security.c> 
  # Limita a quantidade de conexões HTTP no estado SERVER_BUSY_STATE.  
  # Protege contra o ataque Slow HTTP Headers.    
     SecConnReadStateLimit 5 
  # Limita a quantidade de conexões HTTP no estado SERVER_BUSY_WRITE. 
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  # Protege contra os ataques Slow HTTP POST e Slow Read.    
     SecConnWriteStateLimit 50 
</IfModule> 
 
4.1.2 Ataque Slow HTTP Headers contra servidor Apache desprotegido 
 
Comando: ./slowhttptest -H -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/test.htm -i 5 -t GET -x 24 
 
Resultados: 
 
 
Figura 4.2 – Gráfico resultante da simulação 4.1.2 
 
51 
 
 
Figura 4.3 – Status do Apache durante a simulação 4.1.2 
 
ACCESS LOG 
192.168.1.100 - - [15/Apr/2015:05:33:13 -0300] "GET /test.htm HTTP/1.1" 400 226 
"http://code.google.com/p/slowhttptest/" "Mozilla/4.0 (compatible; MSIE 8.0; 
Windows NT 6.1; Trident/4.0; SLCC2)" 
 
ERROR LOG 
[Wed Apr 15 00:35:06.474173 2015] [core:debug] [pid 2973:tid 3024087872] 
protocol.c(722): (20014)Internal error: [client 192.168.1.100:58728] Failed to 
read request header line (null) 
[Wed Apr 15 00:35:06.474836 2015] [core:info] [pid 2973:tid 3024087872] [client 
192.168.1.100:58728] AH00567: request failed: error reading the headers 
Quadro 4.1 – Logs de acesso e de erro do Apache após a simulação 4.1.2 
 
Análise: Foram enviadas 1.000 requisições ao servidor, a uma taxa de 100 por segundo. 
Observa-se, na Figura 4.2, que o servidor Apache aceitou 400 delas. As restantes ficaram 
pendentes de envio pela ferramenta. Destas 400, 250 foram estabelecidas, que é o limite 
configurado no Apache, e 150 ficaram em backlog para serem executadas posteriormente. 
Observa-se, na Figura 4.3, que todos os workers ficaram ocupados esperando pelo envio do 
restante dos headers. O Quadro 4.1 mostra que, após o fim do ataque, o access log registrou 
o código 400 (Bad Request) para as requisições que não foram completadas e o error log 
registrou que houve falha na leitura dos headers. Pelo exposto, pode-se afirmar que o 
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servidor Apache sem nenhum módulo de proteção é vulnerável ao ataque Slow HTTP 
Headers. 
 
4.1.3 Ataque Slow HTTP Headers contra servidor Apache protegido 
 
Comando: ./slowhttptest -H -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/test.htm -i 5 -t GET -x 24 
 
Proteções: mod_reqtimeout (RequestReadTimeout header=5-15,MinRate=500) e mod_qos 
(QS_SrvMaxConnPerIP 100). 
 
Resultados: 
 
 
Figura 4.4 – Gráfico resultante da simulação 4.1.3 com mod_reqtimeout 
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Figura 4.5 – Status do Apache durante a simulação 4.1.3 com mod_reqtimeout 
 
 
Figura 4.6 – Gráfico resultante da simulação 4.1.3 com mod_reqtimeout + mod_qos 
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Figura 4.7 – Status do Apache durante a simulação 4.1.3 (mod_reqtimeout + mod_qos) 
 
 
Figura 4.8 – Interface de monitoramento do mod_qos 
 
ACCESS LOG 
192.168.1.100 - - [15/Apr/2015:06:25:42 -0300] "GET /test.htm HTTP/1.1" 408 221 
"http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac OS 
X 10_7) AppleWebKit/534.48.3 (KHTML, like Gecko) Version/5.1 Safari/534.48.3" 
 
ERROR LOG 
[Wed Apr 15 06:26:22.425989 2015] [reqtimeout:info] [pid 16733:tid 2966387520] 
[client 192.168.1.100:54623] AH01382: Request header read timeout 
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[Wed Apr 15 07:29:07.435916 2015] [:error] [pid 20854:tid 2847841088] 
mod_qos(031): access denied, QS_SrvMaxConnPerIP rule: max=100, concurrent 
connections=103, c=192.168.1.100 
Quadro 4.2 – Logs de acesso e de erro do Apache após a simulação 4.1.3 
 
Análise: As Figuras 4.4 e 4.5 ilustram o resultado da proteção mod_reqtimeout em ação 
contra o ataque Slow HTTP Headers. É possível observar que mesmo com o timeout inicial 
de 5 segundos para o recebimento de todos dos Headers, o servidor ficou indisponível por 
pelo menos 15 segundos devido a quantidade de requisições enviadas ter esgotado todos os 
workers do Apache. Caso o ataque seja repetido por várias vezes haverão inúmeras pequenas 
interrupções do serviço. Para resolver este problema é necessário o uso concomitante do 
mod_qos. Percebe-se nas Figuras 4.6 e 4.7 que o uso dos dois módulos em conjunto evita 
estas interrupções no serviço. O mod_qos foi configurado para aceitar somente 100 conexões 
simultâneas de um mesmo endereço IP. Estas conexões foram derrubadas pelo 
mod_reqtimeout após 20 segundos e as outras foram fechadas pelo mod_qos. A Figura 4.8 
ilustra a interface de monitoramento do mod_qos. O Quadro 4.2 mostra que no access log o 
código 408 (Request Timeout) foi retornado para o atacante enquanto que no error log os 
módulos reqtimeout e qos registraram as mensagens “request header timeout” e “access 
denied”, respectivamente. A diretiva SecConnReadStateLimit do módulo mod_security 2.8, 
projetada para bloquear este ataque, não funciona com o Apache 2.4. Pelo exposto, pode-se 
afirmar que o mod_reqtimeout utilizado em conjunto com o mod_qos são eficientes na 
mitigação de ataques Slow HTTP Headers. 
 
4.1.4 Ataque Slow HTTP POST contra servidor Apache desprotegido 
 
Comando: ./slowhttptest -B -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/form.htm -i 4 -t POST -x 24 -s 8192 
 
Resultados: 
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Figura 4.9 – Gráfico resultante da simulação 4.1.4 
 
 
Figura 4.10 – Status do Apache durante a simulação 4.1.4 
 
ACCESS LOG 
192.168.1.100 - - [15/Apr/2015:08:26:09 -0300] "POST /form.htm HTTP/1.1" 400 
226 "http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac 
OS X 10.7; rv:5.0.1) Gecko/20100101 Firefox/5.0.1" 
Quadro 4.3 – Logs de acesso do Apache após a simulação 4.1.4 
 
Análise: Observa-se, na Figura 4.9, que o servidor Apache aceitou 400 conexões. As 
restantes ficaram pendentes de envio pela ferramenta. Destas 400, 250 foram estabelecidas, 
que é o limite configurado no Apache, e 150 ficaram em backlog para serem executadas 
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posteriormente. Observa-se, na Figura 4.10, que todos os workers ficaram no estado 
“Sending Reply”, aguardando o termino do envio de cada POST. O Quadro 4.3 mostra que, 
após o fim do ataque, o access log registrou o código 400 (Bad Request) para as submissões 
que não foram completadas. Nenhum erro foi apresentado no error log. Pelo exposto, pode-
se afirmar que o servidor Apache, sem nenhum módulo de proteção, é vulnerável ao ataque 
Slow HTTP POST. 
 
4.1.5 Ataque Slow HTTP POST contra servidor Apache protegido 
 
Comando: ./slowhttptest -B -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/form.htn -i 4 -t POST -x 24 -s 8192 
 
Proteções: mod_reqtimeout (RequestReadTimeout body=10-20,MinRate=500) e mod_qos 
(QS_SrvMaxConnPerIP 150) 
 
Resultados: 
 
 
Figura 4.11 – Gráfico resultante da simulação 4.1.5 
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Figura 4.12 – Status do Apache durante a simulação 4.1.5 
 
ACCESS LOG 
192.168.1.100 - - [15/Apr/2015:08:54:54 -0300] "POST /form.htm HTTP/1.1" 400 
226 "http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac 
OS X 10.7; rv:5.0.1) Gecko/20100101 Firefox/5.0.1" 
 
ERROR LOG 
[Wed Apr 15 08:55:05.138265 2015] [reqtimeout:info] [pid 23220:tid 3016743744] 
[client 192.168.1.100:63975] AH01382: Request body read timeout 
 
[Wed Apr 15 08:54:48.813871 2015] [:error] [pid 23390:tid 2991565632] 
mod_qos(031): access denied, QS_SrvMaxConnPerIP rule: max=150, concurrent 
connections=152, message repeated 20 times, c=192.168.1.100 
Quadro 4.4 – Logs de acesso do Apache após a simulação 4.1.5 
 
Análise: Verifica-se na Figura 4.11 que houve uma pequena indisponibilidade, de 2 
segundos, no início do teste mas o servidor permaneceu disponível durante todo o restante. 
A Figura 4.12 ilustra que a quantidade de workers utilizada ficou limitada em 150 conforme 
foi definido no mod_qos. Requisições estas que começaram a ser finalizadas pelo 
mod_reqtimeout após os primeiros 10 segundos. O Quadro 4.4 indica que no access log estas 
requisições foram tratadas como erro 400 (Bad Request) e no error log os módulos 
req_timeout e mod_qos retornaram “Request body read timeout” e “access denied”, 
respectivamente. A diretiva SecConnWriteStateLimit do módulo mod_security 2.8, 
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projetada para bloquear este ataque, não funciona com o Apache 2.4. Pelo exposto, pode-
se afirmar que o mod_reqtimeout utilizado em conjunto com o mod_qos são eficientes 
na mitigação de ataques Slow HTTP POST. 
 
4.1.6 Ataque Slow Read contra servidor Apache desprotegido 
 
Comando: ./slowhttptest -X -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/l.jpg -w 10 -y 20 -n 4 -z 32 
 
Resultados: 
 
Figura 4.13 – Gráfico resultante da simulação 4.1.6 
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Figura 4.14 – Status do Apache durante a simulação 4.1.6 
 
ACCESS LOG 
192.168.1.100 - - [15/Apr/2015:10:54:57 -0300] "GET /s.jpg HTTP/1.1" 200 37010 
"http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac OS 
X 10_7) AppleWebKit/534.48.3 (KHTML, like Gecko) Version/5.1 Safari/534.48.3" 
Quadro 4.5 – Logs de acesso do Apache após a simulação 4.1.6 
 
Análise: Observa-se, na Figura 4.13, que o servidor Apache aceitou 400 conexões. As 
restantes ficaram pendentes de envio pela ferramenta. Destas 400, 250 foram estabelecidas, 
que é o limite configurado no Apache, e 150 ficaram em backlog para serem executadas 
posteriormente. Observa-se, na Figura 4.14, que todos os workers ficaram no estado 
“Sending Reply”, aguardando a leitura do restante da requisição pelo cliente, impedindo 
outros clientes de estabelecerem novas conexões. O Quadro 4.5 mostra que o access log 
registrou a requisição como uma requisição normal, retornando o código 200 (OK). Nenhum 
erro foi apresentado no error log. Pelo exposto, pode-se afirmar que o servidor Apache, sem 
nenhum módulo de proteção, é vulnerável ao ataque Slow Read. 
 
4.1.7 Ataque Slow Read contra servidor Apache protegido 
 
Comando: ./slowhttptest -X -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/l.jpg -w 10 -y 20 -n 4 -z 32 
 
Proteção: mod_qos (QS_SrvMaxConnPerIP 150). 
 
Resultados: 
 
61 
 
 
Figura 4.15 – Gráfico resultante da simulação 4.1.7 
 
 
Figura 4.16 – Status do Apache durante a simulação 4.1.7 
 
ACCESS LOG 
[Wed Apr 15 11:09:30.874949 2015] [:error] [pid 28843:tid 2957994816] 
mod_qos(031): access denied, QS_SrvMaxConnPerIP rule: max=150, concurrent 
connections=188, message repeated 20 times, c=192.168.1.100 
Quadro 4.6 – Logs de acesso do Apache após a simulação 4.1.7 
 
Análise: O ataque Slow Read é um dos mais recentes e existem poucos recursos para 
bloqueá-lo de forma eficiente. O mod_reqtimeout não tem efeito sobre ele. O 
mod_limitipconn não é compatível com o Apache 2.4. A diretiva SecConnWriteStateLimit 
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do mod_security não funciona com o Apache 2.4. A diretiva QS_SrvMinDataRate do 
mod_qos também não é compatível com o Apache 2.4, somente nos restando a diretiva 
QS_SrvMaxConnPerIP deste mesmo módulo. Contudo, observando as Figuras 4.15 e 4.16, 
é possível verificar que o serviço ficou disponível durante o ataque e que o IP do atacante 
não conseguiu realizar mais conexões além das 150 permitidas. O único inconveniente desta 
diretiva é que caso o atacante esteja usando um IP comum a outros usuários, estes usuários 
também não poderão acessar o serviço enquanto o ataque estiver sendo realizado. Pelo 
exposto, pode-se afirmar que o mod_qos é eficaz no bloqueio de ataques Slow Read apesar 
de poder, em certas circunstâncias, bloquear usuários legítimos. 
 
4.2 NGINX 
 
Os pacotes de instalação do servidor web Nginx foram baixados diretamente do repositório 
oficial de pacotes do sistema operacional Fedora e foram instalados com as seguintes 
configurações, a saber: 
 
# Quantidade de processos filhos 
  worker_process 1; 
# Quantidade máxima de conexões por processo filho 
  worker_connections 250; 
# Tempo de espera pela solicitação de mais requisições pelo cliente 
  keepalive_timeout 65; 
# Tempo de espera para o cliente confirmar o recebimento das respostas 
  send_timeout 60; 
 
4.2.1 Módulos de segurança 
 
O Nginx dispõe, em sua instalação padrão, de alguns módulos destinados a mitigação de 
ataques Slow DoS. A relação dos módulos, diretivas e suas funcionalidades estão 
apresentadas a seguir: 
 
ngx_http_core_module – Módulo principal do Nginx. 
# Tamanho máximo do corpo da requisição do cliente 
  client_max_body_size 1m; 
# Tamanho do buffer do servidor para ler o corpo da requisição do cliente 
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  client_body_buffer_size 8k; 
# Tamanho do buffer do servidor para ler o cabeçalho da requisição do cliente 
  client_header_buffer_size 1k; 
# Tamanho do buffer do servidor para ler grandes cabeçalhos do cliente 
  large_client_header_buffers 4 8k; 
# Tempo máximo para leitura do cabeçalho da requisição 
  client_header_timeout 60s; 
# Tempo máximo para leitura do corpo da requisição 
  client_body_timeout 60s; 
# Limita a taxa máxima de leitura de dados do servidor 
  limit_rate 500k; 
  
ngx_http_limit_req_module – Limita a taxa de recebimento de requisições de um 
determinado cliente. 
# Define uma variável e qual é a taxa máxima de requisições por segundo 
# que está variável poderá executar 
  limit_req_zone $binary_remote_addr zone=one:10m rate=1r/s; 
 
# Define o local onde será aplicado o limite e quantas requisições podem ficar 
# na fila de espera 
  limit_req zone=one burst=5; 
 
ngx_http_limit_conn_module– Limita a quantidade de conexões simultâneas que podem 
ser estabelecidas por um determinado cliente. 
# Define uma variável e quantidade de memória a ser destinada para ela 
  limit_conn_zone $binary_remote_addr zone=addr:10m; 
 
# Define o local onde será aplicado o limite e a quantidade de conexões 
# simultâneas que ele poderá receber 
  limit_conn addr 1; 
 
4.2.2 Ataque Slow HTTP Headers contra servidor Nginx desprotegido 
 
Comando: ./slowhttptest -H -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/test.htm -i 5 -t GET -x 24 
 
Resultados: 
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Figura 4.17 – Gráfico resultante da simulação 4.2.2 
 
 
Figura 4.18 – Status do Nginx durante e depois da simulação 4.2.2 
 
LOG DE ACESSO 
192.168.1.100 - - [16/Apr/2015:04:09:46 -0300] "GET /test.htm HTTP/1.1" 400 0 
"http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac OS 
X 10.7; rv:5.0.1) Gecko/20100101 Firefox/5.0.1" "-" 
 
LOG DE ERRO 
2015/04/16 04:09:44 [alert] 30340#0: 250 worker_connections are not enough 
 
2015/04/16 04:09:46 [info] 30340#0: *5 client prematurely closed connection 
while reading client request headers, client: 192.168.1.100, server: localhost, 
request: "GET /test.htm HTTP/1.1", host: "192.168.1.101", referrer: 
"http://code.google.com/p/slowhttptest/" 
Quadro 4.7 – Logs de acesso e de erro do Nginx após a simulação 4.2.2 
 
Análise: Observa-se na Figura 4.17 que o servidor Nginx ficou indisponível quando atingiu 
o limite de 250 conexões simultâneas, definido na configuração, e assim permaneceu até o 
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final da simulação. Diferentemente do Apache, o Nginx fecha todas as conexões pendentes 
após o limite de conexões simultâneas ter sido atingido. Na Figura 4.18, retirada da página 
de status do servidor, pode-se verificar que durante a simulação, o servidor manteve em 
estado de leitura 245 conexões e após a mesma, ficou registrado que houveram 1062 
requisições ao servidor e 257 foram atendidas. No Quadro 4.7 verifica-se que o no log de 
acesso ficou registrado o código 400 (Bad Request) para cada requisição que não foi 
completada e no log de erro ficaram registrados os alertas de que a quantidade máxima de 
conexões simultâneas foi atingida e de que o cliente fechou prematuramente a conexão. Pelo 
exposto, pode-se afirmar que o servidor Nginx, sem nenhum módulo de proteção, é 
vulnerável ao ataque Slow HTTP Headers. 
 
4.2.3 Ataque Slow HTTP Headers contra servidor Nginx protegido 
 
Comando: ./slowhttptest -H -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/test.htm -i 5 -t GET -x 24 
 
Proteções: client_header_timeout 4s; 
 
Resultados: 
 
 
Figura 4.19 – Gráfico resultante da simulação 4.2.3 
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Figura 4.20 – Status do Nginx durante a simulação 4.2.3 
 
LOG DE ACESSO 
192.168.1.100 - - [16/Apr/2015:07:27:38 -0300] "GET /test.htm HTTP/1.1" 408 0 
"http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac OS 
X 10.7; rv:5.0.1) Gecko/20100101 Firefox/5.0.1" "-" 
 
LOG DE ERRO 
2015/04/16 07:27:38 [info] 31753#0: *749 client timed out (110: Connection 
timed out) while reading client request headers, client: 192.168.1.100, server: 
localhost, request: "GET /test.htm HTTP/1.1", host: "192.168.1.101", referrer: 
"http://code.google.com/p/slowhttptest/" 
Quadro 4.8 – Logs de acesso e de erro do Nginx após a simulação 4.2.3 
 
Análise: Foi utilizada como proteção somente a redução do tempo de timeout para o 
recebimento de todo o cabeçalho da requisição. Observa-se nas Figuras 4.19 e 4.20 que a 
quantidade de conexões simultâneas chegou a picos de 193 mas foram em pouco tempo 
finalizadas pelo timeout do servidor, preservando assim a sua disponibilidade durante todo 
o teste. No Quadro 4.8, observa-se que o log de acesso registrou o código 408 (Request 
Timeout) para as requisições finalizadas enquanto o log de erro registrava a mensagem 
“Connection timed out”. Pelo exposto, pode-se afirmar que a diretiva 
cliente_header_timeout é eficaz na mitigação de ataques Slow HTTP Headers. 
 
4.2.4 Ataque Slow HTTP POST contra servidor Nginx desprotegido 
 
Comando: ./slowhttptest -B -c 1000 -r 100 -g -l 60 -p 1 -u http://192.168.1.101/form.htm 
-i 4 -t POST -x 24 -s 8192 
 
Resultados:  
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Figura 4.21 – Gráfico resultante da simulação 4.2.4 
 
 
Figura 4.22 – Status do Nginx durante a simulação 4.2.4 
 
LOG DE ACESSO 
192.168.1.100 - - [16/Apr/2015:08:28:17 -0300] "POST /form.htm HTTP/1.1" 200 
1202 "http://code.google.com/p/slowhttptest/" "Opera/9.80 (Macintosh; Intel Mac 
OS X 10.7.0; U; Edition MacAppStore; en) Presto/2.9.168 Version/11.50" "-" 
 
LOG DE ERRO 
2015/04/16 08:10:56 [alert] 31907#0: 250 worker_connections are not enough 
2015/04/16 08:10:58 [info] 31907#0: *1180 recv() failed (104: Connection reset 
by peer) while sending response to client, client: 192.168.1.100, server: 
localhost, request: "POST /form.htm HTTP/1.1", host: "192.168.1.101", referrer: 
"http://code.google.com/p/slowhttptest/" 
Quadro 4.9 – Logs de acesso e de erro do Nginx após a simulação 4.2.4 
 
Análise: Observa-se com base nas Figuras 4.21 e 4.22 que aos 5 segundos da simulação o 
servidor já tinha atingido o pico de 250 conexões simultâneas fazendo com que o mesmo 
ficasse indisponível durante o restante do teste. No Quadro 4.9 verifica-se que o servidor 
retornou o código 200 (OK) para o atacante, o limite de 250 conexões foi atingido e as 
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conexões foram descartadas após o final do teste. Pelo exposto, pode-se afirmar que, sem as 
devidas proteções, o servidor Nginx é vulnerável ao ataque Slow HTTP POST.  
 
4.2.5 Ataque Slow HTTP POST contra servidor Nginx protegido 
 
Comando: ./slowhttptest -B -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/form.htm -i 4 -t POST -x 24 -s 8192 
 
Proteções: client_body_timeout 15s; client_max_body_size 1m; limit_req_zone 
$binary_remote_addr zone=req:10m rate=10r/s; limit_req zone=req nodelay; 
limit_conn_zone $binary_remote_addr zone=conn:10m; limit_conn conn 150; 
 
Resultados:  
 
 
Figura 4.23 – Gráfico resultante da simulação 4.2.5 
 
 
Figura 4.24 – Status do Nginx durante a simulação 4.2.5 
 
LOG DE ACESSO 
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192.168.1.100 - - [16/Apr/2015:08:52:13 -0300] "POST /form.htm HTTP/1.1" 200 
1202 "http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel 
Mac OS X 10.7; rv:5.0.1) Gecko/20100101 Firefox/5.0.1" "-" 
 
LOG DE ERRO 
2015/04/16 08:40:49 [info] 31995#0: *1012 limiting requests, excess: 0.370 by 
zone "req", client: 192.168.1.100, server: localhost, request: "POST /form.htm 
HTTP/1.1", host: "192.168.1.101", referrer: 
"http://code.google.com/p/slowhttptest/" 
Quadro 4.10 – Logs de acesso e de erro do Nginx após a simulação 4.2.5 
 
Análise: Nesta simulação foram utilizadas as proteções que limitam o tempo para envio do 
corpo da requisição, limitam o tamanho do corpo da requisição, limitam a taxa de requisições 
a 10 por segundo e limitam a quantidade de conexões simultâneas a 150. Observa-se nas 
Figuras 4.23 e 4.24 que quantidade máxima de conexões ativas não passou de 26 e elas foram 
finalizadas pelo timeout após 15 segundos. Ou seja, o limitador de conexões nem precisou 
ser acionado visto que o limitador de requisições já evitou que o serviço ficasse indisponível. 
O log de erro apresentado no Quadro 4.23 indica o acionamento do limitador de requisições. 
Pelo exposto, pode-se afirmar que os módulos nativos do Ngnix, estando habilitados, são 
eficazes na mitigação do ataque Slow HTTP POST. 
 
4.2.6 Ataque Slow Read contra servidor Nginx desprotegido 
 
Comando: ./slowhttptest -X -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/s.jpg -w 10 -y 20 -n 4 -z 32 
 
Resultados:  
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Figura 4.25 – Gráfico resultante da simulação 4.2.6 
 
 
Figura 4.26 – Status do Nginx durante a simulação 4.2.6 
 
LOG DE ACESSO 
192.168.1.100 - - [16/Apr/2015:09:18:48 -0300] "GET /s.jpg HTTP/1.1" 200 1535 
"http://code.google.com/p/slowhttptest/" "Mozilla/5.0 (Macintosh; Intel Mac OS 
X 10.7; rv:5.0.1) Gecko/20100101 Firefox/5.0.1" "-" 
 
LOG DE ERRO 
2015/04/16 09:20:06 [alert] 32081#0: 250 worker_connections are not enough 
Quadro 4.11 – Logs de acesso e de erro do Nginx após a simulação 4.2.6 
 
Análise: Verifica-se nas Figuras 4.25 e 4.26 que aos 4 segundos da simulação já não haviam 
mais conexões disponíveis no servidor. Todas elas estavam presas respondendo ao atacante 
32 bytes de dados a cada 4 segundos. E assim o servidor permaneceu durante o restante do 
teste. No Quadro 4.11 é possível ver que o log de acesso registrou a requisição como uma 
requisição normal e o log de erro alertou que não haviam mais conexões disponíveis. Pelo 
exposto, pode-se afirmar que o Nginx, sem as devidas proteções, é vulnerável ao ataque 
Slow Read. 
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4.2.7 Ataque Slow Read contra servidor Nginx protegido 
 
Comando: ./slowhttptest -X -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/s.jpg -w 10 -y 20 -n 4 -z 32 
 
Proteções: limit_req_zone $binary_remote_addr zone=req:10m rate=10r/s; limit_req 
zone=req nodelay; limit_conn_zone $binary_remote_addr zone=conn:10m; limit_conn 
conn 150; 
 
Resultados: 
 
 
Figura 4.27 – Gráfico resultante da simulação 4.2.7 
 
 
Figura 4.28 – Status do Nginx durante a simulação 4.2.7 
 
LOG DE ERRO 
2015/04/16 09:36:15 [info] 32130#0: *1011 limiting requests, excess: 0.080 by 
zone "req", client: 192.168.1.100, server: localhost, request: "GET /s.jpg 
HTTP/1.1", host: "192.168.1.101", referrer: 
"http://code.google.com/p/slowhttptest/" 
Quadro 4.12 – Logs de erro do Nginx após a simulação 4.2.7 
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Análise: Para proteger o servidor contra o ataque de Slow Read foram utilizados um 
limitador de requisições e um limitador de conexões. Observa-se com base nas Figuras 4.27 
e 4.28 que a quantidade de conexões ativas não passou de 100 devido a atuação do limitar 
de requisições. A indisponibilidade apresentada entre os segundos 3 e 10 se deveu ao fato 
do limitador ter bloqueado, juntamente com o ataque, as requisições que verificam a 
disponibilidade do serviço. O Quadro 4.12 mostra a mensagem do limitador em ação. Pelo 
exposto, pode-se afirmar que as diretivas limit_conn e limit_req são eficazes na mitigação 
do ataque Slow Read. 
 
4.3 MICROSOFT IIS 
 
O IIS 7.0 foi habilitado em uma instalação padrão do Windows 2008 Server e foram 
definidas as seguintes configurações básicas para a realização dos testes: 
 
ConnectionTimeout 02:00 
Maximum Worker Process 1 
Maximum Concurrent Connection 250 
 
4.3.1 Módulos de segurança 
 
O IIS possui dois módulos que auxiliam na mitigação de ataques Slow DoS, o Dynamic IP 
Restrictions e o Request Filtering. O primeiro é um módulo adicional que precisa ser baixado 
do site da Microsoft. O segundo pode ser habilitado a qualquer momento no IIS. Estes dois 
módulos também estão disponíveis para as versões 8.0 e 8.5 do IIS. 
 
Dynamic IP Restrictions: Nele é possível definir a quantidade máxima de requisições 
concorrentes e a quantidade máxima de requisições por segundo que o site pode suportar. É 
possível também definir a ação que deve ser tomada quando o limite é atingido. 
 
73 
 
 
Figura 4.29 – Interface do Dynamic IP Restrictions 
 
Request Filtering: Nele é possível definir URLs, extensões de arquivos e métodos HTTP 
que devem ser bloqueados. É possível definir valores para cabeçalhos, tamanho máximo 
para URLs e tamanho máximo do Content-Length. 
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Figura 4.30 – Interface do Request Filtering 
 
4.3.2 Ataque Slow HTTP Headers contra servidor IIS 
 
Comando: ./slowhttptest -H -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.102/test.htm -i 4 -t GET -x 24 
 
Resultados: 
 
75 
 
 
Figura 4.31 – Gráfico resultante da simulação 4.3.2 
 
 
Figura 4.32 – Status do IIS durante a simulação 4.3.2 
 
LOG DE ACESSO 
2015-04-16 14:54:58 192.168.1.102 GET /test.htm - 80 - 192.168.1.100 
Mozilla/5.0+(Macintosh;+Intel+Mac+OS+X+10_7_0)+AppleWebKit/534.30+(KHTML,+lik
e+Gecko)+Chrome/12.0.742.122+Safari/534.30 200 0 995 234 
 
LOG DE ERRO 
2015-04-16 14:55:58 192.168.1.100 49668 192.168.1.102 80 HTTP/1.1 GET /test.htm 
400 - BadRequest - 
Quadro 4.13 – Logs de acesso e de erro do IIS após a simulação 4.3.2 
 
Análise: Observa-se na Figura 4.31 que todas as 1.000 conexões foram aceitas até os 16 
segundos da simulação e nenhuma foi fechada, apesar do IIS estar configurado com um 
limite de 250 conexões simultâneas. Isto ocorre porque o IIS é imune ao ataque Slow 
HTTP Headers. Ele simplesmente não espera pelo restando dos headers, envia a resposta 
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da solicitação e entrega a conexão para o sistema operacional gerenciar. Desta forma as 
conexões não ficam ocupadas conforme pode ser visto no campo CurrentConnections da 
Figura 4.32. O Quadro 4.13 mostra que no log de acesso foi registrado o código 200 (OK) 
para a requisição e, após a simulação, foi lançado o código 400 (Bad Request) no log de erro. 
 
4.3.3 Ataque Slow HTTP POST contra servidor IIS desprotegido 
 
Comando: ./slowhttptest -B -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.102/form.htm -i 4 -t POST -x 24 -s 8192 
 
Resultados: 
 
 
Figura 4.33 – Gráfico resultante da simulação 4.3.3 
 
 
Figura 4.34 – Status do IIS durante a simulação 4.3.3 
 
LOG DE ERRO 
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2015-04-17 03:07:16 192.168.1.100 54796 192.168.1.102 80 HTTP/1.1 POST 
/form.aspx 503 1 ConnLimit DefaultAppPool 
2015-04-17 03:08:06 192.168.1.100 54250 192.168.1.102 80 HTTP/1.1 POST 
/form.aspx 400 1 BadRequest DefaultAppPool 
2015-04-17 03:08:41 192.168.1.100 54120 192.168.1.102 80 HTTP/1.1 POST 
/form.aspx 400 1 Connection_Dropped DefaultAppPool 
Quadro 4.14 – Logs de erro do IIS após a simulação 4.3.3 
 
Análise: Observa-se com base nas Figuras 4.33 e 4.34 que aos 4 segundos da simulação o 
limite de conexões concorrentes do servidor IIS já havia sido atingido, tornando o serviço 
indisponível durante do restante do teste. No Quadro 4.14 observa-se que o log de erro 
registrou que o limite de conexões foi atingido e o código de erro 400 foi lançado após o 
final do teste. Pelo exposto, pode-se afirmar que o servidor IIS, sem proteções, é 
vulnerável ao ataque Slow HTTP POST. 
 
4.3.4 Ataque Slow HTTP POST contra servidor IIS protegido 
 
Comando: ./slowhttptest -B -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.102/form.htm -i 4 -t POST -x 24 -s 8192 
 
Proteções: Dynamic IP Restrictions – Limite de 150 conexões simultâneas e 20 requisições 
por segundo. Maximum Allowed Content-Length (bytes): 1000000.  
 
Resultados: 
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Figura 4.35 – Gráfico resultante da simulação 4.3.4 
 
 
Figura 4.36 – Status do IIS durante a simulação 4.3.4 
 
LOG DE ERRO 
2015-04-17 03:51:39 192.168.1.100 57923 192.168.1.102 80 HTTP/1.1 POST 
/form.aspx - 1 Request_Cancelled DefaultAppPool 
Quadro 4.15 – Logs de erro do IIS após a simulação 4.3.4 
 
Análise: Observa-se com base nas Figuras 4.35 e 4.36 que com o uso do limitador de 
requisições o limite de conexões concorrentes não ultrapassou 73 conexões. A 
indisponibilidade do serviço que o gráfico mostra ocorreu devido ao servidor IIS ter 
bloqueado, juntamente com o ataque, as requisições que verificam a disponibilidade do 
serviço. Foi também definido o tamanho máximo para o corpo de uma requisição em 1 
megabyte. No Quadro 4.15 verifica-se que o log de erro registrou quais requisições foram 
bloqueadas. Pelo exposto, pode-se afirmar que o módulo Dynamic IP Restrictions é eficaz 
na mitigação do ataque Slow HTTP POST. 
 
79 
 
4.3.5 Ataque Slow Read contra servidor IIS desprotegido 
 
Comando: ./slowhttptest -X -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/s.jpg -w 10 -y 20 -n 4 -z 32 
 
Resultados:  
 
 
Figura 4.37 – Gráfico resultante da simulação 4.3.5 
 
 
Figura 4.38 – Status do IIS durante a simulação 4.3.5 
 
LOG DE ERRO 
2015-04-17 04:09:20 192.168.1.100 54489 192.168.1.102 80 HTTP/1.1 GET /s.jpg 
503 1 ConnLimit DefaultAppPool 
Quadro 4.16 – Log de erro do IIS após a simulação 4.3.5 
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Análise: Observa-se com base nas Figuras 4.37 e 4.38 que aos 4 segundos da simulação o 
limite de conexões concorrentes do servidor IIS já havia sido atingido, tornando o serviço 
indisponível durante do restante do teste. No Quadro 4.14 observa-se que o log de erro 
registrou que o limite de conexões foi atingido. Pelo exposto, pode-se afirmar que o servidor 
IIS, sem proteções, é vulnerável ao ataque Slow Read. 
 
4.3.6 Ataque Slow Read contra servidor IIS protegido 
 
Comando: ./slowhttptest -X -c 1000 -r 100 -g -l 60 -p 1 -u 
http://192.168.1.101/s.jpg -w 10 -y 20 -n 4 -z 32 
 
Proteções: Dynamic IP Restrictions – Limite de 150 conexões simultâneas e 20 requisições 
por segundo. 
 
Resultados:  
 
 
Figura 4.39 – Gráfico resultante da simulação 4.3.6 
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Figura 4.40 – Status do IIS durante a simulação 4.3.6 
 
LOG DE ERRO 
2015-04-17 04:30:50 192.168.1.100 51489 192.168.1.102 80 HTTP/1.1 GET /s.jpg - 
1 Request_Cancelled DefaultAppPool 
Quadro 4.17 – Log de erro do IIS após a simulação 4.3.6 
 
Análise: Observa-se com base nas Figuras 4.39 e 4.40 que com o uso do limitador de 
requisições o limite de conexões concorrentes não ultrapassou 161 conexões. A 
indisponibilidade do serviço que o gráfico mostra ocorreu devido ao servidor IIS ter 
bloqueado, juntamente com o ataque, as requisições que verificam a disponibilidade do 
serviço. No Quadro 4.17 verifica-se que o log de erro registrou quais requisições foram 
bloqueadas. A única desvantagem destes limitadores é que se o atacante estiver utilizando 
um endereço IP comum a outros usuários estes também não conseguiram acessar o serviço. 
Pelo exposto, pode-se afirmar que o módulo Dynamic IP Restrictions é eficaz na mitigação 
do ataque Slow Read. 
 
4.4 MATRIZ DE VULNERABILIDADE 
 
Quadro 4.18 – Matriz de Vulnerabilidade 
Ataques/Servidores Slow HTTP Headers Slow HTTP POST Slow Read 
Apache HTTP Server Vulnerável Vulnerável Vulnerável 
Nginx Vulnerável Vulnerável Vulnerável 
Microsoft IIS Não Vulnerável Vulnerável Vulnerável 
 
Foram realizadas um total de 18 simulações. O Quadro 4.18 mostra a relação de todos os 
ataques executados e indica se o servidor web é ou não vulnerável ao ataque. 
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5 CONCLUSÕES 
 
Ataques de negação de serviço tem sido, atualmente, uma das maiores preocupações dos 
profissionais de segurança da informação de vários setores, principalmente do e-commerce 
e do Internet Banking. A facilidade na execução dos ataques, a disponibilidade de 
ferramentas e a necessidade de poucos recursos computacionais para a execução dos mesmos 
os tornam uma excelente alternativa para quem quer prejudicar um concorrente ou um 
desafeto. E para quem não tem afinidade com a tecnologia, basta procurar pelos serviços de 
quem a tem nos submundos da Internet. 
 
Existem dezenas de tipos de ataques disponíveis para se conseguir indisponibilizar um alvo. 
Cada um com suas vantagens e desvantagens. São classificados em ataques de protocolo, 
volumétricos e de aplicação. Podem ser usadas técnicas de distribuição, reflexão e 
amplificação para maximizarem os seus efeitos e para ocultar a identidade do atacante. 
 
Foi realizado um levantamento das principais ferramentas gratuitas disponíveis na Internet, 
quais são os ataques que elas podem executar e quais as principais características das mais 
utilizadas. Em conjunto, foram levantados quais são os principais mecanismos de defesa 
para a mitigação de cada tipo de ataque, juntamente com suas vantagens e desvantagens.  
 
A mitigação de ataques DoS pode ter um alto custo para as empresas mas devem ser 
realizadas pois os prejuízos advindos da sua não realização são bem maiores. Para se realizar 
o bloqueio de grandes ataques volumétricos é necessário a contratação de uma empresa 
externa especializada na mitigação destes ataques para evitar que eles consigam atingir a 
infraestrutura do cliente. E este serviço tem um custo elevado. No entanto, a mitigação de 
ataques de aplicação, em especial o Slow DoS, pode ser realizada na própria infraestrutura 
da empresa a custo bem menor. A execução de ataques Slow DoS exige ainda menos recursos 
computacionais, são mais difíceis de se mitigar e será o novo modus operandi dos atacantes 
nestes novos tempos. 
 
Este trabalho tratou justamente de demonstrar, através de simulações de ataques, que 
módulos disponíveis para os servidores web mais utilizados da atualidade (Apache, Nginx e 
IIS) podem ser eficazes na mitigação de ataques Slow DoS e até mesmo de ataques 
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volumétricos de baixa escala. Certamente, estes módulos não serão suficientes para a 
mitigação de grandes ataques mas com a implementação das configurações apresentadas no 
capítulo 4 deste trabalho, não será um script kiddie, utilizando uma ferramenta caseira, que 
conseguira indisponibilizar o servidor web de alguém. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
84 
 
REFERÊNCIAS BIBLIOGRÁFICAS 
 
GU, Q. Denial of Service Attacks. Texas State University, 2007. Disponível em: 
<http://s2.ist.psu.edu/paper/DDoS-Chap-Gu-June-07.pdf>. Acesso em: 01 mar. 2015. 
 
SAGER, C. Why Do People Perform DDoS Attacks? Brain Stuff How, 2014. Disponível 
em: < http://www.brainstuffshow.com/blog/why-do-people-perform-ddos-attacks/>. 
Acesso em: 01 mar. 2015. 
 
ARBOR NETWORKS. Worldwide Infrastructure Security Report. Volume X, 2015. 
Disponível em: 
<http://pages.arbornetworks.com/rs/arbor/images/WISR2014_EN2014.pdf>. Acesso em: 
05 mar. 2015. 
 
IMPERVA. The Top 10 DDoS Attack Trends. 2015. Disponível em: 
<https://www.imperva.com/docs/DS_Incapsula_The_Top_10_DDoS_Attack_Trends_eboo
k.pdf>. Acesso em: 05 mar. 2015. 
 
US-CERT. Understanding Denial-of-Service Attacks. Security Tip (ST04-015), 2013. 
Disponível em: <https://www.us-cert.gov/ncas/tips/ST04-015>. Acesso em: 05 mar. 2015. 
 
ARBOR NETWORKS. Digital Attack Map. Disponível em: 
<http://www.digitalattackmap.com/understanding-ddos/>. Acesso em: 05 mar. 2015. 
 
RADWARE. The Next Cyber War. Webminar, 2015. Disponível em: 
<http://images.global.radware.com/Web/Radware/%7Bd8b53593-9c2e-4028-9f12-
be5cc6fea39e%7D_The_Next_Cyberwar_Radware_Webinar.pdf>. Acesso em: 09 mar. 
2015. 
 
PROLEXIC. SECURITY VISUALIZATIONS. State of The Internet, 2015. Disponível 
em: <http://www.stateoftheinternet.com/trends-visualizations-security-real-time-global-
ddos-attack-sources-types-and-targets.html>. Acesso em: 09 mar. 2015. 
 
85 
 
DAKE. SYN Flood. Wikipedia. Disponível em: 
<http://upload.wikimedia.org/wikipedia/commons/9/94/Tcp_synflood.png>. Acesso em: 12 
mar. 2015. 
 
EDDY, W. TCP SYN Flooding Attacks and Common Mitigations. Network Working 
Group, RFC 4987, 2007. Disponível em: <http://tools.ietf.org/html/rfc4987#page-10>. 
Acesso em: 12 mar. 2015. 
 
NSFOCUS. Application Resource Consumption DDoS Attacks and Methods of 
Mitigation. Blog, 2014. Disponível em: <http://nsfocusblog.com/2014/04/30/application-
resource-consumption-ddos-attacks-and-methods-of-mitigation-part2/>. Acesso em: 12 
mar. 2015. 
 
CISCO. The Principles of Defense in Depth. Book, 2011. Disponível em: 
<http://ciscodocuments.blogspot.com.br/2011/05/chapter-01-introduction-to-
network_1117.html>. Acesso em: 20 mar. 2015. 
 
FERGUSON. Network Ingress Filtering. RFC 2827, 2000. Disponível em: 
<http://tools.ietf.org/html/rfc2827>. Acesso em: 20 mar. 2015. 
 
SHEKYAN, S. Identifying Slow HTTP Attack Vulnerabilities on Web Applications. 
Security Labs, 2011. Disponível em: 
<https://community.qualys.com/blogs/securitylabs/2011/07/07/identifying-slow-http-
attack-vulnerabilities-on-web-applications>. Acesso em: 20 mar. 2015. 
 
PASSERI, P. A 0-Day Attack Lasts On Average 10 Months. Hackmageddon.com. 
Disponível em: <http://hackmageddon.com/2012/10/19/a-0-day-attack-lasts-on-average-
10-months/>. Acesso em: 24 mar. 2015. 
 
ROUSE, M. Distributed denial-of-service attack. TechTarget. Disponível em: < 
http://searchsecurity.techtarget.com/definition/distributed-denial-of-service-attack >. Acesso em: 
24 mar. 2015. 
 
86 
 
USCERT. DNS Amplification Attacks. Alert (TA13-088A). Disponível em: < 
https://www.us-cert.gov/ncas/alerts/TA13-088A >. Acesso em: 30 mar. 2015. 
 
GREENBERG, A. SSDP reflection DDoS attacks on the rise. SC Magazine. Disponível 
em: < http://www.scmagazine.com/ssdp-reflection-ddos-attacks-on-the-rise-akamai-
warns/article/377754/ >. Acesso em: 30 mar. 2015. 
 
USCERT. NTP Amplification Attacks. Alert (TA14-013A). Disponível em: < 
https://www.us-cert.gov/ncas/alerts/TA14-013A >. Acesso em: 01 abr. 2015. 
 
BATISHCHEV, A. LOIC. Sourceforge. Disponível em: 
<http://sourceforge.net/projects/loic/>. Acesso em: 01 abr. 2015. 
 
SMURFFTROLL. High Orbit Ion Cannon. Sourceforge. Disponível em: 
<http://sourceforge.net/projects/highorbitioncannon/>. Acesso em: 01 abr. 2015. 
 
UNIXUNITED. UDP Unicorn. Sourceforge. Disponível em: < 
http://sourceforge.net/projects/udpunicorn/>. Acesso em: 01 abr. 2015. 
 
HANSEN, R. Slowloris HTTP DoS. Blog. Disponível em: < http://ha.ckers.org/slowloris/ 
>. Acesso em: 05 abr. 2015. 
 
RAZ, R. r-u-dead-yet. Google Code. Disponível em: < https://code.google.com/p/r-u-dead-
yet/ >. Acesso em: 05 abr. 2015. 
 
SHEKYAN, S. Application Layer DoS attack simulator. Google Code. Disponível em: < 
https://code.google.com/p/slowhttptest/ >. Acesso em: 05 abr. 2015. 
 
ARBOR NETWORKS. Layered Intelligent DDoS Mitigation Systems. White Paper, 
2010. Disponível em: 
<https://www.arbornetworks.com/ddos/Layered%20Intelligent%20DDoS%20Mitigation%
20Systems.pdf>. Acesso em: 05 abr. 2015. 
 
87 
 
NETCRAFT. February 2015 Web Server Survey. Survey, 2015. Disponível em: < 
http://news.netcraft.com/archives/2015/02/24/february-2015-web-server-survey.html >. 
Acesso em: 05 abr. 2015. 
 
FMC. The Apache Modeling Project.. Disponível em: < http://www.fmc-
modeling.org/category/projects/apache/amp/4_3Multitasking_server.html>. Acesso em: 08 
abr. 2015. 
 
ASF. How Apache Came to Be. HTTP Server Project Web Site. Disponível em: < 
http://httpd.apache.org/ABOUT_APACHE.html>. Acesso em: 08 abr. 2015. 
 
NGINX. About. Official Web Site. Disponível em: <http://nginx.org/en/>. Acesso em: 
08abr. 2015. 
 
ALEXEEV, A. The Architecture of Open Source Applications. Volume II, 2013. 
Disponível em: <http://www.aosabook.org/en/nginx.html>. Acesso em: 12 abr. 2015. 
 
TEMPLIN, R. Introduction to IIS Architectures. Microsoft Learn. Disponível em: 
<http://www.iis.net/learn/get-started/introduction-to-iis/introduction-to-iis-architecture>. 
Acesso em: 12 abr. 2015. 
 
ASF. Multi-Processing Modules. Apache Documentation. Disponível em: 
<http://httpd.apache.org/docs/current/mpm.html>. Acesso em: 12 abr. 2015. 
 
 
