INTRODUCTION
Around the world economics has defined the character, nature and outlook of individuals, governments and private companies. Thus the practice of economic modeling has long attracted the interests of government bureaucrats, political theoreticians and scientists alike. For a long time statistical techniques such as Bayesian models, regression and some econometric techniques have dominated research activities in prediction [1] . However the emergence of computational intelligence techniques as a viable alternative to the "traditional" statistical models that have dominated this area since the 1930's [2, 3] has given impetus to the increasing usage of these techniques in fields such as economics and finance [3, 4, 5] . Since the year of its inception in 1982, rough set theory has been extensively used as an effective data mining and knowledge discovery technique in numerous applications in the finance, investment and banking fields [5] . Data mining is a discipline in computational intelligence that deals with knowledge discovery, data analysis, and full and semi-autonomous decision making [13] . It entails the analysis of data sets such that unsuspected relationships among data objects are found.
The primary approach to forecasting has been the identification of a trend and continuation of a strategy until evidence suggests that the trend has reversed [15] . One of the biggest problems with the use of regression methods is that they fail to give satisfactory forecasting results for some series' because of their linear structure and other inherent limitations [5, 13, 15, 16] . This led to the extensive use of artificial intelligence (AI) techniques particularly neural networks because their natural ability to learn and adapt to complex non-linear mappings of various statistical distributions [5, 11, 18, 19] . Rough neuro-computing has its roots in rough set theory. Historically this paradigm consists of three main components, namely: training set description, calculus of granules and interval analysis [3, 5, 6, 15] .
A formal treatment of the hierarchy of relations of being a part to a degree (also known as approximate rough mereology) was introduced by Polkowski and Skowron in the mid to late 1990s [15, 28, 29] . Approximate rough mereology provides a basis for an agent-based, adaptive calculus of granules. This calculus serves as a guide in designing rough neuro-computing systems. The studies of neural networks in the context of rough sets and granular computing are extensive. In recent times, applications that make use of rough neuro-computing have included such areas as speech and signal analysis, classification of power system faults, software quality verification or testing and control of unmanned autonomous vehicles.
The rest of this paper is organized as follows: Section II discusses the theoretical foundations of rough sets, Section III provides a description of the design of the model whilst an analysis of the results and conclusions are presented in Sections IV and V respectively.
II. THEORETICAL FOUNDATIONS

A. Rough Set Theory
Rough set theory (RST) was introduced by Pawlak in 1982. The theory can be regarded as a mathematical tool used for imperfect data analysis [10] . Thus RST has proved useful in applications spanning the engineering, financial and decision support domains to mention but a few. It is based on the assumption that "with every object in the universe of discourse, some information (data or knowledge) is associated" [10] . In practical applications, the "universe of discourse" described in [10] is usually a table called the decision table in which the rows are objects or data elements and the columns are attributes and the entries are called the attribute values [3] . The objects or data elements described by the same attributes are said to be indiscernible (indistinguishable) by the attribute set. Any set of indiscernible data elements forms a granule or atom of knowledge about the entire "universe of discourse" (information system framework) [10] . A union of these elementary sets (granules) is said to be a precise or crisp set, other-wise the set is said to be rough [1, 2, 7, 10] . Associated with every rough set is a pair of sets called the lower and upper approximation of the rough set. The lower approximation consists of those objects which one can definitively say belong to the target set. The upper approximation consists of those objects which possibly belong to the target set. The difference between the two sets is the boundary region.
To define rough sets mathematically, we begin by defining an information system S = (U,A), where U and A are finite and non-empty sets that represent the data objects and attributes respectively. Every attribute ܽ ‫א‬ ‫ܣ‬ has a set of possible values V a . V a is called the domain of a. A subset of A say B will determine a binary relation I(B) on U, which is called the indiscerniblity relation. The relation is defined as follows: ሺ‫,ݔ‬ ‫ݕ‬ሻ ‫א‬ ‫ܫ‬ሺ‫ܤ‬ሻ if and only if a(x) = a(y) for every a in B, where a(x) denotes the value of attribute a for data object x [10] .
I(B) is an equivalence relation. All equivalence classes of I(B) as U/I(B). An equivalence class of I(B) containing x is denoted as B(x).
If (x,y) belong to I(B) they are said to be indiscernible with respect to B. All equivalence classes of the indescernibility relation, I(B), are referred to as B-granules or B-elementary sets [10] .
In the information system defined above, we define as in [10] :
And, ‫ܤ‬ ‫ك‬ ‫ܣ‬
We now define the two operators assigned to every (1) two sets called the upper and lower approximation of X. The two sets are defined as follows [10] :
And,
Thus, the lower approximation is the union of all Belementary sets that are included in the target set, whilst the upper approximation is the union of all B-elementary sets that have a non-empty intersection with the target set. The difference between the two sets is called the boundary of region of X. If the boundary region is an empty set then X is crisp with respect to B, if however the boundary region is non-empty then X is rough with respect to B. Accordingly, the set is said to be rough if it cannot be defined exactly from the available data. The set of attributes that is sufficient to represent the entire equivalence class structure is called the reduct.
B. Multi-layer Perceptron
The development of artificial neural networks (ANNs) constituted some of the earliest work in artificial intelligence [23] . There are fundamentally two approaches that are used in modeling, namely the universal approach and the local approach. Alternatively one can interpret this as modeling in the time domain as opposed to the feature/trajectory domain [13] . The canonical ANN is considered an instance of this paradigm. More specifically multi-layer perceptron neural networks can be regarded as a non-linear generalization of the autoregressive moving average (ARMA) [3, 13] .
The ARMA has long been used in economics and finance because it is considered a good way to model a system which is a function of unobserved and sporadic shocks. In most cases the network consists of two layers of adaptive weights and with full connectivity between inputs and hidden units and between hidden units and outputs. In general, the multi-layer perceptron model is capable of universal approximation, that is, that it can approximate to arbitrary accuracy any continuous function provided the weights and biases are chosen appropriately [6, 8, 15, 18, 29] . In practice this means that provided that there is enough data an MLP can model any smooth function.
The simple mathematical model of the neuron was proposed by McCulloch and Pitts (1943) . Generally speaking each neuron "fires" when a linear combination of its inputs exceeds a given threshold [23] . The multi-layer perceptron model (MLP) contains multiple layers of a network of these neurons. The output of the j th hidden unit is a weighted linear combination of the d input values [18] .
Where wj,i is the weight in the 1 st layer going from input i to hidden input j. The value wj,0 will be the bias. The output of each unit is obtained by transforming the inputs using an activation function g.
In a two layer model the activation function g is referred to as an inner function. The output a j is used as an input to the next layer. The MLP model can approximate any continuous function to a relative degree of accuracy if the number of hidden layers is large enough [16, 20] . It is this property of the MLP and its inherent ability to adapt to non-linear and complex mappings that makes it attractive to many scholars as a prediction tool [5, 10, 16] . The Universal Approximation Theorem as proposed by Haykin (1999) proved that a twolayered architecture suffices for the MLP model [20] .
C. Rough Neurocomputning
The paradigm of rough neurocomputing draws its inspiration from RST. Since its introduction by Lingras in the mid-1990's it has attracted much interest in academia. The focus of development in this area has been on the development of a training set description and inductive learning based on knowledge reduction algorithms. Another area in rough neurocomputing is the granule construction in a distributed system of intelligent agents (neural networks) [15] . Zadeh at al [25] introduced the concept of the intuitive formulation of information granulation where intelligent agents (neurons) acquire knowledge by granulating and approximating inputs from other neurons [25] . The adaptive calculus of granulisation has provided a means through which granules (objects which have been assembled together by virtue of indescernibility or more generally their resultant functionality) can be interpreted by neural networks. Lingras in [15] inferred that in the context of a universal information system this granulisation of data objects could be done using rough set theory. Lingras subsequently coined the term "rough neuron" [15] . Investigations into this field have led to the discovery of many subtle variations to the use of the "rough neuron" [15] , namely the interval based rough neuron, the approximate neuron and the decider neuron.
Interval based rough neurons are useful in applications the characterization of each object is based on a finite set of features, in which each feature would be defined by a upper and lower bounds (rough sets) as shown in [16, 17, 21] . Each neuron would use these values in each computation and aggregate into a single result the results obtained using both values. Peters et al in [26] explains that the approximate neuron measures the degree to which the approximation of the finite set of neuron inputs overlaps with the equivalence class containing measurements derived from known objects. The decider neutron implements a collection of decision rules by (i) creating an experimental conditional vector C exp from inputs of a rough membership function [28, 29] , (ii) Derive a set of decision rules with C i => D i based on a condition vector that closely matches the experimental condition vector the most, (iii) the result is logically ANDed with the relative error term. The flow diagram of the decider neuron can be seen in Figure 1 below.
The upper input comes from an approximation neuron, as a set of measurements in response to a stimulus provided by a new object f requiring classification. This is used to create Cexp. The lower input is a set of rules that have been derived from a decision table using RST [13] .
III. DESIGN OF MODEL
The rough neuro-computing model was developed to model the South African economy using quarterly economic data from 1980 to 2010. The authors of this paper analyzed economic indicators and designed a model based on ten of these. These attributes or indicators are shown in Table 1 below.
Table 1. List of Economic Indicators used as Attributes
Indicator Unit
Construction contractors rating lack of skilled labour as contraint As with most modeling problems it was inherent upon the authors of this paper to prepare the raw data for use in the model. Accordingly, the data preparation phase took shape in a four stage process that includes: Data pre-processing, data discretization and for the rough set model redundant attribute elimination, reduct generation and rule generation.
A. Data Discretization
In classification problems, the collective attributes of the objects may have varying degrees of importance. To quantitatively map this variance and thus distinguish those attributes with higher and lower importance, weights are accorded to the attributes. It is therefore prudent to discreetize continuous value attributes. It was shown in [16] that the quality of the learning algorithm and ultimately the accuracy of the prediction model is heavily dependent on the type of discretization algorithm used.
Four discretization algorithms were tested at this stage of the model. The four methods are: EFB, Boolean Reasoning, Entropy and the Naïve Algorithm. The method selected in this regard is the equal frequency binning (EFB) algorithm. The values of the continuous value attributes are cut into a number of segments or intervals and values lying within the same interval are mapped onto a single value. This has the advantage that the rules generated are not too specific and therefore the number of rules generated is decreased. Whilst a decrease in the number of rules is desirable, there exists a tradeoff between the number of rules generated and the accuracy of the rules produced.
B. Redundant Attribute Elimination
The information table contains attributes that offer little or no new information about the objects. These attributes are said to be redundant [17] . These attributes can be eliminated from the information table without adversely affecting the degree of dependency between the remaining attributes and the decision.
C. Reduct Generation
The minimal subset of attributes which can effectively maintain the dependeny relation is called the reduct [4, 5, 7, 10, [13] [14] [15] 17] . A reduct is not unique, that is a table may have more than one reduct. However, finding all reducts is an NPcomplete problem [2] . The reducts are found using the genetic algorithm (GA). Genetic algorithms were first introduced in the 1960's by Holland [19] .
The basic genetic algorithm is thus: a population of possible solutions is maintained; the better two solutions are selected for recombination; use their offspring (combination) to replace poorer solutions [18, 19] . In this project the reduct generation was done through the rough set analysis tool, ROSETTA. In reduct generation, the end goal is that given a set or input patterns (or attributes) in k-dimensional space to find a transformed pattern in the n-dimensional space where (n < k) such that the optimization is met. The transformed patterns are evaluated using dimensionality as well as the class separation or classification accuracy. In ROSETTA, the GA maintains a population of competing feature matrices. To assess the accuracy of each matrix, the input patterns are multiplied by the matrix. A set of transformed patterns is produced. These are sent to the classifier which measures the hit ratio or accuracy of the transformation matrix and in representing the data set. The accuracy is fed back into the GA. Thus the GA can be seen as a parallel iterative optimizer.
The neural network component of this design was implemented with the MATLAB neural networking toolbox, Netlab. The rough neuron is a pair (r l ,r u ) where r l is the lower neuron and r u the upper neuron. In effect, the rough neuron stores the upper and lower bounds of the input value of a an attribute and uses it in its computation. As with (6) above, the output of the rough upper neuron and rough lower neuron will be computed as in (7) and (8) respectively [15] .
The function, f(), is the activation function and in this project we have used the sigmoid function. That is to say, the function, f(), takes the form:
IV. RESULTS AND DISCUSSION
There are a number of parameters that influence the accuracy of the model [16] . From the rough set theory side, among these are the data split ratio, discretization algorithm and the classifier method. To construct the most robust model the correct combination of these parameters was sought. Since it was found in [16] that the quality of the model and hence its accuracy depends heavily on the discretization algorithm. Based on previous work [5] we have done in this field, we chose the equal frequency binning algorithm. We also found that the standard voting classifier gave the best accuracy. The confusion matrix presented as Table 2 below shows the accuracy of the rough set model. The discussed rough set based neural model was developed to increase the efficiency of the conventional neural network model. The optimal learning constant (α), the number of hidden units, the number of hidden layers and the values of weights were determined by the particle swarm optimization method. Table 3 below shows the classification accuracy of the rough neural network for different rough set discretization algorithms used with the number of training epochs remaining the same. As shown by Table 3 above, the data was discretized using the EFB algorithm as it showed to have the greatest positive effect on the accuracy of the model.
V. CONCLUSION
This paper has presented a generic rough neuro-computing model that can be used to predict the direction in which the GDP of the South African economy will turn dependant on ten (10) parameters. The data was discretized using the EFB algorithm and split in a 75/25 ratio for training and validation respectively. The optimal number of hidden rough neurons and layers was determined through the employ of the particle swarm optimization method. The integrated model gave a prediction accuracy of 86.8%. We have reason to believe that this area can be further researched in order to provide greater value to governments and economic policy analysts and researchers.
