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Abstract
The long time behavior of a curve in the whole plane moving by a curvature flow is studied. Studying the
Cauchy problem, we deal with moving curves represented by entire graphs on the x-axis. Here the initial
curves are given by bounded functions on the x-axis. It is proved that the solution converges uniformly to
the solution of the Cauchy problem of the heat equation with the same initial value. The difference is of
order O(t−1/2) as time goes to infinity. The proof is based on the decay estimates for the derivatives of the
solution. By virtue of the stability results for the heat equation, our result gives the sufficient and necessary
condition on the stability of constant solutions that represent stationary lines of the curvature flow in the
whole plane.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study a curvature flow in the whole plane. Especially we study the long time
behavior of a solution to a Cauchy problem
ut = uxx1 + u2x
, x ∈R, t > 0, (1)
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This problem comes from the dynamics of phase boundaries that separate two different chemi-
cal or physical states. Let D(t) be a moving domain inR2 with a smooth boundary S(t) = ∂D(t).
Let ν be the unit normal vector on S(t) pointing from D(t) to D(t)c. Here we are interested in
the dynamics of an oriented curve S(t). We call the common phase boundary S(t) an interface.
One of the mathematical models that describe the motion of interfaces is a curvature flow given
by (
∂S
∂t
,ν
)
= −κ. (3)
Here the left-hand side is the normal velocity of an interface S(t), that is, the velocity of S(t)
along ν. And κ is the curvature of S(t), that is, κ = divν.
In this paper we consider a curve S(t) in R2 governed by a curvature flow (3). We deal with
the case where S(t) is represented by a graph on the x-axis; in other words, an initial curve S(0)
is given by a function y = u0(x), x ∈ R, and a moving curve S(t), t > 0, is expressed by a
function y = u(x, t), x ∈ R, t > 0. Under these assumptions, the curvature flow (3) is rewritten
as the initial value problem (1)–(2). Our aim in this paper is to study the long time behavior of
the solution u(x, t) of (1)–(2) with a bounded initial value u0(x).
A pioneering work for the curvature flow (3) with a graphical interface is given by Ecker
and Huisken [2]. They showed the existence of extracting self-similar solutions and the large
time behavior of an interface. They proved that the graphical interface u(x, t) converges to an
extracting self-similar solution, if an unbounded initial graph u0(x) satisfies linear growth and
further assumptions. Ishimura [4] also studied the same problem in detail.
On the other hand, for the bounded initial graphs, the large time behavior of graphical in-
terfaces in R2 is obtained in [7]. In the whole plane, every line is a stationary solution of the
curvature flow (3). In [7], the authors considered the Cauchy problem (1)–(2) and the stability of
the stationary line u(x, t) ≡ 0.
Proposition 1.1. (See [7].) Let γ ∈ (0,1) be an arbitrary number. Suppose that u0 ∈ C2+γ (R)
satisfies lim|x|→∞ u0(x) = 0. Then the solution u(x, t) of (1)–(2) satisfies
lim
t→∞ supx∈R
∣∣u(x, t)∣∣= 0.
Especially, if u0 belongs to C2+γ (R) ∩ L1(R), the solution u(x, t) satisfies the estimate
sup
x∈R
∣∣u(x, t)∣∣C0(1 + t)− 12 , t > 0,
where C0 is a constant depending only on u0.
Here C2+γ (R) is the Hölder space as is mentioned later. Note that the convergence rate stated
above is same as that of the Cauchy problem of the heat equation.
Now we mention some results for the Cauchy problem of the heat equation
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h(x,0) = ϕ(x), x ∈R. (5)
It is well known that the solution h(x, t) of (4)–(5) is expressed by the heat kernel, and that
the solution h(x, t) converges to the stationary solution h(x, t) ≡ 0 uniformly, if an initial value
decays to zero at infinity. To be more precise, the stability of a stationary solution h(x, t) ≡ 0
of (4)–(5) with bounded initial values is as follows.
Proposition 1.2. (See[3,5,9].) The solution h(x, t) to the Cauchy problem of the heat equa-
tion (4)–(5) with a bounded initial value ϕ(x) satisfies limt→∞ h(0, t) = 0 if and only if ϕ(x)
satisfies
lim
R→∞
1
2R
R∫
−R
ϕ(y)dy = 0. (6)
Moreover h(x, t) satisfies limt→∞ supx∈R |h(x, t)| = 0 if and only if ϕ(x) satisfies
lim
R→∞ supx∈R
1
2R
∣∣∣∣∣
x+R∫
x−R
ϕ(y)dy
∣∣∣∣∣= 0. (7)
Here note that the initial value ϕ(x) does not need to decay to zero as |x| → ∞, and that it does
not need to converge to any fixed constant as |x| → ∞. It may oscillate with some amplitude.
In addition, it is remarkable that Proposition 1.2 gives the sufficient and necessary condition.
Indeed, Collet and Eckmann [1] showed an example where an initial value does not satisfy the
criterion (6) and the solution h(x, t) oscillates forever as t → ∞.
Proposition 1.3. (See [1].) Let Ln = n! and define an even function ϕ∗(x) ∈ C∞(R) that satisfies
|ϕ∗(x)| 1 for x ∈R and
ϕ∗(x) = (−1)n, x ∈ [Ln + 2n,Ln+1 − 2n+1],
for n 5. Then the solution h(x, t) of (4)–(5) with h(x,0) = ϕ∗(x) satisfies
lim inf
t→∞ h(0, t) = −1, lim supt→∞ h(0, t) = 1.
This initial value ϕ∗(x) does not decay but oscillates slower and slower as |x| → ∞. It is
also known that for a similar initial value, the solution u(x, t) of (1)–(2) does not converge to
u(x, t) ≡ 0 uniformly as in [7]. For some initial perturbation similar to ϕ∗(x), a traveling wave
of (1)–(2) called the V-shaped front is not asymptotically stable as in [8]. These similarities
between the Cauchy problems of the curvature flow (1)–(2) and the heat equation (4)–(5) give
a helpful suggestion in considering the large time behavior of the curvature flow problem with
spatially nondecaying initial values.
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heat source term. That is, we rewrite Eq. (1) as
ut = uxx − uxxu
2
x
1 + u2x
= uxx − (ux − arctanux)x = uxx + Fx(x, t).
If the function F(x, t) is bounded, it follows that
d
dt
b∫
a
udx =
b∫
a
uxx dx +
[
F(x, t)
]b
a

b∫
a
uxx dx + 2
∥∥F(·, t)∥∥
L∞(R)
for any interval [a, b] ⊂ R. This implies that the amount of heat generated by the heat source
term Fx is finite at every time, and is independent of the interval [a, b], where the interval [a, b]
may be sufficiently large. A finite amount of heat diffuses in space when we consider the Cauchy
problem of the heat equation. Thus if ‖F(·, t)‖L∞(R) decays fast enough as t → ∞, the contribu-
tion of the heat source term Fx may be ignored in considering the large time behavior of u(x, t).
That is, the large time behavior of u(x, t) may be derived directly from that of the heat equation.
In what follows, L1(R) and L∞(R) denote the Lebesgue spaces. For γ ∈ (0,1), Cγ (R) de-
notes the Hölder space, that is, the space of functions that are bounded and uniformly Hölder con-
tinuous with exponent γ on R. C2+γ (R) means the space of functions with u,u′, u′′ ∈ Cγ (R).
For a domain RT = R × [0, T ], Cγ,γ /2(RT ) denotes the space of functions that are bounded
and uniformly Hölder continuous with exponent γ and γ /2 with respect to x and t , respectively
on RT . C
2+γ,1+γ /2(RT ) means the space of functions with u,ux,uxx, ut ∈ Cγ,γ /2(RT ).
Now we show a result for the large time behavior of the solution u(x, t) of (1)–(2). The
following is the main theorem in this paper.
Theorem 1.4. Let γ ∈ (0,1) be an arbitrary number. Assume that u0 ∈ C2+γ (R). Then there
exists a classical solution u(x, t) to the Cauchy problem (1)–(2) up to t = +∞. Moreover the
solution u(x, t) satisfies
sup
x∈R
∣∣∣∣u(x, t) − ∫
R
Γ (x − y, t)u0(y) dy
∣∣∣∣ C1t− 12 , t > 0,
for a constant C1 > 0 depending only on u0. Here Γ (ξ, τ ) is the heat kernel given by Γ (ξ, τ ) =
1/
√
4πτ exp(−ξ2/(4τ)).
This theorem says that the solution of (1)–(2) converges uniformly to the solution of the
Cauchy problem of the heat equation with the same initial value, if the initial value belongs
to C2+γ (R). Thus the large time behavior of the solution of (1)–(2) is derived directly from that
of the Cauchy problem of the heat equation with the difference of order O(t−1/2). Here we note
that the initial value u0(x) does not need to decay to zero as |x| → ∞, and that it does not need
to converge to any fixed constant as |x| → ∞. This is a difference between Proposition 1.1 and
Theorem 1.4.
This paper is outlined as follows. In Section 2, we prove Theorem 1.4. The key to the proof is
to obtain the decay estimates for |ux | and |uxx |. In Section 3, we show the sufficient and necessary
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and Theorem 1.4.
2. Proof of the main theorem
In this section, we give a proof of Theorem 1.4. We first show the global existence of solutions
with initial values of class C2+γ (R), and the uniform bound for |ux |. In what follows, we always
assume that an initial value belongs to C2+γ (R) even if it is not mentioned specifically.
Proposition 2.1. Assume that u0 ∈ C2+γ (R). Then there exists a classical solution u(x, t) to
the Cauchy problem (1)–(2) that belongs to C2+γ,1+γ /2(RT ),RT = R× [0, T ] for any T > 0.
Moreover it holds that
sup
x∈R, t>0
∣∣ux(x, t)∣∣ ∥∥u′0∥∥L∞(R).
Proof. Let M = ‖u′0‖L∞(R). We first define a function η(p) with
(i) η(p) is of class C∞(R) and satisfies
η(p) = arctanp for |p|M,∣∣η(p)∣∣ |p| for p ∈R;
(ii) η′ is a bounded function on R and satisfies infp∈R η′(p) μ > 0 for a constant μ;
(iii) η′′ is a bounded function on R.
Let any T > 0 be fixed. Now we consider
ut =
(
η(ux)
)
x
, x ∈R, 0 < t < T, (8)
u(x,0) = u0(x), x ∈R. (9)
By the definition of η(p), we can apply the general theory for quasi-linear parabolic equa-
tions with principal part in divergence form, and obtain the classical solution u(x, t) ∈
C2+γ,1+γ /2(RT ) to the problem (8)–(9). See Chapter V of [6] for instance. If u(x, t) satisfies
sup
x∈R,0<tT
∣∣ux(x, t)∣∣M,
this solution is also the solution of (1)–(2) since η(ux) = arctanux when |ux | M . In order
to obtain this estimate, we differentiate Eq. (8) with respect to x. If we set v = ux , the func-
tion v(x, t) satisfies
vt = η′(v)vxx + η′′(v)v2x, x ∈R, 0 < t < T, (10)
v(x,0) = u′0(x), x ∈R. (11)
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ous and bounded in RT since u belongs to C2+γ,1+γ /2(RT ). Now we can apply the maximum
principle. From the fact that v ≡ ±M are stationary solutions of (10)–(11), we obtain
sup
x∈R,0<tT
∣∣v(x, t)∣∣M.
Since T > 0 is arbitrary, we have the global solution to the problem (1)–(2), which has a uniform
bound for |ux |. Thus the proof of Proposition 2.1 is completed. 
Next we show a proposition that takes an essential part in the proof of Theorem 1.4. As is
mentioned in the introduction, we consider the curvature flow equation ut = uxx/(1 + u2x) to be
the heat equation with the heat source term Fx(x, t) given by
Fx(x, t) = − uxxu
2
x
1 + u2x
= −(ux − arctanux)x.
The following proposition reduces the problem of asymptotic behavior to that of the decay esti-
mates for |ux | and |uxx |.
Proposition 2.2. Let w(x, t) be a function that satisfies a Cauchy problem of the form
wt = wxx + Fx(x, t), x ∈R, t > 0,
w(x,0) = w0(x), x ∈R,
where the function F(x, t) satisfies the following conditions:
(i) F(x, t) is a bounded function on R× [0,∞).
(ii) There exists a constant C2 > 0 such that, for every x ∈R, it holds that
∞∫
0
∣∣F(x, s)∣∣ds  C2.
(iii) There exists a constant C3 > 0 such that, for every x ∈R, it holds that
∣∣Fx(x, t)∣∣ C3t− 32 , t > 0.
Then the function w(x, t) satisfies
sup
x∈R
∣∣∣∣w(x, t) − ∫
R
Γ (x − y, t)w0(y) dy
∣∣∣∣ (
√
2C2√
π
+ 2√2C3
)
t−
1
2 , t > 0.
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w(x, t) =
∫
R
Γ (x − y, t)w0(y) dy −
t∫
0
∫
R
Γ (x − y, t − s)Fy(y, s) dy ds.
In what follows, we evaluate the second term of the right-hand side. We define J , J1, and J2 as
follows:
J = −
t∫
0
∫
R
Γ (x − y, t − s)Fy(y, s) dy ds
= −
( t/2∫
0
+
t∫
t/2
)∫
R
Γ (x − y, t − s)Fy(y, s) dy ds = −(J1 + J2).
It suffices to show the decay estimate for |J1| and |J2|. First we evaluate J1. Since F(x, t) is
bounded by the assumption (i), we integrate by parts and obtain
|J1|
t/2∫
0
∫
R
∣∣Γy(x − y, t − s)∣∣∣∣F(y, s)∣∣dy ds

t/2∫
0
1√
π
(t − s)− 12 · ∣∣F(y, s)∣∣ds

√
2√
π
· t− 12 ·
t/2∫
0
∣∣F(y, s)∣∣ds
by using the relation ‖Γξ (ξ, τ )‖L1(R) = 1/
√
πτ . Thus by the assumption (ii) on F , we obtain
|J1|
√
2C2√
π
· t− 12 , t > 0.
Next we evaluate |J2|. By the assumption (iii) on F , we have
|J2|
t∫
t/2
∫
R
Γ (x − y, t − s)∣∣Fy(y, s)∣∣dy ds

t∫ ∫
Γ (x − y, t − s) · C3s− 32 dy ds = C3
t∫
s−
3
2 ds  2
√
2C3t−
1
2 .t/2 R t/2
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|J |
(√
2C2√
π
+ 2√2C3
)
t−
1
2 , t > 0.
This completes the proof. 
This proposition says that, if the heat source term satisfies some conditions, we can disregard
the contribution of the heat source term in considering the large time behavior of the solution.
In what follows, we consider the conditions on F(x, t) stated in Proposition 2.2. To this pur-
pose, it suffices to show the decay estimates for the derivatives |ux | and |uxx | of (1)–(2). First we
show that for |uxx | by using the idea of Ecker and Huisken [2].
Proposition 2.3. The solution u(x, t) of (1)–(2) satisfies
sup
x∈R
∣∣uxx(x, t)∣∣ (1 + ∥∥u′0∥∥2L∞(R))∥∥u′0∥∥L∞(R) · t− 12 , t  0. (12)
Proof. First we focus on |ut | by considering a function V (x, t) defined by
V (x, t) = u2x + tu2t .
Then we obtain
Vt −
(
Vx
1 + u2x
)
x
= (u2x)t −( (u2x)x1 + u2x
)
x
+ u2t + t
[(
u2t
)
t
−
(
(u2t )x
1 + u2x
)
x
]
= −2(1 + u2x)u2t + u2t  0.
Indeed, we have
(
u2x
)
t
−
(
(u2x)x
1 + u2x
)
x
= − 2u
2
xx
1 + u2x
= −2(1 + u2x)u2t
and
(
u2t
)
t
−
(
(u2t )x
1 + u2x
)
x
= 2ut
(
uxx
1 + u2x
)
t
−
(
2ututx
1 + u2x
)
x
= − 2u
2
xt
1 + u2x
 0.
Here we consider a function ŵ(x, t) that satisfies
ŵt −
(
ŵx
1 + u2x
)
x
= 0, x ∈R, t > 0, (13)
ŵ(x,0) = (u′0(x))2, x ∈R. (14)
The maximum principle gives ŵ(x, t) ‖u′0‖2L∞(R). Thus by the comparison between V and ŵ,
we obtain
V (x, t) = u2x + t u2t 
∥∥u′0∥∥2 ∞ .L (R)
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This completes the proof. 
Next we show the decay estimate for |ux |, which is given by a modification of the method of
Proposition 2.3.
Proposition 2.4. The solution u(x, t) of (1)–(2) satisfies
∣∣ux(x, t)∣∣C4(1 + t)− 12 , t  0, (15)
where C4 = (1 + ‖u′0‖2L∞(R))
1
2 ‖u0‖L∞(R).
Proof. We define a constant M = ‖u′0‖L∞(R), and consider a function V (x, t) defined by
V (x, t) = u2 + t
1 + M2 u
2
x.
Since Proposition 2.1 gives |ux |M , we have
Vt − Vxx1 + u2x
= (u2)
t
− (u
2)xx
1 + u2x
+ 1
1 + M2 u
2
x +
t
1 + M2
[(
u2x
)
t
− (u
2
x)xx
1 + u2x
]
− 2u
2
x
1 + u2x
+ 1
1 + M2 u
2
x  0.
Indeed we have
(
u2
)
t
− (u
2)xx
1 + u2x
= − 2u
2
x
1 + u2x
and
(
u2x
)
t
− (u
2
x)xx
1 + u2x
= − 4u
2
xu
2
xx
(1 + u2x)2
− 2u
2
xx
1 + u2x
 0.
Now we apply the maximum principle similarly to the proof of Proposition 2.3, and hence
obtain
V (x, t) = u2 + t
1 + M2 u
2
x 
∥∥V (x,0)∥∥
L∞(R) = ‖u0‖2L∞(R), t  0.
This implies the estimate (15). This completes the proof. 
Now we give the proof of Theorem 1.4 as follows.
Proof of Theorem 1.4. The existence of the solution is shown in Proposition 2.1. It suffices
to show the asymptotic behavior of the solution. To this purpose, we apply Proposition 2.2 by
rewriting Eq. (1) as
ut = uxx − uxxu
2
x
2 = uxx − (ux − arctanux)x = uxx + Fx(x, t).1 + ux
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of the function F(x, t) = −(ux − arctanux) is obtained directly by the bound for |ux | obtained
in Proposition 2.1.
Next we consider the condition (ii). The Taylor expansion for f (p) = arctanp gives
∣∣p − f (p)∣∣= ∣∣∣∣p −(f (0) + f ′(0)p + f ′′(0)2 p2 + f ′′′(δp)3! p3
)∣∣∣∣
=
∣∣∣∣ p33(1 + (δp)2)2
∣∣∣∣ |p|3
for a constant δ with 0 < δ < 1. Thus the decay estimate for |ux | obtained in Proposition 2.4
gives
∞∫
0
∣∣F(x, s)∣∣ds = ∞∫
0
|ux − arctanux |ds

∞∫
0
∣∣u3x∣∣ds  C5 ∞∫
0
(1 + s)− 32 ds < ∞
for a constant C5 > 0 depending only on u0. Thus the condition (ii) is satisfied.
Finally the condition (iii) is confirmed immediately by the decay estimates obtained in Propo-
sitions 2.3 and 2.4. Consequently, we can apply Proposition 2.2, and obtain the asymptotic
behavior of the solution. The proof of Theorem 1.4 is completed. 
The first derivative of the solution of the Cauchy problem of the heat equation decays to zero
uniformly with the rate of O(t−1/2) as t → ∞, when the initial value is bounded. Thus the decay
estimate for |ux | obtained in Proposition 2.4 may be optimal.
The estimate for |uxx | shown in Proposition 2.3 suffices to prove Theorem 1.4. However, it
seems to have room for improvement. Finally we give an improved estimate for |uxx | by taking
advantage of that for |ux |.
Proposition 2.5. The solution u(x, t) of (1)–(2) satisfies
|uxx | C6(1 + t)−1
√
log(1 + t), t > e2 − 1,
where C6 > 0 is a constant depending only on u0.
Proof. It suffices to show the decay estimate for |ut |. Let σ be any constant with 0 < σ < 1/2.
We consider a function V (x, t) defined by
V (x, t) = 1
2 − σ (1 + t)
2−σ u2t + (1 + t)1−σ u2x.
Then we obtain
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(
Vx
1 + u2x
)
x
= (1 + t)1−σ u2t +
1
2 − σ (1 + t)
2−σ
[(
u2t
)
t
−
(
(u2t )x
1 + u2x
)
x
]
+ 1
1 − σ (1 + t)
−σ u2x + (1 + t)1−σ
[(
u2x
)
t
−
(
(u2x)x
1 + u2x
)
x
]
 (1 + t)1−σ u2t +
1
1 − σ (1 + t)
−σ u2x − 2(1 + t)1−σ
(
1 + u2x
)
u2t
 1
1 − σ (1 + t)
−σ u2x.
Here we used a similar argument as in Proposition 2.3. Substituting the decay estimate for |ux |
in Proposition 2.4, we obtain
Vt −
(
Vx
1 + u2x
)
x
 1
1 − σ (1 + t)
−(1+σ).
Now we consider a function H(t) defined by
H(t) = sup
x∈R
∣∣V (x,0)∣∣+ 1
(1 − σ)σ
(
1 − (1 + t)−σ ).
Then we find that vˆ(x, t) = V (x, t) − H(t) satisfies
vˆt −
(
vˆx
1 + u2x
)
x
 0, x ∈R, t > 0,
vˆ(x,0) 0, x ∈R.
Here the maximum principle gives vˆ(x, t) 0, and thus
V (x, t)H(t)H(∞) = sup
x∈R
∣∣V (x,0)∣∣+ 1
(1 − σ)σ .
Since 0 < σ < 1/2, it follows that
1
2
(1 + t)2−σ u2t  sup
x∈R
(
ut (x,0)
)2 + sup
x∈R
(
ux(x,0)
)2 + 1
(1 − σ)σ

(
sup
x∈R
(
ut (x,0)
)2 + sup
x∈R
(
ux(x,0)
)2 + 2) 1
σ
.
Thus there exists a constant C7 > 0 depending only on u0 such that, for any constant 0 < σ <
1/2, it holds that
|ut | C7√ (1 + t)−1+ σ2 , t > 0.
σ
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we have
|ut | C7√
σ
(1 + t)−1 · exp
(
log(1 + t) · σ
2
)
= C8(1 + t)−1
√
log(1 + t), t > e2 − 1,
for a constant C8 depending only on u0. The proof is completed. 
3. Stability of stationary lines
In this section, we discuss the stability of stationary lines in the curvature flow (1)–(2).
Especially we focus on the stability of u(x, t) ≡ 0 with bounded initial values. By virtue of The-
orem 1.4, we can derive it from that of the heat equation. The first result is a direct consequence
of Proposition 1.2 and Theorem 1.4.
Corollary 3.1. Let γ ∈ (0,1) be an arbitrary number. Assume that u0 ∈ C2+γ (R). Then the
solution u(x, t) of (1)–(2) satisfies limt→∞ supx∈R |u(x, t)| = 0 if and only if u0(x) satisfies
lim
R→∞ supx∈R
1
2R
∣∣∣∣∣
x+R∫
x−R
u0(y) dy
∣∣∣∣∣= 0. (16)
This gives the sufficient and necessary condition for asymptotic stability of u(x, t) ≡ 0 in the
sense of L∞(R). The initial values u0(x) = sinx and u0(x) = sinx + sin
√
2x are both examples
that satisfy the criterion (16). Note that the function sinx + sin√2x is a nonperiodic function.
However, Corollary 3.1 allows us to decompose the initial value u0(x) = sinx + sin
√
2x into
two periodic functions in spite of the nonlinearity of our problem.
Next we consider the case where an initial value does not satisfy the criterion (16). The fol-
lowing result shows the large time behavior of a solution at each point x ∈R.
Theorem 3.2. Let γ ∈ (0,1) be an arbitrary number. Assume that u0 ∈ C2+γ (R). Let u(x, t) be
the solution of (1)–(2). Define a functionM(x) as
M(x) = lim
R→∞
1
2R
x+R∫
x−R
u0(y) dy.
Then the following conditions are equivalent for each other:
(i) M(0) exists and is equal to 0.
(ii) M(x) exists and is equal to 0 for any x ∈R.
(iii) lim
t→∞u(0, t) = 0.
(iv) lim
t→∞u(x, t) = 0 for any x ∈R.
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exists,M(x) exists and is equal toM(0) for any x ∈R. Indeed we have
∣∣∣∣∣ 12R
x+R∫
x−R
u0(y) dy − 12R
R∫
−R
u0(y) dy
∣∣∣∣∣=
∣∣∣∣∣ 12R
( −R∫
x−R
+
x+R∫
R
)
u0(y) dy
∣∣∣∣∣
 1
R
‖u0‖L∞(R)|x|.
Thus we obtainM(x) =M(0) for any fixed x ∈ R. This implies the relation (i) ⇒ (ii). The
opposite (ii) ⇒ (i) is obvious. 
The initial value u0(x) = tanhx is an example that does not satisfy the criterion (16) but
satisfiesM(0) = 0. In this case, the solution u(x, t) converges to zero as t → ∞ at each point
x ∈R, but the convergence is not uniform in x ∈R.
Finally we discuss the case whereM(0) does not exist. In this case, u(0, t) does not converge
to any fixed constant. We define functionsM∗(x) andM∗(x) as
M∗(x) = lim inf
R→∞
1
2R
x+R∫
x−R
u0(y) dy, (17)
M∗(x) = lim sup
R→∞
1
2R
x+R∫
x−R
u0(y) dy. (18)
The functionsM∗(x) andM∗(x) are both well defined when the initial value u0(x) is bounded.
The following result is derived as a contraposition of Theorem 3.2.
Corollary 3.3. Let γ ∈ (0,1) be an arbitrary number. Assume that u0 ∈ C2+γ (R). Define the
functionsM∗(x) andM∗(x) by (17) and (18), respectively. Then the solution u(x, t) of (1)–(2)
satisfies
lim inf
t→∞ u(0, t) < lim supt→∞
u(0, t)
if and only ifM∗(0) <M∗(0) holds true.
We remark thatM∗(x) =M∗(0) andM∗(x) =M∗(0) for any x ∈R, similarly to the func-
tionM(x) defined in Theorem 3.2. Moreover it follows that
lim inf
t→∞ u(x, t) = lim inft→∞ u(0, t), lim supt→∞ u(x, t) = lim supt→∞ u(0, t)
for any x ∈R, since the decay estimate for |ux | implies that∣∣u(0, t) − u(x, t)∣∣ sup
x∈R
∣∣ux(x, t)∣∣ · |x| → 0 as t → ∞
for any fixed x ∈R.
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and Eckmann [1].
Proposition 3.4. Let {Ln}n=1,2,... be a sequence that satisfies 0 < L1 < L2 < · · · → ∞ and
lim
n→∞
Ln
Ln+1
= 0.
Define a function u0(x) ∈ C2+γ (R) that satisfies |u0(x)| 1 for x ∈R and
u0(x) = (−1)n, |x| ∈ In, n = 1,2, . . . ,
where In = [Ln+1,Ln+1 −1]. Then the solution u(x, t) of (1)–(2) with u(x,0) = u0(x) satisfies
lim inf
t→∞ u(0, t) = −1, lim supt→∞ u(0, t) = 1.
Proof. By virtue of Theorem 1.4, it suffices to prove the result for the Cauchy problem of the
heat equation. Let h(x, t) be the solution of (4)–(5) with h(x,0) = u0(x).
Let any ε > 0 be arbitrarily fixed. Define a constant R > 0 that satisfies
2√
π
R∫
1
R
exp
(−z2)dz 1 − ε
2
.
By the assumption, we can take a constant N0 with
Ln + 1
Ln+1 − 1 <
1
R2
, ∀nN0.
Let n be any even constant with nN0, and define tn = (Ln+1 − 1)2/(2R)2. Since u0(x)−1
for x ∈R and u0(x) = 1 for |x| ∈ In by the definition, it follows that
h(0, tn) = 1√4πtn
∫
x∈R
exp
(
− y
2
4tn
)
u0(y) dy −1 + 2√4πtn
∫
|y|∈In
exp
(
− y
2
4tn
)
dy
= −1 + 4√
π
Ln+1−1√
4tn∫
Ln+1√
4tn
exp
(−z2)dz−1 + 4√
π
R∫
1
R
exp
(−z2)dz
 1 − ε.
This implies lim supt→∞ h(0, t)  1. On the other hand, the maximum principle gives
lim supt→∞ h(0, t) 1, since |u0(x)| 1 by the definition. Thus we obtain
lim suph(0, t) = 1.
t→∞
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completes the proof. 
Remark 3.5. The function u0(x) defined in Proposition 3.4 satisfies M∗(0) <M∗(0) as is
mentioned in Corollary 3.3. Indeed, for any even constant n, we have
Ln+1−1∫
−(Ln+1−1)
u0(y) dy =
∫
|y|∈In
dy +
Ln+1∫
−(Ln+1)
u0(y) dy
 2
[
(Ln+1 − 1) − (Ln + 1)
]− 2(Ln + 1).
Thus for any ε > 0, there exists a constant N1 such that
1
2(Ln+1 − 1)
Ln+1−1∫
−(Ln+1−1)
u0(y) dy = 1 − 2 Ln + 1
Ln+1 − 1  1 − ε
holds true for any even nN1. This meansM∗(0) = 1. Similarly we haveM∗(0) = −1.
As is mentioned above, the functionsM∗(x) andM∗(x) defined by (17) and (18) are both
well defined if the initial value u0(x) is bounded on R. Thus if we consider the criterion
lim
R→∞ supx∈R
1
2R
∣∣∣∣∣
x+R∫
x−R
(
u0(y) − μ
)
dy
∣∣∣∣∣= 0, (19)
then every bounded initial value u0(x) satisfies one of the following:
(i) the criterion (19) holds true for a constant μ;
(ii) the criterion (19) does not hold true for any constant μ, butM∗(0) =M∗(0) holds true;
(iii) M∗(0) <M∗(0) holds true.
Then the large time behavior of the solution u(x, t) of (1)–(2) is classified into three cases that
are characterized by Corollary 3.1, Theorem 3.2, and Corollary 3.3.
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