Abstract-In this paper we address the problem of traffic grooming in WDM rings with all-to-all and its generalization to many-to-many service by using network coding. We consider minimizing the number of Line Terminating Equipment (LTE) on two types of unidirectional rings, namely, single-hub and unhubbed rings, as our objective. In single-hub rings, we investigate the minimum cost provisioning of uniform all-to-all traffic in two cases: where network coding is used to linearly combine data, and where it is not used and data is transmitted without coding. We generalize the service mode to many-to-many and evaluate the cost of provisioning. In un-hubbed ring, we propose a multihub approach to obtain the minimum cost provisioning in the case of all-to-all and many-to-many traffic. From our numerical results, we find that under many to many traffic, network coding can reduce the network cost by 10-20% in single-hub rings and 1-5% in un-hubbed rings.
I. INTRODUCTION
Wavelength-division multiplexing (WDM) technology allows an aggregate traffic on the order of Tbps to be carried on a single fiber, with each wavelength carrying traffic in the tens of Gbps order. However, the traffic demands of network applications are at much smaller granularities than wavelength bit rates. In order to utilize wavelength capacity more effeciently, a number of flows from multiple network connections with sub-wavelength granularities may be packed onto the same wavelength. This process of allocating low bit rate tributary streams to wavelengths with high bandwidth is referred to as traffic grooming. There are two types of traffic grooming problems, static and dynamic. The objective of the static problem is usually to minimize the overall network cost, given the traffic demands, whereas in the dynamic problem, maximizing the throughput or minimizing the blocking probability of connections.
The static traffic grooming problem of unicast traffic has been widely studied in the literature [6] , [7] . Among a number of network architectures, ring topologies drew significant attention in the research community due to the availability of legacy SONET equipment. Recently, multipoint traffic has become more important in a number of application environments, and this is why a number of studies addressing multipoint traffic grooming have recently appeared in the This research was supported in part by grant CNS-0626741 from the National Science Foundation.
literature [9] , [10] , [11] . In ring networks, both all-to-all [1] , [2] and multicast [8] traffic scenarios have been studied. Most of the literature addressing this problem focuses on evaluating and reducing the dominant cost in the optical network, namely, Electronic Add-Drop Multiplexers (ADM), which is required at a node if it either has data to transmit or receive from another counterpart. The number of ADMs required at a node is only a function of the number of lightpaths established and terminated at the node. Another cost function that is similar to the number of ADM is the number of e-Dac grooming ports presented in [4] , which can also be referred to as LTE ports.
In this paper, we address the static traffic grooming problem of a class of multipoint traffic in unidirectional ring networks with the number of LTE ports as the network cost. The number of wavelengths and the cost of other optical equipment, such as the optical splitter (which is negligible compared to the electronic LTEs) are not factors to be considered here. We consider uniform all-to-all traffic grooming which can be exemplified by a number of applications including video conferencing. Since in reality it is more likely that there are multiple video conferences going on simultaneously, we also consider a generalized case where there are multiple all-toall communication groups on the same ring. We consider two types of unidirectional rings, namely, single-hub and unhubbed rings. In a single-hub ring [5] , all the traffic has to be sent to the hub and then forwarded to the destination by the hub. In an un-hubbed ring, there is no such hub.
All-to-all traffic can be implemented using two approaches, unicast and multicast. In unicast mode, traffic duplication can only be implemented in the electronic domain, whereas in multicast mode, traffic duplication can be done in the optical domain by using optical splitters. If a node needs to send a traffic stream on two outgoing links, the node requires two LTE ports in unicast mode but only one in multicast mode. All-to-all communication will benefit significantly in terms of the network cost by dividing it into multiple multicast sessions. However, it requires multicast capable nodes to be deployed in the network. The corresponding node architecture is referred to as the Tap-and-Continue node and is introduced in [8] . Since each node on the unidirectional ring has only one incoming link and one outgoing link, and routing of all lightpaths is fixed along the direction of the ring, there is only one possible way to multicast -drop and forward. We use such node architecture to implement any multicast needed in the network.
Network coding [3] , is a promising new technique that has been applied to a variety of network applications in order to improve the performances, such as in multi-hop wireless networks [14] , network tomography [12] and content distribution in peer-to-peer networks [13] . To the best of our knowledge, however, it has not been applied to optical networks for the cost saving objective. We choose single-hub rings to apply network coding in order to reduce the network cost, since all the traffic need to be sent to the hub on the ring. Therefore, no additional O-E-O converter are needed at the hub in order to receive and perform algebraic operations on the traffic. Network coding can therefore be used to improve network capacity to reduce the amount of traffic that has to be sent to the nodes, and hence reduce the number of lightpaths that carry traffic. The network cost can, therefore, be reduced. Though there is no hub in un-hubbed rings, we can select a node to act as a hub such that the same network coding operations in single-hub rings can be performed at this node.
The paper is structured as follow. In Section II, we introduce network coding and its benefit in saving LTE ports in optical networks. We will explore the network costs with or without applying network coding in single-hub and un-hubbed rings in Section III and IV, respectively. Numerical results of multiple many-to-many communication will be shown in Section V. Finally in Section VI, we will conclude the paper.
II. NETWORK CODING IN OPTICAL NETWORK
Network coding is a novel technique which was originally proposed for improving network capacity, particularly in multicast scenarios [3] . Besides the traditional routing functions, network nodes are designed to linearly combine packets arriving at input edges and transmit those combinations on output ports. In an optical network, a node receives information from multiple incoming links and combines the data on electronic domain. The encoded information is then converted into optical signals and sent out through its outgoing links. This approach can result in reducing the number of lightpaths when sub-wavelength channels are groomed on lightpaths and under multicasting service. Since the number of LTE ports at each node is the total number of lightpaths terminated and initiated at this node, then using network coding, the total number of lightpaths can be minimized, and consequently the network cost be minimized. On the contrary, if the network cost is fixed in terms of LTEs, which fixes the number of lightpaths that can be set up, network coding should be able to increase the network capacity, hence achieving higher throughput.
Applying network coding to optical networks introduces new issues besides the routing and wavelength assignment. For example, where and how should network coding be performed? The answer to this question is straightforward in a single-hub ring network. Since all traffic is collected by the hub, the hub is the perfect node to combine packets. However, it is not as clear in an un-hubbed ring. The traffic that participates in the network coding operation has to go through O-E-O conversion, which requires more LTEs, hence making the problem a trade-off between reducing the number of network coding nodes and the reduction in LTEs due to using fewer lightpaths. How to achieve network coding requires determining the coding scheme and finite field size GF (q) from which we choose coding coefficients. Of course, network coding does not come for free, since more computations are needed. Compared to the cost of LTEs, such resource consumption is almost negligible. Therefore, we only consider the number of LTEs as the network cost in this paper.
III. COST ANALYSIS IN SINGLE-HUB UNIDIRECTIONAL RING
In this section, we address the problem of grooming all-toall traffic in a single-hub unidirectional ring. Under all-to-all service, each node should receive data from all the other nodes on the ring. The problem can be stated as follows: Given a group of n nodes and grooming factor g, each node i, generates and transmits traffic at constant rate, r, and must receive the traffic sent by other nodes such that the network resources, the LTEs in particular, are minimized.
A. Uniform all-to-all traffic
We assume each data unit has to be transmitted to the hub before being relayed to the destination(s). As we mentioned earlier, instead of the unicast method, we implement traffic delivery by using multicast from the hub node and the data is duplicated by using a splitter in the optical domain. Moreover, we allow traffic bifurcation in order to minimize the total cost.
The all-to-all communication process involves two steps. The first step is to deliver traffic upstream from nodes to the hub. In the second step, the hub grooms the traffic into the minimum number of wavelengths and multicasts the groomed traffic downstream to every node on the ring. In the upstream direction, each node requires r g LTE ports to send the data, and the hub needs n r g LTE ports to receive the traffic. Either grooming the traffic from different nodes before sending it to the hub, or sending data to the hub directly by each node, will not change the total number of LTE ports during the upsteam process. This only effects the number of wavelengths used. However, the number of wavelengths is not a factor of the network cost according to our assumptions. Thus, the total cost in the upstream step includes the LTE ports used by the nodes to transmit traffic and the hub to receive traffic, which is n r g + n r g = 2n r g . Let us consider downstream now. The total amount of traffic units collected at the hub is nr. Since traffic bifurcation is allowed, the minimum number of wavelengths can be used to pack all the traffic, denoted by nr g , which is also equal to the number of LTE ports required by the hub to transmit and by each node to receive. Each node employs a tap-andcontinue function which splits the optical signal and receives a small portion of power that is just enough to be detected and leave the rest of power to continue propagating on the ring. Such a power splitting function will reduce the number of LTEs from 2n to n + 1 in a downstream process if the hub broadcasts a wavelength to every node. Broadcasting each wavelength consumes n + 1 LTEs such that broadcasting all of the traffic, which requires nr g wavelengths, will consume a minimum cost of (n+1) nr g LTE ports for the downstream traffic delivery.
To sum up, the resources consumed in both upsteam and downstream result in an overall minimum cost of 2n r g + (n + 1) nr g LTE ports to achieve all-to-all communication.
B. Application of Network Coding
When using network coding, it is obvious that the hub is a perfect place to perform network coding, since all data has to be delivered to the hub first and then converted into electronic signals for grooming, and hence no additional LTEs will be needed for O-E-O conversion to perform network coding. Therefore, the encoding operation is performed at the hub and the decoding is done at each node. We can also consider this problem in the upstream and downstream contexts. Since upstream is unicast and no network coding is needed, the number of LTEs required in the upstream process remains the same. In order to save sub-wavelength channels in the downstream data delivery, we use the following coding scheme. Each node has to receive data from the other n − 1 nodes. Since each node needs data from different n − 1 nodes, then without implementing network coding but using splitters, each node has to receive all data units from the hub, which is denoted by nr, in order to achieve minimum network cost. However, if a node receives linear combinations of the traffic instead of the original data, only n − 1 linearly independent combinations are needed. By counting its own data in, each node has n linearly independent combinations, from which original data of all other nodes can be decoded, given the coding coefficients are known. This is the basic idea for using network coding to save lightpaths and hence LTEs. The example shown in Figure 1 illustrates how to use network coding in the downstream process. We suppose that the hub has received the traffic from nodes A, B and C whose data units are denoted by a, b, c, respectively. The grooming factor is 2 and transmission rate at each node is 1. Hence, each wavelength is able to accommodate the traffic transmitted by two nodes. Instead of sending all the traffic a, b and c to each node on the ring, the hub encodes the data and generates code words a + b and b + c using modulo 2 addition. These combinations are independent from each other and also from each of the original data units a, b and c. In this case, each node will receive two code words, in addition to having its own data in its buffer; For example, node A will have combinations a, a + b and b + c, where
Therefore, the coefficient matrix shown above has a full rank such that a, b and c can be decoded from the combinations. This is a simple coding scheme in which the coefficients are binary numbers, selected from GF (2) . Following the same method, node B and C are also able to obtain the original data a, b, c by decoding the code words received from the hub as shown in the Figure 1 . Apparently, this coding scheme can be applied to the n-node case where the hub need generate n − 1 linearly independent combinations which are also independent from all raw data units and broadcast them to each node. Hence, in the case where the number of nodes is n and the traffic rate associated with each node is r, the cost of upstream transmission does not change from the case without network coding, which is denoted by 2n r g . In the downstream direction, however, the total traffic that the hub has to deliver is reduced to (n−1)r which requires (n−1)r g wavelengths. The total cost of LTE ports in the downstream is (n + 1) (n−1)r g . Therefore, the overall cost savings by the application of network coding in a single-hub ring with all-to-all traffic demand is (n + 1)(
) ≥ 0. The savings can be either in LTE ports or network bandwidth, depending on the specific network scenarios.
C. Multiple Many-to-Many Groups
In practice, the most common applications which use the all-to-all service mode are multimedia conferences and working cooperation. Usually, there is more than one multimedia conference group simultaneously in the network. Thus, it is essential to consider multiple groups. In this scenario, the network nodes are divided into multiple groups, and within each group, nodes engage in all-to-all communication, while the traffic rates can be different in different groups.
1) Disjoint Groups:
The definition of disjoint groups is straightforward -it refers to the case in which different groups do not share any common node. The problem of optimizing the network cost in a disjoint group is stated as follows: minimize the number of LTE ports used in a single-hub unidirectional ring, given m disjoint groups where each group i (1 ≤ i ≤ m) has n i (n i ≥ 2) nodes and each node has to transmit r i ≥ 1 units of traffic to all the other nodes within the same group. As stated in the all-to-all case, traffic bifurcation and optical splitter are allowed. We assume that there are enough wavelengths to be used such that the number of wavelengths is not a factor of the network cost.
Let us consider the case without network coding first. The process is similar with the all-to-all case, which includes upstream and downstream process. The analysis still begins with upstream process. Every group i is independent from each other such that the total number of LTE ports used is the sum of LTE ports consumed by each group individually. Following the analysis in Section III.A, for each group i, the upstream consumes 2n i ri g LTE ports, resulting in
In the downstream direction, the hub first grooms the traffic from the same group together. For group i, the number of wavelengths used to carry the traffic is rini g
, and rini g of them are filled up and sent back to the nodes belonging to the same group directly. Every lightpath used here is fully loaded and carries data for only one group. Thus, we only need to pay attention to the remaining portion of aggregate traffic for each group that cannot fill up a single wavelength if it exists, since it may need to be groomed with the traffic from other group(s) before delivery in order to save the lightpaths and hence LTE ports. Each group has at most one piece of such traffic. This piece of traffic of group i is equal to n i r i −g niri g
. We denote this portion of the traffic by p i , where 0 ≤ p i < g. Thus, the problem can be stated formally as follow:
Problem GMP: Given m pieces of traffic, each of them with p i units and has to be received by the corresponding n i nodes, groom and multicast these traffic at the hub such that the total LTE ports used is minimized.
2) NP-completeness: In the optimal solution, any p i must not be bifurcated and packed into more than one wavelength. We can prove it by contradiction. Assume that one piece p i is split and assembled into two different wavelengths, which costs each node of group i two LTE ports to receive. This results in 2n i LTE ports in total. If the hub uses a separate wavelength to send p i , it only takes n i LTEs at the nodes and 1 more LTE at the hub. Since 2n i − (n i + 1) = n i − 1 ≥ 0, it means that any optimal solution can be transformed to be the solution without traffic bifurcation for the problem.
Without traffic splitting, the number of LTEs used by each group i to receive p i is fixed by n i . The fewer number of LTEs used at hub to transmit all p i , the fewer number of LTEs that is required in total. Therefore, the minimum number of wavelengths used to allocate all p i will result in the minimum number of LTEs in total. Hence, this problem turns into a special case of general traffic grooming problem in a ring network, which has been proven to be NP-hard by reduction from Bin Packing problem in polynomial time in [1] . The minimum number of bins required in the bin packing problem is equal to the minimum number of wavelengths used to accommodate all the p i .
3) Solutions without Network Coding:
We now analyze the minimum network cost of many-to-many groups communication without employing network coding. The network cost of upstream transmission for n groups is m i=1 2n i ri g , which includes LTEs used by each group for transmitting and the hub for receiving. The cost of downstream transmission consists of two parts. The first part is the number of LTE ports used for broadcasting the lightpaths that are fully loaded for each individual group; the second part is the number of LTEs used for transmitting all the remaining traffic p i . Since problem GMP is equivalent to the Bin Packing problem, we consider two methods to obtain the minimum wavelengths in GMP. The first method is a heuristic algorithm based on First Fit Decreasing (FFD) [15] ; In the second one, we formulate the GMP problem by using Integer Linear Programming.
In the downstream transmission, for each group i, niri g wavelengths are fully utilized to pack the data, which takes (n i + 1)
niri g LTE ports in total. To sum up, the total number of LTEs used to transmit this portion of the traffic is
. Regarding p i of each group, we use W to denote the number of wavelengths used at the hub to accommodate all of them, which is solved by either the heuristic or ILP described above. Hence, we need W LTEs at the hub to transmit and 1 LTE for each node of group i to receive p i if it exists, which is determined by a binary number,
. Therefore, the total cost of transmitting all
) × n i . Thus, total network cost in both upstream and downstream for m groups without network coding is:
4) Solutions with Network Coding:
To apply network coding to single-hub ring networks, the hub acts as an encoder and generates n i − 1 code words for each group following the same coding scheme described in Fig.1 with coefficients from GF (2) . The combinations of original data has the same rate as the original traffic, which is r i . Thus, network coding can reduce the total traffic broadcast rate for each group i by r i . The upstream transmission consumes the same amount of resources as in the case without network coding, but the total traffic rate turns out to be (n i − 1)r i units for each group i in the downstream process. Following the same computation rules used above, the network cost in this case also includes two parts. The first part is denoted by
. In the second part, let W denote the minimum number of wavelengths obtained by either FFD algorithm or ILP and used at the hub to pack all the remaining traffic p i from each group after network coding.
Combining the cost spent in both upstream and downstream process gives us the total number of LTE ports with the application of network coding in a many-to-many traffic scenario, which is expressed as:
IV. COST ANALYSIS IN UN-HUBBED UNIDIRECTIONAL RINGS
Following the same sequence of the previous section, we will first investigate the traffic grooming problem in an unhubbed ring with all-to-all traffic and then generalize it to many-to-many group communication. All the assumptions made in the single-hub ring case remain except that a hub is not used.
A. Uniform all-to-all Traffic
The problem can be defined as: given a grooming factor g and a group of n nodes, each of which has r units of traffic, find the minimum number of LTE ports required to fulfill allto-all communication.
First, the lower bound and upper bound of a special case, unitary traffic where r = 1, can be derived if optical splitter is allowed. Each node needs at least n−1 g LTE ports to receive and one LTE to send traffic. Thus, the lower bound of network cost is (1 + n−1 g
) × n. But if no traffic is groomed, the maximum number of LTEs requested is equal to n 2 , which can be considered as the upper bound of the cost of this special case.
For the general case, we propose a multi-hub approach to achieve all-to-all demands while minimizing the total number of LTE ports. The basic idea is to groom as many subwavelength channels as possible and try to use the minimum number of lightpaths to multicast groomed data. The approach can be done in two steps: 1) Divide the nodes into a number of sub-groups such that the aggragated traffic of each sub-group is just enough to fill up a wavelength; 2) Choose one node of each sub-group as a hub to groom the traffic from other group members and broadcast the groomed traffic to all the nodes on the ring. Unlike the situation in a single-hub ring where every node sends traffic to the same hub, in an un-hubbed ring, once enough traffic groomed to fill up a wavelength at a node, then this node will set up a lightpath and broadcast the data to the other n − 1 nodes on the ring. This node is called a "hub" and we may have multiple hubs on the ring. The number of such hubs is equal to the number of lightpaths required to broadcast all the traffic, which is actually the number of wavelengths to accommodate all the traffic. The minimum number of wavelengths needed can be denoted by nr g . We only consider the case where r < g, since if r ≥ g, the traffic of each node can fill up separate r g wavelengths and there is no need to groom traffic from multiple nodes. In this case, we only need to consider the remaining traffic, denoted by r − g r g , which is less than g. Thus, there is no need to consider the case where r > g. Figure 2 illustrates the all-to-all transmission mechanism proposed in multi-hub approach. In such an un-hub ring network, nodes A, B, C and D need to exchange information represented by a, b, c and d, respectively. In the example, the traffic rate of each stream is 2 and the grooming factor is The following analysis will be based on the transmission mechanism proposed here. We analyze the network cost in two different cases: when g is a multiple of r or not. In fact, the case where g is a multiple of r is a special case of the other case in terms of the solution. Thus we will only discuss the case where g is not a multiple of r in detail.
In the case where g is not a multiple of r, a wavelength cannot be filled up without traffic bifurcation. Minimizing the total number of wavelengths used for broadcasting with traffic bifurcation will result in the minimum number of broadcast cycles. However, each traffic split increases the number of LTE ports needed. In another way, if we do not split any traffic, we cannot guarantee that the number of broadcast cycles is at a minimum. Each broadcast uses n LTE ports, which means that saving one wavelength will save n LTE ports. However, splitting the traffic from a node will result in two additional LTE ports (one transmitter and one receiver) used at this node. Assume that there are l traffic splits in order to achieve a minimum number of broadcast cycles, then the total number of LTE ports used at the hubs will be increased by 2l. Therefore, there is a trade-off between the number of traffic splits and the total number of broadcast cycles. In the multi-hub approach proposed here, the minimum network cost is obtained by taking the minimum value of the solutions obtained from the two scenarios where we split and we do not split the traffic.
Let us consider the two scenarios separately. First, we consider the case without traffic bifurcation, which is quite similar to the first case where g is a multiple of r. The only difference is that each wavelength has a little space, g − r g r , wasted here. In this scenario, each wavelength can accommodate traffic from at most g r nodes, denoted by k. Then, the total number of broadcast cycles is n k . Among them, each of n k broadcast cycles fully utilizes a wavelength, and each of such cycles requires 2(k − 1) + n LTE ports for transmitting and receiving, which results in total n k (2(k −1)+n) LTE ports for the first n k broadcast cycles. However, the number of nodes remaining in the last cycle is (
is a binary to indicate if there are some nodes left in the last cycle with number less than k whose aggragated traffic cannot fill up one wavelength. Hence, the number of LTE ports needed in the last broadcast cycle is (
Therefore, the number of LTE ports in this scenario is given by combining the cost in all broadcast cycles:
where k = g r . This general solution can also be applied to the first case where g is a multiple of r.
In the second scenario where traffic bifurcation is applied, the minimum number of wavelengths to accommodate all the traffic can be achieved, which is given by nr g , which also represents the minimum number of broadcast cycle. Let nr g = w min . Hence, the number of LTE ports employed for broadcasting can by obtained by nw min . However, we know that traffic splitting was used to achieve this. Since each traffic split creates two additional LTE ports, the problem of minimizing the total number LTE ports actually turns out to be a problem of minimizing the number of traffic splits in order to groom the traffic on the minimum number of wavelengths, w min . This problem has been solved by an iterative algorithm proposed in [1] . We use the algorithm here to obtain the minimum number of traffic splits in this situation, given the minimum wavelengths used. We assume that the minimum number of traffic splits obtained by the algorithm in [1] is denoted by sp min . The number of broadcast cycles determines the number of hubs in the ring such that the number of hubs is also equal to w min . If no traffic split happens, collecting traffic at those hub nodes from other nodes before broadcast requires 2(n − w min ) LTE ports. However, each traffic split increases the number of LTE ports by 2. Thus, the total number of LTE ports in this collection process is 2(n − w min + sp min ). In addition to the LTE ports used for broadcasting, denoted by nw min , the total number of LTE ports used in this scenario with traffic bifurcation is 2(n − w min + sp min ) + nw min .
Therefore, taking the minimum of the two solutions obtained in two scenarios above will give us the overall minimum network cost. Thus, the number of LTE ports of all-to-all traffic without network coding is:
where k = g r , w min = nr g , and sp min is the minimum number of traffic splits obtained by the iterative algorithm proposed in [1] given w min .
B. Application of Network Coding
In order to save wavelength channels, and hence reducing number of LTE ports, the node where network coding is performed should be a node that can collect all the original data. Thus, we propose a one-hub scheme in which only one node acts as a hub. The traffic is gathered and encoded at this node following the same coding scheme proposed in Section III.B, where the network context is a single-hub ring. The hub can be selected from any node in the ring.
Hence, in the upstream process, every node sending traffic to the hub consumes 2(n − 1) LTE ports. n − 1 linearly independent code words with traffic rate r are generated and packed into r(n − 1)/g wavelengths. In the downstream process, we do not need to worry about traffic split -since every node will receive the same traffic broadcasted by the hub. Whether the code words are split or not will not result in any extra LTEs. Thus, the minimum number of broadcast can be achieved. Each broadcast costs n LTE ports such that the transmission in the downstream direction takes total n r(n − 1)/g ) LTE ports.
Therefore, the total network cost with network coding using one-hub scheme is: 2(n − 1) + n r(n − 1)/g .
Though one − hub scheme can save LTE ports in downstream, it uses a few more LTE ports in the upstream process comparing to the multi − hub approach. Thus, to sum up, the LTE ports consumed in both upstream and downstream by employing one-hub scheme may not always save LTE ports, depending on the specific network scenario. However, given the traffic demands, we can always use the multihub approach to solve the problem without applying network coding. Therefore, by comparing the solutions yielded by the one-hub and multi-hub approaches, we choose the minimum value to be our solution here.
Thus, assuming that LT E multi denote the solution obtained from multi-hub approach, the total network cost in unidirectional rings with n nodes and all-to-all traffic demands r with applying network coding is:
C. Multiple Many-to-Many Groups
We now extend the all-to-all communication to multiple many-to-many disjoint groups on an un-hubbed unidirectional ring. Since no node is shared by more than one group, There is no common hub being able to groom the traffic from different groups together. Thus, each group can be computed independently, and the total network cost is the sum of the cost of each individual group.
Suppose there are m groups in an un-hubbed ring and each group i has n i nodes with each node in the group sourcing r i traffic units. The minimum network cost in terms of LTE ports can be represented based on whether network coding is employed or not:
In the case where no network coding is employed, the total network cost in terms of the number of LTE ports is:
min is the minimum number of traffic splits of group i given w i min . In the case of using network coding, the total network cost in terms of the number of LTE ports is:
where LT E i multi is the minimum number of LTE ports of group i obtained by using the multi-hub approach.
V. NUMERICAL RESULTS
Based on the theoretical solutions obtained above, we compare the results of two different cases -employing network coding or not employing network coding -in various network scenarios and under different traffic conditions. Since all-toall communication is a special case of multiple many-to-many group cases where the number of groups is equal to 1, in this section we consider more general cases in which m ≥ 1 and the traffic rate and the number of nodes of each group is randomly selected.
A. Single-hub Ring
Since network costs in upstream processes are always the same when whether or not use network coding under the same network condition in single-hub rings, we only compare the costs comsumption in the downstream process. Note that the solution of the GMP problem is part of the network cost in the downstream process, and the results obtained by solving the heuristic algorithm, FFD, and formulating the problem by ILP and then solved by Cplex, may not be equal due to the NP-complete property. Let the solutions of problem GMP be denoted by W and W in the cases without and with network coding, then solving the heuristic algorithm FFD and ILP will give us approximate and exact solutions respectively. In addition to the other part of the solution, which can be calculated directly, we have the approximate and exact solutions of the total network cost in the downstream process. Table I shows the heuristic and exact solutions of the number of LTE ports in different network scenarios in terms of the number of nodes and the average traffic rate of each group. Three different grooming factor g are used. The numbers in the parenthesis represent the average traffic rate transmitted at each node and the average total number of nodes on the ring. Each network cost value in the table is obtained by taking the average result of one hundred independent experiments and associated with an unique network scenario. In each scenario, the ranges of n i and r i are fixed, from which the average traffic rates and the average number of nodes are computed and the actual n i and r i are randomly chosen for every single experiment.
Under the same network scenarios and grooming factors, the table shows that the exact network cost is slightly less than its heuristic counterpart in most cases due to the trivial differences between the exact and heuristic solutions of the problem GMP. We can observe that the network cost increases in proportion of the traffic rates and the number of nodes. Network coding can save network cost in all cases where the grooming factor g = 4, 8 and 16. The relative savings of the network cost, denoted by the ratio of cost savings to the network cost without applying network coding, are almost the same under different network traffic conditions with the same g. However, the incremental saving of the network cost decreases as g increases. The overall relative cost saving under all the network conditions considered in the examples is between 10% − 20%, which translates to a large CAPEX saving considering the cost of LTEs.
B. un-hub unidirectional ring
The network costs of un-hubbed unidirectional rings under various network scenarios are shown in Table II with g = 4, 8 and 16. By observaing the table, network cost saving increases as the total amount of traffic transmitted increases with the same g. However, the saving achieved by employing network coding decreases with the increase of the grooming factor, since the greater the grooming factor is, the fewer lightpaths are set up for the communication. Hence, the fewer lightpaths are saved by applying network coding, which results in less saving of LTEs.
Notice that when the number of nodes in each group is exactly 2 and the total number of nodes on the ring is 20, the network cost is a constant regardless of the grooming factor and whether or not network coding is employed. Because network coding and traffic grooming is not needed for two nodes to exchange data in each group. Hence, the all-to-all communication in one group use 4 LTE ports and results in 40 LTE ports for 10 groups in any network scenario. Except this case, the overall cost savings under other different network scenarios considered is between 1-5%, which is less significant than the saving obtained by using network coding in singlehub rings.
The reason for the difference between single-hub rings and un-hubbed rings is that in an un-hubbed ring, all the traffic does not need to be transmitted to the same hub when using the multi-hub approach. Once a wavelength is filled up at a node, the data is broadcasted. However, network coding requires a common hub on the ring to collect the data from all the nodes within the same group in the one-hub scheme. Even if a wavelength is fully loaded, it has to experience an extra delivery to the common hub, since network coding has to be performed on the data from all the users of the same group. Such extra delivery consumes more LTE ports in un-hubbed rings. Only if the number of nodes and traffic rate of a group satisfy certain conditions can network coding save costs for this group. This means that not every group with an all-to-all traffic demand will benefit from network coding in un-hubbed rings. Therefore, the total saving -the sum of the saving from each group -will not be as high as that in single-hub rings.
VI. CONCLUSIONS
In this paper we provided the first study of the traffic grooming problem of two types of unidirectional rings, singlehub and un-hubbed, with uniform all-to-all, and its extension, many-to-many, traffic scenarios, and with or without network coding. We considered LTE ports as the dominant factor of network cost. Traffic bifurcation and optical splitters are allowed in our analysis of network costs in all the network scenarios. In a single-hub ring, we explored the minimum cost of all-to-all traffic in the cases when network coding was not applied and when it was applied, and from numerical results, we observed 10-20% cost savings in many-to-many group communication scenarios with the deployment of network coding. In the unhub unidirectional ring, we used the multi−hub and one−hub approach to derive the minimum cost in two different cases, respectively. From the observation of numerical results, the savings of LTEs is 1-5%, which is less significant than the saving in the single-hub ring case.
