We give a new definition of a Lévy driven CARMA random field, defining it as a generalized solution of a stochastic partial differential equation (SPDE). Furthermore, we give sufficient conditions for the existence of a mild solution of our SPDE. Our model finds a connection between all known definitions of CARMA random fields, and especially for dimension 1 we obtain the classical CARMA process.
Introduction
Autoregressive moving average (ARMA) processes are very well known processes in time series analysis. An ARMA(p, q) process (X k ) k∈Z , p, q ∈ N 0 , is given by
where a 1 , . . . , a p , b 1 , . . . , b q ∈ C are deterministic coefficients and (W k ) k∈Z is white noise or even an independent and identically distributed (iid) sequence of random variables. In short form we can also write b j z j are polynomials and B is the shift operator defined by B l Y k = Y k−l for l ∈ N. ARMA(p, q) processes were generalized in various ways and have many applications, e.g. in finance, astrophysics, engineering and traffic data, see [15] , [8] , [26] and [17] .
As the solution of (1.1) is a discrete process on a lattice, a possible way to generalize the concept is to study a continous version of (1.1), which is called continuous ARMA (CARMA) process. A CARMA(p, q) process (X t ) t∈R , where p > q, is given by
where Y = (Y t ) t∈R is a C p -valued process satisfying the stochastic differential equation In [5] necessary and sufficient conditions on L and A were given such that there exists a strictly stationary solution of (1.2) and (1.3), namely it was shown that it is sufficient and necessary that E log + (|L 1 |) < ∞.
CARMA processes have many applications, see [11] and [3] .
As the CARMA process is defined on R, spatial problems cannot be easily transferred. As a consequence, there are some extensions of the CARMA process to the multidimensional setting. Lately, there were the two papers of Brockwell and Matsuda [6] and Pham [21] , who introduce different concepts of CARMA processes in the multidimensional setting. In [6] the new CARMA random field was given by
b(λ r ) a ′ (λ r ) e λr t−u dL(u), (1.4) where dL denotes the integration over a Lévy bases, a and b are polynomials such that a(z) = p i=1 (z 2 − λ 2 i ) and some further restrictions. The model has a well understood second order behaviour and can be used for statistical estimation. However, the authors do not deal with a dynamical description. Pham [21] follows another way and defines a CARMA random field Y as a mild solution of the system of SPDEs given by
whereL is a Lévy basis, A 1 , . . . , A d ∈ R p×p are matrices and I p is the identity matrix.
Pham speaks of causal CARMA random fields, as the solution of the system (1.5) depends only on the past in the sense that the solution at point x depends solely on the behavior ofL on (−∞, x 1 ] × · · · × (−∞, x d ]. So we can see directly that there is a big difference between these two definitions. The aim of this paper is to find a connection between these two models and give a generalized definition of CARMA random fields. Our starting point is the equation
where p, q are polynomials in d variables, D denotes the differential operator andL denotes Lévy white noise. Our solution s is defined as a generalized solution, see Section 3. We will start with an abstract analysis of this problem and prove for a far more general class then (1.7) the existence of a generalized solution under relatively mild conditions on the Lévy white noise. Our solution is similar to the definition of generalized CARMA(p, q) process in [4] and as there, we do not assume that the degree of the polynomial p is higher than the degree of the polynomial q. We will discuss two examples, which are related to the processes of Brockwell and Matsuda [6] and Pham [21] . We will also give certain conditions on p and q that guarantee that the obtained generalized solutions are random fields. The above mentioned results can be found in Section 3 and Section 4, where our main results are Theorem 3.4 and Theorem 4.3. In Section 2 we recall some basic notation. In Section 3 we recall the definitions of Lévy white noise and generalized random processes. Moreover, we prove that a convolution operator with certain properties regarding his integrability defines a generalized random process and as an application we will study stochastic homogeneous elliptic partial differential equations. In Section 4 we use this theorem to show the existence of our CARMA generalized processes. Moreover, we study the concept of mild solutions in Section 5, prove existence of mild CARMA random fields and show some connections between the mild and generalized solutions. In Section 6 we study the moment properties of our CARMA random fields and show that if the Lévy white noise has existing α-moment for some 0 < α ≤ 2, then the CARMA random field has also finite α-moment, see Proposition 6.1. In Section 7 we will study the connection between our model and the CARMA random field of Brockwell and Matsuda [6] .
Notation and Preliminaries
To fix notation, by (Ω, F ) we denote a measurable space, where Ω is a set and F is a σ-algebra and by L 0 (Ω, F , K) we denote all measurable functions f : Ω → K with respect to F where K = R, C. In the case that F and K are clear from the context we set
If we consider a probability space (Ω, F , P), where P is a probability measure on (Ω, F ), we say that a sequence
to f in L 0 (Ω) if f n converges in probability to f with respect to the measure P. In
is the set of all Borel sets, which are bounded. We write N = {1, 2, . . . }, N 0 = N ∪ {0} and Z, R, C for the set of integers, real numbers and complex numbers, respectively. If z ∈ C, we denote by ℑz and ℜz the imaginary and the real part of z. · denotes the Euclidean norm and r + := max{0, r} for every r ∈ R . The indicator function of a set
for A ⊆ C and 0 < p ≤ ∞ we denote the set of all Borel-
the L p -(quasi-)norm for a measurable function f . By d f we denote the distribution function of f , which means that
We denote by B R (x) the set {y ∈ R d : x − y < R} and x ∧ y := min{x, y} for two real numbers x and y. For a set A ⊂ R d and an element x ∈ R d we set dist(x, A) := inf{ x − y : y ∈ A}. The space D(R d ) denotes the set of all infinitely differentiable functions f : R d → R with compact support, where we denote the support of f
We say that a function a : Y → R from some function space Y acts as a Fourier multiplier for some function space X to a function space R with welldefined Fourier transform F if a : X → R is defined by a(u) := F −1 (aF u), where (aF (u))(t) = a(t)F (u)(t) such that the inverse Fourier transform F −1 is well-defined.
We denote by A * the adjoint of the operator A.
We recall here the definition of a Lévy basis, as we explain some connection between a Lévy basis and generalized stochastic process, which will be defined later.
Definition 2.1 (see [22, p. 455 
every n ∈ N, iii) there exist a ∈ [0, ∞), γ ∈ R and a Lévy measure ν on R (i.e. a measure ν on R such that ν({0}) = 0 and
The triplet (a, γ, ν) is called the characteristic triplet of L and ψ its characteristic exponent. By the Lévy-Khintchine formula, L(A) is then infinitely divisible.
3. SPDEs and generalized solutions 3.1. The concept of generalized solutions. This section deals with Lévy white noise and the definition of solutions of the SPDEs given in (1.7). We will prove a multiplier theorem for general Lévy white noise and use this theorem to prove the existence of our CARMA random process. We will follow mainly [9, Section 2].
As already mentioned, we denote by D(R d ) the space of infinitely differentiable functions with compact support, where we assume that the space is equipped with the usual topology, i.e. we say that a sequence (
0 . Let (Ω, F , P) be a probability space. We recall the definition of a generalized random process. 
The linearity means that, for every
The continuity means that if
As shown in [25, Corollary 4.2] , there exists a measurable version from (Ω, F ) to (D ′ (R d ), C) with respect to the cylindrical σ-field C generated by the sets
. From now on we will always work with such a version. The probability law of a generalized random process s is given by
for B ∈ C. The characteristic functional P s is then defined by
We will work with Lévy white noise, which is a generalized random process where the characteristic functional satisfies a Lévy-Khintchine representation.
Definition 3.2.
A Lévy white noiseL is a generalized random process, where the characteristic functional is given by
where a ∈ R + , γ ∈ R and ν is a Lévy-measure, i.e. a measure such that ν({0}) = 0
We say thatL has the characteristic triplet (a, γ, ν).
The existence of the Lévy-white noise was proven in [12] . The domain of the Lévy white noise can also be extended to indicator functions 1 A for A be a Borel set with finite Lebesgue measure by using the construction in [9, Proposition 3.4] . For a more general function f we say that f is in the domainL if there exists a sequence of elementary functions f n converging almost everywhere to f such that L , f n 1 A convergens in probability for n → ∞ for every Borel set A and set L , f as the limit in probability of L , f n for n → ∞, where for a elementary function f : [9, Definition 3.6] . For the maximal domain of the Lévy white noiseL we write L(L). By setting L(A) := L , 1 A for bounded Borel sets A, the extention of a Lévy white noiseL can be identified with a Lévy basis L in the sense of Rajput and Rosinski [22] , see [9, Theorem 3.5 and Theorem 3.7]. As a Lévy basis can be identified with a Lévy white noise in a canonical way, i.e. L , ϕ :=
we do not differ between a Lévy basis
and Lévy-white noise. In particular, a Borel-measurable function f : has the same law as s. Here, s(· + t) is defined by
Generalized stochastic processes constructed from Lévy white noise.
We now state and prove our first theorem which asserts that a large class of SPDEs has a generalized solution by only assuming low moment conditions on the Lévy white noise.
Theorem 3.4. LetL be a Lévy white noise with characteristic triplet (a, γ, ν) and
for every x ∈ R d and R > 0 and
for every R > 0. Then
defines a stationary generalized random process.
The point is that nevertheless, s defined by (3.4) gives a generalized random process. Sufficient conditions for (3.3) to hold will be treated in Example 3.8.
follows if the above quantities are finite).
for n → ∞. The other term in (3.5) will be splitted by
Let us give a pointwise upper bound for the convolution. Let R > 0 be such that supp (ϕ n ) ⊂ B r (0) for some r < R. We then see that for every
We then obtain
So we see by [13, Exercise 1.1.10, p. 14] that
We see that the right hand side converges to 0 for n → ∞ and for n large enough we have
Lebesgue's dominated convergence theorem using (3.3) implies
For the other term we see from Young's inequality that
and again from Lebesgue's dominated convergence theorem (since |r|≤1 r 2 ν(dr) < ∞)
for n → ∞. This gives (3.5). Now we check (3.6). We first note that
From the calculations that led to (3.5) we conclude that the second and fourth term (when integrated with respect to ν(dr)λ d (dx)) converge to 0 for n → ∞ and for the first term we note that
and by Lebesgue's dominated convergence theorem we conclude that
For the third term we easily see that
for n → ∞. This gives (3.6). Finally, (3.7) follows from Young's inequality since
The stationarity of the Lévy white noise implies the stationarity of the generalized process s, as
The kernel function G has not always such nice integrability properties as assumed in Theorem 3.4. For example, the Green function of the Laplacian is neither integrable nor square integrable. As this is the case, we will prove another theorem, which will assure the existence of the generalized process s under some other conditions.
converging to 0 and the Lévy white noiseL has characterstic triplet (a, γ, ν) such that the first moment ofL vanishes, i.e. E| L , ϕ | < ∞ and
for all R > 0, where G R is defined by (3.1).
Observe that (3.3) can be written as |r|>1 |r|
, which is slightly stronger than (3.10). However, for Theorem 3.5 we additionally need (3.9) and E L , ϕ = 0 for every ϕ ∈ D(R d ).
Proof. By [24, Example 25.12, p. 163] we conclude that we need to show similar to Theorem 3.4 that (3.6), (3.7) and
verging to 0 such that supp ϕ n ⊂ B R (0) for some R > 0 and all n ∈ N. Using that
for β > 0 and measurable f (cf.
[13, Exercise 1.1.10, p. 14]), we estimate (3.11) by
for n → ∞ by Lebesgue's dominated convergence, where we used that by (3.8)
for large n and the latter is finite by (3.9), (3.10) and
This gives (3.11). We control (3.6) by
We have already shown how to control I 1 and I 2 , so we only need to show that I 3 converges to 0 for n → ∞. We see by [13, Exercise 1.1.10] that
by using that
for large n by (3.8) and by assumption. Hence, we conclude that s defines a generalized process. Stationarity follows by the same arguments as in the proof of Theorem 3.4.
Remark 3.6. If for every R > 0 there exists a bounded Borel set A R and a constant
2), (3.9) and (3.10).This follows from the estimate
for (3.2) and (3.10), and for (3.9) one can argue similarly to the proof of Example 3.8 below, using the boundedness of G R on a set A 2R related to A.
Remark 3.7. Under certain conditions one can replace
for some constant C > 0 independent of x. This follows by
Example 3.8. We will discuss now two examples. For the first example, we assume that G ∈ L 
where
for some constantC > 0 for all |r| > 1.
we conclude by Theorem 3.5 (ifL satisfies the assumptions specified there) that s(ϕ) := L , G * ϕ defines a generalized random process.
For the second example we assume that
for some constant c > 0. By the Hölder inequality we conclude
for some constant C R > 0. Hence,
for α > 0. We conclude that for r ≥ C R ,
for some finite constants C d and C, where
and by Theorem 3.4 we obtain that s defined as above defines a generalized process.
Until now we have only given sufficient conditions for the existence of a generalized process s defined by a convolution with a suitable kernel G. We will give a necessary condition if G is positive in R d .
LetL be a Lévy white noise with characteristic triplet (a, γ, ν).
for every R > 0 and G R defined by (3.1).
Proof. We know that for
By assumption we conclude by definition, by a solution of (3.13) we mean a generalized process s that satisfies
Let G be a fundamental solution of the operator p * (D), i.e. a distribution such that 
To find conditions when Theorem 3.5 can be applied, we specialise to homogeneous elliptic partial differential operators. We say that a polynomial is elliptic homogeneous of degree m if p(z) = for the existence of a generalized solution. Moreover, if we choose for ∆ the fundamental solution G(x) = c d |x| 2−d , where c d ∈ R \ {0}, then by Corollary 3.9 it is also necessary that (3.14) holds true for L , G * ϕ to define a generalized solution.
CARMA generalized processes
We construct a generalization of CARMA processes. A CARMA generalized process is a generalized solution of a special SPDE. A generalized process s :
. For classical CARMA processes in dimension 1 the assumptions on the polynomials are that q/p has only removable singularities on the imaginary axis and the degree of the polynomial p is higher than the degree of q, which implies that q/p L 2 (iR) < ∞. For a detailed discussion see [5] . In dimension 1 CARMA generalized processes were defined in [4] , where the white noise was assumed to be Gaussian and the polynomial p has no zeroes on the imaginary axis, see [4, Proposition 2.5, p. 3616]. All the assumptions above imply even more, namely that q/p has a holomorphic extension on the strip {z ∈ C : |ℜz| < ε} for a small ε > 0. We take this as an assumption also for higher dimensions d:
The rational function q(i·)/p(i·) has a holomorphic extension in a strip {z ∈ C d : ℑz < ε} for some ε > 0.
This assumption implies especially that there exist two polynomials h and l such that h(i·)/l(i·) = p(i·)/q(i·) and l(i·) has no zeroes in the strip {z ∈ C d : ℑz ≤ ε/2}.
Hence we may and do assume for the rest of this section that h = p and l = q. We prove an existence theorem under mild moment conditions. Theorem 4.3. Let p, q be polynomials as in Definition 4.1 such that the Assumption 4.2 holds true. Furthermore, letL be a Lévy white noise with characteristic triplet (a, γ, ν) such that
Then there exists a stationary CARMA(p, q) generalized process.
Proof. Under the Assumption 4.2 it follows by arguments similar as in the proof of [14, Lemma 2, p. 557] that there exists an α ∈ N and δ > 0 such that 
for some 0 < c < δ. Observe that G is indeed real-valued, as
By Example 3.8 follows that s defined by
defines a generalized process and by similar arguments to the proof of Theorem 3.4 it follows that s is stationary. Now let ϕ ∈ D(R d ), we conclude by We obtain directly the following corollary, which generalizes [4, Proposition 2.5, p. 3616] from Gaussian noise to Lévy white noise. (q j − z) be two real polynomials, such that p/q has no roots on the imaginary axis. Then there exists a stationary generalized solution s :
)L for every Lévy white noiseL with characteristic triplet (a, γ, ν) such that |r|>1 log(|r|)ν(dr). 
, from which we conclude that p(i·) has no roots in {z ∈ C d : ℑ z 2 < λ} . It follows that for every polynomial q there exists a generalized solution s :
by Theorem 4.3 we find a generalized solution of the equation
for some ε > 0.
CARMA random fields
Until now we have only studied generalized solutions of the CARMA SPDE (1.7), but in the vast literature of stochastic partial differential equations driven by Lévy noise the concept of mild solutions seems to be more used, as the mild solution is itself a random field. We show under stronger conditions the existence of a mild solution of (1.7). But first we recall what a mild solution is. 
where dL denotes a Lévy basis, is the mild solution of the equation p(D)X = q(D)dL, provided that the integral exists. Observe that it is necessary that G is a function.
We know already thatL can be extended to a Lévy basis, see [9] . We state our first result, which follows directly from the proofs of Theorem 3.4 and Corollary 3.9.
Let L be a Lévy basis (equivalentlyL a Lévy white noise) with characteristic triplet (a, γ, ν), and assume that
Then the integral
exists and defines a stationary random field
exists, then necessarily
Proof. By [22, Theorem 2.7] , the integral
That the conditions specified in (i) are sufficient then follows by calculations similar to those in the proof of Theorem 3.4, while necessity of the condition specified in (ii) follows as in (3.12) . That X t as defined in (i) is stationary is clear.
Now we conclude that there exists a mild solution of the CARMA(p, q) SPDE under some further restrictions. 
Then there exists a mild solution of the equation
which is given by
Proof. Taking Fourier transforms, it is easy to check that G := F
is a fundamental solution of p(D)u = q(D)δ 0 . By [23, Theorem XI.13, p.18] we see that e c · G ∈ L 2 (R d ) for all 0 < c < ε and G is real-valued by the same argument as in Theorem 4.3. It follows that
The rest follows by Proposition 5.2 and similar calculations as in Example 3.8. . We observe that P and Q satisfy the assumption of Theorem 5.3, so that the causal CARMA random field of [21, 18] can be seen as a special case of CARMA random fields defined in the present paper.
In classical analysis, a locally integrable function f :
It is now natural to ask if a mild solution X of p(D)X = q(D)dL also gives rise to a generalized solution of
That this indeed the case, at least under some weak conditions which allow the application of a stochastic Fubini theorem, is the contents of the next proposition.
Proposition 5.6. Let dL be a Lévy basis with existing first moment and p and q be as in Theorem 5.3. Let
Then the mild solution
by the proof of Theorem 5.3. We see that 
(from the discussions preceeding Theorem 3.1 in [19] it follows also that a version of X s can be chosen such that X s ϕ(s) is integrable with respect to λ d ). Further, X :
is clearly linear and estimates as above show that it is also continuous, hence X is a generalized random process. To see that
where we used in the last equality but one that G(−·) is the fundamental solution
Moment properties
We say that a generalized process s :
LetL be a Lévy white noise with characteristic triplet (a, γ, ν). 
where G and α are defined as in the proof of Theorem 4.3. We conclude
For β ≥ 1 we see by the Young inequality
and for 0 < β < 1 we note that
where b > 0 is chosen such that G exp(b · ) L 2 < ∞ and C and C ′ are finite constants. From the previous calculations it is immediate that the term in (6.1) corresponding to the integral when |r| > 1 is finite for all β > 0, and that the integral corresponding to the term |r| ≤ 1 is finite when β ≥ 2. When β ∈ (0, 2] we estimate similar to (6.2)
We conclude that |z|>1 |z| β ν s(ϕ) (dz) is finite for β > 0.
By the same means we obtain the following. 
and denote the Lévy measure of which implies that E|X x | 3 = ∞ for all x ∈ R 3 .
As a corollary we get the following easy result. Proof. It is clear that X x has existing second moment and vanishing first moment. Moreover, we see from the Itô-isometry that
As G is the inverse Fourier transform of q(iξ) p(iξ)
we conclude as in [6, Theorem 2, p. 841] that the spectral density is given by (6.3).
CARMA random fields in the sense of Brockwell and Matsuda
We will now analyze the CARMA random fields in the sense of Brockwell and Matsuda defined in [6] and show that the corresponding random field defines a mild solution of a fractional stochastic partial differential equation. In our setting we find for odd dimensions the corresponding CARMA generalized processes with respect to a SPDE of type (4. field driven by L (in the sense of Brockwell and Matsuda) is given by Proof. We know from [6, Theorem 2, p.841] that the Fourier transform of the isotropic CARMA kernel is given by
for some constant c d dependend on the dimension d. We conclude that S d is the mild solution of the SPDE
by comparing our mild solution to the definition in (5.3).
For even d we see that Proof. Follows the same arguments as above.
