This paper introduces a new estimator, of ridge parameter k for ridge regression and then evaluated by Monte Carlo simulation. We examine the performance of the proposed estimators compared with other well-known estimators for the model with heteroscedastics and/or correlated errors, outlier observations, non-normal errors and suffer from the problem of multicollinearity. It is shown that proposed estimators have a smaller MSE than the ordinary least squared estimator (LS), Hoerl and Kennard (1970) estimator (RR), jackknifed modified ridge (JMR) estimator, and Jackknifed Ridge M-estimator (JRM).
Introduction
In multiple linear regressions the estimation of parameters is a common interest for many users. It is well known that an LS estimator has been treated as the best unbiased estimator for a long time since it has minimum variance. Multicollinearity, linear or near-linear dependency among the explanatory variables in the regression model, is an important problem faced in applications. If multicollinearity or the ill-conditioned design matrix in linear regression model is present, the LS estimator is sensitive to number 'errors', namely, there is an 'explosion' of the sampling variance of the estimators. Moreover, some of the regression coefficients may be statistically insignificant with wrong sign and meaningful statistical inference becomes impossible for practitioners.
To overcome multicollinearity various biased estimators were put forward in the literature. The Ridge Regression (RR) estimator proposed by Hoerl and 363 Kennard (1970) is the most popular biased estimator. However, RR estimator has some disadvantages; mainly it is a nonlinear function of the ridge parameter (or biasing constant) k. Currently there are various methods for determination and much of the discussions on ridge regression concern the problem of finding or selecting good empirical value of k. Our primary aim in this article is overcome this problem by suggesting new estimator for ridge parameter and then evaluate its performance when model defined in linear regression exhibits with not only multicollinearity but also heteroscedastics and/or correlated errors, non-normal errors and outliers, respectively.
Much of the discussions on ridge regression concern the problem of finding better alternative to the LS estimator. Some popular numerical techniques to deal with multicollinearity are the ridge regression due to Singh and Chaubey (1987) , Batah, Ramnathan, and Gore (2008) , Yang and Chang (2010) and others. Most of the estimation procedures are obtained results when specific assumptions like elements of the random vector ε were independent and identically distributed random variables are achieved. But if these assumptions are violated, these methods do not assure the desirable results. Involving such problems as heteroscedasticity and autocorrelation few methods including Trenkler (1984) , Firinguetti (1989) , Bayhan and Bayhan (1998) , Özkale (2008) , Alheety and Kibria (2009) are available in the present literature. Recently, Li and Yang (2011) suggested Jackknifed Modified Ridge Estimator (JMRE) and show that it superior to the generalized least squares estimate, the generalized modified ridge estimator and the generalized jackknifed ridge estimator, to overcome multicollinearity in the presence of a linear regression model with correlated or heteroscedastic errors.
Apart from the problem of multicollinearity in real life situation, outliers and departure from the normality assumption are common problems in regression. These also produce undesirable effects on the LS estimator. This fact is pointed out by many researchers. Many researchers have pointed out that M-estimator is better than LS estimator in the presence of outliers (Huber, 1981; Rousseeuw & Leroy, 1987; Birkes & Dodge, 1993) . In standard text like Birkes and Dodge (1993) and Montgomery, Peck, and Vining (2001) have given detail description. Recently, Jadhav and Kashid (2011) gives Jackknifed Ridge M-estimator (JRM) and show that it performs better than LS, ridge and M-estimator in the presence of both outliers and multicollinearity. Hence our secondary aim in this article is to provide an alternative method to combat both the problem of outliers and heteroscedastics and/or correlated errors, respectively in linear regression model in the presence of multicollinearity.
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Model and Estimators
Consider, widely used linear regression model
where Y is an n × 1 random vector of response variables, X is a known n × p matrix with full column rank,  is the vector of errors E() = 0 and Cov() = σ 
where Z = XT, it implies that ZZ  , and T    (see Montgomery et al., 2001) .
Then LS estimator of α is given by
Therefore, LS estimator of β is given by ˆL
S LS T
 
Ridge Regression Estimator (RR)
To overcome multicollinearity under ridge regression, Hoerl and Kennard (1970) suggested an alternative estimate by adding a ridge parameter k to the diagonal elements of the least square estimator. It is given as: 
Observe when k = 0 in (5), MSE of LS estimator of α is recovered. Hence, Hoerl, Kennard, and Baldwin (1975) suggested the value of 'k' should be chosen small enough so the mean squared error of ridge estimator is less than the mean squared error of LS estimator. Among the various methods here, the ridge parameter was used to compute ˆR R  and ˆJ MR 
given by Hoerl et al. (1975) 
Jackknifed Ridge M-Estimator (JRM)
Jadhav and Kashid (2011) gave Jackknifed Ridge M-estimator (JRM) which takes into account the presence of both multicollinearity and outlier problems simultaneously. It is given as:
Where, ˆM  is an M-estimator of  , which is obtained by solving the following
where ψ(.) is some function (see Huber (1981) , Hampel, Ronchetti, Rousseeuw, and Stahel (1986) 
Proposed Ridge Parameter
The existence of multicollinearity may cause to have wide confidence interval for individual parameters or linear combination of the parameters, may give estimates with wrong signs. Ridge regression is a concept proposed in the sixties to combat the multicollinearity in regression problems. After then, many new versions of this method have been studied to extended Hoerl and Kennard (1970) original estimator. It has been made a more definite comparison of these various versions of the biased estimators versus the unbiased LS estimator. The constant, k > 0 is known as ridge parameter which plays an important role in ridge regression. As k increases from 0 and continues upto ∞ the regression estimates tend towards 0. In ridge regression our interest lies in finding a value of k such that the reduction in the variance term is greater than the increase in the squared bias. Though these estimators result in biased, for certain value of k, they yield minimum mean squared error (MMSE) compared to the LS estimator (see Hoerl & Kennard, 1970) . In the last decades, researchers concentrated on estimating the shrinkage ridge parameter k in different ways and under different situations, and then compared the results with those obtained by applying the LS estimators. Much of the discussions on ridge regression concern the problem of finding good empirical value of k. Ridge regression estimator of Hoerl and Kennard (1970) was proposed as alternative to the least squares estimator in the presence of multicollinearity. It depends on the biasing parameter k which is the Lagrange multiplier used in the objective function although proposing the estimator. To compute the ridge regression estimator, the analyst must know the value of k. Therefore, various estimators of k were proposed. Many different techniques for estimating k have been proposed or suggested by different researchers Hoerl et al. (1975) , Lawless and Wang (1976) , Kibria (2003) , Khalaf and Shukur (2005) , Alkhamisi and Shukur (2007), Muniz and Kibria (2009) , Dorugade and Kashid (2010) , Al-Hassan (2010), Muniz, Kibria, Mansson, and Shukur (2012) to mention a few. The well known of them is obtained by minimizing the mean square error of the ridge regression estimator and it depends on the variance of the regression model, σ 2 , and the parameter vector β. Since σ 2 and β are unknown, the analyst have to use estimates of these parameters. In this article we propose estimator of k depends on the variance of the regression model, σ 2 only. Even though this approach is quite straightforward and simple, to the best of our knowledge, it has not been considered in the literature at all.
We denote our ridge parameter by R k and given by
where error variance 2  , replaced by its LS estimator
The RR estimator based on R k is given as
Therefore, RR estimator of β is given by
and using (5) mean square error of
Comparison Between the ˆ* RR α and ˆR R α Using (5) and (13), consider the following difference 
Simulation Study
Consider the behavior of the proposed parameter estimators via a simulation study. Most of the researchers compare the performance of their suggested ridge parameter in the sense of smaller MSE compared to LS and other well-known existing ridge parameters via ridge regression estimators. But, we evaluate the performance of our suggested ridge parameter by considering following different situations in linear regression when data exhibits with multicollinearity.
Case I. Data generated using normal errors. Case II.
Data generated using heteroscedastic errors. Case III.
Data generated using outlier observations. Case IV.
Data generated using outlier observations and heteroscedastic errors. Case V.
Data generated using non-normal errors. Consider the problem of heteroscedasticity. Assume that the elements of the random vector  were not independent and identically distributed random variables. To introduce heteroscedastics and/or correlated errors in the model given in (2) and converted into model given in (7) matrix V will be estimated by method suggested by Firinguetti (1989) . In the present study we choose ρ = 0.95 and consider matrix V is estimated as below 
Case III.
The same simulation experiment is repeated for 1500 times for all combinations of ρ, n, and σ 2 by introducing one and two outliers for different model specifications. For p = 4 we computed the AMSE for various values of combination (ρ, n, V, σ 2 ) for one and two outliers and reported in Table 3 As with heteroscedastic and/or correlated errors, departure from the normality assumption is also one of` the common problems in regression. Assume  follows a non-normal distribution. To examine the robustness of all estimators under consideration, random numbers are generated for the error terms () from each of the t, F, Chi-square and exponential distributions respectively. The AMSE was computed for various values of triplet (ρ, n, distribution of ) for p = 4 and reported in Table 7 . Table 7 . AMSE of LS and various ridge estimators (p = 4 and β = (6, 3, 5, 3)′) ρ Estimator n = 25 100  is superior than other estimators in each of the above cases for different combinations of size of the sample (n), level of multicollinearity (ρ), variance of the error term (σ 2 ), number of predictors (p), matrix V and number of outliers. The novel feature of the proposed estimator is that it can be used without any modification in the proposed estimator it is better alternative to combat one or more than one problems among multicollinearity, outliers, heteroscedastics and/or correlated errors and departure from the normality assumption.
Conclusion
A new estimation method for the ridge parameter and hence the ridge regression estimator * RR  was introduced. A simulation study indicated * RR  gave better performance than other estimators used when the model defined in linear regression exhibits multicollinearity and heteroscedastic and/or correlated errors, non-normal errors, and outliers. The proposed estimator performed well compared with the alternatives considered, and should be useful for practitioners.
