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Re´sume´
Dans ce papier, une ge´ne´ralisation se´mantique de
la substituabilite´ des valeurs au voisinage est pre´sente´e.
Notre ge´ne´ralisation est obtenue par une substitution
de la notion syntaxique de supports avec une mesure
se´mantique de la propagation de valeurs obtenues par
une utilisation classique de l’arc-cohe´rence de singleton.
Ces nouvelles formes ge´ne´ralise´es sont alors exploite´es
de deux manie`res diffe´rentes. Dans un premier temps,
un nouveau pre´traitement, inte´gre´ a` l’algorithme d’Arc-
Cohe´rence de Singleton, des re´seaux de contraintes est
propose´. Ensuite, puisque l’arc-cohe´rence de singleton
est une ope´ration de base des algorithmes de re´solu-
tion de type MAC (choix+propagation), nous montrons
que notre ge´ne´ralisation peut eˆtre facilement exploite´e
dynamiquement. Les re´sultats expe´rimentaux de notre
approche se montrent inte´ressants sur certaines classes
d’instances CSP pour le pre´traitement, et permettent de
montrer que la recherche dynamique de valeurs substi-
tuables aux algorithmes de recherche classiques s’ave`re
rentable.
1 Introduction
Le proble`me de satisfaction de contraintes (CSP)
est un cadre ge´ne´ral de mode´lisation et de re´solu-
tion de proble`mes combinatoires, dans notre cas, a`
domaines finis discrets. Il est de´fini comme le pro-
ble`me consistant a` trouver des valeurs a` affecter aux
variables de manie`re a` satisfaire des contraintes ge´ne´-
ralement exprime´es par l’ensemble des combinaisons
de valeurs autorise´es (ou, dualement, interdites). Ce
proble`me de de´cision NP-Complet, a conduit de nom-
breux chercheurs a` mettre en œuvre des approches
algorithmiques pour re´soudre aussi efficacement que
possible le cas ge´ne´ral. Ceci a permis de de´finir de
nouveaux paradigmes de re´solution et a` en ame´liorer
les e´tapes, telle que le pre´traitement, la propagation
de contraintes, le choix de la variable ou le choix de
la valeur a` affecter. Dans le cas d’une recherche ar-
borescente, il est possible d’entrevoir deux types de
strate´gies, non exhaustives, qui, a un instant τ de la
recherche, visent a` comprendre et a` analyser ce qui
s’est passe´ avant τ pour mieux anticiper le futur de la
recherche.
Pour les strate´gies prenant en compte le passe´ (ap-
proches re´trospectives), l’analyse de conflits et la ge´ne´-
ration de nogoods (ensembles de choix d’affectations
incohe´rents) restent des moyens efficaces d’e´laguer un
espace de recherche, c’est-a`-dire d’e´viter d’e´valuer un
sous-espace de recherche redondant qui me`nerait a` une
incohe´rence, mais peuvent eˆtre couˆteuses ou difficiles
a` mettre en place. Pour les strate´gies privile´giant le fu-
tur (approches prospectives), il est possible de consi-
de´rer les techniques de propagations de contraintes,
par exemple, qui permettent de supprimer les valeurs
qui s’ave`rent proble`matiques (incohe´rentes) dans la
suite de la re´solution. Mais il y a aussi des traitements
efficaces prenant en compte ces deux types de stra-
te´gies. L’un des exemples est l’heuristique de choix
de variables dom/wdeg qui utilise la ponde´ration de
contraintes pre´alablement falsifie´es pour choisir la pro-
chaine variable a` affecter.
D’autres types de traitements ont aussi fait l’objet
de nombreux travaux, comme la de´tection et l’exploi-
tation de diffe´rentes formes de structures du proble`me.
Parmi elles, nous pouvons citer les syme´tries de ma-
nie`re ge´ne´rale [1, 6], et des formes plus faibles telles
que l’interchangeabilite´ et la substituabilite´ de valeurs
au voisinage [3]. Ces dernie`res sont plus simples a` de´-
tecter (inclusions de tuples autorise´s au voisinage) et
a` exploiter (suppressions de valeurs) que les syme´tries
dont le proble`me de la de´tection, e´quivalent a` l’au-
tomorphisme de graphes, est difficile dans le cas ge´ne´-
ral. Ces structures sont de´tecte´es, de manie`re ge´ne´rale,
dans leurs formes syntaxiques au niveau du pre´trai-
tement et exploite´es ensuite de manie`re statique ou
dynamique [2, 4].
Dans ce cadre, l’approche que nous proposons est
base´e sur une ge´ne´ralisation se´mantique de la substi-
tuabilite´ et, paralle`lement, de l’interchangeabilite´ de
valeurs au voisinage. Celles-ci sont effectue´es en rem-
plac¸ant la notion syntaxique de supports par une me-
sure se´mantique de la propagation des contraintes ob-
tenues par une utilisation classique de l’arc-cohe´rence
de singleton. Cette ge´ne´ralisation admet plusieurs
avantages. Premie`rement, elle peut eˆtre mise en œuvre
de manie`re statique dans le cadre d’un pre´traitement
inte´gre´ a` l’algorithme d’Arc-Cohe´rence de Singleton
(SAC) en donnant lieu a` une double ge´ne´ralisation de
cet algorithme et de la substituabilite´ au voisinage.
Ce pre´traitement vise a` faciliter la de´tection de va-
leurs substituables sans surcouˆt pendant la recherche.
Passer du temps pour le pre´traitement peut avoir des
conse´quences avantageuses pour la suite de la re´so-
lution, et le filtrage par SAC en est un exemple. Le
second avantage re´side dans la simplicite´ de mise en
œuvre dynamique. En effet, comme la ve´rification de
la cohe´rence d’arc des singletons est une ope´ration de
base des algorithmes de type MAC, il est possible d’ex-
ploiter cette ge´ne´ralisation de manie`re dynamique au
moment de l’affectation d’une valeur d’une variable.
Celle-ci combine donc les strate´gies “passe´” et “futur”,
et permet d’agir en cours de recherche. Elle permet
de conserver une trace de l’e´tat du re´seau obtenu par
la propagation des contraintes apre`s affectation d’une
variable, pour ve´rifier par la suite si cet e´tat re´apparaˆıt
et e´viter ainsi une exploration redondante.
Apre`s avoir de´fini quelques notions de bases essen-
tielles a` la compre´hension du proble`me, nous de´crirons
notre ge´ne´ralisation de la substituabilite´ au voisinage
par l’arc-cohe´rence de singleton (3.1), en e´tudiant les
approches statiques (3.2) et dynamiques du proble`me
(3.3). La section 4 pre´sentera la validation expe´rimen-
tale de ces approches avant de conlure en e´nonc¸ant
quelques perspectives.
2 Notion de bases
Un re´seau de contraintes P est un couple (X , C)
avec X = {x1, ..., xn} un ensemble de variables et
C = {c1, ..., ce} un ensemble de contraintes entre les
variables de X . A` chaque variable xi de X est associe´
un ensemble de de´finition fini dom(xi) = {v1, ..., vd},
appele´ domaine de xi. Une affectation (resp. re´futation)
est un couple (x, v) ∈ (X , dom(x)), note´ x = v (resp.
x 6= v), tel que dom(x) = {v} (resp. v est supprime´e
de dom(x)).
Chaque contrainte ci est de´finie par un couple (si, ri)
tel que :
– si ⊆ X est appele´ porte´e de la contrainte ci et
correspond aux variables sur lesquelles s’applique
la contrainte ci. On note card(si) = ai l’arite´ de
la contrainte ci ;
– ri ⊆
∏
x∈si
dom(x) est appele´e relation et repre´-
sente un ensemble de tuples autorise´s, appele´s sup-
ports de ci, entre les variables de si.
Relativement a` la porte´e, deux variables distinctes
x et y sont dites voisines ssi il existe une contrainte
ci ∈ C, appele´e contrainte voisine de x et y, telle que
{x, y} ⊆ si. Un ensemble de variables X ⊆ X (resp.
ensemble de contraintes C ⊆ C) est au voisinage d’une
variable x (x 6∈ X) si et seulement si pour tout xi ∈ X
(resp. ci ∈ C), x est voisine de xi (resp. ci).
En conside´rant la notion de tuple, nous note-
rons dom(ci) le domaine de de´finition de ci tel que
dom(ci) = ri. Chaque tuple t ∈ dom(ci) est de´fini
par un ai − uplet (v1, ..., vai). Nous utiliserons la no-
tation t[xj ] pour de´signer la valeur vj associe´e a` xj
et t[xˆj ] pour repre´senter (v1, ..., vj−1, vj+1, ..., vai). Un
tuple t ∈ dom(ci) est un support pour x = v (x ∈ si et
v ∈ dom(x)) si et seulement si t[x] = v. L’ensemble des
supports pour x = v dans ci est note´ supports(ci|x=v).
Une contrainte est satisfaite ssi elle contient au moins
un support.
Une solution pour un re´seau de contraintes P =
(X , C) est une affectation de chaque variable de X
satisfaisant toutes les contraintes. Un re´seaux de
contraintes est dit cohe´rent (ou satisfaisable) s’il admet
au moins une solution, et incohe´rent (ou insatisfaisable)
sinon. Le proble`me de satisfaction de contraintes CSP
est le proble`me de de´cision (NP-complet) qui consiste
a` de´terminer si un re´seau de contraintes admet ou non
une solution. Nous e´voquerons la re´solution d’une ins-
tance CSP, de´finie par un re´seau de contraintes P,
comme e´tant la recherche d’une solution ou la de´mons-
tration de l’insatisfaisabilite´.
Pour la re´solution de CSP, nous conside´rons uni-
quement des algorithmes de recherche en profondeur
d’abord, de type retours-arrie`re (Backtrack ou BT),
maintenant la cohe´rence d’arc a` chaque noeud de
l’arbre (MAC pourMaintain Arc Consistency). Cet algo-
rithme de type choix+propagation est complet, c’est-
a`-dire qu’il ame`ne ne´cessairement a` une re´ponse en
parcourant, dans le pire des cas, l’ensemble de l’espace
de recherche.
La Cohe´rence d’Arc est un processus de filtrage ap-
pele´ propagation de contraintes. Dans un CSP une va-
leur v de dom(x) est arc-cohe´rente pour une contrainte
ci (x ∈ si) ssi il existe un support pour x = v dans
ci. Une variable est arc-cohe´rente pour une contrainte
ssi toutes ses valeurs sont arc-cohe´rentes. Une variable
est arc-cohe´rente ssi elle est arc-cohe´rente pour toutes
les contraintes dans lesquelles cette variable est im-
plique´e. Un re´seau est arc-cohe´rent ssi toutes ses va-
riables sont arc-cohe´rentes. Sans distinction sur l’arite´
des contraintes du re´seau, la Cohe´rence d’Arc est appe-
le´e Cohe´rence d’Arc Ge´ne´ralise´e (GAC) D’autres types
de cohe´rences existent et permettent un filtrage, plus
ou moins fort, des variables en fonction des contraintes
du re´seau. On de´finit φ(P) le re´seau de contraintes ob-
tenu apre`s l’application de l’algorithme de propagation
de contraintes φ. Par exemple, φ = GAC signifie que
toutes les valeurs arc-incohe´rentes de P sont suppri-
me´es. Dans la suite nous noterons, pour simplifier, le
re´seau de contraintes obtenu par l’application de la
Cohe´rence d’Arc AC(P). S’il existe une variable ayant
un domaine vide dans φ(P), on note φ(P) |= ⊥ l’in-
cohe´rence re´sultant de φ. Le sous-re´seau obtenu apre`s
l’affectation x = v est note´ P|x=v.
La re´solution de type MAC impose de spe´cifier le
type de branchement utilise´ pour de´velopper l’arbre
de recherche. En effet, il est possible de conside´rer un
branchement binaire (2way-branching) ou non binaire
(dway-branching). Par 2way-branching , on entend qu’a`
chaque e´tape un couple variable-valeur (x, v) est se´lec-
tionne´ et deux cas sont ensuite conside´re´s : l’affectation
x = v et, si celle-ci n’aboutit pas a` une solution, la re´-
futation x 6= v qui se poursuit du choix d’un nouveau
couple. Pour le dway-branching , a` chaque e´tape, une
variable x est se´lectionne´e et affecte´e a` une valeur v de
dom(x). Si cette valeur est re´fute´e, une autre valeur de
dom(x) est choisie puis affecte´e, ceci tant que la re´fu-
tation n’ame`ne pas a` une incohe´rence locale. Chacun
de ces mode`les a des avantages, le 2way-branching est
ne´anmoins pre´fe´re´ en pratique puisqu’il donne une im-
portance majeure a` l’heuristique de choix de variables.
En suivant ces mode`les axe´s sur le de´veloppement
d’un arbre de recherche, nous pouvons de´finir une no-
tion d’instanciation pour un CSP P = (X , C). L’instan-
ciation des variables de X ⊆ X est une application IX
de X dans dom(x) qui a x associe v, de´crivant l’af-
fectation x = v. IX est appele´e instanciation comple`te
si X = X et instanciation partielle sinon. I∅ repre´sen-
tera l’absence d’affectation. Une instanciation IX est
cohe´rente si et seulement si elle ve´rifie les contraintes
du re´seau. Une instanciation comple`te et cohe´rente est
une solution.
Ces quelques notions permettent de de´finir notre
cadre, dont le travail pre´liminaire passe par la de´fi-
nition et l’e´tude de la substituabilite´ au voisinage, ce
qui permettra une meilleure compre´hension de l’inte´-
reˆt d’inte´gration de cette approche aux algorithmes
existant.
3 Substituabilite´ base´e sur l’arc-
cohe´rence de singleton
3.1 De´finition et e´tude de la substituabilite´ au voi-
sinage
La substituabilite´ et, paralle`lement, l’interchangea-
bilite´ sont les maˆıtres-mots de notre contribution. Ces
proprie´te´s des CSP ont donne´ lieu a` de nombreux tra-
vaux mettant en e´vidence la difficulte´ a` les de´terminer
[3]. Il existe deux formes de substituabilite´ et inter-
changeabilite´ : comple`te ou local.
Pour un CSP P = (X , C) et deux couples dis-
tincts (x, v), (x, v′) ∈ (X , dom(x)), v est comple`tement
substituable par v′ ssi pour chaque solution IX telle
que IX (x) = v, il existe une solution I
′
X telle que
I ′X (x) = v
′ et I ′X (y) = IX (y) pour tout y ∈ X et
y 6= x. Il est facile de voir que les notions d’interchan-
geabilite´ comple`te et de substituabilite´ comple`te sont
lie´es. En effet, deux valeurs v et v′ sont comple`tement
interchangeables ssi v est comple`tement substituable
par v′ et v′ est comple`tement substituable par v. Deux
valeurs comple`tement interchangeables sont donc com-
ple`tement substituables. Cette de´finition montre la dif-
ficulte´ a` de´terminer l’interchangeabilite´ ou la substi-
tuabilite´ comple`te de deux valeurs, dont la complexite´
est coNP-complet. Cela ne´cessite l’e´nume´ration des so-
lutions (variable de re´fe´rence exclue) et la ve´rification
de l’inclusion de chacune dans les autres.
Cependant, un affaiblissement permet de de´finir une
forme locale de la substituabilite´ et de l’interchangea-
bilite´ de deux valeurs : substituabilite´ au voisinage et
interchangeabilite´ au voisinage. Celles-ci se de´finissent
par la substituabilite´ ou l’interchangeabilite´ entre deux
valeurs d’une variable x sur un sous-ensemble de va-
riables ou de contraintes du re´seau, notamment au voi-
sinage de x. Dans la suite, nous nous concentrerons sur
la substituabilite´ au voisinage, que nous privile´gierons
a` l’e´tude de l’interchangeabilite´ car, comme nous l’e´vo-
querons, de´terminer la substituabilite´ suffit dans notre
cadre. De fac¸on analogue a` la forme de substituabilite´
comple`te, il nous est possible de de´finir la substituabi-
lite´ au voisinage comme suit :
De´finition 1 Soit P = (X , C) un CSP, soient deux
couples distincts (x, v), (x, v′) ∈ (X , dom(x)) et X
l’ensemble de variables compose´ de x et de ses voi-
sines. v est substituable par v′ au voisinage de x si et
seulement si, pour chaque instanciation partielle co-
he´rente IX telle que IX(x) = v, il existe une instan-
ciation partielle cohe´rente I ′X telle que I
′
X(x) = v
′ et
I ′X(y) = IX(y), pour tout y ∈ X et y 6= x.
Cette de´finition se concentre cette fois sur l’ensemble
de variables X, correspondant a` la variable x et son
voisinage, pour mettre en e´vidence la relation entre
l’e´tat du voisinage de x pour l’une et l’autre des valeurs
de son domaine. Dans la litte´rature, il est possible de
trouver une reformulation plus classique de cette de´-
finition [3] qui se concentre sur la notion de supports
au voisinage :
De´finition 2 Pour un CSP P = (X , C) et deux
couples (x, v), (x, v′) ∈ (X , dom(x)). v est substituable
par v′ au voisinage de x ssi, pour toute contrainte ci
voisine de x, supports(ci|x=v) ⊆ supports(ci|x=v′).
Intuitivement, la notion de supports peut eˆtre as-
socie´e a` la notion de propagation de contraintes pour
e´noncer les propositions suivantes :
Proposition 1 Soit P = (X , C) un CSP, soient deux
couples (x, v), (x, v′) ∈ (X , dom(x)), et φ un algo-
rithme de propagation de contraintes. v est substituable
par v′ au voisinage de x si et seulement si le CSP
φ(P|x=v) est un sous-re´seau de φ(P|x=v′), a` l’excep-
tion de la variable x.
Proposition 2 Soit P = (X , C) un CSP, soient deux
couples (x, v), (x, v′) ∈ (X , dom(x)) tels que v est sub-
stituable par v′ au voisinage de x , et φ un algorithme
de propagation de contraintes. Si φ(P|x=v′) |= ⊥ alors
φ(P|x=v) |= ⊥.
Ces deux re´sultats forment le centre d’inte´reˆt de
notre contribution. Pour prouver ces propositions, il
suffit de se concentrer sur les de´finitions 1 et 2. Le
sens “si” est imme´diat. Puisque v est substituable par
v′ au voisinage de x, nous avons, d’apre`s la de´finition
2, supports(ci|x=v) ⊆ supports(ci|x=v′). En ite´rant la
propagation des contraintes jusqu’a` atteindre un point
fixe du CSP, les supports supports(c|x=v) de φ(P|x=v)
sont inclus dans les supports supports(c|x=v′) pour
tout c, a` l’exception de la variable x . Donc CSP
φ(P|x=v) est un sous-re´seau de φ(P|x=v′), variable x
exclue.
Dans l’autre sens, nous avons φ(P|x=v) sous-re´seau
de φ(P|x=v′), en omettant la variable x, et φ un
algorithme ve´rifiant la cohe´rence locale du re´seau.
Donc pour chaque instanciation localement cohe´rente
IX\{x} (avec X ensemble de variable compose´ de
x et de son voisinage) de φ(P|x=v), il existe une
instanciation localement cohe´rente I ′
X\{x} telle que
I ′
X\{x}(y) = IX\{x}(y), pour tout y ∈ X et y 6= x.
En conside´rant la variable x dans chacune des instan-
ciations, nous obtenons IX(x) = v et I
′
X(x) = v
′,
mais aussi I ′
X\{x}(y) = IX\{x}(y). D’apre`s la de´fini-
tion 1, v est donc substituable par v′ au voisinage de
x. Enfin, trivialement, en conside´rant la proposition 1,
chaque solution, variable x exclue, du CSP φ(P|x=v)
l’est aussi pour φ(P|x=v′). Par contrapose´e, si le CSP
φ(P|x=v′) est incohe´rent, alors φ(P|x=v) l’est aussi. Ce
qui montre la proposition 2.
L’ide´e est donc d’utiliser et d’inte´grer le plus effica-
cement possible ces re´sultats aux algorithmes de pre´-
traitement et de recherche comme, par exemple, SAC
et MAC. Avant d’exploiter les valeurs substituables au
voisinage, il faut ne´anmoins remplir cette condition de
substituabilite´. Pour cela, il suffit de se concentrer sur
la de´finition 2 et de ve´rifier l’inclusion des supports
des contraintes voisines pour les affectations x = v et
x = v′. Notons que l’utilisation de tuples autorise´s,
pour le calcul de l’inclusion, est privile´gie´e dans nos
descriptions mais est, dans le cas ge´ne´ral, e´quivalente
pour la ve´rification d’inclusion a` l’utilisation des tuples
interdits. Aussi, une remarque peut eˆtre faite quant a`
l’efficacite´, en nombre de valeurs substituables, de la
de´tection de la substituabilite´ au voisinage, puisque
celle-ci est de´pendante de l’algorithme de propagation
de contraintes. Dans la suite, nous concentrerons notre
e´tude sur la propagation par Cohe´rence d’Arc, notam-
ment utilise´ dans les algorithmes SAC et BT+MAC.
3.2 Substituabilite´ au pre´traitement SNS
Pour correspondre au mieux a` notre e´tude de la
substituabilite´ au voisinage, le choix de l’inte´gration
au pre´traitement se porte sur l’algorithme SAC. Pour
un CSP P = (X , C) et une variable x ∈ X , une va-
leur v ∈ dom(x) est singleton arc-cohe´rente (sac) ssi
AC(P|x=v) 6|= ⊥. Et, de manie`re e´tendue, une va-
riable x est sac ssi, pour tout v ∈ dom(x), v est
sac. L’Arc-Cohe´rence de Singleton (SAC) est une forme
plus forte de cohe´rence locale que GAC qui garantit
φ(P|x=v) 6|= ⊥, pour chaque couple variable-valeur
(x, v). La propagation suivant l’affectation de chaque
couple (x, v) pre´sente un grand inte´reˆt dans notre cas
puisque nous pourrons profiter du traitement efficace
effectue´ par cet algorithme et y greffer notre approche,
tout en be´ne´ficiant du filtrage effectue´ par SAC.
L’algorithme re´sultant de l’inte´gration de notre ap-
proche, que nous nommons SNS pour“SAC and Neigh-
bouhood Substituability”, se de´finit en deux e´tapes. La
premie`re se concentre sur la de´tection des valeurs sub-
stituables. Pour cela, les supports des contraintes voi-
sines sont stocke´s apre`s l’appel a` l’algorithme AC sur
le re´seau P|x=v, dans une structure correspondant a`
un e´tat du voisinage de x (note´ Ex=v). L’inclusion des
e´tats s’effectue ensuite simplement en ve´rifiant l’in-
clusion des supports de chaque contrainte de l’un et
l’autre des e´tats. Formellement, en conside´rant Ex=v(c)
la contrainte c dans Ex=v, nous avons Ex=v ⊆ Ex=v′
ssi, pour tout tuple t ∈ Ex=v(c), il existe un tuple
t′ ∈ Ex=v′ tel que t[xˆ] = t
′[xˆ]. S’il y a inclusion pour
toutes les contraintes, il y a inclusion pour l’e´tat. La
seconde e´tape utilise la proposition 1. Dans le cadre de
SNS, si v est substituable par v′ au voisinage de x, les
solutions obtenues avec l’affectation x = v permettent
de de´duire certaines solutions pour x = v′, donc v est
supprime´e. La de´tection de l’interchangeabilite´ au voi-
sinage n’apporte donc pas de nouvelles informations
puisque l’une ou l’autre des variables est destine´e a`
eˆtre supprime´e.
Associe´e a` SAC, cette approche, pre´sente´e dans l’al-
gorithme 1, permet donc un filtrage des valeurs “non
sac” et substituables au voisinage, ce qui le rend plus
fort que l’algorithme SAC. Dans celui-ci, seules les ins-
tructions 7 a` 11 se concentrent sur la recherche de va-
leurs substituables, le reste de l’algorithme correspond
a` SAC, ce qui montre la facilite´ d’inte´gration.
Algorithme 1 : SNS
Entre´es : P = (X , C) : un CSP
Sorties : SNS(P)
de´but1
re´pe´ter2
pour chaque couple (x, v) ∈ (X , dom(x)) faire3
si AC(P|x=v) ⊥ alors4
Supprimer (x, v)5
sinon6
Stocker Ex=v7
pour chaque (x, v′) prouve´ sac faire8
Ex=v ⊆ Ex=v′ ⇒ Supprimer (x, v)9
Et si v n’est pas supprime´ :10
E
x=v
′ ⊆ Ex=v ⇒ Supprimer (x, v′)11
fin12
fin13
fin14
jusqu’a` ne plus avoir de suppression de couples15
fin16
Aussi, l’efficacite´ en temps et en espace d’un tel cal-
cul d’inclusion des supports de´pend directement de
l’arite´ de la contrainte. Si la contrainte c implique
a variables ayant chacune un domaine de taille d, la
contrainte peut avoir, dans le pire des cas, da supports.
Avant d’entamer le calcul de la complexite´ algo-
rithmique de SNS, nous rappelons que le re´seau de
contraintes posse`de n variables de domaine d, que le
nombre de contraintes est e et chacune est d’arite´
maximale r.
Pour la complexite´ en espace, conside´rons tout
d’abord l’espace ne´cessite´ par un e´tat pour un couple
variable-valeur (x, v). Puisque l’arite´ des contraintes
est r, chaque variable est voisine de r−1 variables, dont
le domaine est d. Il y a dr−1 supports par contrainte
et donc (r − 1)dr−1 valeurs par contrainte. Dans le
pire des cas, chaque variable est implique´e dans les e
contraintes du re´seau, ce qui permet de de´duire qu’il
y a e(r− 1)dr−1 valeurs par e´tat, dans le pire des cas.
Pour comparer les e´tats correspondant a` chaque va-
leur d’une variable, SNS ne´cessite de conserver d e´tats.
Nous avons donc une complexite´ en espace en O(erdr)
pour l’ensemble des e´tats a` stocker lors de SNS.
Pour calculer la complexite´ en temps de SNS, il faut
tout d’abord conside´rer que celui-ci est inte´gre´ a` l’al-
gorithme SAC, puis de´composer SNS. Tout d’abord,
il est possible de noter qu’un traitement est effectue´
pour chaque couple variable-valeur, soit nd fois. Ce
traitement correspond a` la cohe´rence d’arc (1), le sto-
ckage de l’e´tat associe´ au couple (2) et la comparai-
son avec les e´tats existant pour une meˆme variable
(3). La complexite´ de l’algorithme AC est en O(erdr)
(1). Le stockage d’un e´tat ne´cessite le parcours de ses
e(r− 1)dr−1 valeurs (2). Chacun de ces e´tats doit eˆtre
compare´ aux e´tats pre´ce´demment conserve´s. L’inclu-
sion sera teste´e dans un sens puis dans l’autre, ce qui
ne´cessite d − 1 ve´rifications d’inclusion pour chaque
couple variable-valeur. L’inclusion de deux e´tats im-
plique le parcours de l’ensemble des valeurs de ces
e´tats, donc erdr valeurs pour les ve´rifications d’inclu-
sion (3). En de´tail, nous avons donc une complexite´ en
temps pour le traitement e´nonce´ pre´ce´demment proche
de nd× (erdr + e(r− 1)dr−1 + erdr), soit O(erndr+1).
Or, comme dans le cadre de l’algorithme SAC clas-
sique, la suppression d’une valeur dans le re´seau de
contraintes, quelle que soit la raison, implique la re´ite´-
ration du traitement effectue´ ci-dessus puisque l’e´tat
du re´seau a` changer. Comme le re´seau posse`de nd va-
leurs, le traitement doit, dans le pire des cas, eˆtre ite´re´
nd fois. La complexite´ en temps, permettant de de´tec-
ter l’ensemble des valeurs non-sac et les valeurs sub-
stituables au voisinage est O(ern2dr+2).
Bien qu’ayant des complexite´s en espace et en temps
e´leve´es a` cause de l’arite´ des contraintes, il faut ne´an-
moins noter qu’en pratique, l’efficacite´ de l’approche
de´pendra, bien e´videmment, des traitements et des
structures utilise´es. Aussi, puisque cette complexite´ est
fonction de l’arite´, il est inte´ressant de voir le cas parti-
culier des contraintes binaires, qui peut eˆtre conside´re´
comme le cas le plus “le´ger” pour SNS. La complexite´
en espace est en O(end2) et la complexite´ en temps est
O(en2d4), c’est-a`-dire comparable a` l’algorithme SAC
classique dans le pire des cas.
La de´tection de valeurs substituables au voisinage
dans le cadre d’un pre´traitement peut donc s’ave´rer
inte´re´ssant notamment par son inte´gration facile dans
des algorithmes tel que SAC, permettant d’approfon-
dir leurs capacite´s. Pourtant, les pleines ressources de
notre pre´traitement ne sont pas de´veloppe´es ici mais
sont nombreuses. Il est de notre avis qu’il est pos-
sible de de´duire des informations sur le re´seau, par
exemple structurelles, par notre pre´traitement pour fa-
ciliter l’utilisation d’une approche dynamique.
3.3 Recherche dynamique de la substituabilite´
Le de´veloppement des diffe´rentes e´tapes de l’ap-
proche statique, effectue´ en 3.2, illustre tous les trai-
tements que nous allons e´tendre au cas du 2way-
branching, permettant de de´duire la substituabilite´ au
voisinage dynamiquement. Tout d’abord, l’aspect dy-
namique de cette inte´gration vient de la modification
constante du re´seau de contraintes. Dans le cas d’un
algorithme de type BT+MAC, le maintien de l’arc-
cohe´rence dans le re´seau se fait quelle que soit la de´ci-
sion qui a e´te´ prise, notamment apre`s affectation d’une
variable. La de´tection de valeurs substituables au voi-
sinage d’une variable pourra donc se greffer facilement,
comme dans le cadre statique, et eˆtre calcule´e a` chaque
nœud de l’arbre de recherche.
De manie`re analogue a` l’approche SNS, les supports
au voisinage sont stocke´s apre`s chaque propagation des
contraintes suivant une affectation x = v. Les e´tats
d’une variable sont donc de´crits par l’e´tat produit lors
de la dernie`re affectation (l’e´tat courant) et par les
e´tats conserve´s pour les valeurs pre´ce´demment re´fu-
te´es (les e´tats passe´s). D’apre`s la proposition 2, si l’e´tat
courant Ex=v est inclus dans un e´tat passe´ Ex=v′ , alors
la valeur v est substituable par v′ et puisque v′ a e´te´
re´fute´e, v doit l’eˆtre elle aussi. Notons que ce re´sultat
est duˆ a` la re´futation du couple (x, v′) a` la racine de
l’arbre de recherche, ce qui induit une incohe´rence glo-
bale de celui-ci. Le choix x = v, menant a` un sous-e´tat
de celui produit par x = v′, produit ne´cessairement
une incohe´rence globale de (x, v). L’approche dyna-
mique permet de ne pas a` avoir a` re´e´valuer certains
sous-espaces de recherche localement cohe´rents mais
globalement incohe´rents pouvant eˆtre rencontre´s s’il
n’y a pas de´tection de la substituabilite´ des valeurs
au voisinage d’une variable. Pour cette approche, la
de´tection de l’interchangeabilite´ au voisinage est donc
impossible puisque la ve´rification d’inclusion est uni-
late´rale et impose´e par la recherche. Les lignes 5 a` 7
de l’algorithme ns+dual (Algo. 2) illustrent la descrip-
tion effectue´e ci-dessus, inte´gre´e a` l’algorithme clas-
sique 2way-branching de type BT+MAC.
L’inte´gration de la de´tection de la substituabilite´ au
2way-branching peut, bien entendu, eˆtre adapte´e au
cas du dway-branching (que nous appelerons ns+dway)
de manie`re similaire puisque les diffe´rences entre ces
algorithmes sont inde´pendantes de notre approche. Ce-
pendant, malgre´ la facilite´ de mise en œuvre, la condi-
tion de la ligne 13 de l’algorithme ns+dual souligne
un fait important dans notre cadre. La comparaison
entre les e´tats doit eˆtre faite sous certaines conditions,
notamment lie´es a` l’e´tat du re´seau avant l’affectation.
Par exemple, comparer un e´tat au voisinage de x pour
le re´seau φ(P|y=0,x=0) a` un e´tat au voisinage de x
pour le re´seau φ(P|y=1,x=1) n’a pas de sens dans le
Algorithme 2 : ns+dual
Entre´es : P = (X , C) : un CSP
Sorties : ⊤ si P est cohe´rent, ⊥ sinon
de´but1
tant que il existe une variable non affecte´e faire2
Choisir (x, v) ∈ (X , dom(x)) tel que x non affecte´e3
Affecter v a` x et propager les contraintes4
Stocker l’e´tat du voisinage Ex=v5
pour chaque e´tat E
x=v
′ conserve´ faire6
Ex=v ⊆ Ex=v′ ⇒ P |= ⊥7
fin8
tant que P |= ⊥ et ∃ une variable affecte´e faire9
Restaurer le niveau pre´ce´dent10
Re´futer le dernier couple (x′, v′) et Propager11
si P |= ⊥ alors12
Supprimer les e´tats inutiles13
fin14
fin15
si P |= ⊥ et ∄ une variable affecte´e alors16
retourner ⊥17
fin18
fin19
retourner ⊤20
fin21
cas de la de´tection de la substituabilite´ au voisinage,
a` moins que les re´seaux φ(P|y=0) et φ(P|y=1) soient
e´quivalents.
Sans nous concentrer sur les cas particuliers, un cri-
te`re ne´cessaire a` la comparaison de deux e´tats re-
le`ve des instanciations desquelles ils sont produits.
Par exemple, un e´tat obtenu a` la racine de l’arbre
de recherche peut-il eˆtre compare´ a` des e´tats pro-
duits apre`s un nombre quelconque d’affectations ? La
re´ponse s’appuie sur l’utilisation de la proposition 1 :
Proposition 3 Soit P = (X , C) un CSP, soient deux
couples (x, v), (x, v′) ∈ (X , dom(x)), et φ un algo-
rithme de propagation de contraintes. Soit IX une ins-
tanciation cohe´rente telle que X ⊆ X \ {x}. v est sub-
stituable par v′ au voisinage de x si et seulement si le
CSP φ(P|IX ,x=v) est un sous-re´seau de φ(P|x=v′), a`
l’exception de la variable x.
En utilisant la proposition 1, la preuve est imme´-
diate. Si v est substituable par v′ au voisinage de
x, alors φ(P|x=v) est un sous-re´seau de φ(P|x=v′),
variable x exclue. Quelle que soit l’instanciation IX
avec X ⊆ X \ {x}, φ(P|IX ,x=v) est un sous-re´seau
de φ(P|x=v). Donc φ(P|IX ,x=v) est un sous-re´seau de
φ(P|x=v′), en exluant la variable x. Dans l’autre sens,
si φ(P|IX ,x=v) est un sous-re´seau de φ(P|x=v′) alors
les supports de φ(P|IX ,x=v) sont inclus dans les sup-
ports de φ(P|x=v′), en particulier au voisinage de x.
Donc d’apre`s la de´finition 2, v est substituable par v′
au voisinage de x. Ce qui prouve la proposition 3.
Notons ne´anmoins que ce re´sultat tient uniquement
si la ve´rification de l’inclusion se fait d’un e´tat issu
d’une instanciation dans un e´tat issu de la racine de
l’arbre de recherche. En effet, la re´futation du couple
(x, v) a` la racine de l’arbre induit une incohe´rence glo-
bale de celui-ci, donc les valeurs sustituables par v au
voisinage de x sont donc incohe´rentes localement, rela-
tivement a` l’e´tat du voisinage, qui est le re´sultat d’une
l’instanciation. Or, dans l’autre sens, l’incohe´rence re´-
sultant d’une instanciation ne permet pas de de´duire,
dans le cas ge´ne´ral, une incohe´rence globale, et donc
ne permet pas de de´duire, toujours dans le cas ge´ne´-
ral, la suppression de valeurs affecte´es a` la racine de
l’arbre.
De plus, ce re´sultat peut eˆtre e´largi aux re´seaux
φ(P|IX ,x=v) et φ(P|IY ,x=v′), pour deux instanciations
IX et IY avec Y ⊆ X. Si l’on conside`re P
′ = φ(P|IY ),
nous retrouvons la proposition 3 pour les re´seaux
φ(P ′|IX\Y ,x=v) et φ(P
′|x=v′). La remarque pre´ce´dente
visant le sens d’inclusion de´montre donc pourquoi la
condition Y ⊂ X est impose´e pour l’instanciation.
La comparaison entre les e´tats du voisinage pour
une meˆme variable est donc re´duite, dans notre cadre
d’e´tude, a` la comparaison de l’e´tat courant issu d’une
instanciation et des e´tats passe´s issus d’une restric-
tion de cette instanciation, exception faite de la va-
riable pour laquelle les valeurs substituables sont re-
cherche´es. Ce crite`re de comparaison est d’une grande
utilite´ dans le cas du 2way-branching, puisqu’il permet
une de´tection de valeurs substituables au voisinage
malgre´ les affectations effectue´es a` diffe´rents niveaux
de la recherche. Ceci s’applique aussi dans le cadre du
dway-branching, mais la particularite´ duˆe au choix de
la variable a` affecter permettra aux e´tats d’eˆtre conser-
ve´s pour une meˆme instanciation, jusqu’a` la re´futation
comple`te du domaine de la variable.
Avant d’e´tudier la complexite´ algorithmique de l’ap-
proche dynamique, nous rappelons que nous e´tudions
un re´seau de contraintes ayant n variables, de do-
maines de taille d, chacune implique´e dans e d’arite´
maximale r. Dans le cas pre´sent, l’e´tude de la com-
plexite´ pour l’adaptation ns+dual ou ns+dway est e´qui-
valente, nous ne faisons donc pas d’e´tude spe´cifique a`
chacune de ces approches.
Pour la complexite´ en espace, le pire des cas corres-
pond a` la re´futation de d valeurs par variable, qui ont
donc ne´ce´ssite´ le stockage de d e´tats. Les n variables
imposent donc de consever nd e´tats pour l’ensemble de
l’e´valuation dans l’arbre de recherche, dans le pire des
cas. Puisque chaque e´tat est compose´ de e(r − 1)dr−1
valeurs, la complexite´ en espace dans le pire des cas
est O(erndr), correspondant au nombre de valeurs a`
conserver pendant la recherche.
Calculer la complexite´ en temps dans le pire des cas
de´pend de la fac¸on de traduire le pire des cas issu du
de´veloppement d’un arbre de taille exponentiel. Notre
choix se porte sur l’e´tude de la complexite´ en temps
correspondant a` la de´tection de la substituabilite´ des
valeurs d’une variable avant que celle-ci ne soit re´fu-
te´e. Cette re´futation a lieu lorsque d valeurs ont e´te´
re´fute´es et chaque ime affectation conduit a` ve´rifier les
e´tats des i − 1 valeurs re´fute´es pre´ce´demment. Il y a
donc, dans le pire des cas,
(
d
2
)
comparaisons d’e´tats.
Puisque chaque comparaison ne´ce´ssite le parcours de
e(r − 1)dr−1 valeurs, la complexite´ en temps dans le
pire des case est O(erdr+1) pour comparer l’ensemble
des e´tats avant re´futation comple`te de la variable.
Pour fournir un ordre d’ide´e sur le cas binaire, la
complexite´ en espace dans le pire cas est O(end2) et
la complexite´ en temps dans le pire des cas est O(ed3)
pour de´terminer s’il existe des valeurs substituables
avant re´futation comple`te de la variable.
Apre`s l’e´tude the´orique de notre approche, nous al-
lons de´terminer si celle-ci s’ave`re inte´ressante en pra-
tique.
4 Expe´rimentations
Avant de de´velopper les diffe´rents cadres e´tudie´s
pre´ce´demment, quelques petites pre´cisions sur le pro-
tocole expe´rimental. Celui-ci se de´roule en 2 phases :
approche statique inte´gre´e a` SAC avec me´thode de
recherche 2way-branching classique (appele´e SNS), et
approche dynamique inte´gre´e a` ns+dual avec pre´trai-
tement par cohe´rence d’arc (appele´e ns+dual). Chaque
approche a e´te´ compare´e a` son homologue dit “de ba-
se”, c’est-a`-dire sans de´tection de substituabilite´ au
voisinage (respectivement SAC et dual). Les expe´ri-
mentations ont e´te´ re´alise´es dans le cadre binaire es-
sentiellement. Le cas des instances n-aires fait toujours
l’objet d’e´tude pour la mise en pratique, et les com-
plexite´s en espace et en temps expliquent ce choix. Cer-
taines approches auraient pu eˆtre exploite´es, comme
imposer une limite a` l’arite´ des contraintes e´value´es,
mais puisque ceci aurait e´te´ comple`tement arbitraire
par manque d’e´tudes, nous avons de´cide´ de ne pre´sen-
ter que le cas binaire. L’imple´mentation a e´te´ re´alise´e
en JAVA a` l’aide du solveur Abscon109 [5] de´veloppe´
au CRIL, et les expe´rimentations ont e´te´ mene´es sur
un processeur Xe´on 3GHz avec 1Go de RAM. Les ins-
tances CSP utilise´es sont celles de la 3eme compe´ti-
tion internationale de solveurs CSP re´alise´e en 2008
(http ://cpai.ucc.ie/08/). Ces instances sont norma-
lise´es, c’est-a`-dire que deux contraintes ne peuvent
pas impliquer le meˆme ensemble de variables. Les ins-
tances sont divise´es en 4 cate´gories contraintes en ex-
tension/intension et SAT/UNSAT. Le temps de re´so-
lution a e´te´ limite´ a` 1200s et la me´moire a` 900Mo.
4.1 Inte´gration statique
La comparaison dans le cadre statique est base´e
sur les crite`res suivants : le nombre d’instances re´so-
lues, le nombre de valeurs filtre´es, les temps de re´solu-
tion/pre´traitement et le nombre de nœuds parcourus.
Extension SAT
Solveur # Temps # inst. Filtr.
SAC 296 20624 57 4373
SNS 296 21019 72 41909
Extension UNSAT
Solveur # Temps # inst. Filtr.
SAC 195 13824 68 6869
SNS 195 13807 78 8372
Intension SAT
Solveur # Temps # inst. Filtr.
SAC 253 14867 57 16404
SNS 254 18054 110 82432
−SNS 253 17855 109 79618
Intension UNSAT
Solveur # Temps # inst. Filtr.
SAC 202 8307 47 24382
SNS 205 10857 51 41546
−SNS 202 8017 49 37690
Tab. 1 – Re´sultats globaux : SAC contre SNS
La tableau 1 pre´sente les re´sultats ge´ne´raux de la
re´solution de toutes les instances binaires. Dans celle-
ci, chaque tableau repre´sente une cate´gorie, pour les-
quelles le nombre d’instances (#), le temps de re´solu-
tion total en seconde (Temps), le nombre d’instances
sur lesquelles au moins une valeur a e´te´ supprime´e (#
inst.) et le nombre de valeurs filtre´es (Filtr.). Nous
conside´rons le nombre de valeurs filtre´es comme e´tant
le nombre de valeurs supprime´es au pre´traitement,
c’est-a`-dire les valeurs non-sac et les valeurs substi-
tuables dans le cas de SNS. Aussi, le nom d’une ap-
proche pre´ce´de´e d’un signe − indique que seules les
instances re´solues par les deux approches sont prises
en compte dans les re´sultats de celle-ci.
Premier re´sultat : l’approche base´e sur SNS est
meilleure en nombre d’instances re´solues que l’ap-
proche SAC. Elle re´pond aux proble`mes pour 4 ins-
tances de plus que l’approche classique. Or SNS n’a
joue´ un roˆle que pour 3 d’entre elles. Nous pouvons
donc de´duire que les caracte´ristiques spe´cifiques de
l’approche SNS ont permis de conclure pour 3 pro-
ble`mes de plus que SAC. Un re´sultat tout aussi inte´res-
sant, toutes cate´gories confondues, est que le nombre
de valeurs filtre´es par SAC est de 59771, alors que SNS
filtre 182041 valeurs, ce qui montrent la puissance de
filtrage de notre approche. Cependant, en temps de re´-
solution total, notre approche n’a pas vraiment l’avan-
tage, puisqu’elle est en dessous de l’approche classique.
Elle n’a l’avantage en temps que pour la cate´gorie “in-
tensions/unsat”, dont le temps re´solution des instances
est le plus faible.
 0
 200
 400
 600
 800
 1000
 1200
 0  200  400  600  800  1000  1200
 0
 200
 400
 600
 800
 1000
 1200
 0  200  400  600  800  1000  1200
SN
S 
- te
mp
s C
PU
SAC contre SNS
SAC - temps CPU
Fig. 1 – Comparaison des temps CPU : SAC contre SNS
Le nuage de points Figure 1 permet d’avoir une
vue globale des temps de re´solution des instances.
Sur celui-ci chacun des points repre´sente un proble`me,
dont les coordonne´es sont de´signe´es par les temps
de re´solution des instances. Par exemple, la droite
x = 1200 montre les 4 instances re´solues par SNS et
non par SAC. Il est facile de de´duire de cette figure que
SNS est plus mauvais en temps, notamment en obser-
vant une nue´e de point proche de (0, 200). Malgre´ ces
quelques instances, la majorite´ des points se situent
autour de la droite y = x, ce qui montre des temps
tre`s proches pour les deux approches.
Meˆme si l’approche s’ave`re mauvaise pour la re-
cherche de performance, certaines classes d’instances
ressortent de ces re´sultats, notamment celles formant
le groupement de point e´nonce´ pre´ce´demment. Une
analyse plus de´taille´e permet d’extraire deux classes
de proble`me : JobShop et Taillard OpenShop.
Tout d’abord, les proble`mes jobShop utilise´s, e´tudie´s
par Sadeh-Fox, sont des proble`mes sat de 50 variables,
de domaines de taille comprise entre 100 a` 250, et de
265 contraintes binaires. La plupart de ces instances
ont e´te´ re´solues facilement par l’approche SAC, sans
pour autant be´ne´ficie´e de filtrage. Sur 46 instances re´-
solues par les deux approches, 29 sont triviales, c’est-a`-
dire que le nombre d’affectations e´quivaut au nombre
de variables.
Solver # Trival Temps Filtr. Prepro. Nœuds
SAC 45 29 175 0 85 208181
SNS 45 35 2369 19293 2208 8801
Tab. 2 – Synthe`ses des re´sultats des proble`mes jobShop
Le tableau 2 pre´sente une comparaison des deux ap-
proches e´tudie´es, dont les crite`res sont le nombre d’ins-
tances re´solus (#), le nombre d’instances trivialement
satisfaites (Trivial), le temps de re´solution en secondes
(Temps), le nombre de valeurs filtre´es (Filtr.), le temps
de pre´traitement en secondes (Prepro.) et le nombre de
nœuds de l’arbre de recherche (Nœuds). Ceci montre
l’efficacite´ du pre´traitement effectue´ par SNS pour le
crite`re de la suppression de valeurs. Quelques instances
sont trivialement satisfaites et le nombre de nœuds
lie´s a` la recherche est fortement re´duit. Cependant, le
temps de pre´traitement occupe la majeure partie du
temps de re´solution (93%), et c’est sur ce crite`re que
notre approche de´montre des lacunes. SNS permet de
re´soudre en 10s (dont 8s de pre´traitement) une 46e
instance que SAC re´soud en 691s (dont 2s de pre´trai-
tement). Notre approche filtre 517 valeurs et re´duisant
ainsi le nombre de nœuds parcourus a` 192, alors que
l’approche classique ne permet aucun filtrage, et a par-
couru plus de 4 millions de nœuds. Inte´gre´ ce re´sultat
a` notre synthe`se n’aurait donc pas e´te´ pertinent.
Pour terminer l’analyse de l’approche statique, e´tu-
dions la deuxie`me classe d’instances inte´ressante : les
instances Taillard OpenShop. Ces proble`mes d’opti-
misations sont des instances dont le nombre de va-
riables est n2, de taille maximale avoisinant les 300
valeurs et le nombre de contraintes est de 4n2 pour
n ∈ {4, 5, 7, 10, 20} dans notre cas. 43 instances ont
e´te´ re´solues par les deux approches, et celles-ci n’ef-
fectuent aucun filtrage pour 18 d’entre elles. Notons
que le temps de pre´traitement pour ces 18 instances
est d’environ 305s pour SNS et 303s pour SAC, ce qui
est inte´ressant puisque la ve´rification des e´tats n’a pas
e´te´ trop couˆteuse en temps.
Solver # Trivial Temps Filtr. Prepro Nœuds
SAC 25 3 1161 10850 590 870351
SNS 25 4 1950 67105 1775 151663
Tab. 3 – Synthe`ses des re´sultats des proble`mes Taillard-OS
Le tableau 3 se composent des meˆmes crite`res que
pour les jobShop. Nous pouvons y effectuer les meˆmes
remarques que pre´ce´demment. Le manque d’efficacite´
en temps vient du pre´traitement qui fait un travail de
filtrage tre`s important (90% du temps de re´solution),
pour e´valuer un nombre de nœuds bien plus faible.
Chacune des cate´gories fait ressortir une classe de
proble`mes particulie`re, plus ou moins facile a` re´soudre.
Pour autant, il est difficile de de´terminer une classe
d’instances comple`te pour laquelle l’approche SNS est
meilleure en temps. Notre pre´traitement s’ave`re tre`s
efficace pour la de´tection jointe de valeurs substi-
tuables et non-sac, mais ceci a un couˆt. Bien que
le pre´traitement soit peu efficace en temps lorsque
ce nombre de valeurs est important, il facilite large-
ment la recherche en re´duisant fortement le nombre
de nœuds de l’arbre, ce qui lui permet de re´soudre
plus d’instances que son homologue de base.
4.2 Inte´gration dynamique
Pour notre approche dynamique, les crite`res de com-
paraisons se concentrent sur le nombre d’instances re´-
solues, le temps de re´solution en seconde et le nombre
de filtrages effectue´s durant la recherche.
Extension SAT
Solveur # Temps # inst. Filtr.
dual 296 20845 - -
ns+dual 294 17972 28 129
−dual 294 18600 - -
Extension UNSAT
Solveur # Temps # inst. Filtr.
dual 196 13771 - -
SNS 196 13716 36 66302
Intension SAT
Solveur # Temps # inst. Filtr.
dual 253 9391 - -
ns+dual 254 9465 58 22439
−dual 251 9466 - -
−ns+dual 251 8706 55 18441
Intension UNSAT
Solveur # Temps # inst. Filtr.
dual 202 8268 - -
ns+dual 203 8435 29 152014
−ns+dual 202 7789 28 104917
Tab. 4 – Re´sultats globaux : dual contre ns+dual
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Fig. 2 – Comparaison des temps CPU : dual contre ns+dual
Le tableau 4 montre que le nombre d’instances re´-
solues est le meˆme pour l’une et l’autre des approches.
Le cumule des temps ne fournit pas non plus un cri-
te`re inte´ressant pour l’approche dynamique, puisque
l’on ne note qu’un tre`s le´ger gain. Ne´anmoins, pour
les instances communes re´solues, l’approche ns+dual
est toujours meilleure, ce que l’on remarque aussi sur
le nuage de points 2. Un re´sultat de´cevant toutefois :
10 a` 20% des instances be´ne´ficient de la de´tection de
valeurs substituables.
Malgre´ le peu d’instances touche´es par notre traite-
ment dynamique, il est possible de de´gager quelques
classes de proble`mes, notamment les deux classes
e´tudie´es pour l’approche statique. Les jobShop, tout
d’abord, sur 46 proble`mes re´solus par les deux ap-
proches, 29 sont trivialement sat. Sur les 17 instances
restantes, 10 sont touche´es par la de´tection de la sub-
stituabilite´, dont l’instance que nous avions e´carte´ de
notre synthe`se. L’approche dual met pre`s de 660s pour
re´pondre a` la satisfaisabilite´, alors que ns+dual, 1 pe-
tite seconde, graˆce a` la de´tection de 3 valeurs substi-
tuables. Le gain obtenu pour les autres instances res-
tent ne´gligeable puisque celles-ci sont faciles (15s pour
ns+dual et 17s pour dual).
La deuxie`me classe correspond aux instances
Taillard. Sur 45 instances, 25 sont touche´es par la de´-
tection de la substituabilite´ de ns+dual dont 2 ins-
tances sont re´solues uniquement par ns+dual en fil-
trant 397 valeurs. dual met 1724s tandis que ns+dual
met 1443s pour la re´solution des 23 instances res-
tantes, ce qui est explique´ par le filtrage de 2611 va-
leurs, permettant d’e´valuer 460024 nœuds au total,
contre 1046687 pour dual. Ceci montre encore une fois
l’efficacite´ de la de´tection de la substituabilite´ pour les
instances Taillard, et permet de faire le lien, comme
pour l’approche statique entre valeurs filtre´es et re´-
duction de l’arbre de recherche.
Contrairement a` l’approche statique, l’approche dy-
namique montre de meilleurs re´sultats en temps qu’un
solveur dual classique, meˆme si le nombre d’instances
re´solues reste le meˆme. Aussi, la non-re´solution de
quelques instances par notre approche compare´ a` l’ap-
proche classique est due, dans le cas ge´ne´ral, a` la
grande taille de l’instance (fapp avec 2500 variables
de taille maximum 360) ou le temps de re´solution
proche de 1200s pour l’approche classique, pour lequel
le proce´de´ de de´tection automatique pe´nalise notre ap-
proche.
5 Conclusion et perspectives
Dans ce papier, une ge´ne´ralisation de la substitua-
bilite´ au voisinage, une forme de syme´trie affaiblie, a
e´te´ propose´e. Cette ge´ne´ralisation originale est obte-
nue par substitution de la notion de supports de ma-
nie`re syntaxique par une mesure se´mantique de la pro-
pagation des contraintes de´finie par l’e´tat des variables
dans le voisinage d’une variable affecte´e. Pour ceci, un
pre´traitement inte´gre´ a` l’algorithme SAC a e´te´ propose´
en tant qu’approche statique. De plus, puisque l’affec-
tation et le maintien de la cohe´rence d’arc sont des
ope´rations de base des algorithmes de type MAC, une
adaptation dynamique a e´galement e´te´ propose´e. Les
re´sultats expe´rimentaux sur les proble`mes binaires de
nos deux approches sont inte´ressantes par plusieurs
aspects. Meˆme si l’approche statique n’est pas ren-
table en temps, celle-ci se montre d’une grande effica-
cite´ de filtrage, ce qui permet la re´solution d’instances
que l’approche classique ne re´soud pas. L’approche dy-
namique montre des re´sultats en temps inte´ressants,
meˆme si le nombre de proble`mes sur lequel les valeurs
substituables ont e´te´ de´tecte´es est faible. Enfin, cer-
taines classes de proble`mes pour lesquelles la de´tection
des valeurs substituables s’ave`re efficace et pertinente
peuvent eˆtre extraites et mettent e´vidence l’impact,
positif et ne´gatif, de la de´tection de la substituabilite´
au voisinage.
Les perspectives a` la suite de ces travaux sont nom-
breuses. Outre la ge´ne´ralisation et l’ame´lioration de
nos approches en pratique, l’utilisation d’autres formes
de propagation des contraintes est envisage´e. L’e´tude
de l’impact d’un e´lagage sur la ponde´ration d’heuris-
tiques est envisage´ pour tenter d’avoir une comple´-
mentarite´. Il nous semble aussi inte´ressant d’exploiter
notre approche pour e´tablir des relations de de´pen-
dances entre les valeurs des variables.
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