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1. Introduction
Due to their flexibility, their simple implementation and (often) their low computational cost, subdivision schemes are a
very popular tool for representation and manipulation of curves and surfaces. In the last two decades, several interpolatory
and non-interpolatory subdivision schemes have been proposed by many authors (see e.g. the survey paper [1]). More
recently, the so-called Hermite C1 interpolatory schemes (HC1) have been analyzed. Among them we recall the relevant
subset ofMerrien schemes, [2–12]. Perhaps, themain appeal of theHC1 schemes (as well as any Hermite scheme) lies in their
localness. Indeed, in the commonly accepted analytic interpretation, they are seen as the evaluation of aHermite interpolant,
taken from some suitable 4D space, sayP , and of its derivative at a given point, usually themid point.1Many andwell known
are the advantages of local versus global formulas: here we limit ourselves to put in evidence the two more significant
ones for this paper. The first concerns the construction of C1 piecewise curves or surfaces, which is trivial provided that
suitable Hermite conditions are assigned at the common points of the 1D or the 2D grid. The second concerns a possible
easier local control of the shape. Indeed, if from one side it is now accepted that any efficient tool for design, interpolation,
approximation etc. must give the user some control on the form of the curve or surface, on the other it is well known to any
researcher working in this field how difficult it is to manage global shape constraints. The papers on the HC1 schemes cited
in the references are all devoted to detailing these aspects.
∗ Corresponding author.
E-mail addresses: costantini@unisi.it (P. Costantini), manni@mat.uniroma2.it (C. Manni).
1 Such an interpretation does not imply in general that the limit function produced by the subdivision scheme belongs to P . This is of course the case
when P is the space of cubic polynomials, but not for other common choices (rational functions, exponential functions, etc.) at least in the simplest
stationary and uniform version of the HC1 scheme.
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Let us turn our attention to the efficiency and smoothness ofHC1 schemes. The efficiency claimed at the beginning of this
section is completely achieved when stationary and uniform schemes are used. The evaluation of a cubic polynomial at mid
point via the de Casteljau algorithm gives the most famous example (note, in passing that the de Casteljau algorithm gives
also the derivative at mid point [13] and thus it can be viewed as the simplest implementation of the simplest HC1 scheme).
Stationary and uniform HC1 schemes also allow imposition of shape constraints (see [10,6,7] and references therein) but
their simplicity has as a counterpart a low degree of smoothness of the limit, which is of course C1, but typically exhibits
a ‘‘fractal’’ behavior in the graph of the first derivative. To obtain a higher smoothness, still retaining shape preservation,
requires non-uniform and/or non-stationary approaches, which is often quite costly.
The geometric construction proposed in [14] goes in this direction. However, surprisingly and fortunately, in the effective
implementation of the theoretical results of [14], using theHermite interpolant froma suitable subspace of rational functions
– which will be referred to as the rational Hermite scheme – we obtained a scheme with the following properties:
- at any level of subdivision the scheme can be described in terms of a piecewise rational function (actually piecewise
cubic except in the first and in the last subinterval) of class C2 in the given (closed) interval;
- the scheme converges to a C2 function in the open interval;
- each subdivision step can be described by three bidiagonal and totally positive matrices applied to the ‘‘generalized’’
Bézier control points of the above mentioned rational function;
- the scheme coincides with the de Casteljau one with the only exception of the first and the last subinterval for each
level, or in other words, is stationary and uniform ‘‘almost everywhere’’.
The positive consequences of these properties are evident. The piecewise function representation cited in the first item
allows us to use the general results of [15] and [16] and construct both a Bernstein–Bézier representation (for a single
interval) and a classical C2 B-spline representation (when more intervals are connected in the construction of curves and
surfaces). Second, now C2 continuity and shape preservation can be achieved simultaneously, in contrast to the usual C1
reachedwithHC1 shape preserving schemes. Third, since the bidiagonal and totally positivematrices describe corner cutting
steps, the scheme is inherently shape preserving in the sense that the shape of the initial control polygon is maintained
through the subdivisions. In other words, we do not have to worry about the set-up of level and interval dependent
shape constraints. Clearly, the advantages are overwhelming in the construction of shape preserving surfaces. Finally, the
computational cost is the lowest possible, being equivalent to that of the cubic de Casteljau algorithm. Again, the advantages
are more important for surface construction.
Summarizing, with the rational Hermite schemewe have at our disposal a tool which provides amathematical object with
shape preserving properties and high smoothness at the same computational cost and equivalent to cubic polynomials. In
this paper we exploit some useful potential applications of this powerful scheme including the description of new 4D spaces
possessing shape parameters and the construction of the corresponding B-splines. Due to space limitations, we have not
gone deep into other possible interesting theoretical aspects but concentrated on an outline of the main applications. For
the same reason, we have provided a very limited number of numerical and graphical examples.
The paper is divided into six sections, which essentially reflect the above comments. In the next one, after recalling
some basic material from the references in order to make the paper self-contained, we present a class of interesting 4D
spaces of piecewise rational functions, possessing shape parameters, defined by means of (some steps of) the subdivision
scheme and we describe the construction of generalized Bernstein bases for them. In Section 3 we describe the geometric
construction of the corresponding generalized B-spline basis, both in the 1D and in the 2D (tensor-product) case. Sections 4
and 5 are devoted to bivariate extensions of the considered scheme. The construction of shape preserving composite C1
tensor-product surfaces, interpolating Hermite data at grid points, is presented in Section 4 while Section 5 is dedicated to
the equally important construction of C1 Boolean sum surfaces, which can be used to interpolate a network of arbitrary given
curves. Finally, Section 6 contains final comments and remarks.
2. Rational Hermite subdivision schemes and related spaces
In this section we present the basic concepts related to the rational Hermite subdivision scheme (rH for short) and to
suitable spaces of functions which can be constructed from it. Its content is in turn subdivided into three subsections. The
first two, which are at first sight uncorrelated, are devoted to the basic properties of certain 4D spaces and to a concise
description of the subdivision scheme. The third clarifies the connection between the previous ones discussing structure,
properties and a suitable basis of a class of 4D spaces which can be constructed by means of some steps of the proposed
subdivision scheme.
2.1. Generalized cubics
In this section we recall some necessary material on Bernstein-like bases of suitable 4D spaces. Given a real function f ,2
we denote with f˙ the derivative with respect to the (local) variable t and with f ′ the derivative with respect to the (global)
2 Throughout the paper, bold will be used to denote functions, in contrast with non-bold which will be used to denote points or sequences of points.
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variable x. Assume, for notational simplicity, t ∈ [0, 1] and let
Pu,v :=< 1, t, u(t), v(t) >, u, v ∈ C2[0, 1], dim(Pu,v) = 4. (1)
We state the following. 3
Definition 1. A basis {B0, B1, B2, B3} ofPu,v is a Bernstein-like basis if it gives a partition of unity, is totally positive on [0, 1]
and it satisfies
B0(1) = B˙0(1) = B¨0(1) = 0, B1(0) = B1(1) = B˙1(1) = 0 ,
B2(0) = B˙2(0) = B2(1) = 0, B3(0) = B˙3(0) = B¨3(0) = 0 . (2)
Assuming that Pu,v has a Bernstein-like basis, we denote by ξ0, ξ1, ξ2, ξ3 the Greville abscissas, that is t =∑3`=0 ξ`B`(t).
In the following we assume
0 = ξ0 < ξ1 < ξ2 < ξ3 = 1 (3)
and we associate to any element ψ of Pu,v , ψ(t) := ∑3`=0 b`B`(t), its Bézier control polygon (or simply control polygon)
that is the polygonal line with vertices (Bézier control points) (ξ0, b0), (ξ1, b1), (ξ2, b2), (ξ3, b3). We have the following end
condition properties
ψ(0) = b0, ψ˙(0) = (b1 − b0)
(ξ1 − ξ0) , ψ(1) = b3, ψ˙(1) =
(b3 − b2)
(ξ3 − ξ2) .
Moreover, the Bézier control polygon closely imitates the shape of ψ , in the sense that ([17], Chapter 3)
• if the control polygon is positive then ψ is positive for t ∈ [0, 1],
• if the control polygon is monotone then ψ is monotone for t ∈ [0, 1],
• the control polygon is convex if and only if ψ is convex for t ∈ [0, 1].
From the more general results of [15,18], [16] we infer the following proposition.
Proposition 2. If the functions u and v are such that
{u¨, v¨} is a Chebyshev System in [0, 1] , (4)
then Pu,v has a Bernstein-like basis and (3) holds.
Without loss of generality, we can put u = B0 , v = B3. If (4) holds, Pu,v ‘‘behaves’’ as a cubic polynomial (P3) and reduces
to it when u(t) := (1− t)3, v(t) := t3. For this reason spaces Pu,v are usually referred to as generalized cubics.
2.2. The subdivision scheme
The aim of this subsection is to define the rH subdivision scheme and to recall from [14] its main properties.
As usual, the scheme produces successive refinements of an initial polygonal line. We will deal with the subdivision in a
single interval [xL, xR]. SettingD (0) := {xL, xR}, the dyadic subdivision subset at level jwill be denoted with
D (j) := {x(j)k := xL + khj k = 0, . . . , 2j} , hj := h/2j, h := xR − xL. (5)
We take the starting values µ(0)0 , ν
(0)
0 ∈ R ; µ(0)0 , ν(0)0 ≥ 3 and generate the sequences of parameters µ(j)k , ν(j)k , k =
0, . . . , 2j − 1, j = 1, 2, . . . by the rule(
µ
(j)
0 , ν
(j)
0
)
:=
(
µ
(j−1)
0 + 3
2
, 3
)
(
µ
(j)
k , ν
(j)
k
)
:= (3, 3) k = 1, . . . , 2j − 2,(
µ
(j)
2j−1, ν
(j)
2j−1
)
:=
(
3,
ν
(j−1)
2j−1−1 + 3
2
)
.
(6)
3 In this context we are dealing with functions of class C2 . In case spaces of less regularity are of interest, different definitions of Bernstein-like bases can
be provided. For HC1 subdivision schemes see e.g. [12].
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Such parameters are then used for constructing the sequences of matrices S(j)k := S(j)k,3 S(j)k,2 S(j)k,1 where
S(j)k,1 :=

1 0 0 0
Z(µ(j)k ) 1− Z(µ(j)k ) 0 0
0 W (µ(j)k , ν
(j)
k ) 1−W (µ(j)k , ν(j)k ) 0
0 0 1− Z(ν(j)k ) Z(ν(j)k )
0 0 0 1
 ;
S(j)k,2 :=

1 0 0 0 0
0 1 0 0 0
0 T (µ(j)k ) 1− T (µ(j)k ) 0 0
0 0 1− T (ν(j)k ) T (ν(j)k ) 0
0 0 0 1 0
0 0 0 0 1
 , S(j)k,3 :=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0
1
2
1
2
0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

,
and
Z(x) := 3
3+ x , W (x, y) :=
x(y− 2)
2(xy− x− y) , T (y) :=
y+ 3
3(1+ y) . (7)
Now, we take the points (ξ (0)0,` , b
(0)
0,`), ` = 0, 1, 2, 3, where b(0)0,` ∈ R and
ξ
(0)
0,0 := xL, ξ (0)0,1 := xL + h/µ(0)0 , ξ (0)0,2 := xR − h/ν(0)0 , ξ (0)0,3 := xR; (8)
and, for j = 1, 2, . . . , we define the sequences
ξ
(j)
0,0, . . . , ξ
(j)
0,3 = ξ (j)1,0, . . . , ξ (j)1,3 = ξ (j)2,0, . . . . . . , ξ (j)2j−2,3 = ξ (j)2j−1,0, . . . , ξ (j)2j−1,3
b(j)0,0, . . . , b
(j)
0,3 = b(j)1,0, . . . , b(j)1,3 = b(j)2,0, . . . . . . , b(j)2j−2,3 = b(j)2j−1,0, . . . , b(j)2j−1,3
using the rule[
ξ
(j+1)
2k,0 ξ
(j+1)
2k,1 ξ
(j+1)
2k,2 ξ
(j+1)
2k,3 = ξ (j+1)2k+1,0 ξ (j+1)2k+1,1 ξ (j+1)2k+1,2 ξ (j+1)2k+1,3
b(j+1)2k,0 b
(j+1)
2k,1 b
(j+1)
2k,2 b
(j+1)
2k,3 = b(j+1)2k+1,0 b(j+1)2k+1,1 b(j+1)2k+1,2 b(j+1)2k+1,3
]T
= S(j)k
[
ξ
(j)
k,0 ξ
(j)
k,1 ξ
(j)
k,2 ξ
(j)
k,3
b(j)k,0 b
(j)
k,1 b
(j)
k,2 b
(j)
k,3
]T
. (9)
Summarizing, we consider the subdivision scheme defined as
S(j)S(j−1) · · · S(1)S(0)
[
ξ
(0)
0,0 ξ
(0)
0,1 ξ
(0)
0,2 ξ
(0)
0,3
b(0)0,0 b
(0)
0,1 b
(0)
0,2 b
(0)
0,3
]T
(10)
where each S(p), p = 0, . . . , j is a block diagonal matrix of the form
S(p) =

S(p)0 0 · · · 0 0
0 S(p)1 · · · 0 0
...
...
. . .
...
...
0 0 · · · S(p)2p−2 0
0 0 · · · 0 S(p)2p−1
 . (11)
In each subinterval
[
x(j)k , x
(j)
k+1
]
the sequences
{(
ξ
(j)
k,`, b
(j)
k,`
)
, ` = 0, 1, 2, 3
}
will be referred to as the Bézier control points.
The following results were proven in [14].
Proposition 3. The bidiagonal matrices S(j)k,1, S
(j)
k,2, S
(j)
k,3 are positive and normalized so that the matrices S
(j)
k are normalized and
totally positive.
Proposition 4. The elements of the sequences defined by (8) and (9) are such that
ξ
(j)
k,0 = x(j)k , ξ (j)k,1 = x(j)k + hj/µ(j)k , ξ (j)k,1 = x(j)k+1 − hj/ν(j)k , ξ (j)k,3 = x(j)k+1.
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Fig. 1. The sequence of parameters in the rH scheme.
Proposition 5. Let b(j) be the piecewise linear function with breakpoints ξ (j)k,` such that
b(j)(ξ (j)k,`) = b(j)k,`; k = 0, 1, . . . , 2j , ` = 0, 1, 2, 3 .
Then there exists b ∈ C2(xL, xR) such that limj→∞ ‖b(j) − b‖∞ = 0 and, for all the admissible indices,
b(x(j)k ) = b(j)k−1,3 = b(j)k,0; b′(x(j)k ) =
b(j)k−1,3 − b(j)k−1,2
ξ
(j)
k−1,3 − ξ (j)k−1,2
= b
(j)
k,1 − b(j)k,0
ξ
(j)
k,1 − ξ (j)k,0
.
Some important remarks are in order.
• The bidiagonal matrices S(j)k,1, S(j)k,2, S(j)k,3, applied to the restriction of b(j) in the interval [x(j)k , x(j)k+1], describe three corner
cutting steps similar to those of the well-known de Casteljau algorithm. Indeed, from (7) we have
Z(3) = W (3, 3) = T (3) = 1/2.
Thus, in the special case µ(0)0 = ν(0)0 = 3, the non-zero entries are all equal to 1/2 or 1 and the matrices are exactly
those describing the computation of a cubic Bézier polynomial at t = 1/2. In general, from the particular sequence of
the parameters (6), all but the first and the last parameters are equal to 3, leading to the situation depicted in Fig. 1. Thus,
for any j, k all the non-zero entries of the matrices S(j)k,2, S
(j)
k,3 are equal to 1/2 or 1 with the only possible exception of
the first and/or the last subinterval. In other words the subdivision scheme produces the values of a sequence of cubic
polynomials and of its first derivatives at the dyadic points of the intervals
j = 2 : [x(2)1 , x(2)2 ], [x(2)2 , x(2)3 ]
j = 3 : [x(3)1 , x(3)2 ], [x(2)1 , x(2)2 ], [x(2)2 , x(2)3 ], [x(3)6 , x(3)7 ]
....
Moreover, it is proven in [14] that these polynomials present a C2 connection.
• The subdivision scheme (9) is inherently shape preserving in the sense that the shape of the starting function b(0) is
maintained for all j and thus for the limit function b. Moreover, (8) implies that the second and the third starting control
points can be arbitrarily close, respectively, to the first and the fourth one when arbitrarily large values of µ(0)0 , ν
(0)
0 are
chosen.Thus, µ(0)0 , ν
(0)
0 act as classical tension parameters for any b
(j) and for b.
• The consequences of the two remarks above are extremely important: our rH scheme, which is, in principle, non-
stationary and non-uniform, is stationary and uniform ‘‘almost everywhere’’: the only exceptions are the first and the
last subinterval. It turns out that the computational cost for the subdivision process is extremely low, being equivalent to
that of the cubic de Casteljau one. This fact, coupledwith the shape control offered by the initial parametersµ(0)0 and ν
(0)
0 ,
provides an extremely efficient tool for rendering of curves and surfaces. This will be detailed in the following sections.
We end this subsection presenting a different interpretation of the rH scheme.
The rH scheme produces the values of a function and of its derivative at the dyadic points in the given interval. Actually,
it can be seen as a 2-point Hermite subdivision scheme for C1 interpolation (HC1). More precisely, for any j and k let us
consider the space of tensioned rational functions, widely used in constrained interpolation and approximation (see e.g. [19,
20] and references quoted therein):
P
(j)
k :=
〈
1, t, u(j)k (t), v
(j)
k (t)
〉
; t =
(
x− x(j)k
)
/hj, x
(j)
k = xL + khj, (12)
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with
u(j)k (t) = u(j)k (t;µ(j)k ) := (1− t)3/
(
1+ (µ(j)k − 3)t(1− t)
)
,
v(j)k (t) = v(j)k (t; ν(j)k ) := t3/
(
1+ (ν(j)k − 3)t(1− t)
)
.
(13)
The space (12) satisfies (4). Thus, it possesses a Bernstein-like basis and there exists a unique element of the space
interpolating the Hermite data
(x(j)k , b(x
(j)
k )), (x
(j)
k , b
′(x(j)k )), (x
(j)
k+1, b(x
(j)
k+1)), (x
(j)
k+1, b
′(x(j)k+1)). (14)
Let us denote by ψ (j)k such an interpolant. It can be proved, [14], that (ξ
(j)
k,`, b
(j)
k,`), ` = 0, 1, 2, 3 produced by the rH scheme
are the control points of ψ (j)k with respect to the Bernstein-like basis of P
(j)
k . In particular, evaluating ψ
(j)
k and its derivative
at the mid point of the interval [x(j)k , x(j)k+1] gives the corresponding values of the limit function at this point that is,
b(x(j+1)2k+1) = ψ (j)k (x(j+1)2k+1), b′(x(j+1)2k+1) = (ψ (j)k )′(x(j+1)2k+1).
Thus, the rH scheme can be seen as a non-stationary and non-uniform generalization of the so-calledMerrien schemes [8,3,6,
9,10,2,21]. The previous interpretation motivates the term rational Hermite subdivision we are using to identify the scheme
we are dealing with. Nevertheless, it is worth noticing that this does not mean that the limit function b agrees with an
element of P (j)k in the interval [x(j)k , x(j)k+1]. As mentioned above, this is the case only if
µ
(r)
` = ν(r)` = 3, r = j, j+ 1, . . . , ` = k2r−j, . . . , (k+ 1)2r−j − 1
that is if all the successive spaces, P (r)` , dealing with (a part of) the interval reduce to P3. In particular, the scheme does not
reproduce the initial rational Hermite interpolant ψ (0)0 .
We emphasize that, also considering this new interpretation, the results concerning C2 continuity of the limit of the rH
scheme (see Proposition 5) are not trivial – the most widely used shape preserving Merrien schemes achieve the only C1
continuity – and are possible because (6) produces a non-uniform, non-stationary subdivision scheme. We refer to [14] for
more details.
2.3. 4D tension spaces from the rH scheme
In this section we present a class of 4D spaces, whose functions are defined in the interval [xL, xR], possess tension
properties and are defined in terms of the rH scheme and we construct Bernstein-like bases for them.
Let µ(0)0 , ν
(0)
0 be given. For any level j of the rH scheme and for any k = 0, . . . , 2j − 1, let the space P (j)k be as in (12) and
(13) with µ(j)k , ν
(j)
k defined as in (9). For any quadruple of initial values
b(0)0,0, b
(0)
0,1, b
(0)
0,2, b
(0)
0,3 ∈ R
(that is for any set of Hermite initial data) we associate to the dyadic interval [x(j)k , x(j)k+1] the function ψ (j)k ∈ P (j)k having
as control points (with respect to the Bernstein-like basis of P (j)k ) the points (ξ
(j)
k,`, b
(j)
k,`), ` = 0, 1, 2, 3 provided by the rH
scheme. We put
ER(j) := {ψ (j) s.t.ψ (j)(x) := ψ (j)k (x) , x ∈ [x(j)k , x(j)k+1], b(0)0,0, b(0)0,1, b(0)0,2, b(0)0,3 ∈ R}. (15)
From the geometric construction developed in [14] which led to the choice (6), we have the following result (see also
Section 2.2).
Proposition 6. For any j, ER(j) ⊂ C2
[
x(j)0 , x
(j)
2j
]
≡ C2 [xL, xR] .
Proposition 7. For any j
ψ (j) = ψ (j)(x) ∈ P3 for x ∈
[
x(q)p , x
(q)
p+1
]
; q = 2, 3, . . . , j , p = 1, 2q − 2.
From the linearity of the rH scheme, ER(j) is a linear space. More precisely it is a 4D subspace of the (2j+3)-dimensional
space of functions of class C2[xL, xR] belonging toP (j)k when restricted to the subinterval [x(j)k , x(j)k+1].Moreover, for any j, ER(j)
is a 4D spacewith tension parameters: increasing the valuesµ(0)0 , ν
(0)
0 any element of ER
(j) approaches the segment through
(xL, b
(0)
0,0), (xR, b
(0)
0,3).
Summarizing, spaces ER(j) are 4D spaces consisting of C2 functions obtained by collecting cubic polynomials – and
rational functions in the first and in the last subinterval – and possessing tension properties. Hence, they stand as a promising
tool for constrained interpolation and approximation and the design of curves and surfaces.
We are interested in constructing a Bernstein-like basis of ER(j) which we will denote by {˜Bj0, B˜j1, B˜j2, B˜j3}.
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From (12) and (13), according to Proposition 2, P (j)k has a Bernstein-like basis, {B(j)k,0, B(j)k,1, B(j)k,2, B(j)k,3}. We denote with
B
(j)
k : R4 7→ P (j)k the linear operator such that, for any ψ (j)k ∈ P (j)k
ψ
(j)
k (x) = B(j)k
[
b(j)k,0 b
(j)
k,1 b
(j)
k,2 b
(j)
k,3
]T := 3∑
`=0
b(j)k,`B
(j)
k,`(t), t = (x− x(j)k )/hj
and, recalling (15), withB(j) : R4×2j 7→ ER(j) the operator such that
ψ (j) = B(j)

b(j)0,0 b
(j)
1,0 · · · b(j)2j−1,0
b(j)0,1 b
(j)
1,1 · · · b(j)2j−1,1
b(j)0,2 b
(j)
1,2 · · · b(j)2j−1,2
b(j)0,3 b
(j)
1,3 · · · b(j)2j−1,3
 .
Now let (ξ (0)0,0 , b
(0)
0,0), . . . , (ξ
(0)
0,3 , b
(0)
0,3) be the control points of
ψ (0)(t) = c0 + c1t + c2u(0)0 + c3v(0)0 ∈ P (0)0 .
Applying the subdivision scheme using formulas (10) and (11) up to the level j, from the linearity and the P1 reproduction
of the operatorsB(j)k , we have
B(j)
(
S(j) · · · S(0)
[
b(0)0,0, b
(0)
1,0, b
(0)
2,0, b
(0)
3,0
]T) = B(j) (c0S(j) · · · S(0)[1, 1, 1, 1]T + c1S(j) · · · S(0) [ξ (0)0,0 , ξ (0)0,1 , ξ (0)0,2 , ξ (0)0,3]T
+ c2S(j) · · · S(0)[1, 0, 0, 0]T + c3S(j) · · · S(0)[0, 0, 0, 1]T
)
= c0 + c1t + c2B(j)
(
S(j) · · · S(0)[1, 0, 0, 0]T)+ c3B(j) (S(j) · · · S(0)[0, 0, 0, 1]T) .
In other words, ER(j) is a space of the form (1). Actually,
ER(j) = 〈1, t, u˜(j), v˜(j)〉 , t = (x− xL)/h ,
with
u˜(j) := B(j)S(j) · · · S(1)S(0)[1, 0, 0, 0]T;
v˜(j) := B(j)S(j) · · · S(1)S(0)[0, 0, 0, 1]T. (16)
We observe that u˜(j) and v˜(j) are obtained with a C1 Hermite subdivision, so
u˜(j)(xL) = 1, (˜u(j))′(xL) = −µ(0)0 /h, u˜(j)(xR) = 0, (˜u(j))′(xR) = 0,
v˜(j)(xL) = 0, (˜v(j))′(xL) = 0, v˜(j)(xR) = 1, (˜v(j))′(xR) = ν(0)0 /h.
(17)
Moreover, from the geometric construction developed in [14] we also have
(˜u(j))′′(xR) = (˜v(j))′′(xL) = 0. (18)
Finally, since the process described by the matrix product S(j) · · · S(1)S(0) is a corner cutting scheme and since, for any j, k,
ψ
(j)
k preserves the positivity of its control polygon, u˜
(j)(x), v˜(j)(x) ≥ 0 for x ∈ [xL, xR]. Thus we set
B˜j0 := u˜(j), B˜j3 := v˜(j).
Repeating the same arguments we have that the functions
B˜j1 := B(j)S(j) · · · S(1)S(0)[0, 1, 0, 0]T, B˜j2 := B(j)S(j) · · · S(1)S(0)[0, 0, 1, 0]T
are non-negative in [xL, xR] and
B˜j1(xL) = 0, (˜Bj1)′(xL) = µ(0)0 /h, B˜j1(xR) = 0, (˜Bj1)′(xR) = 0 ,
B˜j2(x) = 0, (˜Bj2)′(x) = 0, B˜j2(xR) = 0, (˜Bj2)′(xR) = −ν(0)0 /h.
(19)
Moreover, we have the following proposition.
Proposition 8. The set of functions {˜Bj0, B˜j1, B˜j2, B˜j3} is a Bernstein-like basis4 of ER(j) and satisfies (3).
Proof. We have to prove that the given functions possess the properties stated in Definition 1. Since the sum of the four
starting control polygons gives the unit one, we have B˜j0 + B˜j1 + B˜j2 + B˜j3 ≡ 1, thus, B˜j0, B˜j1, B˜j2, B˜j3 form a positive, (strictly
positive in (0, 1)) normalized basis which satisfies (2).
4 Actually the Bernstein-like basis is unique, [17], Chapter 4.
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It remains to prove that the given basis is totally positive. This can be seen as a consequence of Theorem 2.4 in [22] but
we prefer to give a more direct proof in order to better explain the structure of the space we deal with.
According to [15] total positivity of the given basis is ensured if (4) holds. From (16), since the process described by the
matrix product S(j) · · · S(1)S(0) is a corner cutting scheme and since, for any element of P (j)k (see (12) and (13), preserves
the convexity of its control polygon, (˜u(j))′′(x) > 0, x ∈ [xL, xR), ((˜v(j))′′(x) > 0, x ∈ (xL, xR]), we can limit ourselves to
considering the second derivatives of functions of the form p(x) := A˜u(j)(x)+ B˜v(j)(x), AB < 0. From linearity, the control
points of p are (ξ (0)0,0 , A), (ξ
(0)
0,1 , 0), (ξ
(0)
0,2 , 0), (ξ
(0)
0,3 , B).
Let ψ (j)k be the restriction of p to [x(j)k , x(j)k+1]. From (12) and (13), (ψ (j)k )′′ vanishes in [x(j)k , x(j)k+1] only at an (interior)
inflection point or at one end of the interval (in such a case two consecutive segments of the control polygon ofψ (j)k have to
be collinear). But the process described by the matrix product S(j) · · · S(1)S(0) is a corner cutting scheme. Thus starting from
the quadruple [A, 0, 0, B], the control polygons obtained in all the intervals [x(j)k , x(j)k+1] present (in total) only one inflection
point. Moreover, from (6) and (9), they do not possess collinear segments unless one extremum of the interval agrees with
the (only) inflection point. Hence, the second derivative of p vanishes exactly at one (interior) point of [xL, xR], so (4) holds
and also (3) follows from Proposition 2. 
We end this section providing the values (˜u(j))′′(xL) and (˜v(j))′′(xR) which will be used for the construction of B-splines
described in the next section.
Let us consider v˜(j) (the proof for u˜(j) is identical). Let us denote with ψ (j)
2j−1 the restriction of v˜
(j) to the last interval
[x(j)
2j−1, x
(j)
2j
] = [xR − hj, xR]. Using the Bernstein representation of ψ (j)2j−1(xR) (see [14] for an extensive treatment in similar
cases) we have that
((ψ
(j)
2j−1)
′′(xR)) = (b(j)2j−1,3 − r(xR))(v(j)2j−1)′′(xR) ,
where r is the straight line connecting the control points (ξ (j)
2j−1,1, b
(j)
2j−1,1) and (ξ
(j)
2j−1,2, b
(j)
2j−1,2). Using some recurrence
relations and a computer algebra system we obtain (ψ (j)
2j−1)
′′(xR) = T0T1, where
T0 =
2−j
(
ν
(j)
2j−1
)3 + (3− 6 2−j) (ν(j)
2j−1
)2 + (11 2−j − 9)ν(j)
2j−1 +
(
6− 6 2−j)
ν
(j)
2j−1
(
ν
(j)
2j−1 + 2j − 3
) (
ν
(j)
2j−1 + 2j+1 − 3
) ;
T1 = 2
(
3− ν(j)
2j−1
)2 + 8ν(j)
2j−1 − 18, ν(j)2j−1 = 3+
ν
(0)
0 − 3
2j
.
3. B-spline representation and free form design
In this section we recall from [16] the geometric construction of C2 piecewise generalized splines having sections in
spaces of the general form (12) and then we specialize this construction to functions belonging ‘‘piecewise’’ to spaces of the
form (15).
Let us consider the (extended) sequence of knots
x−3 < · · · < x0 < · · · < xn < · · · < xn+3. (20)
For any i = −3, . . . , n+ 2 let us consider the corresponding grid spacings hi := xi+1 − xi, a pair of functions
ui = ui(t), vi = vi(t), t = (x− xi)/hi
and the corresponding spaces Pui,vi (see (1)). LetU and V denote, respectively, the set of functions ui and vi. Finally, let us
consider the space of functions of class C2 in [x0, xn] belonging ‘‘piecewise’’ to Pui,vi , that is
SU,V :=
{
s ∈ C2[x0, xn] s.t. si := s|[xi,xi+1] ∈ Pui,vi , i = 0, . . . , n− 1
}
.
Let us assume that Pui,vi possesses a Bernstein-like basis (see Definition 1) {Bi,0, Bi,1, Bi,2, Bi,3} satisfying (3). For each
segment [xi, xi+1] we have s(x) = si(t) = ∑3`=0 bi,`Bi,`(t) . Obviously, s is continuous in xi if and only if bi−1,3 = bi,0 .
Assuming Bi,0 = ui, Bi,3 = vi and setting
αi := − 1u′i(0)
, βi := 1v ′i (1)
, γi := 1− αi − βi,
we have that s′(x−i ) = s′(x+i ) if and only if
(bi−1,3 − bi−1,2) 1
hi−1βi−1
= (bi,1 − bi,0) 1
hiαi
,
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while s′′(x−i ) = s′′(x+i ) if and only if
v ′′i−1(1)
h
2
i−1
[
(bi−1,3 − bi−1,2)− (bi−1,2 − bi−1,1)βi−1
γi−1
]
= u
′′
i (0)
h
2
i
[
(bi,2 − bi,1)αi
γi
− (bi,1 − bi,0)
]
.
Finally, setting
ϑ+i :=
hi−1
hi
αi
γi
u′′i (0)ϑi; ϑ−i :=
hi
hi−1
βi−1
γi−1
v ′′i−1(1)ϑi; ϑi :=
hi−1βi−1 + hiαi
v ′′i−1(1)hiβi−1 + u′′i (0)hi−1αi
;
σi := xi + αi − ϑ+i hiγi = xi − βi−1hi−1 + ϑ−i γi−1hi−1 ,
we can associate to any element s of the space SU,V a polygonal line (the generalized de Boor control polygon) with vertices
Pi :=
(
σi
Pi
)
, where Pi are real numbers, so that the Bézier coefficients of s can be deduced according to the following rules
bi−1,2 = Pi 1+ ϑ
+
i−1
1+ ϑ+i−1 + ϑ−i
+ Pi−1 ϑ
−
i
1+ ϑ+i−1 + ϑ−i
,
bi,1 = Pi 1+ ϑ
−
i+1
1+ ϑ−i+1 + ϑ+i
+ Pi+1 ϑ
+
i
1+ ϑ−i+1 + ϑ+i
,
bi−1,3 = bi,0 = bi−1,2 hiαi
αihi + βi−1hi−1
+ bi,1 hi−1βi−1
αihi + βi−1hi−1
.
The family of functions {Ni, i = −1, . . . , n+1} determined by the polygonswith vertices Pi,` :=
(
σi
δi,`
)
, ` = −3, . . . , n+3,
has the usual properties of the family of C2 cubic B-splines so that they will be referred to as generalized cubic B-splines. In
particular, we have
Ni(x) ≥ 0, x ∈ [x−3, xn+3];
n+1∑
i=−1
Ni(x) ≡ 1, x ∈ [x0, xn] .
Thanks to the results of Section 2.3 we can apply the above construction for spaces of the form (15), substituting functions of
the form (16) to the general ones ui, vi. To reach this goal we associate to the extended sequence of knots (20) the parameters
λ
(0)
i , i = −3,−2, . . . , n+ 3; λ(0)i ≥ 3 ,
and the non-negative integer j. For a given index i, we apply the rH scheme in the interval [xi, xi+1] up to level j, as described
in Section 2.2, starting with the parameters 5
µ
(0)
i,0 = λ(0)i , ν(0)i,0 = λ(0)i+1
and we define the spaces ER(j)i as in (15). Using the results of Section 2.3, the geometric construction of a B-spline basis{Ni, i = −1, . . . , n+ 1} for the space{
s ∈ C2[x0, xn] s.t. si := s|[xi,xi+1] ∈ ER(j)i , i = 0, . . . , n− 1
}
is now straightforward. Fig. 2 shows some examples.
As mentioned in the introduction, the computational advantages of using the rH scheme are overwhelming in the case
of surfaces. Fig. 3 shows some standard tensor-product basis functions Ni,j = Ni,j(x, y) = Ni(x)Nj(y). Such splines can be
used for parametric curve or surface design, for data interpolation or approximation and, in general, for all the applications
conceivable with tension ‘‘cubic-like’’ B-splines. Here we do not go deep into the standard details and refer to [23] for an
idea of such applications.
4. Tensor-product subdivision schemes
In this section we present the standard but effective extension of our rH scheme to the rectangular case. The reader is
referred to [4,5,7,11] for related works. Typically, the extension of a 1D Hermite interpolation scheme to the tensor-product
case is straightforward and can be done as for the cubic case (see, e.g. [13]).
The situation is different if we deal with shape preserving Hermite schemes. In this case the 1D scheme is equipped with
a set of sufficient conditions, involving the data and the shape parameters, which guarantee that the interpolant is shape
5 It is possible (and simple) to associate two parameters for each knot, say λ(0)−i , λ
(0)+
i , that, using the notation of Section 2 leads to ν
(0)
i−1,0 6= µ(0)i,0 .
However, our experience in practical shape preserving problems suggests that the ‘‘one parameter choice’’ results in the best combination both of shape
control and simplicity. Similarly, it is possible to associate different levels of subdivision, say ji , to each interval.
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Fig. 2. Some B-splines. Top: λ(0)i = 5, all i. Bottom: λ(0)2,0 = 12, λ(0)i = 5, i = −1, . . . , 1, 3, . . . , 5, j = 8.
Fig. 3. Some tensor-product B-splines. Top left: all parameters equal to 5. Top right: central parameters in the x and y directions equal to 30; the remaining
one equal to 3. Bottom left: all parameters equal to 30. Bottom right: x parameters equal to 3, y parameters equal to 30.
preserving. In the 2D case, the x and y conditions have influence in the opposite direction, intersect each other andmake the
shape preserving problem often unmanageable. This is not the case for the rH scheme: it is described by normalized totally
positive matrices and maintains the shape of the initial control polygon. Therefore, in the 2D case it will suffice to start with
a suitable (bivariate) control polygon and the final interpolant will reproduce its shape along the x and y directions.
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For notational simplicity we consider the unit square Q = [0, 1] × [0, 1]. The extension to arbitrary rectangles is
straightforward. Let the parameters µ(0)0 , ν
(0)
0 and σ
(0)
0 , ρ
(0)
0 be given and take the Greville abscissas
ξ (0) =
[
ξ
(0)
0,0 ξ
(0)
0,1 ξ
(0)
0,2 ξ
(0)
0,3
]
; η(0) =
[
η
(0)
0,0 η
(0)
0,1 η
(0)
0,2 η
(0)
0,3
]
,
where
ξ
(0)
0,0 = 0, ξ (0)0,1 = 1/µ(0)0 , ξ (0)0,2 = 1− 1/ν(0)0 , ξ (0)0,3 = 1 ;
η
(0)
0,0 = 0, η(0)0,1 = 1/σ (0)0 , η(0)0,2 = 1− 1/ρ(0)0 , η(0)0,3 = 1 .
We start with the initial control polygon (we adopt the standard orientation and the indices’ correspondence illustrated in
Fig. 3).
b(0)00 =

b(0)00,00 b
(0)
00,01 b
(0)
00,02 b
(0)
00,03
b(0)00,10 b
(0)
00,11 b
(0)
00,12 b
(0)
00,13
b(0)00,20 b
(0)
00,21 b
(0)
00,22 b
(0)
00,23
b(0)00,30 b
(0)
00,31 b
(0)
00,32 b
(0)
00,33

and, following (10), the tensor-product scheme can be described as
b(j) := S(j)S(j−1) · · · S(1)S(0) [b(0)] Σ (0)TΣ (1)T · · ·Σ (j−1)TΣ (j)T ;
ξ (j) := S(j)S(j−1) · · · S(1)S(0)ξ (0), η(j) := Σ (j)Σ (j−1) · · ·Σ (1)Σ (0)η(0) , (21)
where the matrices S(p),Σ (p) are obtained via (11) using the ‘‘x and y sequences’’, obtained starting with µ(0)0 , ν
(0)
0 and
σ
(0)
0 , ρ
(0)
0 respectively.
As in the 1D case, the above subdivision scheme is equivalent to Hermite interpolation at mid points. Let us consider the
spaces PX (j)kx , PY
(j)
ky of the form (12), defined in the interval [0, 1], where the significant basis functions have the form (13)
and depend on the sequences µ(j)kx , ν
(j)
kx and σ
(j)
ky , ρ
(j)
ky obtained via (6). For each kx, ky we take the tensor-product space
P
(j)
kx,ky = PX (j)kx ⊗ PY (j)ky ;
any ψ (j)kx,ky ∈ P (j)kx,ky is defined in the subsquare [x(j)kx , x(j)kx+1] × [y(j)ky , y(j)ky+1] and its control net is denoted with b(j)kxky . We also
denote with b(j) the collection of all the control nets at level j, that is b(j) := ∪kx,ky b(j)kxky .
Suppose we are given, at level j = 0, the Hermite values of a given function f
f (p, q), fx(p, q), fy(p, q), fxy(p, q), p, q = 0, 1
and let b(0)00 be given by
b(0)00,00 = f (0, 0), b(0)00,01 = f (0, 0)+
1
µ
(0)
0
fx(0, 0),
b(0)00,10 = f (0, 0)+
1
σ
(0)
0
fy(0, 0), b
(0)
00,11 = b(0)00,10 +
1
µ
(0)
0
fx(0, 0)+ 1
µ
(0)
0 σ
(0)
0
fx,y(0, 0),
b(0)00,30 = f (0, 1), b(0)00,31 = f (0, 1)+
1
µ
(0)
0
fx(0, 1),
b(0)00,20 = f (0, 1)−
1
ρ
(0)
0
fy(0, 1), b
(0)
00,21 = b(0)00,20 +
1
µ
(0)
0
fx(0, 1)− 1
µ
(0)
0 ρ
(0)
0
fx,y(0, 1),
b(0)00,03 = f (1, 0), b(0)00,02 = f (1, 0)−
1
ν
(0)
0
fx(1, 0),
b(0)00,13 = f (1, 0)+
1
σ
(0)
0
fy(1, 0), b
(0)
00,12 = b(0)00,13 −
1
ν
(0)
0
fx(1, 0)− 1
ν
(0)
0 σ
(0)
0
fx,y(1, 0);
b(0)00,33 = f (1, 1), b(0)00,32 = f (1, 1)−
1
ν
(0)
0
fx(1, 1),
b(0)00,23 = f (1, 1)−
1
ρ
(0)
0
fy(1, 1), b
(0)
00,22 = b(0)00,23 −
1
ν
(0)
0
fx(1, 1)+ 1
ν
(0)
0 ρ
(0)
0
fx,y(1, 1) .
(22)
Standard computations show that the tensor-product subdivision scheme (21) is a bivariate Hermite C1 subdivision scheme.
Indeed, the dyadic square at level j, [x(j)kx , x(j)kx+1] × [y(j)ky , y(j)ky+1] is subdivided at level j+ 1 into the four squares
[x(j+1)px , x(j+1)px+1 ] × [y(j+1)py , y(j+1)py+1], px = 2kx, 2kx + 1, py = 2ky, 2ky + 1
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Fig. 4. Axis orientation and index convention for tensor-product control nets.
and, correspondingly, the function ψ (j)kx,ky is replaced by the four ψ
(j+1)
px,py , ψ
(j+1)
px,py . These last four functions interpolate ψ
(j)
kx,ky
and its derivatives at the points
(
x(j+1)qx , x
(j+1)
qy
)
, with qx = 2kx, 2kx + 1, 2kx + 2, qy = 2ky, 2ky + 1, 2ky + 2.
The convergence results summarized below are trivial consequences of the corresponding ones in Section 2.
Theorem 9. Let the control points b(j) be given by (21) and let b(j) be the corresponding piecewise bilinear control polygon. Then
there exists b ∈ C2(0, 1)2 such that
lim
j→∞ ‖b
(j) − b‖∞ = 0 ;
moreover b is a bicubic polynomial in all the subrectangles of the open grid{
1
2
± 2
p−1 − 1
2p
, p = 2, 3, . . .
}⊗{1
2
± 2
p−1 − 1
2p
, p = 2, 3, . . .
}
.
The tensor-product scheme can obviously be used for a grid of Hermite data, and the collection of surfaces defined on the
single rectangles will provide a composite C1 surface. The details are standard and omitted for the sake of brevity. Assume
we are given two sequences {x0, . . . , xn} and {y0, . . . , ym}. We limit ourselves to saying that we need two sequences of
parameters, say λxi, λyi for the x and y directions and that their effect is semi-global. Take, e.g. λxi; it has an influence
around x = xi for all y. The tensor-product rH scheme is very efficient in piecewise, 2D Hermite interpolation and produces
very good results provided the composite surface given by the initial control polygons is visually pleasing or, in other words,
provided that both the partial derivatives and the shape parameters are carefully chosen. Fig. 5 shows the composite C1
surface interpolating the ‘‘aluminum equation of state data’’ which is one of the most severe tests for 2D shape preserving
interpolation. Only the values of the function at the grid are given and the missing partial derivatives have been computed
using a standard weighted average. The surface is required to be monotonic in both the directions.
5. Boolean sum of subdivision schemes
Essentially, the results of Section 2 provide uswith a ‘‘cubic-like’’ Hermite interpolating operator, which is in turn defined
as an rH subdivision scheme. The construction of the Boolean sum of C1 Hermite operators, also referred to as transfinite
Hermite interpolation or bicubic Coon’s patches, is straightforward and the reader is referred to [13] for the basic notions.
Following the notations of the previous section, let f ∈ C1 (∂Q ), assume the Schwarz theorem holds, and let the orientation
be given by Fig. 4. Let the sequences{
ξ
(j)
k,`; ` = 0, 1, 2, 3 , k = 0, 1, . . . , 2j − 1
}
,{
η
(j)
k,`; ` = 0, 1, 2, 3 , k = 0, 1, . . . , 2j − 1
}
be given by (21) and let us denote with
EBx : C1 (∂Q ) 7→ R4×4(2j); EBy : C1 (∂Q ) 7→ R4(2j)×4
the evaluation/net construction operators, where the column/row of EBx/EBy, of index r , r = 0, . . . , 4(2j)− 1, is
(EBxf )(.,r) :=
[
f
(
0, η(j)k,`
)
, f
(
0, η(j)k,`
)
+ 1
µ
(0)
0
fx
(
0, η(j)k,`
)
, f
(
1, η(j)k,`
)
− 1
ν
(0)
0
fx
(
1, η(j)k,`
)
, f
(
1, η(j)k,`
)]T
(EByf )(r,.) :=
[
f
(
ξ
(j)
k,`, 0
)
, f
(
ξ
(j)
k,`, 0
)
+ 1
σ
(0)
0
fy
(
ξ
(j)
k,`, 0
)
, f
(
ξ
(j)
k,`, 1
)
− 1
ρ
(0)
0
fy
(
ξ
(j)
k,`, 1
)
, f
(
ξ
(j)
k,`, 1
)]
.
r = 4k+ `, ` = 0, 1, 2, 3, k = 0, . . . , 2j − 1.
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Fig. 5. The ‘‘aluminum equation of state data’’ test. Left: data points. Right: the final comonotone, tensor-product surface.
Fig. 6. The Boolean sum approximation of Franke’s function. Left: the obtained surface. Right: the error function.
Moreover, let the initial net b(0) be given by (22); then, the sequence of Boolean subdivision schemes b˜(j) is given by
b˜(j) := S(j)S(j−1) · · · S(1)S(0) [EBxf ]+
[
EByf
]
Σ (0)
T
Σ (1)
T · · ·Σ (j−1)TΣ (j)T
− S(j)S(j−1) · · · S(1)S(0) [b(0)] Σ (0)TΣ (1)T · · ·Σ (j−1)TΣ (j)T . (23)
The convergence follows from the 1D results of Section 2; however, due to the first two addenda in (23), we have a ‘‘less
smooth’’ result.
Theorem 10. Let b˜(j) be given by (23). Then there exists b ∈ C1(Q ) such that
lim
j→∞ ‖˜b
(j) − b‖∞ = 0 .
We recall that in the transfinite interpolation approach the shape of the surface is deeply influenced by f and by its
derivatives, and, in general, both shape preserving requests are meaningless and the tension parameters have a limited
influence on the final surface. On the other hand, we usually have a good approximation of the underlying function.
LetΩ := {x0, x1, . . . , xn} ⊗ {y0, y1, . . . , ym} and let f ∈ C1 (Ω). The scheme (23) is completely local and can be applied
in each subrectangle [xi, xi+1] ×
[
yj, yj+1
]
. The resulting composite surface is C1
(
[x0, xn]×
[
y0, ym
])
and interpolates f , fx
and fy onΩ .
Fig. 6 shows the famous Franke’s function and its derivatives evaluated at a set of equidistant grid lines in [0, 1] × [0, 1]
and approximated by a composition of Boolean sums of the form (23) with uniform shape parameters λxi = λyi = 4.
6. Closure
In this paper we have discussed some properties of an efficient Hermite C1 subdivision scheme and, in particular, shown
how it produces the refinement of a shape preserving, cubic-like function with the same high speed of the de Casteljau
algorithm. Since at any subdivision level the obtained function inherits the main characteristics of cubic polynomials, it can
be used for all their standard applications. The advantages are in the extremely fast computation and in the shape preserving
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properties, obtained from the scheme as an inherent by-product, and particularly useful for the construction of surfaces. Due
to space limitations, here we have outlined only the most common applications and the examples have been confined to
the functional case. If the extension to parametric surfaces is straightforward, the preservation of shape constraints (discrete
curvature, torsion, Gaussian curvature and so on) is not. Moreover, among the omitted items, we mention parametric curve
and surface approximation to spatial data (see, e.g. [24]) and a basis alternative to tensor-product B-splines, equipped with
more localized shape control and particularly useful in free form surface design (see [23], Section 4).
We conclude recalling that at any level of subdivision j the function can be described, inside each subinterval, by a C2
piecewise rational function which is a piecewise cubic polynomial almost everywhere, with the only exception of the first
and last subintervals, where it is a true tensioned rational function of the form (13). Despite the fact that the length of such
intervals decreases as j increases, formulas (13) make our function non-compatible with the commonly accepted CAD/CAM
industrial standard, usually based on low degree polynomial spline representations. It would therefore be highly desirable
to modify the first and the last pieces to cubic polynomials while maintaining all the structural properties and the shape
preserving capabilities. Though such problems are currently under study, the first results are promising andwill presumably
be reported in a forthcoming paper.
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