Ranking feature sets for phenotype classification based on gene expression is one of the most challenging issues in bioinformatics. When the number of samples is small, all feature-selection algorithms are known to be unreliable and error estimators suffer to different degrees of imprecision. The problem is compounded by the fact that the accuracy of classification depends on the manner in which the phenomena are transformed into data by the measurement technology. Because Next Generation Sequencing (NGS) technologies amount to a nonlinear transformation of the actual gene or RNA concentrations, they could potentially produce less discriminative data than the actual gene expression levels. Here, we focus on the implications of the non-linear transformation of gene concentrations by the sequencing machine and the choice of error estimators on feature set ranking.
INTRODUCTION
Ranking feature sets for phenotype classification based on gene expression can be viewed as gene selection and is a key issue for bioinformatics. Since ranking feature sets is often based on the error estimators of the designed classifiers and error estimators based on training data perform poorly on small samples exhibiting optimistic bias or high variance, a feature set with a low error estimate cannot be automatically declared to be good [1] . When confronted with a small sample, feature-selection algorithms often fail to find good feature sets. The problem is exacerbated for highdimensional data [2] . These observations suggest that it is prudent to report a list of potential feature sets rather than attempting to find the best feature set. In addition to feature selection and error estimation, the accuracy of classification depends on the manner in which the biological phenomena are transformed into data by the measurement technology. High-throughput sequencing technologies such as NGS have recently emerged as popular tools to quantify gene transcripts. However, NGS technologies pose new computational and statistical challenges because their applications result in nonlinear transformations of the underlying gene concentrations. A recent study showed that a NGS pipeline could lead to transformation degradation in classifier performance [3] . Here, we address another important question: the effects of the non-linear transformation induced by the sequencing machine and the choice of error estimators on the feature sets ranking.
Methods

Ranking Power
The ranking power is a measure of the goodness of a ranked list of classification feature sets and has been defined by [2] :
where -is the lowest test error for the feature sets in a ranked list of length m sorted by their estimated errors and / is the test error of the classifier computed for the Bayes feature set. The relative significance of the difference is given by the parameter . Thus, the ranking power provides the probability that there is at least one good feature set in the list of length having test error within
• / of the Bayes feature set. It depends on the list length , the total number of feßatures, the number of selected features, and sample size .
Length of Extensions
Gene expression concentration is the biological ground truth and has often been modeled by Multivariate Normal (MVN) distribution [4] . We use this MVN model to assess the effects of NGS transformation on the ranking power and the composition of the ranked list of feature sets. The measure of differences between the ranked list based on the MVN model and the respective NGS list is defined in the following way. If ℱ 789 denotes the feature set ranked at the top in the list of feature sets obtained using the MVN model of gene concentrations, its rank in the respective NGS list is denoted as 9;<. Similarly, 789 is the rank of the top feature set, ℱ 9;<, from the NGS list in the MVN ranked list of feature sets.
The Models for Gene Concentrations and NGS data
We adopted a hybrid multivariate Gaussian model, MVN, for the gene concentrations from [2] . Genes/features in the model are Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for thirdparty components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s). (1) Set up a hybrid Gaussian model with the number of marker features and the number of non-markers to yield = + number of features. Find the Bayes feature set ℱ UVWXY of size . (2) Generate a large test set of independent data using the MVN model and compute the test error /,789 for ℱ UVWXY. The MVN data generated from (1) and (2) are fed to the Poisson transformation pipeline as in [3] . (7) Repeat steps (3) through (5) for NGS data obtained by (6). Compare MVN and NGS lists and obtain 789 and 9;< . Figure 1 shows that the ranking power of MVN is higher than that of NGS and that the bolstered resubstitution error estimator performs better than the leave-one-out error estimator in ordering the feature sets. Figure 2 shows that both 789,`aa and 9;<,`aa are bigger than 789,bcd<eb and 9;<,bcd<eb , respectively, which implies that the leave-one-out error estimator has worse performance than the bolstered resubstitution error estimator in terms of comparative ranking.
Implementation
Results
Conclusion
This study examines the ranking performance of feature sets derived from simulated RNA-Seq data. The results demonstrate that general trends of the parameter effects on the ranking power of the underlying gene concentrations are preserved in the RNASeq data; however, the power of finding a good feature set becomes weaker and the data become less discriminative when gene concentrations are transformed by the sequencing machine. Moreover, the consistency between the ranked lists of feature sets based on the MVN and the NGS data is poor, which is yet another indicator of unreliable classification performance in the case of RNA-Seq data.
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