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К ПРОБЛЕМЕ МАСШТАБИРОВАНИЯ PYTOON-ПРИЛОЖЕНИЙ 
В СИММЕТРИЧНЫХ МУЛЬТИПРОЦЕССОРНЫХ СИСТЕМАХ
Интерпретируемый язык Python широко применяется в разработке ком­
мерческих приложений промышленного масштаба. Простота, использование 
объектно-ориентированной парадигмы, упрощенный цикл отладки позволяют 
создавать эффективное, качественное ПО в короткие сроки.
Основным недостатком текущей реализации Python является отсутствие 
поддержки симметричной мультипроцессорной обработки. Потоки в Python не 
являются изолированными, по этой причине в один момент времени допускает­
ся выполнение только одного потока. При отсутствии блокировки, одновре­
менные операции с общим участком памяти могут нарушить целостность про­
граммы. Например, во время выполнения операции присваивания интерпрета­
тор увеличивает внутренний счетчик числа ссылок на объект. Счетчик является 
глобальным объектом, и попытка выполнить данную операцию одновременно 
из двух потоков может привести к тому, что счетчик будет увеличен только на 
единицу.
Для предотвращения конфликтов в Python используется глобальная блоки­
ровка интерпретатора (Global Interpreter Lock), которая должна быть установле­
на исполняемым потоком перед обращением к любому Python-объекту. Таким 
образом, увеличение числа процессоров в системе не приводит к увеличению 
производительности приложения. В то же время, Python позволяет подключать 
библиотеки, реализованные на языке С. Они имеют возможность самостоятель­
но снимать блокировку интерпретатора на время длительных вычислений или 
операций ввода/вывода. В это время допускается выполнение других потоков.
Требуется оценить возможность масштабирования Python-приложений в 
многопроцессорных системах. В частности, особый интерес представляет воз­
можность масштабирования производительности сервера приложений Zope, 
большая часть которого выполнена в виде Python-сценариев.
Простейшим способом решения данной задачи является отказ от использо­
вания потоков и запуск отдельных процессов с привязкой их к различным про­
цессорам. Часто такое решение оказывается неприемлемым из-за накладывае­
мых ограничений на взаимодействие между процессами и использование опре­
деленных ресурсов несколькими процессами одновременно. Более того, пере­
ключение между потоками занимает у планировщика ОС значительно меньше 
временных ресурсов, чем переключение между различными процессами. В слу­
чае с сервером приложений Zope предлагается к каждому процессору привязать 
по одному экземпляру серверного приложения. При этом один из экземпляров 
должен выступать в роли сервера БД, остальные процессы берут роль обработ­
ки пользовательских запросов. Данное решение возможно реализовать с помо­
щью расширения ZEO (Zope Enterprise Objects). Испытания подтвердили эф­
фективность данного метода. При росте числа одновременных пользователь-
ских запросов достаточно добавить вычислительную мощность и увеличить ко­
личество серверных процессов, запущенных на отдельном процессоре. Преде­
лы масштабирования в данном случае ограничены способностью сервера БД 
справляться с возрастающим потоком запросов на чтение и запись.
Теоретически, можно отказаться от глобальной блокировки интерпретато­
ра в пользу точечной блокировки отдельных объектов. Реализация такой стра­
тегии в Python версии 1.5 показала, что из-за временных затрат, связанных с 
поддержкой точечной блокировки, производительность снижается почти в два 
раза при использовании ОС Linux и примерно на 30% в среде Windows. При 
использовании двухпроцессорных систем выигрыш оказывается крайне незна­
чительным, а на однопроцессорных машинах, очевидно, использование данной 
стратегии ведет к уменьшению общей производительности.
Отметим, что наличие глобальной блокировки интерпретатора является от­
личительной чертой реализации Python на языке С. Java-реализация (Jython) не 
имеет подобного ограничения, но обладает производительностью в два-три раза 
меньшей. При этом Jython не поддерживает С-расширения, позволяющие опти­
мизировать критические участки кода.
В настоящий момент Python не позволяет в полной мере использовать пре­
имущества симметричных мультипроцессорных систем. Проведенные исследо­
вания показали, что можно принять меры, позволяющие с достаточной эффек­
тивностью использовать интерпретатор в многопроцессорных системах для за­
дач, допускающих использование независимых процессов и выполняющих 
большое количество операций ввода/вывода.
