A determinantal point process (DPP) over a universe {1, . . . , m} with respect to an m × m positive semidefinite matrix L is a probability distribution where the probability of a subset S ⊆ {1, . . . , m} is proportional to the determinant of the principal minor of L corresponding to S. DPPs encapsulate a wide variety of known distributions and appear naturally (and surprisingly) in a wide variety of areas such as physics, mathematics and computer science. Several applications that use DPPs rely on the fact that they are computationally tractable -i.e., there are algorithms for sampling from DPPs efficiently. Recently, there is growing interest in studying a generalization of DPPs in which the support of the distribution is a restricted family B of subsets of {1, 2, . . . , m}. Mathematically, these distributions, which we call generalized DPPs, include the well-studied hardcore distributions as special cases (when L is diagonal). In applications, they can be used to refine models based on DPPs by imposing combinatorial constraints on the support of the distribution.
Introduction Determinantal Point Processes
In this paper we study computational questions regarding determinantal point processes (DPPs). In the discrete setting, a DPP is a distribution over subsets of a finite set [m] := {1, 2, . . . , m}. Specifically, a DPP is defined with respect to a positive semidefinite (PSD) matrix L ∈ R m×m such that for all S ⊆ [m] we have P({S}) ∝ det(L S,S ), where L S,S is the principal minor of L corresponding to rows and columns from S. Such distributions make a natural (and sometimes surprising) appearance in many diverse areas of mathematics, physics and computer science and, as a consequence, have been widely studied; see, e.g., [Lyo02, BKPV05, KT12] . Mathematically, the fact that the probabilities are derived from determinants, allows one to deduce elegant and non-trivial properties of such distributions through the employment of various properties of determinants. For example, given a graph G on m edges and a non-negative weight w e for each edge, the distribution on the spanning trees T of G that gives each T probability proportional to e∈T w e is a DPP [Pem04, Vis13] . Further, such distributions are known to be strongly Rayleigh -a notion of the strongest negative correlation [BBL09, Pem00] -a property that plays a central role in important recent developments in theoretical computer science [AGM + 10, OSS11, AG15] .
DPPs are also used in several applications, e.g., in machine learning. Consider a setting with m documents and a matrix V ∈ R m×r , whose rows v 1 , v 2 , . . . , v m ∈ R r are m feature vectors of the corresponding documents. Let L = V V ⊤ be the matrix defining a DPP over subsets of [m] . The measure of a given set S is then proportional to det(L S,S ) = det(V S V ⊤ S ), where V S is the submatrix of V corresponding to the set of rows S. The quantity det(V S V ⊤ S ) can be interpreted as the squared volume of the |S|-dimensional simplex spanned by the vectors {v e : e ∈ S} and, intuitively, the larger the volume, the more diverse the set of vectors. Hence such distributions tend to prefer most diverse or informative subsets of documents. This idea has been successfully applied to a number of problems, such as document summarization, sensor placement and recommendation systems ([LB11, KSG08, ZKL + 10, ZCL03, YJ08] ).
Besides the theoretical properties of DPPs, the fact that they are computationally tractable has made them quite attractive for algorithm design. There are essentially two basic (and related) computational problems that arise for the corresponding DPP: (1) Sampling: output a sample from the underlying distribution and, (2) Counting: compute the partition function S⊆[m] det(L S,S ). It is well known that efficient algorithms for solving these tasks exist; see [BKPV05, DR10, LJS15, AGR16] . Essentially, these results are manifestations of the fact that the determinant of a matrix can be computed efficiently. Indeed, for spanning trees, the determinant-based Kirchoff matrix tree theorem [Kir47] allows us to argue that one can sample random spanning trees efficiently [Gue83, CDN89, MST15] .
Generalized Determinantal Point Processes
Recently, there has been growing interest (see, e.g., [GKT12, NS16] ) in variants of DPPs -the support of the distribution, instead of being allowed to be all of 2 [m] , is constrained to a specified family B ⊆ 2 [m] . Such B-DPPs can be used to refine models based on DPPs by imposing combinatorial constraints on their support. Continuing the example of m documents introduced above, consider the case when, in addition, the items have p types, and one would like a sample in which no type is over-represented. This can be captured by letting U i denote the set of documents of type i and B consist of all sets S ⊆ [m] which satisfy |S ∩ U i | ≤ b i , for some specified parameters {b i }. Perhaps the simplest example of a generalized DPP is what is referred to as a k-DPP in which p = 1, U 1 = [m] and b 1 = k. In the special case when the sets U i s are mutually disjoint, B corresponds to the partition matroid and were recently studied by [NS16] from the point of view of finding the set in B which maximizes the probability. Mathematically, by varying B and L, generalized DPPs capture a very rich class of distributions and, in particular, when L is a diagonal matrix, we recover the class of hard core distributions over B; see [SV14] .
As in the case of DPPs the practical applicability of a given B−DPP strongly depends on existence of efficient sampling and counting algorithms. However, while the efficient computability of the determinant underlies our ability to efficiently sample from unconstrained DPPs, the algorithmic aspects of generalized DPPs can be quite nuanced. It is not too difficult to show that the counting/sampling problems can encode the computation of permanent even when the underlying family B is computationally easy. Thus, a natural question arises. For which choices of B are the counting and sampling problems for B-DPPs efficiently solvable, and for which are they provably hard?
Our results
In this paper we take a first step towards understanding the complexity of sampling and counting under various generalized DPPs in a systematic manner.
First, by exploiting a certain variant of self-reducibility ( [JS88, Sin93] ) for this setting, we prove that the sampling and counting versions of generalized DPPs are essentially equivalent (i.e., there are polynomial time reductions in both directions). Thus, if one aims for an efficient sampler for a particular B−DPP, it is enough to focus on the corresponding counting problem.
We then give efficient counting algorithms for families B that belong to the class of, as we call them, linear families. The term "linear" comes from the fact that linear constraints are imposed on the indicator vectors of sets in the family. a (2) , . . . , a (p) ∈ Z m and sets K 1 , K 2 , . . . , K p ⊆ Z such that:
where 1 S ∈ {0, 1} m denotes the indicator vector of S and ·, · denotes the standard inner product.
When, in place of a (j) 's, we use indicator vectors 1 U j of some sets U j ⊆ [m] for j = 1, 2, . . . , p we obtain families of the form:
We call such families cardinality-constrained families. Special cases in which U 1 , U 2 , . . . , U p form a partition of {1, 2, . . . , m} and |S
, are called partition families. As we show, such families already represent interesting counting problems. The class of linear families is quite general, as it captures the set of matchings in a graph, the set of spanning trees or even the set of Hamiltonian paths (though using exponentially many constraints).
be a linear family with p constraints such that every vector a (j) involved in a constraint satisfies a (j) 1 ≤ m c for some constant c > 0. Then, given a matrix V ∈ R m×r , the counting problem with respect to B is solvable in time O(r 2 m p·c+1 ).
Note that if both p and c are constant, we obtain a polynomial time algorithm for counting. In particular, as mentioned above, the vectors a (j) in the definition of a partition family have a (j) 1 ≤ m (i.e., c = 1), hence for such families the counting problem is solvable in O(r 2 m p+1 ) time. Applying further the reduction from counting to sampling we obtain the following result which was independently obtained by [KD16] . Corollary 1.3 Let B be a partition family with a constant number p of sets in the partition. Then both the sampling and counting problem for a B−DPP are solvable in O(m p+O(1) ) time.
As the running time above is exponential in p, one could wonder whether efficient algorithms for a large number of sets is the partition exist. Our next result reveals a certain obstacle to obtain them. We show that for arbitrary p, the problem is related to computing mixed discriminants ([Bap89] , refer also to Section 5 for a definition). Note that the problem of computing mixed discriminants is a generalization of the permanent, and despite significant efforts (see, e.g., [Bar97, Gur05] ) there is no FPRAS known for this problem (in contrast to the problem of computing permanents of nonnegative matrices [JSV04] ). The best known polynomial time approximation algorithm achieves ratio e O(r) with r being the dimension of the input matrices [Bar97] . We leave it as an open problem whether an FPRAS exists for linear families when p can be large.
Our last result is an application of Theorem 1.2 to the following problem about generalized DPPs considered by [NS16] : max S∈B det(V S V ⊤ S ) for a given family B. Let us briefly describe their setting. We are given a matrix V ∈ R m×r and a partition family B, the goal is to find max S∈B det(V S V ⊤ S ). The result of [NS16] is a randomized algorithm which outputs a set S, which in expectation has value at least e −r times the optimal one. However, there is no evidence that a polynomial number of samples is enough to obtain such a guarantee. One way to resolve this issue is to derandomize the algorithm. We achieve this when the size of the partition is a constant. Theorem 1.5 There is a polynomial time deterministic algorithm which, given a matrix V ∈ R m×r and a partition family B with a constant number of sets in the partition, outputs a set S ∈ B such that:
The above theorem is obtained by applying the method of conditional expectation and realizing that the conditional expectations one has to compute can be cast as counting problems with respect to partition families. As a lemma, we prove that the counting problem for partition families is polynomial time solvable whenever the kernel matrix L is diagonal. This allows us to deduce the theorem from Corollary 1.3.
Organization of the Paper
In Section 2 we introduce our notation and provide basic definitions. Section 3 defines the generalized sampling and counting problems formally and establishes equivalence between them. Section 4 contains the proof of Theorem 1.2. Our hardness result is proved in Section 5. Lastly, Section 6 is an application of our ideas to derandomize the algorithm by [NS16] .
Preliminaries
Matrices, vectors and sets. All vectors considered in the text are column vectors. The set of all real matrices of dimensions m by n is denoted by
T is an |S| × |T | matrix being the restriction of M to rows from S and columns from T . For a given n ∈ N, the set {1, 2, . . . , n} is denoted by [n] . The power set of a given set X is denoted by 2 X , the family of all subsets of X of cardinality k is denoted by X k . DPPs. A Determinantal Point Process is a probability distribution µ over subsets of a given set [m] defined with respect to a symmetric positive semidefinite matrix L ∈ R m×m (called an L−ensemble) by µ(S) ∝ det(L S,S ), or in other words
.
Note that in the above, for brevity, we write µ(S) instead of µ({S}) to denote the probability of choosing a particular set S ∈ 2 [m] . We will often use a different matrix to represent the measure µ.
we define a B−DPP to be the distribution µ B over subsets S ∈ B, such that
Note that µ B is defined with respect to the underlying matrix L (or equivalently V , s.t. L = V V ⊤ ), it will be always clear from the context which L do we have in mind. Interesting examples of B, which are also important in applications include families composed of bases of a given matroid representing some underlying combinatorial structure of the ground set [m].
Sampling and Counting
In this section we introduce formally the notions of DPP sampling and counting under constraints and make the computational problems behind them precise. After this we state and prove a theorem implying that these two problems are essentially equivalent. This means that for a given type of constraints a polynomial time algorithm for counting can be transformed into a polynomial time algorithm for sampling and vice versa. The current section follows the convention that V is an m × r real matrix, and B is a non-empty family of subsets of [m], i.e. B ⊆ 2 [m] .
Sampling from B−DPP
The sampling problem with respect to a family B is simply to construct an algorithm which produces samples S ∈ B according to µ B . In the definition below we make precise what are an input and output to such a problem.
Definition 3.1 Let r, m ∈ N be numbers with r ≤ m and B ⊆ 2 [m] . The sampling problem corresponding to the family B is described as follows Input: a matrix V ∈ R m×r , Output: a random sample S ∼ µ B . A program solving the above problem we call a B−sampling oracle.
For example if r = m, V is the identity matrix and B is any family of sets, then a B−sampling oracle should output a uniformly random element of B.
Counting with respect to B
As it turns out there is a very natural counting counterpart to the sampling problem defined above. Recall that the probability of picking a set S ∈ B by a B−counting oracle is equal to:
Clearly the numerator in the fraction above is easy to compute, but the normalizing term in the denominator is typically a sum involving an exponential number of elements and might be challenging. Of course to devise efficient sampling algorithms one does not necessarily need to compute this sum. However, as it turns out these two problems are tightly related to each other. Let us now define the counting problem formally.
Definition 3.2 Let r, m ∈ N be numbers with r ≤ m and B ⊆ 2 [m] . The counting problem corresponding to the family B is described as follows Input: a matrix V ∈ R m×r , Output: the sum S∈B det(V S V ⊤ S ). A program solving the above problem we call a B−counting oracle.
Equivalence Between Sampling and Counting
Our main result establishes existence of polynomial time B−counting oracles for a large class of families B. The theorem below shows that such algorithms can be automatically translated into polynomial time B−sampling oracles. . Suppose we have access to a B−counting oracle. Then, there exists a B−sampling oracle which for any input matrix V ∈ R m×r queries the B−counting oracle poly(m) times and outputs a random sample from µ B in polynomial time.
The proof of the above theorem is moved to the Appendix. At this point one can wonder whether solving the B−counting problem is actually necessary to sample from B. We show that this is indeed the case. Clearly one cannot expect a result being the exact converse of Theorem 3.3, because the randomization coming from the sampler can cause the algorithm to fail or output a slightly imprecise result. What is true instead is the equivalence between approximate sampling and approximate counting. • Approximate B−sampling: given a matrix V ∈ R m×r and a precision parameter ε > 0, provide a sample S from a distribution ρ : B → [0, 1], such that µ B − ρ 1 < ε.
• Approximate B−counting: given a matrix V ∈ R m×r and a precision parameter ε > 0, output a number X ∈ R such that X(1
The time complexities of the above two problems differ only by a multiplicative factor of poly(m, ε −1 ).
The above theorem follows from a self-reducibility property ([JS88]) enjoyed by the generalized DPP counting problem. The proof is moved to Appendix A.
Counting for Linear Families
In this section we present a proof of Theorem 1.2. Note that for families such as in Theorem 1.2 one can assume that |K j | = O(m c ) for every j = 1, 2, . . . , p and hence the description size of B is O(pm c ). In fact, the algorithm we describe in the proof is polynomial even when B is given as part of the input, as long as both p and c are constants.
The proof of Theorem 1.2 makes use of certain properties of elementary symmetric polynomials, which we review below.
Definition 4.1 Define the r-variate elementary symmetric polynomial of degree k ≤ r to be
where x S denotes i∈S x i .
Definition 4.2 For a given symmetric matrix A ∈ R r×r we define:
where λ 1 , λ 2 , . . . , λ r are the eigenvalues of A.
Equivalently sym k (A) is the coefficient of t r−k in the polynomial det(A + tI).
Let a matrix
From the alternative definition of sym k , given a matrix A ∈ R r×r one can compute sym k (A) in O(r 3 ) time ([KG85]), for any k. This implies in particular that we can compute the sum:
in polynomial time. In other words, there is a polynomial time B−counting oracle for B being the family of all subsets of [m] of cardinality k. Let us now move to the case of general linear families.
Proof of Theorem 1.2: For simplicity we will assume that all the coefficients a Introduce new formal variables y 1 , y 2 , . . . , y p and for every element e ∈ [m] define a monomial:
and an r−dimensional formal vector u e = P e (y) 1/2 · v e . Further, for a given k ≤ r consider the expression
It follows in particular that g k (y) is a polynomial in variables y = (y 1 , y 2 , . . . , y p ), moreover by Fact (4.3) we obtain
Let us also define a polynomial g(y) to be r k=1 g k (y). We claim that g(y) can be evaluated on any given p−tupleȳ ∈ R p in O(m(p + r 2 ) + r 3 ) time.
To argue this, let us notice that g(ȳ) is equal to k≤r sym k (A) (where A = P e (ȳ)v e v ⊤ e ) and hence is equal to the sum of coefficients of the characteristic polynomial of A. Since A is an r × r matrix, such a sum can be evaluated in O(r 3 ) time, just by computing det(A + I). The matrix A is constructed in O(m(p + r 2 )) time.
The polynomial g(y) has p variables, and every variable y j (for j = 1, 2, . . . , p) in g(y) has its degree bounded by a (j) 1 = O(m c ). Hence the total number of distinct monomials appearing in g(y) is at most O(m pc ). It follows that one can recover the polynomial g(y) (all its coefficients) by computing its value in O(m pc ) positions and performing interpolation via FFT in O(m pc ) time.
It remains to note that the sum we would like to compute is just a summation of certain coefficients of monomials of g(y). Indeed we have:
where the last equality follows from the fact that rank(V ) ≤ r. Now, for every monomial c α p j=1 y α j j in g(y) such that α j ∈ K j for every j = 1, 2, . . . , p, the coefficient c α has to be added to the end result.
The total complexity is dominated by the time required to evaluate the polynomial g(y) on O(m pc ) inputs, hence we obtain the total running time to be O(m pc+1 r 2 ).
Remark 4.4 To extend the above proof to the case where a (j) 's can have negative entries rewrite the constraint 1 S , a (j) ∈ K j in the form e∈P 1 S (e)a (j) e − e∈N 1 S (e)a (j) e ∈ K j , where P and N correspond to positive and negative entries in a (j) respectively. Introduce separate variables y j,P for the positive part and y j,N for the negative part. The polynomial has now twice so many variables, and a monomial P S (y) is accepted whenever the difference in degrees of y j,P and y j,N belongs to K j .
Hardness Result for Partition Families
In this section we relate the problem of counting with respect to partition families to the well studied problem of computing mixed discriminants of PSD matrices. It is known that computing mixed discriminants of PSD matrices is #P−hard, since one can encode the permanent as a mixed discriminant. However, as opposed to the permanent problem, there is no FPRAS known for computing mixed discriminants, and the best polynomial time approximation algorithm [Bar97] has an exponentially large approximation ratio. A 1 , A 2 , . . . , A r be symmetric r × r matrices. We define the mixed discriminant D (A 1 , A 2 , . . . , A r ) to be:
Definition 5.1 Let
Let us also recall the definition of partition families. There exist polynomial time, approximation preserving reductions from PCount to MixDet and from MixDet to PCount.
Before proving the theorem let us first state some useful properties of mixed discriminants. 
We split Theorem 5.3 into two lemmas and prove them separately. We proceed with the first reduction.
Lemma 5.5 There is a polynomial time, approximation preserving reduction from PCount to MixDet.
Proof: Consider the problem PCount, suppose V ∈ R m×r is given as input together with the partition family:
We will show how to construct efficiently r matrices A 1 , A 2 , . . . , A r such that:
where α ∈ R is an efficiently computable scalar. To this end, for every set P j in the partition define a matrix:
where v e are the corresponding rows of V . The r−tuple A 1 , A 2 , . . . , A r is defined as follows:
By applying linearity multiple times to all coordinates of D(A 1 , A 2 , . . . , A r ) we find out that:
where S stands for {e 1 , e 2 , . . . , e r } in the summation above and α is equal to
The reason for this is that D(v e 1 v ⊤ e 1 , v e 2 v ⊤ e 2 , . . . , v er v ⊤ er ) = 0 whenever e 1 , e 2 , . . . , e r are not pairwise different. We use Fact 5.4 again to obtain:
and we arrive at (1).
We move to to the second part of Theorem 5.3.
Lemma 5.6 There is a polynomial time, approximation preserving reduction from MixDet to PCount.
Proof: Consider an instance (A 1 , A 2 , . . . , A r ) of the MixDet problem. Since A i 's are PSD matrices, we can decompose them as follows:
where v i,j ∈ R r for 1 ≤ i, j ≤ r (some v i,j 's can be zero if rank(A i ) < r). Let M = {(i, j) : 1 ≤ i, j ≤ r} be the ground set of a matroid. We take m = |M | = r 2 and define the partition as M = P 1 ∪ P 2 ∪ . . . ∪ P r with P i = {(i, j) : 1 ≤ j ≤ r} and b 1 = b 2 = . . . = b r = 1.
By linearity of mixed discriminants and part (3) of Fact 5.4 we obtain
where B = {S ⊆ M : |S ∩ P i | = 1 for every i = 1, 2, . . . , r}. Therefore, the matrix V ∈ R m×r (with rows indexed by M ) together with the above defined partition family yields an instance of PCount which can be used to compute D(A 1 , A 2 , . . . , A r ).
Application in Derandomization
The paper [NS16] considers the problem of maximizing subdeterminants subject to partition constraints. It proves the following result there is a polynomial time randomized algorithm which outputs a random set S ∈ B such that:
Note that for the above result to be actually useful in finding a set S ∈ B with large det(V S V ⊤ S ) one has to ensure that the variance of det(V S V ⊤ S ) is not too high. Otherwise such an algorithm could still require an exponential number of samples to yield e r −approximation.
We show how, by applying Theorem 1.2, one can derandomize the above algorithm in the case when the number of sets in the partition is constant. More precisely we show Theorem 1.5.
Before we proceed to the proof, let us first review the approach of [NS16] . They consider a certain convex relaxation of the problem and as a result they are able to compute a fractional solution
It is implicitly shown that when sampling a set S ∈ B according to the distribution:
where x S = e∈S x e , one obtains
At this point it is important to convince ourselves that the following lemma is true. Note that the above expresses the fact that counting with respect to partition families, under the assumption that the V matrix is diagonal, is efficiently solvable. Proof: Let us fix the partition family B to be {S :
To start, note that the considered sum is in fact "separable". Indeed (assume for simplicity that Y = ∅):
For this reason we can restrict ourselves to the case p = 1. Further, without loss of generality we can assume that Y = ∅ (by just modifying the partition and multiplying the result by z Y ).
The case which remains to solve is:
This finally can be done either by dynamic programming, or by the fact that the above sum appears as the coefficient of y m−k in the polynomial f (y) = m e=1 (y + z e ).
Hence the expectation of the algorithm, is up to an efficiently computable factor ( T ∈B z T ) −1 equal to:
where U ∈ R m×r is a matrix with the e−th row U e equal to z 1/2 e V e . Therefore, computing the expectation of such an algorithm is equivalent to the B−counting problem. With this observation in hand it is now easy to prove Theorem 1.5.
Proof Theorem 1.5: We apply the method of conditional expectations to obtain deterministically a set S such that:
where S ∼ ρ. Recall that ρ is a distribution defined with respect to a certain fractional solution z, by the formula (2).
In the first step we consider all elements e ∈ [m] and calculate conditional expectations:
We pick the elementē which yields the largest value (guaranteed to be at least E[det(V S V ⊤ S )]). From the next step we will condition onē ∈ S and try to pick another element and so on. After k such steps we obtain a set satisfying (3).
It remains to show that E[det(V S V ⊤ S )|Y ⊆ S] is polynomial time computable for any set Y ⊆ [m]. To do this, we first note that
(recall that U is a matrix with rows U e = √ z e V e for every e ∈ [m]) for an efficiently computable scalar α ′ (it is efficiently computable by Lemma 6.2). Such a sum is in fact polynomial time computable. To see this, introduce a formal variable y and consider an m × r matrix W with rows defined as:
It is then easy to see that:
hence we are interested in computing the highest coefficient of a univariate polynomial. Moreover, we can evaluate this polynomial at any given value in polynomial time, because it is just an instance of the counting problem with respect to B.
From the above proof it also follows that derandomizing the result of [NS16] using the method of conditional expectations requires computing certain mixed discriminants (because of the connection in Theorem 5.3). It turns out that an approximation algorithm for computing mixed discriminants is also sufficient to get in general a high probability guarantee for the [NS16] algorithm, however at a cost of worse approximation.
Corollary 6.3 Given a matrix V ∈ R m×r and a description of a partition family B ⊆
[m] k there is a polynomial time randomized algorithm which with high probability outputs a set S ∈ B such that:
Proof: As in the proof of Theorem 1.5, we proceed via the method of conditional expectations. The algorithm then works in k steps, corresponding to picking k elements. In every step, certain mixed discriminants need to be calculated in order to choose the most promising element. To do that one can employ the algorithm from [Bar97] which achieves e O(r) −approximation in randomized polynomial time (with high probability). This will have the effect of worsening the approximation factor by 2 O(r) in every steps, hence altogether we obtain e O(r) k · e r = e O(r·k) −approximation.
A Equivalence between Sampling and Counting
The purpose of this section is to discuss a proof of Theorem 3.4. We divide the theorem into two implications and show them in the subsequent subsections. For simplicity in our proofs we focus on the exact variants of sampling and counting. In this setting the proofs already contain all essential ideas and can be easily extended to the approximate variant.
A.1 Counting Implies Sampling
We show that given an efficient B−counting oracle one can sample from a B−DPP. More precisely we give a proof of Theorem 3.3.
Proof of Theorem 3.3: The sampling algorithm works as follows: it will consider any element e ∈ [m] and first sample whether e ∈ S or not (S is the random variable corresponding to the sample we output, hence we would like to have S ∼ µ B ). To this end, it needs to compute the probability P(e ∈ S). After the choice has been made, say e ∈ S the next element is considered, but every event from now on is conditioned on the fact that e ∈ S. More formally, the sampling algorithm could be described as follows:
3. For e = 1, 2, . . . , m :
(a) Compute the probability p = P(e ∈ S|Y ⊆ S, N ∩ S = ∅) under the distribution µ B .
(b) Toss a biased coin with success probability p. In case of success add e to the set Y , otherwise add e to N .
Output: S = Y.
It is clear that the above algorithm correctly samples from µ B , the only part which requires explanation is how to compute P(e ∈ S|Y ⊆ S, N ∩ S = ∅) efficiently. This is explained in the lemma below. Proof: Let Y 1 = Y ∪ {e}, then:
We will focus on computing the sum in the denominator, the one in the numerator is calculated analogously.
To this end introduce a new formal variable y and for every element e ∈ [m] define a vector w e as follows: This follows by analyzing how det(W S W ⊤ S ) is related to det(V S V ⊤ S ). It follows that S∈B det(W ⊤ S W S ) is essentially a polynomial f (y) of degree at most |Y |. In fact, the sum we are interested in is simply the coefficient of y |Y | in f (y). The last thing to note is that we can compute f (y) exactly by evaluating S∈B det(W ⊤ S W S ) for |Y | + 1 different values of y and then performing interpolation. Hence we just need to query the B−counting oracle (|Y | + 1) times.
Proof:
We sample a set S ∈ B from the distribution P({S}) ∝ det(V S V ⊤ S ) conditioned on S ⊆ U . This can be done using the sampling oracle, but instead of the original matrix V , we use V ′ , with v ′ e = v e for e ∈ U and v ′ e = 0 otherwise. We record the result in a random variable:
otherwise
Repeat the above N times independently, to obtain X 1 , X 2 , . . . , X N and finally compute the estimator: Z = X 1 + X 2 + . . . + X N N .
By Chebyshev inequality:
hence we can obtain obtain additive error at most δ with high certainty by taking N = Proof: Let T be the random variable S conditioned on S ⊆ U . Denote q e = P(e ∈ S|S ⊆ U ), we obtain Hence e∈U (1 − q e ) ≥ 1 m , which implies that (1 − q e ) ≥ 1 m 2 for some e ∈ U .
We are now ready to prove Theorem A.2. Proof: We have to show that the algorithm given above can be implemented in polynomial time and it gives a correct answer.
Step 2(a) can be easily implemented by taking poly(m) samples conditioned on S ⊆ U (as in the proof of Lemma A.3). This gives as an approximation of q U = P(S = U |S ⊆ U ) up to an additive error at most m −2 with high probability. If the estimate is less than (1 − 1 2m ) then with high probability q U ≤ (1 − 1 m ) otherwise, with high probability we have
and the algorithm terminates. When performing step 2(b) we have a high probability guarantee for the assumption of Lemma A.4 to be satisfied. Hence we can assume that by using Lemma A.4 and Lemma A.3 we can find an element e ∈ U with p e = P(e / ∈ S|S ⊆ U ) ≥ 1 2m 2 . Again using Lemma A.3 we can perform step 3(c) and obtain a multiplicative (1 + ε m )−approximation ρ e to p e . Denote the set U at which the algorithm terminated by U ′ and the elements chosen at various stages of the algorithm by e 1 , e 2 , ..., e l with l = m − |U ′ |. Our estimate of the partition function is:
X := ρ e 1 ρ e 2 · . . . · p e l det(V ⊤ U ′ V U ′ ).
