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Comparability and Cocomparability Bigraphs
Pavol Hell∗, Jing Huang†, Jephian C.-H. Lin‡, and Ross M. McConnell§
Abstract
We propose bipartite analogues of comparability and cocomparability graphs.
Surprizingly, the two classes coincide. We call these bipartite graphs cocomparabil-
ity bigraphs. We characterize cocomparability bigraphs in terms of vertex orderings,
forbidden substructures, and orientations of their complements. In particular, we
prove that cocomparability bigraphs are precisely those bipartite graphs that do
not have edge-asteroids; this is analogous to Gallai’s structural characterization of
cocomparability graphs by the absence of (vertex-) asteroids. Our characterizations
imply a robust polynomial-time recognition algorithm for the class of cocomparabil-
ity bigraphs. Finally, we also discuss a natural relation of cocomparability bigraphs
to interval containment bigraphs, resembling a well-known relation of cocompara-
bility graphs to interval graphs.
Key words: Cocomparability bigraph, chordal bigraph, interval bigraph, interval
containment bigraph, two-directional orthogonal-ray graph, characterization, orientation,
vertex ordering, invertible pair, asteroid, edge-asteroid, recognition, polynomial time al-
gorithm.
1 Introduction
In this paper we propose bipartite analogues of two popular graph classes, namely the
comparability and the cocomparability graphs [11]. Interestingly, the two analogues co-
incide, and we obtain just one new class of bigraphs. This class exhibits some features
of both comparability and cocomparability graphs, but the similarities are significantly
stronger with the class of cocomparability graphs; therefore in this paper we call these
bigraphs cocomparability bigraphs.
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Cocomparability graphs are usually defined as the complements of comparability (i.e.,
transitively orientable) graphs, and their name reflects this fact. However, they are a
natural and interesting graph class on their own, can be defined independently of their
complements, and have an elegant forbidden substructure characterization [11]. Our
cocomparability bigraphs bear strong resemblance to these properties.
We remind the reader that many popular graph classes have bipartite analogues. For
instance for chordal graphs there is a well-known bipartite analogue, namely, chordal bi-
partite graphs, or chordal bigraphs. They have a similar ordering characterization, forbid-
den substructure characterization, and even a geometric representation characterization
[12, 16].
Interval graph analogues have a more complex history: the bipartite analogues studied
first, namely interval bigraphs [13, 26, 28], do not share many nice properties of interval
graphs – in particular there is no known forbidden substructure characterization. A better
bipartite analogue of interval graphs turned out to be the interval containment bigraphs
discussed below. This class has many similar properties and characterizations to the class
of interval graphs, in particular an ordering characterization, and a forbidden substructure
characterization [8].
When considering what constitutes a natural bigraph analogue of a graph class, it
turns out best to be guided by the ordering characterizations. Especially revealing are
the (equivalent) matrix formulation of the ordering characterizations. Take the case of
chordal graphs. A graph is chordal if it does not contain an induced cycle of length greater
than three. Chordal graphs are characterized by the existence of a perfect elimination
ordering. An ordering ≺ of the vertices of a graph G is a perfect elimination ordering
if u ≺ v ≺ w and uv ∈ E(G), uw ∈ E(G) implies that vw ∈ E(G). To consider the
matrix formulation, it is most convenient to think of graphs as reflexive, i.e., having a
loop at each vertex. (This makes sense, for instance, for the geometric characterization
of chordal graphs as intersection graphs of subtrees of a tree: since each of the subtrees
intersect itself, each vertex has a loop.) The matrix condition is expressed in terms of the
adjacency matrix of G; because of the loops, the matrix has all 1’s on the main diagonal.
The Γ matrix is a two-by-two matrix
(
1 1
1 0
)
(1)
The Γ matrix is a principal submatrix of an adjacency matrix of a reflexive graph if
any of the entries 1 lies on the main diagonal. Then a perfect elimination ordering of
the vertices of G corresponds to a simultaneous permutation of rows and columns of the
adjacency matrix so the resulting form of the matrix has no Γ as a principal submatrix.
In other words, a reflexive graph G is chordal if and only if its adjacency matrix can be
permuted, by simultaneous row and column permutations, to a form that does not have the
Γ matrix as a principal submatrix. For bipartite graphs, we use the bi-adjacency matrix,
in which rows correspond to vertices of one part and columns to vertices of the other part,
with an entry 1 in a row and a column if and only if the two corresponding vertices are
adjacent. Note that this means that re-ordering of the vertices corresponds to independent
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permutations of rows and columns. Chordal bigraphs have an ordering characterization
[2] which translates to the following matrix formulation. A bipartite graph G is a chordal
bigraph if and only if its bi-adjacency matrix can be permuted, by independent row and
column permutations, to a form that does not have the Γ matrix as a submatrix. This
indeed yields a class with nice properties analogous to chordal graphs. In particular, a
bipartite graph is a chordal bigraph if and only if it does not contain an induced cycle of
length greater than four [12].
We next look at the case of interval graphs. A graph is an interval graph if it is the
intersection graph of a family of intervals in the real line. As for chordality, it is most
natural to consider these to be reflexive graphs. Interval graphs are characterized by
the existence of an ordering ≺ of V (G) such that if u ≺ v ≺ w and uw ∈ E(G), then
vw ∈ E(G). The Slash matrix is the two-by-two matrix
(
0 1
1 0
)
(2)
The Slash matrix is a principal submatrix of an adjacency matrix of a reflexive graph
if either entry 1 lies on the main diagonal. We may now reformulate the ordering char-
acterization as the following matrix characterization. A reflexive graph G is an interval
graph if and only if its adjacency matrix can be permuted, by simultaneous row and col-
umn permutations, to a form that does not have the Γ or the Slash matrix as a principal
submatrix.
A bipartite graphG, with bipartition (X, Y ), is an interval containment bigraph if there
is a family of intervals Iv, v ∈ X ∪Y , such that for x ∈ X and y ∈ Y , we have xy ∈ E(G)
if and only if Ix contains Iy. The intervals Iv, v ∈ X ∪ Y , appear to depend on the
bipartition (X, Y ) in the definition, but it is easy to see that if G is an interval containment
bigraph with respect to one bipartition (X, Y ), it remains so with respect to any other
bipartition [16]. Simple transformations show [16] that interval containment bigraphs
coincide with two other previously investigated classes of bipartite graphs, namely, two-
directional orthogonal-ray graphs [30], and complements of circular arc graphs of clique
covering number two [14]. These graphs can be characterized by the existence of orderings
≺X ,≺Y such that for u, v ∈ X and w, z ∈ Y , if u ≺X v, w ≺Y z and uz, vw ∈ E(G) then
uw ∈ E(G). (Note that u ≺X v and w ≺Y z mean that the edges uz, vw are “crossing”.)
This implies that a bipartite graph G is an interval containment bigraph if and only if its
bi-adjacency matrix can be permuted, by independent row and column permutations, to a
form that does not have the Γ or the Slash matrix as a submatrix.
Interval graphs have an elegant structural characterization due to Lekkerkerker and
Boland [21]. An asteroid in a graph is a set of 2k + 1 vertices v0, v1, . . . , v2k (with k ≥ 1)
such that for each i = 0, 1, . . . , 2k, there is a path joining vi+k and vi+k+1 whose vertices
are not neighbours of vi (subscript additions are modulo 2k + 1). An asteroid with three
vertices (k = 1) is called an asteroidal triple. The theorem of Lekkerkerker and Boland
[21] states that a graph is an interval graph if and only if it has no induced cycle with
more than three vertices and no asteroidal triple. The interval containment bigraphs
defined above have an analogous structural characterization. As is often the case with
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bigraph analogues, we must first translate vertex properties into edge properties. An edge-
asteroid in a bipartite graph consists of an odd set of edges e0, e1, . . . , e2k such that for
each i = 0, 1, . . . , 2k, there is a walk joining ei+k and ei+k+1 (including both end vertices of
ei+k and ei+k+1) that contains no vertex adjacent to either end of ei (subscript additions
are modulo 2k + 1).
e0
e1 e2k
ek ek+1
Figure 1: Edge-asteroid
It follows from [8] that a bipartite graph G is an interval containment bigraph if and
only if it contains no induced cycle of length greater than four and no edge-asteroid.
Armed with these examples we now explore the bipartite analogues of comparability
and cocomparability graphs. It turns out it is most natural to take cocomparability
graphs as reflexive, and comparability graphs as irreflexive (i.e., without loops). (A hint
to the former may be theorem of Gilmore and Hoffman [10] stating that a graph is an
interval graph if and only if it is chordal and cocomparability. Since both interval and
chordal graphs are reflexive, it makes sense to insist that cocomparability graphs be also
reflexive.) The I2 matrix is the two-by-two identity matrix, i.e.,
(
1 0
0 1
)
(3)
Note that the I2 matrix is obtained from the Slash matrix by the exchange of the two
rows, a row permutation. The I2 matrix is a principal submatrix of an adjacency matrix of
an irreflexive graph if either of the entries 0 lies on the main diagonal. It is well known that
a graph G is a comparability graph if and only if it has an ordering ≺ of V (G) such that
u ≺ v ≺ w and uv ∈ E(G), vw ∈ E(G) implies that uw ∈ E(G) [6]. This has a natural
matrix formulation as follows. An irreflexive graph is a comparability graph if and only
if its adjacency matrix can be permuted, by simultaneous row and column permutations,
to a form that does not have the I2 matrix as a principal submatrix. Correspondingly, we
define a bipartite graph G to be a comparability bigraph if its bi-adjacency matrix can be
permuted, by independent row and column permutations, to a form that does not have
the I2 matrix as a submatrix.
The situation is similar for cocomparability graphs. Obviously, a graph is a cocom-
parability graph if and only if it has an ordering ≺ of V (G) (called a cocomparability
ordering) such that u ≺ v ≺ w and uv 6∈ E(G), vw 6∈ E(G) implies that uw 6∈ E(G). In
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matrix terms, a reflexive graph is a cocomparability graph if and only if its adjacency ma-
trix can be permuted, by simultaneous row and column permutations, to a form that does
not have the Slash matrix as a principal submatrix. Thus we define a bipartite graph G to
be a cocomparability bigraph if its bi-adjacency matrix can be permuted, by independent
row and column permutations, to a form that does not have the Slash matrix as a subma-
trix. By the previous observation about the relation of the I2 and the Slash matrices, we
see that by reversing the rows of a bi-adjacency matrix without the I2 matrix, we obtain
a matrix without the Slash matrix. Hence we can conclude the following fact mentioned
earlier.
Proposition 1.1. A bipartite graph is a comparability bigraph if and only if it is a
cocomparability bigraph.
Consequently, we shall call our class just by one name. We choose to call these bipartite
graphs cocomparability bigraphs, as they exhibit more similarities with cocomparability
graphs.
y′
x
y
x′
Figure 2: The forbiddden subgraph S in G.
(The top and bottom vertices are ordered left-to-right according to ≺X ,≺Y respectively.)
For future reference, we reformulate the matrix definition in terms of vertex ordering.
The Slash matrix corresponds to the pattern S in Figure 2, in the following sense: in the
figure we have a bipartition of a bipartite graph into vertices in the upper row, coming
from a set X , and those in the lower row, coming from a set Y . The set X will correspond
to the rows of the matrix and the set Y to the columns of the matrix. The independent
orderings of the rows and columns yield two orderings, the ordering ≺X of the set X , and
the ordering ≺Y of the set Y . The depicted pattern S describes precisely the presence of a
Slash submatrix. Therefore, for a bipartite graph G, with bipartition (X, Y ), we say that
the pair of orderings ≺X , ≺Y is S-free, if for all u, v ∈ X and w, z ∈ Y , if u ≺X v, w ≺Y z
and uz, vw ∈ E(G) then at least one of uw, vz is in E(G). (We emphasize that being
S-free is a property of the pair ≺X , ≺Y .) Therefore, a bipartite graph, with bipartition
(X, Y ), is a cocomparability bigraph if and only if there exists an S-free pair of orderings
≺X ,≺Y . Moreover, it is easy to see that a bipartite graph with a bipartition (X, Y ) has
an S-free pair of orderings ≺X ,≺Y if and only if this is true in any other bipartition.
Suppose G is a bipartite graph with bipartition (X, Y ). We define two edges xy, x′y′
with x, x′ ∈ X, y, y′ ∈ Y to be independent if they are disjoint and neither xy′ nor x′y is
an edge of G. Given a pair of orderings ≺X , ≺Y of X, Y respectively, we say that two
edges xy, x′y′ with x, x′ ∈ X, y, y′ ∈ Y cross if x ≺X x
′ and y′ ≺Y y, or x
′ ≺X x and
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y ≺Y y
′. It is clear that the pair ≺X , ≺Y is S-free if and only if no two independent edges
cross.
We define the independence graph I(G) of G, whose vertices are the edges of G, and
two edges are adjacent just if they are independent. Thus the complement I(G) has two
edges of G adjacent if and only if they share an end or are joined by at least one other
edge. Therefore an edge-asteroid in G corresponds to a set of vertices and paths in I(G),
and conversely.
Proposition 1.2. Let G be a bipartite graph. Then G contains an edge-asteroid if and
only if I(G) contains an asteroid.
Let us now point out some similarities of cocomparability bigraphs and cocompara-
bility graphs.
Cocomparability graphs admit an elegant forbidden structure characterization in terms
of asteroids. A graph is a cocomparability graph if and only if it has no asteroids [9]. Note
that it can be deduced from this that a graph is an interval graph if and only if it is both
a chordal graph and a cocomparability graph [10].
Our main theorem in this paper asserts that a bipartite graph is a cocomparability
bigraph if and only if it does not contain an edge-asteroid. It implies that a bipartite
graph is an interval containment bigraph if and only if it is both a chordal bigraph and a
cocomparability bigraph. These two results strongly resemble the corresponding statements
for cocomparability graphs and interval graphs discussed above, and make a good case
that these are indeed the right analogues.
This paper is organized as follows. In Section 2 we translate the ordering properties
into properties of orientations of the complements, and we identify two forbidden struc-
tures for the existence of such orientations, namely, invertible pairs and edge-asteroids.
We show that each of these can be used to characterize bigraphs whose complements have
suitable orientations. In Section 3 we prove that if a bigraph contains no invertible pair
then it is a cocomparability bigraph. It follows that each of the forbidden structures also
characterizes cocomparability bigraphs. Finally, in Section 4, we show that cocompara-
bility bigraphs are recognizable in polynomial time and point out some consequences of
our characterizations of cocomparability bigraphs.
2 Orientations and their obstructions
Let G be a bipartite graph, with bipartition (X, Y ). Recall that G is a cocomparability
bigraph if it has an S-free pair of orderings ≺X , ≺Y of X, Y respectively. (In other words,
orderings in which no two independent edges cross.) The bipartite complement G′ of G
has the same vertices as G, and the same bipartition (X, Y ), and xy, x ∈ X, y ∈ Y , is an
edge of G′ if and only if it is not an edge of G. Note that it follows from Proposition 1.1
that G is a cocomparability bigraph if and only if G′ is one.
We now consider the ordinary complement G. Note that both X and Y are complete
subgraphs of G, and the edges in G between X and Y are precisely the edges of the
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bipartite complement G′. Denote by F the set of pairs (a, b) where a 6= b and both
a, b are in X or both are in Y . We will not distinguish between the pair (a, b) and the
corresponding edge ab of G. in the two complete subgraphs induced by X and Y . We
will consider mixed graphs ~G, that are partial orientations of G in which the edges of G′
remain undirected, and each edge of F is given an orientation. For simplicity, we will
refer to such mixed graphs as orientations of G. Thus from now on the words orientation
of G will mean a mixed graph in which the edges of G between X and Y are undirected
and the edges of G inside X and Y are oriented. The words partial orientation of G will
mean a mixed graph in which all the oriented edges are inside F . (In other words, some
edges of F may be left undirected.)
Let xy, x′y′, with x, x′ ∈ X, y, y′ ∈ Y be two edges of G that are independent in the
bipartite complement G′. (I.e., neither xy′ nor x′y are edges of G′.) We say that the
edges xy, x′y′ agree in ~G if both xx′, yy′ are in ~G or both x′x, y′y are in ~G. We say that
the mixed graph ~G is a T -free orientation of G if no two independent edges of G′ agree
in ~G. In other words, ~G is a T -free orientation of G if and only if it does not contain as
induced subgraph the mixed graph T depicted in Figure 3.
x
y
x′
y′
Figure 3: The forbidden mixed subgraph T in ~G
We note that T is essentially the complement of S. Suppose ≺X , ≺Y is an S-free pair
of orderings of X, Y respectively. We can orient the edges of the complement G as follows:
if x ≺X x
′, then the edge xx′ is oriented from x to x′, and similarly for edges yy′ in Y . It
is clear that the resulting orientation ~G is T -free; moreover, it is also acyclic, i.e., there is
no directed cycle in X or in Y . Conversely, if we have an acyclic T -free orientation ~G of
G, any topological ordering (linear extension) of the orientations in X and in Y will give
a pair of orderings ≺X ,≺Y that is S-free.
We draw the following conclusion.
Proposition 2.1. Let G be a bipartite graph with bipartition (X, Y ). Then the follow-
ing statements are equivalent:
1. G is a cocomparability bigraph
2. G has an acyclic T -free orientation.
We will first study when G has any T -free orientation. There are two natural obstruc-
tions for this to happen.
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We say that two walks in G that both begin in X or both begin in Y are congruent if
they have the same length, and if for each i their i-th edges are independent. A walk in
G is an (a, b)-walk it it starts in a and ends in b. A pair of vertices u, v in G is called an
invertible pair if there exist congruent walks W,W ′ where W is a (u, v)-walk and W ′ is a
(v, u)-walk.
Proposition 2.2. If a bipartite graph G contains an invertible pair, then G does not
have a T -free orientation.
Proof: Suppose, for a contradiction, that u, v is an invertible pair, with walks W,W ′
in G in which consecutive pairs of edges are independent, and that ~G is a T -free orientation
of G. Assume without loss of generality that the first vertex u of W is oriented towards
the first vertex v of W ′ in ~G. Then it can be seen by induction on i that the i-th vertex
of W must be oriented the i-th vertex of W ′ in ~G. Indeed, suppose that uiui+1 and vivi+1
are independent edges in G and that uivi and vi+1ui+1 are oriented edges of ~G. Since
ui, vi+1, ui+1vi are undirected edges of ~G, we have two independent edges of G
′ that agree
in ~G, i.e., the orientation ~G is not T -free, a contradiction. We conclude that the last
vertex v of W must be oriented towards the last vertex u of W ′, which is the opposite of
what we started with.
Corollary 2.3. If a bipartite graph G contains an invertible pair, then G is not a
cocomparability bigraph.
Proposition 2.4. If a bipartite graph G contains an edge-asteroid, then it contains an
invertible pair.
Proof: Suppose that x0y0, x1y1, . . . , x2ky2k form an edge-asteroid in G where xi ∈ X
and yi ∈ Y for all i, together with walks joining xi+kyi+k and xi+k+1yi+k+1 that contain
xi+k, yi+k, xi+k+1, yi+k+1 but no vertex adjacent to either of xi and yi. Let the walk between
xi+kyi+k and xi+k+1yi+k+1 be v1v2 . . . vk, where v1 = xi+k, v2 = yi+k, vk−1 = yi+k+1, and
vk = xi+k+1. Then consider the walk u1u2 . . . uk, with uj = xi and uj+1 = yi for each
odd j. Since ujvj+1, vjuj+1 /∈ E(G) for each 1 ≤ j ≤ k − 1, the two walks u1u2 . . . uk and
v1v2 . . . vk are congruent. That is, for each 0 ≤ i ≤ 2k, there exist congruent walks Wi+k
and W ′i , where the former walk goes from xi+k to xi+k+1), and the latter walk goes from
xi to xi. By concatenating the walks W
′
0,W0,W
′
1,W1, . . . ,Wk−1,W
′
k, we obtain a walk
from (x0 to xk, and by concatenating the walks Wk,W
′
k+1,Wk+1, . . . ,W
′
2k,W2k we obtain
a walk from xk to x0; these two walks are congruent, and thus x0, xk is an invertible pair
in G.
We observe for future reference that the invertible pairs constructed above remain
invertible pairs even if the edges x0y0, x1y1, . . . , x2ky2k in the edge asteroid are not required
to be distinct, as long as there are walks joining xi+kyi+k and xi+k+1yi+k+1 that contain
xi+k, yi+k, xi+k+1, yi+k+1 but no vertex adjacent to either of xi and yi. We call such a set
of edges a weak edge-asteroid.
Proposition 2.5. If I(G) is a comparability graph, then G has a T -free orientation.
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Proof: Let (X, Y ) be a bipartition of G, and let ≺ be a transitive orientation of
I(G). We orient G as follows. Suppose xy, x′y′ are two independent edges of G; thus
they are adjacent in I(G). Suppose xy ≺ x′y′ in the transitive orientation of I(G). Then
we put xx′ ∈ ~G and y′y ∈ ~G. Note that this will not create a copy of T on x, x′, y, y′
because in ~G we have the directed edges xx′, yy′ and the undirected edges xy′, x′y. Any
remaining undirected pairs xx′, yy′ may be oriented arbitrarily. It remains to show that
this is an orientation, i.e., that no edge of G inside X or inside Y has been oriented in both
directions. Without loss of generality suppose that this happened for an edge xx′ inside
X ; it was oriented from x to x′ because xy ≺ x′y′, and oriented from x′ to x because
x′z′ ≺ xz, in I(G). Note that all of xy′, xz′, x′z, x′y are non-edges of G, since xy, x′y′
and xz, x′z′ are independent pairs of edges. This implies that I(G) also contains edges
between xy and x′z′ and between xz and x′y′. However, I(G) does not contain edges
between xy and xz, and between x′y′ and x′z′, as those pairs intersect and hence are not
independent. This contradicts the transitivity of ≺. If the edge between xy and x′z′ has
xy ≺ x′z′ then by transitivity we would have xy ≺ x′z′ ≺ xz, contradicting the fact that
there is no edge between xy and xz. If it has x′z′ ≺ xy, then x′z′ ≺ xy ≺ x′z′, also a
contradiction. .
Combining Propositions 2.2, 2.4 and 2.5 we obtain the following equivalences. These
statements verify that (i) implies (ii), (ii) implies (iii), (iii) implies (iv), and obviously (iv)
implies (v). Proposition 1.2 shows that (v) and (vi) are equivalent, and the equivalence
of (vi) and (i) follows by Gallai’ theorem [9].
Theorem 2.6. The following statements are equivalent for a bipartite graph G:
(i) I(G) is a comparability graph;
(ii) G has a T -free orientation;
(iii) G does not contain an invertible pair;
(iv) G does not contain a weak edge-asteroid;
(v) G does not contain an edge-asteroid;
(vi) I(G) is does not contain an asteroid.
We note that the statement 2 of Proposition 1.2 clearly implies the statement (ii)
of Theorem 2.6, thus any the properties in Proposition 2.1 imply all the properties in
Theorem 2.6. In the next section we prove the converse, showing that all these properties
are in fact equivalent.
3 Acyclic orientations
We will show in this section that a bipartite graph satisfying any of the equivalent condi-
tions in Theorem 2.6 is a cocomparability bigraph. (The converse has been observed at
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the end of the previous section.) To do this, we will show that the absence of invertible
pairs in G allows us to construct an acyclic T -free orientation of I(G).
Let G be a bigraph with bipartition (X, Y ).
For (a, b), (f, g) ∈ F , we say that (a, b) implies (f, g), and write (a, b)Γ(f, g), if there
exist congruent (a, f)- and (b, g)-walks. It is easy to verify that Γ is an equivalence relation
on F . An equivalence class of this relation will be called an implication class. It follows
from this definition that there is an implication class contains both (a, b) and (b, a) if and
only if a, b is an invertible pair. Note that (a, b)Γ(f, g) if and only if (b, a)Γ(g, f).
Two congruent walks
a1a2 . . . ak−1ak and b1b2 . . . bk−1bk
are called standard if for each i = 1, 2, . . . , k − 2 we have ai = ai+2 or bi = bi+2. It is
easy to see that if there exist congruent (a, f)- and (b, g)-walks, then there exist standard
congruent (a, f)- and (b, g)-walks. Indeed, suppose that for some i = 1, 2, . . . , k − 2, we
have ai 6= ai+2 and bi 6= bi+2. Note that we must have ai 6= bi+2, since ai is not adjacent
to bi+1 in G but bi+2 is. Similarly, bi 6= ai+2. So ai, ai+2, bi, bi+2 are all distinct. Thus the
following two walks are congruent:
a1a2 . . . aiai+1aiai+1ai+2 . . . ak−1ak and b1b2 . . . bibi+1bi+2bi+1bi+2 . . . bk−1bk.
Continuing this way, we make sure the walks are standard.
For the remainder of this section, let G be a bigraph with bipartition (X, Y ) and
a1a2 . . . ak−1ak and b1b2 . . . bk−1bk
congruent walks, with an odd k, that begin in X and end in Y . Let CX denote the set of
all vertices ai and bi with odd k, i.e., all vertices of both paths that lie in X , and let CY
be defined analogously as the set of all vertices of both paths that lie in Y .
Proposition 3.1. Suppose c1 ∈ X, c2 ∈ Y are two vertices satisfying either of the
following two conditions:
• c1c2 ∈ E(G), but c1 is not adjacent to any vertex in CY and c2 is not adjacent to
any vertex in CX ;
• c1c2 /∈ E(G), but c1 is adjacent to every vertex in CY and c2 is adjacent to every
vertex in CX .
Then (a1, c1)Γ(ak, c1) and (c1, b1)Γ(c1, bk).
Proof: Suppose the first condition holds. Then
a1a2a3a4 . . . ak−1ak and c1c2c1c2 . . . c2c1
are congruent walks, thus (a1, c1)Γ(ak, c1). Similarly,
c1c2c1c2 . . . c2c1 and b1b2b3b4 . . . bk−1bk
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are congruent walks, thus (c1, b1)Γ(c1, bk).
Suppose now that the second condition holds. Then
a1c2a3c2 . . . c2ak and c1b2c1b4 . . . bk−1c1
are congruent walks, thus (a1, c1)Γ(ak, c1). Similarly,
c1a2c1a4 . . . ak−1c1 and b1c2b3c2 . . . c2bk
are congruent walks, thus (c1, b1)Γ(c1, bk).
We call a pair (u, v) ∈ F relevant if its implication class contains at least two pairs.
Note that (u, v) is relevant if and only if (v, u) is relevant.
a1 b1c1
a2 b2
c2
a1 b1c1
a2 b2
c2
Figure 4: An illustration of the proof of Proposition 3.2
Proposition 3.2. Suppose in addition that the above walks
a1a2 . . . ak−1ak and b1b2 . . . bk−1bk
are standard.
Suppose c1 ∈ X satisfies the following properties:
• the pair (a1, c1) is relevant;
• (a1, c1) 6 Γ(a1, b1);
• (c1, b1) 6 Γ(a1, b1).
Then (a1, c1)Γ(ak, c1) and (c1, b1)Γ(c1, bk).
Moreover, c1 is either adjacent to both ak−1 and bk−1 or not adjacent to either of them.
Proof: We will consider two cases: c1a2 /∈ E(G) and c1a2 ∈ E(G).
Suppose first that c1a2 /∈ E(G). If there is a vertex y ∈ Y adjacent to both c1 and b1 but
not to a1, then the walks a1a2a1 and c1yb1 are congruent., contradicting (a1, c1) 6 Γ(a1, b1).
Therefore every vertex in Y is adjacent to a1 or is not adjacent to at least one of c1 and b1.
In particular, we must have c1b2 /∈ E(G) as b2 is adjacent to b1 but not to a1. Since (a1, c1)
is relevant, there is a vertex c2 ∈ Y such that c1c2 ∈ E(G) and a1c2 /∈ E(G). It follows
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that we must have b1c2 /∈ E(G). Hence the subgraph of G induced by {a1, b1, c1, a2, b2, c2}
consists of three independent edges, as shown in the left portion of Figure 4.
If c1 is not adjacent to any vertex in CY and c2 is not adjacent to any vertex in CX ,
then the conclusion follows by Proposition 3.1. Therefore we assume that c1 is adjacent
to a vertex in CY , or c2 is adjacent to a vertex in CX . Let j be the smallest subscript of
a vertex in CY or in CX for which this occurs, that is, when j is even, c1aj ∈ E(G) or
c1bj ∈ E(G), and when j is odd, c2aj ∈ E(G) or c2bj ∈ E(G). From the above we have
j ≥ 3. Suppose that j is odd. (A similar argument applies when j is even.) Since we
have standard walks, aj−2 = aj or bj−2 = bj . Assume that bj−2 = bj . (Again a similar
argument applies when aj−2 = aj.) The choice of j implies that we must have c2bj /∈ E(G)
and c2aj ∈ E(G). Since c1bi /∈ E(G) for each even i, 1 ≤ i ≤ j, and c2bi /∈ E(G) for each
odd i, 1 ≤ i ≤ j,
c1c2c1c2 . . . c2c1 and b1b2b3b4 . . . bj−1bj
are congruent walks, hence (c1, b1)Γ(c1, bj). Also,
a1a2a3 . . . aj−1ajc2c1 and b1b2b3 . . . bj−1bjbj−1bj
are congruent walks, hence (a1, b1)Γ(c1, bj). This implies that (c1, b1)Γ(a1, b1), contradict-
ing our assumption.
Suppose now that c1a2 ∈ E(G). If c1b2 /∈ E(G), then c1a2a1 and b1b2b1 are congruent,
which implies (c1, b1)Γ(a1, b1), contradicting our assumption. Hence c1b2 ∈ E(G). Since
(a1, c1) is relevant, there exists a vertex c2 ∈ Y which is adjacent to a1 but not to c1. If
c2 is not adjacent to b1, then a1c2a1 and c1b2b1 are congruent, thus (a1, c1)Γ(a1, b1), again
contradicting our assumptions. Therefore c2b1 ∈ E(G). The subgraph of G induced by
{a1, b1, c1, a2, b2, c2} is C6 shown in the right portion of Figure 4.
If c1 is adjacent to every vertex in CY and c2 is adjacent to every vertex in CX , then
the concluion holds by Proposition 3.1. Let j be the smallest subscript of a vertex in CY
or in CX for which, if j is even, c1aj /∈ E(G) or c1bj /∈ E(G), and if j is odd, c2aj /∈ E(G)
or c2bj /∈ E(G). Again from the above we have j ≥ 3. We again suppose that j is odd.
(A similar argument applies when j is even.) We again have aj−2 = aj or bj−2 = bj , and
assume without loss of generality that bj−2 = bj . The choice of j implies that we must
have c2bj ∈ E(G) and c2aj /∈ E(G). Since c1ai ∈ E(G) for each even i, 1 ≤ i ≤ j and
c2bi ∈ E(G) for each odd i, 1 ≤ i ≤ j, the walks
c1a2c1a4 . . . c1aj−1 and b1c2b3c2 . . . bj−2c2
are congruent, whence (c1, b1)Γ(aj−1, c2). Also,
a1a2a3 . . . aj−1ajaj−1 and b1b2b3 . . . bj−1bjc2
are congruent walks, so (a1, b1)Γ(aj−1, c2). Hence (c1, b1)Γ(a1, b1), contradicting our as-
sumption.
We remark that the assumption that (a1, c1) is a relevant in Proposition 3.2 can be
replaced by the assumption that (c1, b1) is relevant. This can be seen to be true by
switching the roles of a’s and b’s in the proposition and the proof.
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Corollary 3.3. Let G be a bigraph with bipartition (X, Y ). For any distinct vertices
a, b, c ∈ X, if (a, b) and (a, c) are relevant but not in the same implication class, then
(c, b) is relevant.
Proof: If (a, b) and (c, b) are in the same implication class, we are done. Otherwise
apply Proposition 3.2 with a, b, c playing the roles of a1, b1, c1 respectively.
Corollary 3.4. Let G be a bigraph with bipartition (X, Y ). Suppose that a, b, c, d ∈
X with (a, b)Γ(c, d) and that one of (a, c) and (c, b) is relevant. Then (a, c)Γ(a, b) or
(c, b)Γ(a, b).
Proof: Since (a, b)Γ(c, d), there exist standard congruent (a, c)- and (b, d)-walks
a1a2 . . . ak−1ak and b1b2 . . . bk−1bk
where a = a1, b = b1, c = ak, and d = bk. Suppose for a proof by contradiction that
the conclusion of the Corollary does not hold. Then we can apply Proposition 3.2 with
a, b, c playing the roles of a1, b1, c1 respectively. But since c = ak, cak−1 ∈ E(G) and
cbk−1 /∈ E(G), the conclusion of Proposition 3.2 does not hold. This contradiction proves
the Corollary..
Corollary 3.5. Let G be a bigraph with bipartition (X, Y ). Suppose that G contains
no invertible pair. For any distinct vertices a, b, c ∈ X, if (c, a)Γ(a, b), then (c, b)Γ(a, b).
Proof: Applying Corollary 3.4 with a, b, c, a playing the roles of a, b, c, d respectively,
we have (a, c)Γ(a, b) or (c, b)Γ(a, b). If (c, a)Γ(a, b), then we cannot have (a, c)Γ(a, b) as
otherwise a, c are an invertible pair in G, a contradiction to the asumption. Therefore
(c, b)Γ(a, b).
Let G be a bigraph and let ~G be a partial orientation of G. (Recall that this means
only the edges of F are possibly oriented.) We use Γ(u, v) to denote the implication class
of F that contains (u, v). We say that ~G is closed if for any Γ(u, v), either ~G contains
the oriented edge wz for each (w, z) ∈ Γ(u, v) or none of them. Suppose that ~G is closed
and uv is an (unoriented) edge in ~G. We use ~G(u, v) to denote the one obtained from
~G by orienting edge wz from w to z for each (w, z) ∈ Γ(u, v). If G does not contain an
invertible pair, then ~G(u, v) is again a partial orientation of G.
We are now able to prove our main result of this section.
Proposition 3.6. Let G be a bigraph with bipartition (X, Y ). Suppose that G contains
no invertible pair. Then G has an acyclic T -free orientation.
Proof: We show how to construct an acyclic T -free orientation of G. The construction
has two stages. In stage one we orient all edges uv such that (u, v) is relevant (i.e., Γ(u, v)
has at least two pairs). Note that such an edge uv must lie either in X or in Y . In stage
two we complete the orientation of G by orienting all remaining edges.
We proceed stage one as follows. Initially the partial orientation of G is G itself.
Suppose that ~G is a partial orientation of G that contains an unoriented edge uv such
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that (u, v) is relevant. If ~G is transitive then we arbitrarily pick an unoriented edge uv
such that (u, v) is relevant and extend the partial orientation ~G to ~G(u, v). If ~G is not
transitive, then there exist u, v, w such that uv and vw are oriented edges but uw is
unoriented. Since both uv and vw are oriented edges, (v, u) and (v, w) are not in the
same implication class. According to Corollary 3.3, (u, w) is relevant. We extend the
partial orientation ~G to ~G(u, w). Note that we never orient an edge fg of G for which
(f, g) is not relevant in stage one.
We show that each partial orientation obtained in stage one is acyclic. Assume first
that ~G is transitive and that uv is an unoriented edge for which (u, v) is relevant. Suppose
that ~G(u, v) contains a directed cycle. Let C : a1a2 . . . ak be the shortest directed cycle
contained in ~G(u, v). Since ~G is transitive, the choice of the cycle implies that ~G contains
at most one between any two consecutive directed edges in the cycle. Corollary 3.5
also implies that ~G contains at least one directed edge between any two consecutive
directed edges in the cycle. Hence ~G contains exactly one directed edge between any two
consecutive ones. It follows that k is even and at least four. Suppose without loss of
generality generality that Γ(u, v) contains (a1, a2) and (a3, a4). Applying Corollary 3.4
with a1, a2, a3, a4 playing the roles of a, b, c, d we have that (a1, a2)Γ(a1, a3). This implies
that a1a3 is also an oriented edge in ~G(u, v). Hence a1a3a4 . . . a4 is a directed cycle in
~G(u, v) shorter than C, a contradiction. Assume now that ~G is acyclic but not transitive,
which contains oriented edges uv, vw but not uw. Applying Proposition 3.2 with u, w, v
playing the roles of a, b, c respectively, we conclude that only statement (iii) holds. That
is, for any (u′, w′) ∈ Γ(u, w), (u′, v)Γ(u, v) and (v, w′)Γ(v, w). This means that for any
directed edge u′w′ in ~G(u, w) but not in ~G, ~G contains a directed path from u′ to w′. It
follows that if ~G is acyclic then so is ~G(u, w). Therefore upon the completion of stage
one, we obtain an acyclic partial orientation of G.
Stage two can be carried out as follows. Order the vertices of G according to a linear
extension of the current ~G, and orient all remaining edges of F to go from the smaller
to the larger vertex in this ordering. This yields an acyclic orientation of G, which is
T -free.
Theorem 3.7. The following statements are equivalent for a bigraph G.
(i) G is a cocomparability bigraph;
(ii) G has an acyclic T -free orientation;
(iii) G has a T -free orientation;
(iv) G does not contain an invertible pair;
(v) G does not contain a weak edge-asteroid;
(vi) G does not contain an edge-asteroid;
(vii) I(G) is a comparability graph.
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Proof: The equivalence of (i) and (ii) is stated in Proposition 2.1; the equivalence
of (iii - vii) is stated in Theorem 2.6. Together with the fact that (ii) implies (iii), and
Proposition 3.6, we conclude that all properties are in fact equivalent.
4 Conclusions
The auxiliary graph G+ of a bigraph G with bipartition (X, Y ) has the vertex set F in
which (u, v) is adjacent to (v, u) and to all (z, w) such that uw and vz are independent
edges in G.
Theorem 4.1. Let G be a bipartite graph with bipartition (X, Y ) and let G+ be the
auxiliary graph of G. Then G is a cocomparability bigraph if and only if G+ is bipartite.
Moreover, if G+ is not bipartite, then any odd cycle of G+ yields a weak edge-asteroid of
G.
Proof: Suppose that G+ is bipartite. Let F ′ be a colour class of G+. Then F ′ is a
partial orientation of G and any orientation of G that extends F ′ is a T -free orientation
of G. Hence G is a cocomparability bigraph by Theorem 3.7.
Conversely, suppose that G is a cocomparability bigraph. Let ~G be a T -free orientation
of G, and let F ′′ be the set of pairs corresponding to the edges of ~G. Then F ′′ ∩ F and
F \ F ′′ form a bipartition of G+, showing that G+ is bipartite.
Suppose now that G+ is not bipartite. Let (u0, v0)(u1, v1) · · · (u2k, v2k)(u0, v0) be an
odd cycle in G+. By the definition of G+, ui and vi are both in X or in Y for each i.
Consequently, there must exist some j such that uj, vj , uj+1, vj+1 are all in X or in Y , in
which case uj = vj+1 and vj = uj+1. Without loss of generality assume that j = 2k (i.e.,
u2k = v0 and v2k = u0).
We are now going to exhibit a weak edge-asteroid. Theorem 2.6 implies that the
existence of a weak edge-asteroid implies that G is not a cocomparability bigraph. We
claim that edges
u0u1, u1u2, . . . , u2k−1u2k, v1v2, v2v3, . . . , v2k−1v2k
form a weak edge-asteroid (of size 4k− 1) in G. Indeed, for i, vivi+1vi+2 is a path joining
vivi+1 and vi+1vi+2 containing no vertex adjacent either of ui, ui+1, and uiui+1ui+2 is a
path joining uiui+1 and ui+1ui+2 containing no vertex adjacent either of vi, vi+1. Moreover,
u2k−1u2kv2 is a path joining u2k−1u2k and v1v2 containing no vertex adjacent to either of
v2k−1, v2k, and v2k−1v2ku2 is a path joining v2k−1v2k and u1u2 not containing no vertex
adjacent to either of u2k−1, u2k.
Combining Theorems 3.7 and 4.1, we have the following:
Theorem 4.2. There is a polynomial time algorithm to decide whether a bigraph G is
a cocomparability bigraph. Moreover, the algorithm finds a T -free orientation of G if G is
a cocomparability bigraph, or else it exhibits a weak edge-asteroid to certify that G is not
a cocomparability bigraph.
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We close the paper by a discussion of a relation between cocomparability bigraphs and
interval containment bigraphs.
Proposition 4.3. Each cycle Cn with n ≥ 8 contains an edge-asteroid.
Proof: Denote Cn : v1v2 . . . vn. It is easy to verify that v1v2, v3v4, v4v5, v6v7, v7v8 form
an edge-asteroid.
Combinining Propositions 2.4 and 4.3 we have the following:
Corollary 4.4. If a bipartite graph G contains an induced cycle of length ≥ 8 then G
is not a cocomparability bigraph.
According to [8, 16], a bipartite graph is an interval containment bigraph if and only if
it is a chordal bigraph and has no edge-asteroids. Combining this with Proposition 4.3 and
Theorem 3.7, we obtain the following theorem, resembling the well-known characterization
of interval graphs by Gilmore and Hoffman [10].
Theorem 4.5. The following statements are equivalent for a bigraph G.
(i) G is an interval containment bigraph;
(ii) G is a chordal cocomparability bigraph;
(iii) G is a C6-free cocomparability bigraph.
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