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Abstract
We study the Kolmogorov m-widths dm(Bαs (Lτ,µ),Lp,µ) and the linear m-widths δm(Bαs (Lτ,µ),Lp,µ)
of the weighted Besov classes Bαs (Lτ,µ) on [−1,1], where Lq,µ, 1  q ∞, denotes the Lq space on
[−1,1] with respect to the measure (1 − t2)µ−1/2 dt , µ > 0. Optimal asymptotic orders of dm(Bαs (Lτ,µ),
Lp,µ) and δm(Bαs (Lτ,µ),Lp,µ) as m → ∞ are obtained for all 1  p, τ ∞. It turns out that in many
cases, the orders of dm(Bαs (Lτ,µ),Lp,µ) are significantly smaller than the corresponding orders of the best
m-term approximation by ultraspherical polynomials, which is somewhat surprising.
 2005 Elsevier Inc. All rights reserved.
Keywords: m-Widths; Weighted Besov classes; Ultraspherical polynomials
1. Introduction and main results
First, we introduce some necessary notations for the rest of the paper. For µ > 0 and 1 
p ∞, we denote by Lp,µ the space of all functions f on [−1,1] with finite ‖·‖p,µ-norm:
∞ > ‖f ‖p,µ :=
{(∫ 1
−1 |f (t)|p(1 − t2)µ−
1
2 dt
) 1
p , if 1 p < ∞,
ess supt∈[−1,1] |f (t)|, if p = ∞.
Throughout the paper, we will keep the notations µ and ‖·‖p,µ.
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712 F. Dai / J. Math. Anal. Appl. 315 (2006) 711–724For ϕ(x) = √1 − x2 and an integer r > 0, the Ditzian–Totik K-functional Kr,ϕ(f, tr )p,µ is
defined by
Kr,ϕ
(
f, tr
)
p,µ
:= inf{‖f − g‖p,µ + t r∥∥ϕrg(r)∥∥p,µ: g(r−1) ∈ ACloc},
where g(r−1) ∈ ACloc means that g is r − 1 times differentiable and g(r−1) is absolutely contin-
uous in every [c, d] ⊂ (−1,1). It is well known that for µ = 12 , Kr,ϕ(f, tr )p,µ are equivalent
to the usual Ditzian–Totik moduli ωrϕ(f, t)p , whereas for µ > 12 they are equivalent to the
weighted Ditzian–Totik moduli ωrϕ(f, t)w,p with w = (1 − x2)(µ−1/2)/p . We refer to [7, p. 10,
(2.1.2); p. 11, (2.1.3); p. 97, (8.2.0)] for the definitions of ωrϕ(f, t)p and ωrϕ(f, t)w,p , and refer to
[7, Sections 2.1 and 6.1] for the equivalence theorems.
For α > 0, 1 τ ∞ and 0 < s ∞, we define the Besov class Bαs (Lτ,µ) to be the class of
all functions f on [−1,1] such that
|f |Bαs (Lτ,µ) :=
∥∥t−αKr,ϕ(f, tr)τ,µ∥∥Ls([0,1], dtt )  1,
where r = [α] + 1 and ϕ(x) = √1 − x2.
For a given subset K of a normed linear space X, the Kolmogorov m-width dm(K,X) is
defined by
dm(K,X) = inf
Lm
sup
x∈K
inf
y∈Lm
‖x − y‖,
with the left-most infimum being taken over all m-dimensional linear subspaces Lm of X, while
the linear m-width δm(K,X) is defined by
δm(K,X) = inf
Tm
sup
x∈K
∥∥x − Tm(x)∥∥,
with the infimum being taken over all linear continuous operators Tm on X with rank m. We
refer to [10,12], and [8, pp. 399–483] for a detailed discussion of m-widths.
Our main purpose in this paper is to consider the asymptotic orders of the Kolmogorov
m-width dm(Bαs (Lτ,µ),Lq,µ) and the linear m-width δm(Bαs (Lτ,µ),Lq,µ) as m → ∞. We shall
use the notation A  B to mean that there exists a positive constant C independent of A and B
such that C−1A  B  CA. (For convenience, we shall call such a constant C the constant of
equivalency.) For the statement of our main results, we divide the set {(τ,p): 1 τ ∞, 1
p ∞} into the following three parts:
I = {(τ,p): 1 p  τ < ∞}∪ {(∞,∞)}∪ {(τ,p): 1 < τ  p  2};
I ′ = {(∞,p): 1 p < ∞}∪ {(1,p): 1 < p < 2};
II = {(τ,p): 1 τ  p ∞ and p  2}.
Our main results then can be stated as follows:
Theorem 1.1. Let 0 < s ∞ and let I, I ′, II be defined as above. Let
α(τ,p) =
{
(2µ+ 1)( 1
τ
− 1
p
)+, if (τ,p) ∈ I ∪ I ′,
max
{
2µ( 1
τ
− 1
p
)+ 12 , 2µ+1τ − 2µp
}
, if (τ,p) ∈ II.
Then for α > α(τ,p), we have
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(
Bαs (Lτ,µ),Lp,µ
)≈
{
m
−α+( 1
τ
− 1
p
)+ , if (τ,p) ∈ I or if (τ,p) ∈ I ′ and s = ∞,
m−α+( 1τ − 12 )+ , if (τ,p) ∈ II,
where the constants of equivalencies are independent of m.
Theorem 1.2. Let 0 < s ∞ and let
β(τ,p) =
{
(2µ + 1)( 1
τ
− 1
p
)+, if (τ,p) ∈ I ∪ I ′ or 2 τ  p ∞,
max
{
2µ+ 1 − 4µ+1
p
,
4µ+1
τ
− 2µ}, if 1 τ  2 p ∞.
Then for α > β(τ,p), we have
δm
(
Bαs (Lτ,µ),Lp,µ
)≈


m
−α+( 1
τ
− 1
p
)+ , if (τ,p) ∈ I ∪ {(τ,p): 2 τ  p ∞},
or if (τ,p) ∈ I ′ and s = ∞,
m
−α+max{ 12 − 1p , 1τ − 12 }, if 1 τ  2 p ∞,
where the constants of equivalencies are independent of m.
It is interesting to compare the orders of dm(Bαs (Lτ,µ),Lp,µ) with the corresponding orders
of the best m-term approximation σm(Bαs (Lτ,µ))p,µ by the system {ϕk}∞k=0 of ultraspherical
polynomials. (We refer to [5] for the definition of best m-term approximation σm and refer to
[11, p. 81]) for the definition of ultraspherical polynomials.) Indeed, it was shown in [4] that for
α > α(p, τ),
σm
(
Bαs (Lτ,µ)
)
p,µ



m
−α+(2µ+1)( 1
τ
− 1
p
)
, if 1 τ  p  2,
m−α+(2µ+1)( 1τ − 12 ), if 1 τ  2 p ∞,
m−α, if s = ∞ and 2 p, τ ∞.
Therefore, in many cases, the orders of σm(Bαs (Lτ,µ))p,µ are significantly bigger than those
of dm(Bαs (Lτ,µ))p,µ, which is somewhat surprising as in the periodic case, for the usual
Besov classes and the system {eijx}∞j=0 of exponential functions, it was shown by DeVore and
Temlyakov [5] that dm and σm have the same orders as m → ∞.
We organize this paper as follows. In Section 2, we present some basic facts and prove four
lemmas. Based on these lemmas, the proofs of Theorems 1.1 and 1.2 are given in the final section,
Section 3.
Finally, we would like to point out that although we consider here only the case of ultras-
pherical weights (1 − t2)µ− 12 , µ > 0, our method works equally well for the Jacobi weights
(1 − x)α(1 + x)β, α,β > − 12 .
2. The main lemmas
First, we describe some necessary notations and facts. We let {ϕµk }∞k=0 denote the sequence
of ultraspherical polynomials normalized by ‖ϕµk ‖2,µ = 1 (we refer to [11, p. 81] for the precise
definition). Let η ∈ C∞(R) such that η(t) = 1 for |t |  1, 0 < η(t) < 1 for 1 < |t | < 2, and
η(t) = 0 for |t | 2. We define
Vn(f ) :=
∞∑
η
(
k
n
)〈
f,ϕ
µ
k
〉
µ
ϕ
µ
k , n = 1,2, . . . , (2.1)k=0
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〈
f,ϕ
µ
k
〉
µ
:=
1∫
−1
f (t)ϕ
µ
k (t)
(
1 − t2)µ− 12 dt.
It is easy to show that
sup
n1
∥∥Vn(f )∥∥p,µ  C‖f ‖p,µ, 1 p ∞, f ∈ Lp,µ,
with C > 0 independent of f .
The Besov classes Bαs (Lτ,µ), 1 τ ∞, 0 < s ∞, can be characterized in terms of ultra-
spherical expansions. In fact, we have
|f |Bαs (Lτ,µ) 
∥∥{2jα∥∥f − V2j (f )∥∥τ,µ}2j[α]+1∥∥	s(Z+), (2.2)
as can be shown in a standard way. We will use this last equivalence in the next section.
We will keep the notations ϕµk , Vn and η for the rest of this paper.
For a vector w = (w1, . . . ,wm) ∈Rm, let 	mp,w (1 p ∞) stand for the space Rm equipped
with the 	mp,w-norm defined by ‖x‖	mp,w := (
∑m
j=1 |xj |pwj )1/p for 1  p < ∞ and ‖x‖∞ :=
max1jm |xj | for p = ∞. The unit ball of 	mp,w is denoted by bmp,w . In the case w = (1, . . . ,1)
we write as usual 	mp ,‖·‖	mp , bmp instead of 	mp,w,‖·‖	mp,w , bmp,w .
For an integer n  1, we denote by Pn the space of all algebraic polynomials on [−1,1] of
degree < n.
Lemma 2.1. Let {tn,k = cos θn,k: k = 1, . . . , n} denote the zeros of ϕµn (t) ordered so that 0 <
θn,1 < θn,2 < · · · < θn,n < π. Then for P ∈ P2n,
1∫
−1
P(t)
(
1 − t2)µ− 12 dt = n∑
k=1
wn,kP (cos θn,k), (2.3)
where
wn,k = 2(n +µ)
n(n+ 2µ)|(sin(θn,k))ϕµ+1n−1 (cos θn,k)|2
∼ 1
n
(
sin
kπ
n
)2µ
, 1 k  n. (2.4)
Furthermore, for a fixed γ ∈ (0,1), all 1 p ∞ and every f ∈ P[γ n], we have
‖f ‖p,µ 
∥∥(f (cos θn,1), . . . , f (cos θn,n))∥∥	np,w , (2.5)
where w = (wn,1, . . . ,wn,n), and the constant of equivalency depends only on µ and γ .
Proof. The equality (2.3) is known as Gauss–Jacobi mechanical quadrature (see [11, p. 47, The-
orem 3.4.1]), whereas (2.4) is a direct consequence of [11, p. 238, (8.9.2) and p. 352, (15.3.2)].
An equivalence like (2.5) is generally called Marcinkiewicz–Zygmund type inequality. The
proof of (2.5) relies on (2.3) and essentially runs along the same line as that of [2, Theorem 4]
(see also the proof of [9, Theorem 4.2]). We therefore omit the details. 
Remark 2.1. It should be pointed out that for any p ∈ [1,∞) and the space Pn ∩ Lp,µ, the
weights in Marcinkiewicz–Zygmund type inequalities cannot be taken to be equal. More pre-
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choice of distinct points x1, . . . , xN in [−1,1] with N  n:(
1
N
N∑
k=1
∣∣f (xk)∣∣p
) 1
p
 ‖f ‖p,µ, for all f ∈Pn. (2.6)
To show this assertion, we suppose the contrary were true. That is, we assume that (2.6) were
true for some points x1 = cos θ1, . . . , xN = cos θN with N  n and 0 θ1 < θ2 < · · · < θN  π .
For δ > 2µ+ 1 and an integer k  0, we define
gk(t) =
k∑
j=0
Aδk−j
Aδk
ϕ
µ
j (1)ϕ
µ
j (t),
where
Aδj =
Γ (j + δ + 1)
Γ (j + 1)Γ (δ + 1) .
Then by [11, p. 169, (7.33.1)],
‖gk‖∞ = gk(1)  k2µ+1; (2.7)
and by [1, Theorem 2.1], for θ ∈ [0,π],∣∣gk(cos θ)∣∣ C min{k2µ+1, k−1θ−(2µ+2)}. (2.8)
Set m = [n1/(µ+1)]. We will arrive at the contradiction by considering the following two cases:
Case 1. θ1 ∈ [0, 12m ]. In this case, we apply (2.6) with f = gm to obtain
‖gm‖p,µ  Cn−
1
p
∣∣gm(cos θ1)∣∣.
Since θ1 ∈ [0, 12m ], it follows by Bernstein’s inequality that gm(cos θ1)  12gm(1)  m2µ+1.
Hence
‖gm‖p,µ  Cn−
1
p m2µ+1. (2.9)
But on the other hand, by (2.8),
‖gm‖p,µ  Cm(2µ+1)(1−
1
p
)
.
This combined with (2.9) gives m(2µ+1)(1− 1p )  Cn− 1p m2µ+1, namely,
n
2µ+1
µ+1  Cn,
which is impossible when n is sufficiently large.
Case 2. θ1 /∈ [0, 12m ]. In this case, we set
	 =
[
2µ+ 1
2µp
]
+ 1 and f (x) = (g[n/	]−1(x))	.
Then on one hand, by (2.8),
max
∣∣f (cos θi)∣∣C(n−1m2µ+2)	  Cn	,
1iN
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‖f ‖p,µ  Cn	. (2.10)
However, on the other hand, by (2.7) and Nikol’skii’s inequality,
‖f ‖p,µ  Cn−(2µ+1)
1
p ‖f ‖∞  n(2µ+1)(	−
1
p
)
. (2.11)
Now combining (2.10) and (2.11) gives a contradiction.
This completes the proof. 
Lemma 2.2. Let w = (w1, . . . ,wn) ∈Rn satisfy wi > 0, 1 i  n and
n∑
j=1
w
−β
j  n, for some β > 0. (2.12)
Then for 1m n and 1 p  q ∞,
sm
(
bnp,w, 	
n
q,w
)
 2
1
β
( 1
p
− 1
q
)
(
n
m
) 1
β
( 1
p
− 1
q
)
s[m2 ]
(
bnp, 	
n
q
)
, (2.13)
where sm denotes either of the Kolmogorov m-width dm or the linear m-width δm.
In the case when p = 2, q = ∞ and sm = dm, an estimate slightly worse than (2.13) was
proved in [2, Theorem 5] by a complicated method. The idea of our proof below is from
V.N. Temlyakov.
Proof. We first consider the case of linear widths. From the definition it is easy to verify that
δm
(
bnp,w, 	
n
q,w
)= δm(bnp,v, 	nq), (2.14)
where v := (w1−p/q1 , . . . ,w1−p/qn ). Without loss of generality we may assume that m is even and
w1 w2  · · ·wn. We write
B :=
{
(z1, . . . , zn−m2 ) ∈Rn−
m
2 :
n−m2∑
j=1
|zj |p(wj+m2 )
1− p
q  1
}
.
It follows from (2.12) that
(wm
2
)−1 
(
2n
m
) 1
β
,
which implies
B ⊂
(
2n
m
) 1
β
( 1
p
− 1
q
)
b
n−m2
p .
For simplicity, we let Im/2 denote the identity operator on Rm/2, and we define Θjk (j  k) to be
the class of all linear operators on Rk with rank  j . Then by the definition of linear widths, we
have
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(
bnp,w, 	
n
q,w
)= δm(bnp,v, 	nq)= inf
T ∈Θmn
sup
x∈bnp,v
‖x − T x‖	nq
 inf
T ∈Θ
m
2
n− m2
sup
x∈bnp,v
∥∥x − (Im
2
⊕ T )x∥∥
	nq
= inf
T ∈Θ
m
2
n− m2
sup
y∈B
‖y − Ty‖
	
n− m2
q

(
2n
m
) 1
β
( 1
p
− 1
q
)
δm
2
(
b
n−m2
p , 	
n−m2
q
)

(
2n
m
) 1
β
( 1
p
− 1
q
)
δm
2
(
bnp, 	
n
q
)
,
which gives (2.13) in the case sm = δm.
An analogous and in fact somewhat simpler argument will prove (2.13) for dm. 
In the sequel, for 1 p ∞, we denote
Bnp,µ :=
{
f ∈Pn: ‖f ‖p,µ  1
}
.
Lemma 2.3. For 1 p  q ∞, 1m n and any ε > 0, we have
sm
(
Bnp,µ,Lq,µ
)
 C(p,q,µ, ε)n
1
p
− 1
q
(
n
m
)2(µ+ε)( 1
p
− 1
q
)
sm
(
b4np , 	
4n
q
)
,
where sm denotes either of the Kolmogorov m-width dm or the linear m-width δm.
Proof. Let ψ ∈ C∞(R) such that suppψ ⊂ [− 32 , 32 ] and ψ(x) = 1 for |x|  1. For an integer
n 0, we define
Kn(x, y) =
[ 32 n]∑
k=0
ψ
(
k
n
)
ϕ
µ
k (x)ϕ
µ
k (y).
By [3, p. 11, (2.29); p. 63, Lemma 16.4], it follows that
sup
n
max
−1y1
1∫
−1
∣∣Kn(x, y)∣∣(1 − x2)µ− 12 dx  C(µ) < ∞. (2.15)
Let 0 < θ1 < θ2 < · · · < θ4n < π be the zeros of ϕµ4n(cos θ). Define T :R4n → P[ 32 n] by
T (u)(x) :=
4n∑
k=1
w4n,kukKn(x, cos θk),
where u := (u1, . . . , u4n) ∈ R4n and w4n,k is as defined in Lemma 2.1. We claim that for 1 
q ∞,∥∥T (u)∥∥
q,µ
C(µ)‖u‖	4nq,w , (2.16)
where w = (w4n,1, . . . ,w4n,4n). In fact, for q = 1, by (2.15),
∥∥T (u)∥∥1,µ 
4n∑
w4n,k|uk|
∥∥Kn(· , cos θk)∥∥1,µ C(µ)‖u‖	4n1,w ;
k=1
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∥∥Kn(x, ·)∥∥1,µ  C(µ)′‖u‖∞;
and finally for 1 < q < ∞, (2.16) follows by Riesz–Thorin theorem.
Next, we define M :Pn →R4n by
M(f ) := (f (cos θ1), . . . , f (cos θ4n)).
Then by the quadrature (2.3) we have TM = identity on Pn. Hence we can factor the identity
I :Pn ∩Lp,µ → Lq,µ as follows:
I :Pn ∩Lp,µ M−→ 	4np,w i−→ 	4nq,w T−→ Lq,µ,
where i denotes the identity. It then follows that
sm
(
Bnp,µ,Lq,µ
)
 ‖M‖(Pn∩Lp,µ,	4np,w)‖T ‖(	4nq,w,Lq,µ)sm
(
b4np,w, 	
4n
q,w
)
 C(p,q,µ)sm
(
b4np,w, 	
4n
q,w
)
, (2.17)
the last inequality follows from (2.16) and Lemma 2.1.
Finally, invoking Lemma 2.2 with β = 1/(2(µ+ ε)) to the vector w˜ = (nw4n,1, . . . , nw4n,4n),
we get
sm
(
b4np,w, 	
4n
q,w
)= n 1p − 1q sm(b4np,w˜, 	4nq,w˜)Cn 1p − 1q
(
n
m
)2(µ+ε)( 1
p
− 1
q
)
sm
(
b4np , 	
4n
q
)
,
which, combined with (2.17), gives the required inequality and therefore completes the
proof. 
Lemma 2.4. Let n be a positive integer and let sn denote either of the Kolmogorov n-width dn or
the linear n-width δn. Then for 1 < p < ∞ and 1 q ∞, we have
sn
(
B4np,µ,Lq,µ
)
 C(p,q,µ)n
1
p
− 1
q sn
(
b2np , 	
2n
q
)
.
Proof. We first prove the case sn = dn. We write
tk = cos kπ4n , k = 0,1, . . . ,4n− 1.
For an n-dimensional subspace Xn of Lq,µ, we set
X˜n =
{(
V4n(g)(tn+1), . . . , V4n(g)(t3n)
) ∈R2n: g ∈ Xn},
where V4n is as defined in (2.1). Then by the definition of Kolmogorov width we know there is a
vector z = (zn+1, . . . , z3n) ∈ b2np such that
inf
y∈X˜n
‖z − y‖	2nq  dn
(
b2np , 	
2n
q
)
.
Let f ∈P4n such that f (tk) = 0 if 0 k  n or 3n + 1 k  4n− 1, and f (tk) = zk if n + 1
k  3n. The existence of such a polynomial is obvious. Then we have
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( π∫
0
∣∣f (cos θ)∣∣p(sin θ)2µ dθ
) 1
p
 C(µ,p)
( π∫
0
∣∣f (cos θ)∣∣p dθ
) 1
p
 C(µ,p)
(
1
n
4n−1∑
k=0
∣∣f (tk)∣∣p
) 1
p
= C(µ,p)n− 1p
( 3n∑
k=n+1
|zk|p
) 1
p
 C(µ,p)n−
1
p ,
the second inequality follows from Marcinkiewicz–Zygmund inequalities for trigonometric poly-
nomials. This means
n
1
p f ∈ C(p,µ)B4np,µ. (2.18)
On the other hand, for 1 q < ∞,
inf
g∈Xn
‖f − g‖q,µ  C(µ,q) inf
g∈Xn
∥∥f − V4n(g)∥∥q,µ
 C(µ,q) inf
g∈Xn
( 4n−1∑
k=0
∣∣f (tk)− V4n(g)(tk)∣∣q
(k+1)π
4n∫
kπ
4n
(sin θ)2µ dθ
) 1
q
 C′(µ,q) inf
g∈Xn
(
1
n
3n∑
k=n+1
∣∣f (tk)− V4n(g)(tk)∣∣q
) 1
q
= C′(µ,q)n− 1q inf
y∈X˜n
‖z − y‖	2nq  C′(µ,q)n
− 1
q dn
(
b2np , 	
2n
q
)
, (2.19)
the second inequality follows from [9, p. 46, Theorem 4.2]. The above argument with a slight
modification clearly works for q = ∞. Now a combination of (2.18) and (2.19) gives the desired
estimate in the case when sn = dn.
The proof for the linear width is analogous. In fact, for a linear operator T on Lq,µ with rank
n, we define T˜ on R2n by
T˜ (z) := ((V4nT )(fz)(tn+1), . . . , (V4nT )(fz)(t3n)),
where z = (zn+1, . . . , z3n) ∈ R2n and fz ∈ P4n such that fz(tk) = 0 for 0  k  n or 3n + 1 
k  4n − 1, and fz(tk) = zk for n + 1  k  3n. Then T˜ is an operator with rank  n and the
proof for dn above with slight modifications will work for δn. The proof is complete. 
3. Proofs of Theorems 1.1 and 1.2
The proof of Theorem 1.2 is analogous to that of Theorem 1.1 and is in fact somewhat simpler.
Therefore we will give the detailed proof of Theorem 1.1 and omit the proof of Theorem 1.2.
Proof of Theorem 1.1. The proof runs along the same lines as that of the periodic case. See [8,
pp. 399–483]. The difference here is that in most cases we can not use Nikol’skii’s inequality or
the embedding of Besov classes to deduce the desired estimates.
For the proof of the upper estimates, we consider the following two cases:
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By the inequality ‖ · ‖p,µ  C(µ)‖·‖τ,µ we have for α > 0,
d2n
(
Bαs (Lτ,µ),Lp,µ
)
 d2n
(
Bαs (Lτ,µ),Lτ,µ
)
 sup
f∈Bαs (Lτ,µ)
∥∥f − V2n−1(f )∥∥τ,µ C2−nα,
from which the desired estimates in this case follow by the monotonicity of dm.
Case 2. 1 τ  p ∞.
In this case, by Lemma 2.3 it is easy to deduce that for a sufficiently small positive ε,
dm
(
Bαs (Lτ,µ),Lp,µ
)
 C(µ,p, τ)
∞∑
k=0
2−k(α−
1
τ
+ 1
p
)
(
2k
nk + 1
)2(µ+ε)( 1
τ
− 1
p
)
dnk
(
b2
k
τ , 	
2k
p
)
,
where
∑∞
k=0 nk m. Now assume m ∼ 2n and define
nk =


2k, if 0 k  n,
2n(1+ρ)−kρ, if n < k < (1 + ρ−1)n,
0, if k  (1 + ρ−1)n,
where ρ > 0 is sufficiently small. For 1 τ  p  2 we use the inequality
dm′
(
bn
′
τ , 	
n′
p
)
 dm′
(
bn
′
p , 	
n′
p
)= 1,
while for 1 τ  p ∞ and p  2 we use Kashin’s inequality
dm′
(
bn
′
2 , 	
n′∞
)
 C(m′)− 12 log 12
(
1 + n
′
m′
)
and the inequality
dm′
(
bn
′
τ , 	
n′
p
)
 (n′)
1
p
+( 12 − 1τ )+dm′
(
bn
′
2 , 	
n′∞
)
.
The desired upper estimates in this case then follow by straightforward calculation.
This completes the proof of the upper estimates.
Next, we prove the lower estimates. We consider the following four cases:
Case A. 1 < τ < ∞ and 1 p ∞.
In this case, since m−αB4mτ,µ ⊂ C(µ)Bαs (Lτ,µ), it follows by Lemma 2.4 that
dm
(
Bαs (Lτ,µ),Lp,µ
)
 C(p, τ,µ)m
1
τ
− 1
p
−α
dm
(
b2mτ , 	
2m
p
)
.
We then complete the proof of the lower estimates in this case by noting that (see [10, p. 236]
and [8, p. 459])
dm
(
b2mτ , 	
2m
p
)



2
1
p
−1
m
1
p
− 1
τ , if 1 p  τ ∞,
(2m)
1
p
− 1
τ , if 2 τ  p ∞,
2
1
p
−1
m
1
p
− 12 , if 1 τ  2 p ∞,
− 12
(3.1)2 , if 1 τ  p  2.
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In this case the desired lower estimates follow by Tikhomirov’s theorem on the widths of a
ball:
dm
(
Bαs (Lp,µ),Lp,µ
)
 C(p,µ)dm
(
m−αBmp,µ,Lp,µ
)= C(p,µ)m−α.
Case C. τ = 1 and 2 p ∞.
In this case, since ‖·‖p,µ C(µ)‖·‖2,µ and
dm
(
B2m1,µ,L2,µ
)= dm(B2m1,µ,L2,µ ∩P2m)
it will suffice to prove that for any positive integer n
d2n
(
B2
n+1
1,µ ,L2,µ ∩P2n+1
)
 C(µ)2n/2. (3.2)
To this end, let X be a linear subspace of P2n+1 with dimension 2n. Suppose {ψj }2n+1j=1 is an
orthonormal basis for P2n+1 and X = span{ψj : 1 j  2n}. Then, we have
ϕ
µ
j (x) =
2n+1∑
k=1
a
j
kψk(x), 0 j  2
n+1 − 1,
and
2n+1∑
k=1
∣∣ajk ∣∣2 =
2n+1−1∑
j=0
∣∣ajk ∣∣2 = 1.
Let
R
j
2n =
2n+1∑
k=2n+1
∣∣ajk ∣∣2.
Since
2n+1−1∑
j=0
R
j
2n =
2n+1∑
k=2n+1
2n+1−1∑
j=0
∣∣ajk ∣∣2 = 2n,
it follows that
2n+1−1∑
j=2n−1
R
j
2n  2
n − 2n−1 = 2n−1.
Let a ∈ (0, 18 ) be a fixed number and let θa be a C∞ function on R such that 0 θa(x) 1 for
x ∈R, θa(x) = 1 for 12 + a  x  2 − a and θa(x) = 0 for x /∈ [ 12 ,2]. We define
F(x, y) =
2n+1−1∑
k=2n−1
θa
(
k
2n
)
ϕ
µ
k (x)ϕ
µ
k (y).
Then, clearly, for a fixed y ∈ [−1,1], F(· , y) ∈ P2n+1 , and it follows from [3, p. 63, Lemma 16.4]
that
sup
∥∥F(· , y)∥∥1,µ C(a,µ) < ∞. (3.3)−1y1
722 F. Dai / J. Math. Anal. Appl. 315 (2006) 711–724On the other hand, we have
1∫
−1
(
inf
f∈X
∥∥F(· , y) − f ∥∥2,µ)2(1 − y2)µ− 12 dy
=
1∫
−1
2n+1∑
j=2n+1
∣∣∣∣∣
2n+1−1∑
k=2n−1
akj θa
(
k
2n
)
ϕ
µ
k (y)
∣∣∣∣∣
2(
1 − y2)µ− 12 dy
=
2n+1∑
j=2n+1
2n+1−1∑
k=2n−1
∣∣akj ∣∣2
∣∣∣∣θa
(
k
2n
)∣∣∣∣
2
=
2n+1−1∑
k=2n−1
Rk2n −
2n+1−1∑
k=2n−1
(
1 −
∣∣∣∣θa
(
k
2n
)∣∣∣∣
2)
Rk2n .
Since
2n+1−1∑
k=2n−1
(
1 −
∣∣∣∣θa
(
k
2n
)∣∣∣∣
2)
Rk2n 
2n+1−1∑
k=2n−1
(
1 −
∣∣∣∣θa
(
k
2n
)∣∣∣∣
2)

∑
2n−1k2n−1+2na−1
1 +
∑
2n+1−2nak2n+1−1
1
 2n+1a,
it follows that
1∫
−1
(
inf
f∈X
∥∥F(· , y) − f ∥∥2,µ)2(1 − y2)µ− 12 dy  2n−1(1 − 4a) 2n−2.
So there must be a y∗ ∈ [−1,1] such that(
inf
f∈X
∥∥F(· , y∗)− f ∥∥2,µ)2  2n−2.
This combined with (3.3) gives (3.2).
Case D. s = ∞ and
(τ,p) ∈ {(∞,p): 1 p < ∞}∪ {(1,p): 1 < p < 2}.
In this case it will be proved that
dm
(
Bα∞(Lτ,µ),Lp,µ
)
 C(p,µ, τ)m−α+
1
τ
− 1
p dm
(
b2mτ , 	
2m
p
)
, (3.4)
from which the lower estimates in this case will follow by (3.1).
For the proof of (3.4), we let φ ∈ C∞(R) such that 0  φ(x)  1 for x ∈R, φ(x) = 1 for
1
4  x 
1
2 and φ(x) = 0 for x /∈ (0,1). We define
φj (x) = φ(2mx + j), j = −m+ 1, . . . ,m,
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B2mτ :=
{
fa(x) =
m∑
j=−m+1
ajφj (x): a = (a−m+1, . . . , am) ∈ b2mτ
}
.
First, we claim that
m−α+
1
τ B2mτ ⊂ C(µ,α, τ,φ)Bα∞(Lτ,µ). (3.5)
To see this, we define
Dµ :=
(
1 − t2) d2
dt2
− (2µ+ 1)t d
dt
. (3.6)
As is well known,
Dµ
(
ϕ
µ
k
)= −k(k + 2µ)ϕµk , k = 0,1, . . . .
In view of this fact, we also define (−Dµ)β (β > 0) in a distributional sense by〈
(−Dµ)β(f ),ϕµk
〉
µ
= (k(k + 2µ))β 〈f,ϕµk 〉µ, k = 0,1, . . . , for a distribution f.
By the definition, it’s easy to verify that for 	 = 0,1, . . . ,∥∥f (	)a ∥∥τ,µ  C(µ, τ)∥∥f (	)a ∥∥τ = C(τ,µ)(2m)	− 1τ ∥∥φ(	)∥∥τ‖a‖	2mτ , (3.7)
where and in the sequel, the norm ‖·‖τ is computed with respect to the usual Lebesgue measure
dx on [−1,1]. This combined with (3.6) implies that for any integer 	0 > 0 and fa ∈ B2mτ ,∥∥D	0µ fa∥∥τ,µ  C(µ, τ,α,φ)m2	0− 1τ .
It then follows by Kolmogorov type inequality (see [6, Theorem 8.1]) that for fa ∈ B2mτ and an
integer 	0 > α2 ,
∥∥Dα2µ fa∥∥τ,µ  C(µ, τ)‖fa‖
2	0−α
2	0
τ,µ
∥∥D	0µ fa∥∥ α2	0τ,µ  C(µ,α, τ,φ)mα− 1τ .
Therefore, by Jackson type inequality (see [6, Theorem 7.2 ]), we obtain, for fa ∈ B2mτ ,
m−α+
1
τ
∥∥fa − V2j (fa)∥∥∞  C2−jαm−α+ 1τ ∥∥Dα2µ (fa)∥∥∞  C2−jα, j = 0,1,2, . . . ,
and (3.5) then follows by (2.2).
Next, we prove
dm
(B2mτ ,Lp,µ) Cm− 1p dm(b2mτ , 	2mp ). (3.8)
This combined with (3.5) will give (3.4) and complete the proof.
For the proof of (3.8), we define
P(f )(x) =
m∑
j=−m+1
‖φj‖−22
( 1∫
−1
f (t)φj (t) dt
)
φj (x).
Then by Hölder’s inequality, it is easy to verify that∥∥P(f )∥∥ C(φ)‖f ‖ 1 1 . (3.9)
Lp[−1,1] Lp[− 2 , 2 ]
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sup
fa∈B2mτ
inf
g∈Xm
‖fa − g‖p,µ  C(p,µ) sup
fa∈B2mτ
inf
g∈Xm
‖fa − g‖Lp[− 12 , 12 ]
 C(p,µ,φ) sup
fa∈B2mτ
inf
g∈Xm
∥∥P(fa)− P(g)∥∥Lp[− 12 , 12 ]
= C(p,µ,φ)(2m)− 1p ‖φ‖p sup
a∈b2mτ
inf
g∈Xm
∥∥a − b(g)∥∥
	2mp
 C′(p,µ,φ)m−
1
p dm
(
b2mτ , 	
2m
p
)
,
where
b(g) :=
(
‖φ−m+1‖−2
1∫
−1
g(t)φ−m+1(t) dt, . . . ,‖φm‖−22
1∫
−1
g(t)φm(t) dt
)
.
This gives (3.8).
The proof of the lower estimates is complete. 
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