ABSTRACT. In this article, the convergence of the often used iterative softthresholding algorithm for the solution of linear operator equations in infinite dimensional Hilbert spaces is analyzed in detail. As main result we show that the algorithm converges with linear rate as soon as the underlying operator satisfies the so-called finite basis injectivity property. This result quantifies the experience that the iterative soft-thresholding converges very slow because it is argued that the constant of the linear rate is very close to one. Moreover it is shown that the constants can be calculated explicitly if some knowledge on the operator is available (i.e. for compact operators).
Introduction
This paper is concerned with convergence rates for numerical algorithms for the solution of linear inverse problems in the infinite-dimensional setting with so-called sparsity constraints. The background for this type of problem is, for example, the attempt to solve the linear operator equation Ku = f in an infinite-dimensional Hilbert space which models the connection between some quantity of interest u and some measurements f . Often, the measurements f contain noise which makes the direct inversion ill-posed and practically impossible. Thus, instead of considering the linear equation, a regularized problem is posed for which the solution is stable with respect to noise. A common approach is to regularize by minimizing a Tikhonov functional [15, 7, 24] . A special class of these regularizations has been of recent interest, namely of the type min
These problems model the fact that the quantity of interest u is composed of a few elements, i.e. it is sparse in some given, countable basis. To make this precise, let A : H 1 → H 2 be a bounded operator between two Hilbert spaces and let {ψ k } be an orthonormal basis of H 1 . Denote with B : ℓ 2 → H 1 the synthesis operator B(u k ) = k u k ψ k . Then the problem min
can be rephrased as min
Indeed, solutions of this type of problem admit only finitely many non-zero coefficients and often coincide with the sparsest solution possible [10, 11, 17, 19] . In this paper we only consider operators of the form K = AB, i.e. bounded linear operators applied after a synthesis operator for an orthonormal basis.
Unfortunately, the numerical solution of the above (non-smooth) minimization problem is not straightforward. There is a vast amount of literature dealing with efficient computational algorithms for equivalent formulations of the problem [8, 16, 27, 21, 12] , both in the infinite-dimensional setting as well as for finitely many dimensions, but mostly for the finite-dimensional case. Many of the proposed algorithms are tuned to the special setting of compressed sensing, i.e. they are designed in a finite-dimensional setting and for a special class of matrices, typically with singular values which are either zero or close to one. It turns out that they are not very efficient when applied to inverse problems where one often has to deal with singular values converging to zero.
An often-used, simple but apparently very slow algorithm is the iterative soft-thresholding (or thresholded Landweber) procedure which is known to convergence in the strong sense in infinite dimensions [7] regardless of the special structure of the problem. The algorithm is very simple: it just needs an initial value u 0 and an operator with K ≤ 1. The iteration just reads as
In practice, to evaluate the fidelity of the outcome of the computations, it is important to know moreover convergence rates for the algorithms or at least an estimate for the distance to the minimizer. The convergence proofs in the infinite-dimensional case presented in [7] , and for generalizations in [6] , however, come without any rate of convergence. To the best knowledge of the authors, [3] contains the first results about the convergence rate for iterative algorithms for linear inverse problems with sparsity constraints in infinite dimensions. There, an iterative hard-thresholding procedure has been proposed for which, if K is injective, a convergence rate of O(n −1/2 ) could be established. The purpose of this paper is to get a convergence rate for the iterative soft-thresholding algorithm and thus to quantify the speed at which the procedure converges. Surprisingly, the method converges linearly, i.e. the distance to the minimizer in norm vanishes exponentially, even though the factor responsible for the decay rate is very close to 1.
The key property we need for the operator K to be fulfilled we call finite basis injectivity (FBI). Definition 1. An operator K : ℓ 2 → H 2 mapping into a Hilbert space has the finite basis injectivity property, if for all finite subsets U ⊂ N the operator K| U is injective, i.e. Ku = Kv and
The main result can be summarized by the following: Theorem 1. Let K : ℓ 2 → H 2 a linear, continuous operator between the Hilbert spaces ℓ 2 and H 2 satisfying the FBI property, f ∈ H 2 and 0 < α ≤ α k for k = 1, 2, . . .. Then, the iteration
2) with 0 < s < 2 K −2 converges linearly to the unique minimizer u * of (1.1), i.e. there exists a C > 0 and a λ ∈ [0, 1[ such that u n − u * ≤ Cλ n for all n. Remark 1. Let us note that the FBI property holds for operators which satisfy the so-called RIP (restricted isometry property) which is an important ingredient in compressive sampling [5, 23, 1] . An operator K ∈ R p×n has the RIP of order S if for some natural number S ≤ n there exists a constant δ S ∈ [0, 1[ such that for every subset T ⊂ {1, . . . , n} with |T | ≤ S and every c ∈ R T it holds
It is easy to see that operators which have the RIP of any order also obey the FBI property. Conversely, in infinite dimensions not any FBI operator satisfies the RIP, even of order one.
Remark 2. The restriction to orthonormal bases can be relaxed. The results presented in this paper also hold if the system {ψ k } is a frame or even a dictionary, as long as the FBI property is fulfilled. This is for example the case for a frame which consists of two orthonormal basis where no element of one basis can be written as a finite linear combination of elements of the other (which holds, for example, for a trigonometric basis and the Haar wavelet basis on a compact interval). One could speak of FBI frames or FBI dictionaries.
The proof of Theorem 1 will be divided into three sections. First, in Section 2, we introduce a framework in which iterative soft-thresholding according to (1.2) can be interpreted as a generalized gradient projection method. We derive descent properties for generalized gradients methods and show under which conditions we can obtain linear convergence in Section 3. It will turn out that splitting the functional distance to the minimizer into a Bregman and Taylor part, respectively, and estimating this BregmanTaylor distance appropriately will ensure that the conditions are satisfied. At last, we show in Section 4 that a Bregman-Taylor distance estimate for problems of the type (1.1) where K fulfills the FBI property can be established, leading, together with the general considerations on the generalized gradient projection methods, to the desired linear convergence rate. Additionally, we show how the distance to the minimizer in each iteration step can be estimated a-priori when more about the operator K is known, for example when K is compact. Finally, some conclusions about the implications of the results are drawn in Section 5.
Iterative soft-thresholding and a generalized gradient projection method
A common approach to solve smooth unconstrained minimization problems are methods based on moving in the direction of the steepest descent which is generally given by the negative gradient. When dealing with constrained optimization problems, gradient methods have to be adapted to produce feasible iterates. The well-known gradient projection method [18, 22, 13] is such an algorithm. In the following, a further step of generalization is introduced:
The method is extended to deal with sums of smooth and non-smooth functionals, and covers in particular constrained smooth minimization problems. The gain is that the iteration (1.2) fits into this generalized framework. To fix ideas, let us shortly review the gradient projection method. Consider a constrained smooth minimization problem, i.e. 1. Choose a u 0 ∈ Ω and set n = 0. 2. Compute the next iterate u n+1 according to
where P Ω is the orthogonal projection onto Ω and s n is chosen according to an appropriate step-size rule. 3. Set n := n + 1 and continue with Step 2.
Such a procedure converges to a stationary point, provided that certain assumptions are fulfilled and a suitable step-size rule has been chosen [13, 9] . Now, this algorithm can easily be generalized to solve optimization problems of type min
where F is differentiable (and not necessarily convex) and Φ is convex but not necessarily smooth. Such an approach has already been employed to generalize the conditional gradient method, see [4] . With some modifications, a generalized conditional gradient method for (1.1) can be developed, yielding an iterative hard-shrinkage procedure [3] which converges with rate
Here our aim is to develop a suitable analogon for the gradient projection method. We will motivate the generalization by taking a certain view at the problem. Recall that the first-order necessary conditions for the minimization problem (2.1) are as follows: If u * ∈ Ω is a solution, then
or equivalently,
So u * has to be a fixed point of a certain class of mappings. The numerical algorithm then arises from performing the corresponding fixed-point iteration where the s may possibly vary in each iteration step and is often chosen such that it ensures a certain descent of the objective functional F . For example, if F ′ is Lipschitz continuous with constant L, one requires that
is satisfied for all n. The generalization to functionals of the type (2.2) can be derived as follows. Assume that F is still differentiable and not necessarily convex but Φ is a general proper, convex and lower semi-continuous functional mapping H → R ∪ {∞}. Now, the first-order necessary conditions can analogously be formulated as follows. If u * is optimal, then, for s > 0,
Denoting by J s the proximity operator of sΦ, i.e. the operator mapping w to the solution v of
the above is equivalent to u * = J s u * − sF ′ (u * ) . This is again a fixed-point equation. Likewise, one can consider the corresponding fixed-point iteration, which we call the generalized gradient projection method. The motivation here is that, for suitable s, the operation u → J s u − sF ′ (u) yields a suitable functional descent for (2.2). Since the part u − sF ′ (u) corresponds to a gradient-descent step for the minimization of F and J s also takes Φ into account, it is suggested that such a property indeed holds.
Assuming that F ′ is Lipschitz continuous with constant L, the above can be put in formal terms as follows. Algorithm 1.
1. Choose a u 0 ∈ H with Φ(u 0 ) < ∞ and set n = 0.
Compute the next iterate u n+1 according to
where s n satisfies (2.3). 3. Set n := n + 1 and continue with Step 2.
Remark 3. The generalization of the gradient projection method leads to a special case of the so-called proximal forward-backward splitting method which amounts to the iteration
where t n ∈ [0, 1] and {a n }, {b n } are absolutely summable sequences in H.
In [6] , it is shown that this method converges strongly to a minimizer under appropriate conditions. There exist, however, no statements about convergence rates so far. As already mentioned, the aim here is to establish convergence rates under certain conditions. Here, we restrict ourselves to the special case of the generalized gradient projection method. It can, however, be noted that methods extending the generalized gradient projection method can easily be derived in analogy. One example is the relaxed generalized gradient projection method which is iterating with
where t n ∈ [0, 1]. As we can see later, if 0 < t ≤ t n ≤ 1, then the same convergence rates apply to this method as well. Now, it is easy to see that the iterative soft-thresholding algorithm (1.2) is a special case of this generalized gradient projection method in case the functionals F and Φ are chosen according to
where K : ℓ 2 → H 2 is linear and continuous between the Hilbert spaces ℓ 2 and H 2 , f ∈ H 2 and {α k } is sequence satisfying α k ≥ α > 0 for all k.
, so in each iteration step of Algorithm 1 we have to solve
for which the solution is given by soft-thresholding, i.e.
with S according to (1.2), see [7] , for example. This result can be summarized as follows:
and 0 < α < α k . Let F and Φ be chosen according to (2.6) . Then Algorithm 1 with constant step-size s coincides with the iterative soft-thresholding procedure (1.2).
Convergence of the generalized gradient projection method
In the following, conditions which ensure convergence of the generalized gradient projection method are derived. The key is the descent of the functional F + Φ in each iteration step. The following lemma states some basic properties of one iteration. 
Then it holds:
Proof. Since v solves the problem
is satisfied, see [14, 25] for an introduction to convex analysis and subdifferential calculus. This can be rewritten to
while rearranging and dividing by s proves the inequality (3.2). The inequality (3.3) follows by setting v * = u in (3.2).
To show inequality (3.4) we observe
Using the Cauchy-Schwarz inequality and the Lipschitz continuity we obtain
Finally, applying the estimate (3.3) for D s and rearranging leads to (3.4).
Remark 4.
If the step-size in the generalized gradient projection method is chosen such that s n ≤ s < 2/L, then we can conclude from (3.4) that
Of course, the constraint on the step size is only sufficient to guarantee such a decrease. A weaker condition is the following:
for some δ > 0. Regarding the proof of Lemma 1, it is easy to see that this condition also leads to the estimate (3.5). Unfortunately, (3.6) can only be verified a-posteriori, i.e. with the knowledge of the next iterate u n+1 . So one has to guess an s n and check if (3.6) is satisfied, otherwise a different s n has to be chosen. In practice, this means that one iteration step is lost and consequently more computation time is needed, reducing the advantages of a more flexible step size.
While the descent property (3.5) can be proven without convexity assumptions on F , we need such a property to estimate the distance of the functional values to the global minimum of F + Φ in the following. With the convexity of F given, we are able to confine a condition which ensures linear convergence to the minimizer. To this end, we introduce for any sequence {u n } ⊂ H according to Algorithm 1 the values
The convergence rate is determined by the speed the values of r n vanish as n goes to infinity. 
for a δ > 0 with D sn (u n ) according to (3.1) .
If, for a minimizer u * and some c > 0 we have
then r n vanishes exponentially and {u n } converges linearly to u * , i.e. there exists a C > 0 and a λ ∈ [0, 1[ such that
Proof. We first prove the desired rate for r n . For this purpose, pick an optimal u * ∈ H and observe that the decrease in each iteration step can be estimated by
according to the assumptions. Note that D sn (u n ) ≥ 0 by (3.3), so {r n } is non-increasing.
Use the convexity of F to deduce
by applying the Cauchy-Schwarz inequality as well as (3.2) and (3.3). With the above estimate on r n − r n+1 , 0 < s < s n and Young's inequality we have, for each ε > 0,
Choosing ε = sc −1 and using the assumption u n+1 − u * 2 ≤ cr n+1 as well as the fact r n+1 ≤ r n then imply
Rearranging this yields the estimate r n − r n+1 ≥ δsc −1 2sc −1 + 1 r n which in turn establishes the exponential decay rate
with 0 ≤ λ < 1. Using u n − u * 2 ≤ cr n again finishes the proof:
Remark 5. By combining Lemma 1 and Proposition 2, we get linear convergence of sequences generated by Algorithm 1 for any sequence of stepsizes {s n } satisfying (2.3) under the assumption (3.7). Condition (2.3) is in particular true for a constant step-size 0 < s < 2/L. Alternatively, the weaker step-size condition (3.6) could also be used and yields the same convergence rate.
Also note that the constant λ from (3.8) only depends on δ, s and c −1 and gets worse as δ and s become small as well as c becomes large. As we will see later, one has no or little influence on c, but an appropriate step-size rule can help to make s and δ become larger and consequently yielding a smaller λ. For example, in view of Lemma 1, one gets δ = 1 − sL/2, so with the choice s = s = s n = L −1 the term δs is maximized 1 . Of course, this is only with respect to the estimates made in Lemma 1, so in practice one may not necessarily observe better convergence. Also, better step-size rules still may lead to an improvement of the functional descent, see [8] .
Remark 6. If F is convex, one can employ the relaxed version of the generalized gradient projection method (2.5) and still obtains
if s n is chosen such that (3.5) is satisfied and 0 < t ≤ t n ≤ 1. Moreover, one can easily derive a slightly modified version of (3.3):
Thus, the statements of Proposition 2 remain true for the relaxed generalized gradient projection method but possibly with different constants.
Proposition 2 tells us that we only have to establish (3.7) to obtain strong convergence with linear convergence rate. This can be done with determining only at how fast the functionals F and Φ vanish at some minimizer. This can be made precise by introducing the following notions which also turn out to be the essential ingredients to show (3.7): First, define for a minimizer u * ∈ H the functional
Note that if the subgradient of Φ in u * is unique, R is the Bregman distance of Φ in u * , a notion which is extensively used in the analysis of descent algorithms [26, 2] . Moreover, we make use of the remainder of the Taylor expansion of F ,
1 Note that it is very difficult to compute c −1 in practice, so we are not able to maximize δsc −1 /(sc −1 + 1) directly; we have to estimate the denominator with 1 first Remark 7. In many cases the Bregman-like distance R is enough to estimate the descent properties, see [3, 26] . For example, in case that Φ is the p-th power of a norm of a 2-convex Banach space X, i.e. Φ(u) = u p X with p > 1, which is moreover continuously embedded in H, one can show that v − u * 2 X ≤ C 1 R(v) holds on each bounded set of X, see [28] . Consequently
observing that R is in this case the Bregman distance. Often, Tikhonov functionals for inverse problems admit such a structure, e.g.
a regularization which is also topic in [7] . As one can see in complete analogy to Proposition 1, the generalized gradient projection method also amounts to the iteration proposed there, so as a by-product and after verifying that the prerequisites of Proposition 2 indeed hold, one immediately gets a linearly convergent method. However, in the case that Φ is not sufficiently convex, the Bregman distance alone is not sufficient to obtain the required estimate on the r n . This is the case for F and Φ according (2.6). In this situation we also have to take the "Taylor distance" T into account. Figure 1 shows an illustration of the values R and T . One could say that the Bregman distance measures the error corresponding to the Φ part while the Taylor distance does the same for the F part.
The functionals R and T possess the following properties: (3.9 ) and (3.10), respectively, are non-negative and satisfy
Lemma 2. Consider the problem (2.2) where F is convex, differentiable and Φ is proper, convex and lower semi-continuous. If u * ∈ H is a solution of (2.2) and v ∈ H is arbitrary, then the functionals R and T according to
Proof. The identity is obvious from the definition of R and T . For the non-negativity of R, note that since u * is a solution, there holds −F ′ (u * ) ∈ ∂Φ(u * ). Hence, the subgradient inequality reads as
Likewise, the property T (v) ≥ 0 is a consequence of the convexity of F .
Illustration of the Bregman-like distance R and the Taylor distance T for a convex Φ and a smooth F . Note that for the optimal value u * it holds −F ′ (u * ) ∈ ∂Φ(u * ). Now it follows immediately that R(v) = T (v) = 0 whenever v is a minimizer. To conclude this section, the main statement about the convergence of the generalized gradient projection method reads as:
Theorem 2. Let F be a convex, differentiable functional with Lipschitzcontinuous derivative (with associated Lipschitz constant L), Φ be proper, convex and lower semi-continuous and {u n } be a sequence generated by Algorithm 1 with step-size according to (2.3). Moreover, suppose that u * ∈ H is a solution of the minimization problem (2.2).
If, for each M ∈ R there exists a constant c(M ) > 0 such that
for each v satisfying (F + Φ)(v) ≤ M , then {u n } converges linearly to the unique minimizer u * .
Proof. A step-size chosen according to (2.3) implies, by Lemma 1, the descent property (3.5) with δ = 1 − sL/2. In particular, from (3.5) follows that r n is non-increasing (also remember (3.3) means in particular that D sn (u n ) ≥ 0). Now choose M = (F + Φ)(u 0 ) for which, by assumption, a c exists such that
Hence, the prerequisites for Proposition 2 are fulfilled and consequently, u n → u * with a linear rate. Finally, the minimizer has to be unique: If u * * is also a minimizer, then u * * plugged into (3.11) gives u * * − u * 2 = 0 and consequently u * = u * * .
Convergence rates for the iterative soft-thresholding method
We now turn to the proof of the main result, Theorem 1, which collects the results of Sections 2 and 3. Within this section, we consider the regularized inverse problem min
where K : ℓ 2 → H 2 is a linear and continuous operator with the FBI property and f ∈ H 2 as well as α k ≥ α > 0. It is known that at least one minimizer exists whose uniqueness will follow from the estimate (3.11) which will be shown in Lemma 3.
We have already seen in Proposition 1 that splitting the above Tikhonov functional into F and Φ according to (2.6) yields the equivalence of the associated iterative soft-thresholding procedure and a generalized gradient projection method. Our aim is to show the applicability of Theorem 2. Note that F defines a convex and differentiable functional with derivative F ′ (u) = K * (Ku − f ) which is Lipschitz continuous with constant estimate L ≤ K 2 . Moreover, Φ is proper, convex and lower semi-continuous. Thus, we only have to ensure appropriate step-sizes according to (2.3) and to verify (3.11). The latter is the topic of the following lemma. 
Moreover, w k → 0 as k → ∞, so there has to be a ρ < 1 such that |w k |/α k ≤ ρ for each k ∈ N\I. Also, if k ∈ N\I, then |w k | ≤ ρα k which means in particular that u * k = 0 since the opposite contradicts w k ∈ α k sgn(u * k ). So, one can estimate ( * ):
using the fact that one can estimate the ℓ 2 -sequence norm with the ℓ 1 -sequence norm, see [3] for example. With U = {v ∈ ℓ 2 : v k = 0 for k ∈ I}, the above also reads as
establishing the desired estimate in all but finitely many dimensions. An estimate for the remaining finitely many dimensions can be obtained from the Taylor distance T which reads as
The claim now is that there is a C(M, u * , K) such that
for each u ∈ ℓ 2 . We will derive this constant directly. First split u = P U u+P U ⊥ u, so we can estimate, with the help of the inequalities of CauchySchwarz and Young,
Since K fulfills the finite basis injectivity property, the operator restricted to U ⊥ is injective on the finite-dimensional space U ⊥ , so there exists a
and consequently
giving a constant c(M, u * , K) since U depends on u * . This finally yields the desired statement
with the help of ( * * ) and ( * * * ).
Remark 8. In the proof of Lemma 3, the role of the finite basis injectivity property becomes clear: It allows to find a c 2 (U, K) > 0 such that c 2 (U, K) u 2 ≤ Ku 2 holds for each u ∈ U ⊥ , where U ⊥ is spanned by finitely many coefficients (or basis elements). Since U ⊥ depends on the solution u * and is not known in general, we have to assume that the injectivity of K holds for each subspace spanned by finitely many coefficients. The requirement that K possesses the FBI property can, however, be modified in a certain sense: Suppose that K has the restricted isometry property of order S = |I| (with the set I defined in the proof of Lemma 3), implying that there is a δ S ∈ [0, 1[ such that
for each u having up to S non-zero coefficients. Such an assumption is quite common in the framework of compressive sampling. Then, the RIP immediately yields the existence of c 2 (U, K) = 1 − δ S > 0 such that c 2 (U, K) u 2 ≤ Ku 2 for each u ∈ U ⊥ where U ⊥ is the finite-coefficient subspace as defined in the proof of Lemma 3. One can easily check that the remaining arguments also remain true and consequently, Lemma 3 still holds for K satisfying the RIP of order |I|. 
with step-size according to
converges linearly to the unique solution.
Proof. As already mentioned in the beginning of this section, the softthresholding procedure amounts to a generalized gradient projection method and F as well as Φ fulfill the requirements of Theorem 2. Obviously, the above step-size rule is sufficient for (2.3) to hold since the Lipschitz constant L can be estimated by L ≤ K 2 and consequently s < 2 K −2 implies s < 2/L. Lemma 3 then ensures that for each M ∈ R the estimate (3.11) holds whenever (F + Φ)(v) ≤ M since F (v) ≥ 0. Thus, Theorem 2 is applicable; consequently u n → u * with linear rate. Remark 9. As already mentioned in Remark 4, the condition on the stepsize can be relaxed. In the particular setting that F (u) = 1 2 Ku − f 2 , the estimate (3.6) reads as
Now, the choice s n according to
is sufficient for the above, since one has the estimate (3.3). Together with the boundedness 0 < s ≤ s n , this is exactly the step-size 'Condition (B)' in [8] .
Hence, as seen in Remark 5, the choice gives sufficient descent. Consequently, Theorem 3 remains valid for such an 'accelerated' iterative softthresholding procedure.
The fact that the iteration (1.2) converges linearly may be a bit surprising, since the iteration map is not a contraction. A closer look at the situation, however, reveals that, although the distance to the solution vanishes exponentially, it still can be very slow:
Examining the proof of Lemma 3, one can see that the constant c(M ) is constructed with the knowledge of the minimizer u * . Since u * is not a-priori known in general, the estimates carried out there do not give us an a-priori estimate for the distance to the minimizer; Theorem 3 is a statement about the asymptotic behavior only. Indeed, the constant c(M ) can be arbitrarily large: On the one hand, it depends on 1 − ρ which is fixed but can be arbitrarily small. On the other hand, the same applies to c 2 (U, K), the squared norm of the inverse of K restricted to U ⊥ . Since both values influence c(M ) reciprocally, the constant can be arbitrarily large. The constant c(M ), however, is closely connected with the linear decay rate λ: The larger it gets, the closer to 1 it will be (see Remark 5 for the precise relation between λ and c(M )) and since c(M ) can be arbitrarily large, the exponential decay can be arbitrarily slow. This is in contrast to the convergence of generalized gradient methods for the minimization of smooth functionals: For example, the generalized gradient projection method for the minimization of the classical Tikhonov functional min
which is a contraction with constant 1/(1 + 2s α) provided that (4.2) is satisfied. Thus, the method also converges linearly but with a decay rate which is essentially given by the lower bound of the sequence α and the norm of K. This means that the respective λ cannot get arbitrarily close to 1.
Hence, to summarize, one can say that the iterative soft-thresholding procedure converges linearly but, in difference to other methods, arbitrarily bad within the class of linearly-convergent algorithms. This is in accordance with the observation that the iterative soft-thresholding method does indeed converge very slowly in terms of absolute CPU-time.
We close this section with establishing some specialized a-priori results about the distance to the minimizer. As the constants in the estimates of Lemma 3 are in general not computable unless the solution is determined, there are some situations in which prior knowledge (mainly about the operator K) can be used to estimate the decay rate and consequently the distance to the minimizer in each step of the iteration described by Algorithm 1. Such a procedure is carried out in the following. Example 1. Let us compute an estimate for the factor λ and u n − u * for a class of operators K. Let K be linear, continuous and satisfying the FBI property. Consider the values
Ku 2 u 2 : u = 0 , u l = 0 for all l ≥ k which satisfy σ k > 0 as well as
and assume that µ k → 0 as k → ∞. This is for example true if K is a compact operator, since otherwise there would be a bounded sequence which converges weakly to zero with images not converging in the strong sense. Now denote by u * the solution of (4.1). Our aim is to compute a constant c 1 > 0 such that c 1 P k (v − u * ) 2 ≤ R(v) on a suitable bounded set and for a suitable k. Here, P k denotes the orthogonal projection onto the subspace {u ∈ ℓ 2 : u l = 0 for l < k}. We can assume without loss of generality that f = 0 and thus estimate the norm of Ku * − f :
. With this choice,
and consequently,
Recall from the proof of Lemma 3 that this in particular means that u * k = 0, so one obtains the estimate
For the sake of simplicity, we assume that the first iterate is u 0 = 0, so
An estimate for the Taylor-distance T can now be found with the help of σ k 0 :
where P ⊥ k 0 = I − P k 0 . Rearranging terms gives:
leading to the desired constant c in Proposition 2:
Choosing the constant step-size s = K −2 and estimating λ 2 according to Remark 5 yields
The proof of Proposition 2 also establishes u n − u * ≤ (cr 0 ) 1/2 λ n which implies in turn, by estimating r 0 ≤ (F + Φ)(0) = f 2 /2 and the maximum by the sum, the a-priori estimate
. (4.4)
Conclusions
We conclude this article with a few remarks on the implications of our results. We showed that the iterated soft-thresholding algorithms converges with linear rate and moreover that the constants can be calculated explicitly in some cases. Hence, this estimates may serve as a stopping criterion. The fact that the iterative thresholding converges linearly is remarkable because the iteration itself is not a contraction (its Lipschitz constant is one). Note that we did not show a property like u n+1 − u n ≤ C u n − u n−1 for some C < 1. Moreover, as already mentioned in the end of Section 4, depending on K and the solution u * , the factor λ, which determines the speed within the class of linearly-convergent algorithms, can be arbitrarily close to 1, meaning that the iterative soft-thresholding converges arbitrarily slow in some sense. This is often observed in practice, especially in the context of ill-posed inverse problems, where one has to compute a huge amount of iterations before reaching a reasonable accuracy.
A key ingredient for proving the convergence result is the FBI property. It is interesting to note that this property plays a central role for the convergence analysis since it is of similar flavour as the RIP. The RIP is central in the analysis of the properties of the minimizers and now it is seen that it is also of importance for the performance of algorithms. A similar observation is made in the analysis of Newton methods applied to minimization problems with sparsity constraints [20] .
A last we want to remark that Theorem 2 on linear convergence of the generalized gradient projection method holds in general and hence the conclusion of Theorem 3, which is an application of this result to sparsity constraints, may be generalized to other problems with similar structure as well as similar algorithms. Especially the techniques used for the proof of Theorem 3 are applicable to other penalty terms as the one considered here. In particular, convergence holds for a class of penalty functionals for which an appropriate estimate for the Bregman distance is available, also see Remark 7 which discusses this for norms of a 2-convex Banach space. If such an estimate does not hold, the Bregman-Taylor distance can be employed, as it has been done in the case of sparsity constraints. Finally, the framework of the generalized gradient projection method is very general and also allows for modifications such as taking other step-sizes, see the Remarks 4 and 9 on choosing 'accelerating' step-sizes, or introducing the relaxed version of the generalized gradient projection method, see Remarks 3 and 6, with the statements remaining valid by only minor adaptation of the proofs.
