In the era of big data, recommender system (RS) has become an effective information filtering tool that alleviates information overload for Web users. Collaborative filtering (CF), as one of the most successful recommendation techniques, has been widely studied by various research institutions and industries and has been applied in practice. CF makes recommendations for the current active user using lots of users' historical rating information without analyzing the content of the information resource. However, in recent years, data sparsity and high dimensionality brought by big data have negatively affected the efficiency of the traditional CF-based recommendation approaches. In CF, the context information, such as time information and trust relationships among the friends, is introduced into RS to construct a training model to further improve the recommendation accuracy and user's satisfaction, and therefore, a variety of hybrid CF-based recommendation algorithms have emerged. In this paper, we mainly review and summarize the traditional CF-based approaches and techniques used in RS and study some recent hybrid CF-based recommendation approaches and techniques, including the latest hybrid memory-based and model-based CF recommendation algorithms. Finally, we discuss the potential impact that may improve the RS and future direction. In this paper, we aim at introducing the recent hybrid CF-based recommendation techniques fusing social networks to solve data sparsity and high dimensionality and provide a novel point of view to improve the performance of RS, thereby presenting a useful resource in the state-of-the-art research result for future researchers.
I. INTRODUCTION
With the rapid expansion of Internet technology and ubiquitous computing, a variety of channels and methods to access to information have brought great convenience for users.
However, the geometric growth of data makes it difficult for users to find information that meets their own needs in time, so ''big data'' leads to ''information overload'' problem, and makes a lot of irrelevant redundant information interfere with users' choice [1] , [2] . In the era of big data, RS does not require users to provide clear needs, and establish users' interest models by analyzing their historical behavior to recommend items which better match the active users' interests [7] , [8] .
Collaborative Filtering (CF) is one of the most widely used and successful technologies in RS. CF-based recommendation techniques have achieved great success, and have a wide range of application prospects in many fields such as e-commerce and social networks. However, as big data arise, the CF-based approach often suffers from several shortcomings [51] , such as data sparsity, cold start, and scalability issues, which seriously affect the recommended quality of RS. To tackle the aforementioned problems, many data mining and machine learning techniques such as clustering [27] , [29] , singular value decomposition (SVD) [11] , [39] , probability matrix factorization (PMF) [64] , [87] , [88] , and non-negative matrix factorization (NMF) [47] , [75] , [76] are proposed to improve the performance of RS. To solve the problems of data sparsity and cold start in the era of big data, social factors are recently considered to further improve the performance of RS [50] , [57] , [74] , [75] , [78] , [82] , [86] , [88] , [89] , such as reliability-based trustaware collaborative filtering(RTCF) [32] , recommendation with social trust ensemble (RSTE) [70] , a matrix factorization based model for recommendation in social rating networks (SocialMF) [81] , a state-of-art social network-based recommender system (SNRS) [89] , an enhanced personalized recommendation model based on user attributes clustering and rating filling (EPRM) [88] , and a neighborhood-aware unified probabilistic matrix factorization (NAUPMF) [87] .
A. PRIOR RELATED SURVEYS
In the past few years, some survey or review articles have been presented in RS. A number of studies review system frameworks, overview, and methods of RS from a methodological point of view [1] , [9] , [12] , [15] . For instance, Wang et al. [1] outline system frameworks, main models, key frameworks, assessments and typical applications of context-aware RS with a process-oriented view. Adomavicius and Tuzhilin [12] present an overview of the field of RS and describe the current recommendation methods: content-based, CF-based, hybrid recommendation approaches. Yang et al. [17] propose a framework of CF-based RS according to a variety of users' data including ratings from users and user historical behavior, and compares several typical CF algorithms. Most of the existing review articles discuss traditional methods and techniques of RS, a few of which involve social recommendation methods [3] , [7] , [36] , [63] , [73] . For instance, Lü et al. [3] review recent progress of RS and discusses the major challenges, such as dimensionality reduction techniques, similarity-based approaches, and social filtering. Tang et al. [73] present a review of existing RS, give the definitions of social recommendation, and discuss the feature of social recommendation and its implications. Yang et al. [36] provide a brief overview over the task of RS and traditional approaches, and present how social network information can be adopted by RS. Although some review studies have referred to social recommendation methods [3] , [10] , [36] , [42] , [73] , they don't systematically introduce social networks-based recommendation methods for dealing with data sparsity and cold start problems, and some of the social factors have not been fully considered [61] , [70] , [74] , [79] , [81] - [83] , [89] .
B. CONTRIBUTIONS OF THIS SURVEY
This paper is a systematical survey that provides a comprehensive review of existing work on conventional CF-based and hybrid CF-based recommendation methods. Our major contributions can be summarized as follows:
• We mainly summarize the traditional and hybrid modelbased CF recommendation methods, techniques and new research progress on RS for providing some references and research inspiration for the future research.
• We survey the social networks-based recommendation methods in recent years, and present recent studies on CF-based recommendation algorithms to solve the problems of data sparsity and cold start.
• We study numerous influences of social factors on the recommendation quality of RS.
• We discuss several potential issues of CF and highlight future research directions for solving the problems of data sparsity and cold start. The remainder of this review is organized as follows. In Section 2 we present an overview of RS and review the frequently used CF approaches, techniques, evaluation metrics, and technical challenges on existing methods. Next, in Section 3 we introduce the techniques and modeling approaches used in the hybrid CF-based recommender systems, such as enhanced similarity measures, memory-based trust-aware CF, model-based social matrix factorizationbased CF, and reduce dimensionality. Then we discuss the advantages of CF in Section 4. Finally, we outline conclusions, prospect of further study and development trends in Section 5. In general, RS has been divided into several different categories, namely CF, content-based, social filtering, association rule mining, and social filtering [14] .
B. APPLICATIONS
The task of RS is to convert users' historical behavioral information on items into predictions of users' possible future interests and preferences, and help users find items (movies, music, books, Web information, etc) that may be interested in from a large amount of data by mining the binary relation between users and items [3] . After its first appearanceĄCRS attracts more and more attention and has been widely applied in industrial communities such as digital information content services, e-commerce, information retrieval, mobile news, e-tourism, education, digital libraries and so on. The recommendation for many e-commerce sites is based on CF algorithm. For instance, Amazon's 20% -40% of sales is due to RS, and 60% of DVDs rented by Netflix are selected based on RS [3] , [8] - [10] . Table 1 shows main recommendation systems that are being used in various fields. 
C. TRADITIONAL CF RECOMMENDATION METHODS
In this section, we will introduce the most commonly used CF-based recommendation methods, including latent factor model (LFM), and its existing variations such as matrix factorization, NMF, and SVD. Traditional CF can be divided into the two methods: memory-based and model-based methods. The framework of CF-based RS is shown in Fig. 2. 
1) MEMORY-BASED CF TECHNOLOGY
Memory-based CF recommendation algorithm obtains the similar relationships between users or items according to the user-item rating matrix, and then recommends the items that are highly rated by similar users for the active user [17] . In memory-based CF, the ratings on items from users are directly used to predict unknown ratings for new items. The memory-based recommendation method can be subdivided into two ways: user-based CF and item-based CF [2] . The rationale of user-based CF and item-based CF is shown in Fig. 3 . 
a: USER-BASED CF RECOMMENDATION ALGORITHM
The idea of user-based CF is that users with similar historical ratings should have similar interests, so we can predict the active user's missing ratings on the specific items according to similar users' ratings on given items. Firstly, the similarities between the active user and other users are calculated, and then the neighbors of the active user are selected according to the similarities. Finally, the ratings from the active user are predicted according to the historical preference information VOLUME 6, 2018 of the similar neighbor users, and the recommendation results are generated [12] , [18] .
(1) Calculate the Similarity between Users. The ratings of the user u are usually expressed as the rating vector r u = {r u1 , r u2 , . . . , r un }. The similarity between the two users is obtained by comparing the rating vectors of the two users. The classical measures to calculate the similarity between users are cosine similarity and Pearson correlation coefficient (PCC).
Cosine similarity: the user's ratings can be indicated as an n-dimensional vector, and the similarity between users is obtained through the user's rating vector angle. In general, the smaller the angle is, the higher the similarity is. Cosine vector similarity is calculated as follows [2] (see Eq. 1):
where sim uv represents the similarity between users u and v, r u and r v represent the rating vectors of u and v, respectively, r u 2 and r v 2 represent 2-norm of u and v, respectively, and r ui and r vi represent the ratings of u and v on the item i, respectively. I u and I v represent the sets of items rated by users u and v, respectively, and I uv represents the set of items commonly rated by both u and v.
Pearson correlation coefficient is calculated as follows [51] (see Eq. 2):
wherer u andr v represent the average ratings from u and v, respectively.
(2) Find the Nearest Neighbors. There are usually two methods for finding nearest neighbors: k-nearest neighbors and setting threshold. k-nearest neighbors method is to select the first k users with the closest similarity to the active user u as his or her nearest neighbors. The threshold method means that a threshold δ is set initially, when the similarity between user v and the active user u is greater than δ, the user v is selected as one of the nearest neighbors.
(3) Predict Ratings. There are two main ways to make recommendations for an active user: predicting the ratings and providing a top-N recommendation list. The both need to predict ratings of the active user u on a new item i using the ratings on i from users most similar to u. The predicted rating is calculated as follows [32] (see Eq. 3):
where N u denotes the similar neighbor set of the user u.
Top-N recommendation is mainly used in the following scenarios: shopping websites or websites that generally do not have explicit rating information. In this case, through the user's implicit feedback information, a list of items that may be of interest is recommended to the user, and some useful data is extracted to form a user-item matrix where each element is 0 or 1 [17] . In general, the user's preferences are modeled in point-wise way, each user's rating for each item (or a probability value between 0 and 1) is predicted, and then the rated items are sorted in descending order, finally top-N items are recommended to users. Memory-based CF for binary data can actually be considered as a special case of memory-based CF for ratings. The rating r ui = 1 if the user-item pair (u,i) is observed, and r ui = 0 otherwise in the feedback matrix R. Therefore, the cosine vector similarity for binary ratings is calculated as follows [107] (see Eq. 4):
where I u and I v denote the sets of items observed by users u and v, respectively, and I uv denotes the set of items commonly observed by both u and v. Rating predictions for binary data can be calculated using Eq.(3) as well. Unlike the recommendation method for rating prediction, the value of the predicted ratingr ui in implicit feedback scenarios will be a rating of between 0 and 1. For top-N recommendation, RS recommends the first n items by ranking all the items according to their predicted ratings in descending order [17] , [107] .
b: ITEM-BASED CF RECOMMENDATION ALGORITHM
Similar to the user-based CF recommendation algorithm, the item-based CF recommendation algorithm is also executed in the following three steps: (1) Calculate the similarity between items according to the user-item rating matrix; (2) Select the similar neighbor items according to the similarity; (3) Predict unknown ratings on the active item according to the neighbor items, and generate a recommended list.
(1) Calculate the Similarity between Items. The classical measures between items are adjusted cosine vector and Pearson correlation coefficient.
(a) Adjusted cosine vector. The adjusted cosine vector method is calculated as follows [2] (see Eq. 5):
where sim ij denotes the similarity between items i and j. U i and U j represent the sets of users who rated items i and j, respectively, and U ij denotes the set of users who rated both items i and j. (b) Pearson correlation coefficient method is calculated as follows [14] (see Eq. 6): sim ij (7) where N i is the similar neighbor set of the item i.
2) MODEL-BASED CF TECHNOLOGY
The memory-based RS is simple to implement and the algorithms is easy to understand. However, the memory-based RS is not suitable for practical applications when dealing with large amounts of users and items. In this case, the modelbased RS emerge subsequently, which can avoid the important drawback [76] . The model-based RS requires a learning phase in advance for finding out the optimal model parameters before making a recommendation. Once the learning phase is finished, the model-based RS can predict the ratings of users very quickly. Among them, latent factor model (LFM) is very competitive and widely adopted to implement RS, which factorizes the user-item rating matrix into two low-rank matrices: the user feature and item feature matrices. It can alleviate data sparsity using dimensionality reduction techniques and usually produce more accurate recommendations than the memory-based CF approach, while drastically decreases the memory requirement and computation complexity [3] , [44] . SVD [11] , [20] , matrix factorization (MF) [21] , [80] , and NMF [47] , [49] are usually used recommendation methods, which all take advantage of LFM.
a: MATRIX FACTORIZATION MODEL
The recommendation procedures of RS based on MF model is shown in Fig. 4 .
(1) Construct Latent Feature Model. The matrix factorization model is described as follows [3] (see Eq. 8):
For the user-item rating matrix R of m × n, the MF model represents approximately R as a product form of users' feature matrix P of m × k and items' feature matrix Q of n × k according to MF technique. Here, m and n are the numbers of users and items, respectively, and k is the number of latent features. An example of MF on movie recommendation is shown in Fig. 5 .
(2) Obtain the Objective Function. The MF model usually aim at minimizing deviation between the decomposition of the approximate matrix and the original user-item rating matrix. Therefore, we train the model by using the gradient descent method to achieve the optimal solution [2] , [3] . The objective function is described as follows [3] , [18] (see Eq. 9): where r ui denotes the rating of user u on item i in the original matrix, and p uk and q ki denote the kth feature from user u and kth feature from item i in P and Q T , respectively. λ p and λ q are the regularized term parameter to avoid overfitting. (3) Update the Values of the Feature Matrices P and Q. In RS, stochastic gradient descent (SGD) [21] and alternating least squares (ALS) are often used to solve the parameters of the above objective function. SGD continuously updates the unknown parameters p uk and q ki until convergence according to the gradient descent direction of the objective function [27] . In order to solve Eq. (9), p u and q i are initialized randomly at first, and then the prediction error between the true rating and the predicted rating is calculated as follows [2] , [34] (see Eq.10):
The values of p u and q i are updated to obtain the approximate values using SGD method, which can be described as follows (see Eq. 11-12):
where η indicates the learning rate. The derivation process is as follows (see Eq. [13] [14] .
(4) Predict the Unknown Ratings according to the Matrices P and Q. The unknown ratings can be predicted as follows [3] (see Eq. 15): (15) For binary data, it is possible to make a prediction using the above method by assuming that R=1 for all observed user-item pairs in implicit feedback scenarios. Therefore, the objective function for binary data is described as follows [107] (see Eq. 16):
Here, the predicted ratingr ui can be calculated as Eq. (15) as well, which represents a user's preference level for an item. 
b: NON-NEGATIVE MATRIX FACTORIZATION MODEL
Similarly, NMF also factorizes the original user-item rating matrix R into two matrices P and Q with rank r, where P is equal to |U|×f, Q is equal to f×|I| and f min(|U|, |I|). Note that a decomposition process is performed under the non-negative constraint, i.e., P ≥ 0, Q ≥ 0. Therefore, the problem of NMF-based CF is described as follows (see Eq.17) [75] .
To make sure that the P and Q are non-negative, the learning rates are manipulated as follows [30] , [47] , [75] (see Eq.18):
The updating process is described as follows [49] , [75] (see Eq.19): (19) c
: SINGULAR VALUE DECOMPOSITION (SVD)
Data sparsity and high dimensionality are recurring problems in RS. Therefore, dimensionality reduction is an urgent problem to be solved at present, and SVD namely a particular realization of the MF algorithms, is a powerful technique for dimensionality reduction [2] . An original rating matrix R m×n can be decomposed into U, S and V according to SVD technology as follows (see Eq. 20): (20) where U T U = I m×m , and V T V = I n×n . Each column of U is called a left singular vector, S is a diagonal matrix, and the diagonal values are arranged from large to small, which are called singular values; each row of V T is called the right singular vector. The value of the diagonal on the matrix S is indeed the square root of RR T or R T R. For instance, a matrix decomposition process of SVD is shown in Fig. 6 .
As shown in Fig. 6 , the dimension of the initial matrix R is reduced, which is represented by using U, S, and V. Among them, U reflects the user information, V reflects the item information, and S reflects the importance of the feature. We select the first 4 features, which take up more than 95% of the original energy. Finally, R approximates to the real matrix R.
In general, S is a k×k diagonal matrix, where k=min(m,n). R is approximated with R given by R ≈ R = Uˆ V, andˆ is the k-rank approximation of .
D. EVALUATION METRICS
Several metrics are used to evaluate the efficiency such as accuracy, coverage, and diversity in RS.
The mean absolute error (MAE) is a widely used metric to calculate the recommender's prediction [69] . MAE is calculated using the following expression (see Eq. 21):
where T denotes an item set. For a given RS, the lower the MAE is, the higher the prediction is, and the better the performance of the algorithm is [30] . Similar to MAE, the root mean squared error (RMSE) is also a frequently employed metric, which evaluates the absolute difference between the observed and predicted ratings as follows [30] (see Eq. 22):
In addition, the precision@N (P@N) and recall@N (R@N) [45] , [62] are used to measure the recommendation accuracy by calculating the ratio of the predicted rating to the actual rating in the entire test set. The higher the precision is, the better the recommendation accuracy is. P@N and R@N are described as follows (see Eq. 23-24).
where items_relevanted and topN_items denote the actually visited list and the recommended list, respectively. The accuracy of recommendation is also evaluated by the precision/recall. The precision describes how many percentages of the final recommended list is in user-item rating records that have taken place, and the recall describes how many percentages of user-item rating records are included in the final recommended list. The precision and recall are described as follows (see Eq. 25-26):
where R(u) denotes the number of items recommended to the user u, and T(u) denotes the user u likes the collection of items on the test set. Area under curve (AUC) is also used to evaluate the quality of recommendation, which is described as follows [106] , [110] (see Eq. 27):
ϕ(r ui >r uj ) (27) where |U| represents the total number of users in the test set. E(u) = {(i,j)|i ∈ T(u), j / ∈ T(u)}, and T(u) denotes the set of items on which user u performs target action. In the test set T(u), ϕ(x) denotes the indicator function that is equal to 1 if x is true, and equal to 0 otherwise. The overall prediction accuracy of the algorithm can be evaluated by mean average precision (MAP), which is the mean of the average precision (AP) of all test users. Given a user u i and his/her sorted recommendation list < j 1 , j 2 , . . . , j M > of length M, and the selected N items, AP can be calculated as follows [106] , [112] , [124] (see Eq. 28):
where precision(k) is the accuracy of top-k. If j k hits, then ref(k)=1; otherwise, ref(k)=0. The higher the MAP is, the higher the recommendation accuracy of the algorithm is. Another indicator of recommendation accuracy is mean reciprocal rank (MRR), namely the mean of reciprocal of the user's actual response in the recommended list. MRR is defined as follows [112] , [124] (see Eq. 29):
where p indicates the rank in the recommended list. In addition, the coverage rate is also used to evaluate the performance of RS. The coverage rate reflects the ability of the recommendation algorithm to discover the long tail. The higher the coverage rate is, the more the recommendation algorithm can recommend items in the long tail to users. The coverage is described as follows [34] (see Eq. 30):
The coverage indicates what percentage of the final recommended list contains items. The RS with 100% coverage can recommend each item to at least one user. Top rankings have a low recommended coverage and will only recommend popular items that account for a small percentage of the total items. A good RS not only needs higher user satisfaction but also higher coverage.
In order to satisfy users' extensive interests, the recommended list needs to cover different areas of interest of users, i.e., the recommended results need to be diversified. Diversity describes the dissimilarity between the two items in the list. Assuming s(i, j) defines the similarity between the items i and j, then the diversity of user u's recommended list is defined as follows [45] (see Eq. 31):
E. EXPERIMENTAL DATASETS
The real life experimental datasets used in RS can be divided into two categories: the datasets with trust relationships and the datasets without trust relationships: VOLUME 
2) THE DATASETS WITH TRUST RELATIONSHIPS
In these datasets, these users express their opinions about items using ratings and trust relationships with other users. 
F. TECHNICAL CHALLENGES ON EXISTING METHODS
As the data volume increases, the data types become more and more rich, the application environment becomes more and more complicated, and the existing algorithms mainly face the following major problems [3] , [5] , [34] , [45] .
(1) Data sparsity. There are a lot of unknown ratings in user-item matrix, and the sparsity is often more than 99%. Excessive sparsity gives rise to the number of common ratings between objects too few or none, and there are a big deviation in the similarity calculation, which in turn affect the quality of recommendation. Hence, an effective recommendation algorithm must take the data sparsity into account.
(2) Cold start. When a new user or a new item enters the system, there is usually no histories information of the user or lack of users' ratings for the item, so the user cannot be provided with the recommendation service or the item is difficult to be recommended by the system. The usual solutions of this problem are based on using hybrid recommendation techniques combining ratings and content information (such as users' age, users' trust relations, item tags).
(3) Scalability. In online social networks, on the one hand, the amount of data is growing geometrically, on the other hand, it is necessary to recommend useful results for users in time. Therefore, it is essential to consider the issue of computational cost. In this case, the model-based methods are employed to train model parameters offline to improve the efficiency of online prediction, such as user modeling, similarity calculating, and features extracting.
(4) Diversity. For RS, only recommending popular and highly rated items to the active user often results in better recommendation results. However, the user can also easily obtain such item information from other sources, that is, the actual value of such recommendation is not high. Therefore, a good RS should be able to discover items that are difficult to be found by users spontaneously, but meanwhile which also fit the users' interests.
(5) Interpretability. Interpretability is one of the few concerns of current CF-based algorithms. The quality of the algorithms can't be judged based solely on evaluation such as MAE or RMSE. Recommending items to users relying solely on accuracy not only wastes resources but also bring little benefit. If they can't explain the recommended results well, then they can't determine whether the recommended items meet the needs of users, resulting in reducing system reliability. If RS can provide some explanation information when generating recommendations, the reliability of the recommended results may greatly be improved. Meanwhile, they will greatly arouse the users' attention.
III. HYBRID RECOMMENDER SYSTEMS
In order to improve recommendation accuracy and user's satisfaction, and solve the problems of scalability, cold start, and data sparse, many traditional technologies are combined with each other, such as the time context, and trust relationship between users are integrated into RS. For instance, a framework of trust-based RS is shown in Fig. 7 .
A. OVERVIEW OF HYBRID RECOMMENDER SYSTEMS
In recent years, with the advent of online social network, recommendation algorithms based on the social network have emerged and attracted more and more people to study. These algorithms make recommendations for an active user based on the ratings of the users that have direct or indirect social relationships with the active user [70] . These methods effectively reduce the problems of cold start users using social relationship, and thus improve the accuracy of the recommendation. Some CF-based recommendation methods that fuse trust relationships between users are proposed, such as reliability-based trust-aware CF (RTCF) [32] , context-aware social recommendation via individual trust (CSIT) [74] , trustaware RS method based on confidence and Pareto dominance (CPD) [43] . Time decay factor, neighbor relationships are used to enhance similarity measure [25] , [73] . In addition, these MF-based methods like SVD, NMF, and PMF are integrated with context relationships, and many improved algorithms are proposed in recent years [47] , [48] , [65] , [75] , [78] .
B. EMERGING TECHNOLOGIES
In this section, we will introduce some recent approaches and techniques in hybrid CF-based RS.
1) ENHANCED SIMILARITY MEASURES
When the number of common rated items is too small, the similarity is likely to be overestimated using cosine similarity and PCC measures [17] . Some similarity measure based on structural similarity [24] and time decay [25] are proposed to alleviate the problem.
(1) The Similarity Measure Based on Structure.
Experimental results demonstrate that the more neighbors who have rated an items, the more accuracy the prediction based on the choice of those neighbors [62] . Therefore, the number of common ratings needs to be considered, that is to say, on the basis of adjusted the cosine similarity, Salton factor of structural similarity is introduced into the similarity measure. The Salton factor can be described as follows [25] (see Eq.32-33):
where fs(u, v) and fs(i, j) denote the Salton factors based on users and items, respectively. The meanings of symbols I u , I v , I uv , U i , U j and U ij are shown in Section 2.3.1.
(2) The Similarity Measure Based on Time Decay. The user's interest changes over time. The fact that u and v have different times rated for the same item means that their interest changes are not synchronized. Therefore, the time decay factor needs to be introduced to weight the similarity between u and v, so that reduce the similarity between users who are far apart in rating time. Likewise, for the similarity of items, the longer the difference between the time that the items i and j rated by u is, the smaller the similarity between i and j is. Therefore, time decay factors for users and items based on the similarity are described as follows [25] , [26] (see Eq. 34-35):
where λ and ϕ denote the parameters of time decay for users and items, respectively, and t ui and t uj denote the time of the items i and j rated by the user u, respectively. t vi denotes the time of the item i rated by the user v.
2) MEMORY-BASED TRUST-AWARE COLLABORATIVE FILTERING
Trust relationships between users have been introduced into RS as an effective approach to overcome the problems of data sparsity and cold-start [31] , [43] . The hybrid approach builds an active user's trust network using trust statements between the users to improve the accuracy of similarities between users. One of the core roles of the trust network is to resolve the neighbor selection between a user's trust statements and its similarity values.
(1) Construct the Trust Network. A trust network for the active user is established based on the Pearson correlation coefficient (PCC) measure and the trust statements as final similarity values. The trust network can be expressed as a directed and weighed graph, in which each node represents a user and an edge represents the trust statement between two users. The trust relationships between two users can be calculated as follows [31] (see Eq. 36):
where T uv denotes the trust statement between the users u and v, d max represents the maximum propagation distance which can be set to any positive integer value (e.g., 4), and d uv indicates the distance between the users u and v. Fig. 8 is VOLUME 6, 2018
FIGURE 8. An example of trust network
an example of trust network. As shown in Fig. 8 , nodes and edges represent users and trust statements between users, respectively. The user u 1 has a trust statement in the user u 2 with the value 0.6, and a trust statement in the user u 3 with the value 1. The user u 5 has a trust statement in the user u 1 with the value 1. However, the explicit trust relationship between users may not exist in some datasets, in this case, the trust statement can be calculated according to the user-item rating matrix, and the type of the trust statement is called as implicit trust statement, which can be calculated as follows [18] , [62] (see Eq. 37):
where A u denotes the set of items rated by the user u, and A uv denotes the set of common rated items by u and v.
(2) Adjust Similarity Measure between Users. Usually, the user-item rating matrix is very sparse so that it may be useful to combine the rating matrix with the trust network to reduce data sparsity [31] . In [32] and [33] , according to combing ratings with trust relationships between users, the adjusted weight w uv between users u and v can be described as follows [32] (see Eq. 38):
, sim uv + T uv = 0, and sim uv * T uv = 0 sim uv sim uv = 0, and T uv T uv , sim uv = 0, and T uv = 0 0, otherwise (38) where sim uv denotes the similarity between the users u and v, which is calculated as Eq.(2). In [62] , another similarity measure combining trust network with use-based similarity by PCC is proposed as follows (see Eq.39): (40) where N u denotes a set of neighbors for the user v who has rated the item i, and w uv denotes the adjusted similarity weight between the users u and v.
(4) Measure the Reliability of Ratings.
A reliability measure that is suitable for use in any RS based on CF is proposed in [55] , which is defined as follows [32] , [55] (see Eq.41):
f P (P ui ) ) 1 1+f P (P ui ) (41) where R ui denotes the reliability of a predictionr ui . P ui and N ui represent the positive and negative factors of the reliability measures, respectively. Accordingly, f P (P ui ) and f N (N ui ) denote the reliability measure functions of the above positive and negative factors, respectively. Their functions are described as follows [32] , [55] (see Eq.42-43):
where P ui and N ui and γ are defined as follows (see Eq.44-46): (46) In general, the larger the value of f P (P ui ) is, the more reliable the prediction is. The smaller the value of f N (N ui ) is, the more reliable the prediction is.
(5) Reconstruct the Trust Network. According to the above the reliability measurement of the ratings, if the reliability value R ui on the item from the active user u is less than a given threshold value δ, the trust network for the active user u will be rebuilt according to the above trust network re-establishment method, through removing some useless users from the trust network [32] .
(6) Predict the Final Ratings and Make a Recommendation. According to Eq.(31), the final ratings for the active user on all the items will be predicted, and the items sorted from big to small will be recommended to the active user u.
3) SOCIAL NETWORKS-BASED MATRIX FACTORIZATION
Furthermore, trust is also adopted in model-based approaches employing MF techniques [70] , [74] , [81] , [82] , [85] - [87] , [89] , [92] - [94] . In [70] and [74] , a linear combination of basic MF and a social network-based algorithm is proposed as follows (see Eq.47):
where α denotes used to control the effect of neighbors on the estimated rating. According to [70] , [74] , and [81] , to optimize the prediction solution in both user latent feature space and user-item rating space, a social MF-based method (SocialMF) using user's trust relationships among users is proposed as follows (see Eq.48):
where g(x) indicates the logistic function g (x) = Optimize the objective function by conducting gradient descent on U u and V i as follows (see Eq. [49] [50] .
where g (x) indicates the derivative of logistic function, i.e., g (x) = e −x (1+e −x ) 2 . According to [70] , [82] , and [88] , the concept of social trust circles from available rating data combined with social network data is proposed, and some social factors: user personal interest, interpersonal interest similarity, and interpersonal influence are incorporated into the MF model, and the proposed personalized recommendation model (PRM) is described as follows (see Eq.51):
where S uv and W uv are the normalized interpersonal interest similarity matrix, and interpersonal influence similarity matrix, respectively. H u indicates the normalized number of items that user u has rated. λ S , λ W , and λ Q are regularization terms.
According to [85] , the average-based regularization and individual-based regularization methods are introduced into the MF framework to improve RS (see Eq.52-53):
where sim(u,f) indicates the similarity function. The smaller the value of sim(u, f) is, the greater the distance between U u and U f is. Otherwise, the larger the value of sim(u, f) is, the smaller the distance between U u and U f is. These values of the eigenvectors U u and U f are solved by using the similarity of users u u and u f .
According to [85] - [88] , user social status, homophily theory, and social tags are fused into MF model to improve RS.
where r i and r j denote the level of social status from users u i and u j . The matrix U represents users' preference matrix, each row represents the user, and each column represents the user's preference. H represents the degree 
Here, rate ik indicates the rating on item k from user u i , N i and N j denote the numbers of users trusted by user u i and u j .
According to [34] , [83] , [87] , and [89] , user attributes and item labels are integrated into MF model to reduce data sparsity. For instance, Ji and Shen [34] propose a MF-based model fusing user interest weight and item relevance weight as follows (see Eq.55):
where P u represents interest weight on all tags from user u, and Q v represents relevance weight on all keys. S ui denotes the degree of relevance between user u and item i. Both S u and S f denote the similarities between user tags and item keys.
In [65] , a novel hybrid MF-based RS model (Hybrid Matrix Factorization, HMF) is proposed, which employs hypergraph theory to express the interior relationship of social network, including user's feature, item's feature, and contextual information are all integrated to MF model. The proposed model is described as follows (see Eq.56):
where T x indicates the first x cluster in training dataset. R T x ij and R T x ij denote the real and predicted ratings on item s j from user u i , respectively. The parameter α controls the factor of rating similarity between users, and β and γ control the factor of similarities between user features and between item features, respectively.
By introducing some social factors such as trust relationships between users, and user's social status in social networks into the matrix factorization model, the problems of data sparsity and cold start can be alleviated to some extent. For example, Fig.10 shows a decomposition and recommendation process for the user-item rating matrix based on the user trust relationship. The user's trust relationship graph consists of 5 nodes and 10 edges, where the node represents the user and the edge represents the trust relationship between two users. The extent of trust between users is represented by the value of the range of [0, 1]. Fig. 10(a) reports the results of predicted ratings based on PMF method, but we can't predict user u 4 's preference for any item because we can't obtain the user u 4 's neighbor relationship through the user-item rating information. Fig. 10(b) reports the results of predicted ratings based on social matrix factorization method, and we can predict user u 4 's preferences through the trust relationships between users.
4) REDUCE DIMENSIONALITY
To solve the high dimensionality in RS, some dimensionality reduction techniques are used to find the most similar items and users in each cluster of items and users which can significantly improve the scalability of the recommendation method [78] . Clustering and SVD are usually used techniques in RS.
(1) Singular Value Decomposition. In RS, SVD is used for dimensionality reduction, and it can also be used directly for prediction tasks. The prediction process is as follows [27] , [78] :
Step 1: Covert the rating matrix to the new dense matrix D. The user-item rating matrix R m×n is mapped to the dense matrix D m×n using SVD techniques as Eq. (18), i.e., for finding the new coordinates of users and items in the matrix D m×n , we convert raw data to the k-dimensions space as follows (see Eq.57-58): (58) where U Trans and V Trans are new coordinates of users and items in the k dimensions space.
For instance, the matrix in Fig. 9 (a) is denoted as R, which can be decomposed into U, V, and . We can obtain the approximation of R by taking the first 2-dimensional data, i.e., Step 2: Normalize the rating matrix D. The matrix D is normalized employing Z-score to the Z m×n by Z , respectively. HereŪ and π denote the average ratings and standard deviation for users, respectively, andĪ and σ denote the average ratings and standard deviation for items, respectively.
Step 3: Apply SVD method on the matrix Z. i.e., the matrix Z is decomposed using SVD to obtain the new U, S and V.
Step 4: Obtain an approximation of Z. According to the low-rank matrix U, S and V, we can obtain a new matrix, denoted byẐ .
Step 5: Predict the unknown ratings. We can predict the unknown ratings based onr (u) ij
(2) Spectral Clustering. The idea of spectral clustering is derived from the theory of spectral partitioning. Its essence is to convert the clustering problem into the optimal partitioning problem, so as to achieve the goal that the distance between data points inside the subgraph is as similar as possible, and the distance between the subgraphs is as far as possible. The spectral clustering considers the data points as a weighted undirected graph G (V, E), where V is the set of sample points and E is the weighted edges set, whose values are the similarity between the sample points. The process of spectral clustering is to divide the undirected graphs according to the classification criteria so that the similarity within each subgraph is enough large and the similarity between subgraphs is enough small [24] , [25] .
CF-based recommendation algorithm based on spectral clustering is described as follows [24] , [59] :
Step 1: Construct the weighted undirected graph A. For the user-item rating matrix R, each user corresponds to a vertex in the graph, and the similarity between the two users is calculated using cosine similarity to obtain the user similarity matrix A, ∀a ij A, a ij = sim(u i , u j ). Where a ij is the weight of the associated edge between the nodes v i and v j . When there is no edge between two nodes, the associated weight is set to 0, denoted as a ij =0.
Step 2 Step 4: Normalize the matrix L according to L= D
, so the normalization of L is transformed into the normalization of A.
Step 5: Find the first k feature values of L. Suppose that λ 1 , λ 2 , . . . , λ k are the first k feature values are denoted as λ 1 ,λ 2 , . . . , λ k , where λ i ≥ λ j and i<j. Correspondingly, we can get the eigenvectors v 1 , v 2 , . . . ,v k .
Step 6: An eigenmatrix of N * k is composed of these eigenvectors. The partitioning of the graph represented by the matrix is performed using k-means algorithm. We can get the classification of N nodes using clustering algorithms. All users are divided into L classes by using the spectral clustering, i.e. U 1 , U 2 , . . . , U L denote the L classes, respectively, among them,
Step 7: Calculate the similarity between the elements in each cluster. Obtain the similarity matrix W, which is a symmetric matrix, and the elements on the diagonal are all 1.
Step 8: Calculate the preference of each user u i on each item j. The preference of u i on item j is denoted as pre ij = k∈B∩K(j) W jk * R ik , where K(j) represents the set of the first k similar items of item j. Here B is the collection of items that the user u has already purchased.
Step 9: Recommend items to users. The items in the set S are sorted according to the interest degree of the user u, and the first N items are the final recommendation results. Here, S is the collection of items that have been purchased or liked by the user u.
For instance, Fig. 12 shows the recommendation process using the spectral clustering. There are 7 users and 10 edges in the graph, and the 7 users are divided into two clusters, i.e., U 1 = {u 3 , u 4 , u 5 , u 6 } , and U 2 = {u 1 , u 2 , u 7 }.
5) GUASSIAN MIXTURE MODEL
In fact, each user has multiple interests, and thus the user may belong to multiple user groups [48] . According to [35] , [48] , and [77] , the Gaussian mixture model proposed by Hofmann is employed as the basis of clustering, and suppose that the conditional probability of the rating on the item t, which belongs to the group z, obeys the Gaussian In addition to the users' multi-interest features, a hybrid algorithm makes up for a single recommendation based on the user model by analyzing item similarity. The recommendation method is described as follows [48] (see Eq. 65): (65) where r (knn) ui denotes that the predicted ratings is calculated using the item-based similarity as Eq.(6).
For top-N recommendation task, some novel CF-based recommendation approaches have been proposed to improve the recommendation performance, especially in the presence of sparse data and cold start [107] - [109] , [112] , [113] , [122] . For example, according to [108] , a bicluster neighborhoodbased CF algorithm is proposed, and the ranking rating of a candidate item i from user u is calculated as follows (see Eq. 66):
where global(u,i ) and local(u,i ) denote the average global and local distances between user u and item i based on bicluster similarity, respectively. According to [125] and [127] , based on the idea that the more the user acts on an item, the higher the confidence level of the corresponding preference is, a concept of confidence in the sample instance is proposed as follows (see Eq. 67): (67) where r ui denotes the frequency of user behavior, and α is the control coefficient. The objective function of weighted LFM fusing the confidence level is as follows [127] (see Eq.68):
where p ui is a binary value, 0 means a negative sample, and 1 means a positive sample. w u and h i represent the characteristic factors of the user and the item, respectively. According to [106] and [128] , based on the implicit feedback, a CF model fusing the social interactions and the influence between users is proposed as follows (see Eq.69): (69) where N i denotes the set of friends of active user u i , and ω ik indicates a weight parameter, which reflects the extent that the friend u k affects the active user u i .
C. EXAMPLES
With the rapid increase in the volume of data, data sparsity and high dimensionality have become urgent problems to be solved in RS. Therefore, in recent years, more and more studies focus on solving the problems of data sparsity and high dimensionality in RS. In this section, we present a list of references on hybrid CF-based recommendation algorithms in recent years as Table 3 . For instance, Zahra et al. [29] propose a k-means clustering-based recommendation approach to solve the scalability issues related to conventional RS. Moradi and Ahmadian [32] , Azadjalal et al. [33] , and Xia et al. [55] propose a reliabilitybased trust-aware CF appraoch to promote the precision of the trust-based CF. At first, the proposed method construct a initial trust network according to similarity and trust relationship between users, and then evaluate the reliability of predictions, finally, the trust network is reconstructed and the final ratings of the missing ratings are predicted [32] . Huang et al. [47] and Wanget al. [79] propose a CF algorithm based on joint NMF by mining the hidden complex relationships between items to recommend items for users more accurately, which combines the user-based CF with the itembased CF. To solve data sparsity and high dimensionality, Koohi and Kiani [51] and Ramezani et al. [72] propose a subspace clustering approach to find neighbor users, and a new similarity method is proposed to calculate the similarity value. Zheng et al. [65] propose a novel hybrid recommendation model based on MF approach (Hybrid Matrix Factorization, HMF) by using hypergraph theory to describe contextual information, including user features, item features, and similarities of ratings from users. Pan et al. [54] propose a social recommendation approach based on implicit similarity in trust (SocialIT) to exactly reflect social relationships among users. Guo et al. [91] propose a novel social recommendation algorithm, which integrates item relationships according to a PMF framework from items' perspective. Ma et al. [92] propose a PMF-based factor analysis method to solve the problems of data sparsity and poor prediction accuracy by using both user's social network information and rating records. Yu et al. [93] propose a novel recommendation approach by incorporating users' social status into MF model. Li et al. [94] introduce social status and bias into the construction of social networks, and propose a social recommendation method-based trust relationship. Li et al. [30] propose a MF framework that contains two efficient models, that is, dynamic single-element-based Tikhonov graph regularization NMF (DSTNMF) and dynamic single-elementbased CF-integrating manifold regularization (DSMMF), and these models incorporate the graph regularization to address the data sparsity.
IV. DISCUSSION
With the arrival of the era of big data, CF has become one of the most successfully and widely used recommendation approaches, aiming at helping people reduce the amount of time they spend to find out the items they are interested in [1] , [2] , and [30] . Many existing methods and techniques such as MF, NMF, and SVD are proposed to solve the scalability in RS. With the development of Internet technology and the advent of pervasive computing, data grows geometrically and the problems of data sparsity and high dimensionality have become urgent problems to solve. For this reason, many hybrid CF recommender systems have emerged in recent years. These hybrid recommender systems combine model-based and memory-based techniques with context relationships such as the trust relationship between users, or integrate multiple recommendation techniques to improve the performance of recommendations. Experimental results indicate that these hybrid RS can enhance the performance of RS. Although the CF-based recommender system still has some shortcomings, such as sparsity, cold start, and scalability, compared with the content-based filtering methods, CF has the following advantages: 1) It can filter information that is difficult to analyze automatically through machines, such as artwork, music, video, etc. 2) It can share the experience of others, avoiding incomplete and inaccurate content analysis, and can filter some complex and difficult to describe concepts (such as information quality, and personal taste).
3) It has the ability to recommend new information, and find the content that is completely dissimilar in content. The recommended products are usually preferred by users according to the content-based filtering method, and the CF-based filtering method can find the user's potential interests but not yet discovered preferences. 4) It can effectively use feedback information from other similar users to make recommendations. The user's personalized interest preferences can be extracted through less feedback from the user.
In the past, the traditional RS mainly relied on the user-item rating matrix to make recommendations. However, the useritem rating matrix is only one aspect of the user's historical behaviors, and it ignores the user's dynamic process and contextual information for rated items. With the appearance of various algorithms and variants, the accuracy of the recommendation was improved to a certain extent. However, in the face of big data challenges today, it is difficult to make accurate recommendations using only extremely sparse data information, and the recommended results are difficult to satisfy users. In fact, the effect of the recommendation is not only related to the historical behavior data of items from users (such as user-item ratings), but also has a great correlation with the interaction behaviors among users, time, location, mood, etc. Therefore, a good RS should not only mine the user's historical behavior information, but also take into account the user's context information (trust relationships, friend relationships, user tags, item attributes, time information, location, etc) as much as possible. Many studies show that the hybrid algorithm which integrates various social factors has alleviated the problems of data sparsity and cold start to some extent [5] , [9] , [33] , [34] , [61] , [70] , [85] , [87] , [98] .
V. CONCLUSIONS
In the era of big data, RS helps users spend less time finding their favorite items. In the paper, we survey the recent articles on solving data sparsity and high dimensionality, summarize the approaches and techniques of the traditional and hybrid CF-based recommender systems, and discuss the major challenges and the advantages of the CF-based RS.
Some hybrid models are proposed through integrating various latent factor models with various users' social relationships, and the results have indicated that data dimensions are reduced, recommendation accuracy is improved effectively, and scalability of RS is enhanced based on these models [5] , [22] , [67] , [70] , [71] , [82] , [83] . In hybrid recommender systems, the trust is an important concept that recently has attracted lots of attention from academia and industry. Various social factors have been considered in recommendation algorithms and a variety of recommendation models are produced, such as RTCF, SocialMF, PRM, RSTE, and ISRec [32] , [50] , [52] , [54] , [61] , [65] , [70] , [71] , [82] , [85] , [88] .
Although various influence factors are considered to improve the performance of RS, it will increase the parameter setting and time complexity of the model. In addition, it is difficult to obtain the optimal value due to too many parameters. With the development of deep learning technology, deep learning has gradually been applied in RS due to strong feature representation, and it can learn the latent item association from the user-item rating directly for predictive recommendation without employing a similarity measure [95] , [97] - [102] . In recent years, some recommendation models based on deep learning and tensor factorization have been proposed, such as DeRec [99] , SADE [101] , DRMF [100] , DLNN [102] , TFCF [114] , CoTF [115] , and WHBPR [117] , and these models exhibit higher recommendation precision compared with state-of-the-art recommendation algorithms [95] - [97] , [99] , [105] , [118] , [119] , [121] . Therefore, in the future research of RS, to achieve better performance, we should focus on how to use deep learning technology to solve the problems of data sparsity and cold start.
