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Abstract 
Let D be a distance matrix. We use heuristics for finding the largest tree that realizes a sub- 
matrix of D, or for decomposing D in a minimum number of tree-realizable submatrices. @ 
1998 Elsevier Science B.V. All rights reserved 
0. Introduction 
Definition 1. A metric space is a couple (h4, d) such that A4 is a set and d is a function 
defined on M x M satisfying 
?? k Y 4x, Y) = d(y,.x). 
?? Yx,y d(x,y)20 and d(x,y)=Owx=y. 
??%Y,Z d(x,z)dd(x,y)+d(y,z). 
Moreover (M,d) is a jinite metric space if \MI <03. 
The finite metric spaces are represented by symmetrical distance matrices. 
Definition 2. A matrix D = (dij) with non-negative values d, E IL!+ is called a distance 
matrix iff dii = 0, dij > 0 and dij < dik + dkj Vi, j, k. 
Let G = (V, E, w) be a weighted (non directed) graph, where V is the set of ver- 
tices, E is the set of edges and w : E + R+ is the function assigning a length (weight) 
to each edge. The shortest path in G between i and j will be denoted by d:. 
Definition 3. A weighted graph G = (V, E, w) realizes the distance matrix D of order n 
if and only if {l,..., n}& V and d:=dij Vi,j= l,..., n. G is then called a realization 
of D. 
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The embedding of finite metric spaces in graphs, or in other words the 
realization of distance matrices by graphs, is a problem that occurs in various fields 
such as the study of electrical networks [7], coding techniques [4], psychology [3] or 
genetics [6]. 
We restrict our discussion to symmetrical distance matrices. Those realizable by trees 
are the best known. This paper presents a way to find tree-realizable distance matrices 
that are submatrices of non tree-realizable distance matrices. The first part contains the 
basic definitions and theorems. The second part deals with the special case of distance 
matrices with infinite values. The next part explains how to construct a graph related to 
non tree-realizable submatrices and gives some statistical results on this graph. In the 
last part the search for a tree of maximal order and a minimal forest is solved by 
heuristics and algorithms. 
1. Preliminaries 
Definition 4. A realization G = (V, E, w) of D is called optimal if the sum CeEE w(e) 
is minimal among all realizations of D. 
Theorem 5 (Hakimi and Yau [7]). No optimal realization contains a triangle. 
We will consider only optimal realizations that have no internal vertices of degree 
two, since they can always be removed. 
Definition 6. A graph G is called a sub-realization of a distance matrix D if it is 
a realization of a principal submatrix ’ of D. 
Definition 7. A distance matrix D is called tree-realizable if there exists a weighted 
tree T = (V, E, w) that realizes D. 
Theorem 8 (Dress [5], Sirnoes-Pereira et al. [l 11). Every Jinite metric space (M, d) 
has an optimal realization. 
Lemma 9. Every distance matrix of order n < 3 is tree-realizable. 
Proof. We only consider the non-trivial case n = 3. 
Suppose the distance matrix D of order 3 is not tree-realizable. Consider G a re- 
alization of D. Since all values are finite, G is connected. So there must be a cycle. 
’ A m X m matrix restriction of the n x n matrix D (n >m) in which a same permutation of the rows and 
the columns has been done. 
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Since the elements on the diagonal are all zero there is no cycle of order 1. If there 
is a cycle of order 2, we could remove the heaviest edge (or any of them if both 
have the same weight) without losing realizability. So the cycle has to be of order 3. 
But the realization is not optimal by Theorem 5. Since an optimal realization exists by 
Theorem 8, D has to be tree-realizable. 0 
Note that for D of order 3 the length of the edges of a tree-realization are the 
numbers li given by 2li = dci + dik + djk, where i # j #k. 
Theorem 10 (Hakimi and Yau [7]). If D has a tree-realization, then this realization 
is optimal and unique. 
Theorem 11 (Simoes-Pereira [9]). The matrix D has a tree-realization if and only if 
all its principal submatrices of order 4 have a tree-realization. 
Theorem 12 (Boneman [l], Imrich [S]). A matrix D of order 4 is tree-realizable if 
and only if among the three sums sl =d~ fd~, s2 =d13 +dZ4, s3 =d14 + dZ3, two 
are equal and not smaller than the third one. 
Remark 1. The condition in Theorem 12 is known as the 4-point condition. 
Culberson and Rudnicki [2] gave an O(n2) running time algorithm which constructs 
a tree that realizes a given tree-realizable distance matrix. Their algorithm is based on 
the simple observation: for any three vertices in a tree, there is a unique vertex which 
lies on all three simple paths between pairs of vertices. 
2. Disconnected realizations 
We extend the definition of a distance matrix D in the case of positive infinite 
values and we want to partition D in the smallest number of distance matrices whose 
realizations are connected. 
The meaning of an infinite distance d, = 00 between two points i and j is that these 
points are neither connected together nor there exists a path that joins them in any 
realization of D. We give the mathematical formulation. 
Proposition 13. Let D be a distance matrix and G any realization of D. 
dij<~o3Pathij=(ko,kl,...,k,) such that r<co, ko=i, k,.=j, dt$+, <CC 
Vu=O,...,r- 1. 
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Proof. 
* 
Take r= 1. So 
‘+ 
Corollary 14. Zf the 
dG -d. kokl - lj<O”. 
+d&> +...+d/?_,k, COO. 0 
distance matrix D contains an entry of infinite value then all 
realizations of D are disconnected. 
Proof. Immediate from Proposition 13. 0 
Consider the relation N defined as x N y + dXY < 00. It is easy to verify that N is an 
equivalence relation. It defines a partition of the entries of D into equivalence classes. 
Corollary 15. Let D’ be the submatrix of D induced by the ith equivalence class, 
G’ one of its realization and k the number of equivalence classes. Then each G’ is 
connected and U:=, G’ is a realization of D. 
Proof. Immediate from Proposition 13. 0 
We give an algorithm based on Proposition 13 for finding the partition defined above. 
For each class, the algorithm checks a line of the matrix D to find all the vertices that 
belong to this class. 
Algorithm. 
Input: D a n x n distance matrix 
Output: V the n-vector of connected components 
NbSelected = 0 
Num=O 
Next = 1 
V[i]=O i= l,...,n 
While (Nbselected <n) 
Current = Next 
Num=Num+ 1 
Forj=l ton 
if V[j] = 0 
if dCurrent,j # cc 
NbSelected = Nbselected + 1 
V[j] = Num 
else Next = j 
This algorithm runs in 0(n2 ). Now we will only consider distance matrices with finite 
values. 
S. C. Varone I Discrete Mathematics 192 (1998) 337-346 341 
3. Tree and non-tree realizable submatrices 
Let D be a distance matrix of order n and consider the graph G,, on n vertices 
constructed as follows: 
For any four different entries i, j, k and 1 that do not satisfy the 4-point condition 
12, we construct a clique between these 4 vertices. G,, is the graph obtained in which 
all 4-uplets of D have been tested. 
Proposition 16. Every induced subgraph of G,, that does not contain a clique on 
4 points corresponds to a tree-realizable principal submatrix of D. 
Proof. Immediately follows. 0 
Remark 2. G,, can contain cliques on 4 vertices that correspond to a tree-realizable 
principal submatrix of D. 
Example 17. 
with a, b, c, d, x its associated vertices. The graph G,, is 
The principal submatrices related to the vertices a, b, c,x; a, b, d,x; a, c, d,x are all 
non-tree-realizable. The principal submatrix related to the vertices a, b,c,d is tree- 
realizable but there is a clique on these four vertices in G,,. 
Define F as the set of submatrices of size 4 of D that do not satisfy the 4-point 
condition. We give some numerical tests on IFI as follows: we have created 10 series 
of random graphs G = (V, E) with 4 up to 100 vertices and density 0.1 up to 1 .O (step 
0.1). Then we have calculated the associated distance matrices and the average number 
of IFJ. The figures below shows the graphical results. The first one is for random graphs 
with 4 up to 100 vertices and the second figures contains only the results for random 
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graphs with 40 up to 100 vertices. 
Numerical tests on the 4-point condition 
(4 up to 100 vertices) 
Numerical tests on the 4-point condition 
(40 up to 100 vertices) 
0% I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . _ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . _ . . . I . . . .  .1 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Density 
0% .._ . . . . . . . ..__.. ..i 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Density 
The x-axis represents the density of the random graph G = (V,E) and the y-axis 
100 x ]Fl/CA”‘. This graphic leads to the assumption that there exists an asymptotical 
convergence in the number of vertices. 
4. Maximal tree and minimal forest 
Theorem 18 (Yannakakis [12]). The connected maximum subgraph problem for 
graph properties 71 that are hereditary (if G has 71 then all subgraphs of G have 
7~) on induced subgraphs, nontrivial (some graphs do have 71, some do not) and inter- 
esting (graph of arbitrarily large order may have 7~) on connected graphs, is NP-hard. 
4.1. Maximal tree 
We are looking for the largest tree that is a sub-realization of a distance matrix. 
It follows from Theorem 18 that: 
Lemma 19 (Sirnoes-Pereira and Zamfirescu [lo]). The problem of finding a tree- 
realizable submatrix of maximum order of a non-tree-realizable distance matrix is 
NP-hard. 
4.1.1. Graph method 
Determination of a tree-realizable principal submatrix. We want to determine the 
largest tree that is a sub-realization of the distance matrix D. First we construct the 
graph G,,V as in Section 3, then we solve the graph coloring problem (GCP) on G,,,. 
The minimum number of colors needed to color G,,, will be denoted x(G,,). As this 
problem is known to be NP-complete, we use an heuristic solution method. Then we 
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select the vertices whose colors are one of the three most frequent colors. Define S as 
the set of these vertices. By Proposition 16, S corresponds to a tree-realizable principal 
submatrix of D. 
Search for a maximal tree-realizable principal submatrix. We want to increase the 
cardinality of the set S defined above. According to Remark 2, we have 
Proposition 20. Consider a clique K on 4 vertices in G,, and assume that K corre- 
sponds to a tree-realizable principal submatrix of D. Then the degree of all these 
4 vertices in G,, is greater or equal to 4. 
Proof. The degree of these 4 vertices a, b,c,d cannot be less than 3 since they form 
a clique. 
Suppose one of them, say a, is of degree 3. Each edge introduced in G,, by our 
construction results from a set of 4 points corresponding to a non-tree-realizable sub- 
matrix. Then a and three other vertices {b’, c’, d’} correspond to a non-tree-realizable 
submatrix. Since the degree of a is 3, a cannot be involved in another clique and 
{b, c, d} = {b’, c’, d’}. This contradicts the fact that a, b, c, d correspond to a tree- 
realizable principal submatrix. 0 
We propose a basic heuristic (similar to the descent method) to increase the cardi- 
nality of the set S. 
1. 
2. 
3. 
4. 
5. 
6. 
If all vertices in G,,,\S are of degree less or equal to 3 then STOP (S is optimal) 
Sort the vertices of G,,\S by non increasing degree in a list L 
Set the current vertex v, to the first item in the list L 
If the degree of v, is strictly less than 4, STOP (S is a local maximal tree-realizable 
principal submatrix) 
If the set S U {v,} satisfies the 4-point condition then S = S U {v,} 
Else set the current verted a, to the next vertex in the list L (STOP if there is no 
more vertices) and go to 4 
Notice that about the part 2 of this heuristic, one may also list the vertices of G,,Y by 
nondecreasing degrees (and then skip the part 4). As pointed out by one of the referees 
the quality of the output strongly depends on the initial coloring of G,,. Maximizing the 
size of S can be obtained more efficiently by means of different local search algorithms 
(e.g. Taboo Search, Genetic Algorithms). 
4.1.2. Hypergraph method 
Let H = (V, F) be a 4-uniform 2 hypergraph such that each edge is a set of four ver- 
tices that correspond to entries in the distance matrix D that do not satisfy the 
4-point condition 12. Let 5’ be a stable set in H. S is a set of points that corresponds 
to a tree-realizable principal submatrix of D. The problem is therefore to maximize the 
cardinality of S. 
’ A 4-uniform hypergraph is a hypergraph in which each edge is of cardinality 4. 
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Mathematical formulation. Let A be the incident n x m vertex-edge matrix of H 
and let y be a n-vector, y E (0, 1)“. 
Max ?y 
with A’y < It. 
Lemma 21. Let H be a hypergraph dejined as above and S be a maximal stable set 
of H. Let T be a maximal tree-realizable submatrix of D and let IT 1 denote the 
order of T. Then ISI = ITI. 
Proof. Each stable set of H corresponds to a tree-realizable submatrix of D. Therefore 
ISI G ITI. 
Suppose ISI < ITI. Then there must exist four vertices SI,.S~,S~,S~ in T such that 
{sI,s2,s3,s4} is an edge of H. This edge corresponds to a violation of the four-point 
condition. So T does not define a tree-realizable distance matrix, a contradiction. 0 
4.1.3. Optimality gap 
If the Graph method is used and the associated GCP can be solved to optimality 
then we can compare the results with those of the Hypergraph method. The tests have 
been done on graphs from 4 up to 9 vertices and the problems were solved using a 
Branch and Bound method. We call optimality gap the difference between the results 
of these two methods. This optimality gap justifies the postoptimisation proposed in 
the graph method. 
Optimality Gap 
60% 
60% 
g 
40% 
CL 30% 
8 
20% 
10% 
0% 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Density 
4.2. Minimal forest 
We are looking for a partition of a distance matrix such that all elements of this 
partition is tree-realizable and the cardinal@ of this partition is minimal. 
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4.2.1. Graph method 
We construct the graph G,, as explained in Section 3 and solve the associated 
GCP. By Proposition 16 each set of vertices for which no more than three colors is 
used induce a tree-realizable submatrix of D. Therefore [x(G,,)/31 represents an upper 
bound on the minimal number of elements of the partition. 
4.2.2. Hypergraph method 
The problem can be formulated as a coloring problem on a 4-uniform hypergraph 
H=(V,F) (H as in 4.1.2). 
Mathematical formulation. Let A be the incident n x m vertex-edge matrix of H 
and let x be a n - 2-vector and yi be a n-vector i = 1 . n - 2. 
Min 7.x 
with x, > y,! Vj= 1 . ..n All used colors are counted, 
A’y’ < 7 Vi = 1. . . n - 2 No monochromatic edge, 
y1+...+yfl-2=i) All vertices have to be colored, 
x E {O, l}n--2 y’ E (0, 1)". 
We can understand this formulation as follows: 
x is a counter of the number of used colors. 
1 
x, = 
if color i is used (3 j such that y; = 1 ), 
0 else. 
i is a specific color. As G is 4-uniform, we need at most n - 2 colors. 
y’ represents the vertices colored with color i. 
1 if vertice j is colored with color i, 
0 else. 
Lemma 22. Let P be a minimal partition of a distance matrix D into tree-realizable 
submatrices and let H be a hypergraph de$ned as above. Then x(H) = IPI. 
Proof. Let Ci be the set of vertices colored by color i in a coloring of H with x(H) col- 
ors. Each set Ci represents a tree-realizable submatrix of D and, as one vertex of H re- 
ceives one and exactly one color, Ci n Cj = 8, i # j, i, j = 1 . x(H). So {Cl,. . . , Cr(~)} 
is a partition of D into tree-realizable submatrices and x(H) b JPI. 
Suppose x(H)> IPI. Then there must exist four vertices SI,SZ,S~,S~ that belong to 
a class Pk of the partition P and such that {sI,s~,s~,s~} is an edge of H. This edge 
corresponds to a violation of the four-point condition. So the class Pk does not define 
a tree-realizable distance matrix, a contradiction. Cl 
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