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A QUANTITATIVE RIEMANN-LEBESGUE LEMMA
WITH APPLICATION TO EQUATIONS WITH MEMORY
FILIPPO DELL’ORO, ENRICO LAENG AND VITTORINO PATA
Abstract. An elementary proof of a quantitative version of the Riemann-Lebesgue
lemma for functions supported on the half line is given. Applications to differential
models with memory are discussed.
1. Statement of the Result
Let f ∈ L1(R+) be a real function, absolutely continuous on R+ = (0,∞), and whose
derivative f ′ is summable in a neighborhood of infinity (hence f ′ ∈ L1(x,∞) for every
x > 0). The aim of this note is to provide an elementary proof of the asymptotic expansion





depending only on the behavior of f in a neighborhood of zero, establishing a quanti-
tative version of the Riemann-Lebesgue lemma for functions supported on the half line.
The analogue for the Laplace transform is the well-known initial value theorem (see e.g.
[11]). For the Fourier counterpart, however, we could not locate a precise reference, al-
though similar results are mentioned in [3]. Such an asymptotic expansion turns out
to be extremely useful, for instance, when dealing with differential equations containing
convolution terms, as shown in the last part of the work.







sx−1e−s ds is the Euler Gamma-function.
Theorem 1. Let p ∈ [0, 1). Assume that
(1) lim
s→0











λ1−pfˆ(λ) = ℓ n(p).
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⋄ If p = 0, assumption (2) merely means f ′ ∈ L1(R+). Since f is summable, this is always
the case when f is monotone and (1) holds.
⋄ If p > 0, it is easily seen that (2) is satisfied whenever the function s 7→ s1+pf ′(s) is
bounded in a neighborhood of zero, or whenever f is monotone in a neighborhood of zero
and (1) holds.
2. Proof of Theorem 1
Two general lemmas will be needed.


















Proof. Via complex integration of the function g(z) = z−pe−z along the first quarter of



















An integration by parts completes the argument. 



















































and the conclusion follows from the Fubini theorem. 





We shall treat separately two cases.
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Case p > 0. Define the function β on R+ as follows: setting λ0 = 0, select a strictly
increasing sequence λn ≥ n











β(λ) = n for λ ∈ [λn, λn+1).




















































At this point, we write

























• From Lemma 2 it is clear that
lim
λ→∞
I1(λ) = ℓ n(p).
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which, recalling that β(λ) → ∞, converges to zero as λ → ∞. Concerning the second



























|f ′(s)| ds→ 0
on account of (2). This finishes the proof of the case p > 0. 


























It is clear from the continuity of f and the Riemann-Lebesgue lemma that the last three
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3. Application to Equations with Memory
In this second part, we discuss an application to equations with memory. To this end, let
A be a strictly positive unbounded linear operator on a separable real Hilbert space, with
inverse A−1 not necessarily compact. We consider the linear equation with memory
∂ttu(t) + Au(t) +
∫ ∞
0
µ(s)[u(t)− u(t− s)]ds = 0,
where u(0) and ∂tu(0), as well as the past history u(−s)|s>0, are assigned initial data.
The nonnegative function µ 6≡ 0, called memory kernel, is supposed to be nonincreasing,
absolutely continuous and summable on R+ (hence µ′ is summable at infinity). A concrete
version of the equation, where A is a particular realization of the Laplacian, arises in the
theory of hereditary electromagnetism, and serves as a model for the evolution of the
electromagnetic field in the ionosphere (see [7] for more details).
The well-posedness of the related Cauchy problem and the asymptotic behavior of the
solutions have been studied in [7, 10]. There, by introducing in the same spirit of [4] the
auxiliary “memory variable”, the equation is shown to generate a contraction semigroup
S(t) = etA acting on a suitable Hilbert space accounting for the presence of the memory.
Besides, such a semigroup fails to be exponentially stable. Nevertheless, if the inclusion
iR ⊂ ρ(A) holds1, in the light of the works of Batty and coauthors [1, 2] the semigroup




In addition, the very same calculations needed to prove the lack of exponential stability
provide an estimate from below of the norm of the resolvent operator (iλ−A)−1. Indeed,
the following result holds (see [5, 9]).
Theorem 4. Assume that µ satisfies for some δ > 0 the classical condition [4]
µ′(s) + δµ(s) ≤ 0, ∀s ∈ R+.





‖(iλ− A)−1‖ > 0,
where µˆ is the half Fourier transform of µ.
The latter estimate turns out to be a crucial tool in establishing the optimal decay rate,
for it is known from [2] that if
lim sup
λ→∞
λ−α‖(iλ− A)−1‖ > 0
for some α > 0, then ‖S(t)A−1‖ cannot decay faster than t−
1
α . Thus, the problem of find-
ing sharp polynomial growth rates at infinity of µˆ becomes paramount. As an immediate
consequence of Theorem 1, we have a notable “quantitative version” of Theorem 4.
1
ρ(A) denotes the resolvent set of the (complexification of the) infinitesimal generator A.
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λp−2‖(iλ− A)−1‖ > 0.
Accordingly, ‖S(t)A−1‖ cannot decay faster than t−
1
2−p .
Remark. In [5, 9] it is also shown that if the first limit above occurs for p = 0, then
‖S(t)A−1‖ decays at least as t−
1
2 . In which case, we conclude from Theorem 5 that t−
1
2 is
actually the optimal decay rate.
The fact that Theorem 1 has not been considered in the earlier PDE literature is
exemplified, for instance, by the works [5, 6, 8, 9], where the above quantitative estimates
are carried out only for particular kernels of the form
µ(s) = s−pe−δs,
with δ > 0 and p ∈ [0, 1), for which µˆ can be explicitly computed.
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