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Superconductivity with Tc ≈ 15K was recently found in doped NdNiO2. The Ni1+O2 layers are
expected to be Mott insulators so hole doping should produce Ni2+ with S = 1, incompatible with
robust superconductivity. We show that the NiO2 layers fall inside a “critical” region where the
large pd hybridization favors a singlet 1A1 hole-doped state like in CuO2. However, we find that the
superexchange is about one order smaller than in cuprates, thus a magnon “glue” is very unlikely
and another mechanism needs to be found.
Introduction: Understanding the mechanism responsi-
ble for the appearance of high-temperature superconduc-
tivity (SC) in cuprates [1] remains one of the top chal-
lenges in condensed matter physics. Despite over 30 years
of intense effort that produced numerous proposals, there
is no consensus on what is the “pairing glue” [2].
A possible route of breaking this deadlock is to find
similar but non-Cu based families of SC, which might
help solve the mystery. One of the routes being pur-
sued is to replace Cu2+ with Ni1+ in compounds such as
LaNiO2 and NdNiO2. Both Cu
2+ and Ni1+ are in the
3d9, S = 12 configuration in the parent compound, so
the infinite NiO2 planes appear to be direct counterparts
of the CuO2 planes. After several failed attempts [3–5],
SC with Tc of up to 15K was recently found in doped
Nd0.8Sr0.2NiO2 single crystal thin films [6]. This is a
very exciting development, suggesting the existence of a
Ni-based family of high-Tc SC that may be more like the
cuprates than the Fe-based family [7] turned out to be.
To gauge how similar this new SC is to cuprates, we
FIG. 1: (color online) Sketch of a Mott insulator (top) vs. a
charge transfer insulator (bottom). The narrow (blue) bands
are the Hubbard 3d bands while the broader (red) band is
the O2p band before the pd hybridization has been switched
on. The sketch assumes a similar U but a significantly larger
∆, like for NdNiO2 as compared to LaCuO4. Below (above)
the chemical potential µ are the electron removal (addition)
states, if the starting configuration is Ni/Cu 3d9 plus a full O
2p band.
compare the behaviour of a NiO2 layer upon doping to
that of a CuO2 layer. Throughout this work, we as-
sume that, like in CuO2 layers, only the O 2p and the Ni
3d states determine the low-energy physics of the NiO2
layer, and that stochiometric NiO2 layer is a large gap
insulator. We note that the nature of the parent com-
pound NdNiO2 is not yet clear. The thin film in Ref.
[6] is metallic, but recent reports found both thin films
and bulk crystals that are insulators [8, 9]. As further
discussed below, ab-initio studies are also divided; those
that find a metallic band, locate it in the Nd layers. If this
Nd band exists, charge neutrality demands that electrons
present in the Nd layers in the stoichiometric compound,
be compensated by holes in the NiO2 layers, further em-
phasizing the need to understand the latter subsystem.
For all of these reasons, here we study a NiO2 layer. A
major difference is immediately apparent: NiO2 should
be a Mott insulator [10–13] while the cuprates are charge-
transfer insulators, according to the Zaanen-Sawatzky-
Allen (ZSA) scheme [14], see sketch in Fig. 1. This is
due to a charge transfer energy ∆ ≈ 9 eV in NiO2 vs.
∆ ≈ 3 eV in CuO2, because the smaller nuclear charge
of Ni causes a 5-6eV upward shift of the d10 state in NiO2
(the other energy scales, in particular Udd ≈ 6−7eV, are
similar in both types of layers, see below) [15].
Holes doped in a Mott insulating NiO2 layer would
reside on the Ni, not in the O2p band. Because Ni2+(3d8)
is S = 1 in all other known Ni2+ oxides, this would make
the appearance of rather high-Tc superconductivity very
puzzling, and definitely unlike that in cuprates.
In this Letter, we use an impurity calculation includ-
ing the full Ni:3d8 multiplet structure to argue that in
fact, NiO2 lies in the critical crossover region of the ZSA
diagram, where the lowest S = 0 and S = 1 eigenstates
cross. It is possible, therefore, that holes doped in NiO2
layers have a strong O 2p component with the same 1A1
symmetry like the Zhang-Rice singlet (ZRS) of cuprates,
i.e. two holes in orbitals with x2−y2 symmetry [16]. This
may explain how SC could emerge upon doping of this
Mott insulator, as it would make hole doping in NiO2
rather similar to cuprates. It would also suggest that
small changes in the parameters, resulting from varia-
tions in lattice parameters through chemical composition
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2or applied pressure, could also stabilize the more common
3B1 lowest energy hole state, i.e. one holes in x
2−y2 and
the other in 3z2−r2 symmetry. This is a testable predic-
tion, which may be linked to the lack of SC in the closely
related LaNiO2 compound [6]. It is also consistent with
the reported differences in the properties of thin films
and bulk crystals grown in different labs, and their high
sensitivity to applied pressure.
While a 1A1, ZRS-like type of hole-doped state would
make NiO2 similar to CuO2, it does not automatically
confirm a similar SC like in cuprates. This is because
another consequence of the larger ∆ is that the superex-
change [17]:
Jdd =
4t4pd
∆2Udd
+
8t4pd
∆2(Upp + 2∆)
must be around ten times smaller in NiO2 than in
cuprates [11]. While this explains the lack of antifer-
romagnetic (AFM) order in the parent compound [4, 5],
it also makes it very unlikely that SC in the new material
is mediated through magnon-exchange. Insofar as that is
a leading scenario for cuprate SC, this means either that
the new SC has a different mechanism than cuprates, or
that SC in cuprates is not (primarily) magnon-mediated.
We further discuss these implications below.
Model: We study a hole doped into a system consisting
of a Ni1+ (3d9) impurity properly embedded in an infinite
square lattice of O2p6 ions. The Hamiltonian is:
H = Uˆdd + Tˆpd + Tˆpp + ∆ˆ + Uˆpp. (1)
Here, Uˆdd includes all Coulomb and exchange inte-
grals of the 3d8 multiplet, which determine the spin
and symmetry of the lowest-energy hole addition state.
Matrix elements between the 3d orbitals b1(dx2−y2),
a1(d3z2−r2), b2(dxy), ex(dxz) and ey(dyz) are in terms of
the Racah parameters A,B,C [18]. The 3d orbitals are
assumed to be degenerate, i.e. we omit point-charge crys-
tal splittings. (This is a good approximation because it
is the hybridization with the O orbitals, included in our
model, that accounts for most of the difference between
the effective on-site energies of the 3d levels). Tˆpd and
Tˆpp describe hopping of holes between the Ni3d orbitals
and adjacent O2p ligand orbitals, and between nearest
neighbour O ligand orbitals, respectively. We note that
we have checked explicitly that including the second pair
of in-plane, pi-type O2p orbitals has essentially no effect
on the results reported below. Finally, ∆ˆ measures the
difference in the on-site energies of 3d and 2p orbitals, as
measured from the full O 2p band to the Ni d10 state,
while Uˆpp is an on-site Hubbard repulsion when two holes
are in the same O ligand orbital.
We study the GS of this impurity system with either
one hole (undoped) or two holes (doped) using Exact
Diagonalization. We recently used this model to study
a Cu2+ impurity embedded in a square O lattice [19];
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FIG. 2: (color online) Phase diagram for the stability of a 3B1
triplet ground-state, expected for a doped Mott insulator, vs.
a 1A1 singlet ground-state like in hole-doped cuprates, for dif-
ferent values of ∆ and A, measured in eV. Other parameters
are tpp = 0.55eV,B = 0.15eV,C = 0.58eV, Upp = 0. The four
lines correspond to tpd = 1.1, 1.3, 1.5 and 1.7eV. We expect
NdNiO2 to lie in the shaded region.
we refer the reader there for further details, in partic-
ular why the proper modelling of the O sublattice is
essential.[20] We use fits to ab-initio results [21–23] to
extract the hybridization between the Ni impurity and
neighbor O, tpd ≈ 1.3 − 1.5eV, and between adjacent
O, tpp ≈ 0.55eV. These values are similar to those in the
cuprates. For tpd, this is because of a partial cancellation
of changes due to the somewhat larger lattice constant of
the nickelates, and to the larger orbital radius of their d
orbital, due to the smaller nuclear charge. For tpp, this is
because the lattice constant increase is not that signifi-
cant. We keep the same values for the Racah parameters
B,C, because they are set by atomic physics and not
much influenced by screening effects, as verified experi-
mentally in other systems with Ni2+ ions [15]. Upp plays
little role for the results discussed below, so we set it
Upp = 0 (very similar results are obtained for Upp ≈ 3eV,
however). As already mentioned, we expect the on-site
Coulomb repulsion on the Ni1+ to be comparable to that
on the Cu2+, Udd = A + 8B + 3C ≈ 6 − 7eV, while the
charge transfer ∆ ≈ 7 − 9eV as opposed to ∆ ≈ 3eV in
cuprates [24].
Results: Figure 2 shows the one-hole phase diagram as
a function of A and ∆. It consists of two regions with
ground-states (GS) of 1A1 and
3B1 symmetry [19, 25, 26],
respectively. In the 3B1 region the doped hole primarily
sits on the Ni and locks into a triplet with the other hole,
by Hund’s exchange. More specifically (also see below),
one hole occupies a wavefunction with dominant 3dx2−y2
character plus a small contribution from the x2−y2 linear
combination of adjacent O2p orbitals, while the second
hole occupies the 3z2−r2 counterpart. In contrast, in the
1A1 region the doped hole occupies primarily the x
2− y2
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FIG. 3: (color online) Spectral weight for addition of a doped hole, when tpd = 1.5eV and A = 6.0eV are kept constant, while
∆ = 7, 8, 9eV in the left, central and right panels, respectively. Spectra are shifted such that the ground-state is located at
zero energy. With increasing ∆, its character changes from 1A1 (spectrum shown by the blue, lowest curve) to
3B1 (spectrum
shown by the green, 3rd lowest curve).
“molecular”-like O2p orbital with a small admixture of
the 3dx2−y2 orbital, and is locked in a singlet with the
other hole which has primarily 3dx2−y2 character.
The three lines show how the boundary shifts with tpd,
and the shaded ellipse is the area we believe to be rele-
vant for the NiO2 layer. Clearly, it falls in the borderline
regime where the ground-state changes its nature.
To better understand what happens, and how it is pos-
sible for the doped states of a a Mott insulator to in-
stead look more like those of a charge-transfer insulator,
we plot in Fig. 3 spectral densities for the addition of
the doped hole, resolved by point symmetry. The three
panels correspond to ∆ = 7, 8, 9eV while tpd = 1.5eV
and A = 6.0eV. They show that with increasing ∆, the
ground-state transitions from having 1A1 symmetry to
having the 3B1 symmetry expected in the large ∆ limit.
(The same transition is seen varying tpd for a fixed ∆.)
With increasing ∆, we see an increasing separation be-
tween the discrete peaks showing the low-energy states
with the doped hole bound to the impurity Ni with
various symmetries (these include the ground-state, al-
ways shifted to occur at zero energy), and the continuum
which describes excited states with the doped hole mov-
ing freely in the O band. (The band is a sequence of
closely spaced peaks because for computational conve-
nience, we limit the size of the O lattice to be 20 × 20.
In the thermodynamic limit, this consequence of confine-
ment to a “finite-box” disappears and the continuum be-
comes smooth, but its band-edges do not move).
Physically, what happens is that when the separation
between the 3d8 peak (which depends on the symmetry
and the spin of the state) and the O band sketched in
Fig. 1 is smaller or comparable with tpd, their hybridiza-
tion is responsible for the appearance of these low-energy
bound states in all the channels; in particular, the one
with 1A1 symmetry as the ground-state. As ∆ increases
and the distance between the two features becomes larger
than tpd, the ground-state switches to the expected
3B1
character for a Mott insulator, which is the conventional
Hund’s rule ground state for Ni d8 .
In Figure 4 we show the evolution of the ground state
weights of the various components with increasing ∆, for
tpd = 1.5eV and A = 6eV. These components of the
two-hole wavefunction are products of the single particle
states of various symmetries. Included in this analysis are
all the d8, d9L and d10L2 states. The weights of the states
involving the hole continua are summed over energy.
We see that the only d8 basis states with reasonable
weights are the a1a1, b1b1, and a1b1 states (we use the
standard notation a1 ≡ d3z2−r2 , b1 ≡ dx2−y2 [19, 26]).
These are also the only symmetries that are important
for the d9L and d10L2 continuum states. We see that
for ∆ < A, i.e. in the charge transfer gap region, the
amount of total d8 character is small, increasing as we
approach the transition to the 3B1 ground state. Simul-
taneously, the amount of d10L2 is gradually decreasing
because the separation between the d10L2 and the d9L
continua is increasing as ∆ increases. The transition oc-
curs at ∆ = 8.1eV, which is considerably higher than
where the transition from the Mott to the charge transfer
insulator occurs in the ZSA diagram. This is because the
Lb1 symmetry states in the O 2p band are located at the
40 2 4 6 8 10 12
0.0
0.2
0.4
0.6
0.8
1.0
we
ig
ht
3B11A1
a1a1
b1b1
b1Lb1
a1b1
a1Lb1
b1La1
d10L2
FIG. 4: (color online) Variation of the ground state weights
of the dominant components versus ∆, for fixed tpd = 1.5
eV,A = 6.0 eV. Note that the dominant component changes
dramatically as the ground state switches from 1A1 to
3B1.
The vertical line denotes the critical value ∆ = 8.1 eV sepa-
rating the two phases.
top of the O band and not at its center, so their effective
∆ is about 1.5 eV lower. Note the abrupt change in the
weights of the d8 components, especially the a1b1 com-
ponent, as we enter the region where the ground-state is
3B1. Here, d
8(a1b1) is the dominant component, unlike
the ZRS-like d9(b1)Lb1 dominating the
1A1 symmetry.
These results suggest that the minimal model able to
describe both phases is the counterpart of Eq. (1) that
includes only the eg orbitals (not all five Ni 3d orbitals).
Simpler minimal models are available to describe each
phase. On the 1A1 side, one can project down to a single
band Hubbard-like or t-J-like model [16], although it is
controversial whether the O orbitals should be integrated
out [27–29]. On the 3B1 side, a so-called type-II t-J model
has been recently proposed to describe the motion of a
hole with spin S = 1 in a background of spin- 12 [30]; older
work along similar lines was reported in Ref. [31].
Summary and discussion: To conclude, we performed
an impurity calculation to demonstrate that despite nom-
inally being in the Mott region of the ZSA scheme, in fact
a NiO2 layer falls inside a critical region of the param-
eter space where the strong pd hybridization may favor
a S = 0 hole-doped state with 1A1 symmetry, similar to
the cuprates. However, the triplet 3B1 state is close in
energy so that small changes in the parameters result-
ing from changes in the lattice structure with chemical
substitution, with epitaxial strain or with pressure could
stabilize the triplet state, making SC unlikely.
We also pointed out that these NiO2 layers have large
charge transfer energies ∆, leading to a superexchange
around an order of magnitude smaller than in cuprates.
This fact severely challenges the scenario of spin fluctu-
ations as the glue for superconductivity here, although
that is currently the prevalent scenario in cuprates.
Before realistic proposals for the mechanism of super-
conductivity can be put forward, it is imperative to know
whether metallic bands appear in the Nd layer. As men-
tioned, reports both of metallic and of insulating stoichio-
metric samples exist in the literature. Ab-initio studies
are also divided. Some suggest that the parent compound
is a metal with a Nd band crossing the Fermi energy
[11, 23, 32–40], but this becomes gapped if correlations
are included in a LDA+U approach [21], and/or upon
various chemical substitutions [21, 22]. In any event, if
metallicity due to bands located in the other layers is
confirmed, it will certainly be necessary to understand
their interplay with the NiO2 layers. This would make
superconductivity in the new compound definitely un-
like that of cuprates, and would suggest the fascinating
possibility of another mechanism that stabilizes high-Tc
superconductivity. While such work has already begun,
see for e.g. Refs. [10, 30, 41–53], it is essential to first
have a good undertanding of the individual behaviour of
either kind of layer with doping. The work presented here
demonstrates that the NiO2 layers should not be treated
like simple Mott insulators or charge transfer insulators.
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