Abstract. An extensive set of wind-tunnel fires was burned to investigate convective heat transfer ahead of a steadily progressing fire front moving across a porous fuel bed. The effects of fuel and environmental variables on the gas temperature profile and the 'surface wind speed' (gas velocity at the fuel bed surface) are reported. In non-zero winds, the temperature of the air near the fuel bed surface decays exponentially with distance from the fire front. In zero winds, the temperature decreases rapidly within a very short distance of the flame front, then decays slowly thereafter. The maximum air temperature decreases as the free stream wind speed, packing ratio and fuel moisture content increase. The characteristic distance of the exponential decay increases strongly with the free stream wind speed and decreases with the packing ratio and surface area-to-volume ratio of the fuel. The surface wind speed depends strongly on the free stream wind speed, and to a lesser extent on packing ratio, fuel bed depth and fuel moisture content. There are three general regimes for the surface flow: (1) a constant velocity flow of approximately half the free stream flow, far from the flame front; (2) an intermediate zone of minimum flow characterised by low or reversed flow; and (3) a region near the flame front where the velocity rises rapidly almost to the free stream velocity. The boundaries between the three regions move further from the flame front with increasing wind speed, in a way which is only slightly affected by fuel geometry.
Introduction
Most physical and semi-physical models for the steady rate of spread of a fire through a homogeneous fuel bed are based on an energy balance for a small volume element, comprised of fuel particles and air. They also generally assume that the fuel particles are randomly arranged and thermally thin so that each volume element has a well defined fuel temperature (Rothermel 1972; Pagni and Peterson 1973; Albini 1985; Clark 1996; Linn et al. 2003; Morvan and Dupuy 2004; Koo et al. 2005; Seron et al. 2005; Mell et al. 2006) . In quasi-steady-state conditions, where the rate of spread is constant, the temperature of a volume element at the fuel surface then depends on its distance from the flame front.
The energy balance for a surface volume element equates the net effect of heat input and heat loss in a small interval of time with the corresponding increase in internal energy of the fuel element. The flame front is determined to have reached the fuel element when the temperature of the fuel element reaches a specified ignition temperature.
The rate of convective heat input per unit volume of fuel bed in the presence of gas at temperature T g is:
(e.g. Raupach and Shaw 1982) . Here, s is the particle surface area-to-volume ratio, β is the fuel bed packing ratio (the fraction of the fuel bed volume that is filled with solid fuel particles) and T is the fuel temperature (see Glossary for definitions of all variables used). The gas may range from a mixture of air and pyrolysis gases at flame temperature, moving at fairly high velocity and turbulent, to still air at ambient temperature (in which case (1) may become a cooling term). The average convective heat transfer coefficient depends mainly on particle size and on the gas velocity. It is also weakly dependent on the particle and gas temperatures. This paper discusses the methods used to measure convective heating in a large set of laboratory fires, and describes the gas temperature T g and the local gas speed in the vicinity of the fuel particles, as functions of the distance from the flame front. Once these are known, approximate values for can be calculated from an empirical equation based on a Reynolds-Nusselt number relationship (e.g. Incropera et al. 2007, eqn 7.44 ).
Materials and methods

Experimental facility
The experiments were conducted in a 3 × 3 × 26 m wind tunnel at the USDA Forest Service Fire Sciences Laboratory in Missoula, Montana, USA. This facility allows control of fuel bed depth (δ), packing ratio, moisture content (M, the mass of water per unit dry mass of fuel), tunnel free stream wind speed (U), air temperature and relative humidity. The fuels were arranged on a 1-m wide fuel tray centred on the floor of the tunnel (Fig. 1) . Strips of metal sheeting matching the fuel depth were placed along each side of the tray to reduce the inflow of air from the sides of the fuel bed, and to reflect radiant energy back into the fuel array with the intention of mimicking a wider fire front. The metal sheeting was fastened to wire mesh, 0.25 m high and with a 12-mm grid, located along the two longitudinal sides of the fuel bed. A similar wire mesh arranged in Z-folds was located on the floor of the wind tunnel from wall to wall, beginning at the upwind edge of the fuel tray and continuing for ∼1 m upstream. The height of the folds was adjusted to be the same as the fuel bed surface in order to simulate a longer reach of fuel and its resulting boundary layer. Without these modifications, the firefront had a tendency to develop curvature, either leading in the centre (without the metal sheeting) or at the side (with the metal sheeting but without the Z-folds). Additional details about the facility and measurement methods can be found in Catchpole et al. (1998) and Rothermel and Anderson (1966) . Fuel beds, 1 m wide and 7.5 m long A , were filled with fuel to a specified depth, packing ratio, and moisture content. Three different fuels, each with a unique surface area-to-volume ratio, were used. They consisted of aspen wood (Populus tremuloides) shavings, commonly referred to as excelsior or wood wool, and Ponderosa Pine (Pinus ponderosa) needles. The excelsior consisted of wood strands of fairly uniform rectangular crosssection, but variable in length, milled from aspen wood boles and packaged in bales. Two excelsior sizes were used, regular (∼0.8 × 0.4 mm cross-section) and coarse (∼2.5 × 0.8 mm cross-section). The excelsior was selected for its relatively consistent size, availability and ease with which it can be formed into a spatially uniform, randomly oriented fuel array. Fuel bed bulk density or packing ratio was adjusted by distributing the fuel at a predetermined loading (mass per unit area) and depth (Schuette 1965) .
Before burning, fuels were pre-conditioned to the equilibrium moisture content corresponding to the relative humidity specified for the experiment (Schuette 1965) . Fuel moisture was determined by analysing samples collected at the leading and trailing edge of the fuel array immediately before ignition.
The wind tunnel induction fan was located far upstream of the test section. Wind velocity in the tunnel was controlled by fixing the tunnel inlet fan speed that corresponded to the specified wind speed measured nominally 2 m above and 2 m upstream of the leading edge of the fuel bed, before the ignition of the fuel bed. This inlet fan speed was then maintained throughout the fire.
The ranges of fuel and environmental conditions are in Table 1 . They were chosen to reflect the normal range of conditions when fires burn in natural accumulations of dead woody litter and grass -the pine needles represented pine forest litter and the excelsior represented fine shrubs and grasses. Of course, the range of possible experimental conditions was constrained by fuel array flammability and facility design limitations (see A Beds burned under quiescent conditions (no wind) varied from 4.0 to 7.5 m in length, which is of the order of 100 times the flame zone depth. Discussion). There were 242 experiments burned under 163 different fuel and environmental conditions (referred to hereafter as sets).
Instrumentation
Local fire front rate of spread was measured by recording the time of arrival and passage of the flame as indicated by photocells, spaced at 0.5-m intervals along the side of the fuel bed and 25 mm above the fuel surface, oriented to look horizontally across the fuel bed. Additional details are provided in Catchpole et al. (1998) .
Air and fuel temperatures
All temperatures were measured using bare wire 0.13-mm diameter type K (chromel alumel) thermocouples (Omega Engineering, Inc., Stamford, CT, USA), with diameter at weld nominally 0.20 mm. For the excelsior fuels, the 'fuel temperature' thermocouple was located just below the fuel surface, in a small hole drilled through a piece of fuel. The excelsior fuel pieces used were nominally 4 cm long and of uniform crosssection. In the Ponderosa Pine needles, the thermocouple was threaded longitudinally through the centre of a needle. A 'gas temperature' thermocouple was placed 1-2 mm upstream from the fuel thermocouple without touching the fuel. Data from the thermocouples were sampled at 20 Hz.
Three strands of instrumented fuel were fastened at each end to two parallel 2.5-mm diameter steel wires, thus forming a 'ladder' with three rungs of fuel. Fig. 2 shows one of the rungs. The steel rods were nominally 4 cm apart and the rungs nominally 30 cm apart. The design and orientation of the thermocouple ladder was selected to minimise its influence on the local flow field along the fuel bed surface. Visual inspections of the fuel bed surface and ladder were made to ensure that the ladder did not compress the fuel bed or otherwise disturb its orientation. One or more ladders were placed with the long dimension aligned along the longitudinal surface of the fuel bed, positioned within 10 cm of the centre line of the bed, and with the first (most upstream) ladder rung located 4.7-5.5 m from the leading edge of the fuel bed.
The air and fuel temperatures from each thermocouple pair were plotted; the data from any pair were rejected if the fuel thermocouple tracked the air thermocouple too closely, indicating that the fuel thermocouple was not in good contact with the W. R. Anderson et al. fuel element and was primarily sensing the air temperature. As the temperature profiles from different rungs were quite variable due to the turbulent nature of the gas flow, the time-traces from the rungs of each fire were averaged over all fires burned under the same fuel and environmental conditions. Thus, the temperature data consists of sets of average air and fuel thermocouple profiles, each set corresponding to a unique combination of experimental conditions.
Gas flow
To measure surface wind velocity, kiel-static probes (McCaffrey and Heskestad 1976) were used. These were 12.7 mm in diameter and 25 mm in length, with an acceptance angle of ±30 • (Fig. 3) . Multiple probes were used in most experiments. The probes were placed at or just above the fuel bed surface, oriented to sense flow along the longitudinal axis of the fuel bed. They were located within 10 cm of the longitudinal centre line of the fuel bed, nominally 4.7-5.5 m from the leading edge of the fuel bed and positioned to minimise disturbance of the airflow directly upstream and in the vicinity of the thermocouple ladders.
Pressure readings from the probes were converted to velocity, using Bernoulli's equation, correcting for changes in air density based on temperature measured by a thermocouple near the probe opening. No correction was made for changes in local air humidity. All calculations were made using the standard properties of air at atmospheric pressure.
The kiel-static probe readings, which were sampled at 20 Hz, were smoothed with the robust local smoother loess (Cleveland et al. 1992) . Smoothed traces from fires under the same fuel and environmental conditions were averaged.
Arguably, the dominant factors affecting the flow field along the surface of the fuel bed are the surface roughness and the presence of the flame front. Flow along the bed surface is dominated by boundary layer separation and wake interactions at the individual fuel particle scale. The ladder components were nominally of the same size or smaller than the fuel particles and were oriented along the principal plane formed by the ladder. The rungs were positioned to minimally affect the surface of the fuel bed. The assumption is made, therefore, that the ladder did not affect the surface flow field around the instrumented fuel strands and that the measured velocity approximates the dominant horizontal component of the local flow field.
Correcting the air thermocouple for radiation
The use of thermocouples to measure gas temperatures can be subject to considerable measurement uncertainty due to the loss or gain of energy by the thermocouple through radiant energy transfer (Shaddix 1998; Pitts et al. 2002) . It was not possible to shield the air thermocouple as the air and fuel thermocouples needed to be relatively close and shielding would have changed the fluid boundary layer around the fuel element. Instead, the air thermocouple was corrected for the effect of radiation using an energy balance equation (Shaddix 1998) . The thermocouple was assumed to be in thermal equilibrium, which is reasonable as the thermocouple will react much faster than the fuel to changes in the gas temperature. The thermocouple manufacturer specifies the time constant as 0.2 s, while a rough estimate indicates a nominal time constant of 1.6 s for the regular excelsior, and more for the other fuel particles.
The heat transfer coefficient used was that given in Collis and Williams (1959) for a cylinder, as in Shaddix (1998) , using the diameter of the thermocouple wire for the characteristic length. The gas velocity consisted of the magnitude of the vector formed from horizontal and vertical components. The horizontal component used was calculated from the smoothed kiel probe trace, and the vertical component was the vertical buoyant velocity at the fuel bed surface given by R. Nelson, B. W. Butler and D. R. Weise (unpubl. data) . For cases where no direct horizontal velocity measurements were available, a value equal to one half the wind tunnel free stream velocity was used (see Discussion). The film temperature required by the heat transfer coefficient relation was taken as 600 K near the flame when the difference between the air and fuel temperatures was more than 25 K, and 300 K far from the flame (the heat transfer coefficient is fairly insensitive to wind speed and film temperature and a sensitivity analysis showed that changing the values used had little effect). When available, measured values for the radiation source term were used (e.g. Butler 1993 ), otherwise, radiation was estimated from a regression equation using fuel load, wind speed, moisture content, packing ratio and surface area-to-volume ratio as predictors. For zero-wind fires, a free convective heat transfer coefficient reported by Incropera et al. (2007, eqn 9.34 ) was used.
The thermocouples were located on the longitudinal centre line of the ladders, nominally 20 mm from the ladder sides (indicating a very small radiative exchange factor between the thermocouple bead and ladder wire), so radiative energy exchange between the ladder and thermocouples would have been minimal. Energy exchange by conduction along the thermocouple lead wires was minimised by using fine gauge wire (0.076 mm) for a distance of 30 mm from the thermocouple bead (Shaddix 1998) . Pitts et al. (2002) point out that the correction of thermocouple temperatures is subject to error due to the sometimes unknown parameters involved. Both the size of the corrections and the uncertainty in the corrections were minimised by using small sized (which reduces the absorption of radiant energy as compared with convection) shiny new thermocouples (which reduces the emission and absorption of radiant energy and enables a better estimate of them). The emissivity of the thermocouple was taken to be 0.65 (Hottel and Sarofim 1967 , appendix to chapter 4). The small size also increases the response rate to variations in gas temperature. No correction for turbulence was made. Results of Marcelli et al. (2004, fig. 4 ) indicate that the correction is quite small near the fuel bed surface.
Results
Gas temperature profiles
The average measured fuel temperature profile and the corrected gas temperature profile from two sets of conditions (wind-driven and zero wind) are in Fig. 4 . The gas temperature profile ahead of the fire can be modelled as a decreasing exponential function of the distance X from the flame:
in a similar way to Pagni and Peterson (1973) and Koo et al. (2005) . Here, T g (X) is the temperature of the gas at a distance X in front of the fire front and T ∞ is the ambient temperature of the surroundings. The parameter T max is the gas temperature at the time of ignition of the fuel particle and the parameter ξ is a characteristic heating distance. This equation was fitted by non-linear least-squares to the corrected gas temperature for every set of fires giving estimates of T max and ξ for each set. These estimates are given in the Appendix at the end of this paper. Examples of Eqn 2 fitted to gas temperature profiles are in Fig. 4 . The fit of the exponential curves in Fig. 4 is typical: the fit is good in the wind-driven fires but quite poor for zero-wind fires. A possible reason for this is given in the Discussion. Fig. 5 shows the maximum gas temperature T max for each set as a function of wind tunnel speed U, together with the mean of T max for each U. In this and the following figures, the values of U have been dithered (perturbed slightly) so that all sets are visible. For wind-driven fires, the values of T max shown are those estimated from Eqn 2. For the zero-wind fires, for which Eqn 2 was a poor fit, this was replaced by the value of the corrected smoothed air temperatures at ignition. The mean value calculations were weighted, using the number of rungs as weights, so as to properly account for the differing quantity of information in the sets. For the same reason the following analyses were similarly weighted. Fig. 5 shows T max as relatively constant, except for very low and zero wind speed fires, where it increases noticeably. Fitting the curve:
Maximum gas temperature
by nonlinear least-squares gives the parameter estimates a = 863 ( performed for a linear effect of these variables, after allowing for wind dependence. To ensure that any possible lack of fit in Eqn 3 does not influence the analyses, a completely general wind dependence was fitted, then terms corresponding to the other variables were added. There is a significant decrease in T max with increasing β (P = 0.007) and with increasing M (P = 0.006). T max decreases by 16 K (6 K) for each 0.01 increase in β and by 6 K (2 K) for each one percentage point increase in M. The other variables s, δ and fuel type (pine needles or excelsior) have no significant effect.
The residual s.d. of T max after allowing for U is 148 K. Allowing also for M and β only decreases this to 142 K so the variation about the fitted line in Fig. 5 is a good indication of the natural variation.
The moisture damping effect is presumably due to water vapour in the flame decreasing its average temperature. A factor in the dependence on β may be increased resistance to air flow into the combustion region due to the increased fuel array density. Fig. 6 shows the characteristic heating distance ξ, for each set as a function of wind tunnel speed U. Because of the poor fit of the exponential curve (Eqn 2) to zero-wind fires, only the wind-driven fires are analysed here. It is clear from the figure that the s.d. of ξ for each value of U increases markedly with U. A logarithmic transform of ξ stabilises the variance and this has been used in the analyses that follow. In such cases, the means shown in the figure are obtained from the transformed data and then reverse transformed. As with T max , all calculations and analyses are weighted using the number of rungs as weights.
Characteristic heating distance
It is clear from Fig. 6 that the mean value of ξ increases with U in an almost linear fashion. Therefore, a regression
was fitted (in fact, the regression was of the form log ξ = log(a + bU) and was fitted by nonlinear least-squares). B Values of fuel particle density (ρ p ) of 510 kg m −3 for the pine needles and 398 kg m −3 for the excelsior were used; see Catchpole et al. (1998) . This gives the estimates a = 0.002 (0.005), b = 0.081 (0.004) and the resulting fitted line is shown in Fig. 6 . The variation in ξ with wind speed is much greater than that of T max : ξ varies almost six-fold over the range of U values, as compared with only 1.4 for T max , even though the zero-wind fires were excluded for ξ. As with T max , tests for additional influences on ξ were performed by first fitting a regression model with completely general wind dependence. There is a significant decrease in ξ with increasing β (P = 0.0004), and with increasing s (P = 0.001). The dependence is of the form ξ ∝ β a s b with a = −0.15 (0.03) and b = −0.25 (0.07). There is no significant influence from δ or M.
Because of the correlation between β and s (see Discussion), there is additional uncertainty in the above estimates and P values. A regression model which fits almost as well (residual s.d. = 0.322 as opposed to 0.320) is one in which ξ is regressed on the product sβ, rather than on s and β separately. The decrease in ξ with sβ is of the form ξ ∝ (sβ) −0.16 . This ties in with physical theory, in particular, the conductivity of a bed of solid particles to a viscous fluid (the Carman-Kozeny equation, see Kay and Nedderman 1974) . Note that the variation in ξ due to sβ is much less than that due to wind speed: over the range of sβ in the data, ξ varies (using the fitted equation) by a factor of 1.9. An alternative physical explanation is possible. The effect of fuel load B L = ρ p βδ is very similar to that of β, with ξ ∝ L −0.13 . This effect could be explained in terms of fire-induced buoyancy, which increases with load and causes a decrease in the characteristic distance. Fig. 7 shows surface velocity (U surf ) profiles typical of highwind ( Fig. 7a ) and low-wind (Fig. 7b ) fires, together with the gas temperature and fuel temperature profiles. In both cases shown, the 'set' consists of a single fire allowing the raw velocity curves to be shown as well as the smoothed ones.
Gas velocity profiles
At all wind speeds, three regions can be identified in the velocity profiles. In the first region, when the fire front is distance D far or more from a fuel element, the surface velocity remains relatively constant, with average value U far . As the fire front approaches, the blocking effect of the flame causes the velocity to decrease to a minimum value U min , which, in low-wind fires, is negative -a reversal of flow (Fig. 7b) . This minimum, at distance D near , tends to be just before the onset of convectional heating. In the third region, the velocity increases rapidly to a value U max , as the fuel element ignites. U max may reach, or even exceed, free-stream velocity. The algorithm for finding these values follows.
• The trace length was truncated at 4 m so that the results were not dominated by values far from ignition. For some of the low speed fires, in low and zero-wind conditions, a shorter distance had to be used because of limited data.
• A smoothed velocity profile, U surf , was obtained from the raw surface velocity trace using loess (Cleveland et al. 1992 ) with a span equal to 0.6 divided by the trace length in metres (and so usually 0.15). Using cross-validation to calculate the span resulted in over-smoothing.
• U max is defined as the maximum value of U surf in the last metre before ignition.
• U min is the local minimum (where the derivative is less than 0.0005 m s −2 ) of U surf closest to the fire-front. To cut out local minima that occur very close to ignition, this is replaced by the absolute minimum of U surf in the last 1.5 m before ignition if this is at least 0.5 m s −1 lower than the local minimum. D near is the distance from ignition at which U min occurs.
• D far is the smallest distance from the flame, greater than D near + 0.25, at which U surf is greater than its average value over the region beyond D far . U far is the average of U surf beyond D far .
This algorithm failed if U surf did not exhibit the characteristic behaviour of having a local maximum at a distance slightly greater than the location of the local minimum. In such cases, Except for those involving U far , all of the analyses that follow are performed using as weights the number of kiel probes for each set. Because U far is an average over a length of time, the amount of information in each set depends not only on the number of kiel probes in each set, but also on the length of time over which the average is taken. For this reason, the analyses involving U far use as weights the number of kiel probes multiplied by the length of time over which U far is averaged. Kiel probe data are not available for the U = 0.68 m s −1 fires, and so these fires are missing from the following analyses. Fig. 8 shows D far for each set as a function of wind tunnel speed U. It is clear from the figure that D far increases with U in a roughly linear fashion except for notably high values for the low-wind fires at 0.45 m s −1 . These values were regarded as anomalous (see Discussion), and so a regression
Far from the flame
was fitted to the data from the remaining wind speeds. The estimates are a = 0.77 (0.07), b = 0.26 (0.03), and the resulting fitted line is in Fig. 8 . After allowing for wind dependence, the only environmental variable to significantly affect D far is β, with a P-value of 0.007. D far decreases by 0.05 m (0.02 m) for an increase in packing ratio of 0.01. Fig. 9 shows the surface wind speed far from the fire, U far , for each set, as a function of wind tunnel speed U. U far increases with U in a roughly linear fashion except for notably low values for the low-wind fires at 0.45 m s −1 . Omitting these values (see Discussion) and fitting a regression:
gives the estimates a = −0.07 (0.02), b = 0.48 (0.02) and the resulting fitted line is in Fig. 9 . The fitting was by nonlinear least-squares after using a signed square root transform of U far to diminish the heterogeneity of variance that is clearly evident in Fig. 9 . The intercept a is very close to zero; in practical terms, in wind-aided fires, the average far surface wind speed was half the free stream speed. No other fuel and environmental variables significantly affected U far .
Middle region
In this region (Fig. 7) , the surface wind speed drops from U far to a minimum U min , occurring at a distance D near from the flame front. Fig. 10 shows D near , for each set as a function of wind tunnel speed U. There appears to be a nonlinear relationship of the form
and fitting this via nonlinear least-squares gives the estimates a = 0.17 (0.04), b = 0.24 (0.04) and c = 0.55 (0.14). There is slight evidence (P = 0.02) of a decrease in D near with increasing β, or (P = 0.03) of an increase in D near with increasing δ. Because of correlation between β and δ (see Discussion), it is not possible to determine which, if either, of these is a real physical effect. The relationship between U min and U (Fig. 11) is similar to the relationship between U far and U. There is a linear dependence of U min on U except for the 0.45 m s −1 fires, all of which had substantial in-drafts (see Discussion). A regression on the other fires, of the form
gives parameter estimates a = −0.28 (0.09) and b = 0.30 (0.05).
As with U far , these were obtained using nonlinear leastsquares after a signed square root transform. There is evidence (P = 0.003) of a decrease in U min with increasing fuel bed depth δ. An increase of 0.1m in fuel bed depth results in a decrease of 0.33 (0.11) in the signed square root of U min . No other variables significantly affect U min .
Near the flame
In this region, the velocity rises from a minimum to a maximum, U max . The relationship between U max and U is in Fig. 12. A regression of the form
was fitted by nonlinear least-squares to the signed square root of U max . The parameter estimates are a = −0.002 (0.01), b = 0.98 (0.12) and c = 0.77 (0.14). Note that the fitted curve passes almost exactly through the origin, as a is very close to zero. There is a significant (P = 0.006) increase in U max with fuel moisture content, the signed square root of U max increasing by 0.015 (0.005) for each percentage point increase in M. No other variables significantly affect U max .
Discussion
The exponential model for gas temperature fits well for windaided fires but less well for zero-wind fires. For these fires, it is not possible, using an exponential model, to fit the temperature data well both near and far from the fire front. For the purpose of modelling convective heating, agreement close to the flame was felt to be more important and the method used achieves this. Good fit at all distances is possible using piecewise equations (not shown). A possible physical reason for this is that for zero-wind fires, the process of convective heating must be primarily by natural convection and turbulent diffusion rather than by forced convection, as noted by Pagni and Peterson (1973) . As the flame front approaches, the air temperature near the fuel particle rises slowly but remains below the fuel temperature (giving convective cooling) until the fire is within a few centimetres of the flame front and then rises steeply (Fig. 4b) . This indicates buoyancy-induced flow immediately before ignition and may be associated with gas-phase conduction adjacent to the flame front and possibly increased turbulence (Pagni and Peterson 1973) .
At 0.45 m s −1 , the measured surface wind speed tended to be lower than predicted (Figs 9, 11). At this wind speed, a strong recirculation occurred along the ceiling of the wind tunnel. This did not occur at wind speeds greater than 1 m s −1 or during zero wind experiments. Such recirculation is a well recognised characteristic of flow through ducts with heated floors. During experiments, the wind tunnel fan was operated at constant speed resulting in a constant pressure inlet condition. We postulate that the recirculation along the ceiling causes a slightly increased pressure at the wind tunnel plenum inlet, which tends to block the inlet flow, resulting in a decreased velocity along the tunnel floor. Also, at 0.45 m s −1 , the shape of the surface flow profile tends to be such that our algorithm overestimates D far . This is evident in Fig. 7b where D far does not coincide with the sudden change in turbulence (as indicated by the amplitude of the oscillations of the raw velocity profile), and in Fig. 8 , where the estimated D far values are much greater than predicted. Additional modelling and experimental measurements are planned to further investigate this phenomenon. For these reasons, the 0.45 m s −1 fires were regarded as anomalous and were omitted from the analyses of D far , U far and U min .
When correcting the air thermocouple readings for the effect of flame radiation, we used a gas velocity of one half of the wind tunnel free stream velocity in cases where there were no direct horizontal velocity measurements. This is compatible with our results for U far ; see comment following Eqn 6. This will therefore be a good approximation in the far region and is a reasonable approximation overall since it will be somewhat high in the mid region and somewhat low in the near region. Moreover, any introduced errors will be second order or smaller since this is a correction of a correction and furthermore, the average convective heat transfer coefficient ( ) depends on the air velocity fairly weakly via a square root. The finding that U far is around half of the free stream wind speed leads to the question of whether this reduction is an effect of the fire or of the drag of the fuel bed. Currently, there is not enough data to allow this to be answered rigorously, but is clearly of interest to compare U far with the surface wind U 0 in the absence of fire. Fig. 13 shows measured surface velocities in the absence of fire, U 0 , superimposed on a plot, similar to Fig. 9 , of U far v. U. The strong overlap is consistent with the hypothesis that U far = U 0 , except for the low wind-speed fires, where there are in-drafts or recirculation in the presence of fire.
In an orthogonal study, the effect of any parameter can be estimated independently of the other parameters. However, it is not practicable to design experimental fires that both cover the range of fuel and environmental variables of practical interest and also form an orthogonal design. There are two reasons for this. First, in some conditions (for example, low fuel load and high moisture content), the fire will not burn. Second, in opposite conditions, with high load and low moisture content, fires are too intense and would damage the wind tunnel (or run the risk of escaping if burned in the field). This study covered a wide range of fuel and environmental parameters at the expense of orthogonality. However, most of the correlations between fuel and environmental parameters are quite low (Table 2) , the only one of real concern being that between β and δ. As noted earlier, this results in uncertainty about which of these parameters affect D near . The correlation between β and s also results in slight uncertainty as to how these variables affect ξ. None of the other conclusions are affected to any substantial degree by the correlations. In particular, note that correlations of all variables with U are uniformly low so that the effect of these variables can be estimated essentially independently of wind tunnel speed.
Conclusions
The primary objective of this paper was to characterise the gas temperature and flow that drive convective heating of fuel particles ahead of an advancing flame front. The authors could not find any studies in the literature that measure the gas temperature and flow ahead of a moving unconfined flame front. This paper attempts to fill this gap. Accurate simulation and prediction of convective energy transfer to the fuel array depends on such descriptions. Temperature and velocity data collected in 242 experimental fires conducted in a large wind tunnel have been analysed. Based on the analysis, a general description has been given of the primary flow characteristics of the near surface flow over a porous array of fine fuels as a function of free stream wind speed, fuel parameters and proximity to the approaching flame front.
In wind-driven fires, the temperature of the mixture of air and pyrolysates ahead of the flame front decays exponentially from a maximum value at the flame front. This maximum value does not change with wind speed above ∼1 m s −1 and is somewhat higher at lower wind speeds. The maximum also decreases with increasing fuel packing ratio and moisture content. The characteristic decay length of the exponential is proportional to the wind speed and decays slightly with increasing fuel packing ratio and surface area-to-volume ratio.
Three flow regimes for surface wind flow are described. The first region consists of a region far from the flame front, characterised by relative constant flow. Surface velocity in this far region is proportional to the free stream wind speed: over our range of conditions, it was one half the free stream wind speed. The second region is a middle region characterised by a rapid decrease in surface wind speed to a minimum value, which in low-wind fires is a reversal of flow into the approaching flame front. The minimum speed is proportional to the free stream wind and decreases significantly with increasing fuel bed depth. In the third region near the fire front, the surface wind speed rises rapidly from the minimum value to a maximum value, close to the free-stream wind speed, at the fire front. The boundaries between the three regions move further from the flame front with increasing wind speed in a way which is only slightly affected by fuel geometry. R (m s −1 ), rate of spread -steady-state rate of advance of the fire front. s (m −1 ), surface area-to-volume ratio -surface area of fuel particle per unit volume of fuel particle. T (K), particle temperature -temperature of the particles in a surface volume element. T ∞ (K), ambient temperature -air temperature far from the flame front. T g (K), gas temperature -temperature of the air or gas surrounding the fuel particles. T max (K), maximum gas temperature -gas temperature at fuel ignition, as estimated from Eqn 2. U (m s −1 ), wind speed -free stream wind speed in the wind tunnel. U 0 (m s −1 ), wind speed at the fuel bed surface in the absence of fire. U far (m s −1 ), value of U surf far from the flame. U min (m s −1 ), 'minimum' value of U surf (see Algorithm). U max (m s −1 ), value of U surf near the flame front (see Algorithm). U surf (m s −1 ), surface wind speed -gas velocity at the fuel bed surface. X (m), distance from flame front -the distance of the surface volume element from the base of the flame. β, packing ratio -volume of fuel per unit volume of fuel bed. δ (m), fuel bed depth. ρ p (kg m −3 ), particle density. ξ (m), characteristic heating distance -characteristic decay length of the gas temperature, as estimated from Eqn 2. 
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