Introduction
[2] Most deep and intermediate water masses are released into the large-scale ocean circulation from high-latitude and marginal seas in the form of overflows. The seminal work by Price et al. [1993] and Price and Baringer [1994] revealed that the mixing of overflows with the ambient fluid takes place over very small spatial and time scales. Studies with ocean general circulation models demonstrated that the strength of the thermohaline circulation is very sensitive to details of the representation of overflows in these models [e.g., Willebrand et al., 2001] . In light of these results, overflow-induced entrainment is being generally recognized as one of the prominent oceanic processes, with a direct impact on climate research. The importance of overflows has led to significant effort to improve their representation in ocean models, and much progress has been achieved recently [e.g., Beckmann and Döscher, 1997; Papadakis et al., 2003] . Despite the recent progress, a number of outstanding and difficult problems need to be addressed given that the ultimate objective is to parameterize the mixing of overflows taking place over scales of O(100 m) and O(few hours) for climate models with 100 km resolution that need to be integrated for O(100 years) (W. Large and R. Hallberg, personal communication). One of the issues that deserves attention is the potential impact of seafloor topography on entrainment in overflows. Unlike smooth surfaces used in laboratory experiments [see Baines, 2001 , and references therein], the seafloor surface shows a complex structure. While a deterministic representation is possible for horizontal scales larger than 10-100 km, a self-similar (fractal) behavior applies for scales of 100 km -1 m. Power laws [Weissel et al., 1994] and stochastic models [Goff and Jordan, 1988] relating horizontal scale to height have been successfully developed in the geological community. Relatively small attention has been paid to the interaction of overflows with seafloor morphology [Ö zsoy et al., 2001] , possibly because of lack of high-resolution overflow data sets, and suitable nonhydrostatic models.
[3] Our objective in this study is to explore and quantify the impact of small-scale [O(1 km)] bumps on the entrainment in bottom gravity currents via a systematic set of numerical experiments using a high-resolution, 3D nonhydrostatic spectral element model. Our hypothesis is that, given the overflows follow bottom topography until they form deep water masses, the properties of the product water should be sensitive to the details of topography, which, by inducing acceleration and deceleration due to changes in the slope angle, can excite internal waves and changes in the shear production that can ultimately affect entrainment.
Method
[4] A high-order parallel spectral element Navier Stokes solver, Nek5000, is used as the basis of the numerical simulations. This model, which is documented in detail by Fischer [1997] and Fischer and Mullen [2001] , integrates the Boussinesq equations for momentum, , H is the domain depth and DS is the salinity range, b = 7 Â 10 À4 psu À1 is the salinity contraction coefficient; Pr = n h /K h the Prandtl number, the ratio of viscous and saline diffusion; and r = n v /n h = K v /K h , the ratio of vertical and horizontal diffusivities.
[5] Our approach is to explore and quantify results from a reference experiment of gravity current flow over a smooth, constant-slope topography in comparison to those in which bumps of various shapes and amplitudes are superimposed on the background topography.
[6] The basic experimental setup closely follows those by Ö zgökmen and Chassignet [2002] and Ö zgökmen et al. [2004] , in which 2D and 3D bottom gravity current simulations were compared to results from laboratory experiments. The model domain has a horizontal length of L x = 10 km and a spanwise width of L y = 2 km. The depth of the water column ranges from 400 m at x = 0 to H = 1000 m at x = 10 km, hence the background slope angle is q = 3.5°( Figure 1a ). The model is driven by the velocity and salinity forcing profiles at the inlet boundary at x = 0 (Figure 1b) . The initial thickness of the dense water mass is h 0 = 200 m. The model parameters are Ra = 5 Â 10 6 , Pr = 1 and r = 0.05. The reader is referred to Ö zgökmen et al. [2004] for a detailed discussion of model setup and selection of parameters.
[7] The reference experiment, denoted SMOOTH is accompanied by BUMPY experiments, in which the bottom topography is modified using z b BUMPY x; y ð Þ¼z b SMOOTH x; y ð Þþ
are the bottom levels, A i is the amplitude, and l i x and l y refer to the horizontal wavelengths of the bumps. The perturbations are started for x ! x 0 = 1.5 km to clear the initial volumes of the dense water (Figure 1) .
[8] The topographic perturbations are characterized by defining an amplitude factor
where hi denotes spatial (x, y) averaging over the domain, and a wavenumber factor
Experiments are conducted using 4 different shapes (k) of topography, denoted BUMPY1 (regular low wavenumber), BUMPY2 (regular medium wavenumber), BUMPY3 (regular high wavenumber), and BUMPY4 (irregular low wavenumber) (Figures 1c -1f ). Experiments of 4 or 5 different amplitudes (h) are then conducted for each type of topography. The amplitude is chosen to be h 0.4 such that topographic blocking is not significant. A total of 18 BUMPY experi- ments are conducted, the parameters of which are shown in Table 1 .
Results

Description
[9] The evolutions of salinity distribution in SMOOTH and selected BUMPY are shown in Figure 2 . The initial development of the system is that of the so-called lockexchange flow, in which the lighter fluid remains on top and the denser overflow propagates downslope. In the case of SMOOTH (Figure 2a) , the dense gravity current quickly develops a characteristic ''head'' at the leading edge of the current, and spanwise Kelvin-Helmholtz rolls in the trailing fluid, which are well-known features from laboratory experiments. Kelvin-Helmholtz rolls gradually transition to 3D via secondary instabilities. The flow along the leading edge of the current is composed of a complex pattern of socalled lobes and clefts that are highly unsteady features formed by the instability of the leading edge. As exhibited in Figures 2b -2e , the flow can be strongly affected by the presence of topographic features; most notably, a characteristic head cannot be clearly identified anymore (the head can account for a large portion of the total entrainment [e.g., Turner, 1986] ) and the overturning structures seem qualitatively different in all BUMPY experiments. Therefore, one would anticipate changes in how much ambient fluid is entrained into the gravity current.
Entrainment
[10] Turner [1986] defined an entrainment parameter in bottom gravity currents as the change of the dense flow thickness h along the streamwise direction X, E dh/dX, a 2D expression, which can be mapped to 3D flows as [Ö zgökmen et al., 2004 ] E(t) (h(t) À h 0 (t))/'(t), where '(t) = hX F (y, t) À x 0 i y is the spanwise-averaged length of the dense overflow measured between the reference station x 0 and the leading edge X F ( y, t), h(t) is the total (with entrainment) mean thickness estimated from
reference station of x 0 and the leading edge of the density current X F . The overflow thickness h is calculated from h(x, y, t) R 
The time evolution of the entrainment parameter E(t) in SMOOTH is shown in Figure 3 . The entrainment parameter decreases with time, because initially entrainment is associated with the growth of the head, which is known to be higher than that in the trailing flow. As the gravity current flows down the slope, the contribution of the head entrainment to overall entrainment decreases. By the time the gravity current reaches the end of the domain, E appears to reach a steady level of E % 4.5 Â 10 À3 (but is possibly still decreasing), which is within the approximate range of the estimate E = (5 + q) Â 10 À3 = 8.5 Â 10 À3 given by Turner [1986] based on laboratory experiments. E(t) is calculated for all experiments, and several samples are depicted in Figure 3 for the case of BUMPY2 with different topographic amplitude factors h. As h increases, E(t) in BUMPY2 exceeds that in SMOOTH. Even for small topographic perturbations (h = 0.08), there is a notable increase in the entrainment (%30%), and for larger amplitude bumps, the change in the entrainment parameter becomes significant (e.g., %100% for h = 0.23). Similar results are obtained for all BUMPY experiments.
Parameterization of the Impact of Bumps on Entrainment
[12] In order to quantify the impact of bumpy topography on the entrainment parameter, the ratio g(t) E BUMPY (t)/ E SMOOTH (t) is defined, and calculated at the end of the simulations (at t = 9830 s, approaching a steady state) in all experiments. Figure 4a depicts g(t = 9830 s) as a function of h for all experiments, and shows a narrow envelope of data points with a nearly linear relationship. Closer inspection reveals that a certain degree of dependence on the shape of topography persists; while the data envelope is narrow for small h (indicating that the gravity current doesn't feel the difference between different types of bumps for small amplitudes), for larger h, the cases with bottom topographies consisting of high wavenumbers (BUMPY2 and BUMPY3) seem to entrain systematically more than those with lower wavenumbers (BUMPY1 and BUMPY4). This dependence on wavenumbers can be used to further tighten the scatter of data points by rescaling the x-axis to include k, and a simple data regression yields (Figure 4b) g % 1 þ 3:7 h ffiffiffi k p AE 0:1 ; ð1Þ as a parameterization of the impact of topographic bumps on entrainment in the present set of numerical experiments. Equation (1) quantifies how the entrainment relates to the two parameters of the simulation matrix, the amplitude h and shape k of the bumps with respect to the underlying slope, which, in principle, can be estimated from highresolution bathymetric data sets, such as the 1/30°ocean topography database by Smith and Sandwell [1997] , or those collected during dedicated observational programs in particular overflow regions.
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