Abstract: Over the years many different MAC protocols have been developed for sensor networks, each optimised for a different set of application requirements. Since these MAC protocols are not compatible with each other, there is generally no interoperability between sensor networks. This is a severe problem when connectivity between sensor networks is required. In this paper, we demonstrate the feasibility of using Virtual Gateways, sensor nodes running multiple MAC protocols simultaneously on top of a single radio interface, to enable connectivity between sensor networks. To this end we have developed MultiMAC, a network stack for TinyOS capable of running multiple MAC protocols simultaneously. We show that the architecture of the MultiMAC stack is flexible and extensible enough to support a wide variety of MAC protocols and that the overhead of this network stack is minimal. We also discuss the results of our initial experiments with a testbed on the impact of using virtual gateways.
Introduction
In sensor networks, energy efficiency has always been one of the most important design considerations. As a result, it has become rule rather than exception to optimise or even custom build the entire network stack to the needs of a specific sensor network application. Over the years, this has led to the creation of many different sensor network MAC protocols, each tailored to a different set of application requirements. For instance, low power listening MAC (LPL-MAC) protocols, such as B-MAC (Polastre et al., 2004) and its more recent successor X-MAC (Buettner et al., 2006) optimise energy usage for variable-bitrate, non-infrastructure sensor networks with relaxed delay and low bandwidth requirements. TDMA-based MAC protocols on the other hand, work best in infrastructure environments where a constant bitrate is required. While these kinds of specialised sensor network MAC protocols allow the operation of the sensor network to be greatly optimised, they are also incompatible with each other and as a result there is generally no interoperability between different sensor networks. This poses a severe problem when connectivity between different sensor networks is required. The traditional manner to achieve interoperability between wireless networks is to enforce the use of a standardised Physical and MAC layer for all networks based on the same wireless technology or to deploy gateway nodes to enable communication between networks based on different technologies (such as for instance between Wifi and cellular networks).
The standardisation approach has been only partially successful for sensor networks. E.g., the IEEE 802.15.4 specification (IEEE Computer Society, 2006 ) defines a standard Physical and MAC layer aimed at low power sensor networks, but only the Physical layer has been widely adopted. The MAC layer is often only partially implemented or replaced entirely by a more optimal protocol. Moreover the standardisation approach cannot be used for providing interoperability between existing networks.
The second approach of introducing gateways into the network seems to be a more viable solution since it would allow each network to continue using its own MAC protocol. Unfortunately the deployment of gateway nodes equipped with multiple radio interfaces requires the development of specialised hardware. As a result, this approach is infeasible for most scenarios.
In this paper we propose an alternative approach for providing MAC-layer interoperability between heterogeneous sensor networks. We exploit the fact that all sensor network MAC protocols generally operate on top of a single, standardised Physical layer: the one specified in IEEE 802.15.4. Instead of using regular gateways to enable communication between sensor networks, we propose to use Virtual Gateways. On a normal gateway node each MAC protocol operates on top of a separate radio interface. On a Virtual Gateway all MAC protocols make use of a single, shared radio interface. Virtual gateways have a number of advantages compared to normal gateways. Firstly, they only require one radio interface and therefore do not need specialised hardware to be developed. Secondly, since every node in a sensor network is already equipped with a radio interface, it can be configured as a virtual gateway by performing a software upgrade. There is no need to add new nodes. Moreover, these nodes can also dynamically enable or disable specific MAC protocols depending on the requirements of the nodes and the traffic conditions in the wireless environment.
To investigate the feasibility of this approach, we have developed MultiMAC, a network stack that is capable of running multiple MAC protocols simultaneously. The architecture and implementation of the MultiMAC stack are discussed in more detail in Section 2 while in Section 3 the performance of the network stack is evaluated. We have also performed a number of initial experiments on a sensor network testbed to investigate the interactions between sensor networks when virtual gateways are deployed. These experiments are further discussed in Section 4. We conclude this paper in Section 5.
The MultiMAC network stack
The MultiMAC stack was developed from scratch for the Tmote Sky platform (MoteIV Corporation, 2006) in TinyOS 2.1.0 (Hill et al., 2000) . In order for virtual gateways to be a feasible solution, the MultiMAC network stack should be able to meet the following requirements:
Minimal overhead : In sensor networks energy efficiency is significantly more important than interoperability. As a result the cost of introducing interoperability between networks should be minimal in order for the benefits of interoperability to outweigh the costs. This implies that the impact of the MultiMAC stack on the performance of the network should be as small as possible in order for virtual gateways to be feasible.
Flexibility:
To ensure that virtual gateways are generally usable, the MultiMAC network stack should be flexible enough to accommodate a wide range of MAC protocols. Within the scope of this work, we required the MultiMAC stack to be able to support the two main categories of sensor network MAC protocols: contentionbased and time-division based MAC protocols.
Extensibility: virtual gateways would not be a feasible solution if the entire network stack would need to be rewritten from scratch each time a MAC protocol is added or removed from the code base. Consequently, developers should be able to easily extend the MultiMAC network stack with new protocols. Moreover, the protocols in the MultiMAC stack must be isolated from each other as much as possible to ensure that MAC developers do not need to take the presence of other MAC protocols into account.
Frame format
One of the prerequisites for using virtual gateways is that nodes must be able to distinguish between frames sent by different MAC protocols. This is currently not possible due to the wide variety of sensor network MAC protocols that are available and the low level of standardisation between the frame formats used. To circumvent this problem, the MultiMAC stack imposes a number of limitations on the frame formats that can be used. Firstly, MAC protocols are required to use a frameformat that is compatible with IEEE 802.15.4. This requirement should not pose too great a problem since most sensor network MAC protocols use a frame format that is, mostly due to technical limitations, already largely compatible with that of IEEE 802.15.4. Moreover this frame format is very flexible and does not even require any addressing information to be present in the frame. Secondly each MAC protocol is assigned a unique MAC-id. As shown in Figure 1 , this MAC-id is stored in one of the reserved fields of the MAC header. 
Architecture
The architecture of the MultiMAC network stack is outlined in Figure 2 . The CC2420 Driver is responsible for all interactions with the CC2420 radio chip. It manages the transmission and reception of data frames and is also responsible for turning the radio on and off. One of the most important features of this component is that it allows MAC protocols to control certain aspects of how frames are transmitted and received. Not only can MAC protocols enable or disable clear channel assessments (CCA) when sending a frame, but they are also able to decide whether or not the transmission of a frame may be delayed in order to allow an incoming frame to be received. This flexibility is needed to support both contention-based and time-division based MAC protocols. Contentionbased MAC protocols will usually require CCA-checks to be performed and can generally allow the transmission of a frame to be delayed. Time division-based MAC protocols on the other hand have very strict timing requirements and will therefore usually require the frame to be transmitted without any delay. The Hardware Abstraction Layer (HAL) operates on top of the CC2420 Driver and is responsible for 'multiplexing' the different MAC protocols in the network stack on top of the radio interface. When a frame is received by the HAL for instance, it will dispatch the frame to the correct MAC protocol based on the MAC-id stored in the frame. When a MAC protocol wishes to transmit a frame, the HAL will only pass that frame on to the CC2420 Driver if no other transmission is currently in progress. Otherwise, the HAL reports to the MAC protocol that the channel was busy. Although in this case one of the MAC protocols is prevented from transmitting its frame, this is still more preferable to what would have happened if both MAC protocols had accessed the same channel using separate radio interfaces. In that case either the CCAcheck would have failed in one of the two radio interfaces or both frames would have been transmitted and would have consequently collided with each other. The only advantage of using two radio interfaces is that these radio interfaces could be configured to operate on different channels. As discussed in Section 3.3 however, using two radios consumes significantly more energy than multiplexing multiple MAC protocols on top of a single interface. A similar mechanism is used for enabling or disabling the radio interface. Each MAC protocol can enable or disable the radio through a Virtual PHY interface, but the radio will only be actually disabled if all MAC protocols have disabled the radio. The HAL is also capable of performing address recognition and sending automatic acknowledgements for each MAC protocol individually. Normally, the CC2420 radio chip is able to perform these functions in hardware and as a result the delay between the reception of a correct MAC frame and the transmission of the acknowledgement is only 128 µs. Unfortunately, the MAC-id of these hardware generated acknowledgements is always equal to zero, which means that the HAL is not able to discern between acknowledgements of different MAC protocols. As a result, hardware acknowledgements cannot be used in the MultiMAC stack. By transmitting acknowledgements from the HAL rather than from the MAC implementation itself, we were able to reduce the ACK-turnaround time to less than 800 µs. This increase in ACK-turnaround time is mostly due to the time that is needed to transfer the frames between the micro controller and the radio chip. On other platforms that are equipped with a micro controller with an embedded radio chip, such as the STM32W (STMicroelectronics, 2012), it should be possible to reduce this additional delay even further.
As mentioned before, the MAC protocols in the network stack are each presented with a Virtual PHY interface that can be used to perform a number of Physical Layer operations such as sending and receiving packets and turning the radio on and off. To ensure that the different MAC protocols remain isolated from one another, they can only access the HAL through this interface. Although the Virtual PHY interface provides most operations required for implementing a MAC protocol, some operations have been excluded from this interface on purpose. MAC protocols are not able to alter the transmission power or change the channel of the radio interface, since these operations affect all the other MAC protocols in the network stack. The available operations are, as described above, 'multiplexed' by the HAL so isolation between the MAC protocols is preserved.
Implementation concerns
While implementing the MultiMAC stack, a number of interesting and often frustrating issues were encountered, requiring significant changes to be made. Firstly the CC2420 Driver proved to be one of the most difficult components to implement. This was partially due to a number of undocumented features of the CC2420 radio chip, but mostly due to the fact that the efficiency of this component was critical for minimising the overhead of the entire stack. Secondly, the latency induced by the TinyOS timer implementation proved to be too large for these timers to be used by time-critical MAC protocols. Therefore a smaller, simpler and more efficient interface to the hardware timers was developed. A third issue was the lack of support for real-time processing in TinyOS. TinyOS uses a scheduling mechanism whereby tasks are executed on a first-come-first-served basis and can only be interrupted by interrupt handlers. For time-critical MAC protocols this mechanism does not suffice, since there is no upper bound on the execution time of tasks and as a result time-critical tasks may have a large queuing delay. Moreover, running time critical tasks from an interrupt handler to ensure timeliness is not a valid approach. Doing so would prevent other interrupt handlers from being executed, which is detrimental to the correct operation of the hardware drivers. To address this issue, an 'Interrupting Task Scheduler' was implemented from scratch and added to the codebase. This scheduler allows so-called 'Interrupting Tasks' to be scheduled with a number of different priorities. These tasks are able to interrupt both TinyOS tasks and other Interrupting Tasks with a lower priority. To achieve this, the currently running task is suspended by triggering a software interrupt. The 'Interrupting Task Scheduler' then selects the task with the highest priority and executes it directly from the interrupt handler of the software interrupt. Prior to starting the new task however, the interrupts of the micro controller, which were automatically disabled when the software interrupt was triggered, are re-enabled. This ensures that Interrupting Tasks can not only be interrupted by other Interrupting Tasks but also by genuine hardware interrupts. This task scheduler thus allows MAC protocols to execute time-critical tasks without disrupting the hardware drivers.
Performance evaluation of the MultiMAC stack

Flexibility and extensibility
Three different MAC protocols were implemented for the MultiMAC stack. While the MultiMAC stack was being developed, the CSMA/CA MAC protocol was implemented as a simple test protocol. After the MultiMAC stack had been completed, two other MAC protocols were implemented: an LPL-MAC protocol which uses the same channel access mechanism as the LPL-MAC protocol provided by TinyOS and a TDMA MAC protocol with very strict timing requirements. The fact that implementing these protocols proved to be very straightforward, even after the completion of the MultiMAC stack itself, shows that this stack is sufficiently Flexible to support a wide range of MAC protocols and that it is Extensible enough to allow MAC protocols to be easily implemented. Moreover the architecture of the MultiMAC stack proved to be more than adequate in isolating the different MAC protocols from each other as far as PHY-layer operations are concerned. The only limitation is that when it comes to scheduling Interrupting Tasks, the MultiMAC stack is not able to enforce 'fair-use' amongst the different tasks. For efficiency reasons, the Interrupting Task Scheduler gives high priority tasks absolute priority over tasks with a lower priority and processes tasks of the same priority in a first-come-first-served fashion. It is consequently the responsibility of the developer to ensure that the other MAC protocols in the network stack are not impacted by the tasks of the implemented MAC protocol. This means that MAC developers must take great care in selecting the priority at which Interrupting Tasks are executed and allow for the fact that these tasks may be interrupted by other tasks with a higher priority.
Overhead when using a single MAC protocol
To measure the overhead of the MultiMAC stack when only a single MAC protocol is used, the performance of this stack is compared to that of the TinyOS and 'Passthrough' network stack. The 'Passthrough' stack is derived from the MultiMAC stack by replacing the HAL component with a component that passes the calls from the MAC protocol directly to the CC2420 Driver and vice versa. Unlike the TinyOS network stack, the Passthrough network stack has exactly the same code base as the MultiMAC stack, apart from the different HAL. Any difference in performance between these stacks is therefore the result of the multiplexing that is performed by the MultiMAC HAL.
To measure the overhead of the MultiMAC stack three different metrics are considered: throughput, delay (round trip time) and duty cycle. The duty cycle of the node is used as a measure for the energy efficiency of the network stack. Some MAC implementations allow the duty cycle to be configured by the user. The timings of the MAC protocol are then calculated based on the known overhead of the MAC implementation and network stack. For these tests however, the MAC protocols use fixed timings so the measured duty cycle can be used to compare the energy efficiency of the network stacks.
Throughput is measured by continuously sending maximum-sized data frames from one node to another over a single link, for 60 s. The number of successfully transmitted packets is recorded and this test is repeated 20 times. The delay is measured by sending 'ping' and 'ping-reply' messages between two nodes once every four seconds and recording the round trip time. This test is repeated 300 times. While measuring the round trip time, the duty cycles of both nodes are also measured. To this end both nodes are connected to a logic analyser which is able to capture the precise moments that the radio is turned on and off. After the round trip time had been measured for a specific test scenario, the duty cycle over the entire test run is calculated.
In Figure 3 the single-hop throughput measured between two nodes running either the TinyOS, Passthrough or MultiMAC stack is shown for the CSMA/CA, LPL-and TDMA MAC protocols. As with all following figures, the bars represent the average over all measured values while the whiskers represent the standard deviation.
As this figure shows, the MultiMAC and Passthrough network stack have a much higher throughput than the TinyOS network stack when the CSMA/CA and LPL-MAC protocols are considered. When the throughput of the MultiMAC stack is compared to that of the Passthrough network stack, it is shown that the throughput of the Passthrough network stack is only marginally larger than that of the MultiMAC stack for the CSMA/CA and LPL-MAC protocols (1.65% and 3.32% respectively). Figure 4 shows the round trip time measured between two nodes using either the CSMA/CA, LPL-or TDMA-MAC protocol. For the TDMA MAC protocol, the round trip time is highly dependent on which slot allocation is used. Therefore the round trip time was measured both with a slot allocation optimised for minimal delay and a slot allocation optimised for minimal energy consumption. As this figure shows, the Passthrough and the MultiMAC stack have almost the same round trip time for all three MAC protocols. Moreover the two network stacks outperform the TinyOS stack with both the CSMA/CA protocol and the LPL-MAC protocol. The relatively large standard deviation of the round trip times measured for the LPL-MAC protocol are explained by the fact that when using this MAC protocol nodes disable their radios for most of the time and it takes a variable amount of time to wake these nodes up. The duty cycle of the nodes is shown in Figure 5 . Since the duty cycle could only be measured over the entire test run of all round trip time measurements, only a single data point was collected for each test scenario and as a result there are no error bars shown in Figure 5 . Despite this, the true duty cycle should be accurately reflected since these values were measured over a relatively long time period. The duty cycle for the CSMA/CA MAC protocol was always almost 100% and is therefore not shown. For the LPL-MAC and TDMA MAC protocols, the duty cycle of the Passthrough network stack is almost exactly the same as that of the MultiMAC network stack. Moreover, both network stacks outperform the TinyOS network stack when only the LPL-MAC protocol is considered.
Multiple MAC protocol overhead
To measure the impact of running multiple MAC protocols on a single node, a test setup with three nodes is used whereby a single 'router node' routes packets between two 'end nodes'. When both end nodes use the same MAC protocol, the router node is equipped with the same MAC protocol and acts as a regular router. When the end nodes use different MAC protocols, the router node is equipped with both MAC protocols and acts as a virtual gateway. For these tests the round trip time is measured between the two end nodes. At the same time the duty cycle of the router node itself is also measured. By comparing the measurements for the case where only a single MAC protocol is used to the case where two MAC protocols are used, the overhead of running multiple MAC protocols can be determined. The measured round trip times are shown in Figure 6 . For each category, the first and third value show the round trip time when all three nodes are using either the first or the second MAC protocol. The middle value shows the round trip time when both MAC protocols are being used.
This figure shows that when a virtual gateway is used, in most cases the round trip time lies between the round trip times when only a single MAC protocol is used. The only exception is when the LPL-MAC protocol and TDMA MAC protocol (optimised for delay) are used. In that case the round trip time is 17% higher than when only LPL-MAC is used which is not negligible but still relatively small.
The measured duty cycle is shown in Figure 7 . As with the Single MAC tests, the duty cycle was almost 100% when CSMA/CA was used and these measurements are therefore not shown.
As can be seen in this figure, using more than one MAC protocol on a single node has a noticeable effect on the duty cycle. This increase in duty cycle is to be expected since there is more than one MAC protocol that may want to keep the radio enabled. Both when using a slot assignment optimised for delay and when using a slot assignment optimised for energy, the duty cycle is almost 10.5% higher than in the case where only the least energy efficient MAC protocol is used. Although this increased duty cycle needs to be taken into account when deploying virtual gateways, it does not make the use of virtual gateways infeasible. Moreover, the increase in power consumption resulting from this increased duty cycle is actually fairly small considering that a usual gateway would need to power two radio interfaces and would therefore consume at the very least the sum of the energy used by each individual MAC protocol. 
Network-wide performance evaluation
In order to get an indication of the effect that virtual gateways can have on the network-wide performance of the sensor networks connected through these gateways, a number of large-scale experiments were performed on a sensor network testbed. It should be noted that the effect of using virtual gateways largely depends on the application scenario, the deployment of the nodes and the resulting communication patterns of the networks. Deploying virtual gateways will, for instance, have little effect on the performance if they are not actually used to transmit packets between nodes of different networks. Given the wide range of applications for which sensor networks are deployed, it not possible to cover all possible application scenarios. The experiments discussed in this section therefore serve as an indication of how virtual gateways can influence the performance rather than a definitive study on all possible virtual gateway interactions. In these specific experiments we focus on a node-tosink scenario in which each sensor node generates data packets at a fixed interval and forwards these packets over the network to the sink node. Two sensor networks are deployed in the same wireless environment and two virtual gateway nodes are installed so packets can be routed over nodes of the other network. This allows the path length from the source nodes to the sink to be reduced. We consider two separate cases. In the first case, packets can be routed over nodes of the other network but must still be sent to the original sink of the network itself. In the second case, nodes can also send their packets to the sink of the other network which allows the path length to be reduced even further. Both cases are compared to the case where no virtual gateways are available and data can only be routed over nodes of the network itself. In this case packets can only be sent to the original sink of the network.
All experiments were performed on the w-iLab.t wireless testbed (Bouckaert et al., 2011) which contains several Tmote Sky sensor nodes deployed in an office building. For our experiments we used 54 sensor nodes deployed on a single floor. These nodes were separated into two networks of 27 nodes so each sensor network covers the entire floor. The sink nodes were placed at opposite ends of the building and the two virtual gateway nodes were chosen manually to be no more than two hops away from the sink nodes and to be maximally connected to nodes of the other network. This node deployment is shown in Figure 8 .
We consider the three different MAC protocols discussed in the previous section: CSMA/CA, LPL-MAC and TDMA. Network performance is measured using two metrics. As with the tests discussed in Section 3, the duty cycle of the nodes is used as a measure for the energy consumption. We also measure the 'delivery ratio' (the percentage of generated packets which are correctly delivered to the sink) as a measure for the networkwide reliability. Throughput is not measured because the stringent energy requirements usually found in largescale sensor networks causes the network load to be relatively low and as a result throughput is less relevant. We also wanted to measure the packet delay, but due to technical limitations this was not possible.
Delivery ratio
To measure the delivery ratio, testruns of 1 h are performed. During these testruns nodes send packets to the sink every 10 s and keep track of how many packets were sent and received. Based on this information the delivery ratio is calculated as the percentage of generated packets that were successfully received by the sink. Figure 9 shows the delivery ratio of the two networks when using either the CSMA/CA and LPL-MAC protocol, the LPL-MAC and TDMA protocol or the CSMA/CA and TDMA protocol. For each test case, two testruns are performed to cancel out any asymmetries between the networks. For instance in the CSMA/CA -LPL-MAC case, during the first testrun one network uses the CSMA/CA protocol and the other uses the LPL-MAC protocol while during the second testrun the MAC protocols are swapped. The values shown are the averages over the two testruns.
For the CSMA/CA -LPL-MAC case, there is a significant difference in delivery ratio between the MAC protocols used. When no virtual gateways are present, the delivery ratio when using the CSMA/CA protocol is only around 62% whereas the delivery ratio of the LPL-MAC protocol is almost 100%. This difference is a direct result of how the LPL-MAC protocol operates. I.e. LPL-MAC uses an uncoordinated sleeping scheme where nodes periodically check whether the channel is busy and are woken up by continuously re-transmitting the same packet until either an acknowledgement is Figure 8 The node deployment for the sensor testbed experiments Figure 9 Delivery ratio measured for two networks deployed in the same wireless environment. Each graph shows the delivery ratio measured for a different set of MAC protocols used received or a timeout occurs. This high amount of re-transmissions is not only responsible for the high delivery ratio of the LPL-MAC protocol but also creates a substantial amount of interference for less greedy MAC protocols, such as in this case the CSMA/CA protocol. Adding virtual gateways has a positive effect on the delivery ratio of packets originating from CSMA/CA nodes whereas the opposite is true for packets originating from LPL-MAC nodes. For CSMA/CA the delivery ratio is increased to 67% when data is routed to the original sink and 73% when data can also be sent to the sink of the LPL-MAC network. For LPL-MAC the delivery ratio is reduced to 95% when routing data to the original sink and 84% when also routing data to the sink of the CSMA/CA network. This is caused by the fact that virtual gateways only enable communication between MAC-heterogeneous sensor networks. They do not eliminate the interference that exists between the different MAC protocols of these networks. As a result the delivery ratio of CSMA/CA is still impacted by the interference from the LPL-MAC protocol. The decreased delivery ratio for the LPL-MAC network is therefore a direct result of the fact that packets originating from the LPL-MAC network are being sent over nodes of the less reliable CSMA/CA network. Likewise, the measured increase in delivery ratio for the CSMA/CA network is caused by CSMA/CA originated packets being forwarded over nodes using the more reliable LPL-MAC protocol. Similar observations can be made for the LPL-MAC -TDMA case. Without any virtual gateways in the wireless environment, the LPL-MAC protocol itself has a very high delivery ratio (99%) while having a significant impact on the delivery ratio of the TDMA MAC protocol, which only has a delivery ratio of 70%. When virtual gateways are installed, packets originating from the LPL-MAC network suffer a reduction in delivery ratio similar to the LPL-MAC -CSMA/CA case. When packets are routed to the original sink of the LPL-MAC network a delivery ratio of 95% is achieved. When packets are also routed to the sink of the TDMA network the delivery ratio drops to 84%. The TDMA protocol however does not react to the presence of virtual gateways in the same way that the CSMA/CA protocol does. When using virtual gateways the delivery ratio is only slightly different from the case where no virtual gateways are used. The delivery ratio drops to 69% when routing packets to the original sink of the TDMA network and increases to 71% when the sink of the LPL-MAC network is also used. This different reaction of the TDMA protocol to the interference caused by the LPL-MAC protocol may be due to the specific node deployment used. As shown in Figure 8 , the sink nodes are placed at opposite ends of the office floor while the nodes of both networks span the entire floor. As a result the TDMA nodes located nearest to the sink of the LPL-MAC have the most to gain from the deployment of virtual gateways since they are the furthest away from the TDMA sink. Given the fact that more packets are being transmitted in the immediate vicinity of the sink node than in the remainder of the network, these TDMA nodes are also the most affected by the interference from the LPL-MAC network. Consequently, packets sent from these nodes to the sink are more likely to be lost at the beginning of the routing path, than further along the routing path. This means that most packets are lost before they reach the virtual gateway and as a result the addition of virtual gateways to the wireless environment only marginally affects the delivery ratio of the TDMA network. Since all test cases use the same node deployment, this is also true for the LPL-MAC -CSMA/CA case. The main difference being that while CSMA/CA does have some mechanisms to cope with outside interference, such as clear channel assessments and acknowledgements, TDMA has none. As a result more packets reach the virtual gateway when CSMA/CA is used which results in a higher increase in delivery ratio when enabling virtual gateways.
The measurements obtained for the CSMA/CA -TDMA case show that these protocols are much more reliable when used together than in combination with the LPL-MAC protocol. When no virtual gateways are present, the CSMA/CA network achieves a delivery ratio of 98% while the TDMA network has a delivery ratio of 94%. This is caused by the fact that these protocols are less greedy than the LPL-MAC protocol and thus cause less interference to one another. When virtual gateways are installed the delivery ratio of both networks is lower than when no virtual gateways are used. This is most likely caused by the fact that for these experiments only two virtual gateways were installed. This means that all traffic that is passed between the two networks is routed over these two nodes and as a result there is more interference between the two MAC protocols in the neighbourhood of the virtual gateways. Despite this, the delivery ratio only decreases to 96% for packets originating from the CSMA/CA network and 92% for packets originating from the TDMA network when packets are routed to the original sinks of the networks. When packets are sent to the nearest sink this loss of delivery ratio is partially compensated by the fact that shorter routing paths are available. This results in a delivery ratio of 96,5% for packets originating from the CSMA/CA network and 92,5% for packet originating from the TDMA network.
Duty cycle
As with the experiments discussed in Section 3, the duty cycle of the nodes is used as a measure for the energy efficiency. The duty cycle of the nodes was measured while performing the delivery ratio experiments discussed above. Afterwards, the duty cycle of the network was calculated as the average duty cycle of all the nodes in the network. Since it was not possible to attach a logic analyser to each of the 54 sensor nodes, the CC2420 driver was modified to allow each node to keep track of its own duty cycle. Unfortunately this means that the duty cycle can only be measured with the clock available on the sensor node itself and as a result the granularity of the measured radio on/off times is reduced from 16 MHz to 32 KHz. Despite this, the duty cycle measurements should still be sufficiently accurate since the granularity of the clock remains relatively large compared to the measured radio on/off intervals which are typically between 6 ms and 100 ms. Moreover the duty cycle was measured over a prolonged period of time (1 h). The duty cycles measured are shown in Figure 10 . As with Figure 9 , each value shown is the average over two individual testruns.
In the LPL-MAC -CSMA/CA case, the duty cycle of the CSMA/CA network is 100% regardless of whether virtual gateways are used or not. This is because this MAC protocol never disables the radio. When the duty cycles measured for the LPL-MAC network are considered, it is clear that the addition of virtual gateways has a negative effect on the energy efficiency. The average duty cycle in the LPL-MAC network rises from 34% when no virtual gateways are present to 37,5% when virtual gateways are used in combination with the original sinks of the networks. As discussed in Section 4.1 the limited amount of virtual gateways used for these experiments creates a number of 'hot spots' in which there is an increased amount of traffic and interference between the MAC protocols. Since the LPL-MAC protocol is sensitive to the amount of activity on the channel when it comes to energy consumption, these hot spots have a negative effect on the overall duty cycle of the LPL-MAC network When packets are routed to the nearest sink instead of the original sink however the duty cycle of the LPL-MAC network drops to 35%. In this case the shorter routing paths partially compensate for the increase in energy consumption caused by routing over only two virtual gateways.
When the CSMA/CA and TDMA protocols are used, the duty cycle of the CSMA/CA network is, again, 100% in all cases while the duty cycle for the TDMA MAC protocol increases from 5% when no virtual gateways are present to 6.5% when virtual gateways are used in combination with the original sinks and 7.5% when packets are also routed to the other sink. The increase in energy consumption for the TDMA network is a direct result of the fact that additional slots are allocated to allow the additional traffic from the CSMA/CA network to be routed over nodes in the TDMA network.
Finally we consider the case where the LPL-MAC protocol is used together with the TDMA MAC protocol. As shown in Figure 10 deploying virtual gateways seems to have a positive effect on the energy consumption of both networks. The LPL-MAC network has a duty cycle of 38.5% in the case that no virtual gateways are present. When virtual gateways are installed the duty cycle drops to 36% in the case that packets are routed to the original sink and 35% if packets are also routed to the other sink. For the TDMA network the duty cycle increases from 4% to 4.5% when packets are routed over the virtual gateways to the original sink, but when packets are routed to the nearest sink the duty cycle drops down to 3.5%. This reduction in energy consumption however comes at a cost. As discussed in Section 4.1, for this scenario the delivery ratio of the networks is also reduced when virtual gateways are installed. Since a lower delivery ratio results in less traffic, the duty cycle is also reduced.
Result analysis
The main result of the performed experiments is that although virtual gateways enable the communication between MAC heterogeneous sensor networks, this does not automatically lead to a more optimal operation of the network. For the specific application scenario investigated here, virtual gateways do allow for shorter paths to be used but there is a significant impact on the network-wide reliability of these networks (up to 17% loss) and for most test scenarios the energy usage was also increased by the presence of virtual gateways. This is mostly due to the fact that the application scenario and node deployment chosen for these experiments did not take into account the effects of the interference that exists between nodes using different MAC protocols. Given, for instance, the effect that the LPL-MAC protocol has on the delivery ratio of the CSMA/CA and TDMA protocols, choosing routes which avoid inter-network interference as much as possible could have resulted in a better performance. Instead a node deployment was used in which the nodes of the networks are evenly distributed over the same office floor, which guarantees that each node suffers from the effects of interference regardless of which routes are chosen. Moreover, we only used a limited number of gateway nodes since, as discussed in Section 3.3, using a node as a virtual gateway incurs a certain performance overhead. In hindsight, it would have been better to deploy more virtual gateways since limiting the number of virtual gateways created 'hot spots' in the wireless environment in which interference between the MAC protocols is increased even further. The lesson to be learned from these experiments therefore is that virtual gateways do not remove the interference that exists between different MAC protocols and that great care must be taken in determining both the location and the amount of virtual gateways used.
Conclusion and future work
In this paper we have investigated the feasibility of using Virtual Gateways to enable connectivity between MAC heterogeneous sensor networks. To this end a network stack capable of running multiple MAC protocols (MultiMAC) was developed in TinyOS for the Tmote Sky platform. We have shown that this MultiMAC stack is Flexible and Extensible enough to support a wide variety of MAC protocols and that its Overhead compared to other network stacks is minimal. Given the fact that the MultiMAC stack was developed for an extremely resource constrained sensor node it should not only be feasible to use Tmote Skys but also a wide range of more recent and less resource constrained nodes as virtual gateways. The experiments discussed in Section 4 however, clearly show that great care should be taken when deciding when, where and how many virtual gateways should be used. Future work will therefore focus on determining the optimal amount and optimal location of virtual gateway nodes to enable connectivity between sensor networks.
