In this paper we study adaptive discretization of the iteratively regularized Gauss-Newton method IRGNM with an a posteriori (discrepancy principle) choice of the regularization parameter in each Newton step and of the stopping index. We first of all prove convergence and convergence rates under some accuracy requirements formulated in terms of four quantities of interest. Then computation of error estimators for these quantities based on a weighted dual residual method is discussed, which results in an algorithm for adaptive refinement. Finally we extend the results from the Hilbert space setting with quadratic penalty to Banach spaces and general Tikhonov functionals for the regularization of each Newton step.
Introduction
Parameter identification problems in partial differential equations (PDEs) can often be written as nonlinear ill-posed operator equations
where F is a nonlinear operator between Hilbert spaces Q and G and where the given data g δ is noisy with the noise level δ:
Throughout this paper we will assume that a solution q † to (1) exists. In case of inverse problems for PDEs, F is the composition of a parameter-to-solution map S : Q → V q → u with some measurement operator
where V is an appropriate Hilbert space. Here, we will write the underlying (possibly nonlinear) PDE in its weak form:
For q ∈ Q find u ∈ V : A(q, u)(v) = (f, v) ∀v ∈ W ,
where u denotes the PDE solution, q some searched for coefficient or boundary function, and f ∈ W * is some given right hand side in the dual of some Hilbert space W . We will assume that the PDE (3) and especially also its linearization at (q, u) is uniquely and stably solvable.
For the stable solution of (1) with noisy data, we consider the iteratively regularized Gauss-Newton method (IRGNM) first of all (section 2) in the reduced form
or equivalently q k,δ ∈ arg min q (Tα k (q)) = arg min
(see, e.g., [1, 17] and the references therein). For some all-at-once formulations of the IRGNM we refer to [16] (part II of this paper). The regularization parameter α k and the overall stopping index k * have to be chosen in an appropriate way in order to guarantee convergence. We will here use an inexact Newton / discrepancy principle type strategy, as it has been shown to yield convergence of the IRGNM even in a Banach space setting in [18] , see also [13] for a convergence analysis in a still more general setup but with different parameter choice strategies for α k and k * .
Our aim is to consider adaptively discretized versions of the formulations (4) defined by replacing the spaces Q, V , W with finite dimensional counterparts Q h , V h , W h (using possibly different discretizations of V, W in (9) and (8)). These should be sufficiently precise so that the convergence results from the continuous setting can be carried over, but save computational effort by using degrees of freedom only where really necessary. For this purpose we will make use of goal oriented error estimators ( [2, 3] ), that control the error in some quantities of interest I, which are functionals of the variables q, u, w (see (7)- (9) below). We follow the concept proposed in [10] , where an inexact Newton method for the computation of a regularization parameter according to the discrepancy principle is combined with adaptive refinement using goal oriented error estimators. While [10] is limited to linear inverse problems, in [15] the idea has been extended to the nonlinear case. Different from [15] , we do not treat the nonlinear problem directly here, but use an iterative solution algorithm, the iteratively regularized Gauss-Newton method (4), (5) and treat a sequence of linearized problems instead.
The remainder of this paper is organized as follows. In Section 2 we formulate the Newton step equation as linear quadratic optimal control problem and derive its discretization together with certain quantities of interest, whose precision will be crucial for obtaining convergence results for the overall regularized Newton iteration. This will be substantiated in the convergence and convergence rates results provided in the subsections 2.1 and 2.2. Subsection 2.3 describes computation of the required error estimators by a goal oriented approach and Subsection 2.4 provides the full algorithm. The method and its analysis is extended to a setting with general data misfit and regularization terms in Subsection 2.5. We conclude with a few remarks in Section 3.
Reduced form of the discretized IRGNM
We consider the iteration rule (4) for solving the optimization problem
where the regularization parameter β k is updated in each Gauss Newton iteration according to an inexact Newton method guaranteeing a relaxed version of the discrepancy principle (see Step 15 in Algorithm 3, [10, 15] ). Note that although the domain D(F ) might be a strict subset of Q, we need not explicitly restrict q to D(F ) in this minimization, since we will assume that D(F ) contains a ball of radius ρ around q0 and prove that all iterates remain in this ball, cf. (33). So minimizers over D(F ) will automatically be minimizers over Q. We start with a detailed description of a single iteration step (4) for fixed (discretized) previous iterate q δ,k−1 = q old ∈ Q in a continuous and later in the discretized setting actually used in computations, along with the quantities of interest required in error estimation and adaptive refinement.
We formulate the optimization problem (6) as optimal control problem
since for a solution q δ,k of (6) (q δ,k , S(q old ), S ′ (q old )(q δ,k − q old )) solves (7)- (9) . In most of this section we omit the superscript δ (denoting dependence on the noisy data) in order to be able to better indicate the difference between continuous and discretized quantities.
We consider the following quantities of interest
i.e. we assume the knowledge about error estimates
where q h , u old,h , w h is a discrete approximate solution to (7), which will be concretised in the following. The error bounds η1, η2 and η3 will be estimated using goal oriented error estimators cf. Section 2.3.
Additionally we define the functionals
which can be seen as reduced versions of (10), since for a solution (q, u old , w) of (7)-(9) and
there holdsĨ
The (continuous) quantities of interest in the k-th iteration step are then defined as follows: For a solution (q k , u k old , w k ) of (7) for given q old = q k old and β = β k and u k fulfilling
in the k-th iteration let
To formulate the quantities of interest (10) for a discrete setting, we consider finite element spaces Q h , V h , W h to Q, V, W , and S h denotes the discrete solution operator of the state equation. The discretized version of the optimal control problem (7) for given q old ∈ Q h can then be formulated as
subject to
Equation (17) is equivalent to u old = S h (q old ) and (18) is equivalent to w = S ′ h (q old )(q − q old ), such that the reduced form of (16) reads
with
Remark 1. One can think of using different discretizations (V h , W h ) for (17) and (Ṽ h ,W h ) for (18) (see Algorithm 1), which we do not indicate here in order to avoid a too complicated setup that would probably not lead to much gain in computational efficiency.
Then the discrete quantities of interest in the reduced form (i.e. the discrete counterparts to (11) ) are defined by 
Correspondingly, the discrete quantities of interest in the k-th iteration step (i.e. the discrete counterparts to (15) 
where we introduced the notation h k (replacing h), denoting the discretization in step k, in order to distiguish between the possibly different discretizations during the iterative process in the following. Note that the norms in G and in Q (and later on also the one in V ) as well as the operator C and the semilinear form a : Q × V × W → IR defined by the relation a(q, u)(v) = A(q, u), v W * ,W (where ., . W * ,W denotes the duality pairing between W * and W ) are assumed to be evaluated exactly.
At the end of each iteration step we set
Remark 2. The sequence of iterates we actually consider is the discrete one (q k h k ) k∈IN , which we also update according to (22) . Besides that, for theoretical purposes we keep a sequence of continuous iterates (q k ) k∈IN , where each member q k of this sequence emerges from a member Figure 1 . One of the reasons for the necessity of considering this auxiliary continuous iterates is the key inequality (34) in the proof of the convergence theorem below, which makes use of minimality
Figure 1: Sequence of discretized iterates and auxiliary sequence of continuous iterates of the iterate q k in all of Q (and not only in the finite dimensional subspace Q h ) thus allowing for comparison to the infinite dimensional exact solution q † . We stress once more that the discretization may be different in each iteration, as indicated by the superscripts h k , h k−1 here. In order to keep the notation readable we will suppress the iteration index k in the superscript h k whenever this is possible without causing confusion.
Remark 3. In view of (22) and the last two identities in (13) one might think that I
G are the same, but this is not the case, since there holds indeed u
old ) for h = h k , i.e. with respect to the discretization from step k, but
for h = h k+1 , i.e. with respect to the discretization from step k + 1. Due to the possibly different discretizations, in general there holds
are not the same, because
see Figure 1 .
Remark 4.
Note that even the discretizations h k for fixed k can differ in the different quantities of interest during one Gauss Newton iteration cf. Algorithm 1. Tracking the proof of the main convergence result Theorem 1 the reader can verify that only I k 1,h and I k 2,h have to be evaluated on the same mesh, since in the proof we will need the identity
which is guaranteed by assuming exact evaluation of the Q-norm q
In order to assess and -by adaptive refinement -to control the differences
between the exact quantities of interest and their counterparts resulting from discretization, we will make use of goal oriented error estimators, which will be explained in more detail in Section 2.3. We select β k according to an inexact Newton condition (cf. [11, 20] ) which can be interpreted as a discrepancy principle with "noise level"θI
i.e.,θ
. Note that this regularization parameter can be computed in an efficient manner according to [10] , see Theorem 1 there. We mention in passing that the latter would as well allow us to use the continuous version I k 2 in (25), but we prefer to formulate the condition with the discretized actually computed quantities anyway.
The overall Newton iteration is stopped according to a generalized discrepancy principle
In our convergence analysis we will use the following weak sequential closedness assumption on F :
for all {qn} n∈N ⊆ Q together with the tangential cone condition (also often called Scherzer condition)
for some ρ > 0, 0 < ctc < 1, which are both typical conditions in the analysis of regularization methods for nonlinear ill-posed problems cf., e.g., [9, 17] and the references therein.
Convergence
Theorem 1. Let F satisfy the weak sequential closedness condition (27) and the tangential cone condition (28) with ctc < 
Finally, let for the discretization error with respect to the quantities of interest (24) hold, where η
for some constants c1, c2, c3 > 0, and a sequence r k → 0 as k → ∞ (where the second condition in (32) is possible due to the right inequality in (29)).
Then with β k and h = h k fulfilling (25) and k * selected according to (26) there holds (i) For any solution q † ∈ Bρ(q0) of (1)
(ii) k * is finite,
converges (weakly) subsequentially to a solution of (1) as δ → 0 in the sense that it has a weakly convergent subsequence and each weakly convergent subsequence converges strongly to a solution of (1) . If the solution q † to (1) is unique, then q k * old converges strongly to q † as δ → 0.
Proof. (i): For k = 0, (33) trivially holds. For all 1 ≤ k < k * and any solution q † of (1) we have by (24) and minimality of q
In here, according to (2), (26) and (28), as well as the inequaltity (a + b)
for arbitrary a, b ∈ IR we can estimate as follows
On the other hand, from (23), (25) it follows that
which together with the previous inequality and (30) gives
which implies (33).
(ii): Furthermore, for all 1 ≤ k < k * we have by the triangle inequality as well as (28) and (25)
hence by (a + b)
which implies
With (24) and (32) we can further deduce
With the notation
there follows recursively
Note that by the second part of (31), the second part of (32) and the fact that r k → 0 as k → ∞ (by definition of r k ) , we have c
if the discrepancy principle never got active (i.e., k * = ∞), the sequence (I 
has a weakly convergent subsequence (q k * (δ l ) old ) l∈N and due to the weak sequential closedness of F and (40) the limit q * ∈ Bρ(q0) of every weakly convergent subsequence is a solution to F (q) = g. Strong convergence of (q k * (δ l ) old ) l∈N to q * follows from the standard argument
Q by weak convergence (with ., . Q denoting the scalar product in Q), where we have used the fact that in (33) we can replace q † by q * since the latter solves (1).
Remark 5. Note that estimate (34) can alternatively be obtained by using stationarity instead of minimality of q k (which is equivalent by convexity):
(with ., . G denoting the scalar product in G).
hence by Cauchy-Schwarz and ab ≤ 1 2
Convergence rates
To prove convergence rates we will consider Hilbert space source conditions
Using estimate (33) from the proof of Theorem 1, as well as the definition of the stopping index according to the discrepancy principle, we can therefore make use of Theorem 1 in [15] to obtain Theorem 2. Let the conditions of Theorem 1 and additionally the source condition (41) for some function f with (42) be fullfiled.
Then there exists aδ > 0 and a constantC > 0 independent of δ such that for all δ ∈ (0,δ]
where
Proof. The assertion follows from Theorem 1 in [15] using the estimate (33) and
Remark 6. If f satisfies the condition
then for all C > 0 the inequality
holds, which implies that we can conclude from (44) the optimal rates
The restriction (45) corresponds to the typical saturation phenomenon of Tikhonov regularization in combination with the discrepancy principle , see e.g., [9] .
Computation of the error estimators
The computation of the error estimators η is done similarly to [10] . The only difference lies in the fact that in I k 1 we have three variables subject to discretization, namely q, u old and w instead of only two (q and u) as usual, which leads to the following error estimators. In this section we omit the iteration index k for simplicity.
Error estimator for I 1
Since the dependence on β is not important for error estimation, we neglect β as argument and consider
and define the Lagrange functional
Then there holds
for an arbitraryx h ∈ X h and
Proof. cf. [10] and [2] .
Explicitly such stationary points can be computed by solving the equations
and their discrete counterparts. Obviously, we do not actually compute continuous stationary points, but (as in [10] ) we choosex h = i h x with a suitable interpolation operator i h : X → X h and approximate the interpolation error using an operator π h : X h →X h withX h = X h , such that x − π h x h has a better local asymptotical behavior than x − i h x. Then the error estimator η1 for I1 can be computed as
Remark 7. Please note that the equations (48) / (49)-(55) are solved anyway in the process of solving the optimization problem (7)-(9).
Error estimator for I 2
We consider
and for x1 := (q1, u old,1 , w1, v1, v 1 old ) ∈ X we define the Lagrange functional
Then there holds a similar result to Proposition 1 for the difference I(u old , w) − I(u old,h , w h ) for stationary points y = (x, x1) ∈ X × X and
). Such a discrete stationary point y h can be computed by solving the equations (48)/(49)-(55) and
(where dx = (dq, du old , dw, dv, dv old )). The error estimator η2 for I2 can then be computed by
Remark 8. To avoid the computation of second order information in (56) we would like to refer to [3] , where (56) is replaced by an approximate equation of first order.
Error estimator for I 3
For I3 we again proceed similarly to the sections 2.3.1 and 2.3.2, i.e. we consider
and define the Lagrangian
As there holds again a similar results to Proposition 1, we compute a discrete stationary point χ h = (x h , x 2 h ) ∈ X h × X h of N by solving the equations (48)/(49)-(55) and
and compute the error estimator for I3 as
Error estimator for I 4
Different to the other error estimates, the bound on the error in I4 only appears in connection with the very weak assumption η k 4 → 0 as k → ∞, which may be satisfied in practice without refining explicitly with respect to η4, but simply, by refining with respect to the other error estimators η1, η2, and especially η3. Another way to make sure that η k 4 → 0 as k → ∞, is, of course, to refine globally every now and then, although this is admittedly, not a very efficient solution.
If one doesn't want to rely on such practically motivated speculations and actually wants to compute an error estimator for I4, one has to include the decoupled constraint
in the definition of the Lagrangian L in subsection 2.3.1. In that case we redefine the Lagrange functional L in subsection 2.3.1 as
and the spaces X := Q×V ×V ×W ×W ×V ×W and
and define the auxiliary Lagrange functional 
and compute the error estimator η4 for I4 by
Algorithm
As mentioned and justified in Subsection 2.3.4, we neglect η In order to verify the condition (30) more easily, we split (30) into
and
Additionally we combine the inequality in (31), the first inequality in (32) and (59), since there holds I (60) we check whether
Thus, as a combination of the inequality in (31), (61) and (59), we formulate
Algorithm 1. Reduced form of discretized IRGNM 1: Choose τ , τ β ,τ β ,θ,θ such that 0 <θ ≤θ < 1 and (29) holds ,θ = (θ +θ)/2 and max{1 ,τ β } < τ β ≤ τ and choose the constants c1, c2 and c3, such that the second part of (32) is fulfilled. Refine grids according to the error estimator η 0 3 , such that we obtain a finer discretization h 1 0 .
7:
Determine
10:
Set h = h 1 k .
11:
With q k old , u k old fixed, apply Algorithm 3 starting with the current mesh h(= h
12:
Set h = h 2 k .
13:
Evaluate error estimator η
14:
while (58) is violated do
16:
Refine grids according to the error estimator η k 1 , such that we obtain a finer discretization h 3 k .
17:
Set h = h 3 k .
18:
With
19:
Determine u
∀v ∈ W h .
20:
Set q
21:
according to (21) and the error estimator η
22:
while (62) is violated do
23:
Refine grid according to the error estimator η k+1 3
, such that we obtain a finer discretization h 4 k .
24:
Determine u 
Evaluate i ′ h (cf. [10] ).
6:
Evaluate error estimator for i(β) = I(w(β)) with I : w → I2(u k old , w) (cf. [10] ).
7:
Evaluate error estimator for i ′ (β) = d dβ I(w(β)) (cf. [10] ).
8:
while accuracy requirements (cf. [10] ) are violated do
9:
Refine with respect to the corresponding error estimator.
10:
Compute a Lagrange triple x h = (q h , w h , z h ) to (63).
11:
Evaluate
.
12:
13:
14:
15:
Update β according to an inexact Newton method (cf. [10] 
16:
17:
G . Remark 9. Algorithm 3 corresponds to the algorithm from [10] with the following replacements:
in [10] here
With respect to loops and the solution of PDEs and optimization problems, the algorithm has the following form. Apply algorithm from [10] , i.e.
3:
while · · · (Iteration for β k ) do
4:
Solve linear-quadratic optimization problem (i.e. solve linear PDE).
5:
Update β and refine eventually.
6:
Solve nonlinear PDE. In contrast with the nonlinear Tikhonov method
investigated in [15] (cf. algorithm 5 below), we have one additional loop, but we only have to solve a linear-quadratic optimization problem instead of a nonlinear problem. On the other hand, we still have to solve (at least) one nonlinear PDE in each outer loop. For this reason we doubt whether algorithm 1 pays off with respect to computation time as compared to the method in [15] . Therefore we do not implement this algorithm, but consider more efficient modifications in [16] (part II of this paper). Solve nonlinear optimization problem (i.e. solve nonlinear PDE).
3:
Extension to more general data misfit and regularization terms
Motivated by the increasing use of nonquadratic, non-Hilbert space misfit and regularization terms for modelling, e.g., sparsity of the solution, or non-Gaussian data noise (cf., e.g., [19, 6] for Tikhonov regularization, and [13] for the IRGNM), we now extend our results to a more general setting. To this purpose we consider a more general version of (16):
with quantities of interest (cf. (10))
and its discrete counterparts (cf. (19))
(cf. (21)). The data misfit and regularization functionals S and R should satisfy Assumption 1. Let S : G × G → IR and R : Q → IR have the following properties:
1. The mapping y → S(y, g δ ) is convex.
2. S is symmetric, i.e. S(y,ỹ) = S(ỹ, y) for all y,ỹ ∈ G.
3. S is positive definite, i.e. S(y,ỹ) ≥ 0 and S(y, y) = 0 for all y,ỹ ∈ G.
4. For all y,ỹ, y ∈ G there exists a constant cS such that S(y,ỹ) ≤ cS (S(y,ŷ) + S(ŷ,ỹ)).
5. The regularization operator R is proper (i.e. the domain of R is non-empty) and convex.
where the domain of an operator R : M → IR should be understood as
Remark 10. In fact, it suffices to require S(y, y) = 0 only for y = g, i.e. for the exact data in Item 3 in Assumption 1, but since Item 3 is a more "natural" assumption in terms of general operator properties, we stick with the stronger assumption Item 3.
We refer once more to [13] where convergence and convergence rates for the IRGNM have already been established in an even more general (continuous) setting and mention that we here consider a somewhat simpler situation with stronger assumptions on S, R, since our main intention is to demonstrate transferrability of the adaptive discretization concept. Moreover note, that we rely on a different choice of the regularization parameter here. The results obtained here will allow us to easily establish convergence rates results for an exact penalty formulation of an all-at-once formulation of the IRGNM in [16] (part II of this paper).
Although we will, again, restrict ourselves to Hilbert spaces in the next sections, at this point we discuss convergence in a Banach space setting to emphasize the generality of the subsequent results. To this purpose we introduce the Bregman distance
with some ξ ∈ ∂R(q) ⊂ Q * , which coincides with
2 Q and ξ = q † − q0 in a Hilbert space Q. Well-definedness (i.e. for every g δ ∈ G and β k > 0 there exists a solution q k h k to (66)) and stable dependence on the data (i.e. for every fixed β k > 0 the solution q h k k depends continuously on g δ ) can be shown under the following assumptions (cf., e.g., Assumption 1.32 in [19] or Remark 2.1 in [13] ) Assumption 2.
1. Q and G are Banach spaces, with which there are associated topologies τQ and τG, which are weaker than the norm topologies.
2. The mapping y → S(y, g δ ) is sequentially lower semi-continuous with respect to τG. 
is τQ-sequentially compact in the following sense: every sequence (qn)n∈IN in C(C) has a subsequence, which is convergent in Q with respect to the τQ-topology.
For well-definedness of the a posteriori chosen regularization parameter β k we refer to Lemma 1 and Theorem 3 in [18] . [18, 14, 19] .
Consistently the conditions (27) and (28) on F are generalized to the following two assumptions.
Assumption 3. Let the reduced forward operator F be continuous with respect to τQ,τG and satisfy (qn
Assumption 4. Let the generalized tangential cone condition
hold for all q,q ∈ Q in a neighborhood of q0 for some 0 < ctc < 1.
Moreover, the source condition (41) is replaced by Assumption 5. for all q ∈ D(F ) hold .
Based on this groundwork, we can now formulate a convergence theorem similar to Theorem 1: Theorem 3. Let Assumption 2 be satisfied, let q † ∈ Bρ(q0) be a solution to (1) and let F be continuous and satisfy Assumption 3, Assumption 4 with ctc sufficiently small. Let, further, τ > 0 be chosen sufficiently large such that cS cS c 
as well as (31), the first part of (32) and hold for some constants c1, c2, c3 > 0, and a sequence r k → 0 as k → ∞, where (73) is possible due to the right inequality in (70).
converges (weakly) subsequentially to a solution of (1) as δ → 0 in the sense that it has a τQ convergent subsequence and each τQ convergent subsequence converges to a solution of (1) . If the solution q † to (1) is unique, then q k * old converges with respect to τQ to q † as δ → 0.
Proof. The proof basically follows the lines of the proof of Theorem 1, where we have to replace the specific fitting and regularization terms by S and R:
(i): For all k < k * and any solution q † of (1) we have by (24) and minimality of q
≤ cS cS c (ii): Furthermore, for all k < k * we have by the triangle inequality as well as Assumption 4 and (25)
≤ cS I 
Conclusions and Remarks
In this paper we consider the iteratively regularized Gauss-Newton method and its adaptive discretization by means of goal oriented error estimators. Our aim is to recover convergence as in the continuous setting for discretized hence approximate computations. The key result is that control of a small number (four) real valued quantities per Newton step suffices to guarantee convergence and convergence rates. While we have studied the problem in a reduced form here, using the parameter-to-solution map, the related paper [16] (part II of this paper) develops and studies all-at-once formulations. Numerical tests are provided in part II of this paper [16] .
