To measure the amplification, we normalized the SFAP amplitude along the channel and averaged the recordings. The same analysis was done on the SNR and the SFAP width. Recordings were done in channel with different length (4-10 mm). SFAP were propagating from 0 to 100 % of the channels length. For 5 and 6 mm, the number of electrode and spacing varied as indicated. Estimated position of maximum SNR for each channel length is indicated with a red dashed line. Error bars: pooled standard error. 4 mm: n = 22, 5 mm / 4 electrodes: n = 16, 5 mm / 5 electrodes: n = 23, 5 mm / 6 electrodes: n = 19, 5 mm / 7 electrodes: n = 17, 6 mm / 5 electrodes: n = 15, 6 mm / 6 electrodes: n = 25, 6 mm / 7 electrodes: n = 24, 6 mm / 8 electrodes: n = 22, 10 mm / 8 electrodes: n = 16, each repeated 10x Supplementary Table 1 -Platform design and number of recorded sample. Summary of ten platforms used in the VSR experiment and number of recorded SFAP per design (#SFAP). First and last electrode were placed 0.5 mm away from the channel ends in 4, 5 and 6 mm long channel. First and last electrode were placed 1.5 mm away from 10 mm channel ends. 30 SFAP were recorded in each platform and signal with a velocity > 60 ms -1 or containing multiple spike were discarded. Maximal amplification was reached at electrode E max .
Supplementary Figure 3 -Amplitude, SNR and width across the channel. a, Ranges of width, amplitude and SNR mid-channel (extracted on the electrode giving the highest SNR, see Supplementary  Table 1) were measured in correlation with the velocity. Width and amplitude are correlated to the velocity through a power function (Supplementary Table 2) 1 . We applied a fit accordingly. Error bar: standard deviation. b, Comparison of our data (black dots) with SFAP recording from Fitzgerald et. al (blue dots, adapted from 1 ) for 10 mm long microchannels with a 10'000 µm 2 cross-section. The grey line shows the fit obtained in 1 . Dashed lines were added to delimit the area of amplitude-velocity inside which SFAP should lye. Most of our data is contained inside that area, suggesting that we obtained SFAP. Three outliers, probably containing superimposed spikes, are evidenced (circled in red). Note: the direct comparison of the amplitude was possible thanks to the filters being used. Figure error Supplementary Figure 4 -Model development. a, Illustration of the calculation of the velocity quality factor given in Supplementary Equation 2 . v is the propagation velocity corresponding to the drawn IVS. v + and v -are the velocity at which the IVS is attenuated of α. b, Results of Q v calculation. Q v was measured in function of AP amplitude, width and velocity as well as electrode number and pitch using simulated data (without added noise). The varying factor is indicated on the x-axis. When kept constant, values were set as followed: width = 0.15 ms, velocity = 15 ms -1 , pitch = 1 mm, number of electrode = 8. Q v fit were done for each curve. The goodness of fit was calculated using the R-squared of the fit: R 2 . Q v is a linear function of ! ! , width, amplitude, N E and pitch (R 2 = 0.93 -1.00). c, In order to measure the SR as a function of SNR, we simulated 10 repetitions of SFAP with added Gaussian white noise to mimic experimental data. We repeated the simulation in order to calculated the SR s average of 10 trials. For each simulated SNR, we varied the velocity (5 -60 ms -1 ) in order to investigate potential interaction effect (between the SNR and the velocity). All other simulation parameters were kept constant with the same values as in a. Error bars: pooled standard error (n = 10, each repeated 10x). Figure 5 -Standardized half effect of model coefficients. Coefficients, expressed as half effect, obtained with experimental data are different than with simulated data; the velocity is twice less influent and the effect of the pitch and the number of electrodes are not significant. In order to test if this difference was due to an over fit of the experimental data, we splitted the dataset in two and fit the model coefficients on each. As half-effects were similar in all case, we discarded the eventuality of an over fit. Error bars: 95 % confidence interval. Figure 6 -Goodness of fit between predicted and measured data. The experimental success rate (SR e ) was compared to prediction obtained with our SR model using the R-squared of the fit: R 2 . Using coefficients a i rising from model fit of experimental data lead to a better prediction (R 2 = 0.62) than using the coefficients obtained through a fit of simulated data (R 2 = 0.50). SR fit,e : success rate from fit on experimental data, SR fit,s : success rate from fit on simulated data. Nerve signals after each electrical stimulation were isolated in a 8 ms window and concatenated. Windows started 1 ms after the electrical stimulation to remove stimulation artifacts. Light pulse were illuminating electrode E4. b, Averaged data for all recordings. MUAP obtained at the end of the heating phase (Heat) and the cooling phase (Control) were averaged across light pulses (applied 3 times per rootlet). MUAP initially propagated as a single wave (E1) and spread out downstream into 2-3 spikes. On electrode E7, we can observe a stronger inhibition of spikes that have a propagation delay > 4 ms. We used this delay to distinguish between slow and fast fibers (see Supplementary Fig. 9 ). The heat increased the white noise on ITO electrodes (electrode E4, E5 and E6, see arrows), and therefore these recordings were discarded from the data analysis.
Supplementary

Supplementary Figure 9 -Calculation of NSD integration interval for fast and slow fibers. a,
Experimental and theoretical relation between spike delay and velocity. Nerve signal from ventral L5 rootlet were elicited at room temperature and at 37°C. Nerve signal of rootlet from dorsal S1 were elicited at room temperature. Spike delay at E7 were measured in SFAP and MUAP and plotted against their corresponding velocities using Supplementary Equation 14 (with d = 13.5 mm). Experimental data fit lead to t rise = 0.74 ms, therefore validating our approximation. R 2 : R-squared of the fit. b, Integration interval of slow and fast fibers in function of the electrode position. We used Supplementary Equation 14 to calculate propagation delay at each electrode for velocities between 1 and 9 ms -1 . The values of t threshold correspond to a velocity of 5 ms -1 . Since a SFAP has an average duration of 1 ms, the band around t threshold was removed in order to avoid analyzing SFAPs that could be overlapping the slow and fast NSD; integration of fast fiber started 1 ms after the stimulation to remove the channel entry artefact and stopped 0.5 ms before t threshold . Integration of slow fibers started 0.5 ms after t threshold and stopped at the end of the MUAP, when down to 2 µV. 
Supplementary Figure 11 -Calculation of NSD and statistical analysis.
Average of the four rootlets across the factors "fiber type" (2x) and "electrode" (5x) There was no significant effect of heating/cooling cycle repetitions (p = 0.983, indicated in Supplementary Table 4 ) and no significant interaction between heating/cooling cycle and illumination (p = 0.221, indicated in Supplementary Table 4 ), suggesting that the inhibition effect was reversible and repeatable. Error: pooled standard error (n = 4, each repeated 10x).
Supplementary Methods
Building a VSR performance model using preliminary SFAP simulation Modeling and statistics were done in MATLAB 2016b. In this study, we were interested in understanding how fabrication parameters would influence the performance of the VSR algorithm and which SFAP velocities could be measured accurately as a function of their waveform characteristics. SFAP were simulated using a trans-membrane action potential function 2 :
where and determine the SFAP amplitude and width at half prominence, and the SFAP waveform (here we used = 1 and obtained monophasic spikes). Donaldson group defined the velocity quality factor ( ! ) to assess the performance of the VSR algorithm. 2 It is the ratio between the propagation velocity, , and the intrinsic velocity spectrum (IVS) width at a fixed attenuation ( Supplementary Fig. 4a ):
where, ! and ! are the velocities at which max(IVS) is attenuated of α = 0.1 dB. ! was measured in function of SFAP amplitude, width and velocity as well as electrode number and pitch using simulated data (without added noise). ! is a linear function of ! ! , width, N E and pitch and does not depend on SFAP amplitude (R 2 = 0.93 -1.00, Supplementary Fig. 4b ). To obtain the ! model, all linear terms were summed up into a single equation:
where ! are the model coefficients. The SFAP amplitude does not affect ! and consequently, neither the SNR. However, the SNR introduces the probability of an error of calculation. Thus, we next used the success rate (SR) to quantify the performance. We hypothesized that it is affected by all parameters similarly as ! , and dependent on a function f SNR leading to the following model:
In order to find the SNR term and complete the model, we added white Gaussian noise to the simulation, mimicking on SNR and amplitude amplification along the channel (10 mm microchannel, 8 electrodes, 1 mm pitch). The SNR was calculated at the position of maximal amplification (electrode E6, Supplementary Fig. 2 
where the rms !"#$% is the root mean square of the noise. Data filtering and interpolation were done as follows:
Each SFAP (with varying SNR and velocity) was simulated 10 times to enable the calculation of the SR. For each simulated SNR, we varied the velocity in order to investigate potential interaction effect (between the SNR and the velocity). We repeated the simulation in order to calculated the SR average of 10 trials. 
Signal output (Supplementary Fig. 4c) . However, the slope of the sigmoid is independent of the velocity. Thus, we expressed SR as a linear function of the SNR between 0 and 1, thereby removing the SNR/velocity interaction.
The final VSR performance model lead to:
Simulation of SFAP recording in microchannels to fit the VSR performance model As previously, we simulated SFAP with added Gaussian white noise. Following biological range in Supplementary Fig. 3a , we chose the following parameters values:
For each platform design (see Supplementary Table 1) , we simulated SFAP with all possible combination of width, SNR and velocity. Amplification along the channel and biological ranges were included according to the simulated number of electrode and channel length.
Model fitting and statistics
The model was fitted on the data, and model coefficients ! were calculated using the least squares fit resolution using the following equations 4 :
where Y is the response vector, X is the model matrix of dimension m x p, is the model coefficients and is the residue. We performed a 5-way ANOVA (two-tail, ss type III, all five parameters were defined as continuous) to test the significance of each term of the linear model. The confidence interval were calculated as follows:
where !! are the diagonal element of the dispersion matrix:
! is the coefficient variance: In order to compare the relative sensitivity of SR to each terms of the model, we expressed the coefficients ! as relative half-effect; we normalized each parameter's range of values on the interval [-1.1] prior applying the least square fit (e.g. the range of values for the number of electrodes, N E ∈ 3, 4, 5, 6, 7, 8 , became N E,std ∈ 1, −0.6, −0.2, 0.2, 0.6, 1 and were replaced accordingly in the model matrix).
Heating of P3HT:PCBM during illumination
We quantified the heating upon illumination with an IR camera ( Supplementary Fig. 7, Supplementary  Movie 1) . We applied an illumination pulse with the same duration and intensity as in the recording experiment on plain glass and glass coated with the polymer. We plotted the maximal temperature over time and fitted the data with the following equation:
where !"#$%&' is the time constant for the heating of the polymer, !"!#!$% is the initial polymer temperature and !"#$% is the final temperature. The R-squared of the fit, R 2 , was calculated for the fit.
Calculation of NSD integration interval for fast and slow fibers
In order to distinguish larger fiber activity from thinner fibers activity, we used the velocity as a surrogate variable for fiber diameter. Elicited nerve signals spread into two signal onsets at electrode E7. The time delay separating the two onsets !"#$%"&'( ( Supplementary Fig. 9a ) was chosen to classify SFAP into two fiber type categories: fast (> 5 ms -1 ) and slow (< 5 ms -1 ). Spike propagation velocity can be calculated from propagation delay using the following equation:
All variables are illustrated in Supplementary Fig. 9a , where !"#$% is the time at which the SFAP maximum is detected, !"#$ is the rising delay between SFAP onset and SFAP maximum, is the distance between the recording electrode and the stimulation electrodes and is the SFAP velocity ( Supplementary Fig. 9 ). We approximated !"#$ as half-duration of a SFAP (in average: !"#$ = 0.5 ms) and verified its value experimentally. Absolute values of slow and fast neural signal were integrated over the corresponding interval (shown in Supplementary Fig. 9b ).
Statistical model to investigate the inhibition mechanisms
We used R-studio software to do the statistical analysis. We measured the NSD inhibition by heat and investigated what modulates the intensity of the inhibition to better understand the effect of the polymer. We were interested in how the distance from the heating source (electrode position with respect to heat source) and the fiber size (nerve response velocity) modulates the inhibition and in knowing if the inhibition was reversible (alternation between heating and cooling the nerve rootlet). Our statistical analysis evaluate the effect of four factors on the response variable: NSD, as well as their interaction (e.g., does the effect of the heat varies with the fiber size?)
To do so, we accounted for the effect of 4 factors on the NSD (summarized in Supplementary Fig. 10 and Supplementary Table 3), namely: (i) electrode (5 levels: E1, E2, E3, E7, E8), (ii) illumination (2 levels: light off, light on), (iii) fiber type (2 levels: fast, slow), and (iv) treatment repetition (3 levels: cooling/heating I, cooling/heating II, cooling/heating III). The NSD measurement was repeated three times (factor: measure triplicates) for each combination of electrode, illumination, fiber type and treatment repetition.
The data follows a symmetric distribution and does not violate the requirement of sphericity. Thus, we were able to use a four-way mixed ANOVA (two-tail, ss type III, all four factors were defined as categorical). The fiber type was considered as a between-subject factor as it represents two distinct axon populations (fast and slow). All other factors were measured within each axon population, thus computed as a within-subject factor (repeated measurements). We tested factors main effect and interaction of pairs of factors (mix of two main effects). An interaction was considered significant only when the two main effects and the interaction The main effect illumination effect was significant, suggesting the inhibition of the NSD by heat. However, the interaction illumination x fiber type and the main effect fiber type were as well significant, demonstrating that the NSD inhibition is different for slow and fast fibers. We next used post-hoc tests to measure the illumination effect on the NSD of each type of fiber separately. One-way ANOVA (two-tail, ss type III, factor: illumination) was used, first, on data from slow fibers, and second, on data from fast fibers. Bonferroni correction was applied to counteract the problem of multiple comparisons (all p-values were divided by the number of post-hoc tests: 2). Resulting p-values are shown in Supplementary Table 4 . (We used = 0.05 for statistical significance).
The main effect of the treatment repetition and the interaction: treatment repetition x illumination were not significant demonstrating the reversibility of the inhibition when light is turned off (Supplementary Fig. 11 ).
The main effect electrode is not significant although we observe a trend in the data (Fig. 3g) . One the reason could be that the electrode position is not linearly correlated to a change in NSD. Replacing the electrode position by the corresponding distance to the heating source could lead to a better statistical model but is out of the scope of this study.
Inhibition kinetics
Nerve signal density of slow and fast fiber across all the data (except from electrode E4, E5 and E6) were averaged and fitted with the following equation:
where !"#$%&'($ is the time constant for the inhibition of the signal density, NSD !"!#!$%,!"#$%&'($ is the initial signal density (always equal to 1), and NSD !"#$%,!"#$%&'($ is the final signal density. The R-squared of fit, R 2 , was calculated for both fits. Narrow conduits artificially increase the electrical resistance of the extracellular medium thereby proportionally increases the amplitude of the extracellular signals. 1, 5 During an action potential, the current i flows across the membrane at the nodes of Ranvier, inducing a change in electrical potential between two nodes of Ranvier. The extracellular difference of potential between two nodes of Ranvier is δ !"# while the intracellular one is δ !" , defined by:
where !"# is the extracellular fluid resistance and !"#$ is the axonal resistance. By combining the two equations, we obtain: where R ecf is the extracellular fluid resistance inside the microchannel, l microchannel is the length of the microchannel (of the conductive volume), ρ ecf is extracellular fluid resistivity and S microchannel is the cross-sectional area of the microchannel (or of the conductive volume).
Therefore, restricting the conducting volume using a microchannel increases the extracellular fluid resistance, which in turns increases the measured potential. Moreover, Supplementary Equations 19 and 20 show that longer and/or narrower microchannel will increase the amplification of nerve fiber signals. 
