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Abstract
This article presents a new proof of the rate of convergence to the normal distri-
bution of sums of independent, identically distributed random variables in chi-square
distance, which was also recently studied in [7]. Our method consists of taking ad-
vantage of the underlying time non-homogeneous Markovian structure and studying
the spectral properties of the non-reversible transition operator, which allows to find
the optimal rate in the convergence above under matching moments assumptions.
Our main assumption is that the random variables involved in the sum are indepen-
dent and have polynomial density; interestingly, our approach allows to relax the
identical distribution hypothesis.
Keywords: Berry-Esseen bounds, Central Limit Theorem, non-homogeneous Markov
chain, Hermite-Fourier decomposition, χ2-distance.
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1 Introduction and main result
The present article is devoted to the convergence in Central Limit Theorem with respect
to χ2-distance, defined for two probability distributions θ, µ as:
χ2(θ, µ) :=
(∫ (
dθ
dµ
− 1
)2
dµ
) 1
2
if θ is absolutely continuous with respect to µ and +∞ otherwise. In the following µ
stands for the normal distribution. For a density function f ∈ L2(µ) we use the shortened
notation
χ2(f) := χ2(f · µ, µ)
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to refer to the χ2-distance between the distribution with density f with respect to µ,
denoted by f ·µ, and µ itself. The χ2-distance bounds by above usual quantities like total
variation distance and relative entropy:
dTV (f, µ) :=
∫
|f − 1|dµ ≤ χ2(f), Ent(f ||µ) :=
∫
f log fdµ ≤ χ22(f), (1)
the first relation being a consequence of Cauchy-Schwarz inequality and the second of the
inequality log x ≤ x− 1 for x > 0.
Let (Xi)i≥1 be real i.i.d. random variables with density ϕ with respect to the normal
distribution µ, and consider the renormalized sum
Yn :=
1√
n
n∑
i=1
Xi, n ≥ 1. (2)
We call fn the density of Yn with respect to µ. The main result of this article is the
following.
Theorem 1.1 (Asymptotic bound on χ2). If the moments of X1 and the moments of µ
match up to order r for a given integer r ≥ 2, and if the density ϕ of X1 with respect to
µ is polynomial and satisfies to Hypothesis (H) stated in Section 2, then
lim sup
n→+∞
n
r−1
2 χ2(fn) < +∞.
The rate of convergence, which improves by a factor
√
n for each supplementary moment
of X1 that agrees with the corresponding moment of µ, is optimal: indeed by inequality
(1), it implies a rate of at least n(r−1)/2 in total variation distance, which is proved to be
optimal in [3].
While this article was being written, the authors took notice of the recent article [7],
which provides the same rate of convergence, as well as the constant in front of it, in the
i.i.d. case, and under optimal assumptions.
Our method of proof starts from the simple observation that the sequence of renormalized
sums (Yn)n≥1 is a non-homogeneous Markov chain, as it satisfies to the recursion equation
Yn+1 =
√
1− 1
n + 1
Yn +
1√
n+ 1
Xn+1, n ≥ 1. (3)
Although the result which we obtain in Theorem 1.1 is weaker than that of [7] in the i.i.d.
case, this method presents two advantages:
- The result can be extended to independent, non necessarily identically distributed ran-
dom variables (Xi)i≥1, as this does not affect the Markovian character of (Yn)n≥1, pro-
vided that the (Xi)i≥1 are distributed according to a finite set of distributions, each
polynomial and satisfying to (H) (cf Remark 5.1). The idea to use a Markovian frame-
work to deal with non identically distributed random variables has also recently been
used in [4].
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- It is original and rather straightforward. The action of the Markov transition semigroup
amounts to a barycentric convolution, since(√
1− 1
n+ 1
)2
+
(
1√
n+ 1
)2
= 1.
From the point of view of functional analysis, our approach amounts to look at the
bilinear barycentric convolution operator
(f, ϕ) 7→ af ∗ b ϕ,
where f, ϕ are two density functions in L2(µ), a, b ∈ R such that a2 + b2 = 1, and
af ∗ b ϕ denotes the density of the random variable aU + bV whith U ∼ f ·µ, V ∼ ϕ ·µ,
as the linear operator (denoted Q∗a,ϕ in the following):
L2(µ)→ L2(µ)
f 7→ af ∗ b ϕ.
The function ϕ is fixed and represents the density of the innovations (Xi)i≥1. Thanks to
spectral analysis in the Hermite-Fourier domain, we derive an estimate of the operator
norm, which is directly related to the rate of convergence in Theorem 1.1 and to Theorem
1.2 below.
More on the proof.– At the heart of the study is a formula describing the evolution of
the χ2-distance under the action of the barycentric convolution. Set (H¯n)n∈Z+ the set of
renormalized Hermite polynomials, forming an orthonormal basis of L2(µ):
H¯n(x) :=
(−1)n√
n!
e
x2
2 Dn
(
e−
x2
2
)
, x ∈ R, n ∈ Z+,
where D denotes the derivation operator acting on smooth functions from R to R. We
show the following result:
Theorem 1.2 (Barycentric convolution and χ2). Let r be a natural integer and f, ϕ be
two densities in L2(µ) whose moments match the moments of µ up to order r, and assume
moreover that the density ϕ is polynomial. In particular, ϕ admits a decomposition on
the Hermite basis of the form:
ϕ = 1 +
N∑
k=r+1
ϕkH¯k. (4)
Set:
aϕ :=
(
1 +
N
r + 1
)− 1
4
∈ (0, 1],
and for all a ∈ (0, 1),
dϕ(a) :=
N∑
k=r+1
|ϕk|√
k!
(
−2(r + 1 +N)
(
1 +
N
r + 1
)
log a
)k/2
.
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If ϕ satisfies to Hypothesis (H) stated in Section 2, then for all a ∈ (aϕ, 1), the following
inequality stands:
χ2
(
af ∗
√
1− a2ϕ
)
≤ ar+1 (1 + dϕ(a)) χ2(f) + (1− a2)
r+1
2 χ2(ϕ). (Er)
Moreover,
lim
a→1
| log a|− r+12 dϕ(a) < +∞.
Equation (4), which involves Hermite coefficients (ϕk)r+1≤k≤N , is explained in Section 2.
Hypothesis (H) gives conditions on these Hermite coefficients.
Theorem 1.2 does not preserve the symmetry of the equation af ∗ (1 − a2)1/2ϕ = (1 −
a2)1/2ϕ∗af , in the first place because the assumption on f is weaker than the assumption
on ϕ, and in the second place because the term dϕ(a) in the upper-bound is non-vanishing
in general. However, in the regimen of interest a→ 1 (which corresponds to (n/n+1)1/2 →
1), one has
ar+1 = 1− r + 1
2
(1− a) + o(a2), 1 + dϕ(a) = 1 +O
(
(1− a) r+12
)
,
hence in the Taylor expansion of the prefactor ar+1(1+dϕ(a)) the contribution from dϕ(a)
is negligible with respect to the contribution from ar+1 as soon as r ≥ 2, i.e. if the centering
and normalizing condition E[X1] = 0, E[X
2
1 ] = 1 is satisfied. Let us also mention that
there exists an alternative inequality, holding without the polynomial assumption on ϕ,
stated in Section 4.
Bound (Er) bears a similarity to Shannon-Stam inequality for (absolute) entropy ([21, 23]):
Ent
(
aU +
√
1− a2V
)
≤ aEnt(U) +
√
1− a2 Ent(V ), a ∈ [0, 1], (5)
although, by the observation above, the coefficients in front of Ent are of different order
with respect to the coefficients in front of χ for all natural integer r.
For r = 1, bound (Er) gives back Poincare´ inequality for the Ornstein-Uhlenbeck semi-
group (Pt)t≥0, defined for f ∈ L2(µ) as
Pt[f ](x) = E
[
f
(
e−tx+
√
1− e−2tZ
)]
, Z ∼ µ; x ∈ R, t ≥ 0. (6)
Indeed, in the case where ϕ is the density of the normal distribution µ, that is to say
ϕ = 1, we adopt the convention r = +∞ and N = 0 in equality (4), and set aϕ = 0 and
dϕ(a) = 0 for all a ∈ [0, 1]. As we will see in Section 4, (E1) then corresponds (up to a
positivity assumption which can actually be discarded in the proof) to Poincare´ inequality
for (Pt)t≥0: for f ∈ L2(µ),
Varµ(Ptf) ≤ e−2tVarµ(f), t ≥ 0. (7)
Results of the literature.– The first quantification result for the convergence of renormal-
ized sums of i.i.d. variables was obtained independently by Berry and Esseen through
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Kolmogorov distance ([6, 12]). Rate of convergence in total variation distance is first ad-
dressed in [22] and the optimal rate under matching moment assumptions and regularity
condition is proved in [3] using Malliavin’s calculus.
The rate of convergence in Theorem 1.1 relies crucially on the fact that the inequality (Er)
incorporates the matching moments assumption through exponent r on the barycentric
coefficients. By comparison, Shannon-Stam inequality (5) implies (jointly with a result
of monotonicity of relative entropy and Fisher information under convolution) the con-
vergence Ent(fn)→ 0 without rate ([10, 5]). The optimal rate is derived in [2] when the
random variable X1 satisfies to a Poincare´ inequality. [8] provides an asymptotic expan-
sion of entropy involving the moments of X1. Similar developments occured for Fisher
information ([10], [9]), and for Re´nyi distances ([7]), which include the χ2-distance.
Other distances include Sobolev ([15]) and Wasserstein ([16, 24, 19, 20, 11]) distances. A
typical assumption in Berry-Esseen theorems is the existence of moments up to a certain
order for the random variable X1. In the present framework, the fact that ϕ is in L
2(µ)
implies that moments of all order exist. This is consistent with the fact that the χ2-
distance bounds by above the usual quantities (as shown in (1); a similar inequality holds
for Wasserstein distance of order 1).
In another direction of research, Stein’s method and Malliavin calculus revealed to be
powerful tools to study, including in a quantitative way, the asymptotic normality of
multidimensional random variables living in Gaussian chaoses. Let us cite, among an
increasingly rich literature, the reference book [17]. It is interesting to remark the formal
similarity between their objects and ours, although the results do not compare. Indeed, in
the Stein-Malliavin framework, the typical random variable X1 writes X1 = ϕ(Z), with Z
a Gaussian random variable living in Rn with law µn and ϕ ∈ L2(µn). To compare to our
framework, let us take n = 1 and ϕ a density in L2(µ). The random variable X1 = ϕ(Z),
where Z ∼ µ, bears no relation with the random variable X1 which has density ϕ with
respect to µ; hence, the two approaches are not reducible one to another. The authors
would like to thank Anthony Re´veillac for interesting discussions on this subject.
Structure of the article.– The remaining of this paper is organized as follows. In Section
2, Hermite-Fourier decomposition (4) is detailed, and Hypothesis (H) is stated and com-
mented. Section 3 is devoted to the explicit expression of the convolution operator and of
its Hermite-Fourier decomposition. Theorem 1.2 is proved in Section 4 by spectral anal-
ysis in the Hermite-Fourier domain. Finally Section 5 is devoted to the proof of Theorem
1.1.
2 Hermite-Fourier decomposition of the density
First, let us introduce some notation. The symbol 1 stands for the function from R to R
identically equal to 1, Z+ for the set of natural integers and
(
n
k
)
for the binomial coefficient
associated to natural integers k ≤ n. For a fonction f ∈ L1(µ), we denote indifferently
µ(f) =
∫
fdµ.
The space L2(µ) is a Hilbert space, with scalar product and associated norm defined as
〈f, g〉L2(µ) :=
∫
fg dµ, ‖f‖L2(µ) :=
√
µ(f 2), f, g ∈ L2(µ).
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Set
Varµ(f) :=
∫
(f − µ(f))2dµ.
Hermite polynomials (Hn)n∈Z+ are defined as:
Hn(x) := (−1)nex
2
2 Dn
(
e−
x2
2
)
, x ∈ R, n ∈ Z+,
where we recall that D stands for the derivation operator acting on smooth functions
from R to R. Hermite polynomials are also characterized by the following equation: for
all smooth functions f : R→ R, ∫
fHndµ =
∫
Dnfdµ. (8)
They form an orthogonal basis of L2(µ): for all n,m ∈ Z+,∫
HmHndµ = n! δn,m.
In the paper it is more convenient to work with renormalized Hermite polynomials (H¯n)n∈Z+ :
H¯n =
1√
n!
Hn, n ∈ Z+,
which form an orthonormal basis of L2(µ). By convention set H¯−1 = 0. One has:
DH¯n =
√
nH¯n−1, n ∈ Z+. (9)
As H0 = 1, for all natural integer H¯n is of degree n. The basis (H¯n)n∈Z+ is diagonal for
the Ornstein-Uhlenbeck semigroup defined in (6):
Pt[H¯n] = e
−ntH¯n, n ∈ Z+, t ≥ 0.
For all functions g ∈ L2(γ), call (gk)k∈Z+ its coefficients on the orthonormal Hermite basis,
g =
∑
k∈Z+
gkH¯k,
where the equality stands in L2(µ), and denote indifferently F(g) := −→g = (gk)k∈Z+ the
sequence of its coefficients, which belongs to the Hilbert space l2, defined as the set of
real sequences (uk)k∈Z+ such that
∑
k∈Z+ u
2
k < +∞. The application
L2(µ)→ l2, g 7→ F(g), (10)
is an isometry of Hilbert spaces.
If ϕ ∈ L2(µ) is a density, then ϕ0 = 1. The matching moments assumption has a nice
interpretation in terms of the coefficients: for all positive integer r,(
∀k ∈ {1, . . . r} ,
∫
xkϕ(x)dµ(x) =
∫
xkdµ(x)
)
⇔ (∀k ∈ {1, . . . r} , ϕk = 0) .
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Indeed, Hermite polynomial H¯n being of degree n for all natural integers, one has the
equivalence (
∀k ∈ {1, . . . r} ,
∫
xkϕ(x)dµ(x) =
∫
xkdµ(x)
)
⇔
(
∀k ∈ {1, . . . r} ,
∫
H¯k(x)ϕ(x)dµ(x) =
∫
H¯k(x)dµ(x)
)
,
and by orthogonality of (H¯n)n∈Z+ it stands that for all k ∈ Z+,∫
H¯kdµ =
∫
H¯kH¯0dµ = δ0,k.
The assumption that ϕ is a polynomial density whose moments agree with moments of µ
up to r hence amounts to:
∃N ∈ Z+, N > r, ϕ = 1 +
N∑
k=r+1
ϕkH¯k,
which corresponds to equality (4) above. From now on we set K = r + 1. When ϕ is the
density of µ itself, that is to say ϕ = H¯0 = 1, we set K = +∞ and N = 0 by convention.
Let us introduce the quantities
Ck :=
(
1 +
N
K
)k/2
, γk =
1√
k!
Ck|ϕk|, k ∈ Z+.
We are now ready to state Hypothesis (H), which is composed of two parts, (H1) and
(H2) as follows.
(H1) If K ≤ N − 2, for all K ≤ k ≤ N − 2,
(k + 2)γk+2 ≤ γk.
For non-vanishing ϕk this relation is equivalent to∣∣∣∣ϕk+2ϕk
∣∣∣∣ ≤ 11 + N
K
(
1− 1
k + 2
)1/2
if ϕk 6= 0 and is implied by the simplest assumption
(H1’) If K ≤ N − 2, for all K ≤ k ≤ N ,
|ϕk+1| ≤ r |ϕk| ; r :=
((
1− 1
K + 2
)1/2
1
1 + N
K
)1/2
.
Remark that assumption (H1) implies that γk = 0⇒ γk+2 = 0.
The second condition (H2) has two parts:
(H2a) If K ≤ N − 1,
(
2(K + 1)γK+1
N
)N (
K − 1
2γN
)K−1
∨
(
2KγK
N − 1
)N−1(
K − 2
2γN−1
)K−2
≤ 1
(N −K + 1)N−K+1 .
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(H2b) If K = N ,
γN ≤ 1
2(N − 2)(N−2)/2 .
Loosely speaking, assumption (H1), which is present only if K ≤ N − 2, amounts to ask
a geometric decrease for the coefficients (ϕk). If K = N or K = N − 1, assumption (H2)
requires the leading coefficients ϕN and ϕN−1 to be not too big, which is fair enough; it
is more painful to write when K < N − 1, but it can be interpreted as the requirement
that the coefficients (ϕk)K≤k≤N do not decay too fast.
We conclude this section by the following comment on the range of validity of Theorems
1.2 and 1.1.
Remark 2.1 (On the polynomial assumption). We conjecture that inequality (Er) holds
without Hypothesis (H): indeed, the fact that ϕ, as a density, is nonnegative already
implies restrictions on the coefficients, which are in fact sufficient to prove (Er) in the
case of densities of the form ϕ = 1 + cH¯2 and ϕ = 1 + c
′H¯4.
Whether the polynomial assumption is necessary is less clear. For comparison, the hy-
pothesis of Gaussian chaos of finite orders is needed in [18].
3 Explicit expression of the convolution operator
3.1 Convolution as a Markovian transition
Set (Xi)i≥1 random variable of density ϕ ∈ L2(µ). Throughout the paper, the notation
fn stands for the density of the renormalized sum
Yn =
1√
n
n∑
i=1
Xi, n ≥ 1,
which satisfy to the recursion equation:
Yn+1 =
√
1− 1
n + 1
Yn +
1√
n+ 1
Xn+1, n ≥ 1. (3)
For a parameter a ∈ [0, 1], introduce the bilinear barycentric convolution operator Ka
defined as
∀f, ϕ ∈ L2(µ), Ka(f , ϕ) := af ∗
√
1− a2 ϕ.
Equation (3) in turn yields the corresponding recursion relation for the successive densi-
ties:
fn+1 = Kan+1(fn, ϕ), an+1 :=
√
1− 1
n+ 1
, n ≥ 1. (11)
On the other hand, relation (3) translates into the the fact that (Yn)n≥1 is an inhomo-
geneous Markov chain. The associated semigroup (Qp,q)q≥p≥1 is defined for continuous
bounded functions as:
Qp,q[f ](x) := E[f(Yq)|Yp = x], x ∈ R, q ≥ p ≥ 1.
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By relation (3), the explicit expression of Qn,n+1 is straightforward: for all f ∈ L2(µ),
Qn,n+1[f ] = Qan+1,ϕ[f ],
where the operator Qa,ϕ is defined for all a ∈ [0, 1] and density ϕ ∈ L2(µ) as:
Qa,ϕ[f ](x) :=
∫
f(ax+
√
1− a2y)ϕ(y)dy, x ∈ R.
Denote Q∗n,n+1 (resp. Q∗a,ϕ) the adjoint of Qn,n+1 (resp. Qa,ϕ) in L2(µ). The discrete
version of Kolmogorov backward relation reads:
fn+1 := Q∗n,n+1[fn], n ≥ 1.
Hence Q∗n,n+1[fn] = Kan+1(fn, ϕ). More generally, for f, ϕ densities in L2(µ), the following
identity holds:
Ka(f, ϕ) = Q
∗
a,ϕ[f ], a ∈ [0, 1].
The strategy used in the paper relies on this interpretion of barycentric convolution as
the action of a Markovian transition, as explained in Section 4.1.
Proposition 3.1 (Explicit expression of the operators). For all a ∈ [0, 1], one has
Qa,ϕ[f ](x) =
∫
f(ax+
√
1− a2y)ϕ(y)dµ(y), (12)
Q∗a,ϕ[f ](x) =
∫
f(ax−
√
1− a2y)ϕ(
√
1− a2x+ ay)dµ(y) = Ka(f, ϕ)(x). (13)
The formulas are to be understood in the following way: if f is bounded and continuous,
they stand for all x ∈ R; if f ∈ L2(µ), they stand in the almost everywhere sense. One sees
that the operators Qa,ϕ and Q
∗
a,ϕ are actually defined for all f, ϕ ∈ L2(γ) independently
from them being densities; in what follows, Qa,ϕ and Q
∗
a,ϕ refers to this extended definition
when required. Furthermore, Qa,ϕ andQ
∗
a,ϕ are bounded in L
2(µ) for all ϕ ∈ L2(µ): indeed
by Cauchy-Schwarz inequality, for all f ∈ L2(µ),∫
(Qa,ϕ[f ])
2 dµ ≤ ‖f‖2L2(µ)‖ϕ‖2L2(µ),
∫ (
Q∗a,ϕ[f ]
)2
dµ ≤ ‖f‖2L2(µ)‖ϕ‖2L2(µ).
Proof of Proposition 3.1. Formula (12) has already been given; let us prove formula (13).
As a ∈ [0, 1], there exists θ ∈ R such that cos θ = a and sin θ = √1− a2. Denote Rθ
the rotation of R2 with parameter θ and Γ the Gaussian distribution on R2 with identity
as covariance matrix. Then, invariance of Γ under the action of Rθ implies that for all
f, g ∈ L2(γ),∫
fQa,ϕ[g]dµ =
∫∫
f(x)ϕ(y)g((cos θ)x+ (sin θ)y)dµ(x)dµ(y)
=
∫∫
f(ℜ(X))ϕ(ℑ(X))g(ℜ(RθX))dΓ(X)
=
∫∫
f(ℜ(R−θX))ϕ(ℑ(R−θX))g(ℜ(X))dΓ(X) =
∫
gQ∗a,ϕ[f ]dµ.
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Remark 3.2 (Link with Ornstein-Uhlenbeck semigroup). Recall the definition of the
Ornstein-Uhlenbeck semigroup (Pt)t≥0 given in (6). Hence, for all a ∈ [0, 1] and f, ϕ ∈
L2(µ), one has the two useful equalities:
Q∗a,1[f ] = Ka(f, 1) = P− log a[f ], Q
∗
a,ϕ[1] = Ka(1, ϕ) = P− 1
2
log(1−a)2 [ϕ].
Let us introduce the multiplicative reversibilization of the Markov transition operator
Qa,ϕ, defined as
Ma,ϕ := Qa,ϕQ
∗
a,ϕ. (14)
The concept of reversibilization of a non-reversible Markov operator traces back to [13]
which deals with homogeneous, invariant Markov chains. The new operator Ma,ϕ is now
symmetric in L2(µ), though in the general case, it is not Markovian: as Qa,ϕ is not
invariant, then Q∗a,ϕ[1] 6= 1 and the mass conservation propertyMa,ϕ[1] = 1 does not hold.
Nonetheless, we will see in Section 4.3 that spectral analysis of Ma,ϕ gives quantitative
information on the action of Markovian transition Qa,ϕ and convolution operator Q
∗
a,ϕ.
3.2 Hermite-Fourier decomposition of the convolution operator
Let us now determine how the operators Qa,ϕ, Q
∗
a,ϕ and Ma,ϕ act with respect to the
Hermite-Fourier decomposition defined in (10). For a bounded operator Q of L2(µ), we
call
−→
Q the infinite matrix defined as:
−→
Q := (
−→
Q (m,n))n,m∈Z+ ; (
−→
Q)(m,n) :=
∫
Q(H¯n)H¯mdµ, n,m ∈ Z+.
The matrix
−→
Q is the unique bounded operator of l2 such that
F(Q[f ]) = −→Q−→f , f ∈ L2(µ).
Set ‖R‖op the operator norm of a bounded operator R on a Hilbert space H, defined with
evident notation as
‖R‖op := sup
h∈H\{0}
‖Rh‖H
‖h‖H .
The following property reveals useful: for all bounded operator Q on L2(µ), it stands
that:
‖Q‖op = ‖−→Q‖op. (15)
In the following proposition, we give the matrices
−→
Qa,ϕ,
−→
Q∗a,ϕ and
−→
Ma,ϕ associated to the
operators Qa,ϕ, Q
∗
a,ϕ and Ma,ϕ.
Proposition 3.3 (Matrix form of operators). For all ϕ ∈ L2(µ) and a ∈ [0, 1], one has:
∀m,n ∈ Z+, −→Q a,ϕ(m,n) =
{(
n
m
) 1
2am (1− a2)n−m2 ϕn−m, m ≤ n
0, m > n,
(16)
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Denoting TN the transpose matrix of N , it stands that:
−→
Q∗a,ϕ =
T−→Qa,ϕ.
Finally, the matrix
−→
Ma,ϕ is symmetric and
∀l, i ∈ Z+, i ≤ l, −→Ma,ϕ(l, l − i) = a2l−i
∑
k≥0
(
k + l
k
)1/2(
k + l
k + i
)1/2
(1− a2) 2k+i2 ϕk+iϕk.
(17)
Proof. To begin with, one needs to compute the Hermite-Fourier decomposition ofQa,H¯m [H¯n],
for a ∈ [0, 1] and n,m ∈ Z+. Applying the properties of Hermite polynomials recalled in
Section 2 yields:
Qa,H¯m [H¯n] =
∫
H¯n(ax+
√
1− a2y)H¯m(y)dµ(y) = 1√
n!
√
m!
∫
Dm(Hn(ax+
√
1− a2y))dµ(y).
By the degree property, the integral vanishes for n < m. For n ≥ m,
Qa,H¯m [H¯n] =
(
1− a2)m2 n · · · (n−m+ 1)√
n!
√
m!
∫
Hn−m(ax+
√
1− a2y))dµ(y)
=
(
1− a2)m2 n · · · (n−m+ 1)√
n!
√
m!
P− log a[Hn−m]
= an−m
(
1− a2)m2 n · · · (n−m+ 1)√
n!
√
m!
Hn−m
= an−m
(
1− a2)m2 (n
m
) 1
2
H¯n−m.
By bilinearity, write
Qa,ϕ(H¯n) =
∑
m∈Z+
ϕmQa,H¯m [H¯n] =
n∑
m=0
ϕma
n−m
(
1− a2)m2 (n
m
) 1
2
H¯n−m
=
n∑
m=0
ϕn−ma
m
(
1− a2)n−m2 (n
m
) 1
2
H¯m =
n∑
m=0
−→
Qa,ϕ(m,n)H¯m,
which proves (16). Furthermore, definition (14) implies that
−→
Ma,ϕ =
−→
Q a,ϕ
T−→Q a,ϕ, and
formula (17) follows by simple computation.
Remark 3.4 (On Hermite decomposition of the convolution operator).
• It is to be noted that convolution with barycentric coefficients only admits a nice
decomposition; contrarily to what happens with Fourier transform associated to
Lebesgue measure, the usual convolution has no explicit Hermite-Fourier represen-
tation.
• Thanks to formula (16) above, one finds that for all ϕ ∈ L2(µ), m ∈ Z+ and
a ∈ [0, 1],
Q∗a,ϕ(H¯m) = a
m
∑
n≥0
(
m+ n
n
)1/2
(1− a2)n2ϕnH¯m+n,
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which allows to better understand the behaviour of the barycentric convolution: each
nonvanishing coefficient on H¯m and H¯n in the respective decompositions of f and ϕ
contribute to a coefficient on H¯m+n in the decomposition of Ka(f, ϕ).
• If ϕ is polynomial, then −→Ma,ϕ is a band matrix.
We already noticed that Qa,ϕ and Q
∗
a,ϕ, and by compositionMa,ϕ = Qa,ϕQ
∗
a,ϕ, are bounded
operators. In fact, they are Hilbert-Schmidt operators. By definition, a bounded operator
R on the Hilbert space H is Hilbert-Schmidt, if, (en)n∈Z+ standing for an orthonormal
basis of H, one has: ∑
n∈Z+
‖R(en)‖2H < +∞.
Proposition 3.5 (Hilbert-Schmidt operators). For all ϕ ∈ L2(µ) and a ∈ [0, 1), the
operators Qa,ϕ, Q
∗
a,ϕ,Ma,ϕ are Hilbert-Schmidt, hence compact.
Proof. Consider first Q∗a,ϕ.∑
n∈Z+
‖Q∗a,ϕ(H¯n)‖2L2(µ) =
∑
n∈Z+
〈H¯n,Ma,ϕH¯n〉L2(µ) =
∑
n∈Z+
−→
Ma,ϕ(n, n)
=
∑
n,k∈Z+
(
k + n
k
)
(1− a2)ka2nϕ2k.
Now, by the equality
∑
n∈Z+
(
k + n
k
)
un =
1
(1− u)k+1 , k ∈ Z
+, u ∈ [0, 1),
we find that
∑
n∈Z+
‖Q∗a,ϕ(H¯n)‖2L2(µ) =
∑
k∈Z+
(1− a2)k
(1− a2)k+1ϕ
2
k =
1
1− a2‖ϕ‖
2
L2(µ) < +∞.
This implies that Qa,ϕ is Hilbert-Schmidt and in turn so is Ma,ϕ by composition.
4 Proof of Theorem 1.2
4.1 Strategy for non-homogeneous Markov chains
Let us now explain the strategy to exploit the Markovian framework. In Remark 3.2,
we noticed that if ϕ = 1, i.e. the Xi’s are normal, then Q
∗
a,1 = P− log a. In this case,
the renormalized sums (Yn)≥1 are also normal, which corresponds to the fact that the
Ornstein-Uhlenbeck semigroup (Pt)t≥0 is invariant, and in fact reversible, with respect to
µ. The semigroup (Pt)t≥0 also enjoys a Poincare´ inequality recalled in equation (7). If f
is a density then Varµ(f) = χ
2(f), hence Poincare´ inequality for the Ornstein-Uhlenbeck
semigroup reads:
χ2(Pt[f ]) ≤ e−tχ2(f), t ≥ 0.
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Furthermore, fn+1 = P− log an+1 [fn] by (11), hence:
χ2(fn+1) = χ2
(
P− log an+1 [fn]
) ≤ anχ2(fn), n ≥ 1,
and by straighforward calculation one gets the decrease of χ2(fn).
The idea underlying our method consists in mimicking the reasoning above for the true
operator Q∗a,ϕ acting on densities, which is neither reversible nor satisfies to the mass
conservation property in the general case, as was explained above. For a ∈ [0, 1] and f a
density in L2(µ), let us write by triangular inequality:
χ2(Q
∗
a,ϕ[f ]) =
∥∥Q∗a,ϕ[f ]− 1∥∥L2(µ)
≤ ∥∥Q∗a,ϕ[f − 1]∥∥L2(µ) + ∥∥Q∗a,ϕ[1]− 1∥∥L2(µ) .
The term ∥∥Q∗a,ϕ[1]− 1∥∥L2(µ) ,
can be thought of as a measure of the divergence from invariance of the transition operator,
an idea tracing back to [1].
Second, the centered term
∥∥Q∗a,ϕ[f − 1]∥∥L2(µ) rewrites:∥∥Q∗a,ϕ[f − 1]∥∥2L2(µ) =
∫ (
Q∗a,ϕ[f − 1]
)2
dµ =
∫
(f − 1)Qa,ϕQ∗a,ϕ[f − 1]dµ
=
∫
(f − 1)Ma,ϕ[f − 1]dµ,
making appear the multiplicative reversibilization Ma,ϕ of Q
∗
a,ϕ introduced above.
In terms of convolution, this amounts to consider separately Ka(f − 1, ϕ) and Ka(1, ϕ).
Following this roadmap, Proposition 4.1 below deals with the default of invariance ‖Q∗a,ϕ[1]−
1‖L2(µ) and Proposition 4.2 with the centered quantity ‖Q∗a,ϕ[f − 1]‖L2(µ). Theorem 1.2 is
then proved in Section 4.4. For the sake of completeness, we conclude the part by stating
an alternative bound to (Er) in Section 4.5.
4.2 Improved Poincare´ inequality for Ornstein-Uhlenbeck
The following result is an improvement of the usual Poincare´ inequality for the Ornstein-
Uhlenbeck semigroup (7) when more information is avalaible on the function f ∈ L2(µ)
at play.
Proposition 4.1 (Improved Poincare´). Let r ∈ Z+ and f be a function in L2(µ) with
Hermite decomposition of the form
f = f0 +
∑
n≥r+1
fkH¯k,
Then for all t ≥ 0,
Varµ(Ptf) ≤ e−2(r+1)tVarµ(f).
In particular, if ϕ is the density of a variable agreeing with the Gaussian moments up to
r, then for all a ∈ [0, 1],
‖Q∗a,ϕ[1]− 1‖L2(µ) ≤ (1− a2)
r+1
2 χ2(ϕ).
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Proof. Thanks to the properties of Hermite polynomials,
Ptf =
∞∑
k=0
fkPt[H¯k] = h0 +
∞∑
k=r+1
fke
−ktH¯k;
Varµ(Ptf) =
∞∑
k=r+1
f 2k e
−2kt ≤ e−2(r+1)t
∞∑
k=r+1
f 2k = e
−2(r+1)tVarµ(f).
The second inequality of Proposition 4.1 follows from the first one by Remark 3.2.
4.3 Poincare´-like inequality for the convolution operator
For a ∈ [0, 1] and a centered g ∈ L2(µ) (that is µ(g) = 0), let us consider the quantity
‖Q∗a,ϕ[g]‖L2(µ). By analogy with the Poincare´ inquality for the Ornstein-Uhlenbeck semi-
group, which is reversible with respect to µ, we call the following result a Poincare´-like
inequality holding for the operator Q∗a,ϕ, which in general is non-reversible.
Proposition 4.2 (Poincare´-like inequality). Assume that ϕ is a polynomial density in
L2(µ) whose moments match the moments of µ up to order r ∈ Z+, and which satisfies
to Hypothesis (H) stated in Section 2. Set aϕ ∈ [0, 1) and dϕ : (0, 1)→ R as in Theorem
1.2. Then, for all function g ∈ L2(µ) which writes as:
g =
∞∑
k=r+1
gkH¯k,
and for all a ∈ (aϕ, 1), it stands that:∫
(Q∗a,ϕ[g])
2dµ ≤ ar+1 (1 + dϕ(a))2
∫
g2dµ.
The proof is cut out in a number of steps. We begin by the following lemma:
Lemma 4.3 (Gershgorin’s theorem). Let ϕ and g be as in Proposition 4.2, and set K =
r + 1. Then, for all a ∈ (0, 1),∫
(Q∗a,ϕ[g])
2dµ ≤ sup
l≥K
Σa,ϕ(l)
∫
g2dµ, (18)
where
Σa,ϕ(l) :=
+∞∑
j=K
∣∣∣−→Ma,ϕ(l, j)∣∣∣, l ≥ K.
Proof. Let r ∈ Z+, a ∈ (0, 1) and ϕ as in the statement of the proposition, and let K =
r + 1. First, notice that VK , the set of functions g ∈ L2(µ) with Hermite decomposition
g =
∞∑
k=K
gkH¯k,
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is stable under action of Q∗a,ϕ by Remark 3.4. The space VK equipped with the L
2(µ)
structure is again a Hilbert space. Let us call Q∗a,ϕ|VK
the restriction of Q∗a,ϕ to VK . It is
again bounded, with operator norm
∥∥∥Q∗a,ϕ|VK
∥∥∥
op
:= sup
g∈VK\{0}
‖Q∗a,ϕ[g]‖L2(µ)
‖g‖L2(µ) .
Hence, the desired majoration (18) is equivalent to the following bound on the operator
norm: ∥∥∥Q∗a,ϕ|VK
∥∥∥2
op
≤ sup
l≥K
Σa,ϕ(l). (19)
The isometry between L2(µ) and l2 restricts to an isometry between VK and l
2
K , defined
as the space of real sequences (un)n≥K with
∑
n≥K u
2
n < +∞. By this isometry, if NK =
(NK(i, j))i,j≥K stands for the infinite matrix associated to Q
∗
a,ϕ|VK
, then:
∥∥∥Q∗a,ϕ|VK
∥∥∥
op
= ‖NK‖op .
Furthermore, by the properties of block matrix multiplication, one sees that the matrix
TNKNK is nothing else but the matrix
−→
Ma,ϕ defined in (17) (Section 3) restricted to l
2
K ,
that is:
TNKNK =
(−→
Ma,ϕ(i, j)
)
i,j≥K
.
For a complex Banach space E, set G(E) the set of inversible operators on E. The spectral
radius of a bounded operator M in E is then defined as
ρ(M) := max {|λ|, λId−M ∈ G(E)} .
Moreover, if E is Hilbert and if T is a bounded operator of E with adjoint T ∗, then
‖T‖op =
√
ρ(T ∗T ).
The operator NK being a bounded operator of l
2
K (by restriction of a bounded operator),
the preceding equation applies:
‖NK‖op =
√
ρ(TNKNK).
Let us recall a theorem of Gershgorin ([14]) related to finite complex auto-adjoint matrices
A, where A = (Ai,j)1≤i,j≤n for a positive integer n. Denoting Gn(C) the set of invertible
matrices of size n and B(x, r) the complex ball of center x ∈ C and r > 0, one has:
{λ ∈ C, λId− A ∈ Gn(C)} ⊂
n⋃
l=1
B
(
A(l, l),
∣∣∣∣∣
∑
1≤j≤n, j 6=l
A(l, j)
∣∣∣∣∣
)
.
As a consequence,
ρ(A) ≤ sup
1≤l≤n
|A(l, l)|+
∣∣∣∣∣
∑
1≤j≤n, j 6=l
A(l, j)
∣∣∣∣∣ ≤ sup1≤l≤n
n∑
j=1
|A(l, j)|.
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Gershgorin’s theorem is stated for finite matrices, but the proof extends without difficulty
to eigenvalues of operators on l2K . The operator
TNKNK being autoadjoint and compact
by Proposition 3.5, its spectrum is included in the set of eigenvalues united with the
singleton {0}, hence the formula above applies and yields majoration (19), which proves
the lemma.
In order to derive an upper-bound of supl≥K Σa,ϕ(l) from the explicit expression of
−→
Ma,ϕ
stated in (17), we need two technical lemmas.
Lemma 4.4 (First technical lemma). Let N ≥ K be positive integers, and call as in the
preceding sections
aϕ :=
(
1 +
N
K
)− 1
4
, Ck :=
(
1 +
N
K
)k/2
, k ∈ Z+.
Let i, k be natural integers such that
0 ≤ k ≤ N − 1, K ≤ i+ k ≤ N, 1 ≤ i ≤ N.
Then, for all a ∈ (aϕ, 1) and for all l ≥ K,
a−i
(
k + l
k
)1/2(
k + l
k + i
)1/2
1l≥i+K + a
i
(
k + l + i
k
)1/2(
k + l + i
k + i
)1/2
≤ 2CkCk+i
(
k + l
k
)1/2(
k + l + i
k + i
)1/2
.
Proof. Let N ≥ K be positive integers and i, k, l be natural integers such that
0 ≤ k ≤ N − 1, K ≤ i+ k ≤ N, 1 ≤ i ≤ N, l ≥ K.
For two positive integers m ≥ n, the notation [m]n stands for [m]n := m · · · (m− n + 1).
One has: (
k + i+ l
k
)(
k + l
k
)−1
=
[k + i+ l]k
[k + l]k
.
If i ≥ k, then
(
k + i+ l
k
)(
k + l
k
)−1
≤
(
l +N
l + 1
)k
≤
(
l +N
l + 1
)i
.
If i < k, then(
k + i+ l
k
)(
k + l
k
)−1
=
[k + i+ l]i [k + l]k−i
[k + l]k−i [l + i]i
=
[k + i+ l]i
[i+ l]i
≤
(
l +N
l + 1
)i
.
In both cases, (
k + i+ l
k
)(
k + l
k
)−1
≤
(
l +N
l + 1
)i
.
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Furthermore, in the case where l ≥ i,(
k + l
k + i
)(
k + i+ l
k + i
)−1
=
[k + l]k [l]i
[k + i+ l]i [k + l]k
=
[l]i
[k + i+ l]i
≤
(
l
l + 1
)i
.
Hence, for all a ∈ (0, 1),
a−i
(
k + l
k
)1/2(
k + l
k + i
)1/2
1l≥i+K + a
i
(
k + l + i
k
)1/2(
k + l + i
k + i
)1/2
≤
(
l
l + 1
)i/2(
k + l
k
)1/2(
k + l + i
k + i
)1/2(
a−i1l≥i+K + a
i
(
1 +
N
l
)i/2)
≤
(
k + l
k
)1/2(
k + l + i
k + i
)1/2
f(a), (20)
where we defined
f(a) := a−i +
(
1 +
N
K
)i/2
ai, a ∈ (0, 1).
As one checks easily, the inequality (20) still holds true if l < i, and f ′(a) ≥ 0 if and only
if a ≥ aϕ = (1 +N/K)−1/4. This yields for all a ∈ (aϕ, 1),
f(a) ≤ f(1) = 1 +
(
1 +
N
K
)i/2
≤ 2
(
1 +
N
K
)i/2
≤ 2CkCk+i,
where Ck has been defined as Ck = (1 +N/K)
k/2 for all k ∈ Z+.
Lemma 4.5 (Second technical lemma). Let m > q be positive integers, and consider the
polynomial P = −αXm + βXq − 1 with α, β > 0. Then P ≤ 0 on R+ if and only if(
β
m
)m ( q
α
)q
≤ 1
(m− q)m−q .
Proof of Lemma 4.5. Let P (x) = −αxm + βxq − 1 be as in the wording of the lemma.
Then, for all x ∈ R,
P ′(x) = −mαxm−1 + qβxq−1 = xq−1(−mαxm−q + qβ),
thus P attains its maximum on [0,+∞) at the point x0 = ((βq)/(αm))1/(m−q). Moreover,
P (x0) = x
q
0(−αxm−q0 + β)− 1 =
(
βq
αm
) q
m−q
(
−βq
m
+ β
)
− 1
=
β
m
(
βq
αm
) q
m−q
(m− q)− 1 =
(
β
m
) m
m−q ( q
α
) q
m−q
(m− q)− 1,
so that P (x0) ≤ 0 if and only if(
β
m
)m ( q
α
)q
≤ 1
(m− q)m−q .
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We are now ready to show Proposition 4.2.
Proof of Proposition 4.2. Set K = r + 1, let a ∈ (0, 1) and l a positive integer such that
l ≥ K. Then,
Σa,ϕ(l) =
+∞∑
j=K
∣∣∣−→Ma,ϕ(l, j)∣∣∣
=
∣∣∣−→Ma,ϕ(l, l)∣∣∣+ N∑
i=1
(∣∣∣−→Ma,ϕ(l, l − i)∣∣∣ 1l−i≥K + ∣∣∣−→Ma,ϕ(l, l + i)∣∣∣)
= a2l
∑
k≥0
(
k + l
k
)
(1− a2)kϕ2k
+
N∑
i=1
a2l−i
∑
k≥0
(
k + l
k
)1/2(
k + l
k + i
)1/2
(1− a2) 2k+i2 ϕk+iϕk1l−i≥K
+
N∑
i=1
a2l+i
∑
k≥0
(
k + l + i
k
)1/2(
k + l + i
k + i
)1/2
(1− a2) 2k+i2 ϕk+iϕk
= a2l
(
1 +
N∑
k=K
(
k + l
k
)
(1− a2)kϕ2k +
∑
0≤k<k+i≤N
{
(1− a2) 2k+i2 |ϕk||ϕk+i|Ca,ϕ(l, i, k)
})
,
where
Ca,ϕ(l, i, k) := a−i
(
k + l
k
)1/2(
k + l
k + i
)1/2
1l≥i+K + a
i
(
k + l + i
k
)1/2(
k + l + i
k + i
)1/2
is precisely the quantity addressed in Lemma 4.4. If ϕkϕk+i 6= 0 and i ≥ 1 then i+k ≥ K,
hence the assumptions of Lemma 4.4 hold and we get for all a ∈ (aϕ, 1):
Σa,ϕ(l) ≤ a2l
(
1 +
N∑
k=K
(
k + l
k
)
(1− a2)kϕ2k
)
+ 2 a2l
( ∑∑
0≤k<k+i≤N
{
(1− a2) 2k+i2 |ϕk||ϕk+i|CkCk+i
(
k + l
k
)1/2(
k + l + i
k + i
)1/2})
.
Noticing that Ck ≥ 1 for every positive integer K and that C0 = 1 allows to recognize
the development of a square:
Σa,ϕ(l) ≤ a2l
(
1 +
N∑
k=K
(
k + l
k
)1/2
(1− a2) k2Ck|ϕk|
)2
≤ a2l
(
1 +
N∑
k=K
Ck|ϕk|√
k!
(
(N + l)(1− a2))k2
)2
,
where we used that for all natural integer k ≤ N ,(
k + l
k
)
≤ (N + l)
k
k!
.
18
We recognize the coefficient γk introduced in Section 2 to state Hypothesis (H):
γk =
Ck|ϕk|√
k!
, k ≥ K,
so that
Σa,ϕ(l) ≤ a−2Na2(N+l)
(
1 +
N∑
k=K
γk
(
(N + l)(1− a2))k2
)2
.
For all a ∈ (0, 1) and l ∈ Z+, we perform the change of variables
ua,ϕ(l) := −(l +N) log a > 0,
so that
(N + l)(1− a2) = (N + l)
(
1− exp
(
−2ua,ϕ(l)
l +N
))
≤ 2ua,ϕ(l),
and introduce the function
h(u) = exp(−u)
(
1 +
N∑
k=K
γk(2u)
k/2
)
, u ≥ 0.
Then,
Σa,ϕ(l) ≤ a−2Nh2 (ua,ϕ(l)) .
The last part of the proof is devoted to showing that the function h is non-increasing on
[0,+∞); indeed in that case, we have for all a ∈ (aϕ, 1) and l ≥ K:
Σa,ϕ(l) ≤ a−2Nh2 (ua,ϕ(K)) = a2K
(
1 +
N∑
k=K
γk (−2(K +N) log a)k/2
)2
,
which, jointly with Lemma 4.3, proves Proposition 4.2. So let us study the variation of
h. For all u ≥ 0,
h′(u) = exp(−u)
(
−1 −
N∑
k=K
γk(2u)
k/2 +
N∑
k=K
γkk(2u)
(k−2)/2
)
.
Let us consider separately the powers of u
1
2 ranging from K to N −2 (when existing) and
the remaining powers:
−1−
N∑
k=K
γk(2u)
k/2 +
N∑
k=K
γkk(2u)
(k−2)/2 =
N−2∑
k=K
(−γk + (k + 2)γk+2) (2u)k/2
+KγK(2u)
(K−2)/2 + γK+1(K + 1)(2u)
(K−1)/2
− (1 + γN(2u)N/2 + γN−1(2u)(N−1)/2) .
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As Hypothesis (H1) holds, the sum
∑N−2
k=K is nonpositive. If K ≤ N − 1, the remaining
term writes
1
2
(−1− 2γN(2u)N/2 + 2γK+1(K + 1)(2u)(K−1)/2)
+
1
2
(−1− 2γN−1(2u)(N−1)/2 + 2KγK(2u)(K−2)/2) ,
which is nonpositive thanks to Hypothesis (H2a) and Lemma 4.5. If K = N , the same
arguments provide the nonpositivity of the remaining term, which reduces to
−1− γN(2u)N/2 +NγN(2u)(N−2)/2.
Finally, under Hypothesis (H), we find that h has a nonpositive derivative on [0,+∞[
hence is non-increasing, which completes the proof.
4.4 Proof of Theorem 1.2
Let us turn to the proof Theorem 1.2.
Proof of Theorem 1.2. Let ϕ, f ∈ L2(µ) be as in the wording of the theorem. For all
a ∈ [0, 1],
χ2
(
af ∗
√
1− a2ϕ
)
= ‖Ka(f, ϕ)− 1‖L2(µ) ≤ ‖Ka(f − 1, ϕ)‖L2(µ) + ‖Ka(1, ϕ)− 1‖L2(µ) .
According to Proposition 4.1, for all a ∈ [0, 1],
‖Ka(1, ϕ)− 1‖L2(µ) = ‖Q∗a,ϕ[1]− 1‖L2(µ) ≤ (1− a2)
r+1
2 χ2(ϕ),
while by Proposition 4.2, for all a ∈ (aϕ, 1),
‖Ka(f − 1, ϕ)‖L2(µ) = ‖Q∗a,ϕ[f − 1]‖L2(µ) ≤ ar+1 (1 + dϕ(a))χ2(f),
which proves the theorem.
4.5 Alternative bound
For the sake of completeness, let us conclude this section with a bound alternative to
inequality (Er).
Proposition 4.6 (Alternative bound on χ2 under convolution). Let f, ϕ ∈ L2(µ) be
density with moments matching the Gaussian moments up to order r ∈ Z+, and moreover
assume that f is (r + 1)-times derivable, with Dr+1f ∈ L2(µ). Then, there exists a
universal constant cr > 0 such that ∀a ∈ (0, 1),
χ2
(
af ∗
√
1− a2ϕ
)
≤ ar+1χ2(f) + (1− a2)
r+1
2 χ2(ϕ)
+ cr(1− a2) r+12
(
χ2(f)χ2(ϕ) +
∥∥Dr+1f∥∥
L2(µ)
∥∥D−(r+1)ϕ∥∥
L2(µ)
)
,
(21)
where D−1 stands for the operator which maps a function ϕ ∈ L2(µ) onto its primitive
with vanishing mean.
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Contrarily to what happens for bound (Er), (21) stands for all a ∈ (0, 1) and the polyno-
mial assumption on ϕ is not required, making the relative roles of f and ϕmore symmetric.
The drawback of bound (21) is that it involves the norm of the (r+1)-th derivative of f ,
which we fail to control in the framework of the Central Limit Theorem.
Proof of Proposition 4.6. Set r ∈ Z+, K = r+ 1 and f, ϕ two densities as in the wording
of the remark, so that
f = 1 +
+∞∑
k=K
fkH¯k, ϕ = 1 +
+∞∑
k=K
ϕkH¯k.
For all a ∈ (0, 1), one has:
χ2
(
af ∗
√
1− a2 ϕ
)
= ‖Ka(f, ϕ)− 1‖L2(µ)
≤ ‖Ka(f − 1, 1)‖L2(µ) + ‖Ka(1, ϕ− 1)‖L2(µ) + ‖Ka(f − 1, ϕ− 1)‖L2(µ) .
Now,
Ka(f − 1, 1) = P− log a[f − 1], Ka(1, ϕ− 1) = P− 1
2
log(1−a2)[ϕ− 1],
hence by the improved Poincare´ inequality from Proposition 4.1 we get the two first terms
of the bound. It remains to consider ‖Ka(f − 1, ϕ− 1)‖L2(µ). For all a ∈ (0, 1), one has
by Remark 3.4:
Ka(f − 1, ϕ− 1) =
+∞∑
m=K
+∞∑
n=K
(
m+ n
m
)1/2
am(1− a2)n/2fmϕnH¯n+m,
hence
‖Ka(f − 1, ϕ− 1)‖2L2(µ) =
+∞∑
l=2K

 ∑
m+n=l
m,n≥K
(
l
m
)1/2
am(1− a2)n/2fmϕn


2
= (1− a2)K/2
+∞∑
l=2K

 ∑
m+n=l−K
m≥K,n≥0
(
l
m
)1/2
am(1− a2)n/2fmϕn+K


2
.
By Cauchy-Schwarz inequality and Pascal formula, this rewrites again
(1− a2)K/2
+∞∑
l=2K

 ∑
m+n=l−K
m≥K,n≥0
(
l −K
m
)1/2(
l · · · (l −K + 1)
(n+K) · · · (n + 1)
)1/2
am(1− a2)n/2fmϕn+K


2
≤ (1− a2)K/2
+∞∑
l=2K
∑
m+n=l−K
m≥K,n≥0
l · · · (l −K + 1)
(n+K) · · · (n + 1)f
2
mϕ
2
n+K .
Now, there exists cK > 0 such that ∀x ≥ K, ∀y ≥ 0,
(x+ y +K) · · · (x+ y + 1) ≤ cK (x · · · (x−K + 1) + (y +K) · · · (y + 1)) .
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Applying this to x = m and y = n, we find that
‖Ka(f − 1, ϕ− 1)‖2L2(µ) ≤ cK(1− a2)K/2
+∞∑
l=2K
∑
m+n=l−K
m≥K,n≥0
(
1 +
m · · · (m−K + 1)
(n+K) · · · (n + 1)
)
f 2mϕ
2
n+K
= cK(1− a2)K/2
(∑
m≥K
f 2m
)(∑
n≥K
ϕ2n
)
+ cK(1− a2)K/2
(∑
m≥K
m · · · (m−K + 1)f 2m
)(∑
n≥K
ϕ2n
(n+K) · · · (n + 1)
)
,
which is the Hermite representation of the expected quantity by formula (9).
5 Proof of Theorem 1.1
Finally, we conclude the article with the proof of our main theorem, Theorem 1.1, which
follows on from the recursion formula (11) and barycentric convolution inequality for
χ2-distance (Er).
Proof of Theorem 1.1. In the framework of the theorem, denote
n0 :=
⌈
1
1− a2ϕ
⌉
∨ 2.
By the two aforementioned relations, we have for all integer n ≥ n0:
χ2(fn) ≤
(
1− 1
n
) r+1
2 (
1 + dϕ
(√
1− 1/n
))
χ2(fn−1) +
1
n
r+1
2
χ2(ϕ).
Remembering that r ≥ 2, let us call for all n ≥ n0,
cn :=
(
1− 1
n
) r+1
2 (
1 + dϕ
(√
1− 1/n
))
= 1− r + 1
2n
+O
(
1
n
3
2
)
, dn :=
1
n
r+1
2
χ2(ϕ),
where we denote vn = O(un) if lim supn→+∞ |vn/un| < +∞. The preceding recursive
inequality yields
χ2(fn) ≤
(
n∏
k=n0
ck
)
χ2(fn0−1) +
n∑
k=n0
(
n∏
j=k+1
ck
)
dk.
Now,
log
(
n∏
k=n0
ck
)
=
n∑
k=n0
log ck = −
n∑
k=n0
(
r + 1
2n
+O
(
1
n
3
2
))
= −r + 1
2
log n+O (1) .
This leads to
n∏
k=n0
ck = O
(
1
n
r+1
2
)
;
n∑
k=n0
(
n∏
j=k+1
ck
)
dk =
(
n∏
j=n0
cj
)
n∑
k=n0
dk∏k
j=n0
cj
= O
(
1
n
r+1
2
) n∑
k=n0
O (1)
= O
(
1
n
r−1
2
)
.
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Finally,
χ2(fn) := O
(
1
n
r+1
2
)
+O
(
1
n
r−1
2
)
= O
(
1
n
r−1
2
)
,
which proves the theorem.
Remark 5.1 (Non i.i.d case). If we suppose that the random variables (Xi)i≥1 are inde-
pendent and can be distributed according to densities (ϕj)j∈J , where J is a finite set and
each ϕj is polynomial and complies with (H), then the integer n0 above is replaced by
n0 := max
j∈J
⌈
1
1− a2ϕj
⌉
∨ 2,
and the quantities (cn, dn)n≥n0 by
cn :=
(
1− 1
n
) r+1
2
max
j∈J
(
1 + dϕj
(√
1− 1/n
))
= 1− r + 1
2n
+O
(
1
n
3
2
)
,
dn :=
1
n
r+1
2
max
j∈J
χ2(ϕj) = O
(
1
n
r+1
2
)
.
The rest of the proof is unchanged.
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