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Resumen
En este trabajo se proponen controladores basados en observadores lineales para el control robusto de
una clase amplia de sistemas no lineales conocidos como sistemas diferencialmente planos, sean estos
monovariables o multivariables. Se establece primeramente el modelo dina´mico entrada - salida plana,
simpliſca´ndolo a un modelo de cara´cter no fenomenolo´gico que solamente considera como elementos
claves en el disen˜o del controlador el orden de integracio´n del sistema y el factor de ganancia de
entrada, en el caso monovariable, y, los o´rdenes de los subsistemas de integracio´n de Kronecker y la
matriz de ganancias del vector de entradas en el caso multivariable. El resto de las no linealidades,
dependientes del estado o de naturaleza exo´gena, son consideradas, en general, como perturbaciones
desconocidas pero acotadas que toman valores en el tiempo. Se demuestra que estas perturbaciones
son algebraicamente observables, permitiendo su determinacio´n aproximada mediante observadores
lineales de orden arbitrario. Estos observadores, llamados observadores GPI, incluyen modelos internos
que representan polinomios en el tiempo, cuya actualizacio´n es de Æ´ndole automa´tica, permitiendo
aproximaciones arbitrariamente cercanas a las perturbaciones desconocidas. El disen˜o del controlador se
reduce entonces a lograr la cancelacio´n de las perturbaciones aditivas a la vez de imponer una dina´mica
lineal en lazo cerradomediante realimentacio´n de estados estimados, los cuales se obtienen directamente
del mismo observador lineal propuesto. Se presenta un ejemplo de simulacio´n que considera un sistema
fÆ´sico no lineal de complejidad reconocida. Tambie´n se incluyen resultados experimentales sobre dos
prototipos de laboratorio.
Copyright c©&EA.
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1. INTRODUC&ION
Existen varios enfoques que tratan el problema de cancelacio´n
de perturbaciones no estructuradas por medio de te´cnicas de
estimacio´n asinto´tica. El excelente trabajo del profesor C.D.
Johnson, bajo el nombre de Control basado en Acomodacio´n de
Perturbaciones (CAP), ( ver Johnson (1971)), constituye una de
las referencias obligadas dentro de esta a´rea. Los aspectos teo´ri-
cos y pra´cticos del CAP han estado evolucionando activamente,
como se evidencia en el trabajo de revisio´n de Johnson (2008).
Esta teorÆ´a goza de extensiones a sistemas en tiempo discreto
como se muestra en el capÆ´tulo de libro de Johnson (1982) y
a sistemas multivariables. En un trabajo reciente, desarrollado
por Johnson (1982), se trata el problema de desacoplar dos
sistemas lineales, acoplados de manera no-lineal, utilizando la
teorÆ´a de CAP. En el a´rea de sistemas de potencia, el trabajo
de Mohadjer y Johnson (1983), realiza una aplicacio´n de la
acomodacio´n de perturbaciones, a la interconexio´n de sistemas
de potencia desde la perspectiva del control de la frecuencia.
Una tendencia estrechamente relacionada con la te´cnica CAP,
esta´ representada por los esfuerzos del fallecido profesor
Jingqing Han, que se resumen en el documento po´stumo Han
(2009), y que se conoce como: Estimacio´n y Rechazo Activo
de Perturbaciones (ERAP). Los numerosos trabajos originales
del profesor Han, que incluyen implementaciones de labora-
torio y aplicaciones industriales, no han sido traducidos y sus
contribuciones seminales permanecen escritas en chino (ver
las referencias en Han (2009)). Aunque la idea principal de
la estimacio´n de perturbaciones basada en observador, y su
subsecuente cancelacio´n por medio de una ley de control, es
similar al esquema propuesto por el CAP; el e´nfasis del ERAP
recae, principalmente, en la estimacio´n de perturbaciones por
medio de observadores no lineales, y desarrollos adicionales
relacionados con: ca´lculo eſciente de derivadas con respecto
al tiempo, ca´lculo del grado relativo y extensiones no lineales
de controles PID. El trabajo y la inspiracio´n del profesor Han,
han inƀuido en desarrollos interesantes y aplicaciones concretas
hechas por el profesor Gao y sus colegas (ver Gao et al. (2001),
Gao (2006). De igual manera, se nota esta inƀuencia en el
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trabajo de Sun y Gao (2005) y en el artÆ´culo de Sun (2007)).
En un artÆ´culo reciente de Fliess y Join (2008), se propone una
idea cercanamente relacionada al control CAP y ERAP, distin-
guida como: Controladores PID Inteligentes (CPIDI). La idea
principal de los CPIDI hace uso de los Me´todos Algebraicos
considerando modelos no fenomenolo´gicos que substituyen la
planta por una de primer orden, o de segundo orden como
ma´ximo. El aspecto interesante de este me´todo reside en el
uso de manipulaciones algebraicas apropiadas para cancelar
localmente te´rminos no-lineales desconocidos, propios de la
dina´mica del sistema, para luego identiſcar, eſcientemente,
ganancias variantes en el tiempo asociadas al control, como si
e´stas fuesen ganancias seccionalmente constantes (ver Fliess et
al. (2008)). En el trabajo de Sira-RamÆ´rez y Fliess (2004) se
presenta un me´todo netamente algebraico para el control del
generador sincro´nico.
En este artÆ´culo, se presenta un me´todo de disen˜o de con-
troladores lineales robustos para sistemas no lineales pertur-
bados que hace uso de estimaciones suſcientemente precisas
de te´rminos aditivos, tanto endo´genos como exo´genos, de la
dina´mica existente entre la entrada del sistema y la salida
plana del mismo. Estas estimaciones se llevan a cabo mediante
observadores lineales llamados: observadores Proporcionales
Integrales Generalizados (que llamaremos de ahora en adelante:
observadores GPI). El me´todo se aplica, en forma natural, a
sistemas no lineales diferencialmente planos, los cuales cons-
tituyen una clase prominente y frecuente de los sistemas no
lineales (ve´ase Sira-RamÆ´rez y Agrawal (2004), Le´vine (2009)
). Los observadores GPI representan la contraparte dual de los
controladores GPI desarrollados en Fliess et al. (2002).
Los observadores GPI incluyen, de manera natural y embebi-
da, un modelo polinomial en el tiempo, de actualizacio´n au-
toma´tica, de las perturbaciones no lineales dependientes del
estado y de aquellas perturbaciones exo´genas sin estructura
especial alguna. Las estimaciones provistas por el observador
se usan en el controlador para facilitar su cancelacio´n aproxi-
mada, en lÆ´nea, mientras, de manera simulta´nea, se estiman las
variables de fase relacionadas con las salidas planas medidas.
Sin embargo, el esquema constituye un me´todo aproximado,
ya que esta´ sujeto a la evolucio´n lineal y perturbada del error
de reconstruccio´n de las variables de fase y de la perturbacio´n.
Esta dina´mica lineal perturbada se ajusta mediante ganancias
suſcientemente altas, lo cual hace el esquema sensible a los
ruidos de planta y de medicio´n. Sin embargo, los efectos no-
civos de las ganancias altas pueden atenuarse signiſcativamente
mediante el uso de pre-ſltraje de la salida y la utilizacio´n de
funciones de saturacio´n (“embragues”) apropiadas para limitar
el feno´meno del pico impulsivo (ver Sussman y Kokotovic
(1991)). La estimacio´n en linea de estados y perturbaciones,
de naturaleza aproximada, se combina con una ley de control
lineal, que cancela de manera efectiva las perturbaciones y
no linealidades desconocidas e impone una dina´mica deseada
en lazo cerrado sobre las cadenas de integracio´n remanentes
despues de las cancelaciones de ganancia y de perturbacio´n
aditiva. Las principales diferencias de nuestro enfoque, con re-
specto al CAP y al ERAP, radican en: 1) No se discrimina entre
perturbaciones exo´genas (externas) y endo´genas (dependientes
del estado) asociadas al modelo de entrada-salida no lineal.
Estas perturbaciones esta´n agrupadas, en una sen˜al variante en
el tiempo que so´lo requiere de estimacio´n lineal para su eva-
luacio´n suſcientemente precisa. No´tese que las no linealidades
de la planta generan funciones en el tiempo que son exo´genas
para cualquier observador dina´mico y, por lo tanto, evitan natu-
ralmente los “lazos algebraicos”. 2) Se hace e´nfasis en las posi-
bilidades intrÆ´nsecas que tienen los sistemas diferencialmente
planos para la estimacio´n lineal de perturbaciones aditivas y
su cancelacio´n por medio de controladores igualmente lineales
(para el concepto de planitud se recomienda revisar el artÆ´culo
de Fliess et al. (1995) y el libro de Sira-RamÆ´rez y Agrawal
(2004)).
Este artÆ´culo se organiza de la siguiente manera: La seccio´n
2 presenta una introduccio´n al control lineal de sistemas no
lineales diferencialmente planos basados en observadores GPI
de alta ganancia y controladores lineales. La seccio´n 3 con-
sidera el problema de controlar el a´ngulo de desviacio´n de un
generador sincro´nico trifa´sico por medio de la combinacio´n del
control con observacio´n de tipo lineal. Se realiza una prueba
de robustez bajo un ensayo de corto circuito. En la seccio´n
4 se describe un ejemplo ilustrativo, que incluye resultados
experimentales, concerniente a una tarea de seguimiento de
trayectoria en el control de un robot mo´vil con restricciones no
holo´nomas. Este sistema, no lineal y multivariable, exhibe una
matriz de ganancia de entrada dependiente de las variables de
fase asociadas a las salidas planas. En este caso, se aplico´ a
los observadores de alta ganancia inyecciones integrales de
la salida plana. Esta accio´n representa un preſltraje adecuado
destinado a reducir los efectos nocivos del ruido de medicio´n.
La seccio´n 5 presenta igualmente resultados experimentales,
ilustrativos de la metodologÆ´a del control lineal de sistemas no
lineales, sobre el problema de seguimiento de salida en un cir-
cuito cao´tico de Chua sobre el cual se deſne artiſcialmente una
variable de control apropiada. Demostramos que, en particular,
la te´cnica de control propuesta permite convertir un circuito
cao´tico en un oscilador armo´nico. La u´ltima seccio´n contiene
las conclusiones y posibles trabajos a ser considerados en el
futuro. El artÆ´culo incluye un Ape´ndice donde se expone y se
demuestra el resultado principal que, sobre sistemas lineales
perturbados, proporciona la base matema´tica a la metodologÆ´a
de disen˜o de control robusto aquÆ´ expuesta.
2. CONTROL LINEAL BASADO EN OBSERVADOR GPI
DE SISTEMAS NO LINEALES
Considere el siguiente sistema no lineal, perturbado y suave, de
una entrada y una salida,
y(n) = ψ(t, y, y˙, ..., y(n−1)) + φ(t, y)u + ζ(t) (1)
El sistema no perturbado (ζ(t) ≡ 0) es diferencialmente plano,
o, simplemente, plano, dado que todas las variables del sistema,
incluyendo u, se pueden expresar en te´rminos de funciones
diferenciales de la salida plana y, i.e., funciones de y y de un
nu´mero ſnito de sus derivadas temporales.
Se supone que la perturbacio´n exo´gena, ζ(t), es uniforme-
mente, absolutamente, acotada, es decir, es una funcio´n escalar
L∞. En forma similar, se supone que para todas las soluciones
acotadas, y(t), de (1), obtenidas por medio de entradas de
control, u, suſcientemente suaves y acotadas uniformemente,
la perturbacio´n aditiva endo´gena,ψ(t, y(t), y˙(t), ..., y(n−1)(t)),
vista como una sen˜al variante en el tiempo, es uniformemente,
absolutamente, acotada.
Tambie´n se supone que la funcio´n no lineal de ganancia
φ(t, y(t)) es L∞ y suſcientemente alejada de cero, i.e., existe
una constante estrictamente positiva, μ, tal que
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|φ(t, y(t))| ≥ μ > 0 (2)
para todas las soluciones acotadas y suaves, y(t), de (1)
obtenidas mediante una entrada suave y acotada de la sen˜al de
control u. Esta suposicio´n, es natural para evadir las singular-
idades de la ganancia de entrada y la falta de controlabilidad
temporal del sistema. La planitud del sistema, en particular,
permite disen˜ar trayectorias de referencia de las salidas planas,
y∗(t), que garantizan, al menos nominalmente, esta suposicio´n.
Aunque se pueden extender los resultados para funciones cuyas
ganancias, φ, sean dependientes de derivadas de y(t) con re-
specto al tiempo, consideramos la ganancia, φ, perfectamente
conocida y funcio´n explÆ´cita del tiempo y de la salida plana, y.
Esta suposicio´n hace que nuestros resultados sean, en general,
semi-globales puesto que, en general, existen condiciones ini-
ciales que pudiesen violar la hipo´tesis (2). Cuando φ(t, y(t)) es
constante, los resultados son ciertamente globales.
Hacemos la siguiente formulacio´n del problema:
Dada una trayectoria de referencia, y∗(t), para la salida plana,
y(t), tal que (2) es va´lida, proponer una ley de control lineal
para el sistema (1) de tal forma que se tenga una convergencia,
suſcientemente cercana, de la salida plana, y(t), hacia la sen˜al
de referencia y∗(t), a pesar de los efectos de la entrada descono-
cida de perturbacio´n endo´gena ψ(t, y(t), y˙(t), ..., y(n−1)(t)) y
de la entrada de perturbacio´n exo´gena, ζ(t). La convergencia
aproximada a que se alude implica que el error de seguimiento,
e(t) = y − y∗(t), y sus primeras, n, derivadas con respecto al
tiempo, convergen asinto´ticamente, en forma dominantemente
exponencial, a una vecindad, tan pequen˜a como se requiera, del
origen en el espacio de fases del error de seguimiento.
La solucio´n del problema se puede llevar a cabo en un contexto
totalmente lineal, si se considera el modelo no lineal (1) como
un sistema lineal perturbado, como el que se muestra a contin-
uacio´n:
y(n) = v + ξ(t) (3)
donde v = φ(t, y)u es perfectamente conocida, y ξ(t) =
ψ(t, y(t), y˙(t), ..., y(n−1)(t)) + ζ(t) es una funcio´n del tiem-
po completamente desconocida pero uniformemente, absoluta-
mente, acotada.
Considere el siguiente resultado preliminar:
Proposicio´n 1. La funcio´n de perturbaciones desconocidas,
ξ(t), en la dina´mica simpliſcada del sistema (3), es algebraica-
mente observable , en el sentido de Diop y Fliess (1991).
Demostracio´n. La prueba de este hecho es inmediata despue´s
de escribir (3) como
ξ(t) = y(n) − v = y(n) − φ(t, y)u (4)
i.e., ξ(t) puede expresarse en te´rminos de la entrada de control
u, de la salida, y, y de un numero ſnito de sus derivadas. Por lo
tanto, ξ(t) es algebraicamente observable.
Nota 2. Esto signiſca, en particular, que si ξ(t) se puede expre-
sar mediante un modelo polinomial aproximado, formalmente
va´lido tan solo localmente, pero sobre el cual se puede impo-
ner una actualizacio´n automa´tica, puedie´ndose lograr entonces
una estimacio´n, uniformemente aproximada, de ξ(t) por medio
de un observador lineal. El modelo polinomial de la pertur-
bacio´n, ξ(t), esta´ descrito por una ecuacio´n diferencial lineal
homoge´nea cuyo orden excede, al menos en una unidad, al
grado del polinomio que por hipo´tesis aproxima dicha pertur-
bacio´n. Incorporamos posteriormente este modelo lineal a la
descripcio´n del sistema (3) como un modelo interno de la per-
turbacio´n y se disen˜a entonces un observador que adopta este
modelo polinomial como parte de la dina´mica del observador.
Finalmente, la forma de hacer que el modelo polinomial de
la perturbacio´n variante en el tiempo sea de actualizacio´n au-
toma´tica y, por ende, uniformemente va´lido aunque constituya
un modelo aproximado, es inducir a la dina´mica aumentada 1
del error de estimacio´n de la salida inyectada a exhibir un com-
portamiento dominantemente lineal con un espectro ubicado
suſcientemente lejos del eje imaginario del plano complejo.
Esto hace que el error de estimacio´n de la perturbacio´n variante
en el tiempo se encuentre conſnado a una vecindad suſcien-
temente pequen˜a alrededor del origen del espacio de fase del
error de estimacio´n.
Suponemos que la entrada de perturbacio´n, ξ(t), puede mode-
larse localmente como un polinomio en el tiempo, o polinomio
de Taylor, z1, de grado p−1ma´s un te´rmino residual, r(t), i.e.,
ξ(t) = z1+ r(t) = a0+ a1t+ · · ·+ ap−1tp−1+ r(t), ∀ t (5)
El modelo polinomial en el tiempo, z1, es invariante con respec-
to a traslaciones ſnitas en el tiempo y satisface trivialmente la
ecuacio´n diferencial homoge´nea, z(p)1 = 0. Decimos que z1
deſne una familia de polinomios de Taylor de grado p − 1
a coeſcientes reales arbitrarios. Consideramos a z1 como el
modelo interno de la perturbacio´n aditiva desconocida repre-
sentado localmente por z(p)1 = 0 (ver Johnson (1971)).
El modelo de la perturbacio´n adquiere la caracterÆ´stica de ser de
actualizacio´n automa´tica cuando se incorpora como parte de un
observador lineal asinto´tico cuyo error de estimacio´n es forzado
a converger, uniformemente, a una pequen˜a vecindad de cero.
En consecuencia, podemos suponer, de manera conſable, que
la funcio´n residual, r(t), y sus derivadas con respecto al tiempo
r(p)(t), se tornan uniformemente absolutamente acotadas y
son, tambie´n, de actualizacio´n automa´tica. Para precisar esto,
designamos mediante, yj , a una estimacio´n de y(j−1) para
j = 1, ..., n. Se tiene el siguiente resultado:
Teorema 3. El control basado en un observador GPI:
u=
1
φ(t, y)
[
[y∗(t)](n) −
n−1∑
j=0
(
κj [yj+1 − (y∗(t))(j) ]
)
− ξˆ(t)
]
ξˆ(t) = z1
y˙1 = y2 + λp+n−1(y − y1)
y˙2 = y3 + λp+n−2(y − y1)
...
y˙n = v + z1 + λp(y − y1) (6)
z˙1 = z2 + λp−1(y − y1)
...
1 Aumentada ciertamente, gracias al efecto de la inclusio´n en el observador del
modelo interno, de tipo polinomial, de la perturbacio´n agregada.
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...
z˙p−1 = zp + λ1(y − y1)
z˙p = λ0(y − y1)
lleva el error de seguimiento de las variables de fase, e(k)y =
y(k) − [y∗(t)](k), k = 0, 1, .., n − 1, asinto´ticamente y ex-
ponencialmente a una vecindad suſcientemente pequen˜a del
origen en el espacio de estado del error de seguimiento. La
vecindad puede ser tan pequen˜a como se desee de acuerdo
a una seleccio´n apropiada de los para´metros de ganancia del
controlador {κ0, ..., κn−1}. Ma´s au´n, los errores de estimacio´n:
e˜(i) = y(i) − yi+1, i = 0, ..., n− 1 y los errores de estimacio´n
de las variables de fase de la perturbacio´n: zj − ξ(j−1)(t),
j = 1, ..., p convergen asinto´ticamente y exponencialmente, a
una vecindad pequen˜a del origen del error de reconstruccio´n de
estado, la cual puede ser suſcientemente pequen˜a gracias a la
seleccio´n adecuada de los para´metros, {λ0, ..., λp+n−1}.
Demostracio´n. La prueba esta´ basada en el hecho que el error
de estimacio´n, e˜, cumple la siguiente ecuacio´n diferencial lineal
perturbada
e˜(p+n) + λp+n−1e(p+n−1) + · · ·+ λ0e˜ = r(p)(t) (7)
Ya que r(p)(t), por hipo´tesis, es uniformemente, absolutamente
acotada, entonces existen coeſcientes, λk, tales que e˜ converge
a una vecindad pequen˜a de cero siempre que las raÆ´ces del
polinomio caracterÆ´stico, asociado en la variable compleja s,:
sp+n + λp+n−1sp+n−1 + · · ·+ λ1s+ λ0 (8)
este´n conſnados suſcientemente lejos del eje imaginario en
el semiplano izquierdo del plano complejo. En la medida que
estas raices se alejan del eje imaginario del plano complejo,
ma´s pequen˜a es la vecindad del origen en el espacio de estado
del error de estimacio´n, donde el error de estimacio´n, e˜, se
mantiene acotado (ver Ape´ndice y Kailath (1979)). Claramente,
si e˜, y sus derivadas con respecto al tiempo, convergen a una
vecindad del origen, entonces, zj−ξ(j−1), j = 1, 2, ..., tambie´n
convergen a una vecindad pequen˜a de origen.
Sea l(e˜, ˙˜e, ...) una funcio´n lineal del error de estimacio´n e˜ y sus
derivadas dada por:
l(e˜, ˙˜e, ...e˜(n−1)) =
n−1∑
j=0
kj e˜
j (9)
El error de seguimiento, ey = y− y∗(t), evoluciona de acuerdo
a la siguiente dina´mica lineal perturbada:
e(n)y + κn−1e
(n−1)
y + · · ·+ κ0ey = ξ(t)− ξˆ(t)− l(t, e˜, ˙˜e, ...)
(10)
escogiendo los coeſcientes del controlador, {κ0, · · · , κn−1},
tales que el polinomio caracterÆ´stico asociado,
sn + κn−1sn−1 + · · ·+ κ0 (11)
exhiba sus raÆ´ces suſcientemente alejadas del eje imaginario en
el lado izquierdo del plano complejo, se garantiza entonces que
el error de seguimiento y sus derivadas en el tiempo, convergen
asinto´ticamente, exponencialmente a una vecindad del origen
del espacio de fases del error de seguimiento. No´tese que, de
acuerdo al funcionamiento ra´pido inducido sobre el observador,
el miembro derecho de (10) esta´ representado por una sen˜al
que es absolutamente y uniformemente acotada, que, adema´s,
termina evolucionando en una vecindad pequen˜a del origen.
Por esta razo´n, las raÆ´ces de (11) pueden ser ubicadas un tanto
menos alejadas del eje imaginario del plano complejo que las
correspondientes de (8). Una prueba ma´s detallada de este
teorema se encuentra en el artÆ´culo Luviano-Juarez et al. (2010)
(Ver tambie´n el Ape´ndice).
Nota 4. El observador GPI propuesto en (6) es un observador
de alta ganancia, el cual esta´ propenso a exhibir feno´menos de
picos impulsivos, o sobre-picos, en el momento inicial (Suss-
man y Kokotovic (1991)). Se puede habilitar de manera gradual
y conveniente la inyeccio´n al controlador de las estimaciones
generadas por el observador, a ſn de evitar los efectos de estos
comportamientos impulsivos. Igualmente, y dado que el contro-
lador propuesto tiene caracterÆ´sticas de alta ganancia, se puede
disminuir a cero la amplitud de la sen˜al de referencia de salida
en el instante inicial y gradualmente liberarla, o habilitarla,
hasta su valor total. Esto se logra por medio de una funcio´n
suave que sirve de factor de interpolacio´n, o de saturacio´n, entre
el valor inicial: cero, y el valor ſnal: la unidad, durante un
perÆ´odo de tiempo pequen˜o, [0, ]. En lo sucesivo, designamos
estas funciones suaves de habilitacio´n mediante sf (t) ∈ [0, 1]
y las deſnimos de la siguiente manera, (no u´nica):
sf (t) =
⎧⎨
⎩
1 para t > 
senq
(
πt
2
)
para t ≤  (12)
donde q es una constante, par, positiva, que se selecciona
arbitrariamente.
2.1 Observador GPI con inyeccio´n integral
Sea ξ(t) una sen˜al medible, con integral iterada de orden
m uniformemente absolutamente acotada. Supo´ngase que se
requiere calcular, con algu´n propo´sito especÆ´ſco de control u
observacio´n, las primeras derivadas respecto al tiempo de la
funcio´n, ξ(t).
Se dice que una sen˜al, ρ1(t), converge a una vecindad de ξ(t),
siempre que la sen˜al de error ξ(t)− ρ1(t) esta´ uniformemente,
absolutamente, acotada dentro de una vecindad pequen˜a del
origen.
La siguiente proposicio´nmotiva el disen˜o de un observador tipo
GPI, para la estimacio´n de derivadas respecto al tiempo de una
sen˜al, ξ(t), donde ξ(t) este´ posiblemente afectada por procesos
estoca´sticos de media cero, y de caracterÆ´sticas estadÆ´sticas
desconocidas. Para lograr suavizar los efectos del ruido en el
ca´lculo en lÆ´nea de las derivadas temporales, se realiza una
doble integracio´n de la sen˜al medida, ξ(t); asÆ´, suponiendo que
la segunda integral de ξ(t) es uniformemente absolutamente
acotada (i.e.,m = 2), se tiene:
Proposicio´n 5. Considere el siguiente sistema perturbado cons-
tituido por una cadena de dos integradores, donde la entrada
ξ(t), esta´ afectada por ruidos de medicio´n (de media cero) que
satisfacen las condiciones anteriormente descritas:
y˙0 = y1, y˙1 = ξ(t) (13)
Considere el siguiente observador de (13), del tipo GPI, con
inyeccio´n integral de salida que incluye, adicionalmente, un
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modelo interno basado en polinomios del tiempo de grado, r,
para la funcio´n ξ(t) y que se expresa mediante la variable ρ1:
˙ˆy0 = yˆ1 + λr+1(y0 − yˆ0)
˙ˆy1 = ρ1 + λr(y0 − yˆ0)
ρ˙1 = ρ2 + λr−1(y0 − yˆ0)
...
ρ˙r = λ0(y0 − yˆ0) (14)
Entonces, las variables del observador: ρ1, ρ2, ρ3, ..., respec-
tivamente, convergen de forma asinto´tica hacia una vecindad
reducida de la entrada de perturbacio´n, ξ(t), y sus correspon-
dientes derivadas respecto al tiempo ξ˙(t), ξ¨(t),..., siempre y
cuando las ganancias del observador {λ0, ..., λr+1}, sean tales
que las raÆ´ces del polinomio en la variable compleja s,
P (s) = sr+2 + λr+1s
r+1 + · · ·+ λ1s+ λ0 (15)
este´n ubicadas en el semiplano izquierdo del plano complejo,
alejadas convenientemente del eje imaginario.
Demostracio´n. DefÆ´nase el error de inyeccio´n de la doble
integral de la entrada como: ε = y0− yˆ0. La dina´mica del error
de inyeccio´n integral esta´ descrita por la siguiente ecuacio´n
diferencial lineal perturbada
ε(r+2) + λr+1ε
(r+1) + · · ·+ λ1ε˙+ λ0ε = ξ(r)(t) (16)
Seleccionando los para´metros del observadorλ0, λ1, · · · , λr+1,
de tal forma que el polinomio (15) sea Hurwitz, entonces,
de acuerdo a los resultados dados para las soluciones de las
ecuaciones diferenciales lineales perturbadas de alta ganan-
cia, el error de inyeccio´n ε y sus correspondientes derivadas
con respecto al tiempo esta´n uniformemente acotados por una
pequen˜a vecindad del origen del espacio de fase del error de re-
construccio´n, cuyo radio de contencio´n depende, fundamental-
mente, de la parte real ma´s pequen˜a de todos los valores propios
asociados a la dina´mica lineal dominante en lazo cerrado (ver
Luviano-Juarez et al. (2010), Fliess y Rudolph (1997)y tambie´n
el Ape´ndice).
3. CONTROL DE UN GENERADOR SINCRO´NICO
En esta seccio´n, se considera el control lineal de seguimien-
to de trayectorias de la desviacio´n angular para un generador
sincro´nico mediante el uso del estimador de perturbacio´n de-
pendiente del estado, empleando observadores GPI.
3.1 Modelo de un generador sincro´nico simple
Conside´rese el modelo de un generador sincro´nico, conectado a
un “bus inſnito”, con un capacitor en serie conectado por medio
de un puente de tiristores (ver Hingorani y Gyugyi (2000)),
x˙1 = x2
x˙2 = Pm − b1x2 − b2x3sen(x1)
x˙3 = b3(−x3 + x∗3(t) + u+ ζ(t)) (17)
donde x1 es el a´ngulo de carga, considerado como la salida me-
dida. La variable x2 es la desviacio´n de la velocidad, sÆ´ncrona,
nominal en el eje, mientras x3 deſne la admitancia del sistema.
La entrada de control u, se interpreta, usualmente, como una
cantidad relacionada con el a´ngulo de disparo del conmutador.
ζ(t) es una entrada de perturbacio´n externa de naturaleza desco-
nocida. El punto de equilibrio esta´tico del sistema, el cual puede
ser parametrizado en te´rminos de la posicio´n de equilibrio de la
desviacio´n angular x1, esta´ dado por,
x1 = x1, x2 = 0, x3 = x
∗
3(t) =
Pm
b2sen(x1)
(18)
Suponemos que los para´metros del sistema, b2 y b3 son conoci-
dos. Las cantidades constantes Pm, b1 y la cantidad variante en
el tiempo x∗3(t), son considerados como totalmente desconoci-
dos.
3.2 Formulacio´n del problema
Se desea que la desviacio´n angular de carga y = x1, siga
una trayectoria de referencia dada, acotada, y alejada de cero,
y∗(t) = x∗1(t), independientemente de los para´metros descono-
cidos del sistema, y a pesar de posibles entradas de perturbacio´n
externas (tales como la ocurrencia de un corto circuito en el bus
trifa´sico, que establecen, temporalmente, potencias meca´nicas,
Pm, de valor cero), adema´s de otras entradas de perturbacio´n
desconocidas no modeladas contempladas en ζ(t).
3.3 Resultados principales
El sistema libre de perturbaciones (17) es plano, siendo la salida
plana, y = x1. En efecto, todas las variables del sistema se
pueden parametrizar en te´rminos de, y, y un nu´mero ſnito de
sus derivadas. Se tiene:
x1 = y
x2 = y˙
x3 =
Pm − b1y˙ − y¨
b2sen(y)
u=− b1y¨ + y
(3)
b3b2sen(y)
− Pm − b1y˙ − y¨
b3b2sen2(y)
y˙ cos(y)
+
Pm − b1y˙ − y¨
b2sen(y)
− x∗3(t) (19)
La dina´mica entrada-salida, sin dina´mica de ceros alguna, se
obtiene con ayuda de la parametrizacio´n de la entrada (19).
Consideramos entonces la siguiente dina´mica simpliſcada, in-
cluyendo las no linealidades propias del sistema y la inƀuencia
de la entrada externa, ζ(t), como:
y(3) = − [b3b2sen(y)] u+ ξ(t) (20)
donde ξ(t) esta´ dada por
ξ(t) =−b1y¨ + b3 (Pm − b1y˙ − y¨)
(
1− y˙ cos(y)
b3sen(y)
)
−b3b2sen(y) (x∗3(t) + ζ(t)) (21)
Consideramos ξ(t) como una entrada de perturbacio´n descono-
cida, pero uniformemente absolutamente acotada, la cual re-
quiere ser estimada en lÆ´nea por medio de un observador y,
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subsecuentemente, cancelada a partir de la dina´mica del sis-
tema simpliſcado mediante retroalimentacio´n lineal hecha con
el propo´sito de regular la variable, y, hacia la trayectoria de
referencia deseada, y∗(t). Recordemos que los para´metros de
ganancia b2 y b3 se suponen conocidos.
El problema se reduce, entonces, a un problema de seguimiento
de trayectoria deſnido sobre un sistema predominantemente
lineal de tercer orden y sujeto a perturbaciones uniformemente,
absolutamente, acotadas, (20), con una ganancia de entrada
conocida y dependiente del estado.
Se propone un controlador por realimentacio´n lineal de es-
tados estimados incluyendo un te´rmino de cancelacio´n de la
perturbacio´n “gradualmente habilitado”, z1s(t) = sf (t)z1(t),
y variables de fase estimadas, tambie´n “gradualmente habili-
tadas”mediante, yjs = sf (t)yj(t), j = 1, 2, 3 con sf (t) deſni-
da en la ecuacio´n (12) con un valor apropiado del intervalo de
interpolacio´n representado por .
u=− 1
b3b2sen(y)
[
(y∗(t))(3) − k2(y3s − y¨∗(t))
−k1(y2s − y˙∗(t))− k0(y − y∗(t))− z1s]
Las variables correspondientes, y3, y2 y z1, se generan median-
te el siguiente observador lineal, del tipo GPI:
y˙1 = y2 + λ5(y − y1)
y˙2 = y3 + λ4(y − y1)
y˙3 =− (b3b2sen(y))u+ z1 + λ3(y − y1)
z˙1 = z2 + λ2(y − y1)
z˙2 = z3 + λ1(y − y1)
z˙3 = λ0(y − y1) (22)
donde y1 es el estimado redundante de la salida y, y2 es el
estimado de la velocidad del eje, y y3 es el estimado de la
aceleracio´n del eje. La variable z1 estima la entrada de pertur-
bacio´n, ξ(t), por medio de un modelo local, de actualizacio´n
automa´tica, que representa una familia de polinomios de se-
gundo grado, el cual se toma como modelo interno de la pertur-
bacio´n dependiente del estado. Este te´rmino afecta la dina´mica
entrada-salida (20).
Las variables del observador gradualmente habilitadas: z1s, y2s
y y3s esta´n deſnidas por
θs = sf (t)θ, sf (t) =
{
senp(
πt
2
) para t ≤ 
1 para t > 
(23)
con θs, representando a cualquiera de las variables del obser-
vador, z1, y2 o y3 y siendo p un nu´mero entero par (en los
ejemplos utilizamos, sistema´ticamente, p = 8. Es claro que
cualquier otra funcio´n de interpolacio´n suave sirve los mismos
propo´sitos: e.g., polinomios de Be´zier, funciones de Gevrey,
etc).
El error de reconstruccio´n del sistema se obtiene restando
las expresiones del observador del modelo del sistema lineal
perturbado simpliſcado. Se tiene, deſniendo: e˜ = e1 = y− y1,
e2 = y˙ − y2, etc.
e˙1 = e2 − λ5e1, e˙2 = e3 − λ4e1, e˙3 = ξ(t)− z1 − λ3e1
z˙1 = z2 + λ2e1
z˙2 = z3 + λ1e1
z˙3 = λ0e1 (24)
El error de reconstruccio´n, e˜, satisface la siguiente dina´mica
lineal perturbada
e˜(6) + λ5e˜
(5) + λ4e˜
(4) + · · ·+ λ1 ˙˜e+ λ0e˜ = ξ(3)(t) (25)
Eligiendo las ganancias {λ5, · · · , λ0} de tal forma que las
raÆ´ces del polinomio caracterÆ´stico
po(s) = s
6 + λ5s
5 + λ4s
4 + · · ·+ λ1s+ λ0, (26)
se ubiquen en el semiplano izquierdo del plano complejo,
se sigue que las trayectorias del error de reconstruccio´n e˜
y de sus derivadas en el tiempo e˜(j), j = 1, 2, ..., esta´n
uniformemente u´ltimamente acotadas por un disco, de radio tan
pequen˜o como se quiera, centrado en el origen del espacio de
fase del error de reconstruccio´n siempre y cuando las raÆ´ces
este´n suſcientemente alejadas del eje imaginario dentro del
plano izquierdo del plano complejo.
La dina´mica en lazo cerrado del error de seguimiento satisface,
e(3)y + κ2e
(2)
y + κ1e˙y + κ0ey = ξ(t)− z1s − l(e˜, ˙˜e, ¨˜e) (27)
La diferencia ξ(t) − z1s, es arbitrariamente pequen˜a despue´s
de un cierto tiempo, y l(e˜, ˙˜e, ...) es una funcio´n lineal del error
de estimacio´n y sus derivadas, de la forma (9). Estas pertur-
baciones convergen a una vecindad suſcientemente pequen˜a
del espacio de fase del error de reconstruccio´n. La perturbacio´n
uniformemente, absolutamente, acotada en el miembro derecho
de (27), produce un error de seguimiento de trayectoria de refe-
rencia, ey = y − y∗(t), que tambie´n converge asinto´ticamente
hacia una pequen˜a vecindad del origen en el espacio de fases
del error de seguimiento.
El polinomio caracterÆ´stico de la componente predominante-
mente lineal de la dina´mica de error de seguimiento en lazo
cerrado puede seleccionarse de tal manera que sus polos este´n
ubicados en el semiplano izquierdo del plano complejo a una
distancia moderada del eje imaginario. Usamos para esto el
polinomio caracterÆ´stico deseado, dado por:
pc(s) = s
3 + κ2s
2 + κ1s+ κ0 = (s
2 + 2ζcωcs+ ω
2
c )(s+ pc)
con ζc, ωc, pc > 0.
3.4 Simulaciones nume´ricas
Seguimiento de trayectoria desde el reposo al reposo. Se
propone como tarea de control reducir, de forma suave, el
a´ngulo de carga, y1 = x1, partiendo de un punto de equilibrio
y = 1 [rad] hacia un valor menor, dado por, y = 0.6 [rad] en un
tiempo razonable, T = 5 [s], comenzando la labor en t = 5 [s]
de un equilibrio caracterizado por (ver Bazanella et al. (1999)
y Pai (1989))
x1 = 1, x2 = 0, x3 = 0.8912
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Se tomaron los siguientes valores como para´metros del sistema
b1 = 1, b2 = 21.3360, b3 = 20
A su vez, se tomo´ la entrada de perturbacio´n externa, ζ(t), como
la siguiente sen˜al,
ζ(t) = 0.005e(sen
2(3t) cos(3t)) cos(0.3t)
Los para´metros del observador se determinaron en te´rminos
del siguiente polinomio caracterÆ´stico deseado po(s) para la
dina´mica lineal del error de reconstruccio´n dominante,
po(s) = (s
2 + 2ζoωnos+ ω
2
no)
3
con ζo = 1, ωno = 20.
Las ganancias del controlador, κ2, κ1, κ0, se establecieron de
tal forma que el polinomio caracterÆ´stico deseado en lazo cerra-
do, pc(s), se impusiese sobre la dina´mica predominantemente
lineal del error de seguimiento,
pc(s) = (s
2 + 2ζcωncs+ ω
2
nc)(s+ pc)
con pc = 3, ωnc = 3, ζc = 1.
La trayectoria deseada del a´ngulo de carga, y∗(t), se especif-
ico´ de la manera siguiente:
y∗(t) = x1,inicial + (ρ(t, t1, t2))(x1,ﬁnal − x1,inicial)
con, ρ(t, t1, t2), dado por un polinomio de Be`zier, y∗(t), el
cual representa una trayectoria suave que parte del reposo y
termina en el reposo, con un valor inicial de equilibrio y∗(t1) =
x1,inicial = 1 [rad] y un valor ſnal de equilibrio deseado dado
por y∗(t2) = x1,ﬁnal = 0.6 [rad]. Se deſnieron tambie´n los
para´metros: t1, t2 y  como: t1 = 5.0 [s], t2 = 10.0 [s];  = 3.0.
El polinomio de interpolacio´n ρ(t, t1, t2), es de la forma:
ρ(t) = τ8
[
r1 − r2τ + r3τ2 − r4τ3 + r5τ4
−r6τ5 + r7τ6 − r8τ7 + r9τ8
]
con,
τ =
t− t1
t2 − t1
y
r1 = 12870, r2 = 91520, r3 = 288288
r4 = 524160, r5 = 600600, r6 = 443520
r7 = 205920, r8 = 54912, r9 = 6435
El polinomio en el tiempo que acabamos de deſnir garantiza
un nu´mero suſciente de derivadas iguales a cero, tanto al inicio
como al ſnal de la trayectoria deseada de interpolacio´n suave
entre reposos o equilibrios.
La ſgura 1 muestra el desempen˜o, en lazo cerrado, del con-
trolador de retroalimentacio´n lineal de salida basado en el ob-
servador GPI, para la evolucio´n forzada de la trayectoria del
a´ngulo de carga del generador sincro´nico, siguiendo de manera
muy cercana la trayectoria deſnida desde el equilibrio inicial
hasta el equilibrio ſnal.
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Figura 1. Desempen˜o del controlador lineal basado en obser-
vador GPI para la trayectoria deseada reposo-reposo en el
generador sincro´nico perturbado.
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Figura 2. Desempen˜o del controlador lineal basado en obser-
vador GPI bajo una pe´rdida su´bita de potencia en t=2 [s]
durante 0.2 [s].
Robustez respecto a fallas su´bitas. Se simulo´ el compor-
tamiento del controlador en presencia de un corto circuito
su´bito ocurrido en t = 2 [s]. La falla presentada tiene una
duracio´n de T = 0.2 [s]. La ſgura 2 muestra el desempen˜o
del controlador basado en el observador GPI, durante el tran-
siente ra´pido que conlleva la recuperacio´n de las condiciones
de equilibrio imperantes.
4. CONTROL DE UN VEHI´CULO NO HOLONO´MICO
La gran mayorÆ´a de los sistemas robo´ticos mo´viles estudiados
en la literatura son diferencialmente planos, mientras no existan
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feno´menos de deslizamiento en las ruedas (ver Leroquais y
d’Andrea Novel (1999)). La planitud diferencial del sistema
permite reducir la tarea de control a la de un sistema linealizable
extendido de entrada-salida. La linealizacio´n de la dina´mica de
la salida plana requiere la cancelacio´n de la matriz de ganan-
cias no lineal, la cual depende solamente de las velocidades
cartesianas del centro de masas del vehÆ´culo. Para obtener estas
variables de estado no medidas, contaminadas por el ruido,
se proponen observadores tipo GPI, los cuales pueden proveer
derivadas en el tiempo suſcientemente ſltradas de las sen˜ales
de salida. Esto se logra mediante un observador GPI provisto de
una inyeccio´n de orden apropiado de la integral del error de es-
timacio´n (ver Corte´s-Romero et al. (2009); Martinez-Vazquez
et al. (2009)). Debido a que los observadores de alta ganancia
son conocidos por su sensibilidad a los ruidos de medicio´n, el
error de inyeccio´n integral logra un buen efecto de ſltraje del
tipo paso bajo.
La ſgura 3 muestra el modelo idealizado de un vehÆ´culo de
dos ruedas acopladas a un eje simple. El eje tiene longitud,
L. Cada rueda es de radio, R, y esta´ actuada por un motor de
corriente directa imprimiendo velocidades angulares: ω1, ω2,
respectivamente, a cada rueda. Las variables de posicio´n esta´n
dadas por (x1, x2), y θ indica el a´ngulo de orientacio´n del robot.
Las velocidades lineales de los puntos de contacto de las ruedas
con el suelo esta´n dadas por, v1 = ω1R y v2 = ω2R. En este
caso, las u´nicas variables medibles son: x1 y x2. Este sistema
esta´ sujeto a restricciones del tipo no holono´micas.
θ
X1
X2
(x1, x2)
v1
v2
R
L
Figura 3. VehÆ´culo de un solo eje
El modelo cinema´tico del sistema esta´ dado por:
⎧⎨
⎩
x˙1 = u1 cos θ,
x˙2 = u1 sen θ,
θ˙ = u2
(28)
donde:
[
u1
u2
]
=
[
R/2 R/2
−R/L R/L
] [
ω1
ω2
]
El objetivo de control es el siguiente: dada una trayectoria
deseada (x∗1(t), x∗2(t)), proponer una ley de control multiva-
riable realimentada, que especiſque las entradas, u1 y u2, de
tal forma que las salidas planas, (x1, x2), logren el seguimiento
asinto´tico exponencial a una vecindad, tan pequen˜a como se
quiera, de la trayectoria deseada, mientras se realiza un rechazo
de las perturbaciones aditivas no modeladas existentes en el
modelo de entradas-salidas planas.
4.1 Realizacio´n del controlador
El sistema (28) es diferencialmente plano, con salidas planas
dadas por el par de coordenadas: (x1, x2), las cuales describen
la posicio´n del punto medio del eje que une las dos ruedas el
cual, para todo efecto pra´ctico coincide con el centro de masas
del vehÆ´culo. El resto de las variables del sistema, incluyendo
las entradas de control se parametrizan diferencialmente como
sigue:
θ = arctan
(
x˙2
x˙1
)
, u1 =
√
x˙21 + x˙
2
2, u2 =
x¨2x˙1 − x˙2x¨1
x˙21 + x˙
2
2
No´tese que la relacio´n entre las entradas y las derivadas de
mayor orden de las salidas planas no es invertible; debido a un
mal condicionamiento del grado relativo. Para solucionar este
obsta´culo para la linealizacio´n, introducimos, como una entrada
auxiliar de control extendida, la derivada respecto al tiempo de
u1. Tenemos:
u˙1 =
x˙1x¨1 + x˙2x¨2√
x˙21 + x˙
2
2
Esta extensio´n de la entrada de control nos lleva a una relacio´n
invertible entrada - derivada de mayor orden de salida plana, la
cual escribimos en la forma:
[
u˙1
u2
]
=
⎡
⎢⎢⎣
x˙1√
x˙21 + x˙
2
2
x˙2√
x˙21 + x˙
2
2−x˙2
x˙21 + x˙
2
2
x˙1
x˙21 + x˙
2
2
⎤
⎥⎥⎦
[
x¨1
x¨2
]
(29)
4.2 Control basado en observador GPI
Considere el siguiente controlador multivariable basado en
controladores lineales, tipo GPI, que incluyen la cancelacio´n
de la matriz no lineal de ganancias. Esta matriz se determina
mediante la ayuda de estimadores lineales GPI con inyeccio´n
apropiada de la integral del error de estimacio´n:
[
u˙1
u2
]
=
⎡
⎢⎢⎢⎢⎣
ˆ˙x1√
(ˆ˙x1)2 + (ˆ˙x2)2
ˆ˙x2√
(ˆ˙x1)2 + (ˆ˙x2)2
−ˆ˙x2
(ˆ˙x1)2 + (ˆ˙x2)2
ˆ˙x1
(ˆ˙x1)2 + (ˆ˙x2)2
⎤
⎥⎥⎥⎥⎦
[
ν1
ν2
]
(30)
donde las variables auxiliares de control, ν1, ν2, esta´n dadas por
2 :
ν1 = x¨
∗
1(t)−
[
k12s
2 + k11s+ k10
s(s+ k13)
]
(x1 − x∗1(t))
ν2 = x¨
∗
2(t)−
[
k22s
2 + k21s+ k20
s(s+ k23)
]
(x2 − x∗2(t)) (31)
2 En este caso, se ha combinado, con un abuso de notacio´n, sen˜ales en el
dominio del tiempo y en el dominio de la frecuencia.
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y donde las variables de velocidad estimadas: ˆ˙x1, ˆ˙x2, se identiſ-
can, respectivamente, con las variables, ρ11 y ρ12 y se obtienen
mediante los observadores lineales, tipo GPI, con inyeccio´n
integral simple (i.e., conm = 1),
˙ˆy10 = yˆ1 + λ13(y10 − yˆ10)
˙ˆy1 = ρ11 + λ12(y10 − yˆ10)
ρ˙11 = ρ21 + λ11(y10 − yˆ10) (32)
ρ˙21 = λ10(y10 − yˆ10)
y10 =
∫ t
0
x1(τ)dτ
˙ˆy20 = yˆ2 + λ23(y20 − yˆ20)
˙ˆy2 = ρ12 + λ22(y20 − yˆ20)
ρ˙12 = ρ22 + λ21(y20 − yˆ20) (33)
ρ˙22 = λ20(y20 − yˆ20)
y20 =
∫ t
0
x2(τ)dτ
De esta manera, el siguiente teorema describe el efecto de los
observadores de inyeccio´n integral propuestos, conjuntamente
a los controladores tipo GPI, para el sistema en lazo cerrado:
Teorema 6. Dado un conjunto de trayectorias de referencia,
(x∗1(t), x
∗
2(t)), para la posicio´n deseada en el plano del vehÆ´cu-
lo, descrito por (28); dado un conjunto de condiciones ini-
ciales, (x1(0), x2(0)), adecuadamente cercanas al valor inicial
de las trayectorias nominales deseadas, (x∗1(0), x
∗
2(0)), los ob-
servadores tipo GPI de inyeccio´n integral y el controladores
dina´mico lineal multivariable, (30)-(33), forzan las trayectorias
del sistema controlado en lazo cerrado a converger asinto´tica-
mente hacia una reducida vecindad de las trayectorias de refer-
encia (x∗1(t), x∗2(t)), siempre que se seleccionen las ganancias
del controlador y observador de tal manera que las raÆ´ces de
sus respectivos polinomios caracterÆ´sticos dominantes corres-
pondientes a la dina´mica de los errores integrales de estimacio´n
y el error de seguimiento en lazo cerrado, este´n ubicados a la
izquierda del eje imaginario del plano complejo. Los errores de
seguimiento, y de estimacio´n, esta´n restringidos a vecindades
tan reducidas como se quiera dependientes tan solo de las dis-
tancias de ubicacio´n de las raÆ´ces de estos polinomios al eje
imaginario del plano complejo.
Demostracio´n. Como el sistema es diferencialmente plano,
empleando los resultados de Maggiore y Passino (2005), es
va´lido hacer uso del principio de separacio´n, el cual nos permite
proponer los observadores GPI descritos. Los polinomios ca-
racterÆ´sticos asociados a las dina´micas dominantemente linea-
les del error de inyeccio´n integral de los observadores GPI
propuestos, esta´n dados por,
Pε1(s) = s
4 + λ13s
3 + λ12s
2 + λ11s+ λ10
Pε2(s) = s
4 + λ23s
3 + λ22s
2 + λ21s+ λ20, s ∈ C
(34)
AsÆ´, los valores, λi,j , i = 1, 2, j = 0, · · · , 3, se seleccionan
identiſcando, te´rmino a te´rmino, los polinomios caracterÆ´sticos
de las dina´micas de los errores de estimacio´n anteriormente
descritas con los siguientes polinomios caracterÆ´sticos desea-
dos, de naturaleza estable, para los errores de inyeccio´n inte-
grales,
Pε1(s) = Pε2(s) = (s+ 2μ1σ1s+ σ
2
1)(s+ 2μ2σ2s+ σ
2
2)
s ∈ C, μ1, μ2, σ1, σ2 ∈ R+
Debido a que los estados estimados, ˆ˙x1 = ρ11, ˆ˙x2 = ρ12, con-
vergen exponencialmente asinto´ticamente hacia una pequen˜a
vecindad de los estados reales x˙1, x˙2, substituyendo (30) en
(29), el problema inicial se transforma en el problema de con-
trol de dos cadenas de integracio´n desacopladas. Aplicando los
controladores GPI, se obtienen las siguientes dina´micas domi-
nantes de los errores de seguimiento en lazo cerrado:
e
(4)
1 + k13e
(3)
1 + k12e¨1 + k11e˙1 + k10e1 = 0 (35)
e
(4)
2 + k23e
(2)
2 + k22e¨2 + k21e˙2 + k20e2 = 0 (36)
La ubicacio´n de loa autovalores para estas dina´micas tiene que
ser de tal naturaleza que ambas ecuaciones caracterÆ´sticas de-
seadas garanticen una convergencia dominantemente exponen-
cial. Seleccionando las raÆ´ces de estos polinomios caracterÆ´sti-
cos de tal forma que este´n ubicadas en el semiplano izquierdo
del plano complejo, se garantiza la convergencia asinto´tica de
la dina´mica perturbada en una vecindad deseada del origen
del espacio de fase del error de seguimiento. Estos autovalores
tienen magnitud necesariamente grande y esta´n suſcientemente
alejados del eje imaginario del plano complejo.
4.3 Resultados experimentales
Se realizo´ una implantacio´n experimental del controlador pro-
puesto para ilustrar el desempen˜o de la estrategia de control
lineal. El prototipo es un robot mo´vil fabricado por la compan˜Æ´a
Parallax modelo “Boe-Bot”, el cual se muestra en la ſgura
4. Los para´metros del robot se dan a continuacio´n: El radio
de ambas ruedas es de R = 0.035 [m]; la longitud del eje
L = 0.125 [m]. Cada rueda incluye una banda de caucho
para reducir el deslizamiento. El movimiento de las ruedas es
proporcionado por sendos servo-motores de corriente directa
de 6 [V ]. El sistema de adquisicio´n de posicio´n se realizo´ me-
diante una ca´mara “web”de resolucio´n de 352×288 pixeles. El
procesamiento de la imagen se realizo´ mediante la herramienta
(toolbox) de adquisicio´n de ima´genes de MATLAB, y la sen˜al
de control fue enviada al microcontrolador interno del robot por
medio de un esquema de comunicacio´n inala´mbrico basado en
transmisio´n del tipo inalambrica (“bluetooth”). La funcio´n del
microcontrolador es recibir y modular las sen˜ales de control
para alimentar los motores. El microcontrolador empleado es
un BASIC, Stamp 2, con un mo´dulo de comunicacio´n inalam-
brico (bluetooth). La ſgura 5 muestra el diagrama a bloques del
marco experimental. La trayectoria de seguimiento consistio´ en
una “rosa de 6 pe´talos”deſnida como sigue:
x∗1(t) = 0.6 sen(3ωt+ η)sen(2ωt+ η)
x∗2(t) = 0.6 sen(3ωt+ η) cos(2ωt+ η)
Los para´metros de disen˜o de los polinomios caracterÆ´sticos
asociados a los observadores GPI esta´n dados por: μ1 = 1.8,
μ2 = 2.3, σ1 = 3, σ2 = 4. Para los polinomios deseados de
los controladores, se uso´: ζ1 = ζ3 = 1.2, ζ2 = ζ4 = 1.5,
ωn1 = ωn3 = 1.8, ωn2 = ωn4 = 1.9.
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Los resultados experimentales de la tarea de seguimiento se
muestran en las ſguras 6 (Seguimiento desglosado por ejes),
7 (Seguimiento en el plano x − y), y 8 (entradas de control).
Estas respuestas se consideran razonables considerando la baja
resolucio´n de la ca´mara y las dimensiones limitadas del a´rea de
trabajo.
Con la ſnalidad de evaluar el efecto de la inyeccio´n inte-
gral en los observadores GPI, tomando datos experimentales
del seguimiento de una trayectoria cÆ´rcular, se realizo´ una es-
timacio´n fuera de lÄ´nea empleando un observador tipo GPI
con inyeccio´n de salida tradicional (ver Luviano-Juarez et
al. (2010)), cuya respuesta esta´ dada por las coordenadas
(x1 , x2 ). Comparamos la respuesta del observador tradicional
con el de inyeccio´n integral. Los resultados de la comparacio´n
se pueden ver en la ſgura 9, mostrando una clara diferencia.
El efecto de ſltrado paso-bajas del observador integral ayuda a
reducir las ƀuctuaciones ruidosas de la entrada de control de-
bidas a los ruidos de medicio´n. En promedio, el error absoluto
de seguimiento de ambos esquemas es inferior a 1 [cm].
Figura 4. Prototipo experimental
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Figura 5. Esquema de control utilizado en el seguimiento de
trayectorias del carro no-holono´mico
5. CONTROL LINEAL DEL UN CIRCUITO CAO´TICO
Considere el circuito ele´ctrico que se muestra en la ſgura 10.
Este circuito constituye una modiſcacio´n del Circuito Cao´tico
de Chua, asÆ´ llamado en honor al Prof. Leon Chua, que incluye
una fuente de corriente externa, identiſcada mediante la vari-
able u, que permite controlar el sistema. Es claro que para
u = 0 obtenemos el circuito cla´sico de Chua caracterizado
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Figura 6. Desempen˜o del sistema de control propuesto, en el
seguimiento de trayectorias de referencia de las salidas
planas del carro no-holono´mico
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Figura 7. Desempen˜o experimental del controlador GPI basado
en observador integral en tarea de seguimiento de trayec-
toria
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Figura 8. Entradas de control aplicadas
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Figura 9. Efecto de reduccio´n de ruido en los observadores GPI
que usan inyeccio´n integral de salida
por la presencia de una resistencia negativa sintetizada a base
de diodos (este arreglo, muy particular, de diodos, recibe el
nombre de “Diodo de Chua”).
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Figura 10. Circuito Cao´tico de Chua
El sistema esta´ descrito por las siguientes ecuaciones diferen-
ciales controladas:
C1x˙1 =
1
R
(x2 − x1)− φ(x1) + u
C2x˙2 =
1
R
(x1 − x2)− x3
Lx˙3 = x2 (37)
φ(x1) = m0x1 +
(m1 −m0)
2
(|x1 +Bp| − |x1 −Bp|)
y = x3
donde x1, x2 representan los voltajes en los capacitores, C1,
y, C2. La variable, x3, representa la corriente del inductor
L, y las constantes m0, m1, Bp constituyen para´metros que
contribuyen a deſnir la resistencia negativa que caracteriza el
circuito.
Formulacio´n del problema: Se desea especiſcar una ley de
control lineal, sobre la base de variables asociadas a un obser-
vador de perturbaciones y variables de fase del sistema, que
permita forzar la salida, y = x3, a seguir suſcientemente cerca
una trayectoria preestablecida, y∗(t), independientemente de
los para´metros del sistema, de posibles perturbaciones externas
y de dina´micas no modeladas.
El sistema (37) es diferencialmente plano, y la corriente x3
es la salida plana del sistema. En efecto, no es difÆ´cil obtener
la siguiente parametrizacio´n diferencial de las variables del
sistema en te´rminos de la salida y:
x1 = C2LRy¨ + Ly˙ +Ry
x2 = Ly˙
u = C1C2RLy
(3) + (C1 − C2)Ly¨ − y + φ(y, y˙, y¨)
La dina´mica entrada-salida resultante, libre de cualquier dina´mi-
ca de ceros, puede simpliſcarse de la manera siguiente:
y(3) =
1
C1C2RL
u+ ξ(t)
donde, ξ(t), representa, de manera agregada, las no linealidades
aditivas presentes en el sistema asÆ´ como te´rminos lineales de-
pendientes de la salida y sus derivadas. Consideramos, como en
los ejemplos anteriores a la sen˜al, ξ(t), como una perturbacio´n
dependiente de las variables de fase asociadas a la salida, y, la
cual esta´ dada por
ξ(t) = − 1
C1C2RL
[(C1 − C2)Ly¨ − y + φ(y, y˙, y¨)]
Suponemos que la perturbacio´n, ξ(t), es una entrada comple-
tamente desconocida, pero uniformemente absolutamente aco-
tada. Esta perturbacio´n, que es claramente observable en el
sentido de Diop y Fliess, puede ser estimada en forma suſcien-
temente aproximada, y en linea, por medio de un observador
lineal del tipo GPI. Esta estimacio´n lineal permite una can-
celacio´n eſciente de la perturbacio´n aditiva reduciendo la tarea
de control del sistema no lineal original al problema de control
de una cadena de tres integradores. El control lineal propuesto
usa, adicionalmente, una retroalimentacio´n de las variables de
fase asociadas a la salida plana, y que se obtienen del mismo
observador GPI.
5.1 Realizacio´n del Controlador
Se propone la siguiente ley lineal de control, basada en un ob-
servador GPI que incluye un modelo interno de la perturbacio´n
el cual se sintetiza mediante un representante arbitrario de una
familia de polinomios del tiempo de cuarto grado,
u=RC1C2L
[
[y∗(t)](3) − κ2(y3 − y¨∗(t))−
−κ1(y2 − y˙∗(t))− κ0(y1 − y∗(t))]− ξˆ(t) (38)
ξˆ(t) = z1
y˙1 = y2 + λ7(y − y1)
y˙2 = y3 + λ6(y − y1)
y˙3 =
1
RC1C2L
u+ z1 + λ5(y − y1)
z˙1 = z2 + λ4(y − y1)
z˙2 = z3 + λ3(y − y1)
z˙3 = z4 + λ2(y − y1)
z˙4 = z5 + λ1(y − y1)
z˙5 = λ0(y − y1) (39)
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El error de estimacio´n, e˜ = y − y1, satisface la siguiente
ecuacio´n diferencial lineal perturbada
e˜(8) + λ5e˜
(7) + · · ·+ λ1 ˙˜e+ λ0e˜ = ϕ(5)(t) (40)
Esta ecuacio´n perturbada tiene una evolucio´n predominante-
mente lineal, de tal manera que el error, e˜, converge asinto´tica-
mente a una vecindad, tan pequen˜a como se desee, alrededor
del origen del espacio de fase del error de observacio´n, siempre
y cuando los coeſcientes del polinomio caracterÆ´stico asociado,
el cual esta´ dado por:
s8+λ7s
7+λ6s
6+λ5s
5+λ4s
4+λ3s
3+λ2s
2+λ1s+λ0 (41)
sean de tal forma que e´ste exhiba todas sus raÆ´ces en el semi-
plano izquierdo del plano complejo, suſcientemente alejadas
del eje imaginario.
El sistema en lazo cerrado genera un error de seguimiento
ey = y − y∗(t) que esta´ gobernado, en forma similar, por la
siguiente ecuacio´n diferencial lineal perturbada,
e(3)y + κ2e
(2)
y + κ1e˙y + κ0ey = ξ(t)− ξˆ(t)
El polinomio caracterÆ´stico de la componente predominante-
mente lineal de la dina´mica de error de seguimiento en lazo
cerrado esta´ dado por:
pc(s) = s
3 + κ2s
2 + κ1s+ κ0 (42)
Al igual que en los casos anteriores, seleccionamos los coeſ-
cientes {κ2, κ1, κ0} de tal forma que las raices de pc(s) este´n
suſcientemente alejadas del eje imaginario en el semiplano
izquierdo del plano complejo. El error de seguimiento en lazo
cerrado converge entonces a una vecindad, tan pequen˜a como
se desee, del origen del espacio de fases asociado a ey.
Una forma de seleccionar las ganancias κ consiste en igualar el
polinomio pc(s) al polinomio dado por: (s2+2ζcωcs+ω2c)(s+
pc) con los para´metros ζc, ωc, pc, estrictamente positivos. En
particular, si ωc y p se escogen suſcientemente grandes, se
asegura que el error de seguimiento se encontrara´ asinto´tica-
mente conſnado a una vecindad del origen con un radio tan
pequen˜o como desee y tanto ma´s pequen˜o cuanto ma´s se alejen
las raÆ´ces del polinomio caracterÆ´stico hacia la izquierda del eje
imaginario del plano complejo.
5.2 Resultados experimentales
En esta seccio´n se describe la puesta en marcha en forma ex-
perimental de la ley de control lineal, basada en el observador
lineal GPI, para el circuito de Chua controlado. Se construyo´ un
circuito de Chua sobre la base del disen˜o propuesto en Toˆrres
y Aguirre (2000), el cual permite oscilaciones cao´ticas de fre-
cuencia relativamente baja. La ſgura 11 muestra la realizacio´n
del diodo de Chua basada en ampliſcadores operacionales (ver
Kennedy (1992) para mayor informacio´n al respecto). La ſgura
12 muestra el diagrama del circuito equivalente del inductor,
que permite altos valores de inductancia. Se empleo´ el siguien-
te conjunto de para´metros en el circuito: C1 = 23.5 [μF ],
C2 = 235 [μF ], R = 1550 [Ω]. La inductancia equivalente
de la realizacio´n resulto´ ser L = Leq = 42.3 [H]. Los para´-
metros de la funcio´n no lineal del diodo de Chua esta´n dados
por: m0 = −0.409 [ms], m1 = −0.758 [ms], Bp = 1.8
[V], y los componentes para la realizacio´n en ampliſcadores
operacionales esta´n determinados por los siguientes valores:
R1 = R2 = 220 [Ω], R3 = 2.2 [KΩ], R4 = R5 = 22 [KΩ],
R6 = 3.3 [KΩ], R7 = R8 = R9 = 1 [KΩ], R10 = 1.8
[KΩ], y C3 = 23.5 [μF ]. Todos los ampliſcadores fueron
implantados mediante circuitos integrados LF412.
El polinomio caracterÆ´stico asociado al observador lineal GPI
fue seleccionado a ser de la forma: P (s) = (s2 + 2ζ1ωn1 +
ω2n1)
2(s2 + 2ζ2ωn2 + ω
2
n2)
2, con ζ1 = 2, ωn1 = 50, ζ2 = 2,
ωn2 = 70. El polinomio caracterÆ´stico deseado asociado al
controlador lineal fue seleccionado de la forma dada por, (s2 +
2ζcωcs + ω
2
c )(s + pc), con ζc = 1, ωc = 150, pc = 150. La
sen˜al de referencia para la salida plana es del tipo senoidal, dada
por: y∗(t) = 3 + 2sen((π/4)t + π/2), es decir, se realizo´ una
tarea de supresio´n abrupta de la oscilacio´n cao´tica del circuito y
la imposicio´n, a partir de ese momento, de un comportamiento
armo´nico controlado para la salida plana del circuito de Chua
controlado.
El procesamiento digital, en linea, de las sen˜ales fue elaborado
en un ambienteMatLab xPC Target con un perÆ´odo de muestreo
de 0.1 [ms]. La adquisicio´n de datos y salida analo´gica fueron
proporcionadospor una tarjeta de adquisicio´n de datos National
Instruments PCI-6259 DAQ.
La ſgura 13 muestra los resultados del seguimiento de la sen˜al
de referencia para la salida plana. Inicialmente, se dejo´ el
circuito de Chua libre del control durante un periodo de 20
[s]. A partir de este instante, se activo´ el controlador con el
objeto de implantar el seguimiento de la sen˜al y∗(t) dada por
parte de la salida plana del circuito. La ſgura 14 muestra los
valores correspondientes de los estados x1 y x2 del circuito y
la ſgura 15 muestra los valores de control y el estimado de la
perturbacio´n respectivamente.
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Figura 11. Realizacio´n del diodo de Chua mediante ampliſ-
cadores operacionales.
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Figura 12. Circuito equivalente para el inductor a base de
condensadores y ampliſcadores operacionales.
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Figura 13. Desempen˜o experimental del controlador lineal,
basado en el observador GPI, en el seguimiento de la sen˜al
de referencia para la salida plana, y, a partir de t = 20[s]
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Figura 14. Evolucio´n de los estados x1, x2 del circuito cao´tico
controlado
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Figura 15. Entrada de control y perturbacio´n estimada
6. CONCLUSIONES
En este artÆ´culo, se propusieron esquemas de control lineal,
basados en observadores lineales, para tareas de seguimiento
robusto de trayectorias de salida en sistemas no lineales dife-
rencialmente planos. La representacio´n no lineal entrada-salida
plana se considera como un sistema lineal perturbado, en el cual
solamente el orden de integracio´n del sistema y la ganancia de
la entrada de control son crucialmente relevantes para el disen˜o
del controlador lineal y la construccio´n del observador. Los
te´rminos aditivos no lineales (dependientes de la salida y sus
derivadas) y las perturbaciones externas de la dina´mica entrada-
salida plana se consideran como una perturbacion aditiva agre-
gada que es funcio´n del tiempo sin estructura adicional ex-
cepto por la suposicio´n de ser uniformemente, absolutamente,
acotadas. Esta perturbacion no lineal, asÆ´ como las variables
de fase asociadas a la salida plana, pueden ser objeto de esti-
macio´n en lÆ´nea, de forma suſcientemente precisa, por medio
de observadores lineales de alta ganancia, del tipo Luenberg-
er, llamados observadores GPI. El observador GPI incluye un
modelo interno polinomial, de actualizacio´n automa´tica, de la
perturbacion aditiva agregada, la cual se supone uniformemente
absolutamente acotada. El controlador cancela aproximada-
mente las perturbaciones agregadas y regula el sistema lineal de
integracio´n pura, despue´s de un procedimiento de cancelacio´n
exacta de la ganancia no lineal conocida, a seguir una trayec-
toria de referencia de salida pre-especiſcada. Se presento´ un
ejemplo de simulacio´n convincente, el cual trata un sistema
fÆ´sico complejo. Se considero´, adicionalmente, el problema de
seguimiento de trayectoria en un prototipo experimental de
un robot mo´vil no holono´mico multivariable. Igualmente, se
presento´ una aplicacio´n al control lineal de seguimiento de
salida en un circuito cao´tico de Chua, incluyendo resultados
experimentales obtenidos sobre una planta circuital construida
en el laboratorio.
La limitacio´n fundamental de la metodologÆ´a de disen˜o de
controladores lineales para sistemas no lineales, expuesta en
este artÆ´culo, reside en su circunscripcio´n a sistemas diferen-
cialmente planos cuyas salidas planas este´n disponibles para la
medicio´n. Un sistema no lineal cuyas salidas naturales medibles
no sean las salidas planas, puede corresponder al caso de los
sistemas de fase no mÆ´nima. En estos casos, el control indirecto
tradicional si bien representa una alternativa que merece ser ex-
plorada, tambie´n puede hacerse cuestionable. En esta a´rea hace
falta profundizar un tanto ma´s la investigacio´n. Igualmente,
aquellos sistemas no diferencialmente planos cuyas linealiza-
ciones tangentes sean controlables (y por lo tanto; planos) con
salidas planas incrementales medibles, ofrecen posibilidades
interesantes de aplicacio´n experimental dida´ctica. Tales son los
casos como el pe´ndulo de longitud variable, el llamado pe´ndulo
de Furuta, la bola en el riel, etc.
Los resultados aquÆ´ presentados, se pudiesen extender al caso
de sistemas no lineales, monovariables y multivariables, de
tipo discreto. En este sentido, el caso de los sistemas lineales
y no lineales, del tipo muestreado, merecen especial atencio´n
e intere´s debido a su potencial en aplicaciones experimen-
tales concretas. Una recomendacio´n, que puede ser muy u´til,
es la utilizacio´n de la llamada transformacio´n delta, la cual
esta´ tomando importancia especial en modelos muestreados
de sistemas lineales y no lineales estoca´sticos (Ver el artÆ´culo
reciente de Goodwin et al. (2010)). La metodologÆ´a expuesta
se ha extendido a sistemas no lineales que exhiben retardos
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conocidos y constantes en la entrada de control. Los resultados
preliminares en esta a´rea se encuentran en el trabajo de Sira-
RamÆ´rez et al. (2010). La extensio´n de la metodologÆ´a de disen˜o
de controladores lineales para sistemas no lineales al caso de
sistemas no lineales con retardos desconocidos pero acotados a
un intervalo de la recta real, luce suſcientemente retadora.
7. APE´NDICE
Enunciamos, primeramente, el siguiente resultado suſciente-
mente conocido.
Lema 7. Sea ξ(t) una sen˜al de perturbacio´n uniformemente,
absolutamente, acotada en el tiempo, que actu´a sobre el sistema
lineal invariante en el tiempo, caracterizado por el conjunto de
coeſcientes: {αn−1, · · · , α0}, dado por:
y(n) + αn−1y(n−1) + · · ·+ α1y˙ + α0y = ξ(t) (43)
Entonces, las trayectorias de las variables de fase: y(t), y˙(t)
, . . . , y(n−1)(t), convergen hacia una vecindad tan pequen˜a
como se quiera, N (0), del origen del espacio de fases del sis-
tema donde, adema´s, estas permanecera´n deſnitivamente aco-
tadas, siempre y cuando el conjunto de coeſcientes constantes:
{αn−1, ..., α0}, hayan sido escogidos de tal manera que las
raices del polinomio caracterÆ´stico asociado,
pn(s) = s
n + αn−1sn−1 + · · ·+ α1s+ α0 (44)
este´n ubicadas en la parte izquierda del plano complejo y su-
ſcientemente alejadas de su eje imaginario. Ma´s au´n, mientras
ma´s grande sea, en valor absoluto, la parte real de la raÆ´z com-
pleja, de menor magnitud, del polinomio pn(s), ma´s pequen˜o
sera´ el radio de la esfera demayor taman˜o que puede ser inscrita
en N (0).
Demostracio´n.
El lema es ciertamente va´lido para n = 1,
y˙ = −α0y + ξ(t), , α0 > 0, sup
t≥0
|ξ(t)| = K
La funcio´n candidata de Lyapunov: V (y) = 12y
2, cumple las
siguiente desigualdad,
d
dt
V (y(t)) =−α0y2 + yξ(t)
≤−α0y2 +K|y| = −α0|y|(|y| − K
α0
)
Puesto que −α0y2 + K|y| es estrictamente negativa fuera
del intervalo cerrado, [− Kα0 , Kα0 ], las trayectorias del sistema,
y(t), que se inicien en el exterior del intervalo convergen
asinto´ticamente hacia las fronteras del mismo y las que se
inicien desde el interior de este intervalo, no pueden escapar
fuera de e´l. En consecuencia, para un valor deK dado, mientras
mayor sea, en valor absoluto, el valor de α0, ma´s pequen˜o,
alrrededor del origen, es el intervalo de convergencia y de
existencia de las trayectorias.
Considere el sistema en lazo cerrado:
y(n) = −α0y − α1y˙ − · · · − αn−1y(n−1) + ξ(t)
Con supt≥0 |ξ(t)| = K y siendo, p(s) = sn + αn−1sn−1 +· · ·+ a1s+α0, un polinomio de Hurwitz. Deſnamos el vector:
x = (y, y˙, · · · , y(n−1))T . El sistema perturbado anterior es de
la forma: x˙ = Ax+ bξ(t), conA siendo una matriz, estable, en
forma cano´nica compan˜era y b un vector de ceros, excepto por
la u´ltima componente la cual es la unidad. La matriz,Q = A+
AT , es sime´trica y negativa deſnida, con autovalores reales y
negativos, que designamos por λ(Q). Sea λmax(Q) el menos
negativo de todos los autovalores (el menor en valor absoluto).
La funcio´n candidata de Lyapunov, V (x) = 12x
Tx = 12‖x‖2,
satisface:
V˙ (x) =
1
2
xT (A+AT )x + xT bξ(t)
≤−1
2
|λmax(Q)|‖x‖2 +K‖x‖
La esfera: ‖x‖2 ≤ 4K2|λmax(Q)|2 , deſne el conjunto de convergen-
cia de todas las trayectorias que se inician fuera de ella en el
espacio de fases de coordenadas, y, y˙, · · · , y(n−1), y representa
el conjunto de contencio´n de aquellas trayectorias que se inician
en su interior. Mientras ma´s alejados del eje imaginario se
encuentren los autovalores de la matriz A (es decir, las raices
de p(s)), y por ende, mas alejados del origen, sobre la recta
real, los de Q, mas pequen˜o es el radio de la esfera hacia
donde convergen, o donde quedan atrapadas, las trayectorias
del sistema en lazo cerrado en el espacio de fases.
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