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Abstract
AdaBoost is one of the most popular machine-learning algorithms. It is sim-
ple to implement and often found very effective by practitioners, while still being
mathematically elegant and theoretically sound. AdaBoost’s behavior in practice,
and in particular the test-error behavior, has puzzled many eminent researchers for
over a decade: It seems to defy our general intuition in machine learning regarding
the fundamental trade-off between model complexity and generalization perfor-
mance. In this paper, we establish the convergence of “Optimal AdaBoost,” a term
coined by Rudin, Daubechies, and Schapire in 2004. We prove the convergence,
with the number of rounds, of the classifier itself, its generalization error, and its
resulting margins for fixed data sets, under certain reasonable conditions. More
generally, we prove that the time/per-round average of almost any function of the
example weights converges. Our approach is to frame AdaBoost as a dynamical
system, to provide sufficient conditions for the existence of an invariant measure,
and to employ tools from ergodic theory. Unlike previous work, we do not assume
AdaBoost cycles; actually, we present empirical evidence against it on real-world
datasets. Our main theoretical results hold under a weaker condition. We show
sufficient empirical evidence that Optimal AdaBoost always met the condition on
every real-world dataset we tried. Our results formally ground future convergence-
rate analyses, and may even provide opportunities for slight algorithmic modifica-
tions to optimize the generalization ability of AdaBoost classifiers, thus reducing
a practitioner’s burden of deciding how long to run the algorithm.
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THE MYSTERY THICKENS
AdaBoost created a big splash in machine learning and led to hun-
dreds, perhaps thousands of papers. It was the most accurate classifi-
cation algorithm available at the time.
It differs significantly from bagging. Bagging uses the biggest trees
possible as the weak learners to reduce bias.
AdaBoost uses small trees as the weak learners, often being effective
using trees formed by a single split (stumps).
There is empirical evidence that it reduces bias as well as variance.
It seemed to converge with the test set error gradually decreasing as
hundreds or thousands of trees were added.
On simulated data its error rate is close to the Bayes rate.
But why it worked so well was a mystery that bothered me. For the
last five years I have characteriized the understanding of Adaboost as
the most important open problem in machine learning.
Leo Breiman, Machine Learning. Wald Lecture 1 speech pre-
sented at the 277th meeting of the Institute of Mathematical
Statistics, held in Banff, Alberta, Canada in July 2002. Slide
29 a
ahttp://www.stat.berkeley.edu/~breiman/wald2002-1.pdf
1 Introduction
If one wants to place the broad impact and overall significance of AdaBoost in perspec-
tive, the following quote is hard to beat. It forms part of the statement from the ACM-
SIGACT Awarding Committee for the 2003 Go¨del Prize, 1 presented to Yoav Freund
and Robert Schapire, the creators of AdaBoost, for their original paper in which they
introduce the algorithm and established some of its theoretical foundations and prop-
erties [Freund and Schapire, 1997]:
“The algorithm demonstrated novel possibilities in analysing data and is
a permanent contribution to science even beyond computer science. Be-
cause of a combination of features, including its elegance, the simplicity
of its implementation, its wide applicability, and its striking success in
reducing errors in benchmark applications even while its theoretical as-
sumptions are not known to hold, the algorithm set off an explosion of
research in the fields of statistics, artificial intelligence, experimental ma-
chine learning, and data mining. The algorithm is now widely used in
practice.”
The last two sentences have been shown to be clear understatements over the last
decade since the award was bestowed.
1http://www.sigact.org/Prizes/Godel/2003.html
2
Input training dataset of m (binary) labeled examples D =
{(x(1),y(1)), . . . ,(x(m),y(m))}
Initialize w1(i)← 1/m for all i = 1, . . . ,m
for t = 1, . . . ,T do
ht ←WeakLearn(D,wt)
εt ← ∑mi=1 wt(i)1
[
ht(x(i)) 6= y(i)
]
for i = 1, . . . ,m do
wt+1(i)← 12 ×wt(i)×
{
1
εt , if ht(x
(i)) 6= y(i),
1
1−εt , if ht(x
(i)) = y(i).
end for
αt ← 12 ln
(
1−εt
εt
)
end for
Output final classifier: HT (x)≡ sign(FT (x)) where FT (x)≡ ∑Tt=1αt ht(x).
Figure 1: The AdaBoost Algorithm.
The late, eminent statistician Leo Breiman (1928-2005) once called AdaBoost the
best off-the-shelf classifier for a wide variety of datasets [Breiman, 1999]. Fifteen
years later, AdaBoost is still widely used because of its simplicity, speed, and theo-
retical guarantees for good performance, reinforcing the essence of the quote above.
However, despite its overwhelming popularity, there is still a mystery surrounding its
generalization performance [Mease and Wyner, 2008]. As stated in the slide presented
before the introduction here, Breiman considered the question of why AdaBoost per-
forms so well in general as “the most important open problem in machine learning.”
1.1 A brief introduction to AdaBoost
AdaBoost, which stands for “Adaptive Boosting,” is a meta-algorithm, that works
in rounds, sequentially combining so called “base” or “weak” classifiers at each
round [Schapire and Freund, 2012]. Fig. 1 presents an algorithmic description of Ad-
aBoost for binary classification. Implicit in the function WeakLearn(D,wt) is a so
called “weak” hypothesis classH of functions from input features to binary outputs,
in which ht belongs. In the case that the “weak” hypothesis ht that WeakLearn(D,wt)
returns achieves minimum weighted-error with respect to wt among all hypothesis in
H (i.e., ht ∈ argminh∈H ∑mi=1 wt(i)1
[
h(x(i)) 6= y(i)
]
), the resulting algorithm becomes
the so called Optimal AdaBoost, a term coined by Rudin et al. [2004]. 2
1.2 An overview of this article
We would like to provide an overview of the remaining parts of this article. In what
remains of the Introduction we discuss AdaBoost “puzzling” behavior (Section 1.3),
2In what follows, for simplicity, we often refer to “Optimal AdaBoost” simply as “AdaBoost,” unless
stated otherwise.
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along with attempts to explain it (Sections 1.3.1 and 1.3.2), posit our views on the sub-
ject (Section 1.3.3), present our contributions, and argue for their significance within
the context of the state-of-the-art in this area (Section 1.4). Section 2 places our work
within machine learning. Section 3 places our work particularly within the context of
existing work on variants of AdaBoost and the work that is actually related to this ar-
ticle. Section 4 starts to introduce the mathematical preliminaries needed to state and
prove our convergence results. Section 5 formulates AdaBoost as a dynamical system.
Section 6 establishes the time-average/per-round convergence of the Optimal AdaBoost
classifier, along with many other quantities such as the margins and the generalization
error, under a very mild condition for which we provide substantial empirical evidence
on real-world datasets. Section 7 provides formal proofs for the mathematical tool we
used to obtain our convergence results, including a lower bound on the weighted-error
εt of any weak-hypothesis that Optimal AdaBoost obtains from the weak learner at
every round t. Section 8 presents empirical results on several real-world datasets that
provide substantial evidence against the AdaBoost-cycle Conjecture and in favor of the
No-ties Condition we employ. Section 9 provides some closing remarks, including a
summary discussion of the results and open problems left for future work.
1.3 AdaBoost “puzzling” behavior
As shown in Fig. 1, on each round, AdaBoost adds a hypothesis, generated by the weak
learning algorithm, to a running linear combination of hypotheses. Our common ML
intuition would suggest that the complexity of this combination of hypotheses would
increase the longer the algorithm runs. Meanwhile, in practice, the generalization per-
formance of this ensemble tends to improve or remain stationary after a large number
of iterations. Such behavior goes against our general theoretically-inspired intuition
and accumulated knowledge in machine learning that as the complexity of the model
increases, as it appears to be the case, on the surface at least, for the AdaBoost classifier,
the generalization error also increases.
While this behavior does not contradict standard theoretical bounds based on the
VC-dimension of AdaBoost classifiers, it does suggest that it seems futile to attempt to
apply the standard view to this context. In some cases, the generalization error contin-
ues to decrease long after the training error of the corresponding AdaBoost classifier
has reached zero [Schapire et al., 1998]. VC-Dimension based bounds cannot really
explain this behavior [Breiman, 1998, Drucker and Cortes, 1995, Quinlan, 1996]; in
fact, that behavior seems generally inconsistent with the fundamental nature of such
bounds and other insights we have gained from computational learning theory. A com-
mon graph depicting this behavior is Fig. 2(a). Remarkably, the complicated combina-
tion of 1000 trees generalizes better than the simpler combination of 10.
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Figure 2: (a) Training and test error (y-axis) for AdaBoosting C4.5 on the letter
dataset for up to 1000 rounds (x-axis, in log-scale). This plot, which originally ap-
peared in Schapire et al. [1998], is still featured in many tutorials and talks, but without
any definitive formal explanation. We refer the reader to Breiman [1999] and Grove
and Schuurmans [1998] for experimental evidence against the “max-margin theory”
originally put forward as an explanation for this behavior by Schapire et al. [1998]. We
believe our contribution on the convergence properties of AdaBoost, discussed later,
provides a rather convincing, formal explanation for this behavior. (b) Heart-Disease
Dataset Test Error. Test error (y-axis) of AdaBoosting decision-stumps on the Heart-
Disease dataset [Frank and Asuncion, 2010] for up to 20,000 rounds (x-axis). Note
the same converging behavior exhibited for the letter data set in (a). This converging
behavior is typically observed in empirical studies of AdaBoost. Note however that
this time, unlike the previous/canonical figure, AdaBoost seems to be overfitting.
5
IDEAS ABOUT WHY IT WORKS
A. Adaboost raises the weights on cases previously misclassified, so
it focusses on the hard cases ith the easy cases just carried along.
wrong: empirical results showed that Adaboost tried to equalize the
misclassification rate over all cases.
B. The margin explanation: An ingenious work by Shapire, et.al. de-
rived an upper bound on the error rate of a convex combination of
predictors in terms of the VC dimension of each predictor in the en-
semble and the margin distribution.
The margin for the ith case is the vote in the ensemble for the correct
class minus the largest vote for any of the other classes.
The authors conjectured that Adaboost was so poweful because it pro-
duced high margin distributions.
I devised and published an algorithm that produced uniformly higher
margin disrbutions than Adaboost, and yet was less accurate.
So much for margins.
Leo Breiman, Machine Learning. 2002 Wald Lecture. Slide 30
1.3.1 The margin theory
Solving the apparent paradox, partially described above, has been a driving force be-
hind boosting research, and various explanations have been proposed [Schapire and
Freund, 2012]. By far the most popular among them is the theory of margins [Schapire
et al., 1998]. The generalization error of any convex combination of functions can be
bounded by a function of their margins on the training examples, independent of the
number of classifiers in the ensemble. AdaBoost provably produces reasonably large
margins, and tends to continue to improve the margins even after the training error has
reached zero [Schapire et al., 1998].
The margin theory is effective at explaining AdaBoost’s generalization performance
at a high level. But it still has its downsides, as Breiman’s quote above indicates. There
is evidence both for and against the power of the margin theory to predict the quality
of the generalization performance [Breiman, 1999, Rudin et al., 2004, 2007a,b, Reyzin
and Schapire, 2006]. But the most striking problem is that the margin bound is very
loose: It does not explain the precise behavior of the error. For example, when looking
at Fig. 2(a) a couple of questions arise. Why is the test error not fluctuating wildly
underneath the bound induced by the margin? Or even, why is the test error not ap-
proaching the bound? Remarkably, the error does neither of these things, and seems
to converge to a stationary value.
This phenomenon is not unique to this dataset. This convergence can be seen on
many different datasets, both natural and synthetic. Even in cases where AdaBoost
seems to be overfitting, the generalization performance tends to stabilize. Take for
example Fig. 2(b). For the first 5000 rounds it appears that the algorithm is overfitting.
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Afterwards, its generalization error stabilizes.
NAGGING QUESTIONS
The classification by the T th ensemble is defined by a
sign
(
FDT (x)
)
The most important question I chewed on
Is Adaboost consistent?
Does P(Y 6= sign(FDT (X))) converge to the Bayes risk as T → ∞ and
then m→ ∞?
I am not a fan of endless asymptotics, but I believe that we need to
know whether predictors are consistent or inconsistent
For five years I have been bugging my theoretical colleagues with
these questions.
For a long time I thought the answer was yes.
There was a paper 3 years ago which claimed that Adaboost overfit
after 100,000 iterations, but I ascribed that to numerical roundoff error
aIt is unfortunate that Breiman’s notation is not consistent with that traditionally
used in the presentation of AdaBoost in the machine learning community. For example,
we use m for the number of samples in the training datatset D, while he used T to
denote the training dataset and |T | for the number of samples. Similarly, we use T for
the number of rounds of AdaBoost, while he used m. Here we are quoting his slide
using our notation in the context of our paper.
Leo Breiman, Machine Learning. 2002 Wald Lecture. Slide 34
1.3.2 On Breiman’s attempts to explain AdaBoost’s behavior
Breiman [2001] conjectured that AdaBoost was an ergodic dynamical system. He ar-
gued that if this was the case, then the dynamics of the weights over the examples
behaves like selecting from some probability distribution. Therefore AdaBoost can be
treated as a random forest. Using the strong law of large numbers, it follows that the
generalization error of AdaBoost converges for certain weak learners.
The following quote is from Breiman [2000], Section 9 (“Discussion”), Sub-Section
9.1 (“AdaBoost”). 3 In that technical report, mostly superseded by Breiman [2004], he
proved convergence of the Optimal AdaBoost classifier itself, and convergence to the
Bayes-error risk (i.e., that Optimal Adaboost is Bayes-consistent, to put it in statistical
terms), in L2(P), the class of L2-measurable functions with respect to probability mea-
sure P. But he did so under the condition of infinite amount of data. Unfortunately, as
Breiman himself stated in that manuscript (and in his 2002 Wald Lecture), there was a
fundamental flaw, or as he put it, a “fly in the ointment,” in trying to transfer the result
to finite-size datasets.
3A substantial amount of the same text appears in Breiman [2004], which is the article version of his
2002 Wald Memorial Lecture. Yet, that specific section of the technical report does not appear in the article
version.
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“The theoretical results indicate that as the sample size goes to infinity,
the generalization error of Adaboost will converge to the Bayes risk. But
on most data sets I have run, Adaboost does not converge. Instead it’s be-
havior resembles an ergodic dynamical system. The mechanism producing
this behavior is not understood.”
In contrast, all our convergence results are in the case of finite-size datasets.
Breiman goes on to informally express the following conjecture a few paragraphs
later. 4
“I also conjecture that it is this equalization property that gives Adaboost
its ergodicity. Consider a finite number of classifiers {ht}, each one having
an associated misclassification set Qt . At each iteration the Qt having the
lowest weight (using the current normed weights) has its weight increased
to 1/2 while instances in the complement have their weights decreased.
Thus, the Qt selected moves to the top of the weight heap while other Qt
move down until they reach the bottom of the heap, when they are bounced
to the top. It is this cycling among the Qt that produces the ergodic behav-
ior.
...
However, I do not understand the connection between the finite sample
size equalization and what goes on in the infinity case. Why equalization
combined with ergodicity produces low generalization error is a major
unsolved problem in Machine Learning.”
We first note that we did not see any empirical evidence in favor of Breiman’s observa-
tion in our experiments. The logarithmic growth on the number of decision stumps, as
partially presented in Fig. 3, on pg. 16, suggests that observation is at least question-
able. In addition, although we prove that Optimal AdaBoost is a measure-preserving
dynamical system, and make use of Birkhoff’s Ergodic Theorem, which suggests some
form of ergodic behavior, we could not prove that Optimal AdaBoost was an ergodic
dynamical system, as Breiman conjectured in the last paragraph. It turns out that we
did not need that condition to establish convergence as the number of round increases,
for finite datasets: The condition of no-ties for best weak-classifier/hypothesis rela-
tive to the weighted error with respect to the example weights wt at each round t was
sufficient.
1.3.3 Our view on AdaBoost’s behavior: stability is a more consistent property
than resistance to over-fitting
One of our original objective in this work was to explain the well publicized AdaBoost
resistance to over-fitting the training data. Instead, experimental evidence suggests that
the
4Note that his description is that of Optimal AdaBoost, as considered here. Note also that we attempted
to make his notation consistent with the more traditional notation in the machine learning literature, as we
use here.
8
“stability” of the test error, and multiple other quantities, is the most consistent
behavior we see in practice. Hence, stability or convergence seems to be a more
universal characteristic of AdaBoost than resistance to overfitting.
That the convergence of the AdaBoost classifier itself, under such mild conditions, also
turned out to be a rather universal characteristic, independent, or at least not directly
dependent of the hypothesis class that the weak learner uses, was a very pleasant sur-
prise.
Yes, AdaBoost exhibits a tendency to resist overfitting in many datasets, but we and
others have found that it does overfit in several others real-world datasets (see, e.g.,
Grove and Schuurmans,1998). The test error of the Heart-Disease dataset in Fig. 2(b)
is an example. The train-test error plot for the Parkinson dataset, the plot in the second
row and first column in Fig. 3, on pg. 16, provides another example of overfitting
behavior on a real-world data set, even though we still see stability of the test error.
While there is large empirical evidence of this “stable” behavior, very little theoretical
understanding of that stability existed before our work.
We believe that “stability” may also help explain the cases where AdaBoost does
resist overfitting. That is, AdaBoost will appear resistant to overfitting if it converges
to stable behavior in a small number of iterations.
THE BEGINNING OF THE END
In 2000, I looked at the analog of Adaboost in population space, i.e.
using the Gauss-Southwell approach, minimize
EY,Xexp(−Y F(X))
The weak classifiers were the set of all trees with a fixed number
(large enough) of terminal nodes.
Under some compactness and continuity conditions I proved that:
FT → F in L2(P)
P(Y 6= sign(F(X)) = Bayes Risk
But there was a fly in the ointment
Leo Breiman, Machine Learning. 2002 Wald Lecture. Slide 35
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THE FLY
Recall the notation a
FT (x) =
T
∑
t=1
αtht(x)
An essential part of the proof in the population case was showing that:
∞
∑
t=1
α2t < ∞
But in the m-sample case, one can show that
αt ≥ 2/m
So there was an essential difference between the population case and
the finite sample case no matter how large m
aPlease read footnote about notation differences in a previously quoted slide.
Leo Breiman, Machine Learning. 2002 Wald Lecture. Slide 36
1.4 Our contributions
In this paper, we follow a similar general approach to that pioneered by Rudin et al.
[2004] in the sense that we frame AdaBoost as a dynamical system. However, we ap-
ply different techniques and mathematical tools. Using those mathematical tools from
real-analysis and measure theory (e.g., Krylov-Bogolyubov Theorem), we establish suf-
ficient conditions for an invariant measure on the dynamical system. We do not require
this measure to be ergodic, which is weaker than Breiman’s requirement. Then using
tools from ergodic theory (i.e., Birkhoff Ergodic Theorem), we show that such a mea-
sure implies the convergence of the time/per-round average of any (L1-measurable)
function of the weights over the examples. In particular, we use this more general
result to show that the margin for every example converges. We also show that the Ad-
aBoost classifier itself is converging if the weak learner satisfies certain conditions; we
provide empirical evidence in favor of those conditions holding in high-dimensional
real-word datasets. Ultimately we prove our main result: the asymptotic stability of the
generalization error.
It is important to emphasize that by using a different tool from ergodic theory,
Birkhoff Ergodic Theorem, than those used by Rudin et al. [2004], we are able to easily
extend the convergence results under the condition they studied, that AdaBoost cycle.
Actually, it turns out that the case of AdaBoost cycling is the easy case: no need for
Birkhoff Ergodic Theorem.
We refer the reader to Appendix A for a proof of convergence and discussion of its
implications in the case of AdaBoost cycling.
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But more significant is that we also provide convergence results under non-cyclic
chaotic conditions. For this last case, we introduce a technical condition that grew out
of experience running AdaBoost in high-dimensional, real-world datasets. We delay
the technical definition of the condition and related concepts needed to the technical
sections. Here, all we will say for now is that the technical condition essentially states
that Optimal AdaBoost will eventually, at any round after a “large enough” number of
rounds, not face ties in the selection of the best weak hypothesis from a finite subclass
Ĥ of “effective representative hypotheses” in H : roughly, that there is some round
T ′ after which, for all t > T ′, only one h ∈ Ĥ achieves the minimum weighted error
with respect to wt 5. (The formal statement is significantly more complex to express
mathematically.) We provide empirical evidence for the validity of the condition in
Section 8.4.
In summary, several fundamental questions remained open before the result of our
work presented here, such as, does the AdaBoost classifier itself converge? Does its
generalization error converge? We provide positive answers to those questions, which
go a long way to explain the stable behavior we see in practice. Our results are also key
to the start of any endeavor to study the rates at which convergence happens, which
seems quite fast in practice.
We believe our contributions in this area are significant because they provide
reasonably strong positive answers to those fundamental, long-standing questions just
stated, and more. After many years during which answers to such questions remained
wide open, our results help explain the behavior of AdaBoost we consistently observe
in practical settings.
The bottom line.
1. We know of no result that under any reasonable condition guarantees the conver-
gence of the actual AdaBoost classifier and the generalization error, under both
cyclic and non-cyclic, chaotic behavior, except ours.
2. Our result provides that and more: under a reasonable, mild condition, our re-
sult extends convergence of the time-average of almost any arbitrary function of
the weights (technically, any L1 measurable function). That is a pretty remark-
able property of AdaBoost and explains the converging behavior of the test error
many of us in the community have been seeing in practice since the creation of
the learning algorithm.
3. The condition under which our results hold is reasonable given all the empiri-
cal evidence we have seen: we do not know of any other reasonable, non-trivial
condition that achieves the same. We also do not know of any simple, non-trivial
example that clearly falsifies our condition. We are not interested in trivial, syn-
thetic, low-dimensional examples/cases that do; we know they must exist. In-
stead, our interest here is on real-world, high-dimensional datasets with practical
implications.
5
∣∣∣argminh∈Ĥ ∑mi=1 wt(i)1[h(xi) 6= yi]∣∣∣= 1
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2 Miscellaneous preliminary remarks on the broader
relevance/usefulness, contributions, and significance
of our work to machine learning
We view this paper as the beginning of a study into the behavior of AdaBoost as the
number of rounds T increases, for a fixed dataset.
2.1 Our ultimate goal is convergence rates
Coming from a machine learning (ML) and computer science (CS) perspective, it is our
nature to emphasize the study of finite running times and space computations. Ideally,
our ultimate goal is to derive convergence rates on the AdaBoost classifier and its gen-
eralization error. As we mention in Section 3.1, we knew something about the asymp-
totic convergence behavior of, mostly variants of, AdaBoost with respect to different
“loss functions” that such versions of the algorithm use for optimization as a proxy
for training error. But, forget convergence rates, we knew almost nothing about con-
vergence properties of the simple, original version of Optimal AdaBoost classifier or
its generalization error, a foundational ML boosting algorithm with such widespread,
effective practical use. To us,
it seemed unwise to embark on a research program to establish convergence rates on
the AdaBoost classifier or its generalization error when the current state of knowledge
did not provide any formal/theoretical guarantee of convergence!
2.2 The role of asymptotic analysis in our ML work
Given that such was the state of affairs before the work presented in this paper, and be-
cause we need to start somewhere, we recognize the usefulness of asymptotic analysis
as an initial important and significant step toward a better understanding of AdaBoost. 6
There cannot be convergence rates without convergence! And up until our work, it was
not known whether the AdaBoost classifier or its generalization error would converge
under reasonable conditions. Now we know it does, so we can move on to the theoret-
ical and empirical analysis of its convergence rates.
6 The ML community is definitely not ignorant of the relevance and scientific significance of the study
of asymptotic convergence properties of iterative-based algorithms, for finite size datasets. The statistical
ML community went through a long period of at least a decade were the analysis and proof of asymptotic
convergence of the expectation-maximization (EM) algorithm [Dempster et al., 1977] and its many vari-
ants [McLachlan and Krishnan, 1997], or other forms of non-linear optimizations [Bertsekas and Tsitsiklis,
1996, Bertsekas, 1999]. The neural-networks community similarly studies the asymptotic and potentially
convergent behavior of gradient-based iterative-update algorithms [Haykin, 1999]. Such asymptotic, conver-
gence properties are viewed as a feature in practical applications because they provide a degree of certainty
on the behavior of the learning algorithm, despite often not knowing much about their convergence rate’s
guarantees, if any, be it asymptotically or after a finite number of updates or rounds. Hence, the nature of the
work and results that we present in this manuscript is well within the focus or interest of the ML community:
the study of asymptotic behavior is not only old in ML, but core/fundamental/central to many areas within
the community.
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Although we do not provide convergence rates in this paper, we do provide some
improved non-asymptotic large-deviation data-dependent uniform-convergence bounds [Shawe-
Taylor et al., 1998, Langford, 2005] on the performance guarantees of AdaBoost clas-
sifiers in Section 8.3. In addition,
our contributions do make considerable progress towards the goal of establishing
convergence rates as stated above, despite the asymptotic nature of our main results
establishing convergence of the AdaBoost classifier and its generalization error,
among other things.
We also remind the reader that we establish asymptotic convergence under what we
believe is a very mild condition, which we refer to as the “No-Ties Condition,” infor-
mally discussed in the next paragraph and formally stated in the technical sections. We
also use another quite reasonable condition for the convergence of the generalization
error, mainly that the decision boundary of the AdaBoost classifier has measure zero.
Also, while we employ a No-Ties Condition, without formal proof that AdaBoost
almost-always satisfies it, and is thus “theoretically unproven,” we do provide consid-
erable empirical evidence in its favor in Section 8.4. It held on all high-dimensional
real-world datasets we tried (from the UCI ML Dataset Repository). We also found it
natural given our practical experience with AdaBoost.
Some readers may believe that the fact that our main contributions concern asymp-
totic results by itself means it has no relevance to ML (or Statistical ML for that matter).
As evidence against this view, we point out that
there are several articles containing prior related work to ours published in ML
venues that also study the asymptotic properties of AdaBoost;
a quick look at our list of references and Section 3.2 (Related Work) should make this
point clear. (Indeed, the “AdaBoost-cycles Conjecture,” published in an ML venue,
regards an asymptotic property, for instance.)
Finally, our work, and particularly our technical approach, starts to address Breiman’s
Conjecture that AdaBoost is an ergodic dynamical system.
For all those reasons, despite not fully meeting our ultimate goal in this manuscript,
we believe the work and results actually presented here, taken as a whole and within
the context of previous work and the state-of-the-art on AdaBoost, are significant to the
ML community. 7 We suspect our contributions would already be of particular interest
to the computational-learning-theory community, at the very least.
2.3 Statistical consistency plays no role in the ML work in this
paper
From an statistics perspective, our emphasis, if not our ”ultimate goal,” should be to
establish conditions for the statistical consistency of the classifier output by AdaBoost.
7The seminal work of Rudin et al. [2004] leaves the formal, theoretical study and potential proof of the
AdaBoost-Cycles Conjecture/Condition for future work. Here we do the same with the No-Ties Condition.
Also, Rudin et al. [2004] did not work on convergence rates under the AdaBoost-Cycles Condition. Similarly,
we leave the study of convergence rates under the No-Ties Condition as an open problem to the community.
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Statistical consistency is an asymptotic property of a statistical estimator of a model,
parameter, or some other characteristic value (e.g., Bayes-risk) to converge to the corre-
sponding exact/true value with respect to the same specific class of models from which
the (data) training-examples were generated, as the number of training examples in-
creases to infinity! At least roughly speaking, we believe the last statement captures
the essence/nature of the standard/traditional definition of consistency in statistics.
We have no interest in statistical consistency in this work.
We believe that in most, if not all, scenarios faced by ML in practice, the amount of
training data is fixed and bounded.
On the other hand, we are interested in the asymptotic behavior of AdaBoost as
the number of rounds increases, for fixed training-data sizes. There are several reasons
for this interest. First, the number of rounds of AdaBoost is something that the ML
practitioner can control. Rarely is this the case for the amount of data. (The ”big data
revolution” may alleviate this but we believe that the essence of the practical constraints
on data sizes will remain.) Second, in ML, we often do not know to which “hypothesis
class”/”class of models” the unknown ”ground-truth model” that supposedly generated
the data belongs. Equally often, recovering the “true” model is not our main interest
in ML. All we care about is to learn models that perform well with respect to some
measure of interest, such as misclassification error in classification or mean-squares-
error (MSE) for regression, regardless of whether the model recovers the ”ground-truth
model” from which the data was collected. But again, in practice, pretending to know
with certainty which “class” the “ground truth model” comes from is wishful thinking,
in our view.
Statistics has revolutionized the theory and practice of ML. Certainly, statistical
concepts are extremely useful tools for ML. Within the context and the fundamental
nature of the ML work presented in this paper, however, statistical consistency plays
no role.
2.4 A brief comment on the use of technical conditions and margin
maximization
We are hardly the first to base important results under ”unproven” conditions, of course. 8
The closest related work [Rudin et al., 2004] also employes several conditions,
including a core condition that AdaBoost cycles; yet, whether AdaBoost cycles is also
still an open problem!
Not only that, but while Rudin et al. [2004] provide evidence of cycling in care-
fully constructed, synthetic, often low-dimensional settings, they also show how Ad-
8In CS, there is no more obvious example of this than the question, P 6= NP?, which is open, as we all
know, thus “theoretically unproven.” Yet, it is at the core of CS and the work on computational complexity.
It is also the foundation of an immense number of computational-complexity results to problems in almost
every area of science and engineering. While the condition we employ, of course, does not get even close
to that level of relevance, using that “unproven” question as example does help emphasize our point that the
simple fact that something is “theoretically unproven,” or an “unverified conjecture,” to use an oxymoron,
does not diminish the significance or disqualify the resulting work or its basis.
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aBoost exhibit chaotic, non-cyclic behavior in randomly-generated, synthetic, high-
dimensional datasets. We provide further empirical evidence against the “AdaBoost-
cycles Condition” in high-dimensional real-world datasets in this manuscript.
We remind the reader that we are not alone in introducing technical conditions to
the analysis of Optimal AdaBoost, with varying degree of evidence or support for them,
technical or empirical. In the most related work to ours (i.e., in Breiman [2004, 2000]
and Rudin et al. [2004]), one can formally or empirically show that the conditions (e.g.,
∑∞t=1α2t <∞, or that AdaBoost cycles, for that matter) does not carry over from an un-
realistic setting (e.g., infinite datasets, or synthetically-design or built low-dimensional
error matrices) to a more realistic one (e.g., finite datasets, or even randomly-generated
high-dimensional datasets).
Also, we do not seek results that would state something along the lines of, “if
AdaBoost cycles, and several other conditions hold, AdaBoost maximizes the margins.”
That is not our interest. As stated previously, maximizing the margin in the AdaBoost
context did not turn out to be a good idea [Breiman, 1999, Grove and Schuurmans,
1998].
Our interest is the convergence of the basic Optimal AdaBoost classifier itself, along
with its generalization error and margins, and any time averaged function of its
weights. Our interest is not “margin maximization” though, simply convergence!
2.5 Our view on the generalization performance vs. convergence
and stability properties of Optimal AdaBoost
In this work we established the stability of the generalization error of AdaBoost under
certain weak conditions. We frame AdaBoost as a dynamical system, and provide
sufficient conditions for the existence of an invariant measure.
Employing tools from ergodic theory, we show that the margin of every example
converges and the AdaBoost classifier itself converges!
More generally, we prove that the time average of practically any function of the
weights over the examples converges. If the weak learner satisfies some common con-
ditions, the generalization error is stable.
2.6 “But why is it useful?”
Some may ask, “What is the ultimate significance of these results to the ML and Statis-
tics communities (the communities that care most about Adaboost)?” One could argue,
“Surely, it is interesting to prove that the learned classifier converges in some sense in
the limit of infinitely many iterations. It is also interesting to show that the generaliza-
tion performance as well as the per-sample margins will tend to limits.” Yet some may
still wonder, “But why is it useful?”
The following is why we believe our results are useful to the ML community.
1. Our theoretical results about the asymptotic behavior of AdaBoost, for finite
datasets, have significant, practical implications. There was no prior theoreti-
cal justification for the stable or converging behavior that AdaBoost consistently
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Figure 3: Results for a single random training-test data split of the Breast Cancer
Wisconsin (Diagnostic), Parkinsons, Sonar, and Spambase data sets (first through
fourth row, respectively). The figure shows the train (dashed-line) and test error (left
column), number of unique decision stumps selected, with number of round shown
in log-scale (center column) and the value εt of the weighted error of the weak/base
classifier found in round t (right column) as a function of the number of rounds (in
log-scale, up to 100,000 rounds). Spambase has a pair of examples with the same input
but different output; note how εt approaches 50% error with the number of rounds in
that case. Yet, both training and test errors appear stable, and there is still logarithmic
growth in the number of unique stumps selected. Taken together, these empirical results
suggest that AdaBoost is not cycling in real-world datasets! It is easy to try to dimiss
the general behavior exhibited in the plots above as being simply the result of numerical
errors. We are reasonably certain that is not the case: We took every precaution to avoid
such errors during calculations. We believe this experimental results provide some
empirical evidence against the open problem about whether AdaBoost cycles [Rudin
et al., 2012].
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exhibited in practical applications, until now. Our results provide previously un-
available, formal guarantees that AdaBoost would be stable for high-dimensional
real-world datasets. Practitioners now have formal guarantees soundly grounded
in theory that the AdaBoost classifier, its generalization error, example margins,
and other similarly important quantities, would not be unstable or behave chaot-
ically as they let the number of rounds increase.
2. If one does not even know whether a process or learning method even converges,
how can one begin to analyze its converging behavior, such as, say, convergence
rates to reach a classifier or its generalization error? Understanding convergence
properties requires establishing that convergence is even possible: this is of ut-
most importance. Establishing convergence is a considerably significant, and
certainly non-trivial contribution, because now, given our result, we can concen-
trate on understanding the convergence rates of the Optimal AdaBoost and its
generalization error, among other important characteristics, without the worry
that we may be pursuing an impossible task: we are certain we are not, and that
establishing convergence rates may be possible. Thus, our contribution, estab-
lishing the type of convergence of the actual AdaBoost classifier and its general-
ization error, is a concrete and important first step. It is useful, and foundational
to both the theoretical and practical study of AdaBoost.
3. The study of the behavior of AdaBoost seems to us, by its very nature, to be
a fundamental and scientifically interesting endeavor in ML, and we venture to
guess from reading the relevant literature that it is also to other members of the
ML and related communities.
In summary, the statistics community may not find our results relevant, given their
emphasis on consistency, which deals with a different type of asymptotics: What hap-
pens as the number of samples, and sometime in addition the number of rounds, goes to
infinity? On the other hand, we believe that the ML community, our intended audience
for our work and the main audience of this journal, may find our results of interest
because of the type of asymptotics we study: What happens as the number of rounds
goes to infinity, but the number of training examples remain fixed? The last question
(i.e., finite datasets) seems to us more relevant to ML than the former (i.e., infinite
datasets?). The study of the type of asymptotics that the last question considers has
been common to ML for quite some time. (As we previously noted in Footnote 6, the
asymptotic behavior of several iterative/round-based algorithms has been of interest in
ML for quite some time.)
3 Our work in context
In this section we discuss work on other forms of convergence of AdaBoost not con-
sidered in this article, followed by a discussion of the closest work to ours in the recent
literature.
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3.1 Variants of AdaBoost and other forms of convergence
As Breiman’s stated in his 2002 Wald Lecture, in the slide quoted in the beginning
of this manuscript, AdaBoost “led to hundreds, if not thousands of papers.” And this
was 12 years ago! The vast literature is overwhelming to newcomers. Thus, it is out
of the scope of this paper to mention or include every single paper on AdaBoost. It
is likely that even more papers would appear right before or after our submission of
which, needless to say, we will be unaware at the time of our submission.
Here we begin by discussing the existing literature, as of the time of this writing,
on other forms of convergence, or at the very least the state-of-the-art in such vari-
ants, as we understand it. Then we go on to discuss what we believe are the most
relevant related literature of previous results, as it concerns our results as presented in
this manuscript. We also try to put our work in context as we present and discuss the
existing literature and research work.
Being more specific, while there has been a flurry of “convergence” results for Ad-
aBoost within the last 10 years, we believe our result is unique. As we will discuss
in this section, a number of these convergence results concern variants of AdaBoost,
such as regularized boosting. Those convergence results that do concern AdaBoost in
its original form show convergence for other aspects of the algorithm such as the expo-
nential loss. We will now walk through some of the most recent research of AdaBoost.
A bulk of the asymptotic analysis on AdaBoost has been focused on how it min-
imizes different types of loss functions, with most emphasis on the exponential loss.
Breiman and others demonstrated how one can view AdaBoost as a coordinate-descent
algorithm that iteratively minimizes the exponential loss [Breiman, 1999, Mason et al.,
2000, Friedman et al., 1998]. Under the so called “Weak-learning Assumption,” which
we formally state in our context as Condition 2 in Section 5, this minimization pro-
cedure is well understood, and has a fast convergence rate: the exponential loss is an
upper-bound of the misclassification error rate on the training dataset and goes to zero
exponentially fast. Later, Collins et al. [2002], Zhang and Yu [2005] showed that Ad-
aBoost minimizes the exponential loss even without the Weak-learning Assumption, in
the “unrealizable” or “non-separable” case (i.e., the training error cannot achieve
zero), but they do not provide convergence rates. Finally, Mukherjee et al. [2011]
proved that AdaBoost enjoys a rate polynomial in 1/ε . Telgarsky [2012] achieves a
similar result by exploring the primal-dual relationship implicit in AdaBoost. 9
These results all concern the convergence of several types of loss functions, with the
exponential loss, and some of its variants, perhaps receiving most of the attention.
Meanwhile, in this paper our interest is the convergence of the basic, “vanilla”
Optimal AdaBoost classifier itself, along with its generalization error and the data
examples’ margins, and time or per-round average of functions of its example weights.
There is another line of research related to the work just mentioned, mostly within
the statistics community, that considers what happens in the limit of the number of
9Even more recent work Telgarsky [2013], deals with the convergence in terms of a variety of loss func-
tions, not the classifier itself or its generalization error. We should note that this work which came to our
attention only after we completed the work presented here, and after we completed writing the first version
of this manuscript in December 2012, submitted it for review, posted it online in the arXiv repository as a
technical report, and send it to Telgarsky himself.
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rounds T of AdaBoost, while simultaneously letting the number of training examples
m go to infinity. From an ML perspective, we end up with a dataset of training ex-
amples of infinite size, so that we have an infinite number of training examples at our
disposal! Statistician often called this “version” of AdaBoost the population version,
while calling the version that considers a set of finite training examples the sample ver-
sion. Being slightly more technical, often in addition to letting T → ∞, that work con-
cerns the consistency, and more specifically, statistical consistency in various forms,
of the asymptotic behavior of AdaBoost. There are a number of papers that show that
variants of AdaBoost are consistent (see, e.g., Zhang and Yu [2005] and Bickel et al.
[2006]). More recently, Bartlett and Traskin [2007] shows that AdaBoost is consistent
if stopped at time m1−ε for ε ∈ (0,1), where m is the number of examples in the train-
ing set. But consistency, an inherently statistical concept, is distinct from the notion of
convergence in this paper. There are also various notions of consistency. In the context
of the AdaBoost literature, the Bayes-consistency of a predictor is of particular inter-
est. In statistics, an algorithm, predictor or estimator is Bayes-consistent if it produces
a hypothesis whose generalization error approaches the Bayes risk in the limit of the
number of examples m in the training dataset; said differently, the study of statistical
consistency is by its very nature under the condition of infinite-size training datasets!
Here our concern is the convergence of the generalization error of the produced hypoth-
esis in the limit of the number of iterations T of the algorithm on a fixed-size training
dataset.
It is important to note that many of the mathematical or scientific results on Ad-
aBoost discussed above are asymptotic or statistical in nature, yet many of them have
been published in machine-learning venues (from journals to conferences to work-
shops).
3.2 Related work
Having presented and briefly discussed the work related to the convergence of loss
functions, or convergence of other “versions” of AdaBoost, such as the population
version (i.e., infinite sample sizes), of course, we would like to start this section by
clarifying the facts regarding what the state-of-the-art was, and what had been formally
proven, prior to our paper, regarding the convergence properties of AdaBoost, as the
number of rounds T →∞, in the finite sample case. Here, we contrast that state-of-the-
art work with our contributions as presented in this paper.
Before our work, the following was known about the behavior of the simple, basic
version of AdaBoost, as stated in Rudin et al. [2004]:
• AdaBoost cycles in some synthetic, very specifically constructed, mostly low-
dimensional error matrices. [Their Theorems 1-3]
and, under the assumption/condition that AdaBoost cycles,
• AdaBoost produces the same margin for each ”support vector,” for which they
provide an expression of how to construct the converging w’s in terms of the ”cy-
cle parameters,” and ”larger margin for other training examples.” [their Theo-
rem 4]; and
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• If a number of other conditions, which we state below, hold (note that no evi-
dence, theoretical or empirical on the typical high-dimensional real-world datasets
was provided in the paper): 10
1. ”AdaBoost cycles among columns of M [indexing the dichotomies of the
error or mistake matrix M] that can be used to produce a maximum margin
solution” [our edit for context]
2. ”AdaBoost chooses support vectors corresponding to a maximum margin
solution for Mcyc” [Mcyc is the submatrix of the error matrix involved in
the cycling.]
3. ”The matrix Mcyc is invertible.”
”Then AdaBoost produces a maximum margin solution.” [their Theorem 5]
We start the discussion of those previous results by reminding the reader that we
have no interest in margin maximization in this paper, for reasons previously discussed.
Using our approach we prove convergence of the margins, not necessarily leading to
a maximum-margin solution, and similar statements about the support vectors, when
AdaBoost cycles. But we also prove the same in cases in which AdaBoost does not
cycle: We do not need the No-Ties Condition (Condition 19) to prove our results
if AdaBoost cycles! This does not mean that AdaBoost cycling implies the No-Ties
Condition, but that we can use the “AdaBoost-Cycles Assumption” to apply Birkhoff
Ergodic Theorem in a slightly different way. In fact, ”AdaBoost cycling” is the easy
case with respect to our formal mathematical approach: the application of Birkhoff
Ergodic Theorem becomes straightforward! In fact, this is the easy case for that theo-
rem. But we do not even need that theorem in the case of AdaBoost cycling! Hence,
using our approach, we can easily extend the convergence to margins and behavior
related to ”support vectors” that Rudin et al. [2004] established. But we can do signifi-
cantly more, and in a relatively easier way, in the cycling case: using our approach we
can easily establish the convergence of the AdaBoost classifier itself, its generalization
error, and any time-averaged function of any L1-measurable function of the weights,
via a very simple application of Birkhoff Ergodic Theorem. Not only is the class of
L1-measurable functions large, but more importantly, it contains the standard/typical
quantities involved in the AdaBoost algorithm, such as the selected weak-hypothesis
errors (the εt ’s), the αt ’s (which relate to the AdaBoost classifier’s margin, and exists
under both conditions), and the weak-hypothesis/error-matrix-dichotomy selector, as
we prove in this paper, among many others. We can now safely investigate differ-
ent types of histograms or other functional characteristics that may shed light on the
behavior of AdaBoost in practice.
10 The notation used in Rudin et al. [2004] for the so called “mistake matrix” is syntactically different from
the one used here. In their notation, the (i, j) element of the matrix equals +1 or −1 depending on whether
the hypothesis indexed by j correctly or incorrectly classifies example i, respectively. In our case, we replace
the −1 elements by 0 and transpose their mistake matrix; that is, the values of the mistake matrix we use
are +1 or 0 depending on whether the hypothesis indexed by i correctly or incorrectly classifies example j,
respectively. While we regret the change of notation, there are no semantic differences and we found our
syntactic changes in notation to prove extremely convenient in simplifying the presentation of our technical
results and their proofs.
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We remind the reader that our convergence results cover non-cyclic chaotic con-
ditions, as we stated earlier. As we also stated earlier, we introduce a technical con-
dition that grew out of experience running AdaBoost in high-dimensional, real-world
datasets. We already stated the condition informally in the Introduction; Section 6
presents a more formal statement. But, more importantly, we provide concrete empiri-
cal evidence for the validity of the condition in Section 8.4.
Contrary to what might appear to some readers, our experimental observations sug-
gest that quantities such as the αt ’s and the selector’s are of great value and significance.
Our experience suggests that such quantities may be central in our quest to understand
the ”self-control” and ”resistance to overfitting” we often see in practice. Hence, estab-
lishing the convergence of such quantities is fundamental to any analysis of this kind
and others involving aspects such as convergence rates; and it may get us closer to a
potential answer to the ”why it worked so well” mystery part of the question Breiman
posited in the slide quoted at the beginning of this article.
Again, we do not know of any other result of this kind involving the AdaBoost
classifier itself or its generalization error, prior to our work.
4 Technical preliminaries, background, and notation
In this section we introduce the most basic ML concepts we use throughout the arti-
cle. We refer the reader to Appendix B for a brief overview of other, more general
mathematical concepts we use for our technical results.
LetX denote the feature space (i.e., the set of all inputs) and {−1,+1} be the set
of (binary) output labels. To simplify notation, let D ≡X ×{−1,+1} be the set of
possible input-output pairs. We want to learn from a given, fixed dataset of m training
examples D ≡ {(x(1),y(1)),(x(2),y(2)), . . . ,(x(m),y(m))}, where each input-output pair
(x(l),y(l)) ∈D , for all examples l = 1, . . . ,m. 11 We make the standard assumption that
each example in D comes from a probability space (D ,Σ,P), where D is the outcome
space, Σ is the (σ -algebra) set of possible events with respect to D (i.e., subsets of D),
and P the probability measure mapping Σ→R. For convenience, we denote the dataset
of input examples in the training dataset D by S≡{x(1),x(2), . . . ,x(m)}. Also for conve-
nience, we denote the set of (unique) members of (multiset) S by U ≡⋃ml=1{x(l)} ⊂X .
Denote by ∆m ≡ {w ∈ Rm |∑mi=1 w(i) = 1 and for all i, w(i)≥ 0} the standard m-
simplex. Recall that ∆m is a compact set. Denote by
∆◦m ≡ Int(∆m) =
{
w ∈ Rm
∣∣∣∣∣ m∑i=1 w(i) = 1 and for all i, w(i)> 0
}
⊂ ∆m
its interior set (i.e., all positive probabilities). We will often denote elements of ∆m or
any of its subsets as w.
We denote the set of hypotheses that the weak learner in AdaBoost uses by H ,
often referred to within the boosting context as the weak-hypothesis class, and its ele-
11Note that all datasets are technically multisets by definition because members of a dataset may appear
more than once.
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ments as potentially selected weak hypotheses. 12 We will impose the following natural
conditions onH . While rarely used, these conditions will prove useful in very specific
parts of the analysis regarding the continuity of certain functions related to Optimal
AdaBoost, most important of which is the example-weight update performed at each
round of the algorithm. But the conditions are not essential because their main function
is to avoid dealing with discontinuities at probability distributions w on the m-simplex
for which the weighted error of some hypothesis in H is zero. Theorem 37, stated
later, shows that in the implementation of Optimal AdaBoost we use, which is consis-
tent with standard implementations, the example-weights update stays away from such
discontinuities by establishing a lower bound on the weighted error εt generated by the
algorithm.
Condition 1 (Natural Weak-Hypothesis Classes)
1. H contains the constant, all-positive hypothesis: the hypothesis h, such that,
for all x ∈X , h(x) = 1, is inH .
2. H is closed under negation: if h ∈H , then −h ∈H . (By −h we mean the
function h′(x)≡−h(x)).
3. No h inH is perfect on the training dataset D: for all h ∈H , there exists an
(x,y) ∈ D such that h(x) 6= y (i.e., h makes a mistake on x).
The first part of the condition is easy to satisfy: just add such an h to H if it is not
already there. The second part of the condition is similarly easy to satisfy. Note that the
first and second parts of the condition imply that (1) the constant, all-negative hypoth-
esis is also inH (i.e., the hypothesis h defined as h(x) =−1 for all x ∈X is inH );
and (2) every example in the training dataset is incorrectly classified by some weak hy-
pothesis in H (i.e., for every (x,y) ∈ D, there exists some h ∈H such that h(x) 6= y;
which we can think of as the “converse” of the third part of the condition). The third
part of the condition is natural because, should there be a perfect h ∈H , Optimal Ad-
aBoost would stop immediately after the first iteration because the weighted error of h
wrt any initialization of w1 ∈ ∆m would be zero (i.e., ∑mi=1 w1(i)1
[
h(x(i)) 6= y(i)
]
= 0).
Another implication of the condition is that From now on, to simplify the presentation,
we assume, without explicitly stating, thatH satisfies the natural conditions just listed
above.
This set of hypotheses H , which may be finite or infinite, induces a set of label
dichotomies on the training dataset of input examples S, where each dichotomy is de-
fined as an m-dimensional vector of output labels to the training examples: Formally,
we denote this finite set of label dichotomies as 13
Dich(H ,S)≡ {o(1), . . . ,o(n)}=
⋃
h∈H
{(h(x(1)), . . . ,h(x(m)))} ⊂ {−1,+1}m .
12In what follows we will use the terms “weak hypothesis,” “weak classifier,” and “base classifier” inter-
changeably. Similarly, we will use the terms “weak learner” and “base learner” interchangeably.
13Note that we do not explicitly compute such sets in practice; but, they are very convenient as the only
mathematical abstraction needed to characterize the actual, full behavior of Optimal AdaBoost. Said differ-
ently, the final classifier output by Optimal AdaBoost when using the mathematical abstraction implicitly
provided by the finite set of label dichotomies is exactly the same as that produced by the learning algorithm
when run in practice.
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(Note that n ≤ 2m.) Parts 1 and 2 of Condition 1 imply that the vector of all +1’s and
the vector of all -1’s are both in Dich(H ,S).
For each dichotomy o ∈Dich(H ,S), it is convenient to associate a (unique) repre-
sentative hypothesis ho ∈H for o, among any other hypothesis h ∈H that produces
the same dichotomy o. We return to this concept of a “representative hypothesis” later
when we extend our convergence results of various functions, including the AdaBoost
classifier, its generalization error and the concept of margins, from the set of (unique)
training examples U to the whole feature spaceX . We call
M ≡M (H ,D)≡
⋃
o∈Dich(H ,S)
{(
1
[
y(1) 6= o(1)
]
, . . . ,1
[
y(m) 6= o(m)
])}
⊂ {0,1}m
the set of error or mistake dichotomies (Note that |M |= n).
AdaBoost extensively uses the weighted error of a hypothesis in its example-weight
update. The typical expression for the weighted error of any hypothesis h with respect
to a distribution w over the examples is ∑mi=1 w(i)1
[
h(x(i)) 6= y(i)
]
. Let h ∈ H and
η ∈M be its corresponding mistake dichotomy (i.e., for all i, η(i)=1
[
h(x(i)) 6= y(i)
]
).
We can equivalently compute the weighted error of h with respect to w on D as η ·w.
Part 3 of Condition 1 implies η ·w> 0 for all η ∈M and w ∈ ∆◦m.
We now introduce the concept of dominated mistake dichotomies. We say a mis-
take dichotomy η dominates another mistake dichotomy η ′ if for all l = 1, . . . ,m, we
have η = 1 =⇒ η ′ = 1, so that the set of mistakes associated with η is a subset of
those associated with η ′. Because we are studying Optimal AdaBoost, we can elim-
inate dominated mistake dichotomies from M . To see why this removal is sound,
note that any dominated hypothesis would never be selected by Optimal AdaBoost
during its execution. This is because any wt that Optimal AdaBoost can generate
during its execution is strictly positive (i.e., satisfies wt(i) > 0 for all i). Thus, if
η dominates η ′, for any such wt , the weighted error η ·wt of η would always be
strictly smaller than the weighted error η ′ ·wt of η ′, at every round t of Optimal Ad-
aBoost. The result after such removals is what we call the set of effective mistake
dichotomies E ≡ {η ∈M | no other η ′ ∈M dominates η} ⊂M . Let r ≡ |E | and
E ≡ {η1, . . . ,ηr}. (Note that r ≤ n.)
Because each efective mistake dichotomy η ∈ E has a corresponding label di-
chotomy o, which in turns has a representative hypothesis ho ∈H , it will become
convenient to denote hη ≡ ho as the representative hypothesis for η for the final clas-
sifier output by Optimal AdaBoost.
We can define the effective mistake matrix M∈ {0,1}r×m similarly from E . 14 This
matrix has the form M(i, j) ≡ ηi( j), where each (i, j) pair indexes a row i and col-
umn j of the matrix M, respectively. Note that by construction, a row i of the matrix
is a 0-1 (bit) vector corresponding to an effective mistake dichotomy ηi ∈ E , which
we call an effective mistake dichotomy, indicating where the representative hypothe-
sis hηi is incorrect on the dataset of input examples S; said differently, we have that
14As we noted in an earlier footnote (Footnote 10) our definition of the mistake matrix differs syntactically
from that of Rudin et al. [2004], but they are semantically equivalent. As stated in the earlier footnote, we
can obtain our matrix from their’s by replacing each −1 in their matrix with a 0 and then transposing the
resulting matrix.
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(
M(i, j) = 1
[
y( j) 6= hηi(x( j))
])
j=1,...,m
is a bit-vector encoding of the set of training
examples that the hypothesis hηi representing the dichotomy ηi classifies incorrectly:
i.e., hηi(x( j)) 6= y( j).
Whenever η = ηwt we have ht = hη selected by the weak learner. We also get
a finite number of hypothesis selection candidates in this case: we are effectively re-
ducing the hypothesis space from H to the set of effective representative hypotheses
Ĥ ≡ {hη1 ,hη2 , . . . ,hηn}.
This is a common selection scheme in the case of decision stumps. In that case, we
can construct a matrix very similar to M. Then, applying a “pruning” procedure on M
removes repeated and dominated mistake dichotomies.
5 Optimal AdaBoost as a dynamical system
This paper studies Optimal AdaBoost as a dynamical system of the weights over the
examples, which we also refer to as the example or sample weights, in a way similar
to previous work [Rudin et al., 2004]. In this section, we show how to frame Optimal
AdaBoost as such a dynamical system. We will fix H and D, therefore fixing S,
Dich(H ,S), M, E , and Ĥ . The state space of the system is ∆m.
For much of our analysis we will reduce AdaBoost to only using the rows of M,
or equivalently, the elements of E , as a proxy for the representative hypotheses in its
weight update. Doing so is sound, because of the one-to-one relationship discussed
above. When η ∈ E , then there is a corresponding representative hypothesis hη ∈ Ĥ ;
thus, we denote the weighted error of hη with respect to w as a simple dot product:
err(η ,w)≡ η ·w = ∑mi=1 w(i)1
[
hη(x(i)) 6= y(i)
]
.
The following is the common condition typically assumed in the analysis of boost-
ing algorithms, but stated in the context of our paper.
Condition 2 (Weak-Learning Assumption) There exists a real-value γ ∈ (0,1/2)
such that for all w ∈ ∆m, there exists an η ∈ E that achieves weighted error η ·w ≤
1
2 − γ < 12 .
Said differently, the weak learner is guaranteed to output hypotheses whose weighted
binary-classification error is strictly better than random guessing, regardless of the
dataset of examples or the weight distribution over the examples. The value γ is often
called the edge of the weak learner. In its most general form, the assumption is some-
times referred to as the “Weak-Learning Hypothesis.” We want to emphasize that,
while some have attempted to further weakened or simply remove the Weak-Learning
Assumption, as discussed in Section 3.1, this has been in the context of the study of
other forms of convergence of AdaBoost. Recall that the main focus of this paper
is the convergence, with respect to the number of rounds T for a fixed, but arbitrary,
datatset D drawn from the probability space (D ,Σ,P), of the generalization error of
the Optimal-AdaBoost classifier, the Optimal-AdaBoost classifier itself, and other re-
lated characteristic quantities of general interest such as the margins. The assumption
remains standard for the study of the type of convergence of Optimal AdaBoost consid-
ered in this paper [Rudin et al., 2004].
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5.1 Implementation details of Optimal AdaBoost
To start, introducing the dynamical-system view of Optimal AdaBoost requires us to
make a slight change in the traditional initialization of the weights over the training
examples, which is the uniform distribution over the set of training examples, as pre-
sented in Fig. 1. In particular, we replace the initialization presented in that figure, by
“Initialize w1 ∼ Uniform(∆m).” We note that, almost surely, this change in initializa-
tion does not affect the AdaBoost property of driving the training error to zero, or have
any fundamental effect on the learning algorithm. 15
Any implementation of the procedure WeakLearn used in Optimal AdaBoost must
decide how to select and output a hypothesis whenever there are more than one hypoth-
esis that achieve the minimum error on the training dataset D with respect to the exam-
ple weights w. We consider a typical function implementation of WeakLearn, map-
ping elements of (X ×{−1,+1})m×∆m→ Ĥ , by which we mean that WeakLearn
has a deterministic selection scheme to output hypotheses; said differently, given the
same training dataset D and example weights w as input, WeakLearn will always map
to, or output, the same hypothesis hD,w ∈ Ĥ based on whatever selection scheme the
function implementation uses. One can view such a deterministic selection scheme as
a way to introduce bias into the hypothesis classH . 16 Whatever the specific function
implementation of WeakLearn, we can rest assure that both the classifier and its gen-
eralization error, or any time or per-round average of an L1-measurable function of the
example weights for that matter, will converge, according to our main results, formally
presented later.
We point out that the need for the definition of WeakLearn as a function is for
the most part to simplify the analysis and the presentation. To see this note that if
we assume that AdaBoost does not cycle, then the weak learner essentially behaves
like a function because the input example weights will all be different throughout the
execution of the algorithm. Recall that as we stated earlier informally, and will state
more formally later, if AdaBoost cycles, then our results falls off our approach almost
immediately (i.e., this case is very easy!). See Appendix A for more information on
the cycling case.
Said differently, any implementation of WeakLearn as a function, described above,
leads to an implementation of AdaBoost which implicitly defines a notion of “best”
row in M, or equivalently, “best” mistake dichotomy in E , for any weight w ∈ ∆m. We
use a (deterministic) function implementation of WeakLearn because in general the
standard notion for best “row,” or mistake dichotomy, is any in argminη∈E η ·w, which
is a set, but not necessarily a singleton: multiple rows, or multiple mistake dichotomies,
may be in that set. Thus, the implementation of WeakLearn implicitly imposes a
15Let w1 be the initial sample weights drawn uniformly at random from the m-simplex. A minor modifica-
tion of the standard derivation of Optimal AdaBoost of the upper bound on the classifier’s misclassification
error yields 1m ∑
m
l=11
[
HT (x(l)) 6= y(l)
]
≤ exp(−2γ2T )m×minl=1,...,m w1(l) .Note that all elements of w1 are non-zero, almost
surely (i.e., with probability 1). Once we draw w1, the denominator of the upper bound remains constant
throughout the AdaBoost process (i.e., does not depend on the number of rounds T ), while the numerator,
which results from the Weak-Learning Assumption (Condition 2), goes to zero exponentially fast with T .
16Of course, as known in ML, if the bias “matches” the underlying process generating the data then one
would expect classifiers with good generalization error; otherwise, the quality of the classifier may suffer.
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policy for how to break ties between mistake-matrix-rows/mistake-dichotomies with
the lowest error. Hence, we can assume there exists a tie-breaking function AdaSelect :
2E → E , where 2E ≡ {Z | Z ⊂ E } denotes the power set of E (i.e., the set of all
subsets of E ), that serves as a mathematical function proxy for the implementation of
WeakLearn.
Definition 3 Given a weight w ∈ ∆m, we define our notion of the best row in M, or
equivalently, the best mistake dichotomy in E , with respect to w as ηw≡AdaSelect(argminη∈E η ·w) .
From now on, we will assume the implementation of Optimal AdaBoost just de-
scribed.
5.2 Preliminaries to the study of the convergence of the Optimal-
AdaBoost classifier
The study of the convergence of the AdaBoost classifier, and its implications, is the
main goal of the next section. Here we provide some preliminary definitions, and
introduce some useful concepts and mathematical results.
Recall that the final classifier the AdaBoost output after T rounds, which we de-
note by HT :X → {−1,+1}, labels input examples x ∈X by computing HT (x) ≡
sign(FT (x)) = sign
(
∑Tt=1αtht(x)
)
, where we define the final real-valued function
FT : X → R that AdaBoost built to use for classification as FT (x) ≡ ∑Tt=1αtht(x),
and the function sign : R→ {−1,+1} is standard: sign(z) = 1 if z > 0; and = −1
otherwise.
Carefully note that in the definition of HT above, the weak-hypothesis ht corre-
sponds to an effective representative hypothesis in Ĥ ⊂H , not a label dichotomies in
Dich(H ,S). Certainly for x∈ S, FT (x) does not converge as the total number of rounds
T of AdaBoost approaches infinity. In fact, if the Weak-Learning Assumption (Condi-
tion 2) holds, that value must be growing at least linearly in T . So, what do we mean
by “convergence of the AdaBoost classifier” exactly then? We can replace sign(FT (x))
with sign
( 1
T FT (x)
)
without changing the classification label output by HT (x). Another
alternative results from the concept of margins, which we now formally define.
Definition 4 Denote the normalized example weights after T rounds of Optimal Ad-
aBoost by α˜t ≡ αt∑Tt=1αt for all t = 1, . . . ,T . Note that by the Weak-Learning Assumption
(Condition 2), we have αT is lower bounded by a positive constant, which implies
that α˜t is also lower bounded by a positive constant. Hence, the normalized example
weights are well-defined and we can think of them as a probability distribution over
the set of rounds {1, . . . ,T}. Define the margin function after T rounds of Optimal
AdaBoost marginT :X → [−1,1] as, for all x ∈X , marginT (x) ≡ ∑Tt=1 α˜tht(x), the
margin of input x with respect to HT . The range of marginT is [−1,1] because the
range of each ht is {−1,1}, and we can think of the defining expression as an expec-
tation over the weak-hypotheses selected at each round with respect to the normalized
example weights. Similarly, define the empirical margin function after T rounds of Op-
timal AdaBoost m̂arginT : U→ [−1,1] as, for all x ∈U, m̂arginT (x)≡marginT (x), the
empirical margin of input example x with respect to HT .
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Hence, we can equivalently use sign(marginT (x)) instead of HT (x) for classification.
Then, as we will shortly prove, under certain conditions, if 1T FT (x) or marginT (x) con-
verges for all x ∈X , so does sign(FT (x)) and sign(marginT (x)), respectively. We
formally state those conditions shortly, discuss why they are theoretically and practi-
cally reasonable, and present strong empirical evidence (in Section 8). It is in this way
that we mean “the convergence of the AdaBoost classifier.”
Using convergence results about 1T FT (x) and marginT (x), almost surely for all x in
the training dataset (i.e., for all x ∈U), we can establish the convergence of the same
functions almost surely on any x outside of the training dataset (i.e., for all x ∈X ).
The upshot is that given such convergence results, we can say something strong about
how the generalization error of the Optimal-AdaBoost classifier behaves in the limit.
Intuitively, if the Optimal-AdaBoost classifier is effectively converging, so should its
generalization error. This outlines one of the main contribution of this paper.
But the extension of the convergence results to the whole input space X instead
of just the unique input instances U of the training set S does not come without some
difficulty. On S, we know that (2η(i)− 1) will correspond directly to some hη(x(i)).
However, outside of U our mistake dichotomies η’s are no longer defined, because
they are simply 0-1 vectors over the examples in S. To evaluate FT (x) for an arbitrary
x ∈X , we must appeal to the hypotheses selected from the hypothesis space, not just
the mistake dichotomies they produced.
Let Ĥ (η) =
{
h ∈ Ĥ |(2η(i)−1) = h(x(i)) for all x(i) ∈ S
}
. A key observation is
that Ĥ (η) induces an equivalence relation or partition on Ĥ : Ĥ =
⋃
η∈E Ĥ (η)
and Ĥ (η1)∩Ĥ (η2) = /0 for any pair η1,η2 ∈ E . All hypotheses in each equivalence
class, from the perspective of Optimal AdaBoost, are indistinguishable in the sense that
picking any of them will result in no change in the trajectory of wt . However, the weak
learner might have a bias towards certain hypotheses in these classes. For example,
perhaps the weak learner will always pick the “simplest” hypothesis in Ĥ (η), based
on some simplicity measure (e.g., depth of a decision tree or its number of leaves).
Recall that even though our analysis, and sometimes our implementation as well,
uses the mistake matrix (or the set of mistake dichotomies) to implement/instantiate
the weak learner, we must have the corresponding representative hypothesis from Ĥ
output by the weak learner and used to put together the final AdaBoost classifier to
classify new input samples.
In summary, the result is a scheme or implementation of AdaBoost following the
above framework that we will assume in what follows. The implementation’s pseu-
docode is η∗← AdaSelect(argminη∈E η ·w) ;WeakLearn(w,D)← hη∗ .
This selection procedure naturally partitions ∆m into regions where different mistake-
matrix-rows/mistake-dichotomies are best, in the sense that they would be selected by
AdaSelect.
Definition 5 Given some arbitrary η ∈ E , we define pi∗(η)≡ {w ∈ ∆m|η = ηw} .
Note that pi∗(η) may be open or closed for different η’s, depending on how ties are
broken using AdaSelect. The closure of this set, which we now formally define, will
also play an important role.
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Definition 6 Given some arbitrary η ∈E , we define pi(η)≡{w ∈ ∆m ∣∣η ∈ argminη ′∈E η ′ ·w} .
The set pi(η), being the closure of pi∗(η), is naturally closed. However, these sets no
longer form a partition on ∆m. Given two distinct mistake dichotomies η1,η2 ∈ E , it is
possible that pi(η1)∩pi(η2) 6= /0.
It is often convenient to consider only the subset of ∆m where every effective mis-
take dichotomy in E , has non-zero error. (If there were an effective mistake dichotomy
in E that achieves zero error, Optimal AdaBoost would stop at the first iteration. We
refer the reader to the previously-presented discussion of Condition 1 for more infor-
mation.)
Definition 7 The set of all weights in ∆m with non-zero error on all effective mistake
dichotomies in E is pi0 ≡ {w ∈ ∆m |η ·w> 0 for all η ∈ E } .
It is important to note that the complement of pi0 with respect to ∆m, i.e., the set ∆m−pi0,
has Borel measure zero. Indeed, Condition 1 (Natural Weak-Hypothesis Class) implies
pi0 = ∆◦m, so that ∆m−pi0 is the boundary of ∆m.
We will depart from standard notation for the AdaBoost weight update. The nota-
tion we use will be more convenient for the main proofs in this paper. First, we have
a notion of a hypothetical weight update. That is, given w ∈ ∆◦m, if we assume that
η = ηw, where would the AdaBoost weight update take w?
Definition 8 Given an arbitrary mistake dichotomy η ∈ E , we define Tη : ∆◦m → ∆◦m
component-wise as, for each component i = 1, . . . ,m,
[Tη(w)](i)≡ 12w(i)×
(
1
η ·w
)η(i)( 1
1−η ·w
)1−η(i)
.
The update Tη certainly does not trace out the actual trajectory of the AdaBoost
weights. The true update first finds the best mistake dichotomy ηw, and then applies
Tηw(w).
Definition 9 The AdaBoost weight update isA :∆◦m→∆◦m, defined asA (w)≡Tηw(w).
We can now trace the trajectory of the AdaBoost weights by repeatedly applying A
to an initial weight picked within ∆◦m. More specifically, if w1 ∈ ∆◦m is taken as some
initial point, we can rederive any wt in our original formulation of the algorithm with
wt =A (t−1)(w1) where A (t−1) denotes composing A with itself t−1 times.
We can also derive many of the quantities/parameters calculated by AdaBoost
solely in terms of wt .
Definition 10 The following are functions of type ∆m → R: ε(w) ≡ minη∈E η ·w,
α(w)≡ 12 ln
(
1−ε(w)
ε(w)
)
, and χpi∗(η)(w)≡ 1[w ∈ pi∗(η)] .
Fact 11 The following equalities hold. (1) εt ≡ ε(wt) = ε
(
A (t−1)(w1)
)
, (2) αt ≡
α(wt) = α
(
A (t−1)(w1)
)
, and (3) ηt ≡ ηwt = ηA (t−1)(w1)
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The value sequences described in Fact 11 will be called secondary quantities, because
we can derive them solely from the weight trajectory. We seek to understand the con-
vergence properties of these secondary quantities, as the number of rounds T of Opti-
mal AdaBoost increases given a fixed, arbitrary dataset D drawn with respect to some
probability space (D ,Σ,P), as presented in the previous section, and the properties of
the mapping A that causes such converging behavior.
5.3 Characterizing the inverse of the Optimal-AdaBoost update
When studying the dynamics of the AdaBoost update A , it is natural to ask when
given w ∈ ∆◦m, what is A −1(w)? Or similarly, when given E ⊂ ∆◦m what is A −1(E)?
An analysis of the inverse is essential in establishing an invariant measure, and will be
used in the following sections. In particular, it will allow us to establish the existence of
a measure over the set of interest, its “trapping/attracting set,” on whichA is measure-
preserving. To approach this problem, we decompose the inverse into a union of line
segments.
Proposition 12 Suppose we have η ∈ E and w ∈ A (∆◦m). Define w−η and w+η such
that w−η (i) ≡ w(i)η(i) and w+η (i) ≡ w(i)(1−η(i)). Then T −1η (w) = {2ρw−η + 2(1−
ρ)w+η |ρ ∈ (0,1)}
Proof Let L(η ,w) = {2ρw−η + 2(1− ρ)w+η |ρ ∈ (0,1)}. Consider an element w′ ∈
L(η ,w). Clearly, w′ = 2ρ ′w−η + 2(1− ρ ′)w+η for some ρ ′ ∈ (0,1). Then, we have
err(η ,w′)= err(η ,2ρ ′w−η )+err(η ,2(1−ρ ′)w+η )= 2ρ ′(η ·w−η )= 2ρ ′(η ·w)= (2ρ ′) 12 =
ρ ′. Using this fact, we see for i such that η(i) = 1, we have [Tη(w′)](i) = w′(i)×
1
2(η ·w′) = 2ρ
′w(i)× 12ρ ′ =w(i).And similarly, for i such that η(i)= 0, we have [Tη(w′)](i)=
w′(i)× 12(1−(η ·w′)) = 2(1−ρ ′)w(i)× 12(1−ρ ′) =w(i). Pulling the cases together, we con-
clude that Tη(w′) = w and w′ ∈T −1η (w).
Instead, suppose that w′ ∈T −1η (w). From Definition 8, we see that w′(i)= 2w(i)(η(i)(η ·
w′)+(1−η(i))(1− (η ·w′))). Setting ρ ′ = η ·w′, we see that w′ ∈ L(η ,w).
So, Tη(w) has a very clean inverse, being simply a line through simplex space.
But, it is important to note that Tη(w) is hypothetical, asking “where would w go if
η = ηw?” and is not the true AdaBoost weight update, A (w). Regardless, the inverse
A −1(w) does decompose into a union of these line segments.
Proposition 13 Let w ∈A (∆◦m). Then A −1(w) =
⋃
η∈E (T −1η (w)∩pi∗(η)).
Proof Take w′ ∈ A −1(w). Then, w′ ∈ pi(ηw) and w′ ∈ T −1ηw (w). Therefore, w′ ∈⋃
η∈E (T −1η (w)∩pi∗(η)).
Instead, take w′ ∈⋃η∈E (T −1η (w)∩pi∗(η)). It must be the case that w′ ∈T −1ηw (w)∩
pi∗(ηw), because w′ can only be in pi∗(η ′) for one possible η ′ ∈ E , namely η ′ = hw.
But by Definition 3, we see that implies A (w′) = w. Therefore, w′ ∈A −1(w).
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6 Convergence of the Optimal-AdaBoost classifier
As mentioned at the end of the previous section, we can express the secondary quanti-
ties of Optimal AdaBoost as functions based solely on the trajectory of A applied to
some initial w1 ∈ ∆◦m. Empirical evidence suggests that not only are averages, with re-
spect to the number of rounds T of AdaBoost, of this quantities/parameters converging,
but the Optimal-AdaBoost classifier itself is converging!
The study of the convergence of the AdaBoost classifier, and its implications, is the
main goal of this section.
Crucial to our understanding of convergence, in the sense previously discussed in
Section 5.1, is Birkhoff’s Ergodic Theorem, stated as Theorem 14 below. This theo-
rem gives us sufficient conditions for the (probabilistic) convergence, which we will
then apply to our secondary quantities. Taking center stage in this theorem is the
notion of a measure and a measure-preserving dynamical system. To be able to ap-
ply Birkhoff’s Ergodic Theorem, we need to show the existence of some measure µ∞
such that (Ω∞,ΣΩ∞ ,µ∞,A ) is a measure-preserving dynamical system, for some set
Ω∞ ⊂ ∆◦m defined below as a function of A . (We refer the reader to Appendix B for
more details on these topics.) The existence of such a measure is given in Proposi-
tion 21, but relies on Condition 19. We discuss the context surrounding these in greater
detail shortly.
Equally important in Birkhoff’s Ergodic Theorem is the notion of integrability, cap-
tured by the notation f ∈ L1(µ). This notation says that f is integrable with respect
to the measure µ . The precise meaning of this is that, first and foremost, f is measur-
able. Second, that
∫ | f |dµ <∞. If these two conditions hold, it follows that f ∈ L1(µ).
Proposition 24, which we formally state later in this section, shows us that various
quantities generated by Optimal AdaBoost are in L1(µ), therefore can be analyzed
using Theorem 14.
We are now ready to introduce the theorem.
Theorem 14 (Birkhoff Ergodic Theorem) Suppose M : X→X is measure-preserving
and f ∈L1(µ) for some measure µ on the measurable space (X ,ΣX ). Then 1n ∑n−1i=0 f (M(i)(x))
converges µ-almost everywhere x ∈ X to a function f ∗ ∈ L1(µ). Also f ∗ ◦M = f ∗ µ-
almost everywhere x ∈ X and if µ(X)< ∞, then ∫ f ∗ dµ = ∫ f dµ .
We care about the asymptotic behavior of Optimal AdaBoost, and want to disregard
any of its transient states, which in our context means, any w ∈ ∆◦m such that for all
w′ ∈ ∆◦m there exists a T ′ ∈ N such that for all t > T ′, w 6= A (t)(w′). Therefore we
would like to look at a subset of its state space that the dynamics will limit towards,
or stay within. The following set is, intuitively, the set of “non-transient states” of A .
More specifically, it is the set of states that Optimal AdaBoost can reach for any time
step t.
Definition 15 Ω∞ ≡ ⋂∞t=1A (t)(∆◦m), where we employ the standard abuse of notation
and define A (t)(∆◦m)≡ {A (t)(w) | for w ∈ ∆◦m}.
We can think of the set Ω∞ as a trapped attracting set in the typical sense used for dy-
namical systems, because ∆m is compact and A (∆◦m)⊂ ∆◦m. The continuity properties
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of AdaBoost on this set are important to establish an invariant measure in Section 7.
But it is difficult to say anything important about this set yet.
It turns out that there are discontinuities at many points in the state space. It is not
difficult to see that any point w ∈ ∆m that yields more than one mistake dichotomy in
argminη∈E η ·w will be a discontinuity. Similarly, any point that has ηw ·w = 0 will
also be a discontinuity. This motivates the following definition.
Definition 16 Let w ∈ ∆m.
1. If |argminη∈E η ·w|> 1, we then call w a type-1 discontinuity.
2. If ηw ·w = 0, we then call w a type-2 discontinuity.
In the following theorem, we establish that A will be continuous on any point
besides type-1 and type-2 discontinuities.
Theorem 17 (The Example-Weights Update of Optimal AdaBoost is Mostly Con-
tinuous.) Suppose the Weak-Learning Assumption (Condition 2) hold. Then Optimal
AdaBoost is continuous on all points w such that w ∈ Int(pi(η))∩pi0 for some η .
Proof Let E ≡ Eη ≡ Int(pi(η))∩ pi0. Take any w ∈ E, and let {wi} be an arbitrary
sequence in ∆m such that limi→∞wi = w. Let {w j} be the tail of {wi} that is contained
within E, i.e., there exists a finite T ′ ∈ N such that for all j > T ′, w j ∈ E. Then, we
have the following for all w j
A (w j) =Tη(w j). (1)
From Definition 8, for all w j it follows that, for all l = 1, . . . ,m,
[Tη(w j)](l) =
1
2
w j(l)×
(
1
η ·w
)η(l)( 1
1− (η ·w)
)1−η(l)
.
Because lim j→∞w j = w, we have lim j→∞w j(l) = w(l) for all l = 1, . . . ,m. Simi-
larly, we have lim j→∞η ·w j = η ·w. Furthermore, by the Weak-Learning Assumption
(Condition 2), we have 0<η ·w< 12 . Combining these facts, we see that lim j→∞Tη(w j)=
Tη(w). Recalling Equation 1, we complete the proof.
In the next section, we will prove that the weight trajectories of Optimal AdaBoost
are eventually bounded away from type-2 discontinuities. Then we assume that Ad-
aBoost satisfies the condition that it is bounded away from type-1 discontinuities. This
condition will be instrumental in our analysis, and gives us a way of proving the exis-
tence of an invariant measure that is essential for satisfying Theorem 14. The condition
is formalized below. Roughly speaking, this condition essentially says that, after a suf-
ficiently long number of rounds either (1) the dichotomy corresponding to the optimal
weak hypothesis for a round is unique with respect to the weights at that round, or (2)
the dichotomies corresponding to the hypothesis that are tied for optimal are essentially
the same with respect to the weights in Ω∞.
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Remark 18 We have found that this condition always holds in all the high-dimensional,
real-world datasets we have tried in practice. Indeed, unlike the case of cycling in Op-
timal AdaBoost, we provide strong empirical evidence justifying the validity and rea-
sonableness of the condition in practice using high-dimension real-world datasets in
Section 8.4.
We delay further discussion on this condition until the last/concluding section of this
paper (Closing remarks).
Condition 19 (Optimal AdaBoost Eventually Has No Ties.) There exists a compact
set G such that Ω∞ ⊂ G and, given any pair η ,η ′ ∈ E , we have either
1. pi(η)∩pi(η ′)∩G = /0; or
2. for all w ∈ G, ∑i:η(i)6=η ′(i)w(i) = 0.
Note that Part 2 of Condition 19 allows us to reduce the set of label dichotomies to
only those that will never become effectively the same from the standpoint of Optimal
AdaBoost when dealing with Ω∞.
Remark 20 Roughly speaking, the condition states that any two effective mistake di-
chotomies are either never tied for best within the set G (Part 1), or if they were
tied, then it must be the case that G is a lower-dimensional subspace of ∆m in which
w(i) = 0 for all i such that η(i) 6= η ′(i) (Part 2). The implication of Part 2 of the con-
dition follows because η ,η ′ ∈ E ,η 6= η ′, so that there exists at least one i for which
η(i) 6= η ′(i), thus at least w(i) = 0 for such i. Because all the elements of w1 are pos-
itive, with probability 1, and the Optimal-AdaBoost example-weights update maps to
a positive w, it must have been the case that the at least one of the wt(i)’s converged
to 0. (Indeed, any such corresponding example i cannot be a “support vector” in the
sense described in Footnote 23 of Section 8.4, where we present empirical evidence
in favor of the condition above in a variety of high-dimensional real-world datasets.)
In such a case, both such η and η ′ would behave the same starting from any such
w. Hence, we can equivalently “reset” the learning problem by removing any tying
η ′′ that is not the one selected by AdaSelect from E leading to a new set of effective
mistake dichotomies E ′ ≡ E −
(
argminη ′′∈E−{ηw}η ′′ ·w
)
⊂ E . By the same reason-
ing, we can remove any training dataset example for which w(i) = 0: that is, create
D′ ≡ {(x(i),y(i)) ∈ D | w(i) > 0}. We would now have a new dynamical system with
∆◦m′ ⊂ ∆m′ as the state space, where m′ ≡ |D′|, corresponding to a lower-dimensional
subspace of ∆m. Note that this process of removing dichotomies from E and examples
from D may reveal dominated hypotheses in the new set of mistake hypotheses of lower-
dimensional space (i.e., each mistake dichotomy is now an m′-dimensional vector, and
m′ < m); of course, we must also remove those dominated mistake dichotomies before
continuing/re-starting the process on the lower-dimensional space. Note also that this
process of removal cannot continue forever, nor can the resulting sets become empty;
in fact, we can show that by the properties of the example-weight update |E ′| ≥ 2 and
m′ ≥ 2. There must exist at least one positive and one negative example with positive
weight at every round. Consecutive effective mistake dichotomies selected at consecu-
tive rounds must be different: that is, for every round t, we have ηt 6= ηt+1.
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From now on, to simplify the presentation and avoid the clutter from repeating phrases,
we may use but do not explicitly state Condition 19 in the technical results of the re-
maining of this section or the next section; we do mention the condition in the respec-
tive proof. 17
We now state two propositions that cover the conditions required to apply Birkhoff’s
Ergodic Theorem (Theorem 14). For now, we take these propositions for granted and
delay their formal proof until the next section. Proposition 21 covers the first condition
of Theorem 14, that A is a measure-preserving dynamical system for some measure
µ . This proposition is sufficient to yield Theorem 23, which captures one of our main
results of this paper. Afterwards, Proposition 24 covers the second condition for the
secondary quantities of Optimal AdaBoost that will be essential in the impending anal-
ysis. We then combine Theorem 23 and Proposition 24 to prove the rest of our main
convergence results.
Proposition 21 There exists a Borel probability measure µ∞ onΩ∞ such that (Ω∞,ΣΩ∞ ,µ∞,A )
is a measure-preserving dynamical system.
In what follows, we show one way to extend µ∞ to all of ∆m. Our construction
assigns measure zero to the set of all w ∈ ∆◦m that does not reach Ω∞ in finite time.
We leave open whether we can define a non-zero mesure over that set. Having said
that, it is not even clear whether it makes sense to place a measure on such a set. In
fact, we discuss why giving a zero measure to such a set makes sense from a practical
perspective when we return to this point after stating our next result in the form the
next, upcoming theorem.
Define T∞ : ∆m→N∪{∞} such that for all w ∈ ∆m, T∞(w)≡ inf{τ ∈N | A(τ)(w) ∈
Ω∞}; that is, T∞(w) is the “first-entrance time” of any sequence of Optimal AdaBoost
updates starting from w. Note that if w ∈Ω∞, T∞(w) = 0 because A(0)(w) = w. Denote
by Ω≡ {w ∈ ∆◦m | T∞(w)< ∞} and Ωc ≡ ∆m−Ω. Note that Ω∞ ⊂Ω.
Define the measure ν over ∆m as follows. Let λ be the uniform/Lebesgue proba-
bility measure over ∆m. For all S ∈ Σ∆m , the Borel σ -algebra over ∆m, denote Sw
′ ≡
{w ∈ S∩Ω | w′ = A(T∞(w))(w)} and Ωw′ ≡ {w ∈ Ω | w′ = A(T∞(w))(w)} to simplify
notation, and set ν(S) ≡ ∫w′∈Ω∞ λ (Sw′ )λ (Ωw′ ) dµ∞ where the denominator inside the inte-
gral is zero, and hence the term, which corresponds to a conditional probability, 18
is undefined, if dµ∞(w′) = 0. Said differently, the integral is well-defined because
the probability measure µ∞ is absolutely continuous with respect to uniform/Lebesgue
probability measure λ (i.e., µ∞  λ , which means that for every measurable set S,
λ (S) = 0 =⇒ µ∞(S) = 0). Implicit in the definition of the measure is ν(Ωc) = 0.
Lemma 22 The measure ν is a proper probability measure on the measurable space
(∆m,Σ∆m).
17Every technical result stated in the remaining of this section uses the condition indirectly. Except for
the Krylov-Bogolyubov Theorem (Theorem 33), of the results stated in the next section, Lemma 34 and
Theorem 35 use it directly, while Lemma 36 and Theorem 37 do not use the condition at all.
18For all S ∈ Σ∆m and w′ ∈ Ω∞, if λ (Ωw
′
)> 0, the conditional probability of Sw
′
given Ωw′ , with respect
to λ , is Pλ (Sw
′ |Ωw′ )≡ λ (Sw
′
)
λ (Ωw′ )
.
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The proof of the lemma is in Appendix E.
The following theorem states one of the main technical results of this paper.
Theorem 23 (Averages over an AdaBoost Sequence of Example Weights Con-
verge.) Let ν be the (Borel) probabilistic measure on (∆m,Σ∆m) just defined above.
For any function f ∈ L1(ν), the Optimal-AdaBoost update A has the property that
1
T ∑
T−1
t=0 f (A
(t)(w1)) converges ν-almost surely w1 ∈ ∆◦m (i.e., converges with proba-
bility 1 with respect to ν from any starting example weights w1, except for a set of
ν-measure zero).
Proof First note that 1T ∑
T−1
t=0 f (A
(t)(w)) converges µ∞-almost surely w ∈ Ω∞, from
Proposition 21 above and Birkhoff Ergodic Theorem (Theorem 14). The last statement
implies that, for all w∈Ω−Ω∞, for which 0<T∞(w)<∞, we have that 1T ∑T−1t=0 f (A (t)(w))
converges iff 1T ∑
T−1
t=0 f (A
(t)(A (T∞(w))(w))) = 1T ∑
T−1
t=0 f (A
(T∞(w)+t)(w)) does, and in
fact they would both converge to the same value. Using Lemma 22, and recalling (a)
that A (T∞(w))(w) ∈Ω∞ by definition, (b) that ν(Ωc) = 0, and (c) that Ω and Ωc form a
partition of ∆m, yields the result.
Note that all convergence results regarding Optimal AdaBoost stated from now on
in this section should be qualified by the statement “ν-almost surely w1 ∈ ∆0m.” We
do not include that phrase in the formal statements to avoid numerous repetitions that
would clutter the presentation. We often include a shorten version of the phrase in the
proofs, stating “ν-a.s.” and keeping the rest of the statement implicit.
The following proposition about secondary quantities related to Optimal AdaBoost
are useful to establish the upcoming convergence results. We delay its proof until the
next section.
Proposition 24 Let µ be a Borel probability measure on ∆m. Then the following func-
tions are in L1(µ): ε(w) = minη∈E η ·w, α(w) = 12 ln
(
1−ε(w)
ε(w)
)
, and χpi∗(η)(w) =
1[w ∈ pi∗(η)].
We can use Theorem 23 and the last proposition to obtain a convergence result for
1
T FT (x
(i)) for x(i) ∈U in the training examples, as stated in the next theorem. Note that
in the next theorem we depart from the standard notations of FT (x(i)) =∑Tt=1αtht(x(i)).
The new notation defines FT (x(i)) in terms of the effective mistake dichotomies (i.e.,
rows in the mistake matrix M) constructed from the label dichotomies in Dich(H ,S),
not directly on the effective representative hypothesis ht ∈ Ĥ output by the weak
learner in Optimal AdaBoost. The elements of these mistake dichotomies are defined
over {0,1}, unlike the hypotheses whose output is in {−1,1}. Thus, we need to scale
and translate them appropriately. The new notation for FT (x(i)) results in the exact
same values as the one defined over selected effective representative hypotheses. To
avoid confusion, we denote the corresponding function over the set of input training
examples U by F̂T . Using this notation, we have that for all x ∈U , FT (x) = F̂T (x)
Theorem 25 (The Average Value of the Real-Valued Function AdaBoost Builds By
Combining Weak Classifiers Converges for All Training Examples.) Let F̂T : U →
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R, defined as F̂T (x(i))≡ ∑Tt=1αt(2ηt(i)−1), be the Optimal-AdaBoost classifier func-
tion at round T defined only over the set of (unique) input training examples x(i) ∈U,
and in terms of ηt ∈ {0,1}m, for t = 1, . . . ,T , corresponding to the mistake dichotomy
of the representative hypothesis ht = hηt output by the weak learner, such that, for all
l = 1, . . . ,m, ηt(l) = 1
[
ht(x(l)) 6= y(l)
]
. For all x(i) ∈ U, the limit limT→∞ 1T F̂T (x(i))
exists.
Proof Let Cη(T ) ≡ ∑Tt=1α(wt)χpi∗(η)(wt). From the imposed conditions, and Propo-
sition 24, it is easy to deduce that α · χpi∗(η) is measurable. Furthermore, we have∫
w∈∆◦m α(w)χpi∗(η)(w)dν ≤
∫
w∈∆◦m α(w)dν <∞.Whereby it follows that α ·χpi∗(η)(w)∈
L1(ν). Applying Theorem 23, we see that limT→∞ 1T Cη(T ) exists ν-a.s. for all η ∈ E .
For convenience, set C∗η ≡ limT→∞ 1T Cη(T ).
We are restricting ourselves to the set U ⊂X , hence we can write, for all x(i) ∈U ,
1
T F̂T (x
(i))=∑η∈E 1T Cη(T )(2η(i)−1). Finally, by taking limits we see that limT→∞ 1T F̂T (x(i))=
∑η∈E limT→∞
[ 1
T Cη(T )
]
(2η(i)−1) = ∑η∈E C∗η(2η(i)−1), ν-a.s.
As a corollary to this theorem, we can show convergence for the margin on any
example in the training set. 19
Corollary 26 (The Margin of Any Training Example Converges.) For all x ∈U,
the limit limT→∞ m̂arginT (x) exists.
Proof By Theorem 23, Θ = limT→∞ 1T ∑
T
t=1α(wt) exists ν-a.s. From the Weak-
Learning Assumption (Condition 2), we know that εt = ε(wt)< 12 − γ for some γ > 0.
This gives us a lower bound α∗ > 0 on α(wt). Using this lower bound, we see that
Θ= limT→∞ 1T ∑
T
t=1α(wt)≥ limT→∞ 1T (α∗T )≥ α∗ > 0.
Now, we can say that limT→∞T
(
∑Tt=1αt
)−1
= 1Θ , ν-a.s. Combining this with Theo-
rem 25, we have for all x(i) ∈U , limT→∞ m̂arginT (x(i))= limT→∞ F̂T (x(i))
(
∑Tt=1αt
)−1
=
limT→∞
F̂T (x(i))
T
(
∑Tt=1αt
)−1 T = 1Θ ∑η∈E C∗η(2η(i)−1) =∑η∈E C˜η(2η(i)−1) , ν-a.s.,
where C˜η is a probability distribution over the mistake dichotomies in E (i.e., rows in
M).
The implementation of Optimal AdaBoost, as described in Sections 4 and 5.1,
proves convenient to extend the last two results from just the unique input instances U
of the training set S to the whole spaceX . Recall that, on S, we know that (2η(i)−1)
corresponds directly to some hη(x(i)). But, outside of U , mistake dichotomies η’s are
no longer defined, because they are simply 0-1 vectors over the examples in S only.
To evaluate FT (x) for an arbitrary x ∈X , we must appeal to the hypotheses that were
actually selected from the hypothesis space, not just the mistake dichotomies they pro-
duced. Said differently, we must have the corresponding representative hypothesis
19Note that this corollary does not say anything about whether Optimal AdaBoost maximizes the margins.
We remind the reader that we have no interest in margin maximization in this paper, for reasons we previously
discussed in the Introduction.
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from Ĥ output by the weak learner and used to put together the final AdaBoost clas-
sifier to classify new samples. Here is where the concept of representative hypothesis
used in the implementation becomes useful, as the next two results extending the two
previous ones demonstrate.
Theorem 27 (The Average of the Real-Valued Function Optimal AdaBoost Builds
By Combining Weak Classifiers Converges.) The limit limT→∞ 1T FT (x) exists for all
x ∈X .
Proof Let ηt ≡ηwt , then the representative hypothesis selected at iteration t is ht = hηt .
This yields 1T FT (x) =
1
T ∑
T
t=1αtht(x) =
1
T ∑
T
t=1αthηt (x) =∑η∈E
1
T Cη(T )h
η(x) , where
Cη is defined in the same way as in the proof of Theorem 25. As in that same proof, we
have limT→∞ 1T Cη(T ) =C
∗
η , ν-a.s. Hence, limT→∞ 1T FT (x) = ∑η∈E C
∗
ηh
η(x), ν-a.s.
Similarly, we can extend the convergence of the margin distribution to the whole
spaceX .
Corollary 28 (The Margin of Any Input in the Feature Space Converges.) The
limit limT→∞marginT (x) exists for all x ∈X .
Proof We arrive at the convergence of limT→∞Cη(T )
(
∑Tt=1αt
)−1
= C˜η , ν-a.s., the
same way as in the corollary to Theorem 25. Then, closely following the above proof,
we get limT→∞marginT (x) = limT→∞FT (x)
(
∑Tt=1αt
)−1
= ∑η∈E C˜η hη(x), ν-a.s.
Recall that the full Optimal-AdaBoost classifier is HT (x) = sign(FT (x)) . In that equa-
tion, we can easily replace sign(FT (x)) with sign
( 1
T FT (x)
)
. From the convergence
of 1T FT (x), we would like to say that HT (x) converges as well. However, we have a
discontinuity in the sign function at 0. It may be the case that limT→∞ 1T FT (x) = 0 for
some x ∈X , possibly yielding a non-existent limit for sign( 1T FT (x)). In that case,
limT→∞HT (x) simply does not exist.
To overcome this obstacle, we consider the following condition. If you let F∗(x)≡
limT→∞ 1T FT (x), intuitively we are saying that the decision boundary of the function
F∗ has measure 0 with respect to the probability space (D ,Σ,P).
Condition 29 (The Decision Boundary has P-Measure Zero) F∗(x) 6= 0, P-almost
surely.
It is hard to think of non-degenerate situations in which the decision boundary does not
have measure zero. The decision boundary of almost all classifiers we know have Borel
measure zero because they almost always correspond to a lower-dimensional subspace
of the input/feature space X . We think that unless there is something really special
about the ensemble of weak classifiers output by Optimal AdaBoost, again each likely
to have Borel measure zero, Optimal AdaBoost will converge to a classifier whose
decision boundary has Borel measure zero. Hence, we believe the last condition is rea-
sonable. Having said that, in principle, we can relax the Condition 29 (Measure-Zero
Decision Boundary). We discuss posible relaxations of this condition in Appendix D.
From now on we implicitly assume the condition holds, and often shorten the phrase
“P-almost surely x ∈X ” by just “P-a.s.” when stated in proofs.
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If we take the last condition, the limit of the classifier behaves nicely. This has
the fascinating implication that the AdaBoost classifier itself, HT , is converging in
classification for almost all elements in the instance spaceX , i.e., except for a subset
ofX of measure 0 with respect to (D ,Σ,P).
Theorem 30 (The AdaBoost Classifier Converges.) The limit H∗(x)≡ limT→∞HT (x)
exists.
Proof Note that H∗(x) = limT→∞ sign
( 1
T FT (x)
)
= sign(F∗(x)) , ν-a.s. and P-a.s.
If the Optimal-AdaBoost classifier is converging in the limit, certainly its general-
ization error should as well.
Definition 31 We can express the 0/1-loss function lossH : D → {0,1} of a binary
classifier H with output labels in {−1,+1} as lossH(x,y) ≡ 1−y H(x)2 . We can ex-
press the generalization error of a binary classifier H with output labels {−1,+1}
as the expected misclassification error: Err(H) ≡ E [lossH(X ,Y )] ≡
∫
lossH dP =∫
D
[
1−yH(x)
2
]
dP(x,y) .
It follows from the Lebesgue Dominated Convergence Theorem that the general-
ization error converges.
Theorem 32 (The Generalization Error Converges.) The limit of the generalization
error, limT→∞Err(HT ), exists.
Proof First, we assume that each HT is measurable on the probability space (D ,Σ,P).
Otherwise it would not make sense to discuss generalization error in the first place,
as it would not exist for our classifier at any time T . It follows that H∗ is measur-
able, because limT→∞HT (x) = H∗(x) ν-a.s. and P-a.s. Furthermore, the function
lossH(x,y) is dominated by the constant function f (x,y) = 1 for all (x,y) ∈ D and
all T : |lossH(x,y)| =
∣∣∣ 1−y HT (x)2 ∣∣∣ ≤ 1. Therefore, the conditions of Lebesgue Dom-
inated Convergence Theorem are satisfied. We may then say that limT→∞Err(HT ) =
limT→∞E [lossHT (X ,Y )]= limT→∞
∫
lossHT dP=
∫
limT→∞ lossHT dP=
∫
D limT→∞
(
1−y HT (x)
2
)
dP(x,y)=∫
D
(
1−y H∗(x)
2
)
dP(x,y) = E [lossH∗(X ,Y )] = Err(H∗), ν-a.s.
7 Satisfying Birkhoff’s Ergodic Theorem
This section is devoted to proving Proposition 21 and 24, and to do so we will use the
fundamental Krylov-Bogolyubov Theorem, listed as Theorem 33 below. For a given
dynamical system that meets certain conditions, Krylov-Bogolyubov tells us that the
system is measure-preserving on some Borel probability measure. We will apply this
theorem on our trapped attracting set Ω∞ to show that A admits an invariant measure.
A couple of concepts are essential in understanding this theorem. First, Krylov-
Bogolyubov requires that we deal with a system of the form (X ,N), formally called
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a topological space, where X is a set, often called the state space, and N a (neigh-
borhood) topology on it. Furthermore, (X ,N) needs to be metrizable, meaning the
topology N can be induced by some metric. In topology, a metrizable topological
space (X ,N) is a metric space (X ,d) if the metric d induces N. To simplify matters, we
will treat ∆◦m as a metric space with the `1 metric d(w1,w2) =∑mi=1 |w1(i)−w2(i)|. We
will not use d directly in our proofs; but when we discuss convergence of sequences of
weights in ∆◦m, we will implicitly use the metric. Convergence is meaningless without
such a metric. The definition of closed and open sets also implicitly use d: closed sets
are the sets in ∆m that contain all of their limit points. That is, a set E is closed if,
given any convergent sequence {wi} ⊂ E, we have limi→∞wi ∈ E. As a sub-family of
closed sets we have compact sets, the closed sets that are also bounded. We are only
considering subsets of ∆◦m, so all such subsets are bounded and any closed subset will
be compact.
The Krylov-Bogolyubov Theorem requires that the state space be compact. We
want to apply the theorem on Ω∞, so this is the set we must scrutinize. As mentioned
before, this set is contained within ∆m, so we know it is bounded. Hence, we only need
to show that Ω∞ is closed. That is the motivation behind Theorem 35.
Additionally, the Krylov-Bogolyubov Theorem requires that A be continuous on
Ω∞. We have stated in Condition 19 that Ω∞ is bounded away from type-1 discon-
tinuities, so what remains to show is that it does not contain type-2 discontinuities.
Theorem 37 accomplishes that.
Theorem 33 (Krylov-Bogolyubov) Let (X ,N) be a compact, metrizable topological
space and g : X → X a continuous map. Then g admits an invariant Borel probability
measure.
We will begin by showing the compactness of Ω∞. We first approach this by prov-
ing the following lemma, which states that any limit point w ∈ G of Ω∞ has a corre-
sponding limit point w′ ∈ G of Ω∞ such that A (w′) = w.
Lemma 34 Let {wi} be an arbitrary convergent sequence in Ω∞, and call its limit w.
Then there exists a second convergent sequence {w′i} ⊂Ω∞, such thatA (limi→∞w′i) =
w.
Proof Let {wi} ⊂ Ω∞ be such a sequence as described in the hypothesis, and let
w = limi→∞wi. From the compactness of G, we have w ∈G. Additionally, as wi ∈Ω∞,
there must exist a w′i ∈Ω∞ such that
wi =A (w′i). (2)
Let {w′i} ⊂ Ω∞ be a sequence composed of such elements. We will now proceed to
show that there exists a subsequence of {w′i} that has a limit w′ ∈A −1(w).
Consider subsets of G of the form G∗(η)≡{w∈G|w∈ pi∗(η)}=G∩pi∗(η).Note
that G does not contain any elements that are tied, hence we have G =
⋃
η∈E G∗(η).
There exists an η ∈ E such that G∗(η) contains infinite elements from the sequence
{w′i}. Let {w′i j} be the subsequence of {wi} that is contained in G∗(η). Note that G is
sequentially compact because G is a compact subset of a metric space. Therefore, there
exists a convergent subsequence {w′i jk }, and call its limit w
′. We claim that w′ ∈G∗(η).
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Let G(η)≡ {w ∈ G|w ∈ pi(η)} = G∩pi(η), i.e., the closure of G∗(η). It follows
that G(η) is closed, because both sets involved in the intersection are closed. Also
note that G∗(η)⊂G(η). The sequence {w′i jk } is therefore contained in G(η), yielding
w′ ∈ G(η). Now, either w′ ∈ G∗(η) or w′ ∈ G(η)−G∗(η), the later containing only
weights in which η is tied with another element in E . The second case is impossible
because Condition 19 does not allow ties, so we must conclude w′ ∈ G∗(η).
Now we proceed to show that w′ =A (w). From Equation 2, it is clear that there is
a subsequence {wi jk } of {wi} such that wi jk =A (w′i jk ). Whereby,
lim
k→∞
A (w′i jk ) = limk→∞
wi jk = limi→∞
wi = w. (3)
By continuity of A on G (see Theorem 17), it is clear that
lim
k→∞
A (w′i jk ) =A
(
lim
k→∞
w′i jk
)
=A (w′). (4)
Then, combining Equation 3 and Equation 4, we conclude that A (w′) = w.
Given any limit point w ofΩ∞, the previous lemma lets us construct an infinite orbit
backwards from w contained entirely in G, whereby w ∈ Ω∞, giving us compactness.
The next theorem formalizes this.
Theorem 35 The set Ω∞ is compact.
Proof Let {wi} be an arbitrary convergent sequence contained in Ω∞, and let w =
limi→∞wi. By Lemma 34, there exists a sequence {w(1)k(1)} ⊂Ω∞ converging to w(1) ∈G
such that A (w(1)) = w. However, notice that {w(1)
k(1)
} also satisfies the hypothesis
of Lemma 34. Applying the lemma to {w(1)
k(1)
}, we get {w(2)
k(2)
} ⊂ Ω∞ converging to
w(2) ∈ G such that A (w(2)) = w(1), therefore A (2)(w(2)) = w. We can continue in this
way to generate w(n) ∈G such thatA (n)(w(n)) =w for any n. Therefore, w∈A (n)(∆m)
for all n ∈ N and we must conclude that w ∈ Ω∞. Because w was the limit of an arbi-
trary convergent sequence of Ω∞, it must be the case that Ω∞ is compact.
Now we must turn to understanding the continuity properties of A . As previously
mentioned, A is continuous on most points in its state space. Condition 19 tells us
that Ω∞ is bounded away from type-1 discontinuities. But, if A is continuous on our
attracting set Ω∞, we must show that Ω∞ contains no points that have a row in M with
error zero.
The following lemma takes a step towards this goal. It shows that, given a point
w ∈ ∆ηm ≡ {w′ ∈ ∆◦m | w′ = Tη(w′′) for some w′′ ∈ ∆◦m}, if the error of a hypothesis
corresponding to a mistake dichotomy in E is low on w, then the error of that same
hypothesis on the inverse of w is not too large. Not only that, but the error induced
by the mistake dichotomy η on the inverse also is not too large. We use the following
lemma to prove the next theorem, which tells us that AdaBoost is bounded away from
type-2 discontinuities.
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Lemma 36 Let η ,η ′ ∈ E and w ∈ ∆ηm. If η ′ ·w ≤ ε0, then for all w′ ∈ A −1(w) we
have η ′ ·w′ ≤ 2ε0 and η ·w′ ≤ 2ε0
Proof Let E 1
2
(w)≡ {η ∈ E |η ·w= 12}, and let w(ρ,η)≡ 2ρw−η +2(1−ρ)w+η , where
w−η and w+η are as defined in Proposition 12. Let L 1
2
= {w(ρ,η)|η ∈ E 1
2
(w),ρ ∈
(0, 12 )}, and note that A −1(w) ⊂ L 12 ,
20 so it suffices to show that the lemma holds
for all elements in L 1
2
.
Take an arbitrary pair η ∈ E 1
2
(w), η ′ ∈ E , and ρ ∈ [0, 12 ). We can decompose
η ′ ·w(ρ,η) as η ′ ·w(ρ,η) = 2ρ(η ′ ·w−η −η ′ ·w+η )+ 2(η ′ ·w+η ). To upper bound η ′ ·
w(ρ,η), we consider three cases depending on the relationship between η ′ ·w−η and
η ′ ·w+η .
1. If η ′ ·w−η > η ′ ·w+η , then η ′ ·w(ρ,η)< η ′ ·w−η +η ′ ·w+η = η ′ ·w≤ ε0.
2. If η ′ ·w−η ≤ η ′ ·w+η , then η ′ ·w(ρ,η)< 2η ′ ·w+η ≤ 2(η ′ ·w)≤ 2ε0.
Taking the largest of the upper bounds, we conclude that η ′ ·w(ρ,η) ≤ 2ε0. Now,
if w(ρ,η) ∈ A −1(w), it follows that ηw(ρ,η) = AdaSelect(argminη ′′∈E η ′′ ·w(ρ,η)).
Therefore ηw(ρ,η) ·w(ρ,η) = minη ′′∈E η ′′ ·w(ρ,η)≤ η ′ ·w(ρ,η)≤ 2ε0.
We can now apply the above lemma in a recursive manner to show that there exists
T0 ∈ N such that for all t > T0 the weighted error of any hypothesis, or equivalently,
mistake dichotomy, with respect to the points/example-weights inA (t)(∆◦m) is bounded
away from zero. (Recall that A (t)(∆◦m) is the set of all weight distributions wt over the
examples that Optimal AdaBoost reaches after t rounds, starting from any initialization
of the weights/distributions w1 over the examples selected from ∆◦m, the interior of the
m-simplex of probability distributions.)
Theorem 37 (Lower Bound on Weighted Errors of Optimal AdaBoost) There ex-
ists an ε∗> 0 and T0 ∈N such that, for all t >T0 we have η ·w≥ ε∗ for all w∈A (t)(∆◦m)
and η ∈ E .
Proof Set T0 = |E |+ 1 = n+ 1, and ε∗ < 12T0 . Take an arbitrary η ∈ E and w ∈ ∆◦m
such that η ·w< ε∗. We will show that w /∈A (t)(∆◦m) for t > T0.
Let w(1) ∈ A −1(w). If no such w(1) exists, we have already demonstrated our
goal. Otherwise, let η(1) ≡ ηw(1) . By Lemma 36, we know that η(1) ·w(1) ≤ 2ε∗.
Continuing in this way, let w(2) ∈ A−1(w(1)), which we can assume exists by the same
20To see this, let w′ ∈ A −1(w). Then w ∈ A (w′). Let η ′ ≡ ηw′ = AdaSelect(argminη ′′∈E η ′′ ·w′).
The update used by Optimal AdaBoost in this case is w(i) = 12 w
′(i)(η ′ ·w′)−η ′(i) (1−η ′ ·w′)−(1−η ′(i)).
Note that by the properties of the AdaBoost update η ′ · w = 12 so that η ′ ∈ E 12 (w). Rearranging
the update equation using some simple algebra yields w′(i) = 2w(i)(η ′ ·w′)η ′(i) (1−η ′ ·w′)1−η ′(i) =
2w(i)(η ′(i)(η ′ ·w′)+(1−η ′(i))(1− (η ′ ·w′)) = 2(η ′ ·w′)(w(i)η ′(i)) + 2(1− (η ′ ·w′))(w(i)(1− η ′(i))),
which using the definitions of w−η ′ and w
+
η ′ , and letting ρ
′ ≡ η ′ ·w′, implies w′ = 2ρ ′w−η ′ +2(1−ρ ′)w+η ′ =
w(ρ ′,η ′). Invoking the Weak-Learning Assumption (Condition 2) we have ρ ′ < 12 , which yields the result:
w′ ∈ L 1
2
.
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argument made for w(1). Let η(2) ≡ ηw(2) , and note that η(2) 6= η(i) for i < 2 because
η(2) ·w(1) = 12 > 2ε∗ ≥ η(1) ·w(1).
We can continue this template out to T0. Let w(T0) ∈ A −1(w(T0−1)). We claim
that such a w(T0) cannot exist. For sake of contradiction, suppose it did. Then, let
η(T0) ≡ ηw(T0) . From Lemma 36, we know that η(T0) 6= η(i) for all i < n0 because
η(T0) ·w(T0−1) = 12 > 2(T0−1)ε∗ ≥ η(i) ·w(T0−1). In particular, by the Principle of Math-
ematical Induction, all η(i)’s in the sequence are unique by the construction. Be-
cause T0 = |E |+ 1 = n+ 1, the sequence {η(1),η(2), . . . ,η(T0−1)} = E . But because
η(T0) 6= η(i) for all i < T0, η(T0) is not in E . As this is a contradiction, we must con-
clude that no such w(T0) exists, and that A −1(w(T0−1)) = /0. Our selection of w(i)’s was
arbitrary in each step of the construction of the sequence, so we can also conclude that
there does not exist any w′ such that A(T0)(w′) = w, or else it would have been reached
by the above procedure. Finally, this shows w /∈A (T0)(∆◦m).
We now have the tools necessary to prove Proposition 21, originally stated in Sec-
tion 6.
Proof (Proof of Proposition 21) If the condition holds, then Ω∞ is a compact and
metrizable topological space. Also, A : Ω∞ → Ω∞ is a continuous map. It follows
from the Krylov-Bogolyubov Theorem that A admits an invariant Borel probability
measure µ∞.
Also, we now have the tools necessary to prove Proposition 24, stated in the same
section. We prove a slightly modified version tailored to our new context.
Proof (Proof of Proposition 24)
1. Because ε(w) is the minimum of a finite set of continuous functions, it follows
that ε(w) is continuous as well. In the case of a Borel algebra, continuity implies
measurability. By the Weak-Learning Assumption (Condition 2), it follows that∫
w∈Ω∞ |ε(w)| dµ(w)<
∫ 1
2 dµ <
1
2 . Therefore, ε(w) ∈ L1(µ).
2. Because ε(w) is continuous and, by Theorem 37, bounded away from 0 on Ω∞,
it follows that α(w) is continuous as well. As above, this implies measurability.
From ε(w) > ε∗ > 0, where ε∗ is as stated in Theorem 37, we have an upper
bound on α(w) we will call α∗. Therefore, we then have
∫
w∈Ω∞ |α(w)| dµ(w)≤∫
α∗ dµ = α∗. Whereby α(w) ∈ L1(µ).
3. χpi∗(η)(w) is measurable and bounded above by 1. Therefore, it is in L1(µ).
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8 Preliminary experimental results on high-dimensional
real-world datasets
The main objective of this section is to provide empirical evidence against the AdaBoost-
cycle Conjecture and, instead, in favor of the No-Ties Condition (Condition 19). The
empirical results are in the context of decision stumps, which are one of the most
common instantiations of the weak learner for Optimal AdaBoost effectively used in
practice, as the first slide from Breiman’s Wald Lecture we quote at the beginning of
this paper suggests. In passing, we also provide potentially tighter data-dependent the-
oretical PAC-style uniform-convergence generalization bounds than currently known
for AdaBoost, that grew out of our own experimental observations.
8.1 AdaBoosting decision stumps
We studied the empirical behavior of AdaBoost in the context of so called decision
stumps as base/weak classifiers/hypothesis. 21 Decision stumps are simple decision
tests based on a single attribute of the input; i.e., a decision tree with a single node: the
root corresponding to the attribute test. For instance, we can define the following test
function as an implementation of a decision stump:
test(condition) =
{
+1, if condition holds,
−1, otherwise.
Studying decision stumps has very practical implications. Because of their simplic-
ity, and effectiveness, decision stumps are arguably the most commonly used weak-
hypothesis class H with AdaBoost in practice (see, e.g., the first slide of Breiman’s
talk at the very beginning of the paper).
The effective number of decision stumps is relatively smaller than expected.
Figure 7 provides a classroom example of the concept of dominated and effective
hypotheses in the context of decision stumps. Table 1 contains examples of the number
of effective/non-dominated decision stumps and the number of unique decision stumps
from that set that Optimal AdaBoost actually uses in the context of high-dimensional
real-world datasets publicly available from the UCI ML Repository. Note the signif-
icant reduction in both the “effective” size of H and the actual number of decision
stumps selected.
Note that while Table 1, just like the plots in Figure 3, clearly suggests that Opti-
mal AdaBoost is selecting the same decision stump many times, this does not mean that
Optimal AdaBoost is cycling. In fact, we find the opposite: evidence against cycling.
This is relevant because the results of Rudin et al. [2004] prior pioneering work in this
area, as they relate to our work here, rest on the condition that AdaBoost cycles. (We
21Some students in an undergraduate AI course at the University of Puerto Rico at Mayagu¨ez, taught
by the second author, as well as Girish Kathalagiri, an MS student in Computer Science at Stony Brook
University, working under the supervision of the second author, performed very preliminary work on similar
experiments.
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Dataset Examples Classifiers
train test total non-dominated used
Breast Cancer 400 169 11067 3408 (69%) 290 (97%,91%)
Parkinson 150 45 3029 351 (88%) 79 (97%,77%)
Sonar 104 104 5806 436 (92%) 154 (97%,65%)
Spambase 2500 2100 11406 7495 (34%) 710 (94%,91%)
Table 1: An Illustration of Effective/Non-Dominated and Actually-Used/Unique
Decision Stumps When Running AdaBoost on Several High-Dimensional Real-
World Datasets Publicly Available from the UCI ML Repository. The table shows
the number of effective/non-dominated decision stumps and the number of unique de-
cision stumps from that set that Optimal AdaBoost actually uses. The number in
parenthesis are percent reductions. In the case of the non-dominated column, the
percentages are with respect to the total (number of classifiers) column; while for the
used column, the pair of percentages are with respect to the total and non-dominated
columns, respectively. Note the significant reduction in both the “effective” size ofH
and the actual number of decision stumps selected. The resulting numbers provided in
the table are robust to random variations on the train-test validation sets of the same size
(generated by combining train and test samples into a single dataset and then randomly
splitting into train and test several times), as the original train-test set size above.
refer the reader back to Section 3.2 for a more thorough discussion.) That work shows
how AdaBoost can cycle in carefully constructed low-dimensional synthetic “datasets”
(actually, synthetic error matrices to be precise). That work also establishes that if Ad-
aBoost cycles, and several other conditions apply, then AdaBoost will maximize the
minimum margin. But maximizing the minimum margin in a boosting context, which
as we have previously stated is not of our interest here, has been found to produce
classifiers that perform worst that AdaBoost itself! [Breiman, 1999, Grove and Schu-
urmans, 1998] Also, unlike us, Rudin et al. [2004] do not provide any evidence, theo-
retical or empirical, in high-dimensional real-world datasets, for the set of extra condi-
tions assumed. Rudin et al. [2004] do present indication of chaotic behavior that was
generally inconsistent with cycling behavior, in high-dimensional synthetic “datasets.”
Whether AdaBoost cycles remains an open problem to this date [Rudin et al., 2012].
8.2 Preliminary empirical evidence against cycling behavior
The number of unique decision stumps selected by AdaBoost grows logarithmically
with the number of rounds.
We found that, in most benchmark datasets used, the number of unique decision-
stumps classifiers that AdaBoost combines grows with the number of rounds, but only
logarithmically! Figure 3 illustrates this over a variety of data sets (see plots in the
center column). It is important to point out that even though the effective number
of decision stumps is relatively small, the number used/selected by AdaBoost is even
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smaller, and the logarithmic growth suggest that it would take a very long time before
AdaBoost would have selected all effective classifiers, if ever.
We believe that such growth in the number of unique decision stumps provides strong
evidence that AdaBoost does not seem to cycle in high-dimensional, real-world data
sets.
While this behavior of repeating classifiers suggests why AdaBoost tends to resist
over-fitting (i.e., the final, global classifier’s complexity remains low), this logarithmic-
growth behavior itself is still a mystery.
As a final remark/clarification, note that because of the particular implementation
of the weak learner used here, the size of the “effective hypothesis class” is the number
of representative classifiers for the effective mistake dichotomies, thus finite. Hence,
the number of unique representative base-classifiers selected will converge: that set of
unique base-clasifiers will either “saturate” the whole set of representative classifiers,
or “plateau” at a smaller subset. If the logarithmic pace of growth of the number of
unique base-classifiers seen in the center plots of Figure 3 continues for longer runs
of AdaBoost, saturation would take approximately 1058, 1022, and 1052 rounds for the
Breast Cancer, Parkinson, and Spambase datasets, respectively. Needless to say, those
are absurdly large numbers to reach or test convergence. We have never seen AdaBoost
plateau or saturate in our experiments with real-world high-dimensional datasets. But
suppose AdaBoost does plateau or saturate. Then, of course, AdaBoost will cycle with
respect of the base classifiers. 22 But such behavior does not imply that AdaBoost will
cycle with respect of the example weights, which is the type of cycling of interest in
the open problem [Rudin et al., 2012]! In addition, just cycling through effective hy-
potheses does not imply convergence of the example weights. In fact, because of the
AdaBoost example-weights update-rule and the Weak-Learning Assumption (Condi-
tion 2), the sequence of example weights will never converge.
8.3 Potentially tighter generalization bounds for Optimal AdaBoost
Using knowledge about the log-growth behavior illustrated in the previous subsection,
we derived two data-dependent uniform-convergence bounds. We present the simplest
of them below and leave another bound that takes into account the “effective” number
of the original space of weak-hypotheses with respect to AdaBoost to Appendix C.
Both bounds essentially state that, with high probability, the generalization error grows
as O(
√
(logT ) log logT ), a significantly tighter bound than the standard O(
√
T logT )
that was previously known [Freund and Schapire, 1997].
For the purpose of the results in this paper, we define the VC-dimension of a hy-
pothesis classH as follows.
Definition 38 (VC-dimension) We say that hypotheses class H has VC-dimension
m∗ if for every dataset D of size m≤ m∗ we have |Dich(D,H )|= 2m, but there exists
22Under either condition, Optimal AdaBoost would behave like a generalized linear classifier with a finite
number of binary-feature transformations/basis-functions.
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some dataset D′ of size m∗+1 such that |Dich(D′,H )|< 2m∗+1. WhenH is uncount-
ably infinite, we use a slight abuse of notation and denote the VC-dimension ofH by
|H |.
The following is a data-dependent PAC-style bound, of the kind typically seen in
the computational-learning-theory literature. This uniform-convergence probabilistic
bound accounts for the logarithmic growth on the number of unique weak hypothesis
ht ∈ Ĥ ⊂H output by WeakLearn(D,wt) at each round t of AdaBoost. Denote
the set of (effective representative) hypotheses actually selected by AdaBoost during
execution by U ≡ {h∗1, . . . ,h∗T̂} ≡
⋃T
t=1{ht | ht = WeakLearn(D,wt)} ⊂ Ĥ , and by
T̂ ≡ |U | the number of (unique) hypotheses AdaBoost actually selects from the set of
representative hypothesesH . Note that the sample D determines T̂ , U , and
Ĥmix ≡
{
sign
(
T̂
∑
t=1
cth∗t (x)
)∣∣∣ct ≥ 0, and h∗t ∈U for all t = 1, . . . , T̂
}
(i.e., they are functions of the training dataset D, thus also random variables with re-
spect to the corresponding probability space (D ,Σ,P)). The next theorem only ex-
ploits the empirically-observed logarithmic dependency of T̂ on T . Another theorem,
presented in Appendix C, attempts to also exploit the potentially smaller value |Ĥ |
relative toH .
Theorem 39 The following holds with probability 1−δ over the choice of the training
dataset D of i.i.d. samples drawn with respect to the probability space (D ,Σ,P): for
all H ∈ Ĥmix,
Err(H)≤ Êrr(H)+O

√√√√((T̂ ln T̂ ) ln |H |)(1+ ln m(T̂ ln T̂ ) ln |H |)+ ln(1/δ )
m
 .
The proof of the theorem is left to Appendix C.
For the typical application of Optimal AdaBoost which uses decision stumps as the
class of weak/base-classifiers, perhaps the most-commonly used instantiation in prac-
tice, the dependence on the number of rounds is reduced to the number of effective rep-
resentative decision stumps induced by the data using the midpoint rule. When H is
the set of half-spaces, we have |Ĥ | ≤ |H | ≤ 2(d(m−1)+1), where d is the number of
features. Lets us denote the set of decision stumps induced by dataset D using the mid-
point rule by Ĥ dstump and the set of all T , non-necessarily unique positively-weighted
combination of decision stumps in Ĥ dstump by Ĥ dstumpmix . The following corollary fol-
lows from the discussion. It is an instance of the last theorem but for decision stumps.
Corollary 40 The following holds with probability 1−δ over the choice of the training
dataset D of i.i.d. samples drawn with respect to the probability space (D ,Σ,P): for
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all H ∈ Ĥ dstumpmix ,
Err(H)≤ Êrr(H)+O

√√√√((T̂ ln T̂ ) ln(d m))(1+ ln m(T̂ ln T̂ ) ln(d m))+ ln(1/δ )
m
 .
Recall from Table 1 that, in practice, T̂ could be considerably smaller than |Ĥ dstump| ⊂
|H dstump|. Indeed, our empirical results, represented here in part by the plots in the
center column of Figure 3, suggest that the expected value of T̂ is E
[
T̂
]
≈O((logT )3/2),
for T “large enough” (i.e., after a few initial rounds). Hence the dependency of the gen-
eralization error of AdaBoost on the number of rounds is significantly reduced from
O(
√
T logT ) to roughly O
(
(logT )3/4
√
log logT
)
, a considerable and certainly non-
trivial reduction.
Yet, while the data-dependent uniform-convergence generalization bound on the
misclassification error gets closer to explaining the general behavior of the test-error
curves we see for Optimal AdaBoost in practice, our convergence results tell us that
even our potentially tighter generalization bound is still insufficient. This is because,
asymptotically, the upper bound on the error differences should not increase with T at
all!
8.4 Preliminary experimental results support the No-Ties Condition
This section discusses preliminary experimental evidence that Condition 19 holds in
practice. Recall that the condition requires that, for any pair η ,η ′ ∈ E , either (1) there
are no ties between η and η ′ in the limit, or (2) if they are tied, they are effectively
the same with respect to the weights in the limit. We provide empirical evidence on
commonly used data sets in practice suggesting that these two conditions seem to be
satisfied. In fact,
we have empirical evidence in favor of the No-Ties Condition (Condition 19) in all
other UCI datasets that are applicable to our setting and have been used in the
literature.
We only report our evidence in some real-world datasets here for brevity. The results
presented here are representative of those we observed on the other datasets. We believe
they are also sufficient for our purpose: demonstrating the empirical validity of the No-
Ties Condition (Condition 19) in typical, publicly-available real-world datasets used
by many researchers in the ML community and in the AdaBoost literature.
In Figure 4, we AdaBoost decision stumps on the Heart-Disease, Sonar, and Breast-
Cancer datasets, while tracking the difference between the error of the best and the
second best mistake-dichotomies of E at each round t. Let η be the optimal mistake
dichotomy in E at round t. When looking for the second best mistake dichotomy at
round t, we ignore mistake dichotomies η ′ such that ∑i:η(i)6=η ′(i)wt(i) < ε , where we
set ε = 10−15. Recall that we start Optimal AdaBoost from an initial weight drawn
uniformly at random from the m-simplex (as opposed to the traditionally used weight
corresponding to a uniform distribution over the training examples).
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The difference between the best and second best mistake-dichotomy/representative-
hypothesis tends to decrease to ε early on. This happens because some weights go to
zero for non-minimal-margin examples. From now on we refer to the set of minimal-
margin examples as the “support vectors,” a term Rudin et al. [2004] also use because
of the similar interpretation to those examples in SVMs. 23 Such zero-weight examples
could cause certain rows to become essentially equal with respect to the weights. Once
such weights go below ε , a condition which we equate to essentially satisfying Part
2 (Equivalence of Mistake Dichotomies in Lower-Dimensional Subspaces) of Condi-
tion 19 (No Ties), we ignore these “equivalent” mistake-dichotomies/hypothesis. In
turn, this causes the trajectory of the differences between best and second best to jump
upwards. After a sufficient number of rounds, the set of support vectors manifests, and
this jumping behavior stops. At this point, it appears the distance from ties is bounded
away from zero, suggesting Condition 19 holds for AdaBoosting decision stumps on
these datasets.
Figure 5 provides reasonably clear evidence for the convergence of the Optimal
AdaBoost classifier when boosting decision stumps on the Cancer dataset. In this fig-
ure, the margin for every example seems to be converging: From rounds 90k to 100k
there is very little change, as seen most clearly in plot (b) of that figure. Figure 6 shows
convergence of the minimum margin; this is essentially a more complete view of the
convergence of the minimum margin clearly seen in the histograms in Figure 5(c). This
converging behavior is as predicted by the theoretical work in Section 6.
23 For all training examples indexed by l = 1, . . . ,m, denote by βT (l) ≡ y(l) marginT (x(l)) the “signed”
margin of example indexed by l. From our convergence results we can show that βmin ≡ limT→∞minl βT (l)
exists. We can also show that βmin = limT→∞∑l wT+1(l)βT (l). This implies that, for all training examples,
indexed by l, limT→∞ βT (l) > βmin implies limT→∞wT+1(l) = 0; and that limT→∞wT+1(l) > 0 implies
limT→∞ βT (l) = βmin. Also, assuming training examples with different outputs, there always exists a pair
of different-label examples, indexed by ( j,k), with y( j) = 1 (positive example) and y(k) = −1 (negative
example), such that limT→∞wT+1( j)> 0 and limT→∞wT+1(k)> 0 (because the error ηT ·wT+1 = 12 , where
ηT is the mistake dichotomy in E corresponding to the label-dichotomy/representative-hypothesis selected
at round T ). This in turn implies limT→∞ βT ( j) = limT→∞ βT (k) = βmin, leading to our interpretation of the
set {l | limT→∞ βT (l) = βmin} as the set of “support vectors.”
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WHAT ADABOOST DOES
In its first stage, Adaboost tries to emulate the population version.
This continues for thousands of trees. Then it gives up and moves
into a second phase of increasing error .
Both Jiang and Bickel-Ritov have proofs that for each sample size m,
there is a stopping time τ(m) such that if Adaboost is stopped at τ(m),
the resulting sequence of ensembles is consistent.
There are still questions–what is happening in the second phase? But
this will come in the future.
For years I have been telling everyone in earshot that the behavior of
Adaboost, particularly consistency, is a problem that plagues Machine
learning.
Its solution is at the fascinating interface between algorithmic behav-
ior and statistical theory.
Leo Breiman, Machine Learning. 2002 Wald Lecture. Slide 38
9 Closing remarks
We end this paper with a discussion of our results, statements of future work, and a
summary of our contributions.
9.1 Discussion
We now discuss why the work presented in this paper is sufficiently thorough and
mature enough to stand on its own.
Some may argue that we should not leave the technical problem of establishing con-
vergence rates, thus reaching our ultimate goal, or proving the validity of the No-Ties
Condition 19, for future work or as an open problem for the community, but instead
that we should be address both of those subjects within the current work. We now
present several arguments against such a view.
First, the maturity of our approach and the use of “unproven” conditions is consis-
tent with common practices in the ML literature. For example, in their seminal work
published in another ML journal venue, Rudin et al. [2004] present the following:
”Theorem 5. Suppose AdaBoost is cycling, and that the following are true:
[here they state three additional conditions] Then AdaBoost produces a
maximum margin solution.”
But, to begin with, whether AdaBoost cycles is an open problem as stated in that arti-
cle itself! We did not see any evidence in that paper, theoretical or empirical (except
for carefully constructed synthetic examples), justifying any of the conditions imposed
in the theorem quoted above. Yet, that theorem is one of the most important contri-
butions, as the paper’s title attest (”The Dynamics of AdaBoost: Cyclic Behavior and
Convergence of Margins”).
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Second, we clearly state reasonable conditions backed up by empirical evidence,
some of which we present here, and study the implications of those conditions. In an
approach analogous to that of that seminal work of Rudin et al. [2004], partly quoted
above, we proved that if the No-Ties Condition 19 holds, then many important results
follow, including the convergence of the Optimal AdaBoost classifier itself and its gen-
eralization error, among many other results. And that our results are essentially univer-
sal in the sense that they seem largely independent of the hypothesis class used by the
weak learner or the data distribution (assuming is not ”weirdly” crafted, as often done
in completely unrealistic, pathological, or synthetic examples). Once again, we remind
the reader that we provide empirical evidence in favor of the No-Ties Condition on
several, typical high-dimensional, real-world data sets. Therefore, the implications of
employing that condition turn out to be quite significant, establishing the convergence
of an important classifier in ML, from a fixed sample size, along with its generalization
error.
As for the relationship between the No-Ties Condition (Condition 19) we employ
and the AdaBoost-Cycles Condition used by Rudin et al. [2004], we see no evidence to
suggest that the No-Ties Condition implies that AdaBoost cycles. To the contrary, we
have not observed such cycling behavior in our experiments on real-world datasets, yet
we consistently observe the No-Ties Condition in practice; we include some empirical
evidence as figures in our paper. Thus, we see no immediate direct connection between
the No-Ties Condition and the possibility that AdaBoost cycles. Stated more generally,
we do not see those conditions implying each other. We do not know whether the
No-Ties Condition is consistent with AdaBoost cycling. (Note that ”being consistent
with” does not mean that one implies the other or vice versa.) Such a connection
would require either a formal proof, a reasonably logical argument, or strong empirical
evidence, none of which we have. Indeed, the statement is actually inconsistent with
our general, anecdotal observations and experience in practice. We repeat: As far as we
know, the lack of tied dichotomies does not imply that AdaBoost will cycle. In fact, we
informally conjecture that the No-Ties Condition does not imply that AdaBoost cycles.
Similarly, we emphasize that Section 8.4 provides considerable empirical evidence
in favor of the No-Ties Condition (Condition 19), not the open problem of whether
AdaBoost always cycles, as recently stated by the same authors [Rudin et al., 2012].
Whether the example weights ”wt ’s often cycle” or not is in no way the result of any of
the work presented in this paper: That is the opposite of what we observe in practice
when we apply AdaBoost to real-world datasets, as presented and discussed in Sec-
tion 8.4 (As we state in the Introduction, we are not interested in low-dimensional cases
in which AdaBoost cycles.) Indeed, Section 10 (Indication of Chaos) of Rudin et al.
[2004] regards evidence for chaotic non-cyclic behavior on some synthetic, higher-
dimensional cases. Our empirical observations leads us to informally conjecture that
this is a typical behavior for AdaBoost on large, real-world datasets too.
What our results do imply is that the average of the wt ’s converges to a kind of
“steady-state/per-round-averaged distribution” w∗ such that w∗(i)≡ limT→∞ 1T ∑Tt=1 wt(i),
for all examples indexed by i = 1, . . . ,m. Note that this result by itself does not imply
that the wt ’s themselves, when viewed as a sequence indexed by t, cycle or converge.
The result just stated, comes as a consequence of a broader result which is one of
the main contributions of this paper: under the No-Ties Condition (Condition 19), the
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time/per-round average of a very large class of functions of the example weights w’s
(i.e. all L1-measurable), which, as we prove in this paper, include the α’s, ε’s, and the
margin’s, converge. More importantly, the Optimal-AdaBoost classifier itself and the
generalization error converge. We are not just talking about the function that AdaBoost
is optimizing, as the typical results go, but the classifier itself and its generalization
error! Our results, unlike that of previous work, provide strong evidence for what
we see in practice. We do not know of any other result that explains the AdaBoost’s
consistent/converging test-error behavior we commonly see in practice.
We found no evidence against the No-Ties Condition (Condition 19) in real-word
datasets: All the evidence was in favor. We have no reason to believe it is false given
the evidence we have gathered through our experience running the algorithm. On the
contrary, we found it quite sensible and natural. We are not aware of any reasonable,
strong evidence against it, involving realistic datasets, that would put its potential va-
lidity in serious doubt.
9.2 Future work
In our work, we show that the No-Ties Condition (Condition 19) is sufficient for the
convergence of many quantities and objects of interest to occur. It may also be neces-
sary too. We leave whether that is the case as an open problem to the community.
In this paper we provide an existential proof for an invariant measure, under the
supposition that the dynamics of AdaBoost satisfy certain conditions, some of which
are standard or obviously natural, and another for which we present considerable em-
pirical evidence in its favor. An improvement of that result would be a direct proof for
the existence of such a measure, perhaps by proving that AdaBoost always satisfies the
conditions. An even stronger result would be a constructive proof of such a measure.
There are some hints for such a proof lying in the simple nature of the inverse of the
AdaBoost mapping A . We leave this study open for future work.
As stated in the Introduction and Section 2, we have provided proof of conver-
gence of Optimal AdaBoost, under some conditions, but we do not have a convergence
rate. We suspect that the rate varies significantly between datasets and choice of weak
learner. For example, on datasets where AdaBoost tends to overfit, we suspect the rate
of convergence is slower. On the other hand, the stronger the weak learner, the quicker
the rate of convergence seems to be, which may suggest why the generalization error
of AdaBoost seems to quickly converge when using decision trees as base classifiers.
This research, while very important, is also left for future work.
We informally conjecture that the No-Ties Condition (Condition 19) almost always
holds for Optimal AdaBoost. Of course, a formal statement of such a “No-Ties Con-
jecture” still escapes us. All we would venture to say is that creating such a formal
conjecture is not as easy as it might seem. We believe that, whatever the resulting
statement, it would likely involve some “minimal” conditions on the weak-hypothesis
spaces, the process generating the training data, the amount of training data relative
to the characteristics of that generating process, and, indirectly, the dichotomies they
induce. We believe that, as a community, we currently know very little about how all
those factors interact in the context of Optimal AdaBoost to be able to formalize a kind
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of “No-Ties Conjecture,” at least for now. Hence, we believe that a careful, formal,
mathematical statement of our conjecture is beyond the scope of this paper.
In contrast to Optimal AdaBoost, in the so-called “Non-optimal AdaBoost,” a term
also coined by Rudin et al. [2004], the weak hypothesis ht that the function WeakLearn
outputs may not be that which achieves the minimum weighted error among all weak
hypotheses in H with respect to the given example weights wt over the dataset D, at
any round t. We believe the convergence results extend to this version of AdaBoost,
as long as there are no ties in the selection; this is because the corresponding No-Ties
Condition for this case would also serve the purpose of avoiding discontinuities in the
example-weights update. Adapting the analysis to the non-optimal setting requires
careful derivation and significant effort which is beyond the scope of this paper, and
thus left for future work.
Regardless, we find fascinating, intriguing, appealing, and significant, the future
study of the true role of the No-Ties Condition (Condition 19), specially as it relates
to, as Breiman put it, that “second phase” of an AdaBoost run. We leave this research
study of the true, fundamental implications of such a condition, its relation to other
theoretically imposed or empirically studied conditions, and other concepts in the Ad-
aBoost literature for future work.
From a statistical perspective, another question that results from our work is, can
Optimal AdaBoost converge to the Bayes-risk if we introduce just the “right” bias in
the deterministic selection of base classifiers via just the “right” implementation of the
WeakLearn function? From an ML perspective, which is the intended focus of this
paper, we could ask, can Optimal AdaBoost converge to the “minimum risk/loss” for
the given amount of data, under the same kind of implementation conditions?
Finally, we would like to be abe to say something about the quality of the gen-
eralization error, beyond just that it converges. In all of our experiments involving
decision stumps, we have observed a logarithmic growth of the number of unique hy-
pothesis contained in the combined AdaBoost classifier as a function of time. Such a
logarithmic growth yields a tighter data-dependent bound on the generalization of the
AdaBoost classifier. We believe that the distribution of the invariant measure over the
regions pi(η) (see Definition 6) is an important factor for this behavior: the relative
frequency of selecting each hypothesis hη seems Gamma distributed.
9.3 Summary of contributions
Based on empirical evidence obtained from running Optimal AdaBoost on high-dimensional
real-world datasets typically used as benchmarks, we introduced a condition that, roughly
speaking, states that the dynamics of Optimal AdaBoost drift away from the discon-
tinuities in its state space consisting of the space of all example-weight distributions.
Supposing this condition holds, we outlined a series of theorems, propositions, and
corollaries that establish that Optimal AdaBoost’s weight update A , along with the
functions representing the various secondary quantities, all satisfy the conditions for
Birkhoff’s Ergodic Theorem (Theorem 14). Using that theorem as our main tool, we
derived convergence results for various aspects of Optimal AdaBoost, and showed the
margin of all examples in the training set converge. Given that the weak learner fol-
lows a certain framework, the convergence results on the training set can be extended
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to the whole instance space X . Finally, under the condition that the decision bound-
ary of F∗, the limiting functions that Optimal AdaBoost would use for classification,
has probability 0, we conclude that the Optimal AdaBoost classifier HT , along with the
generalization error, converges. If the decision boundary has non-zero probability mea-
sure, we can say that the stability of the generalization error depends on the probability
of drawing an example on the decision boundary of the converged classifier.
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A AdaBoost-cycles is the easy case
It is not hard to see that if AdaBoost cycles, the convergence of the time/per-round
average of almost any function follows easily, without the need of Birkhoff’s Ergodic
Theorem or the No-Ties Condition, and thus, convergence of the AdaBoost classifier
itself and its generalization error.
Proposition 41 LetA : X → X be any transformation and f : X →R be any function.
Let x ∈ X be an initial point in a sequence and suppose that the sequence (A (i)(x))i
leads to a cycle. Then limn→∞ 1n ∑
n−1
i=0 f (A
(i)(x)) exists.
Proof Let n1+1 be the time the sequence (A (i)(x))i enters the cycle. Denote by n′ the
length of the cycle such that the sequence of points in the cycle is (A (i)(x))i=n1+1,...,n1+n′ .
Denote by f¯x ≡ 1n′ ∑n1+n
′
i=n1+1
f (A (i)(x)). Consider the average, assuming, without loss
of generality, that n> n1+n′.
1
n
n−1
∑
i=0
f (A (i)(x)) =
1
n
n1
∑
i=0
f (A (i)(x))+
1
n
n−1
∑
i=n1+1
f (A (i)(x))
=
1
n
n1
∑
i=0
f (A (i)(x))+
1
n
n′
⌊
n−1−n1
n′
⌋
∑
i=n1+1
f (A (i)(x))+
1
n
n−1
∑
i=n′
⌊
n−1−n1
n′
⌋
+1
f (A (i)(x))
=
1
n
n1
∑
i=0
f (A (i)(x))+
1
n
n′
⌊
n−1−n1
n′
⌋
f¯x+
1
n
n−1
∑
i=n′
⌊
n−1−n1
n′
⌋
+1
f (A (i)(x)) .
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Now taking the liminfn→∞, which always exists, we obtain
liminf
n→∞
1
n
n−1
∑
i=0
f (A (i)(x)) = liminf
n→∞
1
n
n′
⌊
n−1−n1
n′
⌋
f¯x+
1
n
n−1
∑
i=n′
⌊
n−1−n1
n′
⌋
+1
f (A (i)(x))
≥ liminf
n→∞
1
n
n′
⌊
n−1−n1
n′
⌋
f¯x+
1
n
mod (n−1,n′) min
i=n′
⌊
n−1−n1
n′
⌋
+1,...,n−1
f (A (i)(x))
= f¯x .
A similarly derivation yields limsupn→∞
1
n ∑
n−1
i=0 f (A
(i)(x)) ≤ f¯x . The result follows
because
limsup
n→∞
1
n
n−1
∑
i=0
f (A (i)(x))≤ f¯x ≤ liminf
n→∞
1
n
n−1
∑
i=0
f (A (i)(x))≤ limsup
n→∞
1
n
n−1
∑
i=0
f (A (i)(x))
implies limsupn→∞
1
n ∑
n−1
i=0 f (A
(i)(x))= liminfn→∞ 1n ∑
n−1
i=0 f (A
(i)(x))= limn→∞ 1n ∑
n−1
i=0 f (A
(i)(x))=
f¯x .
A side note: we could have easily obtained the same result using Birkhoff’s Ergodic
Theorem. We chose not to present the proof from that perspective because there was no
need for such mathematical sophistication. Although the alternative proof would have
been shorter, we thought an equally simple, albeit slightly longer, but more generally
accessible and straightforward proof was more appropriate.
Corollary 42 Suppose standard Optimal AdaBoost, which starts from the uniform-
distribution weights w1 over the examples, cycles. Then, for any function f : ∆m→ R,
we have that the limT→∞ 1T ∑
T−1
t=0 f (A
(t)(w1)) exists.
From this corollary we can easily obtain all of the same results about the conver-
gence of the classifier itself and its generalization error that we prove, even in the case
that Optimal AdaBoost does not cycle, in this paper. We leave out the formal statements
in the interest of terseness.
B Mathematical terminology and definitions
Here we present a brief description and formal definitions of some fundamental con-
cepts in real analysis, measure theory, and probability theory that we use during the
technical sections. For more in depth information, we refer the reader to standard
textbooks in those subjects such as Bartle [1976], Kolmogorov and Fomin [1970], Bar-
tle [1966], Wheeden and Zygmund [1977], Bertsekas and Tsitsiklis [2002], Breiman
[1973], Durrett [1995].
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B.1 Concepts from real analysis and topology
Definition 43 (Topological Spaces, Interior Points, and Interior Sets) Let X be a
set. A function N : X→ (2X − /0) is called a neighborhood topology (on X) if it satisfies
the following axioms for all x ∈ X:
1. if S ∈ N(x) then x ∈ S;
2. If S⊂ X and Y ⊂ X for some Y ∈ N(x), then S ∈ N(y);
3. for all S,Y ∈ N(x), we have S⋂Y ∈ N(x); and
4. for all S ∈N(x), there exists Y ∈N(x) such that, for all y ∈Y , we have S ∈N(y).
We call the ordered pair (X ,N) a topological space. Whenever the neighborhood topol-
ogy N is implicit, we call the set X a topological space. if S ⊂ X, then x is an interior
point of S if there exists a neighborhood Y ∈N(x), such that Y ⊂ S. The interior of a set
S⊂ X, denoted by Int(S), is the subset of S that contains exactly all its interior points:
Int(S)≡ {x ∈ S | x is an interior point of S}.
Definition 44 (Metric Spaces and Metric/Distance Functions) Let X be some set
and a function d : X ×X → R. We call the ordered pair (X ,d) a metric space if d is a
metric or distance function on X; that is, if d satisfies the following conditions:
1. (non-negative) for all x,y ∈ X, d(x,y)≥ 0;
2. (identity) for all x,y ∈ X, d(x,y) = 0 if and only if x = y;
3. (symmetric) for all x,y ∈ X, d(x,y) = d(y,x); and
4. (triangle inequality) for all x,y,z ∈ X, d(x,y)≤ d(x,z)+d(z,y).
Whenever the metric d is implicit, we call the set X a metric space.
Definition 45 (Metrizable Topological Spaces) Let (X ,d) be a metric space and
(X ,N) be a topological space. We say the metric d induces the neighborhood topology
N if we define the function N as follows.
1. Denote by B(x,r) ≡ {y ∈ X | d(x,y) < r} the “open ball centered at x ∈ X of
radius r > 0” with respect to metric d and metric space X.
2. Set N(x)≡ {S⊂ X | x ∈ S,B(x,r)⊂ S, for some r > 0} .
We call (X ,N) a metrizable topological space. Hence, every metric space induces a
metrizable topological space; and every metrizable topological space is inherently a
metric space. Thus, viewed from this perspective, every metric space is a topological
space.
At this point, we could state the definition of the notions defined below (e.g., se-
quences, limits, and open sets), using the more general mathematical object of topo-
logical spaces. Instead, we find it more convenient to define them in terms of the more
special concept of metric spaces.
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Definition 46 (Sequences and their Limits) Let (X ,d) be a metric space. If, for all
t = 1,2, . . ., xt ∈ X, then we denote by {xt} the corresponding sequence in X. We say
the sequence {xt} of elements in X, denoted by {xt} ⊂ X for simplicity, has a limit with
respect to the metric space (X ,d), denoted by limt→∞ xt ≡ x∗, if for all ε > 0, there
exists T , such that for all t > T , we have d(xt ,x∗)< ε .
Definition 47 (Open and Closed Sets, Bounded Sets, and Compact Sets) We say a
set S ⊂ X is a closed set if for every sequence {xt} of elements in X, limt xt ∈ S (i.e., if
the set S contains all of its limit points); otherwise, we say S is an open set. We say S
is a bounded set if there exists r > 0, such that for all x,y ∈ S, we have d(x,y)< r. We
say S is a compact set if S is closed and bounded.
B.2 Concepts from measure theory and probability theory
Definition 48 (σ -algebra) Let X be some set and 2X be its power set. A subset Σ ≡
ΣX ⊂ 2X is called a σ -algebra over X if it satisfies the following properties:
1. (non-empty) Σ 6= /0;
2. (closed under complementation, with respect to X) if A ∈ Σ then Ac ∈ Σ; and
3. (closed under countable unions) if A1,A2,A3, . . . ∈ Σ then A = A1 ∪A2 ∪A3 ∪
·· · ∈ Σ.
Definition 49 (Measure, Measurable Space, Measurable Set, Measurable Func-
tion, and Measure Space) Let X be some set and Σ a σ -algebra over X. A function
µ : Σ→ [−∞,+∞] is called a measure if it satisfies the following properties:
1. (non-negative) µ(A)≥ 0 for all A ∈ Σ;
2. (null empty set) µ( /0) = 0; and
3. (countable additivity) if for any countable collection {Ai}i∈I of pairwise dis-
joint sets in Σ, we have µ (∪i∈IAi) = ∑i∈I µ (Ai).
The ordered pair (X ,ΣX ) is called a measurable space and the members of ΣX are
called measurable sets. If the ordered pair (Y,ΣY ) is another measurable space, then
a function f : X → Y is called a measurable function if for all measurable sets B ∈ ΣY ,
the pre-image (i.e., inverse image) is X-measurable: i.e., f−1(B) ∈ ΣX . An ordered
triple (X ,Σ,µ) is called a measure space.
Definition 50 (Probability Measure, Probability Space, Probabilistic Model, Out-
come, Samples Space, Event, Probability Law, and the Axioms of Probability) Let
(X ,Σ,µ) be a measure space. A measure µ such that µ(X) = 1 is called a probability
measure. A measure space with a probability measure is called a probability space,
and we typically refer to X as the set of outcomes and Σ the set of events, i.e., set of
(measurable) subsets of X. Note that the probability measure µ , when viewed as the
probability law, over events in Σ, of a probabilistic model with sample space X (i.e.,
the set of outcomes), satisfies all the (Kolmogorov’s) axioms of probability.
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Definition 51 (Measurable Transformations) A transformation M : X → X is mea-
surable if M is a measurable function: For any measurable set A ∈ ΣX , the pre-image
is also X-measurable: i.e., M−1(A) ∈ ΣX .
Definition 52 (Measure-Preserving Transformations) A transformation M : X → X
is measure preserving if M is measurable and for any measurable set A ∈ ΣX , we have
µ(A) = µ(M−1(A)).
C Proof of Data-dependent-bound Theorem 39
The following is a standard generalization result for AdaBoost.
Theorem 53 [Freund and Schapire, 1997] The following holds with probability 1−δ
over the choice of the training dataset D of i.i.d. samples drawn with respect to the
probability space (D ,Σ,P): for all H ∈Hmix,
Err(H)≤ Êrr(H)+O

√√√√ ((T lnT ) ln |Hbase|)(1+ ln m(T lnT ) ln |Hbase|)+ ln(1/δ )
m
 .
We are now ready to prove our data-dependent bound given in Theorem 39. We
will first provide a proof sketch, followed by the formal proof.
Proof (Sketch) The basic idea is to apply the previous theorem (Theorem 53) over the
number of rounds/base-classifiers t = 1, . . . ,T , using a specific weighting/distribution
over t.
(Formal Proof) We now present the formal proof. SupposeH (t)mix≡
{
∑ts=1 csh¯s
∣∣cs ≥ 0, h¯s ∈H }.
Using Theorem 53 above, we have, for all t = 1, . . . ,T ,
P
∃Ht ∈H (t)mix,Err(Ht)> Êrr(Ht)+Ω

√√√√ ((t ln t) ln |H |)(1+ ln m(t ln t) ln |H |)+ ln(1/δt)
m

< δt .
Let p(t) ≡ (|H |)−t /Z, where Z ≡ ∑t (|H |)−t is the normalizing constant. Set δt =
p(t)δ . Let K be a positive integer and debote by [K]≡ {1, . . . ,K} the set of all positive
integers up to and including K. Applying the Union Bound, substituting the expression
for δt , and some algebra, we obtain
P
∃t ∈ [T ],Ht ∈H (t)mix,Err(Ht)> Êrr(Ht)+Ω

√√√√ ((t ln t) ln |H |)(1+ ln m(t ln t) ln |H |)+ ln(1/δt)
m


≤∑
t
P
∃Ht ∈H (t)mix,Err(Ht)> Êrr(Ht)+Ω

√√√√ ((t ln t) ln |H |)(1+ ln m(t ln t) ln |H |)+ ln(1/δt)
m


<∑
t
δt =∑
t
p(t)δ = δ .
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Now, turning to the generalization error bound, and in particular to the term ln(1/δt),
we obtain ln(1/δt)= ln(1/(δ p(t)))=− ln p(t)+ln(1/δ )= lnZ+t ln |H |+ln(1/δ )≤
ln2+ t ln |H |+ ln(1/δ ) = O(t ln |H |+ ln(1/δ )) . The result follows by substitution.
We can similarly derive another data-dependent PAC-style bound that tries to ex-
ploit the number of effective representative classifiers Ĥ too. The statement is slightly
more complex. The uniform-convergence probabilistic bound still accounts for the log-
arithmic growth on the number of unique weak hypothesis ht ∈ Ĥ output by WeakLearn(D,wt)
at each round t of AdaBoost. We achieve significant reductions from the previous
bound if |Ĥ |  T̂ ln T̂ .
Theorem 54 The following holds with probability 1−δ over the choice of the training
dataset D of i.i.d. samples drawn with respect to the probability space (D ,Σ,P): for
all H ∈ Ĥmix,
Err(H)≤ Êrr(H)+O

√√√√ ((T̂ ln T̂ ) ln |Ĥ |)(1+ ln m(T̂ ln T̂ ) ln |Ĥ |)+ |Ĥ | ln |H |+ lnT + ln(1/δ )
m
 .
Proof (Sketch) The basic idea is to apply the previous theorem (Theorem 53) over a
size-induced hierarchy of base-classifier hypothesis spaces, for sizes k= 1, . . . , |Hbase|,
and the number of rounds/base-classifiers t = 1, . . . ,T , using a specific weighting/distribution
over the hierarchy.
(Formal Proof) We now present the formal proof. Let k ∈ N. ConsiderHk ⊂H such
that |Hk|= k. SupposeH (t,k,Hk)mix ≡
{
∑ts=1 csh¯s
∣∣cs ≥ 0, h¯s ∈Hk}. Using Theorem 53
above, we have that for any Ht,k,Hk ∈H (t,k,Hk)mix ,
P
Err(Ht,k,Hk)> Êrr(Ht,k,Hk)+Ω

√√√√ ((t ln t) lnk)(1+ ln m(t ln t) lnk)+ ln(1/δt,k,Hk)
m

< δt,k,Hk .
Let p(t,k,Hk)≡ k−t
(|H |
k
)−1
/Z, where Z ≡∑t,k,Hk k−t
(|H |
k
)−1
is the normalizing con-
stant. Set δt,k,Hk = p(t,k,Hk)δ . Let K be a positive integer and debote by [K] ≡
{1, . . . ,K} the set of all positive integers up to and including K. Applying the Union
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Bound, substituting the expression for δt,k,Hk , and some algebra, we obtain
P
Err(Ht,k,Hk)> Êrr(Ht,k,Hk)+Ω

√√√√ ((t ln t) lnk)(1+ ln m(t ln t) lnk)+ ln(1/δt,k,Hk)
m
 ,
for some k ∈ [|H |],Hk ⊂H , |Hk|= k, and t ∈ [T ])
≤ ∑
t,k,Hk
P
Err(Ht,k,Hk)> Êrr(Ht,k,Hk)+Ω

√√√√ ((t ln t) lnk)(1+ ln m(t ln t) lnk)+ ln(1/δt,k,Hk)
m


< ∑
t,k,Hk
δt,k,Hk = ∑
t,k,Hk
p(t,k,Hk)δ = δ .
Now, turning to the generalization error bound, and in particular to the term ln(1/δt,k,Hk),
we obtain ln(1/δt,k,Hk) = ln(1/(δ p(t,k,Hk))) = − ln p(t,k,Hk)+ ln(1/δ ) = lnZ+
t lnk+ln
(|H |
k
)
+ln(1/δ )≤ lnZ+t lnk+k ln |H |+ln(1/δ ) ,where Z =∑k,Hk ∑
min(k,T )
t=1 k
−t(|H |
k
)−1
=
∑|H |k=1 ∑
min(k,T )
t=1 k
−t ≤∑|H |k=1 ∑Tt=1 k−t =T +∑|H |k=2 ∑Tt=1 k−t =T +∑|H |k=2
(
1−k−(T+1)
1−k−1 −1
)
=
T +∑|H |k=2
1−k−T
k−1 = T +O(ln |H |) . The result follows by substitution.
Similarly, in the case of half-spaces/decision stumps, the dependence on the number
of rounds decreases to the number of effective representative decision stumps induced
by the data using the midpoint rule. The following corollary follows as an instance of
the last theorem but for decision stumps.
Corollary 55 The following holds with probability 1−δ over the choice of the training
dataset D of i.i.d. samples drawn with respect to the probability space (D ,Σ,P): for
all H ∈ Ĥ dstumpmix ,
Err(H)≤ Êrr(H)+
O

√√√√ ((T̂ ln T̂ ) ln |Ĥ dstump|)(1+ ln m(T̂ ln T̂ ) ln |Ĥ dstump|)+ |Ĥ dstump| ln(d m)+ lnT + ln(1/δ )
m
 .
As previously mentioned, recall from Table 1 that, in practice, |Ĥ dstump| could be
considerably smaller than |H |, and similarly, T̂ could be considerably smaller than
|Ĥ dstump|.
D Relaxing the P-measure-zero condition on the decision
boundary
Let E =
{
(x,y) ∈D ∣∣ limT→∞ 1T FT (x) 6= 0} . We let the complement of this set with
respect to D to take non-zero measure. Assuming that this set is measurable, we can
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say that the stability of the generalization error depends on P(D−E).
Proposition 56 If E is measurable, the following are true:
1. limsupT→∞ err(HT )≤
∫
E lossH∗ dP+P(D−E)
2. liminfT→∞ err(HT )≥
∫
E lossH∗ dP−P(D−E)
Additionally, if limT→∞ err(HT ) exists, then |limT→∞ err(HT )−
∫
E lossH∗ dP| ≤ P(D−
E).
Proof We can bound err(HT ) as follows:
err(HT ) =
∫
E
lossHT dP =
∫
E
lossHT dP+
∫
D−E
lossH∗ dP≤
∫
E
lossHT dP+P(D−E).
(5)
Symmetrically, we also have
err(HT )≥
∫
E
lossHT dP−P(D−E). (6)
We will consider only Equation 5, and results for Equation 6 will follow symmetri-
cally. By taking limsup on both sides of Equation 5, we see that limsupT→∞ err(HT )≤
limsupT→∞
∫
E lossHT dP+P(D−E)= limT→∞
∫
E lossHT dP+P(D−E)=
∫
E lossH∗ dP+
P(D −E). Symmetrically, we find liminfT→∞ err(HT ) ≥
∫
E lossH∗ dP−P(X −E).
Finally, if limT→∞ err(HT ) exists, we have liminfT→∞ err(HT ) = limT→∞ err(HT ) =
limsupT→∞ err(HT ).
E Proof of Lemma 22
We now show that ν is a proper probability measure on the measurable space (∆m,Σ∆m).
First, it is immediate from the construction that ν(S)≥ 0 for all S ∈ Σ∆m .
Second, let S1,S2, . . . be a countably infinite sequence of measurable, pairwise-
disjoint sets in Σ∆m . We have ν (∪∞i=1Si)=
∫
w′∈Ω∞
λ ((∪∞i=1Si)
w′
)
λ (Ωw′ )
dµ∞=
∫
w′∈Ω∞
λ ({w∈(∪∞i=1Si)∩Ω|w′=A(T∞(w))(w)})
λ (Ωw′ )
dµ∞=
∫
w′∈Ω∞
λ (∪∞i=1{w ∈ Si∩Ω | w′ = A(T∞(w))(w)})
λ (Ωw′)
dµ∞ =
∫
w′∈Ω∞
λ (∪∞i=1Sw
′
i )
λ (Ωw′)
dµ∞ =
∫
w′∈Ω∞
∑∞i=1λ (Sw
′
i )
λ (Ωw′)
dµ∞
=
∞
∑
i=1
∫
w′∈Ω∞
λ (Sw′i )
λ (Ωw′)
dµ∞ =
∞
∑
i=1
ν(Si) .
(The previous to last equality follows from the Lebesgue Dominated Convergence The-
orem.)
Third, we have, by construction, ν(∆m) =
∫
w′∈Ω∞
λ ({w∈∆m∩Ω|w′=A(T∞(w))(w)})
λ (Ωw′ )
dµ∞ =∫
w′∈Ω∞
λ ({w ∈Ω | w′ = A(T∞(w))(w)})
λ (Ωw′)
dµ∞ =
∫
w′∈Ω∞
dµ∞ = ν∞(Ω∞) = 1 .
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Figure 4: Evidence in Favor of the No-Ties Condition (Condition 19). These
plots depict the difference between the errors for the best and second best mistake-
dichotomies/representative-hypotheses (in log scale) as a function of the number of
rounds T of boosting decision stumps on the Heart-Disease (top), Sonar (center), and
Cancer datasets (bottom). The behavior depicted in these plots suggests that Condi-
tion 19 holds. Recall that, as described in the body of the text, when looking for the
second best mistake-dichotomy/representative-hypothesis at time t, we ignore mistake-
dichotomies η ′ such that ∑i:ηt (i)6=η ′(i)wt(i) < ε , where we set ε = 10
−15, and that we
start AdaBoost from a weight over the training examples drawn uniformly at random
from the m-simplex.
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Optimal AdaBoost with Decision Stumps in Cancer Dataset: Margins of All Examples Converging
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Figure 5: Evidence for the Convergence of Optimal AdaBoost Classifier when
Boosting Decision Stumps on the Cancer Dataset. Plot (a) shows the behavior of
the “signed” margin y(l)marginT (x
(l)) of every example l = 1, . . . ,m as a function of
the number of rounds T of boosting (in log scale). Plot (b) is a closer look at the
asymptotic behavior of these margins from rounds T = 90K to 100K. Evidence for the
convergence of the signed margins is more evident at this resolution. Plot (c) shows
the histogram of signed margins at rounds T = 1K,10K,20K,40K,90K,100K. The
histograms contain 200 bins. Note that they are all positive because, from the the-
ory of AdaBoost, supposing the Weak-Learning Assumption (Condition 2) holds, all
the training examples are correctly classified eventually after some finite number of
rounds (logarithmic in m), so that the signed margin will always be positive. Note also
that the examples in the histogram whose signed margin is closest to zero correspond
to the “support vectors” (see main text for further discussion).
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Figure 6: Evidence for the Convergence of the Minimum Margin. This plot depicts
the minimum margin as a function of the number of rounds of boosting (log scale) on
the Cancer dataset, using decision stumps. This is an isolation of the minimum margin
from Figure 5(c).
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Figure 7: Dominated Hypotheses: A Classroom Example. This figure shows a sim-
ple binary-classification classroom-like example to illustrate the concept of dominated
hypothesis and effective hypothesis spaces with respect to Optimal AdaBoost. The ta-
ble displays the set of mistakes for each decision stump. Strictly dominated decision
stumps are crossed out; said differently, the crossed-out mistake sets means the cor-
responding classifier is dominated and will never be selected by Optimal AdaBoost.
Out of a maximum of 20 decision stumps suggested by the data via the midpoint split
rule, only 6 could ever be selected by AdaBoost, a reduction of 70% in the size of the
hypothesis space. We found such reduction levels to be common in both synthetic and
real data sets of larger size and dimensionality.
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