Abstract. We completely describe the equilibrium states of a class of potentials over the full shift which includes Falconer's singular value function for affine iterated function systems with invertible affinities. We show that the number of distinct ergodic equilibrium states of such a potential is bounded by a number depending only on the dimension, answering a question of A. Käenmäki. We prove that all such equilibrium states are fully supported and satisfy a Gibbs inequality with respect to a suitable subadditive potential. We apply these results to demonstrate that the affinity dimension of an iterated function system with invertible affinities is always strictly reduced when any one of the maps is removed, resolving a folklore open problem in the dimension theory of self-affine fractals. We deduce a natural criterion under which the Hausdorff dimension of the attractor has the same strict reduction property.
Introduction and context
If T 1 , . . . , T N : R d Ñ R d are contractions it is well-known that there exists a unique nonempty compact set X Ă R d which solves the equation X " Ť N i"1 T i X. In this article we will refer to the tuple pT 1 , . . . , T N q as an iterated function system and the set X as its attractor. When the transformations T i are all similarity transformations the set X is called self-similar ; when they are assumed only to be affine transformations X is called self-affine. Subject to suitable hypotheses which guarantee that the distinct images T i X do not substantially overlap, the dimension theory of self-similar sets has been well understood since the work of J.E. Hutchinson in 1981 [28] . (Investigation of the overlapping case remains an active and challenging research topic: see e.g. [23, 26, 25, 42] .) The dimension theory of self-affine sets, by contrast, has been a source of stubborn open problems since its initiation in the 1980s by Bedford [8] , McMullen [35] and Falconer [15] , and affine iterated function systems remain the focus of substantial research interest (see e.g. [2, 4, 6, 7, 10, 20, 22, 29, 38, 39, 41] on affine iterated function systems has been the requirement for additional hypotheses on the linear parts of the affinities in order to obtain results: they may be required to be positive or dominated [3, 6, 13, 12, 27] , to be of low dimension [2, 3, 6, 8, 12, 21, 27, 33, 35, 39] , to have a simple algebraic structure [2, 8, 10, 14, 21, 35] or to induce invariant measures on projective space which themselves satisfy suitable dimension hypotheses [3, 12, 39, 41] . In this article we contribute to the still very small literature of results on affine iterated function systems which require no hypotheses whatsoever on the affinities other than that they be contracting and invertible.
We recall that an iterated function system pT 1 , . . . , T N q satisfies the open set condition if there exists a nonempty open set U Ď R d such that T i U Ď U for every i " 1, . . . , N and T i U X T j U " ∅ when i ‰ j. If T 1 , . . . , T N are similarities satisfying the open set condition with T i having contraction ratio r i P p0, 1q, a well-known theorem of Hutchinson [28] asserts that the Hausdorff dimension s of the attractor satisfies the equation ř N i"1 r s i " 1. Let us note three trivial consequences of this formula: firstly, if the maps T i are perturbed within this class then the value of the Hausdorff dimension predicted by the formula varies continuously with the perturbation; secondly, the value of s may clearly be computed to within any prescribed accuracy in a finite amount of time when the contraction ratios r i are known; thirdly, if one of the maps T i is deleted then the value of the dimension predicted by the formula is strictly decreased. The extent of the difficulties presented by affine iterated function systems may perhaps be appreciated by observing that in the affine context an analogue of the first property was not established until 2014 by D.-J. Feng and P. Shmerkin [20] and an analogue of the second property was unknown until established by the second named author in the recent article [38] . Prior to the present article the third property was known in the affine context only in dimensions three and lower [33] or when the affinity dimension (defined below) is a rational number [32] . As a corollary of the main result of this article we will establish the third of these three properties unconditionally for invertible affine iterated function systems of arbitrary dimension.
Let us describe the appropriate generalisation of Hutchinson's formula to affine iterated function systems. When T i is a similarity transformation all of the essential information about the s-dimensional volume of the image of the unit ball is captured by its contraction ratio r i , but when T i is an affine transformation more detailed information is required. If A is a linear transformation of R d we recall that the singular values of A are defined to be the non-negative square roots of the eigenvalues of the positive semidefinite linear map A J A. We will write the singular values as α 1 pAq ě α 2 pAq ě¨¨ě α d pAq, allowing repetition in the case of multiple eigenvalues. The existence of the singular value decomposition of A implies that the image of the unit ball under A is an ellipsoid with the lengths of the semiaxes equal to the singular values of A. Given a real number s ą 0 and linear transformation A of R d we define the singular value function ϕ s pAq by ϕ s pAq :" " α 1 pAq¨¨¨α tsu pAqα rss pAq s´tsu 0 ď s ď d | det A| s{d s ě d.
It is well-known that ϕ s pABq ď ϕ s pAqϕ s pBq for all linear transformations A, B of R d . If pT 1 , . . . , T N q is an iterated function system on R d defined by T i x " A i x`v i for linear maps A i and vectors v i P R d we define the pressure P pϕ s q of pT 1 , . . . , T n q to be the limit P pϕ s q " P ppA 1 , . . . , A N q, sq :" lim a quantity introduced by Falconer in [15] . The existence of the limit is guaranteed by subadditivity. For fixed invertible contractions pT 1 , . . . , T N q the function s Þ Ñ P pϕ s q is continuous and strictly decreasing and has a unique zero, which we call the affinity dimension of pT 1 , . . . , T N q and denote by dim aff pT 1 , . . . , T N q. When all of the transformations T i are similarities with respective contraction ratios r i the equation P pϕ s q " 0 simplifies to Hutchinson's formula ř N i"1 r s i " 1. By contrast to the case of self-similar sets, the problem of finding sufficient conditions for the Hausdorff dimension of a self-affine set to equal the affinity dimension of the defining iterated function system is one of notorious difficulty. It was shown by Falconer [15] that the affinity dimension is always an upper bound for the Hausdorff dimension of the attractor, but the problem of finding explicit general criteria for the affinity dimension to also be a lower bound for the Hausdorff dimension remains challenging. As is typically the case in dimension theory, attention has focused on the construction of measures on the attractor whose Hausdorff dimension approximates or equals the desired lower bound.
Let us describe a key mechanism by which such measures of maximal dimension might be found. Given pT 1 , . . . , T N q with T i x " A i x`v i let X denote the attractor of pT 1 , . . . , T N q, let Σ N :" t1, . . . , N u N and let σ : Σ N Ñ Σ N denote the shift transformation σrpx m q 8 m"1 s :" px m`1 q 8 m"1 . We equip Σ N with the infinite product topology, which respect to which Σ N is compact and metrisable and σ is continuous. Let M σ denote the set of all σ-invariant Borel probability measures on Σ N . Given any px m q 8 m"1 P Σ N and v P R d there exists a unique limit
which is independent of the choice of v P R d . If µ is a fixed σ-invariant Borel probability measure on Σ N then the function
is well-defined, continuous and strictly decreasing and has a unique zero which we call the Lyapunov dimension of µ, denoted dim Lyap µ. (Here hpµq denotes the Kolmogorov-Sinai entropy of µ with respect to σ.) One may show without difficulty that
If therefore one wishes to contruct a measure on X with Hausdorff dimension equal to dim aff pT 1 , . . . , T N q by projecting a σ-invariant measure µ from Σ N onto X, one must necessarily choose the measure µ in such a way that its Lyapunov dimension is equal to the affinity dimension of pT 1 , . . . , T N q. Such measures are precisely those elements of M σ which maximise the quantity
where s :" dim aff pT 1 , . . . , T N q. In order to construct measures on self-affine sets whose Hausdorff dimension realises the affinity dimension, then, it is desirable to be able to describe and characterise precisely those measures which maximise (1.1). We refer to such measures as equilibrium states of pA 1 , . . . , A N q with respect to ϕ s . When the transformations T i are similarities there is a unique equilibrium state, it is a Bernoulli measure, and under the open set condition on the maps T i it projects to a measure with Hausdorff dimension equal to that of the attractor [28] . For general affine contractions the existence of at least one equilibrium state follows from abstract considerations involving the semicontinuity of the functional (1.1) on M σ (see [31] ) but the structure and properties of equilibrium states have largely remained elusive, especially in higher dimensions and when the matrices A i are not positive or dominated.
In recent years a number of sufficient conditions have been given for the Hausdorff dimension of a self-affine set to equal the affinity dimension of its defining iterated function system, and the investigation of the equilibrium states of ϕ s has typically played a critical rôle in these works [3, 4, 6, 12, 27, 39] . The equilibrium states of ϕ s currently being poorly understood in general, a common feature of research which applies these measures to obtain dimension results has been the imposition of conditions on A 1 , . . . , A N in order to guarantee that the equilibrium states are unique and admit explicit estimates or descriptions [4, 5, 6, 12, 27] . Our objective in this article is to obtain the first complete description and characterisation of the equilibrium states of ϕ s for invertible affinities in arbitrary dimensions without any assumptions on the matrices A i . We in particular prove: Theorem 1. Let A 1 , . . . , A N P GL d pRq and let s ą 0. Then the number of ergodic equilibrium states of ϕ s is exactly one if s ě d, is bounded bỳ d s˘i f s is an integer and is bounded by`d tsu˘`d rss˘o therwise. In all cases all equilibrium states are fully supported.
A detailed description of the structure of the ergodic equilibrium states is complicated to express and is deferred until the following section, but we remark that each ergodic equilibrium state satisfies a so-called Gibbs 4 that of the original, and so forth. A self-affine gasket which is not self-similar will typically be much less homogenous, and sub-images of the same recursive depth may have very different shapes and sizes. The optimal allocation of measure to the different parts of X 2 is believed to be that given by the solution of the variational problem (1.1).
inequality which uniquely characterises it in the space of all σ-invariant Borel probability measures on Σ N . Theorem 1 resolves a question of A. Käenmäki, who asked in [30] whether the number of ergodic equilibrium states is always finite. We note that by standard ergodic decomposition arguments, the set of all equilibrium states associated to fixed A 1 , . . . , A N and s is precisely the convex hull of the set of ergodic equilibrium states. The case s ě d can be treated using elementary arguments and the identity ϕ s pABq " ϕ s pAqϕ s pBq which holds in this parameter regime: this article therefore focuses on the where case s P p0, dq.
The equilibrium states of the singular value function ϕ s in dimension two were fully characterised by D.-J. Feng and A. Käenmäki [18] and their ergodic properties investigated thoroughly in [37, 36] . The case d " 3 of Theorem 1 was proved by A. Käenmäki and the second named author in [33] . The case s ě d is trivial. Examples were constructed in [33] to show that pd´tsuq`d tsu˘d istinct ergodic equilibrium states can exist when s P p0, dq Z and that`d s˘c an exist when s P p0, dq X Z. These lower estimates for the maximum number of equilibrium states were proved in [33] to be sharp when d ď 3 and conjectured to be sharp in higher dimensions. We therefore do not expect the bound for the number of equilibrium states in Theorem 1 to be sharp for non-integer s P p0, dq. An algebraic trick introduced in [38, §5] was recently applied in [32] to bound the number of ergodic equilibrium states when s P p0, dq X Q: if s´tsu " p q P Q this gives a bound of`d tsu˘q´p`d rss˘p , which is clearly weaker than Theorem 1 for non-integer s and gives no information at all in the case where s is irrational.
As an application Theorem 1 permits us to prove the following property of the affinity dimension which was discussed at the start of the introduction:
Proof. Let the contractions T i be given by T i x " A i x`v i for all i " 1, . . . , N and x P R d . The inequality dim aff pT 1 , . . . , T N´1 q ď dim aff pT 1 , . . . , T N q follows from the definition and properties of the pressure and affinity dimension so if the conclusion is false then dim aff pT 1 , . . . , T N´1 q " dim aff pT 1 , . . . , T N q " s, say. Trivially s ą 0. In particular there exists a shift-invariant Borel probability measure on Σ N´1 with Lyapunov dimension equal to s, which as noted above is necessarily an equilibrium state of ϕ s with respect to pA 1 , . . . , A N´1 q. Since P ppA 1 , . . . , A N´1 q, sq " P ppA 1 , . . . , A N q, sq " 0 by the definition of affinity dimension this measure may also be regarded as an equilibrium state of ϕ s with respect to pA 1 , . . . , A N q with support Σ N´1 Ă Σ N , but by Theorem 1 such a measure must be fully supported on Σ N and this contradiction completes the proof.
We note that Theorem 2 is false if the affinities are not assumed to be invertible: for example, if d " 2 and dim aff pT 1 , . . . , T N q ą 1 but rank A N " 1 then it is not difficult to see that dim aff pT 1 , . . . , T N q " dim aff pT 1 , . . . , T N´1 q. For further examples see [33] . Theorem 2 is not difficult to prove for d " 2 using the results of [18] and was proved for d " 3 in [33] ; in the special case where d is arbitrary but dim aff pT 1 , . . . , T N q is rational, the result was proved in [32] .
A folklore open problem in the dimension theory of self-affine sets asks under what circumstances the Hausdorff dimension of the attractor of an iterated function system is reduced when one of the transformations T i is removed. It is clear that this property requires some conditions on the relationship between the different maps T i in order to avoid trivial counterexamples: for example, if two invertible affine contractions T 1 , T 2 are given then the two systems pT 1 , T 2 q and pT 1 , T 2 , T 2 q have unequal affinity dimensions by Theorem 2 but obviously give rise to the same attractor and no reduction in the Hausdorff dimension can occur when one of the copies of T 2 is deleted. To determine complete necessary and sufficient conditions on the maps T i under which the removal of a transformation reduces the Hausdorff dimension of the attractor thus seems to require a degree of understanding of the relationship between properties of the attractor (such as the Hausdorff dimension) and properties of the iterated function system (such as the affinity dimension). As was remarked earlier in the introduction this relationship is currently far from being understood. We however note the following easy consequence of Theorem 2 for the Hausdorff dimension of self-affine sets: [43] .) Related results in which the additive parts of T i are fixed and the linear parts chosen randomly according to Lebesgue measure were more recently given in [5] . Explicit examples of affine iterated function systems whose attractor has Hausdorff dimension equal to the affinity dimension have been given in [3, 4, 12, 27, 39] . Clearly Corollary 1.1 is also valid when dim H is replaced throughout the statement with any other notion of dimension of compact sets which is bounded above by the affinity dimension and is monotone with respect to set inclusion. Whilst the condition dim H X " dim aff pT 1 , . . . , T N q is sufficient for the outcome dim H X 1 ă dim H X, it is not necessary: this is discussed further in §8 below.
The reader may reasonably ask what difficulties arose in the earlier works [18, 33] which the present article overcomes. The key difficulty in passing above dimension 2 was essentially as follows. In dimension two the problem reduces to a question concerning the norms }A} t of suitable matrix products A for some fixed parameter t P p0, 1s. Since the norm interacts well with the additive structure of R d and M d pRq, the obstructions to uniqueness of the equilibrium state arise in terms of the additive structures -that is, linear subspaces of R d -which are preserved by A 1 , . . . , A N . In particular these structures are preserved by the algebra generated by the matrices A i and lend themselves to the use of linear-algebraic methods. Above two dimensions (or more precisely, when s P p1, d´1q Z) one must study directly the quantity }A^t su } 1`tsu´s }A^r ss } s´tsu which by contrast does not interact in a meaningful way with the additive structure of R d or of M d pRq and necessitates the investigation of structures which are invariant only under the semigroup generated by A 1 , . . . , A N . (Here A^k denotes the k th exterior power of A which will be defined in the following section.) The proper investigation of this quantity therefore requires the use of algebraic geometry in place of linear algebra, and the existence of multiple ergodic equilibrium states is associated with the existence of certain structures which are invariant under the semigroup generated by the matrices A i but not (in general) under the algebra which they generate. It will be seen that multiplicity of the ergodic equilibrium states of ϕ s in the parameter range s P p1, d´1q Z is associated with the existence of nontrivial finite invariant subsets of GrpΛ tsu R d qˆGrpΛ rss R d q, where GrpV q denotes the Grassmannian of V .
As regards the passage from dimension three to arbitrary dimension, the principal innovation of the preceding article [33] was a criterion for A 1 , . . . , A N to have a unique equilibrium state with respect to ϕ s . This criterion was combined in [33] with inherently low-dimensional "tricks" which exploited the fact that any nontrivial subspace of R 3 is either one-dimensional or one-codimensional and the fact that R 3 is isomorphic to Λ 2 R 3 . Between them these methods happened to be sufficient to treat all three-dimensional cases in an ad-hoc manner. Absent from this approach was any method by which to understand those cases in which A 1 , . . . , A N preserve a subspace or finite union of subspaces with neither dimension nor codimension equal to 1, a possibility which arises immediately on passage to dimension 4. This approach also lacked any general mechanism to deal with the case in which neither A^t , . . . , A^r ss N preserves a common invariant subspace but A 1 , . . . , A N does not. In the present article we resolve all three of these issues and in particular elucidate the relationship between the existence of multiple ergodic equilibrium states of ϕ s and the existence of nontrivial finite invariant subsets of
Statement of technical results
As in the introduction, for each N ě 2 let Σ N :" t1, . . . , N u N which we equip with the infinite product topology, under which Σ N is compact and metrisable. Let σ : Σ N Ñ Σ N denote the full shift and M σ the set of all σ-invariant Borel probability measures on Σ N . In the weak-* topology the set M σ is compact and metrisable as well as being nonempty. When N is understood we will say that a word is a finite sequence of elements of t1, . . . , N u. If i " pi k q n k"1 P t1, . . . , N u n is a word we call n the length of the word and write |i| " n. We let ΣN denote the set of all words over the symbols t1, . . . , N u. If i and j are words we let ij denote the word obtained by concatenating i and j in the obvious fashion, passing first through the symbols of i and then through those of j. We note that ΣN is a semigroup with respect to concatenation. If A 1 , . . . , A N are linear transformations of some vector space V then for every i " pi k q n k"1 P ΣN we define
a notation which will be applied throughout this work. Clearly this defines a semigroup homomorphism from ΣN to the space of linear endomorphisms of V .
If x " px k q 8 k"1 P Σ N and n ě 1 we let x| n denote the word px k q n k"1 . If i P ΣN is any word we define
which we call a cylinder set. Cylinder sets are both closed and open and form a basis for the topology of Σ N . In particular any Borel probability measure on Σ N is completely characterised by its values on cylinder sets.
For the purposes of this work we define a potential to be any function Φ : ΣN Ñ r0,`8q. A potential Φ implicitly defines a sequence of functions Φ n : Σ N Ñ R by Φ n pxq :" Φpx| n q. We call a potential submultiplicative if Φpijq ď ΦpiqΦpjq for every i, j P ΣN , or equivalently if Φ n`m pxq ď Φ n pσ m xqΦ m pxq for every n, m ě 1 and x P Σ N . If Φ n is a submultiplicative potential and µ an ergodic measure on Σ N then by the subadditive ergodic theorem we have for µ-a.e.
µprisq log Φpiq.
We shall call this limit the asymptotic average of Φ with respect to µ and denote it by ΛpΦ, µq. We define the pressure of a submultiplicative potential Φ to be the quantity
|i|"n Φpiq and observe that this limit exists by subadditivity. The subadditive variational principle of [9] asserts that if Φ is any submultiplicative potential then
where h denotes Kolmogorov-Sinai entropy. By general considerations involving upper semi-continuity, compactness and convexity this supremum is always attained by at least one ergodic measure, and we call any measure attaining this supremum an equilibrium state of Φ. In general multiple ergodic equilibrium states may exist.
We will say that a potential Φ is quasimultiplicative if there exist δ ą 0 and a finite set F Ă ΣN such that max jPF Φpijkq ě δΦpiqΦpkq for every i, k P ΣN . If a potential is both submultiplicative and quasimultiplicative then it has a unique equilibrium state which is perforce ergodic. This principle is summarised by the following result of D.-J. Feng (a special case of [17, Theorem 5.5]) which will be fundamental to our analysis. (Related results may be found in e.g. [16, 19, 18, 34, 44] .) Proposition 2.1 ( [17] ). Let N ě 2 and let Φ : ΣN Ñ r0,`8q be a submultiplicative and quasimultiplicative potential. Then there exists a unique equilibrium state µ for Φ. Furthermore there exists C ą 0 such that
C´1Φpiq ď µprisq e´| i|P pΦq ď CΦpiq for every i P ΣN and µ is the unique σ-invariant Borel probability measure on Σ N with this property.
Henceforth we will say that µ satisfies a Gibbs inequality with respect to Φ if (2.2) is satisfied for every i P ΣN and for some constant C ą 0 depending only on Φ. If µ satisfies a Gibbs inequality with respect to Φ, and Φpiq ą 0 for all i P ΣN , then clearly µ is fully supported on Σ N . We notice also that in the situation of Proposition 2.1 the measure µ satisfies the approximate submultiplicativity property µprijsq ď C 3 µprisqµprjsq for every i, j P ΣN by direct appeal to the Gibbs inequality and the submultiplicativity of Φ.
The principal focus of this article is on potentials of the form Φpiq " ϕ s pA i q where 0 ă s ă d and A 1 , . . . , A N P R d . Central to our analysis will be a characterisation of the singular value function ϕ s in terms of exterior algebra. If 1 ď k ď d we recall that the k th exterior power of R d is the vector space spanned by formal expressions of the form u 1^¨¨¨^uk where u 1 , . . . , u k P R d , subject to the identifications
1 q^u 2¨¨¨^uk where λ P R and where ς : t1, . . . , ku Ñ t1, . . . , ku is any permutation. If an inner product x¨,¨y on R d is understood, then
extends by linearity to an inner product on 
This formulation makes the submultiplicativity property ϕ s pABq ď ϕ s pAqϕ s pBq plain. Theorem 1 will therefore follow from an investigation of potentials of the form Φpiq :"
We will obtain Theorem 1 as a special case of the following more general statement which is the main result of this article. We recall that GLpV q denotes the group of all invertible linear transformations of a (real) finitedimensional vector space V and that GL d pRq :" GLpR d q. 
for every i P ΣN . Then Φ has no more than ś k i"1 d i ergodic equilibrium states, and all of its equilibrium states are fully supported.
We will see in the proof of Theorem 3 that the equilibrium states in Theorem 3 arise as equilibrium states of certain auxiliary potentials Φ j which are submultiplicative and quasimultiplicative. We may now easily obtain:
Proof of Theorem 1 assuming Theorem 3 . The case s ě d being trivial we assume 0 ă s ă d. If s R Z then apply Theorem 3 with k " 2, , β 1 :" rss´s and β 2 :" s´tsu. If
j :" A^s j and β 1 :" 1. We note that in principle the definition of the potential Φ in Theorem 3 is sensitive to the choice of norm on V i , but since two potentials Φ, Φ 1 which satisfy C´1Φ ď Φ 1 ď CΦ for some constant C ą 0 must have identical equilibrium states by straightforward consideration of the definitions, this consideration has no bearing on the statement of Theorem 3 nor on any succeeding result. We shall therefore ignore the precise choice of norms on individual vector spaces and assume henceforth that inner product norms have been chosen arbitrarily but consistently on all spaces being considered.
The proof of Theorem 3 falls naturally into two distinct parts, one part dealing with the situation where for every i " 1, . . . , k the matrices A piq 1 , . . . , A piq N do not together preserve a proper nonzero linear subspace of V i , and one part passing from this result to the general case. If B 1 , . . . , B N P GLpV q let us say that pB 1 , . . . , B N q is irreducible if no proper nonzero linear subspace of V is invariant under every B i , and otherwise let us say that pB 1 , . . . , B N q is reducible. Let us also say that pB 1 , . . . , B N q is strongly irreducible if no finite union of proper nonzero subspaces of V is invariant under every B i . If we define the orbit under pB 1 , . . . , B N q of a subspace U Ď V to be the set tB i U : i P ΣN u then pB 1 , . . . , B N q is strongly irreducible if and only if the only subspaces of V with finite orbit under pB 1 , . . . , B N q are t0u and V . If k ě 1 is any integer we let Gr k pV q denote the set of all k-dimensional linear subspaces of V .
The following theorem treats the irreducible case of Theorem 3: There exist an integer p :" pmax i t i q´1 ś k i"1 t i and finite sets W 1 , . . . , W p Ă ś k i"1 Gr ℓ i pV i q with the following properties. For each j " 1, . . . , p the set W j is invariant in the sense that pA piq i W i q k i"1 P W j for every pW i q k i"1 P W j and i P ΣN . For each j " 1, . . . , p the potential Φ j : ΣN Ñ p0,`8q defined by
tis submultiplicative and quasimultiplicative and has a unique equilibrium state which satisfies a Gibbs inequality with respect to Φ j . There exists a constant τ ą 0 such that
for every i P ΣN . If µ P M σ is an ergodic equilibrium state of Φ then it is necessarily an ergodic equilibrium state of at least one of the potentials Φ j .
In particular there are not more than pmax i t i q´1 ś k i"1 t i ergodic equilibrium states for Φ and every equilibrium state of Φ is fully supported.
We emphasise that Theorem 4 does not assert that only p finite sets which are invariant under the action of the matrices A piq j in the manner described can exist. Rather, it asserts only that there exist p such sets which between them suffice to exhaust the supply of ergodic equilibrium states. For example, if k " 1, d 1 " 2, β 1 " 1 and every A p1q j is a matrix of rotation through 2π{q for some odd integer q ą 1 then the hypotheses of Theorem 4 are satisfied, p is equal to 1, and uncountably many choices of the finite set W 1 exist, but the measure of maximal entropy is the unique equilibrium state of Φ. Since each candidate for the invariant set W 1 has cardinality exactly q this example also illustrates that the cardinality of each individual set W j admits no a priori upper bound. We note that while every ergodic equilibrium state of Φ is an equilibrium state of one of the potentials Φ j the converse should not in general be presumed to hold since in certain cases we may have P pΦ j q ă P pΦq for particular values of j.
Let us review some special cases of Theorem 4. We note that if enough of the tuples pA Proof. We have ℓ i " d i for every i such that pA piq 1 , . . . , A piq N q is strongly irreducible, so t i " 1 for at least k´1 values of i and it follows immediately that p " 1. We deduce from (2.4) that Φ is quasimultiplicative and has a unique equilibrium state, and that this equilibrium state satisfies a Gibbs inequality with respect to Φ. , . . . , A^p ℓ`1q N q are irreducible and that one of them is strongly irreducible. Then there exists a unique equilibrium state for pA 1 , . . . , A N q with respect to the potential Φpiq :" ϕ s pA i q, and this equilibrium state satisfies a Gibbs inequality with respect to Φ.
Proof. Apply Corollary 2.2 with k :" 2, N q consists of square matrices of the same dimension and is irreducible. If µ is an ergodic equilibrium state of Φ then for each i " 1, . . . , k there exists an integer r i P t1, . . . , n i u such that µ is an equilibrium state of the potential Φ pr 1 ,...,r k q : ΣN Ñ p0,`8q defined by
Every equilibrium state of Φ is fully supported and the number of ergodic equilibrium states of Φ is not greater than pmin 1ďiďk n i {d i q The remainder of this article is structured as follows. In the following section we give an overview of the facts from algebraic geometry which will be required for the proof of Theorem 4. In §4 we prove a largely algebraic result, Theorem 6, which will be needed in order to demonstrate that the potentials Φ j defined in Theorem 4 are quasimultiplicative. In §5 we apply Theorem 6 to prove Theorem 3, and the proof of Theorem 5 is given in §6. The optimality or otherwise of the bounds given for the number of ergodic equilibrium states in Theorems 1, 4 and 5 is investigated in §7, and a possible extension of Corollary 1.1 is discussed in §8.
Review of relevant facts from algebraic geometry
The proof of Theorem 4 relies substantially on ideas from elementary algebraic geometry as applied to groups of real invertible linear transformations. Since the majority of researchers in fractal geometry are unlikely to be familiar with these ideas, let us briefly outline the ideas to be employed before beginning the proof of
. . , a d 1 qv i where each function q i : R d 1 Ñ R is a polynomial in the usual sense. For the purposes of this article an affine algebraic variety will be any subset Z of a finite-dimensional real vector space V which is equal to the common zero locus of a set of polynomials V Ñ R. Without loss of generality this set of polynomials may be taken to be finite. The Zariski topology on a finitedimensional real vector space V is defined by declaring a set to be closed if and only if it is an affine algebraic variety. If Z Ď V is any affine algebraic variety then we define the Zariski topology on Z to be the subspace topology which it inherits from the Zariski topology on V . The Zariski topology on an affine algebraic variety Z satisfies the descending chain condition: if pZ n q 8 n"1 is a sequence of Zariski-closed subsets of Z such that Z n`1 Ď Z n for every n ě 1, then pZ n q must be eventually constant.
If Z 1 Ď V 1 and Z 2 Ď V 2 are affine algebraic varieties then a function f : Z 1 Ñ Z 2 is called a morphism if there exists a polynomial p : V 1 Ñ V 2 such that ppZ 1 q Ď Z 2 and p| Z 1 " f . Every morphism Z 1 Ñ Z 2 is a continuous function with respect to the Zariski topologies on Z 1 and Z 2 . The product variety Z 1ˆZ2 is defined by identifying Z 1ˆZ2 with the corresponding subset of V 1 ' V 2 » R d 1`d2 and equipping it with the Zariski topology which it inherits from V 1 ' V 2 . We caution the reader that this topology (called the Zariski product topology) is distinct from the ordinary product of the Zariski topologies on Z 1 and Z 2 , having more open sets.
A nonempty Zariski-closed set is normally called irreducible if it cannot be written as a finite union of proper nonempty Zariski-closed subsets. To emphasise the difference between this notion of irreducibility and our use of the word to refer to sets of linear maps which do not preserve a common subspace, we will say that a Zariski-closed set Z is an irreducible variety if it is not equal to a finite union of Zariski-closed nonempty proper subsets of itself. An important fact which will be used in this article is that every nonempty Zariski-open subset of an irreducible variety is Zariski dense: to see this note that if U Ă Z " Z is nonempty, open and not dense then Z " U Y pZ U q expresses Z as a union of two Zariski-closed nonempty proper subsets of Z and therefore Z is not an irreducible variety. (Here closures are of course taken in the Zariski topology.)
Every Zariski-closed set Z may be written in a unique way as a finite union of irreducible varieties Z 1 , . . . , Z k each of which is maximal in the sense that it is not properly contained in any irreducible subvariety of Z. The sets Z i are referred to as the irreducible components of Z. In general the irreducible components of a Zariski-closed set may intersect (for example, if Z is the union of two overlapping circles in R 2 ). It is not difficult to check that if f : Z Ñ Z is a homeomorphism in the Zariski topology then f pZ i q is also an irreducible component of Z for every irreducible component Z i .
Real algebraic groups.
A real algebraic group is a group G endowed with the structure of a real affine algebraic variety such that the map g Þ Ñ g´1 defines a morphism G Ñ G and the map pg 1 , g 2 q Þ Ñ g 1 g 2 defines a morphism GˆG Ñ G. If G is a real algebraic group and g 0 P G is fixed then the maps g Þ Ñ g 0 g and g Þ Ñ gg 0 define Zariski homeomorphisms of G, a fact which will be used repeatedly in the remainder of this article.
The real algebraic groups considered in this article will all arise as Zariskiclosed subgroups of GLpV q where V is some finite-dimensional real vector space. Importantly GLpV q itself has the structure of a real algebraic group, which does not arise directly from its definition but via the following contrivance. Let us identify V with R d . We identify GL d pRq with the set
This defines an affine subvariety of M d`1 pRq which is a real algebraic group with respect to the standard operations of matrix multiplication and inversion, and there is a group isomorphism from GL d pRq to the above group given by A Þ Ñ A'pdet Aq´1. Via this identification a function p : GL d 1 pRq Ñ R d 2 is thus considered to be a polynomial if and only if each entry of the vector ppAq is a polynomial function of the entries of the matrix A and of the variable x " 1{ det A. Thus GL d pRq equipped with this structure of polynomial functions meets the definition of a real algebraic group. We note that the polynomial structure on GLpV q is independent of the basis used in identifying V with R d . It is not difficult to see that any Zariski-closed subgroup of GLpV q is also a real algebraic group. For concreteness the reader may find it helpful to know that every group of this type is a Lie group, although this fact will not be used. An important principle in this work is that the Zariski closure of any subsemigroup of GL d pRq is a real algebraic group. To see this one first shows that the Zariski closure of a subsemigroup of GL d pRq is also a semigroup. The descending chain condition now implies that a Zariski-closed subsemigroup H of GL d pRq is a group by the following argument: if g P H then the sequence of sets g´nH forms a descending chain of closed sets which eventually terminates, so g´nH " g´n´1H for some n. Hence H " g´1H and therefore id " g´1g P g´1H " H. Hence g´1 " g´1¨id P g´1H " H. It follows that H is a group as claimed.
We recall that a homomorphism ρ from an abstract group G to GLpV q is called an irreducible representation if there does not exist a proper nonzero linear subspace of V which is preserved by every element of ρpGq. A homomorphism from a real algebraic group G ď GLpV q to GLpW q is called regular if it is a morphism of affine algebraic varieties in addition to being a homomorphism.
Components of real algebraic groups.
One may show that if G is a real algebraic group then exactly one of its irreducible components contains the identity, and this component is denoted G˝. For every g P G the left and right cosets gG˝and G˝g are also irreducible components of G, a fact which follows from the fact that left and right multiplication by g induce homeomorphisms of G in the Zariski topology. One may show that G˝is a subgroup of G. Since for each g P G the set gG˝g´1 is an irreducible component of G which contains the identity, it equals G˝, and therefore Gi s a normal subgroup of G. Since G has finitely many irreducible components the quotient group G{G˝is finite.
If G 1 , G 2 were distinct irreducible components of G which shared a common element g P G 1 X G 2 then g´1G 1 and g´1G 2 would be distinct irreducible components which contain the identity, contradicting the uniqueness of G˝. It follows that the distinct irreducible components of G are pairwise disjoint, and since they are finite in number each irreducible component of G must be Zariski open as well as Zariski closed.
A quasimultiplicativity result
Before commencing the proof of Theorem 4 we prove the following result which will be used to establish the submultiplicativity and quasimultiplicativity of the potentials Φ j . Theorem 6. Let V be a finite-dimensional real vector space, G ď GLpV q a real algebraic group and H Ă G a subsemigroup which is Zariski-dense in G. Let k ě 1. For each i " 1, . . . , k let V i be a finite-dimensional real vector space, ρ i : G Ñ GLpV i q a regular irreducible representation, and β i ą 0 a real number. For each i let U i Ď V i be a nonzero vector space which is preserved by ρ i pG˝q and has the smallest dimension of any such subspace. Define ℓ i :" dim U i for each i " 1, . . . , k. Define
Then W is finite. Define also φpgq :" max
for every g P G. Then φpg 1 g 2 q ď φpg 1 qφpg 2 q for every g 1 , g 2 P G. Furthermore there exist δ ą 0 and a finite set H 1 Ă H such that for every g 1 , g 2 P G we may find h P H 1 such that φpg 1 hg 2 q ě δφpg 1 qφpg 2 q.
Proof. We will show in a moment that W is finite. This property being assumed, let us first show that φpg 1 g 2 q ď φpg 1 qφpg 2 q for all g 1 , g 2 P G. Given g 1 and g 2 , choose pW i q k i"1 " pρ i pg 0 qU i q k i"1 P W such that
then we have
as required since pρ i pg 2 qW i q k i"1 " pρ i pg 2 g 0 qU i q k i"1 P W by definition. The remainder of the proof proceeds through a series of lemmas:
Lemma 4.1. The function g Þ Ñ pρ i pgqU i q k i"1 is constant on each irreducible component of G.
Proof. Let G j be an irreducible component of G and suppose that g 1 , g 2 P G j . The set g´1 2 G j is an irreducible component of G (since g Þ Ñ g´1 2 g is a Zariski homeomorphism of G) and contains the identity since g 2 P G j , so g´1 2 G j " G˝and hence in particular g´1 2 g 1 P G˝. It follows from the definition of pU i q k i"1 that pρ i pg´1 2 g 1 qU i q k i"1 " pU i q k i"1 and therefore pρ i pg 2 qU i q k i"1 " pρ i pg 1 qU i q k i"1 as required. Let us now show that any element of W may be mapped onto any other by the action of some element of H: Lemma 4.2. The set W is finite, and there exists a finite set H 0 Ď H such that given any pW i q k i"1 , pW 1 i q k i"1 P W we may find h P H 0 such that
. . , G ℓ denote the irreducible components of G and recall from §3.3 that each is Zariski open as well as Zariski closed. By the previous lemma it follows that W has at most ℓ elements and in particular is finite. To prove the remainder of the lemma it suffices to show that for every
contains an element of H. Since H is Zariski-dense in G it is sufficient to show that U contains a nonempty Zariski-open set. By the definition of W it follows that we may choose g 2 P G such that pρ i pg 2 qU i q k i"1 " pW i q k i"1 . Now note that
is nonempty by definition of W, satisfies Vg´1 2 Ď U and by the previous lemma contains at least one irreducible component G j of G. We have G j g´1 2 Ď Vg´1 2 Ď U and therefore U contains a nonempty Zariski-open set.
In particular U contains an element of H as required.
i and D i : W i Ñ U i be nonzero linear maps. Then there exists h P H such that ρ i phqU i " U i and C i pρ i phq| U i qD i ‰ 0 for every i " 1, . . . , k.
Proof. We claim that for each i " 1, . . . , k the set
is nonempty. If this is not the case for some i then the vector spacê
s a linear subspace of the kernel of C i and hence is a proper subspace of U i since C i is not the zero map. On the other hand it is also not the zero space since it contains D i W i and D i is not the zero map. Lastly it is clear that ρ i pgqÛ i "Û i for every g P G˝. It follows thatÛ i is a nonzero proper vector subspace of U i which is invariant under ρ i pG˝q. This contradicts the definition of U i , and it follows that U i is nonempty as claimed. Clearly each U i is Zariski open, and G˝is an irreducible variety. We recall from §3.1 that every nonempty Zariski-open subset of an irreducible variety is dense, so Ş k i"1 U i ‰ ∅ and since H is Zariski dense in G there exists h P H X Ş k i"1 U i which proves the lemma. 
Proof. Since W is finite it is clearly sufficient to establish the existence of H 1 and δ 0 for fixed pW i q k i"1 , pW 1 i q k i"1 P W and we therefore fix these objects throughout the proof. We claim that the following stronger property is satisfied: there exist a finite set H 1 Ă H and a real number δ 0 ą 0 such that if for every i " 1, . . . , k we are given arbitrary linear maps C i :
Applying this claim with C i " ρ i pg 1 q| U i and D i " ρ i pg 2 q| W i will then suffice to prove the lemma. Let us prove this claim. By homogeneity we may assume }C i } " }D i } " 1 for every i " 1, . . . , k. By the compactness of the unit spheres of the vector spaces of all linear maps U i Ñ W 1 i and W i Ñ U i the claim follows if we can establish the following result: given nonzero linear maps C i :
But this is precisely the previous lemma.
We may now complete the proof of Theorem 6. Let δ 0 ą 0 and H 1 Ă H be as in the previous lemma. Given g 1 , g 2 P G,
and pW 3 i q k i"1 P W such that
and ρ i pg 1 qW 2 i " W 3 i and ρ i pg 2 qW i " W 1 i for each i " 1, . . . , k. Define
where H 0 is as defined in Lemma 4.2. Using Lemma 4.2 choose
and ρpg 1 h 1 qU i " W 3 i and ρph 2 g 2 qW i " U i for every i " 1, . . . , k. It follows from Lemma 4.4 that we may find h 0 P H 1 such that
and we have proved the theorem with δ :" κ 2 δ 0 and H 1 :" H 0 H 1 H 0 .
The irreducible case: Proof of Theorem 4
Let d :"
. . , N , let H Ă GLpV q be the semigroup generated by A 1 , . . . , A N and let G denote the Zariski closure of H in GLpV q, which is obviously contained in the direct product of the k groups GLpV i q. For each i let ρ i : G Ñ GLpV i q be given by restriction to V i in the obvious fashion so that ρ i pA i q " A piq i for each i " 1, . . . , k and i P ΣN . As was remarked in §3.2, G is necessarily a real algebraic group. By hypothesis the subsemigroup of GLpV i q generated by A piq 1 , . . . , A piq N does not preserve a proper nonzero subspace of V i . Since this semigroup is contained in ρ i pGq it follows that each ρ i is an irreducible representation of G. Clearly each ρ i is regular.
We begin by showing that for each i " 1, . . . , k the smallest possible dimension of a nonzero invariant subspace of the group ρ i pG˝q is precisely the number ℓ i appearing in the statement of Theorem 4. The following argument recalls a classical observation of Gol'dsheid and Margulis [24, Lemma 6.2]:
Lemma 5.1. For each i P t1, . . . , ku let U i Ď V i be an ℓ i -dimensional subspace which has finite orbit under A piq 1 , . . . , A piq N . Then ρ i pgqU i " U i for every g P G˝and no nonzero subspace of V i with dimension less than ℓ i has this property. Furthermore the set tρ i pgqU i : g P Gu is finite for each i.
Proof. Fix i and U i throughout the proof and observe that U i has finite orbit under ρ i pHq. We claim that ρpgqU i " U i for every g P G˝. Fix i and let
i be a complete list of the distinct images of U i under ρpH i q. We wish to show that this list also exhausts the possible images of U i under ρ i pGq. If ℓ i " d i then this holds trivially, so let us assume ℓ i ă d i . Fix an inner product x¨,¨y on V i , let u 1 , . . . , u ℓ i be a basis for U i and for each j " 1, . . . , T i let v
) .
We have
and this set is Zariski closed since ρ i is regular. We have H " Ť T i j"1 pH X V j q and since H is Zariski dense in G we obtain G " H " Ť T i j"1 V j demonstrates that tρ i pgqU i : g P Gu is equal to the finite set tU 1 i , . . . , U T i i u " tρ i phqU i : h P Hu as desired. We deduce the equation G˝" Ť T i j"1 pG˝XV j q which expresses G˝as a finite union of Zariskiclosed subsets, and since G˝is an irreducible variety it follows that G˝" G˝X V j for some j. For this j we have ρ i pgqU i " U j i for all g P G˝and since G˝contains the identity we conclude that ρ i pgqU i " U i for all g P Ga s required. It remains to show that there is no nonzero subspaceÛ i Ď V i which is fixed by ρ i pG˝q and has dimension strictly smaller than ℓ i . Suppose for a contradiction that such a space exists. If g 1 , g 2 P G j belong to the same irreducible component of G then by identical reasoning to the proof of Lemma 4.1 we have g´1 2 g 1 P G˝and therefore ρ i pg´1 2 g 1 qÛ i "Û i so that ρ i pg 1 qÛ i " ρ i pg 2 qÛ i , and it follows that the map g Þ Ñ ρ i pgqÛ i is constant on each irreducible component of G. Since G has finitely many irreducible components it follows that the orbit ofÛ i under ρ i pGq, and hence under ρ i pHq, is finite; but then the orbit ofÛ i under pA For the remainder of the proof let us fix U 1 , . . . , U k such that ρ i pG˝qU i " U i and dim U i " ℓ i . We make the following observation:
Lemma 5.2. For every i " 1, . . . , k and g 0 P G the subspace ρ i pg 0 qU i is fixed by every element of ρ i pG˝q.
Proof. The sets g 0 G˝and G˝g 0 are both irreducible components of G which contain g 0 , therefore they are identical as noted at the end of §3.3. If g P Gt hen we have gg 0 " g 0 g 1 for some g 1 P G˝, so ρ i pgqρ i pg 0 qU i " ρ i pg 0 qρ i pg 1 qU i " ρ i pg 0 qU i as required.
We wish next to show that for each i the vector space V i may be written as a direct sum of images of U i : Lemma 5.3. For each i " 1, . . . , k there exist t i P N and subspaces U 1 i , . . . , U
Proof. Fix i and let d 1 i ď d i be the largest integer such that we may form a direct sum
where U 1 i " U i and U j i P tρ i pgqU i : g P Gu for each j. Note that by the previous lemma any such sum is a ρ i pG˝q-invariant subspace of V i . Clearly d 1 i ě ℓ i ą 0 since U i itself is such a direct sum. Suppose for a contradiction that d 1 i ă d i , then for every g P G we have ρ i pgqU i X V 1 i ‰ t0u since otherwise d 1 i would not be maximal. If there exists g P G such that 0 ă dimpρ i pgqU i X V 1 i q ă dim U i then by the previous lemma ρ i pgqU i X V 1 i is a subspace of V i which is fixed by every element of ρ i pG˝q but has dimension strictly smaller than ℓ i , contradicting Lemma 5.1. Otherwise dimpρ i pgqU i X V 1 i q " dim U i for every g P G which implies that ρ i pgqU i Ď V 1 i for every g P G. It follows then that the vector space span
For the remainder of the proof we fix for each i " 1, . . . , k a decomposition
with the properties described in Lemma 5.3. We may now define the sets W j Ă ś k i"1 Gr ℓ i pV i q mentioned in the statement of the theorem. By relabelling the indices i if necessary we assume without loss of generality that max i t i " t 1 . Define p :"
and for each j " pj i q k i"1 P J define
Gr ℓ i pV i q and φ j pgq :" max
for every g P G. Note that #J " p and therefore there are exactly p sets W j and functions φ j as required by the statement of the theorem. We observe that if pW i q k i"1 P W j then pρ i pgqW i q k i"1 P W j for every g P G and hence in particular pA piq j W i q k i"1 P W j for each j " 1, . . . , N . It follows that each W j has the invariance property claimed in the statement of Theorem 4. We observe that for each j P J, φ j and W j meet the hypotheses of Theorem 6, since it follows from Lemma 5.2 that pU j i i q k i"1 is a k-tuple of ℓ i -dimensional subspaces which are fixed by ρ i pG˝q, and since by Lemma 5.1 there can for each i be no nonzero subspace of V i which is fixed by ρ i pG˝q but has dimension strictly less than ℓ i . Hence each W j is a finite set and there exist a finite set H 1 Ă H and a constant δ ą 0 such that for each j P J we have (5.1) δφ j pg 1 qφ j pg 2 q ď max
for every g 1 , g 2 P G. Define φpgq :" ś k i"1 }ρ i pgq} β i for every g P G. We claim that there is a constant τ ą 0 such that τ φpgq ď max jPJ φ j pgq ď φpgq for every g P G. The latter of the two inequalities is trivial, so we consider the former.
We first note that there is a constant κ 1 ą 0 such that for any nonzero linear map B 1 : V 1 Ñ V 1 one has
(This maximum is well-defined since the set tρ 1 pgqU 1 : g P Gu is finite by Lemma 5.1.) To see this it is sufficient to consider the case }B 1 } " 1. If the result is false then by compactness there exists B 1 such that }B 1 } " 1 and B 1 | ρ 1 pgqU 1 " 0 for all g P G, and in particular
we would have B 1 " 0 by linearity, a contradiction. We deduce the existence of the constant κ 1 ą 0. In a closely-related fashion we assert that for each i " 2, . . . , k there exists κ i ą 0 such that for any nonzero linear map B i : V i Ñ V i and any g P G one has
Clearly it suffices to prove this assertion individually for each i. By Lemma 5.1 the vector space ρ i pgqU j i takes only finitely many values as g varies over G, so it is also sufficient to prove the assertion for fixed g P G. To prove the assertion we fix i and g, reduce once more to the case }B i } " 1 and, applying compactness, note that if the result is false then we can find B i : V i Ñ V i with norm 1 which is zero on
. This is clearly impossible and the existence of κ 2 , . . . , κ k ą 0 follows. Now fix g P G and observe that we may choose g 0 P G such that
We then have
for each i " 2, . . . , k and therefore there exists j " p1, j 2 , . . . , j k q P J such that˜k
by the definition of φ j pgq. Since g P G was arbitrary we conclude that τ φpgq ď max jPJ φ j pgq ď φpgq for all g P G as required, where τ :" ś k i"1 κ i ą 0. We are finally ready to investigate the equilibrium states of the potential Φpiq :" φpA i q "
For each j P J we define a potential Φ j : ΣN Ñ p0,`8q by Φ j piq :" φ j pA i q " max
and note that
for every i P ΣN as required in the statement of Theorem 4. It follows directly that P pΦq ě P pΦ j q for every j P J. Since H 1 is finite we may choose a finite set of words F such that H 1 " tA i : i P F u. For fixed j P J we may for every i, j find a corresponding word k P F such that Φ j pikjq ě δΦ j piqΦ j pjq by virtue of (5.1), so each Φ j is quasimultiplicative. Clearly each Φ j is also submultiplicative. It follows by Proposition 2.1 that for each j P J the potential Φ j has a unique equilibrium state µ j and this measure satisfies a Gibbs inequality with respect to Φ j . Suppose now that µ is an ergodic equilibrium state of Φ. By the subadditive ergodic theorem we have for µ-a.e. x P Σ N ΛpΦ, µq " lim nÑ8 1 n log Φpx| n q and ΛpΦ j , µq " lim nÑ8 1 n log Φ j px| n q for every j P J. Using (5.2) it follows that for µ-a.e. x P Σ N we have
Hence there exists j P J such that ΛpΦ, µq " ΛpΦ j , µq and therefore P pΦq " hpµq`ΛpΦ, µq " hpµq`ΛpΦ j , µq ď P pΦ j q ď P pΦq so that hpµq`ΛpΦ j , µq " P pΦ j q. We conclude that µ is an equilibrium state of Φ j and is therefore equal to µ j . The proof of the theorem is complete. hich implies that the block upper triangularisation (6.1) may be refined so as to have n i`1 diagonal blocks instead of n i , contradicting the maximality of n i . This completes the proof of the existence of a triangularisation (2.5) with irreducible diagonal blocks as claimed in the statement of Theorem 5. By relabelling the indices i " 1, . . . , k if necessary, for the remainder of the proof we shall assume that min 1ďiďk n i {d i " n 1 {d 1 . Our desired bound for the number of ergodic equilibrium states of Φ is therefore n 1 ś k i"2 d i . Let R :" tr " pr 1 , . . . , r k q : 1 ď r i ď n i for all i " 1, . . . , ku and let us define potentials Φ, Φ r : ΣN Ñ p0,`8q by Φpiq "
where r P R. For each µ P M σ , r P R and i P t1, . . . , ku let us define Λ´A piq , µ¯:" lim It follows that if µ is ergodic then ΛpΦ, µq "
Hence by the subadditive variational principle (2.1) we have P pΦq " max rPR P pΦ r q and if µ is an ergodic equilibrium state of Φ then it is necessarily an equilibrium state of Φ r for some r P R as claimed in the statement of Theorem 5. By Theorem 4, for each r " pr 1 , . . . , r k q P R there exist integers t 1,r 1 , . . . , t k,r k with t i,r i d i,r i for each i such that the number of ergodic equilibrium states of the potential Φ r is bounded above bŷ
and all of the equilibrium states of Φ r are fully supported. It follows that every ergodic equilibrium state of Φ is fully supported and the number of ergodic equilibrium states of Φ is bounded above by ř rPR ś k i"2 d i,r i . Let us writed i,r i " 1 when i " 1 andd i,r i " d i,r i otherwise; then the number of ergodic equilibrium states of Φ is bounded by
as required. Since every equilibrium state of Φ is a linear combination of ergodic equilibrium states, every equilibrium state of Φ is fully supported. Clearly n i ď d i for every i by the definition of n i , so n i {d i ď 1 for every i.
It follows that if the number of ergodic equilibrium states is exactly ś k i"1 d i then necessarily n i {d i " 1 for every i, which is to say n i " d i and thus for every i " 1, . . . , k the tuple pA piq 1 , . . . , A piq N q is simultaneously triangularisable by the definition of n i . The proof of the theorem is complete.
Sharp bounds for the number of ergodic equilibrium states
It is not clear to what extent the upper bound p :" pmax i t i q´1 ś k i"1 t i for the number of ergodic equilibrium states in Theorem 4 is optimal. Let us briefly sketch an example which shows that 2 k´1 ergodic equilibrium states can exist in the case where t i " 2. For simplicity only the case k " 2 will be examined in detail since for larger k the notation quickly becomes cumbersome. We will find it convenient to index our matrices A piq j starting from j " 0 instead of from j " 1 while otherwise retaining our previous notation for Σ N , ΣN and so forth. For related reasons we let e 0 , e 1 denote the standard basis for R 2 . Define
nd define a potential Φ : Σ4 Ñ p0,`8q by Φpiq "
where b denotes the tensor product. We note that the hypotheses of Theorem 4 are satisfied. Let B i :" A It follows that if we define
Clearly P pΦ C q " P pΦ D q and it follows that P pΦq " P pΦ C q " P pΦ D q. We may easily deduce that an ergodic measure µ on Σ 4 is an equilibrium state of Φ if and only if it is an equilibrium state of either Φ C or Φ D . Clearly pC 0 , . . . , C 3 q and pD 0 , . . . , D 3 q are both irreducible, so by Corollary 2.3 there exist measures µ C , µ D on Σ 4 and a constant K ą 0 such that
, where we have used the fact that P pΦq " P pΦ C q " P pΦ D q. If the measures µ C , µ D were identical then these two Gibbs inequalities together would imply
but the former limit is 16 and the latter is 4, so the two measures are distinct and Φ has two ergodic equilibrium measures which is the maximum permitted by Theorem 4. More generally, given k ě 1 we may proceed as follows. Let b i pjq denote the i th binary digit of the integer j P t0, . . . , 2 k´1 u starting from the least significant digit so that j "
and define Φpiq "
In a suitable basis for b k i"1 R 2 we may write each B j as a direct sum of 2 k´1 matrices of dimension 2ˆ2, decomposing pB 0 , . . . , B 2 k´1q into 2 k´1 irreducible 2 k -tuples each of which has the same pressure and contributes a distinct equilibrium state. Each 2-dimensional invariant subspace which corresponds to a 2ˆ2 block is spanned by a pair of vectors of the form b k i"1 e b i pjq , b k i"1 e b i p2 k´1´j q for some j P t0, . . . , 2 k´1´1 u. When j is fixed the limit is maximised only when ℓ P tj, 2 k´1´j u which implies that each of these 2 k´1 invariant subspaces contributes a distinct equilibrium state by analogous reasoning to the case k " 2. We leave further details to the reader. We also leave to the reader the problem of showing that the maximum number of ergodic equilibrium states in Theorem 5 can be attained in suitable cases where all of the matrices are diagonal, by adapting the argument of [33, Proposition 5.3 ]. The preceding example shows that the upper bound for the number of ergodic equilibrium states in Theorem 4 is sharp in at least some cases, but it appears to be more difficult to construct examples with large numbers of ergodic equilibrium states when the integers t i are allowed to vary with i. We pose the following question: Question 1. Does Theorem 4 remain true if p :" pmax i t i q´1 ś k i"1 t i is replaced with p 1 :" plcmpt 1 , . . . , t k qq´1 ś k i"1 t i ? More generally, what is the smallest value of p " ppt 1 , . . . , t k q for which the statement of Theorem 4 remains valid?
As was remarked in the introduction the bound`d tsu˘`d rss˘f or the number of ergodic equilibrium states of Falconer's singular value function ϕ s is known not to be optimal in dimension three. We advance the following conjecture on the number of ergodic equilibrium states:
Conjecture 7.1. Let pA 1 , . . . , A N q P GL d pRq and s P p0, dq Z. Then the maximum possible number of ergodic equilibrium states of ϕ s is precisely pd´tsuq`d tsu˘" rss`d rss˘. We remark that the upper bound for the number of ergodic equilibrium states given by Theorem 1 was derived by disregarding the relationship between the tuples pA^t , . . . , A^r ss N q and instead treating the two tuples as if they were entirely unrelated. In order to obtain sharp upper bounds for the number of ergodic equilibrium states it seems intuitively reasonable that the relationship between the two tuples should be exploited in some way, perhaps by the use of partial flags of tsu-and rssdimensional subspaces of R d instead of pairings between subspaces of Λ tsu R d and Λ rss R d .
Extensions of Corollary 1.1
Let us say that an affine iterated function system pT 1 , . . . , T N q has the strict monotonicity property for Hausdorff dimension if for every affine IFS pT 1 1 , . . . , T 1 N´1 q formed by deleting one of the contractions T i and retaining the rest, the attractor of pT 1 1 , . . . , T 1 N´1 q has strictly smaller Hausdorff dimension than the attractor of pT 1 , . . . , T N q. (Here and throughout this section we of course assume N ě 2.) Corollary 1.1 demonstrates that if the contractions T i are invertible and the affinity dimension of pT 1 , . . . , T N q equals the Hausdorff dimension of its attractor, then pT 1 , . . . , T N q has the strict monotonicity property for the Hausdorff dimension. However this condition is not necessary for the strict monotonicity property to hold, since it is easy to see that the strict monotonicity property is also satisfied for the Bedford-McMullen carpets studied in [8, 35] whose Hausdorff dimension is smaller than their affinity dimension. It is therefore natural to ask for more general conditions under which the strict monotonicity property for the Hausdorff dimension holds.
We recall that an iterated function system pT 1 , . . . , T N q acting on R d is said to satisfy the Open Set Condition if there exists a nonempty open U Ă R d such that the images T 1 U, . . . , T N U are pairwise disjoint subsets of U . We say that pT 1 , . . . , T N q satisfies the Strong Open Set Condition if additionally U intersects the attractor of pT 1 , . . . , T N q, or equivalently if there exists i P ΣN such that T i U Ă U . The Open Set Condition cannot be sufficient for the strict monotonicity property for the Hausdorff dimension to hold, since an example of G. A. Edgar [11, Example 1] shows that an affine iterated function system defined by invertible affinities can satisfy the Open Set Condition but have a singleton set as its attractor. On the other hand the attractor cannot be a singleton set when the Strong Open Set Condition holds. We note the following question which has been attributed to J. Schmeling: Question 3. Let pT 1 , . . . , T N q be an affine iterated function system acting on R d which satisfies the Strong Open Set Condition and such that every T i is invertible. Does pT 1 , . . . , T N q satisfy the strict monotonicity property for the Hausdorff dimension?
One may of course also define and investigate the strict monotonicity property for other notions of dimension, such as the box dimension and packing dimension.
