I. INTRODUCTION
Nowadays, due to the increasing demand for faster data rates, multiple-input multiple-output (MIMO) antenna systems are becoming increasingly important. MIMO communications can achieve high data rates through spatial multiplexing gain and improved reliability via diversity gain. On the other hand, the use of multiple antennas at both sides of a communication link and considering the analog radio frequency (RF) chains (i.e. amplifiers, A/D converters, filters etc.) per antenna, increase hardware complexity and cost.
In order to mitigate the complexity of the MIMO system, antenna selection (AS) method has been introduced [1, 2] in view of the fact that the antenna elements are less expensive than the RF chain elements. The AS becomes even more important with the current development of Massive MIMO [3, 4] . Therefore, it is preferable to have a larger number of antennas than the number of RF chains in each link end, and to select the antenna subset that will be in use. However, reducing the number of antennas will inevitably lead to performance degradation. For this reason, it is important to find an optimal algorithm that will give the best results. The question translates to which antenna subset should be chosen from each link end, in order to provide the maximum channel capacity. In other words, the principle of antenna selection is to choose the best One way to find the appropriate sub-set is to search over all possible combinations of antennas in each side using an exhaustive search (ES) method.
In this paper, the application of biogeography-based optimization (BBO) [5] is investigated on the joint transmitter receiver AS problem. BBO is a novel evolutionary algorithm (EA) introduced by Simon, which uses mathematical models to describe the allocation of species across various geographical regions using a linear model for migration. Ma in [6] showed that sinusoidal migration models generally outperform linear migration models like the one in original BBO algorithm. The authors in [7] extend the migration model performance analysis and they propose two nonlinear migration models, which they call model 7 and model 8.
As a benchmark, the BBO results are compared with ES and two other nature-inspired optimization algorithms, namely Ant Colony Optimization (ACO) [8] and genetic algorithm (GA) [9] .
In Section II, the problem of Antenna Selection (AS) in a MIMO context is set as a combinatorial optimization problem. In Section III, the BBO algorithm is described along with linear and nonlinear migration models. In Section IV, BBO simulation results are presented for three antenna selection cases in a 16 × 16 MIMO system and compared with other algorithms and the brute force exhaustive search. Section V is devoted to conclusions. It is further assumed that the channel state information (CSI) is available at the receive side only and the transmitted complex vector x is statistically independent, i.e., where {x }
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For large numbers of antennas such as in MIMO and especially Massive MIMO [3, 4] , the optimal ES for the AS problem is becoming computationally complex.
III. THE BBO ANTENNA SELECTION ALGORITHM
In BBO algorithm, a solution to the multidimensional problem can be represented by the habitat, which consists of a vector of SIV (Suitability Index Variable) variables, The value of the score function is represented by the HSI (Habitat Suitability Index) value of a habitat. Thus, habitats with high HSI are expected to be good solutions which correspond to a high channel capacity value. These solutions have high emigration rate μ , owing to the fact that they host large number of species and low immigration rate λ , since they already contain almost the largest possible amount of species. In contrast to good solutions, poor solutions have low HSI value with low emigration rate μ and high immigration rate λ .
The mathematical functions, which describe the immigration rate λ and emigration rate μ , for the linear model, are given by the following equations [5] 
where E represents the maximum possible emigration rate, k stands for the number of species of the k-th individual, max S denotes the maximum number of species, and I is the maximum possible immigration rate.
For non-linear sinusoidal model, the emigration rate μ and the immigration rate λ are sinusoidal functions of the number of species, described by [6] max k cos 1 2
The emigration rate μ , for "model 7" and "model 8" are presented by equations (8) and (9) respectively [7] 
where the immigration rate λ is given by (7b). Further details about the BBO algorithm can be found in [1, 2] .
IV. SIMULATION RESULTS
In this section, simulations results of evolutionary optimization algorithms are presented as applied in order to maximize the channel capacity of a wireless MIMO system. As a test problem, the number of antenna elements at the transmitter and receiver side is set to Ν Τ = N R = 16, respectively. Three scenarios are considered (L T , L R ) = (2, 4), (3, 5) and (4, 6).
The BBO model parameters [3] are shown in Table I . For all the EA algorithms, the population size P , the number of generations, and the elitism parameter T , are selected in accordance with [12, 13] . Values for each scenario are shown in Table II . Taking into consideration the number of channel realizations executed in [14] , and in order to ensure that we included a vast variety of them, we executed a Monte Carlo simulation consisted of 10.000 channel realizations, in total.
For the test case the channel matrix varies randomly from burst to burst and so does the capacity. Therefore, the best way to characterize the capacity is to use the following two metrics: the mean/ergodic capacity and the outage capacity. The latter is found by the complimentary cumulative distribution function (CCDF), which gives the probability that the MIMO capacity is above a certain threshold. In Fig. 1 the Ergodic capacity versus the SNR (Signal-toNoise Ratio) is plotted. Each simulation point is obtained by averaging over 2.000 realizations of the channel transfer matrix. It can be seen that, ΒΒΟ "model 8" and "model 7" perform better among the other evolutionary algorithms. Specifically, BBO "model 8" outperforms the other algorithms in the first two scenarios: (L T , L R ) = (2, 4) and (L T , L R ) = (3, 5), while BBO model 7 is slightly inferior. In the last scenario (L T , L R ) = (4, 6), BBO "model" 7 [6] has the highest capacity value while "model 8" comes in the second place. As far as the other benchmark algorithms, GA is similar in performance or slightly better than the BBO linear model in each scenario. ACO performance is worse than the other algorithms. Figs. 2-4 depict the complimentary cumulative distribution functions (CCDFs) for the three different scenarios: (L T , L R ) = (2, 4), (3, 5) and (4, 6) with SNR = 10dB. BBO "model 8" and "model 7" have the best performance among the other EAs. In the first two scenarios, BBO "model 8" shows the best results with respect to the maximum capacity value, while BBO "model 7" is the best algorithm according to the third and higher complexity scenario. The other EAs retain the same relative behavior as in Fig.2 . 
V. CONCLUSION
The BBO algorithm was studied as an alternative to examine the problem of joint transmit/receive antenna selection in MIMO wireless systems. The BBO algorithm with its different migration models was compared with other suboptimal algorithms that have the same computational complexity, using the capacity maximization criterion. The simulation results proved that, in terms of ergodic capacity, and for the two lower computational complexity scenarios, i.e., (L T , L R ) = (2, 4), (3, 5) , the BBO AS algorithm that uses the migration "model 8" outperformed the other EAs, while BBO model 7 was second best. Moreover, for higher computational complexity BBO model 7 achieved the highest ergodic capacity results. Both BBO models outperformed the original BBO, the GA and the ACO in all cases.
