Formules de quadrature pour les fonctions entières de type exponentiel by Bahri, Nadia
Université de Montréal
Formules de quadrature pour les fonctions entières
de type exponentiel
par
Nadia Bahri
Département de mathématiques et statistique
Faculté des études supérieures
Mémoire présenté à la Faculté des études supérieures
en vue de l’obtention du grade de
Maître ès sciences (M.Sc.)
en mathématiques
Août 2012
c©, Nadia Bahri, 2012
Université de Montréal
Faculté des études supérieures
Ce mémoire intitulé :
Formules de quadrature pour les fonctions entières de type
exponentiel
présenté par :
Nadia Bahri
a été évalué par un jury composé des personnes suivantes :
André Giroux
(président-rapporteur)
Qazi Ibadur Rahman
(directeur de recherche)
Richard Fournier
(membre du jury)
iSommaire
Ce mémoire contient quelques résultats sur l’intégration numérique. Ils sont liés à la
célèbre formule de quadrature de K. F. Gauss. Une généralisation très intéressante de la
formule de Gauss a été obtenue par P. Turán. Elle est contenue dans son article publié
en 1948, seulement quelques années après la seconde guerre mondiale. Étant données
les circonstances défavorables dans lesquelles il se trouvait à l’époque, l’auteur (Turán)
a laissé beaucoup de détails à remplir par le lecteur. Par ailleurs, l’article de Turán a
inspiré une multitude de recherches ; sa formule a été étendue de différentes manières et
plusieurs articles ont été publiés sur ce sujet. Toutefois, il n’existe aucun livre ni article
qui contiennent un compte-rendu détaillé des résultats de base, relatifs à la formule
de Turán. Je voudrais donc que mon mémoire comporte suffisamment de détails qui
puissent éclairer le lecteur tout en présentant un exposé de ce qui a été fait sur ce sujet.
Voici comment nous avons organisé le contenu de ce mémoire.
1-a. La formule de Gauss originale pour les polynômes - L’énoncé ainsi qu’une preuve.
1-b. Le point de vue de Turán - Compte-rendu détaillé des résultats de son article.
2-a. Une formule pour les polynômes trigonométriques analogue à celle de Gauss.
2-b. Une formule pour les polynômes trigonométriques analogue à celle de Turán.
3-a. Deux formules pour les fonctions entières de type exponentiel, analogues à celle de
Gauss pour les polynômes.
3-b. Une formule pour les fonctions entières de type exponentiel, analogue à celle de
Turán.
4-a. Annexe A - Notions de base sur les polynômes de Legendre.
4-b. Annexe B - Interpolation polynomiale.
4-c. Annexe C - Notions de base sur les fonctions entières de type exponentiel.
4-d. Annexe D - L’article de P. Turán.
Mots-clés : formule de quadrature - polynômes - polynômes trigonométriques - fonc-
tions entières de type exponentiel.
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Summary
This mémoire contains some results about numerical integration. They are related
to the famous quadrature formula of K. F. Gauss. A very interesting generalization of
the formula of Gauss was obtained by P. Turán. It is contained in a paper that was
published in 1948, only a few years after the second world war. Due to adverse circuns-
tances he was in at the time, the author (Turán) left many details for the reader to
fill in. Otherwise, the article of Turán inspired a multitude of research, and his formula
has been extended in many ways and several papers have been written on this subject.
However, there is no single book or paper where one can find a clear and comprehen-
sive account of the basic results pertaining to Turán’s formula. Thus, I would like my
Master’s mémoire to contain enough details that can enlighten the reader and present
an exposition of much that has been done on this subject.
Here is how we have arranged the contents of the mémoire.
1-a. The original formula of Gauss for polynomials - statement along with a proof.
1-b. Turán’s point of view - detailed account of the results contained in his paper.
2-a. A formula for trigonometric polynomials analogous to that of Gauss.
2-b. A formula for trigonometric polynomials analogous to that of Turán.
3-a. Two formulae for entire functions of exponential type, analogous to the one of
Gauss for polynomials.
3-b. A formula for entire functions of exponential type, analogous to that of Turán.
4-a. Annexe A - Basic facts about Legendre polynomials.
4-b. Annexe B - Polynomial interpolation.
4-c. Annexe C - Basic facts about entire functions of exponential type.
4-d. Annexe D - Paper of P. Turán.
Key words : quadrature formula - polynomials - trigonometric polynomials - entire
functions of exponential type.
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Introduction
Il a été démontré par Gauss qu’un polynôme f(x) de degré < n est exactement
déterminé par ses valeurs en n points distincts, tandis que l’intégrale sur [-1,1] d’un
polynôme de degré < 2n est exactement évaluée par la formule de Gauss si on connaît
les valeurs de ce polynôme en seulement n points particuliers. Ces n points sont les zéros
du polynôme de Legendre de degré n. Une généralisation de ce résultat a été donnée
par Turán [12] sous la forme suivante :
∫ 1
−1
f(x) dx =
n∑
ν=1
m−1∑
µ=0
λ(µ)ν f
(µ)(xν). (1)
Cette formule est valide pour tout polynôme de degré au plus mn − 1. Cependant,
compte tenu de la formule de Gauss, on se demande s’il existe un choix approprié d’un
système X = (x1, x2, · · · , xn) de n points distincts, pour lequel, la formule (1) serait
valide pour des polynômes de degré ≥ mn.
Dans son article intitulé “On the theory of the mechanical quadrature”, Turán [12] a
donné la réponse sous la forme suivante :
(i) Pour m ∈ N impairs, il n’existe aucun système X = (x1, · · · , xn) pour lequel la
formule (1) est valide pour tout polynôme de degré ≤ mn.
(ii) Pour m ∈ N pairs, il existe un unique système X∗ = (x∗1, · · · , x∗n) pour lequel la
formule (1) est valide pour tout polynôme de degré ≤ (m+ 1)n− 1.
(iii) Le système X∗ = (x∗1, · · · , x∗n) est caractérisé par le fait que
piX∗(x) :=
n∏
ν=1
(x− x∗ν)
2minimise l’intégrale
Im(f) :=
∫ 1
−1
|f(x)|m+1 dx
parmi tous les polynômes unitaires de degré n.
Si m = 1, alors on obtient la formule classique de Gauss.
Il existe un analogue à la formule de Turán pour les fonctions entières de type
exponentiel. Selon le résultat de F. Carlson [1, Théorème 9.2.1], une fonction entière de
type exponentiel < pi est exactement évaluée par ses valeurs en tous les entiers. Plus
précisément, une fonction entière de type exponentiel τ appartenant à L1(−∞,∞) est
entièrement déterminée par ses valeurs en 0,±pi
σ
,±2pi
σ
, · · · si τ ≤ σ.
En utilisant le théorème de Paley-Wiener [1, Théorème 6.8.1], Boas [2] remarque
que l’intégrale d’une fonction f de type exponentiel 2pi appartenant à L1(−∞,∞) peut
être exactement évaluée si on connaît les valeurs de f en tous les entiers. En effet, ce
résultat peut être formulé sous la forme plus générale suivante :
Soit f une fonction entière de type exponentiel 2σ appartenant à L1(−∞,∞). Alors
∫ ∞
−∞
f(x)dx = pi
σ
∞∑
ν=−∞
f
(
νpi
σ
)
= pi
σ
∞∑
ν=−∞
f
(
(2ν − 1) pi
2σ
)
.
Par ailleurs, Frappier et Rahman [4, Théorème 1] prouvent le résultat suivant, lequel
est l’analogue au résultat de Gauss
Soit f une fonction entière de type exponentiel τ < 2σ. Alors
∫ →∞
→−∞
f(x)dx = pi
σ
∞∑
ν=−∞
f
(
νpi
σ
)
pourvu que l’intégrale et la série soient convergentes.
Ce mémoire a pour objectif de détailler les résultats de Turán ainsi que d’énoncer
quelques formules analogues en élaborant leurs preuves.
Au chapitre 1, nous allons commencer par présenter un énoncé de la formule de
quadrature de Gauss pour les polynômes ainsi qu’une preuve de ce résultat. Ce même
chapitre contiendra un compte-rendu détaillé des résultats de base reliés à la formule
de Turán.
3Ensuite, au chapitre 2, nous allons traiter une formule pour les polynômes trigono-
métriques analogue à la formule de Gauss. Nous énoncerons aussi un résultat analogue
à celui de Turán. Nous allons expliquer en détail l’analogie entre ces formules.
Puis, on enchaînera avec le chapitre 3, où l’on énoncera deux formules pour les
fonctions entières de type exponentiel, analogues à celle de Gauss pour les polynômes
et où l’on étudiera une formule pour les fonctions entières de type exponentiel analogue
à celle de Turán. Ce chapitre se terminera par une preuve de ce résultat, différente de
celle déjà faite par Frappier et Rahman ; cette preuve est inspirée de l’article de Rahman
et Schmeisser [10].
Finalement, le chapitre 4 contiendra quatre annexes comportant respectivement
quelques notions de bases sur les polynômes de Legendre, l’interpolation polynomiale,
des notions de base sur les fonctions entières de type exponentiel ainsi que l’article de
Turán en question.
Chapitre 1
Formules de quadrature de Gauss, Gauss-Jacobi,
Turán, etc.
1.1 La formule de Gauss
Soit (x1, x2, . . . , xn) un ensemble de n points distincts dans R. On pose
ω(x) :=
n∏
ν=1
(x− xν) et `ν(x) := ω(x)
ω′(xν)(x− xν) (ν = 1, 2, . . . , n). (1.1.1)
Pour tout polynôme f de degré ≤ n− 1, on a
f(x) :=
n∑
ν=1
f(xν)`ν(x),
et par conséquent ∫ 1
−1
f(x) dx =
n∑
ν=1
λνf(xν), (1.1.2)
où
λν :=
∫ 1
−1
`ν(x) dx (ν = 1, 2, . . . , n).
Gauss se pose la question : Existe-t-il des points x1, x2, . . . , xn, pour lesquels la
formule (1.1.2) est valide pour des polynômes de degré ≤ m où m > n−1 ? Clairement,
une telle formule ne peut pas être vraie pour des polynômes de degré 2n. En effet, si
on prenait pour x1, x2, . . . , xn, les n racines du polynôme
∏n
ν=1(x− xν)2, on voit que le
côté gauche de (1.1.2) est strictement positif tandis que celui de droite vaut zéro.
Cherchons alors un système de n points x1, x2, . . . , xn, pour lequel la formule (1.1.2)
est vraie pour tout polynôme de degré ≤ 2n− 1.
5Pour cela, on considère un polynôme quelconque g de degré ≤ 2n− 1 et on note par
f , le polynôme de degré ≤ n− 1 tel que
f(xν) = g(xν) (ν = 1, 2, . . . , n).
Alors,
g(x)− f(x) = ω(x)h(x),
où h est un polynôme de degré ≤ n − 1. Puisque la formule de quadrature (1.1.2) est
valide pour f , alors on a :
∫ 1
−1
g(x) dx =
n∑
ν=1
λνf(xν) +
∫ 1
−1
ω(x)h(x) dx =
n∑
ν=1
λνg(xν) +
∫ 1
−1
ω(x)h(x) dx.
Ainsi, la formule (1.1.2) est valide pour tout polynôme de degré ≤ 2n− 1 seulement
si : ∫ 1
−1
ω(x)h(x) dx = 0
pour tout polynôme h de degré ≤ n− 1.
Cette propriété exigée pour ω(x), est satisfaite par le polynôme unitaire de Legendre
P∗n de degré n (voir Annexe A). En effet, c’est l’unique choix de ω pour lequel la formule
(1.1.2) est vraie pour tout polynôme de degré ≤ 2n− 1.
Remarque
Le raisonnement utilisé au paragraphe 1.1 peut être facilement modifié afin de prou-
ver le résultat suivant qui contient la formule de Gauss.
Théorème 1.1.1. Soit P(α,β)n , α > 1, β > 1 le polynôme de Jacobi défini dans l’Annexe
A. Notons x1 < · · · < xn les zéros de P(α,β)n qui sont tous dans (-1,1). Pour tout n ∈ N,
il existe λ1, . . . , λn tels que pour tout polynôme p de degré au plus 2n− 1, on a
∫ 1
−1
(1− x)α(1 + x)βp(x) dx =
n∑
ν=1
λνp(xν). (1.1.3)
Il est clair que la formule (1.1.3) n’est pas vraie pour des polynômes de degré 2n.
Les coefficients λν apparaissant dans le membre de droite de (1.1.3) sont appelés
nombres de Christoffel. Ces nombres sont toujours positifs.
6Dans le cas où α = β = −1/2, les nombres de Christoffel λν sont tous égaux à pi/n
et (1.1.3) aura la forme suivante :
∫ 1
−1
p(x)√
1− x2 dx =
pi
n
n∑
ν=1
p
(
cos (2ν − 1)pi2n
)
pour tout p ∈ P2n−1. (1.1.4)
1.2 Les idées de Turán
Considérant un ensemble de n points distincts x1, x2, . . . , xn. En utilisant ω(x) et
`ν(x) définis en (1.1.1), on introduit
`ν,0(x) :=
(
1− ω
′′(xν)
ω′(xν)
(x− xν)
)
`2ν(x) et `ν,1(x) := (x− xν)`2ν(x). (1.2.1)
Alors, par la formule de Fejér, pour tout polynôme f de degré ≤ 2n− 1 on a
f(x) =
n∑
ν=1
`ν,0(x)f(xν) +
n∑
ν=1
`ν,1(x)f ′(xν). (1.2.2)
En intégrant les deux côtés de (1.2.2) sur [-1,1], on obtient
∫ 1
−1
f(x) dx =
n∑
ν=1
λ(0)ν f(xν) +
n∑
ν=1
λ(1)ν f
′(xν), (1.2.3)
où
λ(0)ν (x) :=
∫ 1
−1
`ν,0(x) dx et λ(1)ν (x) :=
∫ 1
−1
`ν,1(x) dx.
Dans la formule (1.2.3), qui est valide pour tout polynôme de degré au plus 2n− 1,
il n’y a pas de restriction sur les points x1, x2, . . . , xn, à part le fait qu’ils doivent
être distincts. Comme Gauss, on peut se demander s’il existe un système de points
x1, x2, . . . , xn pour lequel la formule (1.2.3) serait valide pour des polynômes de degré
≤ m où m > 2n − 1. La réponse à cette question est “non”. En effet, l’exemple du
polynôme ∏nν=1(x− xν)2 (étudié au paragraphe précédent) montre que pour tout choix
x1, x2, . . . , xn, la formule (1.2.3) ne peut pas être vraie pour les polynômes de degré
≤ 2n.
Turán passe alors à l’étude de l’analogue de la formule de quadrature utilisant f(xν),
f ′(xν) et f ′′(xν).
7Étant donné un ensemble de n points distincts x1, x2, . . . , xn , il existe un polynôme
`ν,0 de degré 3n− 1 satisfaisant aux conditions suivantes :
`ν,0(xν) = 1, `ν,0(xµ) = 0 ∀µ 6= ν et `′ν,0(xµ) = `′′ν,0(xµ) = 0 ∀µ. (1.2.4)
Par ailleurs, il existe un polynôme `ν,1 de degré 3n− 1 tels que
`′ν,1(xν) = 1, `′ν,1(xµ) = 0 ∀µ 6= ν et `ν,1(xµ) = `′′ν,1(xµ) = 0 ∀µ. (1.2.5)
En plus, il existe un polynôme `ν,2 de degré 3n− 1 pour lequel
`′′ν,1(xν) = 1, `′′ν,2(xµ) = 0 ∀µ 6= ν et `ν,2(xµ) = `′ν,2(xµ) = 0 ∀µ. (1.2.6)
Les polynômes fondamentaux `ν,0, `ν,1 et `ν,2 peuvent être calculés explicitement
en terme de `ν , défini en (1.1.1). Pour cela, on doit utiliser la formule générale (4.2.8)
présentée au chapitre “Annexe B ”. Pour commencer, nous devons reconnaître que dans
la situation actuelle, les nombres αν apparaissant dans (4.2.8) sont tous égaux à 3. De
plus, par (1.1.1) on a
ψ(z) =
n∏
µ=1
(z − zµ)3 = {ω(z)}3 = {(z − zµ) `ν(z)ω′(zν)}3.
En utilisant (4.2.8), on obtient
`ν,0(x) =
ψ(x)
(x− xν)3
1
0!
2∑
`=0
1
`!
[
d`
dx`
{
(x− xν)3
ψ(z)
}]
x=xν
(x− xν)`
= {`ν(x)ω′(xν)}3 10!
2∑
`=0
1
`!
 d`
dx`
{
1
`ν(x)ω′(xν)
}3
x=xν
(x− xν)`
= {`ν(x)}3
2∑
`=0
1
`!
[
d`
dx`
1
`ν(x)3
]
x=xν
(x− xν)`
= {`ν(x)}3
{
1 + 11!
[
− 3`
′
ν(x)
(`ν(x))4
]
x=xν
(x− xν)
+ 12!
[
12(`
′
ν(x))2
(`ν(x))5
− 3`
′′
ν(x)
(`ν(x))4
]
x=xν
(x− xν)2
}
.
8Ainsi, le polynôme fondamental lν,0 est de la forme suivante :
`ν,0(x) =
[
1− 3`′ν(xν)(x− xν) +
3
2
{
4(`′ν(xν))2 − `ν(xν)
}
(x− xν)2
]
`ν(x)3. (1.2.7)
Ce polynôme a toutes les propriétés énumérées en (1.2.4).
Clairement,
`ν,1(x) =
ψ(x)
(x− xν)2
1
1!
1∑
`=0
1
`!
[
d`
dx`
{
(x− xν)3
ψ(z)
}]
x=xν
(x− xν)` (1.2.8)
= (x− xν){`ν(x)ω′(xν)}3
{
1
1!
1
(`ν(xν)ω′(xν))3
+ 11
[
d
dx
1
(`ν(xν)ω′(xν))3
]
x=xν
(x− xν)
}
= (x− xν)
{
1− 3`′ν(xν)(x− xν)
}
`3ν(x).
Finalement,
`ν,2(x) =
ψ(x)
x− xν
1
2!
1
0!
[
(x− xν)3
ψ(z)
]
x=xν
(1.2.9)
= 12(x− xν)
2{`ν(x)ω′(xν)}3 1(`ν(xν)ω′(xν))
= 12 (x− xν)
2`ν(x)3.
En vue des propriétés des polynômes fondamentaux `ν,0, `ν,1 et `ν,2, la formule
f(x) =
n∑
ν=1
f(xν) `ν,0(x) +
n∑
ν=1
f ′(xν) `ν,1(x) +
n∑
ν=1
f ′′(xν) `ν,2(x) (1.2.10)
est valide pour tout polynôme de degré ≤ 3n− 1.
Pour ν = 1, . . . , n, on pose
λ(j)ν :=
∫ 1
−1
`ν,j(x) dx pourj = 0, 1, 2. (1.2.11)
En intégrant les deux côtés de la formule (1.2.10) sur [-1,1], on voit que pour tout
polynôme f de degré ≤ 3n− 1, on obtient la formule de quadrature suivante :
9∫ 1
−1
f(x) dx =
n∑
ν=1
λ(0)ν f(xν) +
n∑
ν=1
λ(1)ν f
′(xν) +
n∑
ν=1
λ(2)ν f
′′(xν). (1.2.12)
Dans cette formule, les points x1, . . . , xn doivent être distincts.
Maintenant, on se pose la question suivante : Existe-t-il un système (x1, . . . , xn) de
n points distincts pour lequel la formule de quadrature (1.2.12) est valide pour tout
polynôme de degré ≤ 4n− 1 ?
Tout d’abord, nous observons que si (x1, . . . , xn) est un tel système et que si
ω(x) := ∏nν=1(x− xν), alors
I(h) :=
∫ 1
−1
ω(x)3 h(x) dx = 0 pour touth ∈ Pn−1, (1.2.13)
cette intégrale I(h) doit être nulle pour tout polynôme h de degré ≤ n − 1. Afin de
prouver ce résultat, considérons un polynôme quelconque f de degré≤ 4n−1. Cherchons
alors un polynôme g de degré ≤ 3n− 1 tel que
g(xν) = f(xν), g′(xν) = f ′(xν) et g′′(xν) = f ′′(xν), (1.2.14)
pour ν = 1, . . . , n. À partir de (1.2.14), on remarque que
f(x)− g(x)
possède des zéros de multiplicité 3 en chacun des points xν . Alors
f(x)− g(x) = ω(x)3 h(x), (1.2.15)
où h est un polynôme de degré ≤ n−1. La formule de quadrature (1.2.12) est sûrement
valide pour g puisqu’il est de degré ≤ 3n− 1. D’où, par (1.2.12) et (1.2.14), on a
∫ 1
−1
g(x) dx =
n∑
ν=1
λ(0)ν f(xν) +
n∑
ν=1
λ(1)ν f
′(xν) +
n∑
ν=1
λ(2)ν f
′′(xν). (1.2.16)
Ainsi, en raison de (1.2.15), la formule de quadrature (1.2.12) est valide pour f si
(1.2.13) est vraie. Autrement dit, (1.2.13) est une condition suffisante pour que (1.2.12)
soit valide pour tout polynôme de degré ≤ 4n− 1. Cette condition est aussi nécessaire.
En effet, pour tout polynôme g de degré ≤ 3n− 1, le polynôme
f(x) := g(x) + ω(x)3 h(x) est de degré ≤ 4n − 1. Puisque (1.2.12) est valide pour g,
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alors elle est valide pour f seulement si
∫ 1
−1
ω(x)3 h(x) dx =
∫ 1
−1
f(x) dx−
∫ 1
−1
g(x) dx = 0.
La question se pose : Exite-t-il un ω pour lequel (1.2.13) est valide ?
Essayons alors de déterminer s’il existe ou non un système (x1, . . . , xn) tel que
∫ 1
−1
ω(x)h(x) dx =
∫ 1
−1
n∏
ν=1
(x− xν)h(x) dx = 0 pour touth ∈ Pn−1.
Pour cela, on désigne par P∗k la classe de tous les polynômes p ∈ Pk où le coefficient de
xk est 1, c’est-à-dire
P∗k :=
{
p(x) := xk +
k−1∑
j=0
aj x
j
}
, ce sont les polynômes unitaires de degré k.
En anglais, ces polynômes sont appelés “monic polynomials of degree k ”.
On note que pin ∈ P∗n si et seulement si pin(x) = ω(x) + h(x), où h ∈ Pn−1
et donc si h(z) := h(z), alors
∫ 1
−1
|pin(x)|4dx =
∫ 1
−1
|ω(x) + h(x)|4dx =
∫ 1
−1
{ω(x) + h(x)}2{ω(x) + h(x)}2dx
=
∫ 1
−1
|ω(x)|4dx+ 2
∫ 1
−1
ω(x)3{h(x) + h(x)}dx
+
∫ 1
−1
[
|h(x)|2 + ω(x){h(x) + h(x)}
]2
dx+ 2
∫ 1
−1
|h(x)|2ω(x)2dx.
D’où, si
∆ :=
∫ 1
−1
|pin(x)|4dx−
∫ 1
−1
|ω(x))|4dx
alors
∆ ≥ 2
∫ 1
−1
ω(x)3h(x)dx+ 2
∫ 1
−1
ω(x)3h(x)dx, (1.2.17)
où l’égalité est vraie seulement si
∫ 1
−1
[
|h(x)|2 + ω(x){h(x) + h(x)}
]2
dx = 0, (1.2.18)
et aussi ∫ 1
−1
|h(x)|2ω(x)2dx = 0. (1.2.19)
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Clairement, la deuxième intégrale du membre de droite de (1.2.17) est nulle si et seule-
ment si la première l’est. D’où, si (1.2.13) est vraie et si pin 6= ω, alors
∆ > 0 ; c’est-à-dire que ω minimise l’intégrale
∫ 1
−1 |pin(x)|4dx parmi tous les polynômes
appartenant à P∗n. Il est préférable de rappeler au lecteur que ω est de degré n. Il est
alors plus approprié d’écrire ωn au lieu de ω.
À ce stade, il est naturel de se demander s’il existe vraiment un polynôme pin,∗
qui minimise l’intégrale
∫ 1
−1 |pin(x)|4dx parmi tous les polynômes appartenant à P∗n.
L’existence et l’unicité de pin,∗ sont prouvées par D. Jackson [6].
Maintenant, montrons que
∫ 1
−1
{
pin,∗(x)
}3
h(x)dx = 0 pour touth ∈ Pn−1. (1.2.20)
Si ce résultat n’est pas vrai, alors il existe un polynôme h∗ ∈ P∗n−1 tel que
∫ 1
−1
{
pin,∗(x)
}3
h∗(x)dx < 0.
Pour tout  > 0, nous aurions
∫ 1
−1
|pin,∗(x)|4dx <
∫ 1
−1
|pin,∗(x) +  h∗(x)|4dx
=
∫ 1
−1
|pin,∗(x)|4dx+ 2
∫ 1
−1
{pin,∗(x)
}3{h∗(x) + h∗(x)}dx
+ 2
∫ 1
−1
[
|h∗(x)|2 + pin,∗(x){h∗(x) + h∗(x)}
]2
dx
+ 2 2
∫ 1
−1
|h∗(x)|2{pin,∗(x)}2dx
<
∫ 1
−1
|pin,∗(x)|4dx
pour tout  > 0 suffisamment petit. D’où (1.2.20) est vraie.
Ainsi, nous avons démontré que (1.2.13) est valide si et seulement si ω = pin,∗. On
obtient le résultat suivant :
Théorème 1.2.1. Soit pin,∗(x) :=
∏n
ν=1(x − xν) l’unique polynôme de degré n tel que∫ 1
−1 |pin,∗(x)|4dx <
∫ 1
−1 |pin(x)|4dx pour tout pin ∈ P∗n. Alors la formule de quadrature
(1.2.12) est vraie pour tout polynôme f de degré ≤ 4n− 1.
Formule de Tschakaloff et généralisation du théorème 1.2.1
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Soit (x1, . . . , xn) un système de n points distincts et α1, . . . , αn n entiers . Pour
tout ν ∈ {1, . . . , n} et pour tout k ∈ {1, . . . , n}, considérons le polynôme lν,k de degré
≤ N := α1 + · · ·+ αn−1 tel que
`
(j)
ν,k(xµ)=

1 si µ = ν et j = k,
0 si µ = ν et j ∈ {0, . . . , αν − 1}\{k},
0 si µ 6= ν et j = 0, . . . , αν − 1.
Alors, par le théorème 4.2.1 ( voir formule (4.2.9)), on obtient la représentation suivante :
f(x) =
n∑
ν=1
[
f(xν) `ν,0(x) + f ′(xν) `ν,1(x) + · · ·+ f (αν−1)(xν) `ν,αν−1(x)
]
, (1.2.21)
cette formule est valide pour tout polynôme de degré ≤ N := α1+· · ·+αn−1. En effet, la
différence des deux côtés de (1.2.21) constitue un polynôme de degré ≤ N qui possède
des zéros de multiplicité αν en xν pour chaque ν ∈ {1, . . . , n}. En tenant compte de la
multiplicité de chaque zéro, on compte au moins N + 1 zéros.
En intégrant les deux côtés de (1.2.21), on obtient la formule de quadrature de
L.Tschakaloff [11]
f(x) =
n∑
ν=1
{
f(xν)λ(0)ν + f ′(xν)λ(1)ν + · · ·+ f (αν−1)(xν)λ(αν−1)ν
}
, (1.2.22)
valide pour tout polynôme de degré ≤ N := α1 + · · ·+ αn−1.
En particulier, prenons α1 = · · · = αn = m, on obtient la formule de quadrature
∫ 1
−1
f(x) dx =
n∑
ν=1
m−1∑
k=0
λν,kf
(k)(xν), (1.2.23)
avec
λν,k :=
∫ 1
−1
`ν,k(x) dx (0 ≤ k ≤ m− 1),
où `ν,k(x), (ν = 1, . . . , n; k = 0, 1, . . . ,m − 1) sont des polynômes chacun de degré au
plus mn− 1 tel que
`ν,k(xν) = δν,j · δk,j
avec
δρ,λ :=
 0 si ρ 6= λ,1 si ρ = λ.
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Turán [12] n’a pas juste démontré le théorème 1.2 mais encore plus le résultat général
suivant :
Théorème 1.2.2. (i) Pour m ∈ N impairs, il n’existe aucun système (x1, . . . , xn)
pour lequel la formue (1.2.23) est valide pour tout polynôme de degré ≤ mn.
(ii) Pour m ∈ N pairs, il existe un unique système X∗ = (x∗1, . . . , x∗n) pour lequel la
formule (1.2.23) est valide pour tout polynôme de degré ≤ (m+ 1)n− 1.
(iii) Le système X∗ = (x∗1, . . . , x∗n) est caractérisé par le fait que
piX∗(x) :=
n∏
ν=1
(x− x∗ν)
minimise l’intégrale
Im(f) :=
∫ 1
−1
|f(x)|m+1 dx
parmi tous les polynômes unitaires de degré n.
On rappelle qu’un polynôme f(x) := ∑nν=0 aνxν est dit unitaire si an = 1.
Chapitre 2
Formules de quadrature pour des polynômes
trigonométriques analogues à celles de Gauss et
de Turán
2.1 Formule analogue à celle de Gauss
Un polynôme trigonométrique t(θ) := ∑nν=−n cν eiνθ possède 2n + 1 coefficients,
ainsi il peut être exactement déterminé si on connaît ses valeurs en 2n + 1 points
distincts. Connaître les valeurs de ce polynôme en 2n points seulement ou moins ne
sera pas suffisant pour le déterminer. Cependant, l’intégrale
∫ pi
−pi t(θ) dθ du polynôme
trigonométrique t sur [−pi, pi] est correctement évaluée en termes des valeurs de t en 2n
points particuliers θν tel que
θν :=
(2ν − 1)pi
2n , ν = −n+ 1,−n+ 2, . . . , 0, . . . , n− 1, n, (2.1.1)
à condition que le degré de t ne dépasse pas 2n− 1. On obtient le résultat suivant :
Théorème 2.1.1. Pour tout polynôme trigonométrique t(θ) := ∑(2n−1)ν=−(2n−1) cν eiνθ, de
degré < 2n, on a ∫ pi
−pi
t(θ) dθ = pi
n
n∑
ν=−(n−1)
t
(2ν − 1
2n pi
)
. (2.1.2)
L’exemple t(θ) := 1 + cos 2nθ montre que la formule (2.1.2) n’est pas vraie pour tout
polynôme trigonométrique de degré 2n.
Nous allons présenter deux preuves différentes du théorème 2.1.1.
Si Recν = aν et Imcν = bν pour ν = −(2n − 1), . . . , 0, . . . , (2n − 1), alors on écrit
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t(θ) = U(θ) + iV (θ), où
U(θ) :=
(2n−1)∑
ν=−(2n−1)
aν e
iνθ, V (θ) :=
(2n−1)∑
ν=−(2n−1)
bν e
iνθ.
On voit que (2.1.2) est valide pour tout polynôme trigonométrique à coefficients dans
C si et seulement si elle est valide pour les polynômes trigonométriques à coefficients
tous réels. Donc ci-après, nous allons supposer que les coefficients de t sont tous réels.
En utilisant la notation définie en (2.1.1), on peut écrire (2.1.2) comme suit :
∫ pi
−pi
t(θ) dθ = pi
n
n∑
ν=−(n−1)
t(θν).
Puisque
θν = −θ−ν−1 ν = 1, . . . , n,
alors la formule de quadrature est trivialement valide pour les polynômes trigonomé-
triques impairs de degré < 2n. En effet,
∫ pi
−pi t(θ) dθ et
∑n
ν=−(n−1) t(θν) s’annulent, tous
les deux, pour tout polynôme trigonométrique. Par conséquent, il suffit de démontrer
(2.1.2) pour les polynômes trigonométriques pairs.
Première preuve du Théorème 2.1.1. Tel qu’observé ci dessus, on peut supposer
t(θ) := ∑(2n−1)ν=−(2n−1) cν cos νθ, où les coefficients cν sont tous réels.
Puisque
cos ν θ = ν2
bν/2c∑
j=0
(−1)j (ν − j − 1)!
j!(ν − 2j)! (2 cos θ)
ν−2j,
pour laquelle nous avons simplement besoin de rappeler que
Tn(x) = cosn arccosx =
n
2
bn/2c∑
m=0
(−1)m (n−m− 1)!
m!(n− 2m)! (2x)
n−2m,
on peut écrire
t(θ) =
2n−1∑
k=0
aν(cos θ)k = p (cos θ),
où p(x) := ∑2n−1ν=0 aνxν est un polynôme de degré ≤ 2n− 1.
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Alors la formule (2.1.2) aura la forme suivante :
∫ pi
−pi
p(cos θ) dθ = pi
n
n∑
ν=−(n−1)
p
(
cos (2ν − 1)pi2n
)
= 2pi
n
n∑
ν=1
p
(
cos (2ν − 1) pi2n
)
,
où p ∈ P2n−1.
Cette formule peut aussi s’écrire comme suit
2
∫ 1
−1
p(x)√
1− x2 dx =
pi
n
n∑
ν=−(n−1)
p
(
cos (2ν − 1) pi2n
)
= 2pi
n
n∑
ν=1
p
(
cos (2ν − 1) pi2n
)
,
à savoir que
∫ 1
−1
p(x)√
1− x2 dx =
pi
n
n∑
ν=−(n−1)
p
(
cos (2ν − 1) pi2n
)
pour tout p ∈ P2n−1,
qui est tout simplement la formule de quadrature de Gauss-Jacobi (1.1.4).
Deuxième preuve du Théorème 2.1.1. Soit
ω = exp
(
ikpi
2n
)
, où k ∈ {±1,±2, . . . , (2n− 1)}.
Alors
ω2 6= 1 et (ω2)2n = 1.
Donc
1 + ω2 + · · ·+ ω4n−2 = 1− ω
4n
1− ω2 = 0.
Il en découle que
n∑
ν=−n+1
ω2ν−1 = ω−2n+1
(
1 + ω2 + · · ·+ ω4n−2
)
= 0,
et par conséquent
n∑
ν=−n+1
exp
(
ik(2ν − 1) pi
2n
)
= 0 pour k = ±1,±2, . . . ,±(2n− 1). (2.1.3)
Maintenant, soit t(θ) := ∑2n−1k=−(2n−1) ck eikθ un polynôme trigonométrique quelconque
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de degré au plus 2n− 1. Alors
∫ pi
−pi
t(θ) dθ =
2n−1∑
k=−(2n−1)
ck
∫ pi
−pi
eikθdθ = c0
∫ pi
−pi
dθ = 2pic0, (2.1.4)
puisque
∫ pi
−pi e
ikθdθ = 0 pour k = ±1,±2, . . . ,±(2n− 1). D’autre part
n∑
ν=−n+1
t
(
(2ν − 1) pi
2n
)
=
n∑
ν=−n+1
2n−1∑
k=−(2n−1)
cke
ik
(2ν−1)pi
2n
=
2n−1∑
k=−(2n−1)
ck
n∑
ν=−n+1
exp
(ik(2ν − 1) pi
2n
)
= c0
n∑
ν=−n+1
1
par (2.1.3). Donc
n∑
ν=−n+1
t
(
(2ν − 1) pi
2n
)
= 2n c0. (2.1.5)
La formule désirée découle de (2.1.4) et (2.1.5).
2.2 Un analogue du Théorème 1.2.2 pour les poly-
nômes trigonométriques
Le résultat de Olivier et Rahman [9, Lemme1] suivant contient une formule de
quadrature pour les polynômes trigonométriques, qui est analogue au Théorème 1.2.2.
Théorème 2.2.1. Soit t un polynôme trigonométrique de degré < (m + 1)n avec m
impair et n ≥ 1. Nous avons alors :
∫ pi
−pi
t(θ) dθ = pi
n
m−1∑
µ=0
µpair
1
(2n)µ aµ,m−1
n∑
ν=−n+1
t(µ)
(
(2ν − 1) pi
2n
)
(2.2.1)
où a0,0 = 1 tandis que pour m > 1 les aµ,m−1 sont donnés par
m−1∑
µ=0
µpair
aµ,m−1zµ =
(m−1)/2∏
µ=1
(
1 + z
2
µ2
)
. (2.2.2)
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Le lecteur trouvera une démonstration bien détaillée dans l’article de Olivier et
Rahman [9, pp.522-526].
Chapitre 3
Formule de quadrature de Gauss pour les
fonctions entières de type exponentiel et un
analogue de la formule de Turán
3.1 Formule de quadrature de Gauss pour les fonc-
tions entières de type exponentiel
Le polynôme f(x) := ∑n−1ν=0 aνxν de degré < n est exactement déterminé par ses
valeurs en n’importe quel ensemble de n points distincts. Cependant, l’intégrale sur
[-1,1] d’un polynôme de degré < 2n est correctement évaluée par la formule de Gauss
si on connaît les valeurs de ce polynôme en n points particuliers ; ce sont les n zéros du
polynôme de Legendre de degré n.
Il est connu [1, Corollaire 9.4.4] que si f1 et f2 sont deux fonctions entières de type
exponentiel toutes les deux o(eσ|z|) quand |z| → ∞ et qui sont égales aux points
0,±pi
σ
,±2pi
σ
, · · · ,
alors elles doivent être identiques. Cela veut dire qu’une fonction entière de type ex-
ponentiel est complètement déterminée par ses valeurs en ces points à condition que
f(z) = o(eσ|z|) quand |z| → ∞. Tel qu’expliqué au second paragraphe de la preuve du
Théorème 1 dans [5], si f est une fonction entière de type exponentiel σ appartenant à
L1(−∞,∞), alors f(z) = o(eσ|z|) quand |z| → ∞. Ainsi, une fonction entière de type
exponentiel τ appartenant à L1(−∞,∞) est entièrement déterminée par ses valeurs en
0,±pi
σ
,±2pi
σ
, · · · si τ ≤ σ. Il n’en est pas de même pour τ > σ. En effet, supposons que
20
τ > σ alors les fonctions
f(z) :=
(
sin z
z
)2
sin σz
(
0 <  < τ − σ2
)
sont toutes de type exponentiel τ , appartiennent à L1(−∞,∞) et sont égales en tous
les points 0,±pi
σ
,±2pi
σ
, · · · sans être identiques.
En utilisant le théorème de Paley-Wiener [1, Théorème 6.8.1] en conjonction avec la
formule de sommation de Poisson de la théorie des intégrales de Fourier, Boas [2] conclut
que l’intégrale d’une fonction f de type exponentiel 2pi appartenant à L1(−∞,∞), peut
être complètement évaluée si on connaît les valeurs de f en tous les entiers. En effet, la
conclusion peut être formulée sous la forme plus générale suivante :
Théorème 3.1.1. Soit f une fonction entière de type exponentiel 2σ appartenant à
L1(−∞,∞). Alors
∫ ∞
−∞
f(x) dx = pi
σ
∞∑
ν=−∞
f
(
νpi
σ
)
= pi
σ
∞∑
ν=−∞
f
(
(2ν − 1) pi
2σ
)
. (3.1.1)
Il convient de noter que (3.1.1) utilise les valeurs de la fonction aux points 0,±pi
σ
,±2pi
σ
,
± 3pi
σ
, . . . mais encore elle évalue correctement l’intégrale de toute fonction entière de
type exponentiel 2σ appartenant à L1(−∞,∞). Nous allons donc la voir comme une
formule de quadrature de Gauss.
L’utilité de (3.1.1) est compromise par le fait qu’on exige que f appartienne à
L1(−∞,∞) puisque cette formule exclut la possibilité d’évaluer plusieurs intégrales
familières comme lim
R→∞
∫ R
−R
sin x
x
dx. En partant d’ici, Frappier et Rahman [4] cherchent
des conditions sous lesquelles (3.1.1) devient valide si l’intégrale est prise au sens de
Cauchy sur (−∞,∞).
Rappelons qu’une fonction f est intégrable au sens de Cauchy sur (−∞,∞) si elle
est intégrable sur (0, R) et (−R, 0) pour tout R > 0, et si I1 := lim
R→∞
∫ 0
−R
f(x) dx et
I2 := lim
R→∞
∫ R
0
f(x) dx existent. La somme de I1 et I2 est appelée l’intégrale de f au
sens de Cauchy et elle est habituellement notée par
∫→∞
→−∞ f(x) dx. Frappier et Rahman
[4, Théorème 1] prouvent le résultat suivant, lequel est l’analogue au Théorème 3.1.1
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3.2 Analogue de la formule de Turán pour les fonc-
tions entières de type exponentiel
Théorème 3.2.1. Soit f une fonction entière de type exponentiel τ < 2σ. Alors
∫ →∞
→−∞
f(x) dx = pi
σ
∞∑
ν=−∞
f
(
νpi
σ
)
(3.2.1)
pourvu que l’intégrale et la série, dans (3.2.1), soient convergentes.
Exemple.
Soit f(z) := (sin 2σz)/z. Alors
∫ →∞
→−∞
f(x) dx = pi tandis que
pi
σ
∞∑
ν=−∞
f
(
νpi
σ
)
= pi
σ
f(0) = 2pi, de sorte que
∫ →∞
→−∞
f(x) dx 6= pi
σ
∞∑
ν=−∞
f
(
νpi
σ
)
.
Ce qui montre que τ = 2σ n’est pas admissible à (3.2.1).
Démonstration du théorème 3.2.1. Soient T > 0 et N un entier naturel. On défi-
nit le rectangle suivant :
R := {z ∈ C : −N − 12 ≤ Rez ≤ N +
1
2 , Imz ≤ T}
et on note par ΓN le bord de ce rectangle.
Soit f une fonction entière de type exponentiel b < 2pi. Alors d’après le théorème
des résidus on a
1
2pii
∫
ΓN
pi cot(piz)f(z) dz =
N∑
ν=−N
{
résidu de pi(cotpiz)f(z) en z = ν
}
,
=
N∑
ν=−N
lim
z→ν
{
(z − zν)pi cospizsin piz f(z)
}
,
=
N∑
ν=−N
f(ν). (3.2.2)
Maintenant, remarquons que cot piz peut s’écrire sous la forme suivante :
cotpiz = i
(
eipiz + e−ipiz
eipiz − e−ipiz
)
= −i
(
e−2ipiz + 1
e−2ipiz − 1
)
= −i
(
1 + 2
e−2ipiz − 1
)
. (3.2.3)
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Nous pouvons aussi représenter cotpiz comme suit :
cot piz = i
(
1 + 2
e2ipiz − 1
)
. (3.2.4)
On note par ΓN,1, la partie de ΓN située dans le demi plan supérieur fermé et par
ΓN,2 le reste. Puisque f est une fonction entière, le théorème de Cauchy nous donne
−
∫
ΓN,1
f(z) dz =
∫ N+ 12
−N− 12
f(x) dx =
∫
ΓN,2
f(z) dz. (3.2.5)
Ainsi, en utilisant (3.2.3) et la première égalité dans (3.2.5), on obtient
1
2i
∫
ΓN,1
f(z) cot(piz) dz = −12
∫
ΓN,1
f(z)
(
1 + 2
e−2ipiz − 1
)
dz
= 12
∫ N+ 12
−N− 12
f(x) dx−
∫
ΓN,1
f(z)
( 1
e−2ipiz − 1
)
dz (3.2.6)
et en utilisant (3.2.4) et la deuxième égalité de (3.2.5), on obtient
1
2i
∫
ΓN,2
f(z) cot(piz) dz = 12
∫
ΓN,2
f(z)
(
1 + 2
e2ipiz − 1
)
dz
= −12
∫ N+ 12
−N− 12
f(x) dx+
∫
ΓN,2
f(z)
( 1
e2ipiz − 1
)
dz. (3.2.7)
Par (3.2.6), (3.2.7) et (3.2.2), nous obtenons
∫ N+ 12
−N− 12
f(x) dx = 12i
∫
ΓN
f(z) cot(piz) dz +
∫
ΓN,1
f(z) 1
e−2ipiz − 1 dz
−
∫
ΓN,2
f(z) 1
e2ipiz − 1 dz
= pi
N∑
ν=−N
f(ν) +
∫
ΓN,1
f(z) 1
e−2ipiz − 1 dz
−
∫
ΓN,2
f(z) 1
e2ipiz − 1 dz. (3.2.8)
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Désignons par [N + 12 + iT,−N − 12 + iT ] le segment de droite d’origine N + 12 + iT
et d’extrémité −N − 12 + iT . Soit z = x+ iT un point de ce segment. Alors∣∣∣∣ 1e−2ipiz − 1
∣∣∣∣ = ∣∣∣∣ 1e−2ipi(x+iT ) − 1
∣∣∣∣ = ∣∣∣∣ 1e2piT · e−2ipix − 1
∣∣∣∣ ≤ 1e2piT − 1 ,
ce qui implique que∣∣∣∣∣
∫
[N+ 12+iT,−N− 12+iT ]
f(z) 1
e2ipiz − 1 dz
∣∣∣∣∣ ≤ 2N + 1e2piT − 1 → 0 lorsque T →∞. (3.2.9)
Par hypothèse, f est de type exponentiel b < 2pi. Par ailleurs, f est supposée être
intégrable au sens de Cauchy sur l’axe réel. Tel que mentionné dans l’Annexe C, cela
implique que f(x) → 0 lorsque x → ±∞. En particulier, |f(x)| est bornée sur l’axe
réel. Ce qui implique que
|f(z)| ≤ Ceb|Imz| pour un C <∞. (3.2.10)
Maintenant, on note par IN,1,1 l’intégrale de f(z)
1
e−2ipiz − 1 sur la demi-droite z =
N + 12 + iy, 0 ≤ y ≤ ∞. Alors, en utilisant (3.2.10), on obtient
|IN,1,1| =
∣∣∣∣∣
∫ ∞
0
f(N + 12 + iy)
1
e−2ipi(N+
1
2+iy) − 1 dz
∣∣∣∣∣
=
∣∣∣∣∫ ∞0 f(N + 12 + iy) 1e2piy + 1 dz
∣∣∣∣
≤
∫ ∞
Y
|f(N + 12 + iy)|
e2piy + 1 dy +
∫ Y
0
f(N + 12 + iy)| dy
≤ C
∫ ∞
Y
e−(2pi−b)y dy +
∫ Y
0
f(N + 12 + iy)| dy par (1.3.10).
Maintenant, soit  un nombre positif. Choisissons Y = Y tel que
C
∫ ∞
Y
e−(2pi−b) dy < 16
ensuite, choisissons N si grand que (en utilisant Théorème 4.3.5 de l’Annexe C)
∫ Y
0
|f(N + 12 + iy)| dy <

16 .
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Nous aurions alors
|IN,1,1| < 8 . (3.2.11)
D’une façon similaire, nous pouvons démontrer que si IN,1,2 dénote l’intégrale de
f(z) 1
e−2ipiz − 1 sur la demi-droite z = −N −
1
2 + iy, 0 ≤ y ≤ ∞, alors
|IN,1,2| < 8 . (3.2.12)
Nous remarquons que la partie horizontale de ΓN,1 dépend de T, mais par (3.2.9)
l’intégrale de f(z) 1
e−2ipiz − 1 sur cette partie tend vers 0 lorsque T → ∞. D’où, par
(3.2.11) et (3.2.12),
∣∣∣∣∣
∫
ΓN,1
f(z) 1
e−2ipiz − 1 dz
∣∣∣∣∣ < 4 pour tout grand T et tout grand N. (3.2.13)
De la même manière, nous pouvons prouver que∣∣∣∣∣
∫
ΓN,2
f(z) 1
e2ipiz + 1 dz
∣∣∣∣∣ < 4 pour tout grand T et tout grand N. (3.2.14)
En utilisant (3.2.13) et (3.2.14) dans (3.2.8), nous concluons que
∫ →∞
→−∞
f(x) dx =
∞∑
ν=−∞
f(ν)
si f est une fonction entière de type exponentiel b < 2pi qui est intégrable au sens de
Cauchy sur l’axe réel. D’où, si f est de type exponentiel < 2σ, alors
∫ →∞
→−∞
f(x) dx =
∞∑
ν=−∞
f
(
νpi
σ
)
.
Cette démonstration du Théorème 3.2.1 est différente de celle donnée par Frappier
et Rahman [4]. Elle est tirée de [10].
Le résultat suivant (voir [9] ; voir aussi [7] et [8]) contient la formule de quadrature
pour les fonctions entières de type exponentiel qui est l’analogue de celle donnée par
Turán dans le Théorème 1.2.2 et de la formule du Théorème 2.2.1.
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Théorème 3.2.2. Soient m un entier positif impair et σ > 0. De plus, soit a0,0 = 1 et
pour m > 1, 0 ≤ µ ≤ m− 1 on définit aµ,m−1 par
Qm(z) :=
(m−1)/2∏
µ=1
(
1 + z
2
µ2
)
=
m−1∑
µ=0
aµ,m−1zµ.
Alors ∫ →∞
→−∞
f(x) dx = pi
σ
(m−1)/2∑
µ=0
1
(2σ)2µ a2µ,m−1
∞∑
ν=−∞
f (2µ)
(
νpi
σ
)
(3.2.15)
est valide pour toute fonction entière de type exponentiel τ plus petit que (m + 1)/σ
si l’intégrale à gauche (prise au sens de Cauchy) et les (m + 1)/2 séries à droite sont
convergentes.
Si f(z) := sin
m σz
z
(1− cosσz), alors
∫ →∞
→−∞
f(x) dx =
(
m
m+1
2
)
tandis que
(m−1)/2∑
µ=0
1
(2σ)2µ a2µ,m−1
∞∑
ν=−∞
f (2µ)
(
νpi
σ
)
= 0. Ainsi, τ = (m + 1)σ n’est pas admissible
dans le Théorème 3.2.2.
Remarque
Olivier et Rahman [9, Théorème 2] démontrent aussi que si f ∈ L1(−∞,∞), alors
∫ ∞
−∞
f(x) dx = pi
σ
(m−1)/2∑
µ=0
1
(2σ)2µ a2µ,m−1
∞∑
ν=−∞
f (2µ)
(
νpi
σ
)
(3.2.16)
non seulement pour les fonctions entières de type exponentiel plus petit que (m + 1)σ
mais aussi pour celles d’ordre 1 et de type (m+ 1)σ.
Il a été démontré par Rahman et Schmeisser [10] qu’il était superflu d’exiger que les
séries dans (3.2.1) et les (m+ 1)/2 séries dans (3.2.15) soient convergentes.
Chapitre 4
Annexes
4.1 Annexe A : Polynômes de Legendre
4.1.1 Définition
Les polynômes de Legendre peuvent être définis par
Pn(0) := 1 si n = 0 et Pn(x) := 12nn!D
n(x2 − 1)n si n = 1, 2, 3, . . . .
Ici Dn est la nième dérivée par rapport à x. Cette représentation est appelée "Formule
de Rodrigues".
4.1.2 Orthogonalité des polynômes de Legendre
Les polynômes de Legendre sont des polynômes orthogonaux sur (-1,1), dans le sens
que ∫ 1
−1
Pm(x) · Pn(x) dx = 0 (m 6= n) .
Pour simplifier les calculs, on pose
fn(x) := Dn(x2 − 1)n (n = 0, 1, 2, . . . ) .
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Pour 0 ≤ m < n, on a
Im,n =
∫ 1
−1
fm(x) · fn(x)dx
= [Dm(x2 − 1)m ·Dn−1(x2 − 1)n]1−1
−
∫ 1
−1
Dm+1(x2 − 1)m ·Dn−1(x2 − 1)ndx
= −
∫ 1
−1
Dm+1(x2 − 1)m ·Dn−1(x2 − 1)ndx
= (−1)n −
∫ 1
−1
D2m(x2 − 1)m ·Dn−m(x2 − 1)ndx
= (−1)n (2m)!
m! [F (1)− F (−1)] ,
où F (x) := Dn−m−1[(x2 − 1)n] qui a un zéro de multiplicité au moins 1 au point -1 et
au point 1. Donc ∫ 1
−1
fm(x) · fn(x)dx = 0 (0 ≤ m < n) .
Mais
∫ 1
−1 fn(x) · fm(x)dx =
∫ 1
−1 fm(x) · fn(x)dx pour tout m et n ;
donc, en fait, on a
∫ 1
−1 fm(x) · fn(x)dx = 0 si m 6= n .
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4.1.3 Norme des polynômes de Legendre
Calculons à présent :
∫ 1
−1
fn(x) · fn(x)dx =
∫ 1
−1
Dn(x2 − 1)n ·Dn(x2 − 1)ndx
= [Dn(x2 − 1)n ·Dn−1(x2 − 1)n]1−1
−
∫ 1
−1
Dn+1(x2 − 1)n ·Dn−1(x2 − 1)ndx
= −
∫ 1
−1
Dn+1(x2 − 1)n ·Dn−1(x2 − 1)ndx
= (−1)n
∫ 1
−1
D2n(x2 − 1)m ·D0(x2 − 1)ndx
= (−1)n2n(2n− 1) . . . 2.1
∫ 1
−1
(x2 − 1)ndx
= (2n)!
∫ 1
−1
(x2 − 1)ndx
= (2n)! 2
∫ 1
0
(1− x2)ndx
= 2(2n)!
∫ pi
2
0
cos2n θ cos θdθ
= 2(2n)!
∫ pi
2
0
cos2n+1 θdθ
= 2(2n)!
Γ(12)Γ(n+ 1)
2Γ(2n+32 )
= 22n(n!)2 22n+ 1 .
Ainsi, on a ∫ 1
−1
Pn(x)2dx =
2
2n+ 1 .
4.1.4 Décomposition d’un polynôme quelconque en polynômes
de Legendre
Soit
fn(x) =
n∑
ν=0
an,νx
ν pour n = 1, 2, 3, . . . .
La propriété d’orthogonalité (4.1.1) nous permet d’exprimer un polynôme
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p(x) := ∑nν=0 pνxν de degré n comme une combinaison linéaire des polynômes fn :
p(x) = λnfn(x) + · · ·+ λνfν(x) + · · ·+ λ0f0,
et donc comme une combinaison linéaire des polynômes P0, P1, . . . , Pn.
En effet, on a
p(x) = pn
an,n
fn(x) +
(
pn−1 − pnan,n−1
an,n
)
xn−1 + · · ·+
(
pν − pn an,ν
an,n
)
xν
+ · · ·+
(
p0 − pn an,0
an,n
)
= pn
an,n
fn(x) +
1
an−1,n−1
(
pn−1 − pnan,n−1
an,n
)
fn−1(x)
+ un polynôme de degré ≤ n− 2
= etc.
4.1.5 Équation différentielle dont Pn est une solution
Rappelons la formule de Leibnitz :
Dn(fg) =
n∑
ν=0
(
n
ν
)
Dν(f)Dn−ν(g).
On pose
Un(x) := (x2 − 1)n,
Donc, on a
fn(x) = Dn(Un(x)),
Dérivons Un(x), on obtient
U ′n(x) = 2nx(x2 − 1)n−1,
soit encore :
(x2 − 1)U ′n(x) = 2nxUn(x).
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Dérivons les deux côtés de cette équation n+1 fois. En appliquant la formule de Leibnitz
au membre de gauche, on obtient
Dn+1[(x2 − 1)U ′n(x)] =
n+1∑
ν=0
(
n+ 1
ν
)
Dν [(x2 − 1)]Dn+1−ν [U ′n(x)],
= (x2 − 1)Dn+2Un(x) + 2xDn+1Un(x) + n(n+ 1)DnUn(x),
De même une application de la formule de Leibnitz au membre de droite donne
Dn+1[2nxUn(x)] = 2nxDn+1Un(x) + 2n(n+ 1)DnUn(x),
Finalement, en égalant les deux membres, on aboutit à l’équation différentielle suivante :
(1− x2)Dn+2Un(x)− 2xDn+1Un(x) + n(n+ 1)DnUn(x) = 0.
ce qui signifie que fn satisfait à l’équation différentielle
(1− x2)f ′′n(x)− 2xf ′n(x) + n(n+ 1)fn(x) = 0.
4.1.6 Une propriété extrémale de Pn
On note P∗n(x) le polynôme de Legendre de degré n, dont le coefficient de xn est
égal à l’unité.
Théorème 4.1.1. Parmi tous les polynômes de degré n ayant pour coefficient de xn
l’unité, celui qui minimise
∫ 1
−1 |pn(x)|2dx est le polynôme P∗n(x).
Preuve. En effet, considérons un polynôme quelconque p(x) de degré n ayant 1 pour
coefficient de xn. Décomposons-le selon une combinaison linéaire de polynômes de Le-
gendre, on obtient
p(x) = P∗n(x) +
n∑
k=1
λkP∗n−k(x),
alors
∫ 1
−1
|p(x)|2dx =∫ 1
−1
[P∗n(x) + λ1P∗n−1(x) + λ2P∗n−2(x) + · · · ][P∗n(x) + λ1P∗n−1(x) + λ2P∗n−2(x) + · · · ] dx,
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et compte tenu de l’orthogonalité des polynômes de Legendre, on a
∫ 1
−1
|p(x)|2dx =
∫ 1
−1
[(P∗n(x))2 + |λ1|2(P∗n−1(x))2 + +|λ2|2(P∗n−2(x))2 + · · · ]dx,
≥
∫ 1
−1
[(P∗n(x))2]dx.
4.1.7 Propriétés des zéros du polynôme de Legendre
Les zéros de Pn, n ≥ 1 sont tous simples et se retrouvent dans l’intervalle ouvert
(-1,1).
Si Pn(x) était de même signe pour tout x dans (-1,1), disons positif, alors∫ 1
−1 P0(x)Pn(x) dx =
∫ 1
−1 1 · Pn(x) dx > 0, ce qui contredit l’orthogonalité∫ 1
−1 Pm(x)Pn(x) dx = 0 pour m 6= n. Donc, il existe un point x1 ∈ (−1, 1) tel que
Pn(x1) = 0. Supposons que x2 est un zéro multiple de Pn. Alors, Pn(x)(x−x2)2 est un polynôme
de degré n− 2 et donc
0 =
∫ 1
−1
Pn(x)
(x− x2)2 · Pn(x) dx =
∫ 1
−1
{
Pn(x)
(x− x2)
}2
dx > 0
ce qui est une contradiction. Donc Pn ne peut pas avoir un zéro multiple, c’est-à-dire
que les zéros de Pn sont tous simples. Supposons maintenant que Pn possède exactement
j zéros x1, . . . , xj dans (-1,1). Alors
Pn(x)(x− x1) · · · (x− xj) = g(x)(x− x1)2 · · · (x− xj)2,
où g est un polynôme de degré n − j qui ne change pas de signe dans (-1,1). Donc si
j < n, on aurait
0 =
∫ 1
−1
(x− x1) · · · (x− xj)Pn(x) dx =
∫ 1
−1
g(x)(x− x1)2 · · · (x− xj)2 dx 6= 0.
Cette contradiction montre que j ≥ n. Puisque j > n est impossible, il faut que j soit
égal à n.
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4.1.8 Les polynômes de Jacobi
Pour tout α > 1 et tout β > 1, il existe pour chaque n ∈ {0, 1, 2, . . .} un polynôme
P(α,β)n tel que
P(α,β)n (1) =
Γ(n+ α + 1)
Γ(n+ 1)Γ(α + 1)
et ∫ 1
−1
(1− x)α(1 + x)βPm(x)Pn(x) dx = 0 , m 6= n.
Les sélections spéciales suivantes de α et β portent des noms spéciaux.
• α = 0, β = 0 : Polynômes de Legendre,
• α = −12 , β = −12 : Polynômes de Chebyshev (de première espèce),
• α = 12 , β = 12 : Polynômes de Chebyshev (de seconde espèce),
• α = β : Polynômes ultrasphériques.
Le polynôme P(α,β)n satisfait à l’équation différentielle suivante :
(1− x2)y′′ + {(β − α)− (α + β + 2)x}y′ + n(n+ α + β + 1)y = 0.
Les zéros de P(α,β)n sont tous simples et se trouvent dans l’intervalle ouvert (-1,1).
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4.2 Annexe B : Interpolation de Lagrange par des
polynômes
Nous allons commencer en rappelant les deux lemmes dont nous aurons besoin dans
cette section.
Soit Pk l’ensemble de tout polynôme p(z) := ∑kj=0 ajzj de degré au plus k. Considé-
rons n points distincts z1, z2, . . . , zn, dans C et w1, w2, . . . , wn, des nombres complexes
distincts ou non. Alors il existe un unique polynôme p ∈ Pn−1 tel que
p(zν) = wν (ν = 1, 2, . . . , n) . (4.2.1)
Ce résultat sur l’interpolation polynomiale est obtenu par la règle de Cramer, qui
s’énonce comme suit
Lemme 1. Soit A = (aij) une matrice n × n non singulière, c’est à dire que son
déterminant |A| est non nul. Alors le système d’équations linéaires
a11ζ1 + a12ζ2 + · · ·+ a1nζn =w1
...
an1ζ1 + an2ζ2 + · · ·+ annζn =wn
 (4.2.2)
où les ζν sont les inconnues, possède une solution unique. Cette solution est donnée par
ζν =
|A(ν)|
|A| (ν = 1, 2, . . . , n) (4.2.3)
où A(ν) est la matrice obtenue en remplaçant la νème colonne de A par le vecteur
~ω = (ω1, ω2, . . . , ωn)T .
Pour appliquer le lemme 1, il est important de vérifier si le déterminant |A| est non
nul. Cependant le calcul de ce déterminant peut être difficile mais tout ce qui compte
c’est qu’il soit non nul. Ceci peut être décidé à l’aide du lemme suivant :
Lemme 2. Une condition nécessaire et suffisante pour l’existence des nombres ζ1, ζ2, . . . , ζn,
pas tous nuls, satisfaisant le système d’équations suivant :
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a11ζ1 + a12ζ2 + · · ·+ a1nζn =0
...
an1ζ1 + an2ζ2 + · · ·+ annζn =0
 (4.2.4)
est que |A| = |ajk|n×n = 0. Autrement dit, |ajk| 6= 0 si et seulement si le système
homogène (4.2.2) n’est satisfait que pour ζ1 = · · · = ζn = 0.
4.2.1 Interpolation de Lagrange
On peut utiliser (4.2.3) afin de déterminer le polynôme p de degré au plus n − 1
qui satisfait la propriété d’interpolation (4.2.1). Mais il est plus facile d’écrire p sous la
forme
p(z) =
n∑
ν=1
wν`ν(z),
où `ν est le polynôme de degré n− 1 qui satisfait
`ν(zµ) =
 1 si µ = ν,0 sinon.
On pose ψ(z) := ∏nµ=1(z − zµ), alors
`ν(z) =
1
ψ′(zν)
ψ(z)
(z − zν) (ν = 1, 2, . . . , n).
Ainsi
p(z) =
n∑
ν=1
wν
ψ′(zν)
ψ(z)
(z − zν) =
n∑
ν=1
p(zν)
ψ′(zν)
ψ(z)
(z − zν) .
4.2.2 Interpolation d’Hermite par des polynômes
Soient α1, . . . , αn un ensemble de n entiers positifs. Le problème consiste à trouver
le plus petit N tel que pour tout ensemble de n points distincts z1, . . . , zn dans le plan
complexe et α1 + · · ·+ αn des valeurs arbitrairement prescrites
wν,0, . . . , wν,αν−1 (ν = 1, . . . , n),
il existe un polynôme p(z) := ∑Nν=0 aνzν de degré ≤ N satisfaisant au système suivant :
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p(j)(z1) =w1,j (j = 0, . . . , α1 − 1)
...
p(j)(zn) =wn,j (j = 0, . . . , αn − 1)
 (4.2.5)
Ce système contient α1 + · · ·+ αn équations à N + 1 inconnues a0, . . . , aN .
Afin d’appliquer le lemme 1, on doit poser N = α1 + · · ·+αn− 1 et vérifier par la suite
si le déterminant |A| de la matrice correspondante est non nul. Dans ce cas, calculer ce
déterminant est un travail formidable, mais le lemme 2 nous facilite beaucoup la tâche.
On a seulement besoin de montrer que si p ∈ PN , N = α1 + · · ·+ αn − 1, et
p(j)(zν) = 0 (j = 0, . . . , α1 − 1; ν = 1, . . . , n), (4.2.6)
alors p doit être identiquement nul. C’est trivial puisque (4.2.6) implique que p possède
des zéros de multiplicité α1, . . . , αn en z1, . . . , zn respectivement. Ainsi, le déterminant
de la matrice correspondante au système (4.2.5) de N = α1 + · · · + αn − 1 équations
ayant N + 1 inconnues (les coefficients du polynôme d’interpolation p de degré au plus
N) est non nul. Donc, par le lemme 1, le système possède une solution unique.
Afin de trouver une formule pour le polynôme p de degré au plus N := α1 + · · ·+αn,
satisfaisant (4.2.5), essayons de déterminer pour tout µ ∈ {1, . . . , n} et k ∈ {0, . . . , αµ−
1}, le polynôme fondamental `ν,k de degré N tel que
`
(j)
ν,k(zµ)=

1 si µ = ν et j = k,
0 si µ = ν et j ∈ {0, . . . , αν − 1}\{k},
0 si µ 6= ν et j = 0, . . . , αν − 1.
On pose
ψ(z) :=
n∏
µ=1
(z − zµ)αµ ;
alors on a
`ν,k(z) =
ψ(z)
(z − zν)αν ϕ(z),
où ϕ est un polynôme de degré αν − 1. Développons ϕ(z) en série de puissances de
z − zν . En utilisant le fait que `(j)ν,k(z) = 0 pour j = 0, . . . , k − 1, nous pouvons écrire
ϕ(z) = λk(z − zν)k + · · ·+ λαν−1(z − zν)αν−1,
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de sorte que
`ν,k(z) =
ψ(z)
(z − zν)αν [λk(z − zν)
k + · · ·+ λαν−1(z − zν)αν−1]
= bk(z − zν)k + bk+1(z − zν)k+1 + · · · .
Puisque
`
(j)
ν,k(zν)=
 1 si j = k,0 si j ∈ {0, . . . , αν − 1}\{k},
nous devons avoir
bk = 1k! et bl = 0 pour l ∈ {k, . . . , αν − 1}\{k}.
(On note que si k = αν − 1, alors l’ensemble pour lequel bl = 0 est vide). Ainsi
λk + · · ·+ λαν−1(z − zν)αν−k−1 =
{
1
k! + bαν (z − zν)
αν−k + · · ·
}
(z − zν)αν
ψ(z) . (4.2.7)
La fonction (z − zν)αν/ψ(z) est holomorphe dans le plus grand disque |z − zν |<ρ,
qui ne contient aucun des autres zµ. Elle est ainsi définie à l’intérieur de ce disque par
une série de puissances, par exemple c0 + c1(z − zν) + c2(z − zν)2 + · · · , où
c` :=
1
`!
[
d`
dz`
{
(z − zν)αν
ψ(z)
}]
z=zν
(` = 0, 1, 2, . . . ).
Puisque le membre de gauche de (4.2.7) est un polynôme de degré αν − k − 1, on doit
avoir
λk + · · ·+ λαν−1(z − zν)αν−k−1 =
1
k!
{
c0 + c1(z − zν) + · · ·+ cαν−k−1(z − zν)αν−k−1
}
=
αν−k−1∑
`=0
1
`!
[
d`
dz`
{
(z − zν)αν
ψ(z)
}]
z=zν
(z − zν)`.
D’où pour tout ν ∈ {1, . . . , n} et k = 0, . . . , αν − 1, on peut représenter le polynôme
fondamental `ν,k sous la forme suivante :
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`ν,k(z) = ψ(z)(z − zν)k−αν × 1
k!
αν−k−1∑
`=0
1
`!
[
d`
dz`
{
(z − zν)αν
ψ(z)
}]
z=zν
(z − zν)`. (4.2.8)
D’où le résultat suivant :
Théorème 4.2.1. Soient z1, z2, . . . , zn n points distincts et α1, α2, . . . , αn n entiers
positifs. On considère la fonction ψ(z) := ∏nµ=1(z − zµ)αµ. Pour ν ∈ [0, . . . , αν ] et
k=0, . . . , αν − 1, on définit `ν,k(z) par (4.2.8). Alors l’unique polynôme p de degré au
plus α1, . . . , αn − 1, satisfaisant à la condition d’interpolation (4.2.8), est donné par
p(z) =
α1−1∑
k=0
w1,k `1,k(z) + · · ·+
αν−1∑
k=0
wν,k `ν,k(z) + · · ·+
αn−1∑
k=0
wn,k `n,k(z) (4.2.9)
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4.3 Annexe C : Fonctions entières de type exponen-
tiel
4.3.1 L’ordre et le type d’une fonction entière
Étant donnée une fonction entière f , posons
M(r) = Mf (r) := max|z|=r |f(z)| (r ≥ 0).
Sauf dans le cas où f est une constante de valeur absolue ≤ 1, l’ordre ρ de f est défini
par
ρ := lim sup
r→∞
log logM(r)
log r .
Par convention, l’ordre d’une constante c tel que |c| ≤ 1 est égal à 0. Si l’ordre ρ d’une
fonction entière f est positif et fini alors le type T de f est défini par
T := lim sup
r→∞
logM(r)
rρ
.
4.3.2 Fonctions entières de type exponentiel
Une fonction entière f est dite de type exponentiel τ si pour tout  > 0, il existe
K() tel que
|f(z)| < K() e(τ+)|z| (z ∈ C).
La classe des fonctions entières de type exponentiel τ comporte les fonctions d’ordre 1
et de type T ≤ τ ainsi que les fonctions d’ordre ρ < 1.
Il est clair que t(z) = ∑nν=−n aν eiνz est une fonction entière de type exponentiel n.
Ainsi, un polynôme trigonométrique est la restriction d’une fonction entière de type
exponentiel, sur l’axe réel.
Si f est une fonction entière de type exponentiel τ périodique, de période 2pi, alors
elle est de la forme
f(z) =
n∑
ν=−n
aν e
iνz (n = bτc) .
Tout polynôme trigonométrique est borné sur l’axe des réels, mais une fonction
entière de type exponentiel qui n’est pas périodique n’est pas nécessairement bornée.
Nous citons quelques exemples de fonctions entières de type exponentiel qui ne sont pas
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périodiques.
(i) Pour tout polynôme p non identiquement nul et tout τ > 0, la fonction entière
f(z) := p(z) sin(τz) est de type exponentiel τ .
(ii) Pour tout τ > 0, la fonction entière f(z) := sin(τz)
z
est de type exponentiel τ .
(iii) Pour tout τ > 0, la série 1 + ∑∞n=1( eτn )nzn définit une fonction entière de type
exponentiel τ .
(iv) Pour tout τ > 0 et tout d ∈ (0, pi2τ ], le produit
∏∞
n=0
(
1− z2(npiτ +d)2
)
définit une
fonction entière de type exponentiel τ .
(v) Pout tout α > 1, le produit ∏∞n=1 (1− n−αz) définit une fonction entière d’ordre
1
α
(< 1), et donc de type exponentiel zéro.
La fonction en (i) est bornée sur l’axe réel si et seulement si p est une constante ;
celle en (ii) est bornée sur l’axe réel ; tandis que celle en (iii) n’est pas bornée sur l’axe
réel ; en (iv) la fonction n’est pas bornée sur l’axe réel pour d ∈ (0, pi2τ ), elle est bornée
pour d = pi2τ . La fonction en (v) n’est pas bornée sur l’axe réel. En effet, une fonction
entière de type exponentiel zero ne peut pas être bornée sur n’importe quelle ligne, à
moins quelle soit une constante.
Les deux résultats suivants sont très importants dans l’étude des fonctions entières
de type exponentiel.
Théorème 4.3.1. Soit f une fonction entière de type exponentiel tel que |f(x)| ≤ M
sur l’axe réel et hf (pi/2) := lim sup
r→∞
log |f(iy)|
y
= c. Alors
|f(z)| ≤M ecy (z = x+ iy,−∞ < x <∞, 0 < y <∞).
Théorème 4.3.2. (M. L. Catwright) Soit f une fonction entière de type exponentiel
b < pi, c’est-à-dire que pour tout  > 0, il existe une constante K() telle que
|f(z)| < K() e(b+)|z| (z ∈ C).
Supposons de plus que |f(n)| ≤M pour tout n ∈ Z. Alors
|f(x)| ≤
[
4 + 2e log
(
pi
pi − b
)]
M (x ∈ R).
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En particulier si M = 0, c’est-à-dire que f(n) = 0 pour n = 0, 1, 2, . . . , alors f(x) = 0
pour tout x ∈ R et donc f(z) ≡ 0.
Ce résultat a été généralisé par Duffin et Schaeffer comme suit
Théorème 4.3.3. (Duffin et Schaeffer) Soit f une fonction entière de type exponentiel
b < pi. Si {λn} est telle que λn+1 − λn ≥ 2δ > 0, |n− λn| ≤ 12 , n = 0, 1, 2, . . . ,
et {f(λn)} est bornée, alors f(x) est bornée pour x > 0. Si f(λn)→ 0, alors f(x)→ 0
lorsque x→∞.
Théorème 4.3.4. (Théorème d’unicité de Carlson) Si f est une fonction entière de
type exponentiel < pi tel que f(n) = 0 pour n = 0, 1, 2, . . . , alors f(z) ≡ 0.
Deux fonctions entières de type exponentiel < pi prenant les mêmes valeurs en tous
les entiers doivent être égales. Ceci n’est pas vrai si on remplace la condition < pi par
≤ pi ; la fonction sin piz est d’ordre 1 et de type pi , elle s’annule en tous les entiers mais
elle n’est pas identiquement nulle.
Une généralisation du théorème de Carlson est la suivante : Si f est une fonction
entière qui satisfait
f(z) = o(epi|z|), (4.3.1)
et f(n) = 0 pour n = 0, 1, 2, . . . , alors f(z) ≡ 0.
On peut démontrer [5] que si f est de type exponentiel pi et f(x) → 0 lorsque
x → ±∞ , alors (4.3.1) est satisfaite. Il est connu [1] que si f est une fonction entière
de type exponentiel tel que
∫∞
−∞ |f(x)|p dx <∞ pour un p > 0, alors f(x)→ 0 lorsque
x→ ±∞.
On peut trouver les théorèmes 4.3.1, 4.3.2, 4.3.3, et 4.3.4 dans [1].
La conclusion ”f(x) → 0 lorsque x → ±∞” est vraie aussi pour toute fonction
entière de type exponentiel pour laquelle
∫∞
−∞ f(x) dx existe au sens de Cauchy [4].
En particulier si f est de type exponentiel pi et elle est ou bien intégrable au sens de
Cauchy ou bien intégrable au sens de Lebesgue, alors (11) est satisfaite. Alors, on peut
dire qu’une fonction entière de type exponentiel pi et appartenant à L1(−∞,∞) est
complètement déterminée par ces valeurs en tous les entiers.
Par le résultat de P. Montel (voir [1,Théorème 1.4.9] ) si f(z) est holomorphe et
bornée dans la demi-bande
{z = x+ iy : x > b, y1 < y < y2}
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et f(z)→ a lorsque x→∞ pour y = y3 ∈ (y1, y2), alors f(z)→ a uniformément pour
y1 + δ ≤ y ≤ y2 − δ, δ > 0.
De là, nous sommes en mesure de citer un autre résultat [1,Théorème 6.2.8] qui est
utilisé au Chapitre 3.
Théorème 4.3.5. Soit f une fonction entière de type exponentiel et supposons que
f(x) → 0 lorsque x → ∞. Alors f(x + iy) → 0 lorsque x → ∞ pour chaque y fixé et
d’où ( par le résultat de Montel précédent ) f(x+ iy)→ 0 uniformément sur n’importe
quel intervalle borné.
42
4.4 Annexe D : L’article de P. Turán








Conclusion
Dans son article intitulé “On the theory of the mechanical quadrature”, Turán [12]
a fait appel à des résultats déjà démontrés par D. Jackson [6]. En effet, Turán utilise
le polynôme pin,∗ dont Jackson a prouvé l’existence et l’unicité. À son tour, l’article de
Turán a été une véritable source d’inspiration pour plusieurs recherches dont le présent
mémoire.
En premier lieu, nous avons énoncé et démontré la formule originale de Gauss pour
les polynômes. Ensuite, nous avons détaillé l’article de Turán pour mieux comprendre et
expliquer son point de vue, ce qui nous a conduit à passer aux formules analogues pour
les polynômes trigonométriques. Ce deuxième chapitre a mis en exergue l’analogie qui
existe entre les formules de quadrature pour les polynômes et celles pour les polynômes
trigonométriques. Dans le troisième chapitre, nous avons donné une généralisation de
la formule de quadrature pour les fonctions entières de type exponentiel. Compte-tenu
des résultats obtenus, nous étions en mesure de donner une preuve de la formule de
quadrature pour les fonctions entières analogue à celle de Turán, différente de celle déjà
faite par Frappier et Rahman ; cette preuve a été inspirée de l’article de Rahman et
Schmeisser [10]. Pour compléter ce mémoire, nous avons inclus trois annexes comprenant
plusieurs notions de base pour aider le lecteur à mieux comprendre ce travail ainsi qu’un
quatrième annexe contenant l’article de Turán en question.
Ce mémoire a donc mis en évidence l’article de Turán en présentant aussi plusieurs
résultats connexes, notamment, les formules de quadrature des fonctions entières de
type exponentiel, leurs analogues pour les polynômes et pour les polynômes trigonomé-
triques.
En conclusion, il serait intéressant de citer d’autres travaux reliés à ce sujet. Entre
autres, C. Frappier et P. Olivier, dans leur article intitulé “A quadrature formula invol-
ving zeros of Bessel functions”, ont étudié une formule de quadrature pour les fonctions
entières de type exponentiel en considérant comme noeuds les zéros de la fonction de
Bessel de première espèce d’ordre α. Ils ont donné une généralisation de ce résultat ainsi
que démontré l’unicité de ces zéros. Nous citons aussi l’article de Grozev et Rahman,
dans lequel, ils ont simplifié les conditions imposées pour la validité de la formule de
quadrature, en donnant quelques applications. Cependant, la complexité du sujet laisse
entrevoir de vastes avenues à explorer et une étude approfondie du sujet est facilement
envisageable.
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