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   Classroom testing has historically been viewed as a method to evaluate 
knowledge. However, a growing body of literature underscores the idea that testing can 
be used for more than just assessing students competencies. In fact, the act of taking a test 
itself has proven to provide meaningful effects on learning and long-term retention. The 
idea that repeated testing enhances long-term retention has been dubbed the testing effect. 
In a variety of settings, research has established that compared to rereading or reviewing, 
practicing retrieval through repeated testing leads to poorer performance on immediate 
tests but superior long-term memory on delayed tests. To date, the testing effect has not 
been examined in conjunction with student-generated materials, such as lecture note 
taking. Lecture note taking is ubiquitous in postsecondary education, and students view it 
as an important classroom activity.  Note taking, however, is a very complicated and 
multi-faceted process, which often leads students to take poor or incomplete notes. 
Professors have recognized this difficulty and begun providing their own, more 
completed, elaborated, and well organized notes to students in an effort to compensate for 
their incomplete notes. This dissertation examined whether repeated recall is superior to 
repeated review for the retention of information when students study their own notes vs. 
the instructor’s notes.   
 A sample of 117 undergraduate students watched a recorded lecture while half of 
them took notes, and the other half received the instructor’s notes. Students then studied 
the notes through repeated review or repeated recall before taking either an immediate or 
final test on the materials. The independent variables included note-taking (own notes vs. 
	  
instructor’s notes), review (repeated rereading/reviewing vs. repeated recall/testing), and 
time of test (immediate vs. delayed). The dependent variables included total test score, 
performance on memory items, and performance on inference items.  
 Results of this study did not find a testing effect. Rather, the outcome found a 
significant main effect for time of test across dependent variables (memory items, 
inference items, total test score), indicating that students performed better on the 
immediate test than the delayed test. There was a significant study method x time of test 
interaction, demonstrating that students’ in the review condition performed better on the 
immediate than the delayed test but only on memory items.  No significant interaction 
was found for the recall condition. There was also a trend for students to perform better 
on memory items when they repeatedly reviewed rather than recalled the instructor’s 
provided notes, however the method x notes interaction did not reach conventional levels 
of significance. Differences between the results of this study and those from other testing 
effect research are hypothesized to be due to the repetitive and lengthy of nature of this 
experiment and the lack of student interest and motivation. Future research should 
continue to explore the testing effect in conjunction with note taking.  
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CHAPTER I: INTRODUCTION 
 Students widely embrace taking notes, viewing it as a useful learning strategy 
while attending to lecture presentations (Armbruster, 2009; Kiewra, 1987). Given that 
lecturing is the primary instructional method in postsecondary education (Wirt et al., 
2001), note-taking has remained an indispensible tool for students. Notes serve as a 
means to encode information, and subsequently provide an opportunity to process and 
review material. Thus, note-taking has two primary functions, encoding and external 
storage for later review. Also, research on note-taking indicates that it is an effective 
study strategy, and both taking notes (encoding) and reviewing notes (external storage) 
are associated with increased academic performance outcomes (e.g. Armbruster, 2009; 
Fischer & Harris, 1973; Kiewra, 1985; Kobayashi, 2006; Peverly, Brobst, Graham, & 
Shaw, 2003; Peverly et al., 2007).   
 Studies examining the impact of note-taking on exam performance have 
demonstrated that students learn both while they take notes and while they review notes 
(Piolat, Olive, & Kellogg, 2005).  The encoding function of note-taking, or the act of 
transcribing notes, engages learners, requiring them to attend to a lecture and encourages 
them to build connections among lecture content while simultaneously integrating prior 
knowledge.  Encoding thereby facilitates the initial storage and processing of information 
in memory.  Note-taking, however, is a very cognitively demanding task, which can 
impede one’s ability to fully integrate and deeply process information (Armbruster, 2009; 
DiVesta & Gray, 1972; Kiewra, 1987; Peverly, Marcelin & Kern, 2014; Piolat, Olive, & 
Kellogg, 2005).  It comes as no surprise then that most students take notes with the intent 
of using them for later review.  The act of review contributes to the external storage 
function of note-taking, enhancing learning through further review and generative 
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processing (Anderson & Armbruster, 1984; Armbruster, 2009; Kiewra 1985; Kobayashi, 
2006).   
A great deal of research has been done to determine which of these two 
components is most related to successful student outcomes.  In a meta-analysis 
comparing students who were allowed to take notes to those were not, Kobayashi (2005) 
found a positive, but moderate effect size for encoding alone (.26).  When comparing 
students who took and reviewed notes to those who had not, and/or those who were able 
to only mentally review notes, Kobayashi’s meta-analyses (2006) yielded a much larger 
effect size (.75).  Simply put, students who review their notes are more likely to perform 
better on exams than those who do not.  Given that the notes students take are relatively 
unelaborated, these results are not unexpected.  Review, therefore, compensates for the 
lack of integration during note taking.  Taken together, findings indicate that the external 
storage function substantially heightens the value of note-taking (Armbruster, 2009; 
Kiewra et al., 1991; Kobayashi, 2006).          
Note-taking is a very involved and multifaceted process, implicating a number of 
cognitive components.  The literature that has explored the underlying cognitive variables 
associated with lecture note-taking has indicated that handwriting speed, language 
comprehension and sustained attention are all pertinent components (Armbruster, 2009; 
Peverly et al., 2007; Peverly, Vekaria, Reddington & Sumowski, Johnson, & Ramsay, 
2013; Peverly, Garner, & Vekaria, 2014; Piolat, Olive, & Kellogg, 2005).  Research on 
the relationship between verbal working memory and note-taking quality has been 
inconsistent, with some research indicating that it is a significant component, (Kiewra, 
1987; Kiewra & Benton, 1988), and others finding the contrary (Cohn, Cohn, & Bradley, 
1995; Peverly et al., 2007; Peverly et al., 2013; Peverly, Garner, & Vekaria, 2014).  The 
inconsistencies are most likely a result of the variety of measures used to evaluate 
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working memory (Peverly et al., 2007).  In addition, background knowledge has been 
implicated in text note-taking, with background knowledge being a significant predictor 
of performance on memory and inference multiple choice items (Peverly & Sumowski, 
2012).  The cognitive complexity that characterizes the act of encoding could therefore 
make note-taking difficult for students.  This can result in incomplete, disorganized and 
unelaborated notes.  The act of reviewing therefore provides students with the 
opportunity to more fully integrate, conceptualize and memorize information.    
In an effort to compensate for poor note-taking and aid in review, instructors can 
give students their notes, which are typically much more complete.  Students who have 
access to an instructor’s complete and well-organized notes, appear to do relatively better 
on delayed exams than those who review their own personal notes (Kiewra, DuBois, 
Christian, & McShane, 1988).  Despite the relative efficacy of teacher provided notes, 
these are not always available, and students must rely on their own notes.  Regardless of 
whether students take their own notes or review instructor’s notes, they still need to study 
their notes.  Research indicates that passive studying techniques such as rereading and 
underlining are surprisingly common.  Tomes (2011), for example, tracked students 
studying behaviors and reported passive techniques as more prevalent than active.  
Rereading, the most common study strategy, accounted for 45% of studying behaviors.  
Additional research reported that 84% of college students’ preferred method of studying 
as repeated rereading (Karpicke et al., 2009).  Despite their popularity, Tomes (2011) 
found that passive reading techniques were negatively correlated with student test grades 
and overall course GPA.  Conversely, active strategies, including quizzing and self-
testing, creating study guides, writing summaries and drawing diagrams, were positively 
correlated with student test grades and course GPA.  Although demonstrated to be more 
effective, these techniques were utilized with less frequency, with creating/writing and 
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testing/quizzing accounting for 23% and 12% of study behaviors, respectively. It is 
reasonable to assume that more active study methods result in increased understanding, 
conceptualization and memory (King, 1992).  Despite the implications for achievement, 
students frequently appear to be metacognitively unaware of the benefits of active 
studying, especially self-testing and quizzing, on long term retention (Agarwal, Karpicke, 
Kang, Roediger, & McDermott, 2008; Gurung, 2005; Karpicke, Butler, & Roediger, 
2009; Karpicke & Grimaldi, 2012; Perlman, McCann, & Prust, 2007).   
Given that testing is ubiquitous in education, one can deduce that testing has 
important and powerful implications on learning.  Frequent classroom testing indirectly 
enhances learning as it encourages students to continuously study, provides the 
opportunity to learn from feedback on their mistakes, and elucidates areas that require 
continued mastery.  Additionally, the direct effects of testing, or the act of taking a test 
itself, have proven to provide meaningful effects on learning and long-term retention.  
First demonstrated in 1917 by Arthur Gates, the significant effects of tests or repeated 
retrieval relative to repeated review on children’s and adult’s learning has been 
demonstrated repeatedly.  A typical experimental design used to evaluate the efficacy of 
the testing effect includes two groups.  The testing effect group studies the materials in 
one session and in all other sessions, typically three, is given recall tests of the material 
they studied without the opportunity to see the material again.  A restudy control group 
studies the same materials in all four sessions.  After the last testing or study session each 
group receives an immediate recall test and a delayed recall test. Research has shown that 
on immediate tests, the control group performs better than the tested group.  However, on 
delayed recall tests, the literature typically indicates that the testing effect group 
outperforms the control group, thus demonstrating the efficacy of repeated testing.  
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The testing effect has been a hot topic within cognitive and educational 
psychology in the past decade.  Findings have generalized the testing effect from the 
laboratory to educational materials (Butler & Roediger, 2007; Roediger & Karpicke, 
2006a), and real-world classroom environments (McDaniel, Agarwal, Huelser, 
McDermott, & Roediger, 2011; McDaniel, Anderson, Derbish, & Morrisette, 2007).  The 
testing effect has been demonstrated with a variety of materials including paired-
associates (Karpicke & Roediger, 2007; Karpicke & Roediger, 2008), prose passages 
(Agarwal et al., 2008; Einstein, Mullet, & Harrison, 2012; Roediger & Karpicke, 2006a), 
classroom lectures (Butler & Roediger, 2007) and journal articles.  Multiple choice 
testing (McDaniel et al., 2007), cued recall (Butler, Marsh, Goode, & Roediger, 2006) 
and free recall (Kuo & Hirshman, 1996) have all successfully demonstrated the effect, 
amongst elementary (Rohrer, Taylor, & Sholar, 2013; Spitzer, 1939), middle school 
(Glover, 1989; McDaniel et al., 2011; Spitzer, 1939), high school (Nungester & 
Duchastel, 2013), and college students (Glover, 1989; Karpicke & Blunt, 2011).  Thus 
the robustness and utility of the testing effect appears pervasive amongst a wide range of 
circumstances.  Despite all of the research on the testing effect, testing continues to be 
conceptualized by students and teachers as an assessment tool rather than a study aid.   
Research on the testing effect has focused exclusively on materials provided to 
students by the experimenter such as text or paired associates.  Research has not focused 
on student-generated materials such as the notes they take in classes that students use to 
study for tests. Thus, the efficacy of the testing effect has not been evaluated on the 
review (external storage) portion of lecture note-taking.  In an effort to bridge the gap, 
one experiment will be conducted, including two separate groups.  Both groups of 
students will watch a recorded lecture.  In one group, students will be asked to take notes 
during the lecture.  Following, they will be further divided into two subsections, one will 
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repeatedly review and re-read their notes, and the other will be asked to re-read/review 
their notes once and then repeatedly recall their notes on subsequent occasions, without 
the opportunity to review.  Both subsections will have the same number of review/recall 
sessions and both will take a multiple choice and short-answer test immediately after the 
last session, as well as delayed tests a week later.  This portion of the study aims to 
determine the effects of the encoding portion of note taking, and its subsequent influence 
on repeated review, repeated recall and test results.  Historically, students have taken 
their own notes during class. Now, with the prolific use of technology to facilitate lecture 
delivery in today’s classrooms, many instructors now provide students with their notes, 
either in complete or outline form. Research has indicated that the quality of notes is 
positively related to test performance.  Research has also shown that many students are 
poor, incomplete note-takers.  It is therefore important to take into consideration the 
individual differences in note-taking ability, so as to surmise what cognitive traits are 
associated with note-taking. The second group in the experiment will directly parallel the 
first, with one major change.  Rather than taking notes during the lecture, the students 
will all be provided with the experimenter’s lecture notes.  Given that reviewing notes 
generally produces higher achievement that not reviewing (Armbruster, 2009; Kiewra et 
al., 1991; Kobayashi, 2006), and students often take relatively incomplete notes, 
providing the instructors’ more comprehensive and organized notes should most likely 
improve the content students have available for review.  This portion of the study 
therefore intends to determine whether repeated recall is superior to repeated review for 
the short- and long-term retention of information by college students when they study 
their notes vs. the instructor’s notes.    
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 In higher education, the predominant instructional method is lecturing. The 
National Center for Education Statistics reports that 83% of university professors utilize 
lecturing as their main method of instruction (Wirt et al., 2001).  As estimated by 
Armbruster (2009), undergraduate students spend approximately 80% of their time in 
class listening to lectures.  Lecture note-taking is an almost universal activity amongst 
college students (Carrier & Titus, 1979; Kiewra, 1987; Palmatier & Bennett, 1974).  
Palmatier and Bennett (1974) surveyed college students on their frequency of taking 
lecture notes and discovered that 99% of surveyed students take notes.  Another study 
indicated that 100% of undergraduates strongly agreed with the statement, “I almost 
always take notes in class” (as cited by Dunkel & Davy, 1989).  In an ongoing survey of 
undergraduates note-taking behaviors in our lab, 93% of students indicated that they 
often or always take notes in class.  
Professors who teach in a lecture format expect their students to take notes.  A 
study by Landrum (2010) indicated that 83% of the professors surveyed stated that they 
expect their students to take notes.  Note-taking is such a pervasive activity, that students 
record notes without explicit teacher instruction (Williams & Eggert, 2002).  Students 
place great value on note-taking.  Palmatier and Bennett (1974) survey indicated that 
96% of students felt that note-taking was essential to college success.  Similarly, research 
by Hartley and Davies (1978) indicated that both American and International students 
cite note-taking as an important activity.  Our ongoing survey of students note-taking 
behaviors indicates that students feel note-taking is an important activity because it helps 
them to study later, learn the information presented in class, and pay attention.  Students 
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utilize note-taking as they feel it aids them in studying, promotes a greater understanding 
of material, and results in increased academic performance (Dunkel & Davy, 1989).  
 With few exceptions, an extensive compilation of research has indicated that the 
quality of notes is a significant predictor of test performance (Armbruster, 2009; Carrier 
& Titus, 1979; Nye, Crooks, Powley, & Tripp, 1984; Titsworth & Kiewra, 2004).  Note-
taking consists of two functions-encoding and external storage.  The act of taking notes, 
or encoding, engages learners, requiring them to attend to a lecture, build connections 
among lecture content and simultaneously integrate prior knowledge.  However, the 
benefits of notes extend beyond the actual act of transcription.  Notes also serve as an 
external storage mechanism, providing for later study and review (Armbruster, 2009; 
(DiVesta & Gray, 1972).             
 The encoding function, also referred to as the process function, assumes that note-
taking results in a deeper, meaningful transformation of information, resulting in higher 
achievement than listening alone.  The effects of encoding have been researched 
extensively, beginning with DiVesta and Gray (1972).  In these studies, the encoding 
function is measured by comparing those who listened to a lecture and took notes, to 
those who listened without taking notes, both with the absence of review.  While results 
have been mixed, they typically indicate that those who listen and take notes outperform 
those who simply listen  (DiVesta & Gray, 1972; Fisher & Harris, 1974).  Kiewra 
(1985a) found that of the 56 studies that investigated the encoding function, 38 of them 
favored note-taking, 21 found no significant difference and only two found note-taking to 
be deleterious.  The value of transcribing notes has also been demonstrated in 
correlational findings.  A correlation of .44 was found between immediate recognition 
performance and notetaking (Fisher & Harris, 1974), as was a correlation of .72 for the 
number of points recorded in notes and immediate cued recall performance (Kiewra & 
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Fletcher, 1984).  Kobayashi (2005) conducted a meta-analysis of the encoding effect on 
note taking and found that the mean weighted effect size across 131 independent samples 
was .22, indicating a small to medium effect of taking notes over not taking notes.  
Though the majority of studies have reported positive effects of encoding, the magnitude 
of such effects appears to be modest.        
Further support for the utility of encoding is found in research that investigates 
the relationship between quantity of notes and test performance.  Nye et al. (1984) found 
a correlation of .97 between the total number of words in notes and exam performance for 
the top performing students.  Similar studies have found correlations ranging from +.20 
to +.60 between the amount of lecture material included in students’ notes and 
subsequent exam performance (Hartley & Davies, 1978).  Kiewra and Fletcher (1984) 
demonstrated similar results, finding that the total number of words recorded in notes was 
significantly related to immediate and delayed test performance.  This finding has been 
demonstrated on immediate and delayed multiple-choice tests (Baker & Lombardi, 1985; 
E. Cohn, Cohn, & Bradley, 1995), free recall tests (O'Donnell & Dansereau, 1993) and 
compare-contrast essays (Benton et al., 1993).  Howe (1970) demonstrated that if a piece 
of information is in one’s notes, the probability of it being recalled is .34 as compared to 
.047 if the information is not recorded in the notes.  These findings suggest that taking 
notes aids in the recall of information, whereas not taking notes can result in an inability 
to recall information following a period of delay (Bretzing & Kulhavy, 1981).  Therefore 
evidence suggests that students’ notes should be as complete as possible.   
Beyond sheer note quantity, note quality has also been investigated in terms of its 
relation to academic performance.  The quality of information in notes is also related to 
test performance (Bretzing & Kulhavy, 1981).  Research has demonstrated that students 
who take notes capturing the most important lecture points recall the most lecture content 
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(Kiewra & Fletcher, 1984).  In a study using prose passages, Rickards and Friedman 
(1978) found that subjects who wrote down information of high structural importance 
recalled more non-recorded low structural importance information than those who mostly 
recorded low structural importance information.  This finding demonstrates that encoding 
super-ordinate information may be more powerful than subordinate information, given 
that super-ordinate information might cue lower order information.  In examining text 
notes, Peverly et al. (2003) found that the number of macropropositions included was 
directly related to student learning.  In scoring both the quantity and quality of notes 
taken during a recorded lecture, Peverly et al. (2007) demonstrated that the quality of 
notes was significantly and positively related to performance on an organized essay task.  
As Kiewra (1985a) summarizes, quantity and quality of notes are both related to better 
academic performance.  
 In addition to the encoding function, the external storage function of note-taking 
has been associated with positive learning outcomes.  External storage, also referred to as 
the product function, suggests that notes are a valuable repository of information for 
review and additional generative processing.  Generative processing of notes suggests 
that actively generating relations amongst learning material, or between learning material 
and one’s prior knowledge, produces greater learning gains than less generative forms of 
processing.  Examples of generative processing include composing summaries, graphs, 
analogies and examples (Kiewra et al., 1991).  Reviewing notes is a very popular study 
strategy for students.  In survey administered by Hartley and Davies (1978), 98% of 
American students and 84% of British students indicated that they “take notes to have 
review material for examination.”  It appears that this popular study method is 
efficacious, as research has found that students who review their notes typically achieve 
more than students who do not review (Kiewra, 1985a).  Beginning with DiVesta and 
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Gray (1972), research has examined the external storage function by having subjects 
listen to a lecture and either take notes or not take notes (listen only) and then 
subsequently compare the achievement of subjects who review their own notes, review 
no notes, or review a set of provided notes.  Results from such studies have provided 
strong support for the importance of review.  In an analysis of 22 studies examining the 
external storage function, Kiewra (1985a) found that 77% of studies supported the review 
of notes, 23% of studies indicated no significant effects, and none of the studies found 
review to negatively affect the learning process.  When comparing students who took and 
reviewed notes to those who had no notes and no review, and/or those who were able to 
only mentally review notes, Kobayashi’s meta-analyses (2006) yielded effect sizes of .75 
and .77, respectively, in favor of review.  Research has therefore demonstrated that the 
effect size of review is at least three times the effect size for encoding.  Given that 
encoding leads to relatively unelaborated notes, reviewing notes serves a compensatory 
function by allowing for further processing and integration that pure active note taking 
cannot accomplish.  Kobayashi’s analyses demonstrate that later review of notes 
substantially heightens the value of note-taking (Armbruster, 2009; Kiewra et al., 1991; 
Kobayashi, 2006).  
 Overall, research indicates that note-taking is both a prevalent and efficacious 
study strategy.  Despite its utility, students often take incomplete notes.  In a study of 
lecture note-taking among college students, Locke (1977) found that the average 
student’s notes included only sixty percent of the relevant lecture material.  More recent 
studies of college students have indicated that they are more likely to record between 
twenty and forty percent of lecture information (Kiewra, 1985b; Kiewra et al., 1988; 
O'Donnell & Dansereau, 1993).  Incomplete notes have implications for both encoding 
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and review.  That is, if students poorly transcribe notes, they are not adequately engaging 
in the generative process, nor are the notes sufficient for subsequent review.   
Analyses of note-taking suggest that it is a cognitively demanding and effortful 
task (Kiewra & Benton, 1988; Kiewra, Benton, & Lewis, 1987; Peverly, 2006; Piolat et 
al., 2005).  Note-takers must engage a number of higher-level cognitive resources 
concurrently to efficiently transcribe lecture material.  The literature exploring the 
cognitive variables which underlie note-taking implicates handwriting speed, verbal 
working memory, listening comprehension and attention, among others, as important 
variables (Armbruster, 2009; Peverly et al., 2007; Piolat, Olive, & Kellogg, 2005).  A 
breakdown in any of these areas can result in incomplete, disorganized and unelaborated 
notes.   
 A primary component of lecture note-taking is processing.  This requires the 
learner to understand each lecture point and to make both internal and external 
connections with lecture content and prior knowledge (Armbruster, 2000; Suritsky & 
Hughes, 1991; Williams & Eggert, 2002).  This is best accomplished by reframing the 
instructors lecture in one’s own words and making interpretations (Kiewra, 1985a).  
However, given the intensive cognitive demands of note-taking, some note-takers bypass 
the generative process of encoding by simply writing information verbatim from lecture, 
negating key cognitive components, such as attention and listening comprehension 
(Benton, Kiewra, Whitfill, & Dennison, 1993).  Students often record instructors exact 
words and terminology, which may foster rote memorization at the expense of 
comprehension (Williams & Eggert, 2002).     
Some research has investigated the relationship of levels of processing of notes 
during encoding and test outcomes.  In an experiment with high school students, 
Shimmerlik and Nolan (1976) instructed students to read and take notes on a passage.  
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Students took notes in a manner that either maintained the organization of the passage, or 
reorganized the passage and imposed an alternate structure.  Those who reorganized the 
passage recalled significantly more on immediate and delayed free-recall tests.  This 
outcome is likely a result of the deeper processing students engaged in while 
restructuring and analyzing the passage content (Anderson & Armbruster, 1984).  
Bretzing and Kulhavy (1981) examined different levels of processing amongst high 
school students, by having them read a passage and then write summaries, paraphrase 
notes on the main idea, take verbatim notes, or record words beginning with a capital 
letter.  On a test requiring the integration of information, results indicated that summary 
writers and paraphrase note takers performed equally well and significantly better than 
verbatim note takers.  These results give further support for the importance of active 
engagement and cognitive effort during the encoding process. 
Though note taking has the potential to involve transformational and elaborative 
processes, there is no assurance that these will actually occur.  In fact, the notes students 
typically take lack such processes, resulting in verbatim transcriptions of notes, often 
without the necessary headings, subheadings and general organization of ideas (Anderson 
& Armbruster, 1984; Carter & Van Matre, 1975; Kiewra, 1985a).  Beyond the cognitive 
complexity of note-taking, students’ perception of notes may contribute to their 
inadequacy.  Unelaborated notes may be a result of the student misconception that notes 
are meant to briefly record keywords and ideas (Kiewra, 1987).  This results in a series of 
incomplete ideas, making future review difficult.  Because students struggle to 
adequately take notes, the act of reviewing provides students with the opportunity to 
integrate, conceptualize and memorize information, ultimately leading to higher 
achievement (Kiewra, 1985b).  The question becomes, how can students efficiently take 
and review notes?  The sections to follow detail research that has focused on improving 
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note quality and note review through strategies that change lecture presentation, the act of 
note-taking, and methods of review.   
Lecture Presentation: 
Given the cognitive demands of lecture note-taking, research has focused on a 
number of strategies to aid students in recording and reviewing lecture notes.  Variations 
in lecture presentation have been explored in relation to note-taking and achievement.  
One such variation is lecture repetition.  Research has demonstrated that allowing 
students to view a lecture multiple times results in enhanced note quality (Kiewra et al., 
1988; Kiewra et al., 1991).   
Given students difficulty maintaining pace, research has investigated methods to 
help compensate for lecture rate.  The pause procedure is a method where the instructor 
pauses briefly throughout the lecture, allowing time for students to discuss and clarify 
lecture content. Ruhl and colleagues have investigated the pause procedure as it relates 
note-taking (Ruhl, Hughes, & Schloss, 1987; Ruhl & Suritsky, 1995) and achievement 
(Ruhl, Hughes, & Gajar, 1990; Ruhl, Hughes & Schloss, 1987; Ruhl & Suritsky, 1995), 
and concluded that the provision of pauses for note-taking can help students compensate 
for the potentially deleterious effects of rapid lecture rate.  The use of verbal and 
nonverbal cues has also been implemented to help students note critical lecture ideas.  
Research has demonstrated that information written on the board is likely to appear in 
students notes (Kiewra, 1987; Locke, 1977).  Cues guide the lecture’s organizational 
structure, helping students to select lecture details related to signaled topics (Titsworth & 
Kiewra, 2004).  Titsworth and Kiewra (2004) found that the use of spoken organizational 
cues resulted in students recording 60% of lecture points, and cues were significantly 
related to test performance.  
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The note-taking interventions detailed previously have delineated efficacious 
ways the instructor can change the lecture to bolster note completeness and achievement. 
Changes in note-taking itself have also been evidenced to improve student note-taking.  
More pertinent to this dissertation, the section to follow will review the literature that has 
focused on note-taking interventions.   
Note-Taking: 
Empirical evidence suggests that the completeness of one’s notes is positively 
related to achievement (for a review see Armbruster, 2009).  Researchers have used 
several methods to help students take more complete notes (Kiewra, 1989).  The primary 
method utilized by researchers to improve note-taking is to provide students with 
handouts to guide their note-taking.  One method that has proved effective for improving 
the completeness of notes is providing subjects with an outline framework (Armbruster, 
2009; Hartley, 1976; Kiewra, Benton, Christensen, Kim, & Risch, 1989).  An outline, 
also called linear or skeletal, contains headings with main topics and subtopics and spaces 
for students to record pertinent information.  In a study of college students, Cohn et al. 
(1995) found that students who took notes on a provided outline took more notes and 
performed better on a multiple choice test than those student who took notes 
conventionally on a blank piece of paper.  Similarly, Kiewra et al. (1989) found that the 
use of skeletal outlines improved note quality. 
Another popular lecture handout format is the “matrix” framework.  The matrix 
framework presents main topics horizontally and subtopics vertically, thereby creating a 
grid in which students are expected to take notes that link the intersecting topic and 
subtopic at each cell.  Kiewra and colleagues (1989, 1991, 1995) examined note quality 
and test performance using skeletal outlines, matrix frameworks and conventional notes.  
Kiewra et al. (1989) found that students taking notes on skeletal outlines recorded more 
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idea units than those recording matrix notes and significantly more idea units than those 
taking conventional notes.  In Kiewra et al. (1991), the researchers found that matrix and 
linear note-taking frameworks resulted in significantly more recorded lecture units than 
conventional note-taking, with 47% and 46% of lecture ideas recorded, respectively.  
Kiewra et al. (1995) found that note-taking with an outline framework resulted in more 
complete notes than those using a matrix or taking notes conventionally.    
The findings of these studies produced mixed results on tests.  Kiewra et al. 
(1989) failed to find that a note-taking framework had a significant effect on learning 
outcomes.  As measured by a cued-recall test of lecture content, matrix note-taking was 
found to be more effective than outline or conventional note-taking in Kiewra et al. 
(1991).  Conversely, Kiewra et al. (1995) found that those provided with skeletal outlines 
performed better on tests of recall and relational learning than those with matrix 
frameworks or conventional note-taking.  The disparate findings may have been due to 
differences between experiments and modifications made between the order of the 
information in the outline and in the lecture.  In the skeletal outline provided in the 1991 
study, the ordering of the topics in the handout and the order of the presentation did not 
necessarily coincide, requiring note-takers to search for the appropriate space to record 
notes.  In Kiewra et al. (1995), the researchers changed the skeletal outline format so that 
it followed the lecture presentation, providing cues for the upcoming topics.     
Guided notes are another common lecture handout format.  Guided notes are 
similar to skeletal outlines, however they provide additional cues to students and indicate 
how many ideas should be recorded.  Austin, Lee, and Carr (2004) compared the effects 
of lectures with slides, lectures with slides and guided notes, and traditional lectures on 
the quality of students’ notes.  Results demonstrated that guided notes improved students 
note quality. With respect to delayed quiz performance, Neef, McCord, and Ferreri 
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(2006) compared achievement outcomes of those who received complete notes and those 
who received guided notes.  No significant differences were found on mean quiz scores 
between the two interventions, however those with guided notes had fewer errors on the 
analysis level questions.   
 Providing full instructor notes, the most comprehensive and detailed set of notes, 
has also been investigated in relation to achievement outcomes.  Full instructor notes 
allow students to review clear, comprehensive and organized notes that contain the main 
ideas and supporting details.  Morgan, Lilley, and Boreham (1988) investigated the 
effects of varying amounts of detail in lecture handouts on note-taking and recall ability.  
In the four lecture handout conditions of their study, (1. headings and full-text, 
2.headings and key points, 3. headings only, and 4. no supplementary materials), they 
found that there was an inverse relationship between the amount of material in the 
handout and the amount of personal note-taking by students.  That is, students provided 
with the most comprehensive set of notes and additional space for writing, took only 
about one-third the notes taken by students in the headings and key points condition.  
Additionally, they found that on two recall tests, taken after 2 days and 2 weeks, that the 
provision of headings and full text did not produce statistically significant performance 
gains.  Two days following, the headings only condition performed best, while two weeks 
later, the headings and full text condition performed best, but only marginally better than 
that of the headings only condition.  While conceptually it would make sense that 
complete notes would be most beneficial for academic outcomes, it appears as though 
there is an optimal amount of detail needed for significant learning gains.  These findings 
led the authors to conclude that while comprehensive notes may facilitate subsequent 
recall, it also inhibits it by curtailing note-taking and restricting encoding.  
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Overall, the research has demonstrated that variations of instructor provided notes 
are useful in facilitating student’s recall ability. While there are appear to be benefits of 
guided notes, matrix notes, and full instructor notes, for the purposes of this dissertation, 
outline notes will be used. In our experience, outline notes are commonly provided in the 
classroom and research has demonstrated its utility in improving note quality and test 
performance (Armbruster, 2009; Cohn, Cohn, Bradley, 1995; Hartley, 1976; Kiewra, 
Benton, Christensen, Kim, & Risch, 1989).   
 
Note-Review: 
 As mentioned previously, reviewing notes generally produces higher achievement 
than not reviewing (Armbruster 2009; Kiewra et al., 1991; Kobayashi, 2006).  However, 
because students are generally poor note-takers, the product they have available is 
limited.  Therefore, in an effort to compensate for this restriction, research has explored 
the value of improving the content students have available for review through the 
provision of supplemental notes.  Providing full instructor notes for review allows 
students to review notes containing the main ideas, as well as supporting details.  
Investigations comparing the review of personal notes to the review of full instructor 
notes have resulted in mixed findings.  When review and testing occur immediately 
following a lecture, providing full instructor’s notes appears to be less efficacious than 
reviewing one’s own notes (Fisher & Harris, 1974).  Kiewra (1984) found that on an 
immediate recognition test following a review period, subjects who took and reviewed 
their own notes performed better (93% correct) than those who took notes and reviewed 
the instructors notes (71%).  Those who took no notes and reviewed the instructors 
achieved slightly more (79%).  It appears then that reviewing notes and receiving a test 
immediately after the lecture interferes with performance.  This may be attributed to a 
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student’s inability to process adequately comprehensive and extensive notes given the 
condensed time parameters of the review period.  Additionally, because note-takers often 
use idiosyncratic strategies and shortcuts to aid them in retrieving certain types of 
information, using externally provided notes may impede this process and negatively 
affect performance (Carrier & Titus, 1979; Kiewra, 1985c).  In contrast, research has also 
found that when a sufficient review period is provided prior to a delayed exam, reviewing 
instructor provided notes leads to higher performance than does reviewing personal notes 
(Annis & Davis, 1975; Kiewra, 1985d; Knight & McKelvie, 1986; Maqsud, 1980; Raver 
& Maydosz, 2010; Thomas, 1978). In an investigation comparing the review of personal 
notes versus instructor provided notes on delayed tests, Kiewra (1985b) found that those 
who reviewed instructor’s notes achieved significantly more than those who reviewed 
their own notes.  In this experiment, students were given a 25-minute review period, as 
compared to other studies providing only 10 minutes for review (Fisher & Harris, 1973; 
Thomas, 1978).  Kiewra suggests that their findings are a result of students extra review 
time, and the breadth and organization of instructor notes when compared to student 
notes.  He posits that the delay between acquisition and review allows for the review of 
externally provided notes to no longer interfere with the idiosyncratic nature of taking 
one’s personal notes.  It may be that a delay between taking personal notes and review of 
instructor notes reduces the saliency of acquisition cues, thereby later review of 
externally provided notes are no longer interfering (Kiewra, 1985c).  Knight and 
McKelvie (1986) found that amongst college students, those who reviewed their own 
notes performed at an intermediate level between those who did not review notes and 
those who reviewed instructor provided notes.  This again suggests that personal notes 
may not be as detailed or accurate as the instructor’s, which can impede performance.  
Kiewra (1985d) compared students who took and reviewed their own notes to students 
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who did not attend the lecture but who reviewed instructor’s notes.  He confirmed his 
previous findings that instructor provided notes are a superior form of external storage 
since those who reviewed instructor notes scored significantly higher (69%) than did 
those who took and reviewed their own notes (51%).   
Providing notes has become much more prevalent in the classroom given 
technological advancements that allow instructors to provide notes via web-based 
systems (Cornelius & Owen-DeSchryver, 2008).  Of the college professors who 
completed a survey of perceptions of note-taking, 75% indicated that they provide notes 
of some kind to their students (Landrum, 2010).  In an ongoing survey in our lab, 79% of 
student respondents indicated that “at least sometimes” they are provided with complete 
instructor notes, and 95% of respondents indicated that “at least sometimes” they are 
provided with partial notes (n=428).     
 Review strategies appear to differentially affect students answers to factual and 
higher-order test questions (Williams & Eggert, 2002).  Kiewra (1985c) reported that 
those who listened to the lecture and reviewed instructor notes performed better on 
factual items than those who took and reviewed their own notes.  On items of higher-
order thinking, no differences between the two groups were found.  Kiewra and Benton 
(1985) reported similar findings.  Similarly, Knight, and McKelvie (1986) found the 
value of personal notes to interact with test question type.  That is, on multiple-choice 
items, review of personal notes was equivalent to no review and inferior to review of 
lecturer notes.  However, on short answer items, review of personal notes was equivalent 
to the review of lecturer’ notes.   In a comparison of partial notes and full instructor 
notes, Cornelius and Owen-DeSchryver (2008) found that students who received partial 
notes performed better on conceptual questions than those receiving full notes.  This may 
be attributable to partial notes focusing exclusively on higher order information.  The 
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researchers posit that their findings may be a result of the active nature of the partial note 
condition, as students are encoding and processing information throughout the semester, 
rather than just memorizing provided notes.  They therefore may have performed better 
due to their superior conceptual understanding (Cornelius & Owen-DeSchryver, 2008).    
 In summary, the extant research demonstrates the importance of review and 
provides methods of review that can help students achieve better test outcomes.  Research 
has resulted in mixed findings on providing supplemental notes for review; however 
when review follows a delay and tests consist of factual, multiple-choice items, it seems 
that providing full instructor notes is beneficial.  
 Although manipulations of the source and completeness of notes have been 
shown to have an effect on test outcomes, research has not investigated the strategies 
used to review notes.  Students utilize a number of study and review methods, which can 
broadly be categorized into passive and active study strategies.  Passive studying leads to 
a rather shallow understanding of material and includes techniques such as rereading and 
underlining, with the goal of memorization for reproduction of information on a quiz or 
test.  Active studying requires deeper processing of information, where the student 
focuses on strategies more typically associated with comprehending, understanding and 
explaining the material (Marton & Saljo, 1976; Tomes, 2011).  One of the most pervasive 
study methods is rereading (Carrier, 2003; Goetz & Palmer, 1991; Tomes, 2011).  As 
discussed previously, Tomes (2011) examined the study strategies used by college 
students in their preparation for an exam, by asking participants to record their study 
behaviors in a diary.  The most frequent study strategy used was passive reading and 
reviewing of materials, accounting for 45% of studying behaviors.  Karpicke and 
colleagues (2009) surveyed college students as well, finding that the most frequently used 
study method was repeated reading, which was endorsed by 84% of the students.  Despite 
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its popularity, rereading has not been proven to be more effective than other study 
strategies (Anderson & Armbruster, 1984; Tomes, 2011).  In fact, Tomes (2011) found 
that passive reading was negatively associated with test grades, final course grades, and 
overall GPA.  Through a series of experiments, Callendar and McDaniel (2009) sought to 
determine the efficacy of repeated rereading on test outcomes.  In all of their 
experiments, college students read 2,000 word texts and were assessed with multiple-
choice, short answer and summarization tests.  In the first experiment, half of the 
participants read the text once and half read it twice.  Test results for both the application 
and multiple-choice questions indicated no benefit of reading a text twice over reading 
the text once.  The second and third experiments were identical to the first, with the 
exception that the texts had more unfamiliar content, to control for students’ prior 
knowledge.  Again the results for application questions indicated no benefit of rereading 
over reading once. With regard to multiple-choice, outcomes were mixed; in experiment 
one no benefits of rereading were found.  For experiment two, with the addition of an 
unfamiliar text, a small but significant benefit was noted for reading twice over reading 
once.  Initially the authors attributed this to the unfamiliar nature of the text, whereby a 
second reading of the text may have allowed students to gain more information, resulting 
in the benefit of rereading.  However, in the third experiment, which used the same 
familiar and unfamiliar texts, no significant benefits of rereading were found for 
multiple-choice items.  This led the authors to conclude that the small effect seen in 
experiment two was not robust.  Across experiments, there was a consistent absence of 
effects of rereading, demonstrating that immediate rereading does not reliably improve 
test performance.  Despite its questionable benefits, rereading remains a popular study 
strategy, perhaps because of its immediate accessibility and the illusion of confidence it 
imbues in students (Koriat & Bjork, 2005). 
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Active, or generative, study techniques, have been postulated to be more effective 
than passive techniques (King, 1992; Wittrock, 1990).  Tomes (2011) found that the 
active strategies that students engaged in were positively associated with test grades, final 
course grades, and overall GPA.  In this study, the two active strategies most associated 
with positive outcomes were referred to as “creating/writing/processing study materials” 
and “quizzing and testing.”  The former included creating study notes, making a study 
guide, writing out summaries, writing notes, drawing diagrams and charts, and answering 
questions in the textbook.  The latter included self and partner quizzing, using cue cards, 
predicting test items, and practice recalling material.  As explained by Wittrock (1990), 
students may comprehend and remember material best when they reconstruct presented 
information, by building relationships among new ideas and between new information 
and prior knowledge.  Such elaborations facilitate understanding and long-term memory 
(King, 1992), which may explain Tomes’ finding.  
Research has examined the efficacy of summarizing passages as a means for 
review (Ross & DiVesta, 1976; Wittrock & Alesandrini, 1990) as well as summarizing 
orally presented lectures (King, 1992), and has found that it enhances both 
comprehension and recall.  King (1992) had college students view and take lecture notes, 
and then review by one of three strategies; self-questioning, summarizing, or 
rereading/reviewing (control).  Both treatment groups (self-questioning & summarizing) 
were provided with training, practice and a direct explanation of the benefit of their 
respective review strategy on their learning.  The self-questioning group was taught to 
develop generic and specific questions regarding the lecture content, to guide their 
higher-order comprehension.  While viewing the lecture, they took notes, and then 
generated and answered their own questions.  The summarizers were trained to generate 
lecture summaries by using their own words and idiosyncratic representations.  On an 
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immediate multiple-choice test, both the self-questioning and summarization group 
significantly outperformed those who simply took and reviewed notes.  Because students 
were actively constructing meaning throughout the lecture by forming internal and 
external connections, their lecture comprehension and subsequent test performance was 
likely enhanced.  Testing after a week delay resulted in only the self-questioners 
significantly outperforming the students who reviewed their notes.  Self-questioning may 
have resulted in greater elaboration, thereby increasing cognitive processing and 
promoting long-term retention in a way that summarizing did not (King, 1992).  As 
demonstrated by King, self-questioning has a powerful positive effect on future retention.  
However, students appear unaware of the benefits of self-testing on long term retention, 
and generally view it as a means to assess knowledge (Agarwal et al., 2008; Gurung, 
2005; Hartwig & Dunlosky, 2011; Karpicke et al., 2009; Karpicke & Grimaldi, 2012; 
Perlman et al., 2007).  
Given that lecture note-taking is pervasive amongst college students, and that the 
review function of note-taking is most strongly correlated with academic achievement, it 
is important that students choose the most efficacious means to review their notes.  One 
such method appears to be self-testing.  With this goal in mind, this dissertation focuses 




Traditionally testing has been viewed as a means to quantify student learning and 
monitor class performance.  Beginning in elementary school and extending through 
graduate school, students are administered tests with the goal of evaluation.  As students 
progress in their education, especially in university lecture courses, tests are given 
infrequently, often occurring only two or three times a semester (Roediger & Karpicke, 
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2006a).  In these circumstances, students typically engage in massed studying prior to an 
examination.  However, if students were to be tested with more regularity, be it once a 
week or every class period, they would be obliged to engage in more frequent studying.  
To state the obvious, frequent testing thereby encourages continuous study throughout the 
duration of the course (Bangert-Drowns, Kulik, Kulik, & Morgan, 1991; Roediger & 
Karpicke, 2006b).  However, the effects of frequent testing extend beyond performance 
evaluation and its implications for studying.  Testing, in fact, has a powerful positive 
effect on future retention.  The notion that the retrieval of information from memory 
produces better retention than restudying the same information for an equivalent amount 
of time has been termed the testing effect (Roediger & Butler, 2010; Roediger & 
Karpicke, 2006a).  Roediger and Karpicke (2006a) demonstrated the testing effect 
amongst undergraduate students using prose passages and free recall tests.  In this 
experiment, there were three groups; a study only group (SSSS), a single-test group 
(SSST) and a testing group (STTT).  During study periods subjects had five minutes to 
review the passage.  During the testing periods, subjects were given ten minutes and a 
blank piece of paper and asked to recall as much information from the passage as they 
could.  In this investigation the study group was given four opportunities to study a 
passage before taking a final free recall test (SSSS).  In contrast, the testing group was 
allotted one chance to study, followed by three single intermediate tests (STTT).   A third 
group studied the passage three times before taking one intermediate test (SSST).  All 
three groups took a final test after delays of either five minutes or one week.  After a five-
minute delay, the study group (SSSS), the testing group (STTT) and the single-test group 
(SSST) recalled 83%, 71% and 78% of the passage, respectively.  Following a one week 
delay, recall ability was correlated with the number of tests given previously, with the 
testing group (STTT) recalling 61% of the passage, the single-test group (SSST) recalling 
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56% of the passage and the study group (SSSS) recalling 40%.  Results demonstrate that 
immediate and repeated testing after reading the prose passage promoted superior long-
term retention as opposed to repeated study of the passage.     
 The belief that testing not only measures knowledge, but also improves it, is not 
new.  As written by F. Bacon in 1620, “if you read a piece of text through twenty times, 
you will not learn it by heart so easily as if you read it ten times while attempting to recite 
from time to time and consulting the text when your memory fails” (F. Bacon, 
1620/2000, p.143).  Bacon was right in his assumption, as testing can enhance learning 
both indirectly and directly (Ebbinghaus, 1964; Erdelyi & Becker, 1974; Roediger & 
Karpicke, 2006b).   
 Broadly speaking, there are two types of effects that testing can have on learning; 
indirect and direct.  Indirect effects bolster learning not through the act of taking the test 
itself, but rather because testing promotes learning via other processes (Roediger & 
Karpicke, 2006b).  For example, when a test provides meaningful feedback on 
performance, it can guide one’s future study towards areas requiring continued mastery.  
Testing can directly affect learning because it enhances learning and long-term retention.  
The following sections delineate more specifically the power of repeated testing and the 
ways in which testing can enhance learning, both indirectly and directly. 
Indirect effects of Testing:  
When left to their own devices, students do not typically engage in continuous 
study in the absence of an evaluation (Roediger & Karpicke, 2006b).  In college, many 
courses require only two exams a semester; a midterm and a final.  This fosters studying 
primarily before exams, rather than studying throughout the semester.  Kornell and Bjork 
(2007) and Hartwig and Dunlosky (2011) administered surveys to college students about 
their study behaviors.  In response to questions on how they decide what to study next, 
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59% (Kornell & Bjork, 2007) and 56% (Hartwig & Dunlosky, 2011) of students 
indicated they study “whatever’s due soonest/overdue.”  Abiding by such a study 
schedule has adverse effects on academic GPA. This is especially true of poorer 
performers who are the most likely to adhere to studying “whatever’s due 
soonest/overdue” (Hartwig & Dunlosky, 2011).  Hartwig and Dunlosky (2011) also 
found differences in study schedules between high and low achievers, with low 
performers concentrating primarily on impending deadlines, and studying late at night, 
without much planning ahead of time.  Surprisingly, they did not find a significant 
relationship between spaced vs. massed studying and GPA.  The authors attributed this to 
the short-term effects of cramming immediately before a test, as such a strategy may 
allow for strong exam performance, but is likely not retained in long-term memory.  The 
literature has shown that massed processing is effective, so long as the test is taken 
immediately following studying.  However, if there is a significant delay between the end 
of a massed study period and the exam, performance is poorer as compared to those who 
spaced their studying (Glenberg, 1976; Melton, 1970; for a review, see Cepeda, Pashler, 
Vul, Wixted, & Rohrer, 2006).	  With this in mind and in keeping with the idea of frequent 
testing, if students were obliged to study regularly in conjunction with repeated 
classroom quizzes and tests, their study strategies, satisfaction with the course, long-term 
retention and grades might improve.  Additionally, testing indirectly aids students by 
affording the opportunity to learn from the feedback they receive about their test 
performance, allowing them to concentrate on areas that require continued mastery and 
practice (Roediger & Karpicke, 2006b).  The aforementioned indirect effects of testing 
are partly responsible for improved academic outcomes and provide additional support in 
favor of the use of repeated testing.  Most pertinent to this dissertation, the direct effects 
of testing will now be discussed. 
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Direct effects of testing: 
   As mentioned previously, the mere act of taking a test actually enhances learning 
and long-term retention.  Engaging in the process of retrieval itself produces learning, as 
every time knowledge is retrieved, that knowledge is altered, enhancing learners ability to 
reconstruct such knowledge in the future (Karpicke & Grimaldi, 2012).  To best 
demonstrate this principle, this discussion will return to the early 1900’s and Arthur 
Gate’s classic 1917 study.  Gates (1917) demonstrated the positive effects of testing on 
retention through a large-scale study testing groups of children, spanning six grade levels.  
Students were tested using two different types of study materials; nonsense syllables (i.e. 
pib, bah, rem) and sensible short passages in the form of biographies.  The children 
studied these materials in two learning phases.  In phase one, the children simply read the 
materials to themselves, over and over, for a given amount of time.  In this phase explicit 
instructions were given to ensure that students were solely reading, and utilizing no other 
strategies to aid in memorization.  In phase two, students were instructed to “recite” (i.e. 
self-test), where they were instructed to glance away from the materials and to try to 
recall information to themselves.  Gates manipulated the amount of time that children 
spent reciting by instructing them to stop reading and begin recitation after specified 
amounts of time had elapsed.  Groups of children spent 0, 20, 40, 60, 80 or 90% of the 
learning period in recitation.  Immediately following the learning period, students were 
asked to free recall the materials learned.  After a delay of three to four hours, children 
were tested again. 
 Across most conditions, Gates found positive effects of recitation.  For the 
nonsense syllables, with the exception of the first grade, all grade levels showed strong 
effects of recitation.  For the short passages, all groups showed a recitation effect, with a 
greater effect for the delayed test than the immediate test.  His data also suggested that 
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the optimal amount of time spent on recitation should be about 60%, as the effect of 
recitation appeared to level off with amounts exceeding this cut-off.   Gates’ classic study 
is important as he set the foundation for future study on the powerful memorial 
consequences of recall and recitation during learning. 
 Since Gates’ study, researchers have continued to add to the testing effect 
literature, using an array of testing materials and various populations.  The use of word 
lists and paired associates has been a common methodology by which the testing effect 
has been studied (Karpicke & Grimaldi, 2012; Karpicke & Roediger, 2008; Karpicke & 
Roediger, 2007; Pyc & Rawson, 2009; Toppino & Cohen, 2009; Wheeler, Ewers, & 
Buonanno, 2003).  Such studies have utilized foreign language word pairs (e.g. Swahili-
English) and lists of unrelated words to demonstrate that testing during paired-associate 
learning greatly enhances learning and reduces forgetting.  Research using paired 
associates has also investigated whether a particular testing schedule is optimal for long-
term retention.  Findings have largely shown that spaced retrieval practice leads to 
superior results than does massed retrieval practice immediately following the 
presentation of material (for a review see Roediger, 2006a).  Results are mixed with 
regard to whether expanding-interval retrieval or equally spaced retrieval is more 
effective.  In expanding-interval retrieval, the intervals between multiple retrieval 
attempts are gradually expanded, such that the first retrieval may occur 1 minute post 
studying, the second retrieval occurs 5-minutes following studying, the third retrieval 9-
minutes following studying, and so on.  In an equally spaced retrieval, retrieval attempts 
occur at equally spaced intervals (for example 5 minutes, 5 minutes, 5 minutes).   
Karpicke and Roediger (2006b) posit that delaying the initial retrieval attempt is 
ultimately what is most effective, which may be why the expanding-interval schedule has 
produced mixed results, since outcomes may be attributable to the placement of the initial 
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retrieval attempt, with longer intervals requiring more retention and thus leading to better 
retention. 
  The use of passages, both long chapters (Butler et al., 2006; Kang et al., 2007; 
Spitzer, 1939; Weinstein, McDermott, & Roediger, 2010) and short prose (Agarwal et al., 
2008; Einstein et al., 2012; Glover, 1989; Roediger & Karpicke, 2006a) have also 
demonstrated the efficacy of the testing effect for long term retention.  Additional 
laboratory work has used obscure factual information (Butler & Roediger, 2007; 
McDaniel & Fisher, 1991) and found powerful results.  Butler and Roediger (2007) 
examined how different types of tests and the provision of feedback would benefit 
retention.   Their study used a series of videotaped lectures on art history selecting 30 
facts, and creating study and test materials.  Actual test items were then constructed by 
converting these facts into short answer and multiple-choice question/answer formats.  
Three learning trials occurred in which participants were counterbalanced so that they 
were each exposed to the three conditions.  In each learning trial, they heard a lecture and 
then either read through a summary twice or took a multiple-choice or short answer test. 
They also compared these three conditions to a no activity control condition.  Following a 
month delay, participants took a short answer test over the material learned.  Findings 
indicated that an initial short answer test produced significantly superior retention relative 
to studying the lecture summary twice and taking the multiple choice test.  This study has 
important educational implications given its ecological validity.  The experiment used 
actual lectures, similar to what one might experience in class.  Students were asked to 
take notes, as they would in class, but these were not analyzed for the purposes of this 
study.  Further, a realistic retention interval of one month was used.  Taken together, 
these ecologically valid practices demonstrate the powerful benefits of testing and its 
relevant application in the classroom.     
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 The amalgamation of laboratory-based research provides us with considerable 
evidence for the efficacy of the testing effect.  More recently, researchers have begun to 
move beyond the laboratory, focusing their attention on how these findings might 
translate into the classroom.  Classroom studies have used low or no-stakes classroom 
quizzes to demonstrate the effects of retrieval practice (Mayer et al., 2009; McDaniel et 
al., 2007; McDaniel, Agarwal, Huelser, McDermott, & Roediger, 2011; Roediger, 
Agarwal, McDaniel, & McDermott, 201l).  Using a middle school science class, 
McDaniel et al. (2011) found impressive learning gains, with student’s performance on 
unit exams increasing from an average of 79% answered correctly, to more than 90% of 
items answered correctly.  In that particular school, grade performance increased from a 
C+ to an A-.  Additionally, students’ unit exam performance on quizzed items was 
significantly greater than their performance on non-quizzed items, 92% and 79%, 
respectively, which demonstrates the practical significance of routine quizzing.  Similar 
findings have been found for cumulative end-of-the-semester and end-of-the-year exams, 
with students performing significantly better on quizzed items than on non-quizzed items, 
demonstrating the efficacy of the testing effect over extended periods of time.  Along the 
same lines, over a series of three experiments, Roediger et al. (2011) demonstrated the 
benefit of in class quizzes for a middle school social studies class.  Their results showed 
that repeated testing improved retention relative a non-tested control condition, and that 
testing produced superior performance to rereading material.  Findings such as McDaniel 
et al. (2011), Roediger et al. (2011) and others (Glover, 1989; Rohrer, Taylor, & Sholar, 
2013; Spitzer, 1939), demonstrate the utility of routine classroom testing for the learning 
and retention of information amongst middle school, high school, college and 
undergraduate populations. 	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 Research on the testing effect has also focused on whether various types of test 
formats, including multiple-choice, short answer and free recall, are more efficacious 
than others.  There have been quite a few studies that have examined how test format 
affects later recall, demonstrating a testing effect when the initial and final test formats 
differ (for a review see Kang, McDermott, & Roediger, 2007 and Roediger & Karpicke, 
2006).  Such studies have demonstrated a testing effect using an initial recall test and a 
final recognition test (e.g. Lockhart, 1975; Wenger, Thompson, & Bartling, 1980), as 
well as an initial recognition test and a final recall test (e.g. Carpenter & DeLosh, 2006).  
Using multiple-choice and short answer formats, Duchastel and Nungester examined 
whether manipulating test designs would impair students’ abilities to infer, apply, and 
transfer information.  After reading prose passages, Duchastel and Nungester (1982) gave 
some students an initial short-answer test and some an initial multiple-choice test.  All 
students took a final short-answer test two weeks following and results indicated that the 
initial short-answer test produced superior retention on the final short-answer test than 
did an initial multiple-choice test.  Interestingly, Duchastel and Nungenster (1982) found 
slightly different results in their study a year following.  In this study, high school 
students read a passage and then either received an immediate short answer test or an 
immediate multiple-choice test.  The final retention test taken two weeks later was 
composed of 24 items; 12 from the initial short answer test and 12 from the initial 
multiple-choice test.  Results indicated that an initial short answer test aided retention on 
a final multiple-choice exam, as compared to a non-tested control group.  However, an 
initial short-answer test was not found to be superior to an initial multiple-choice test on 
retention.	  
 More recently, Kang, McDermott, and Roediger (2007) and Butler and Roediger 
(2007) conducted experiments comparing differing intermittent and final tests, using text 
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and lecture materials, respectively.  In their laboratory based study, Kang et al. (2007) 
asked students to read a text, then take either a short-answer test, a multiple-choice test or 
restudy key points.  The final test, presented 3 days later, had a mix of multiple-choice 
and short-answer items, including the items presented on the initial tests; thus those who 
had been tested had previous exposure to some of the items, while those in the restudy 
and control conditions had not had exposure to test items.  The authors conducted two 
versions of this study-one in which they provided immediate corrective feedback on the 
initial test, and one in which they did not.  They found contrasting results between the 
experiments; when immediate feedback was given, students taking an initial short-answer 
test had superior retention three days later, regardless of the format of the final test.  In 
the absence of feedback, an initial multiple-choice test produced superior retention on 
both short-answer and multiple-choice tests, as compared to an initial short-answer test.  
Butler and Roediger (2007) replicated the aforementioned study using a simulated 
classroom environment where students viewed a series of recorded lectures prior to either 
taking a short-answer test, a multiple-choice test or restudying facts.  Students received 
feedback on half of the test items, but not the other half.  After a 30-day delay students 
took a final short-answer test.  Results indicated that students who took an intermittent 
short-answer test performed the best on the final test, while students in the multiple-
choice and restudy conditions performed about equally.  All three experimental 
conditions out performed the non-test control condition.  Interestingly, in this study there 
was no significant effect for feedback.  These results again demonstrate the power of the 
testing effect, and indicate that a short-answer test may produce superior retention as 
compared to a multiple-choice test or restudying of the material.    
Why does the testing effect occur? 
Several theories have been postulated to explain why exactly the testing effect 
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works and what mechanisms underlie it. Transfer-appropriate processing is one possible 
explanation. In essence, the transfer-appropriate theory posits that performance on a final 
assessment will be best when the method of encoding material during study is similar to 
the processes required during the final test. In the context of the testing effect, studying in 
a way that is most similar to the final assessment (e.g. taking a test) would lead to better 
results when participants practice by taking tests as compared to practice by rereading 
(Morris, Bransford, & Franks, 1977). According to this theory, taking tests allows 
students to engage in retrieval operations during learning, therefore allowing them to 
practice the same skills needed for subsequent retrieval. Roediger and Karpicke (2006b) 
conjecture that testing under conditions of effortful retrieval has a greater transfer effect 
on later test performance than testing under conditions of easy retrieval.  
The transfer-appropriate theory has not been uniformly accepted as the underlying 
mechanism of the testing effect, thus leading to other proposed explanations. The depth 
of processing framework, or the effortful retrieval hypothesis, postulates that the act of 
retrieval results in elaborative and deeper processing, which leads to better long term 
retention (Craik & Tulving, 1975). Test taking requires much more effortful processing 
then does rereading. Thus, when students take a recall test, necessitating greater retrieval 
effort, or depth of processing, the retrieval may strengthens the memory trace, making 
later retrieval (i.e. on a final test) easier (McDaniel & Masson, 1985; Whitten & Bjork, 
1977). It appears that the additional effort resulting from retrieval leads to deeper 
processing. This proposal is consistent with findings that harder intermittent tests that 
required production (e.g. cued or free recall) lead to greater later recall than recognition 
tests (Duchastel, 1981; Kang et al., 2007; McDaniel et al., 2007).  A few studies have 
examined the effortful retrieval hypothesis (Carpenter & Delosh, 2006; Pyc and Rawson, 
2009). In a study by Pyc and Rawson (2009), two basic assumptions of the effortful 
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retrieval hypothesis were tested and found. They posited that (1) effortful retrieval is 
more difficult following longer delays between initial encoding and the first intermittent 
test and (2) effortful retrieval is more difficult during the first intermittent test than during 
later intermittent tests. Using word-pairs and manipulating the intermittent test interval 
and the retention interval before the final test, they found that those in long intermittent 
test interval had a superior performance on the final test and during retrieval 
opportunities, as retrieval became more effortful with longer time intervals. This study 
supports the effortful retrieval hypothesis and elucidates why the testing effect works.  
Multiple-choice questions-memory vs. inference:  
Research has focused attention on the type of questions commonly asked in 
classroom tests, with multiple-choice being a common format.  There are two types of 
multiple-choice questions that are commonly asked; memory and inference items.  A 
memory question is one that assesses one’s memory for information explicitly stated in a 
lecture or text.  A correct response implies memory for the information but not 
necessarily understanding or deep processing.  Conversely, an inference item measures a 
student’s ability to go beyond what is explicitly stated in the text, requiring the 
integration and application of information to answer a question (McNamara, E. Kintsch, 
Songer, & W. Kintsch, 1996; Peverly et al., 2003; Peverly & Sumowski, 2012).  
According to McNamara et al., inference questions measure what students have learned 
from text.  
Peverly and colleagues have conducted a number of studies evaluating the 
relationship between notes’ quality and performance on these two types of multiple-
choice items.  Peverly et al. (2003) had undergraduate students either take notes or not 
take notes on a given history text.  Following they were assessed by writing a free-recall 
summary as well as a multiple-choice test consisting of both memory and inference 
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items.  Results of this study found that students’ note quality and background knowledge 
were predictive of their performance on inference items.  Peverly and Sumowski (2012) 
found something different in this regard.  In their study of undergraduates’ note-taking 
ability and test performance, findings indicated that notes were significantly related to 
memory multiple-choice items, but that they did not predict inferences.  The authors 
postulate that the discrepant findings are likely a result of differing experimental 
methodologies.  There has been minimal research on types of multiple-choice items as 
they relate to repeated testing and recall.  In one study, Karpicke and Blunt (2011) 
investigated the effectiveness of repeated recall relative to concept mapping, another 
form of active learning.  Undergraduate participants studied a science text under one of 
four conditions; (1) study the text once, (2) study the text four consecutive times, (3) 
study the text once and create an elaborate concept map, (4) study the text once and then 
engage in a free recall test twice.  Following a week delay, all participants took a final 
short-answer test that included both memory and inference items.  Results indicated that 
retrieval practice produced the best learning, with retrieval practice resulting in a 50% 
improvement in long-term retention scores as compared to concept mapping.  Within the 
retrieval practice condition, student performance on memory and inference items was 
rather comparable.  Given the paucity of literature in this area, this dissertation sought to 
elucidate the relationship between repeated testing and note-taking on performance on 
memory and inference multiple-choice items.        
Summary and Research Questions: 
 Taking notes is ubiquitous in postsecondary education.  Teachers’ expect their 
students to take lecture notes, and students rely on their notes as a means to record 
information and to use for later review.  As such, note-taking has two primary functions: 
taking notes (encoding) and reviewing notes (external storage).  The act of transcribing 
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notes is demanding, requiring students to actively engage with the material as they attend 
to the lecture and choose which aspects to summarize and record.  Given the cognitive 
complexity that characterizes note-taking, it comes as no surprise that students are often 
left with insufficient and unelaborated notes.  Review is therefore crucial, as it allows 
students the opportunity to more fully conceptualize and understand the material.   
 Research has demonstrated that students who review their notes are more likely to 
perform better on exams than those who do not.  Given that the notes students take are 
relatively unelaborated, these results are not unexpected.  Review, therefore, compensates 
for the lack of integration during note taking.  The question then becomes, what is the 
best way for students to review?  
 The act of repeatedly taking a test as a means to review has proven to provide 
meaningful effects on learning and long-term retention. The robustness and utility of the 
testing effect appears pervasive amongst a wide range of populations, educational 
materials and contexts.  However, to date, there has been limited research on the efficacy 
of the testing effect in combination with student-generated notes.  The current 
investigation aimed to extend the testing-effect literature by examining the effects of the 
encoding portion of note taking, and its subsequent influence on repeated review, 
repeated recall and test results.  As such, one experiment was conducted to investigate 
variations of the overarching purpose.   
 In this study, all participants watched a recorded lecture and be assigned to one of 
two conditions.  In the first condition, students took their own notes on the lecture.  This 
portion of the experiment intended to investigate the following questions: (1) Is there a 
significant difference between repeated re-reading and repeated recall of notes during 
review on test performance, when students take their own lecture notes? (2) Does timing 
of test (immediate vs. delayed) predict performance for each type of review (repeated 
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recall vs. repeated rereading), respectively? (3) Is there a significant difference in 
performance based on type of multiple-choice question (inference vs. memory)?  
 In the second condition of the experiment, students did not take their own notes but 
instead were provided with the experimenter’s outlined notes.  As such, this portion of 
the investigation sought to answer the following questions: (1) Is there a significant 
difference between repeated re-reading and repeated recall of notes during review on test 
performance, when students study the experimenter’s provided outline lecture notes? (2) 
Does timing of test (immediate vs. delayed) predict performance for each type of review 
(repeated recall vs. repeated rereading), respectively? (3) Is there a significant difference 
in performance based on type of multiple-choice question (inference vs. memory)
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Participants were undergraduate students (N = 126) from a large public university 
located in the northeastern United States. Participants were compensated by extra course 
credit as approved by the university’s IRB. Eight participant’s protocols were dropped 
from the study due to a technological error resulting in a five minute reduction of 
participants total review time. One participant did not return for the second session and 
was thereby dropped from the study. Of the remaining 117 participants, the mean age was 
20.4 years (SD = 4.6), 84.6% were women, and 93.9% spoke English as their first 
language. Participants largely identified themselves as undergraduates in their first 
(59.1%), second (27.8%), third (4.3%), or fourth (5.2%) years of college, and a few 
(3.4%) in higher education (two participants chose not to respond), and they reported a 
mean GPA of 3.4 (SD = .45).  The race/ethnicity of the sample was primarily 
White/Caucasian (90%), African American/Black (3.4%), Latino/Latina/Hispanic (4.3%), 
and Other (1.7%).  None of the participants majored in psychology. 
Experimental Design and Analysis: 
 
The experiment consisted of three between-subjects variables; study method (re-
reading/reviewing or testing/retrieval), type of notes reviewed (own notes or instructor 
provided outline notes), and time of test (immediate or delayed). Before assigning 
participants to conditions, the research assistant told participants to email him with any 
scheduling conflicts that would preclude them from returning for a delayed session. After 
gathering this information the experimenter proceeded to randomly assign them to either 
the immediate or delayed condition. Following they were randomly assigned to take their 
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own notes or to receive instructor provided notes and then randomly assigned to review 
method; the re-reading/reviewing group or the testing/retrieval group. The test consisted 
of twenty-nine multiple-choice questions, seventeen of which were factual, and twelve of 






















The data was analyzed using a 2 (own notes vs. instructor notes) x 2  
(reread/review vs. retest/retrieve) x 2 (immediate vs. delayed) ANOVA. The dependent 











































































































































































































 Participants of the study completed all measures in a group format over the course 
of one or two sessions, depending on their testing condition (immediate or delayed). 
Administration of tasks took place in a large classroom with the use of an electronic 
overhead projector and associated speaker system. The directions and videotaped lecture 
were adjusted to adequate audio and visual levels to ensure that all participants could 
properly hear and see pertinent information. At the onset of the experiment, all 
participants were provided with a packet containing the requisite materials for the study, 
depending on the condition in which they were randomly assigned. As previously 
discussed, random assignment took place prior to the start of the experiment to each of 
the conditions. Participants were separated depending on what condition they were in. 
Those who were assigned to the reread/review condition + take own notes were together, 
while those in the reread/review + receive instructors notes were together, and so on. 
During the beginning of the experiment, those who were randomly assigned to the 
immediate test condition and the delayed condition were initially in the same room. 
However, prior to the multiple-choice test, the experimenter addressed the two groups 
individually, instructing those in the immediate condition to stay and take their test, and 
advising those in the delayed condition to return in seven days to complete their test.  
 For all participants, the first pages of their materials packet included a description 
of the study, information pertaining to their rights as participants, and an informed 
consent form for them to sign. Participants were given the opportunity to ask questions at 
the beginning of each task. Subsequently participants were asked to fill out a 
demographics questionnaire (Appendix A). They then watched/listened to a 22-minute 
videotaped lecture about the psychology of reading. Participants who were going to be 
rereading/reviewing their notes were all in the same room together, and half of their 
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packets contained the instructor’s outlined notes as described in the materials section 
below, and half contained blank paper on which to take their own notes. This same 
procedure occurred for those in the testing/retrieval condition. For those participants who 
received the instructor’s outlined notes, there was space provided should they want to 
take additional notes, however they were not explicitly told to do so. Participants were 
informed that their notes would be utilized to review for a test occurring later in the 
experiment. They were told that because they would only have their notes for studying, it 
was important to take the best possible notes.  
Following the note-taking portion of the session, all participants were asked to 
review/reread their notes for a ten-minute period. During pilot testing subjects were 
allotted fifteen minutes to study their notes, which appeared to be too long. Therefore, 
they were given ten-minutes during this experiment. Subsequently, participants either 
studied the lecture notes by review/rereading or by retrieval/testing for three five-minute 
study periods, depending on which condition they were randomly assigned to initially. 
Participants in the rereading/review condition were instructed to spend five minutes 
reviewing their notes or the instructor provided notes in preparation for the test. They 
were explicitly told not to write additional notes on their paper. These instructions were 
repeated at the onset of each of the five-minute study periods. Following the first review 
session, participants in the retrieval/testing condition turned to the next page in their 
packet in which they found a blank sheet of paper with a single line of directions 
instructing them to write down everything they could recall about the lecture, including 
any information they may have written during previous study periods. Their packet 
contained additional blank sheets of paper on which they continued to recall the lecture 
content during each study period.  
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Following the end of the study periods, those participants who were in the 
immediate test condition first completed a Sudoku distracter task for ten minutes. The 
purpose of this task was to ensure that participants have a sufficient delay between 
reviewing and taking the test in order to control for short-term memory effects on the 
exam. For those participants who were in the delayed test condition, they were thanked 
and dismissed following the end of the last study period.  
Participants in the immediate test condition then took a twenty-nine item 
multiple-choice test over the lecture content. Finally, they were thanked and dismissed. 
For those participants in the delayed test condition, they returned one week later and took 
the same twenty-nine item multiple-choice test covering the lecture content. Lastly, they 
were thanked and dismissed. 
Materials: 
 
 The materials consisted of a lecture video on the psychology of reading, free 
recall tests about the lecture content, a Sudoku distracter task, and a twenty-nine multiple 
choice exam (seventeen factual and twelve inference) taken either immediately or 
following a one week delay. For those participants who reviewed instructor provided 
notes, they received a copy of the instructor’s outlined notes at the onset of the 
experiment. For those participants who recorded and reviewed their own notes, they were 
given a packet with blank paper to record their notes at the onset of the experiment. All 
tasks were group administered. Inter-rater agreement in test scoring was established by 
randomly selecting 25% of protocols to be scored by two independent raters. 
Disagreements were settled by consensus. 
Lecture. A 22-minute long video-recorded lecture on the psychology of reading 
was presented. The prepared lecture consisted of 2,805 words and was recorded at 
approximately 127 words per minute.  This lecture content was chosen because 
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participating students had minimal background knowledge on the subject. Therefore this 
allows for the investigation of how study method might influence acquisition and recall 
of information, while controlling for prior background knowledge. In addition to the 
audio recording, there was also a set of PowerPoint slides that displayed the most 
important portions of information. The slides changed to reflect the lecture content that 
was presented, so to help students identify key pieces of information to include in their 
notes. A full transcript of the lecture and the PowerPoint slides accompanying can be 
found in Appendices B and C. 
Intermittent Tests.  During the retrieval/testing study periods, participants were 
asked to spend five minutes writing all of the information they can recall about the 
lecture on blank paper (See Appendix E).  This format is similar to that used by Roediger 
and Karpicke (2006) to induce a testing effect for reading passages.  A free recall test was 
selected because they have been demonstrated to create a larger testing effect than cued 
recall or recognition tests (Carpenter & DeLosh, 2006).  These tests occurred during T3, 
T4, and T5. For the purposes of this study, the free recall tests were not scored for quality 
or completeness, and were used only as a study tool for participants. 
Immediate and Delayed Lecture Comprehension Tests. Participants’ mastery of 
the lecture material was assessed with a test consisting of twenty-nine multiple-choice 
questions (Appendix F). Each multiple-choice item consisted of four answer choices.  
Similar to assessments used in other note-taking experiments (Brown, 2005; Gleason, 
2012; Sumowski, 2007), the questions were based on Kintsch’s (1998) model of text 
comprehension. Specifically, seventeen of the questions assessed memory, or the ability 
to recall information explicitly presented during the lecture, and the remaining twelve 
questions assessed inference, or the ability to derive information implied in the lecture. 
Pilot testing occurred to establish the reliability of the measure prior to its use in the 
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current investigation. Inter-rater agreement of 83% was established regarding the 
question classification (memory vs. inference) and all disagreements were settled by 
consensus. However, the Cronbach's alphas for the total test, memory, and inference 
items for this investigation were .61, .43, and .37, respectively, all of which are 
surprisingly low. 
Scoring. Tests were scored by trained raters based on answer keys. The multiple-
choice items were scored one point if answered correctly or zero points if answered 
incorrectly, and the total was summed, with the total possible points ranging from 0 to 29. 
Inter-rater agreement in scoring was established by randomly selecting 25% of protocols 
to be scored by two independent raters. Disagreements were settled by consensus.  The 
multiple-choice answer keys were created and validated by our research team. 
Instructor provided notes. Approximately half of the participants received the 
instructor’s provided note outline. The notes provided were a hard copy of the 
PowerPoint slides that accompanied the lecture. As such, participants received an exact 
replica of the outline they saw on the screen in front of them. By providing instructor 
notes for review, students had access to well-organized and clear notes containing the 
main ideas of the lecture content. There was space provided for students to take their own 
additional notes and elaborations if they choose to. The decision to provide instructor 
notes stems from current research on the subject matter. In an ongoing survey in our lab, 
95% of student respondents indicated that “at least sometimes” they are provided with 
partial instructor notes. Landrum (2010) surveyed college professors on their perceptions 
of note-taking and 75% indicated that they provide notes of some kind to their students, 
demonstrating the ubiquity with which instructor notes are provided. Research has 
demonstrated that when a sufficient review period is provided prior to a delayed exam, 
reviewing instructor provided notes leads to higher performance than does reviewing 
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personal notes (Annis & Davis, 1975; Kiewra, 1985d; Knight & McKelvie, 1986; 
Maqsud, 1980; Raver & Maydosz, 2010; Thomas, 1978). The notes that were provided 
for this study can be found in Appendix C. The other half of participants received 4 pages 
of plain, unlined 8 by 11 inch paper on which to take their notes (Appendix D). Their 
notes were not scored for quality or completeness and were used only to aid them in their 
future study.  
Sudoku. A sudoku task was used as a distracter task, in order to ensure that 
participants had a delay between studying and taking the final test.	  	  	  Participants 
completed the distracter prior to the multiple-choice exam in order to control for short-
term memory effects on the exam. The sudoku puzzle was gathered from 
www.puzzles.ca. It was classified as “Medium” in terms of difficulty level. See Appendix 
G. 
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Chapter IV: RESULTS 
 
 Research has demonstrated the efficacy of the testing effect, as compared to 
repeated review, for learning and remembering the content of text. This investigation 
examined the efficacy of the testing effect, as compared to repeated review, for studying 
lecture notes, either taken by the student or provided by the instructor. As such, this 
dissertation examined the following principal questions: Is repeated testing a significantly 
better approach to studying notes than repeated review, as demonstrated by performance 
on a multiple-choice test, regardless of: (a) the source of notes (student; instructor), (b) 
the type of test question (memory questions; inference questions), and (c) the time of the 
test (immediate; delayed). The dependent variables were: total test score, memory items, 
and inference items.  
Dependent Variable: Memory 
 
A three-way, between-subjects analysis of variance was conducted in order to 
determine if (1) Notes Type (own vs. instructors), (2) Study Method (reread/review vs. 
retest/retrieve) and (3) Time of Test (immediate vs. delayed) affected performance on 
memory multiple-choice items. See Table 1 for the means, standard deviations and 
number of participants in each cell. The Levene’s test for the equality of variance was not 
significant (F(7,109) = .783, p = .603). 
49 
Table 1  
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As seen in Table 2, the Time of Test “main effect,” was significant, F(1,109) = 
9.34, p = .003, demonstrating that those in the immediate condition performed 
significantly better on memory items than those in the delayed testing condition. 
Additionally there was a significant Study Method x Time of Test interaction F(1,109) = 
4.55, p = .035. Lastly, the Notes x Study Method interaction approached conventional 
levels of significance F(1,109) = 3.67, p = .058. 
 
Table 2  
Analysis of Variance Results for Main Effects and Interaction Effects of Notes, Study 
Method, and Time of Test on Memory Item Performance 
 
Variable df MS F p 
Notes 1 5.54 1.43 .234 
Method 1  1.34 .348 .557 
Time of Test (ToT) 1 36.08 9.34 .003 
Notes x Method 1  14.18 3.67 .058 
Notes x ToT 1 2.58 .669 .415 
Method x ToT 1 17.56 4.55 .035 
Notes x Method x      
ToT 1       1.40 .036 .849 
Error 109  3.86   
                   
 
Analysis of the simple main effects for the Study Method x Time of Test 
interaction indicated that performance was significantly higher on the immediate (M = 
12.39, SD=1.96) than the delayed test (M = 10.48, SD= 1.99) in the review study method 
condition but not the recall condition: immediate test (M = 11.40, SD = 2.02.) and 
delayed test (M = 11.00, SD = 1.97).	  	  Although the Notes x Study Method did not reach 
conventional levels of significance, there was a trend for students to perform better on 
memory items when they repeatedly reviewed (M = 12.63, SD = 1.86) rather than 






Dependent Variable: Inference 
 
A three-way between-subjects analysis of variance was conducted to determine 
how (1) Notes, (2) Study Method and (3) Time of Test affected performance on Inference 
items. Table 3 presents the means, standard deviations and number of participants in each 
cell. The Levene’s test of equality of variances was not significant (F(7,109) = .52, p = 
.81
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As displayed in Table 4, none of the interactions were statistically significant. However, 
the main effect for Time of Test was statistically significant F(1,109) = 10.61, p = .002.  
A comparison of the means and standard deviations for this variable finds that the mean 
inference score is significantly higher in the immediate condition (M =11.95, SD = 2.03) 
than the delayed condition (M = 10.75, SD = 1.98).  
 
Table 4 
Analysis of Variance Results for Main Effects and Interaction Effects of Notes, Study 
Method, and Time of Test on Inference Item Performance 
 
Variable df MS F p 
Notes 1 1.185 .310 .579 
Method 1 .127 .033 .856 
Time of Test (ToT) 1 40.535 10.605 .002 
Notes x Method 1 3.407 .891 .347 
Notes x ToT 1 9.072 2.373 .126 
Method x ToT 1 .317 .083 .774 
Notes x Method x      
ToT 1 .068 .018 .894 
Error 109  3.822   
                   
 
 
Dependent Variable: Total Test Score 
A third and final three-way between-subjects analysis of variance was conducted 
to determine how (1) Notes, (2) Study Method and (3) Time of Test affected performance 
on Total Test Score. Table 5 presents the means, standard deviations and number of 
participants in each cell. The total number of test items was 29, with a range of 11 to 29 
and a mode of 18. See Figure 1.   
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As shown in Table 6, none of the interactions were statistically significant. As 
was the case in the analysis of inference items, only the main effect of the Time of Test 
was statistically significant F(1,109) = 13.37, p< .001. Visual inspection of the means for 
this variable finds, again, that subjects assigned to the immediate condition (M = 20.63, 
SD = 3.55) had significantly higher total test scores than subjects in the delayed condition 
(M = 18.23, SD = 3.22).  
 
Table 6 
Analysis of Variance Results for Main Effects and Interaction Effects of Notes, Study 
Method, and Time of Test on Total Test Performance 
 
Variable df MS F p 
Notes 1 11.848 1.035 .311 
Method 1 2.295 .200 .655 
Time of Test (ToT) 1 153.098 13.370 .000 
Notes x Method 1 31.486 2.750 .100 
Notes x ToT 1 1.974 .172 .679 
Method x ToT 1 22.604 1.974 .163 
Notes x Method x      
ToT 1 .013 .001 .973 
Error 109 11.451   




The initial ANOVA using a 2x2x2 (review method x notes x time) interaction 
yielded no significant support for a testing effect. It was postulated that the three-way 
interaction may have consumed too many degrees of freedom, thereby reducing the 
power of the analyses, and contributing to the lack of significant findings. Also, prior 
research on note-taking has indicated that ‘gender’(Reddington, Peverly, & Block, 2015), 
and ‘English as a first language’ (Peverly et al., 2007, Exp. 1) are related to variations in 




included ‘year in school’) and without the 3-way interaction to investigate whether there 
were any changes in the pattern of findings.  
 The results of the ANCOVA’s were virtually identical to the initial ANOVA’s 
conducted (see tables 7, 8, 9). As seen previously, the only significant interaction was for 
Method x Time of Test, with performance on memory items being significantly higher on 
the immediate than the delayed test in the review study method condition. The Method x 
Time of Test interaction was not significant for the other two analyses (inference and 
total test score). Also, similar to what was seen initially, the main effect of Time of Test 
was significant for each of the three dependent variables, again demonstrating that 
students in the immediate condition performed significantly better than those in the 
delayed condition. Lastly, none of the covariates were significant. Thus the results of the 
analyses are nearly identical, with or without the three-way interaction or the covariates.  
 
Table 7:  
Analysis of Covariance Results for Main Effects and Interaction Effects of Notes, Study 
Method, and Time of Test on Memory Item Performance 
 
Variable df MS F p 
Gender 1 1.79 .45 .503 
English 1st language 1 .099 .025 .875 
Year in School 1 .453 .114 .736 
Notes 1 5.20 1.31 .254 
Method 1 3.12 .787 .377 
Time of Test (ToT) 1 29.05 7.335 .008 
Notes x Method 1 10.42 2.63 .108 
Notes x ToT 1 1.87 .472 .494 
Method x ToT 1 20.37 5.14 .025 
Error 99  3.96   
                   
 
Table 8: 
Analysis of Covariance Results for Main Effects and Interaction Effects of Notes, Study 





Variable df MS F p 
Gender 1 13.62 3.63 .062 
English 1st language 1 .627 .167 .684 
Year in School 1 .507 .135 .714 
Notes 1 .645 .172 .679 
Method 1 .296 .079 .779 
Time of Test (ToT) 1 25.91 6.91 .010 
Notes x Method 1 3.315 .884 .349 
Notes x ToT 1 4.638 1.24 .269 
Method x ToT 1 .081 .022 .883 
Error 99 3.748   
                   
	  
Table 9:  
Analysis of Covariance Results for Main Effects and Interaction Effects of Notes, Study 
Method, and Time of Test on Total Test Performance 
 
Variable df MS F p 
Gender 1 5.54 .476 .492 
English 1st language 1 .227 .020 .889 
Year in School 1 1.92 .165 .686 
Notes 1 9.52 .817 .368 
Method 1 5.34 .459 .500 
Time of Test (ToT) 1 109.83 9.44 .003 
Notes x Method 1 25.48 2.19 .142 
Notes x ToT 1 .618 .053 .818 
Method x ToT 1 23.03 1.98 .163 
Error 99 11.64   
                   
	  
  
Originally, this study did not intend to examine the quantity of notes taken in both 
note-taking conditions. However, it was postulated that there may be a relationship 
between the quantity of notes recorded and test performance. As such, correlations were 
conducted to determine if note taking effected test scores. For those students who took 
their own notes, quantity of notes was defined by the number of words recorded. For 
those students who received the instructor’s notes, quantity of notes was defined by how 




 For those students who took their own notes, no significant correlations were 
found between the amount of words recorded and performance on memory (R = .11, p = 
.40), inference (R = .22, p = .11), or total test (R =.19, p = .15). Similarly, for those 
students who received the instructor’s notes, there was no significant correlation found 
between the number of slides containing additional notes and performance on memory (R 
= -.095, p = .48), inference (R = -.18, p = .18), or total test performance (R =-.15, p = 
.26).  
A retrospective power analysis was conducted for each of the three dependent 
variables considered in this study, i.e., Memory, Inference, and the Total Test Score.  
These analyses indicate that this study had sufficient statistical power (>= .80) to detect 








Chapter V: DISCUSSION 
This study investigated the efficacy of the testing effect in conjunction with the 
encoding and review portions of lecture note-taking. The testing effect was first 
demonstrated in the early 1900’s when Arthur Gates examined the difference in 
children’s test performance when they studied by repeatedly rereading or repeatedly 
recalling nonsense syllables and short prose passages. He found a positive effect for 
recitation, with students showing strong retrieval abilities for both nonsense syllables and 
short prose passages. Since laying the groundwork nearly a century ago, numerous 
studies have examined the testing effect. The testing effect has demonstrated its power on 
long term memory and retrieval with different materials (Agarwal et al., 2008; Einstein, 
Mullet, & Harrison, 2012; Karpicke & Roediger, 2007), test formats (Butler, Marsh, 
Goode, & Roediger, 2006; McDaniel et al., 2007) and populations (Karpicke & Blunt, 
2011; Nungester & Duchastel, 2013; Rohrer, Taylor, & Sholar, 2013). Despite the wealth 
of literature underscoring the robustness and utility of the testing effect, research has 
focused solely on materials provided to students, rather than student-generated materials 
such as the lecture notes they take in class and use later to study.  
Lecture note-taking is ubiquitous throughout post-secondary education, and both 
students and teachers view it as an important learning strategy (Armbruster, 2009). 
Despite its popularity, note-taking is a complicated and multi-faceted process, which can 
frequently leave students with unelaborated and incomplete notes (Peverly, Marcelin & 
Kern, 2014). In an effort to compensate for poor student notes, some teachers and 
professors provide their classes with their own outlined or complete notes to aid students 




study sought to understand whether repeated recall is superior to repeated review for the 
retention of information when students study their own notes vs. the instructor’s notes.   
In this study, a between-subjects design was used to examine the effects of the 
encoding portion of note taking, and its impact on repeated review, repeated recall, and 
test scores. Participants watched a recorded lecture while half of them took notes, and the 
other half received the instructor’s notes. Students either studied the notes through 
repeated review or repeated recall before taking either an immediate or final test on the 
materials. The independent variables included note-taking (own notes vs. instructor’s 
notes), review (repeated rereading/reviewing vs. repeated recall/testing), and time of test 
(immediate vs. delayed). The dependent variables included total test score, performance 
on memory items, and performance on inference items.  
This study sought to answer the following questions: Is repeated testing a 
significantly better approach to studying notes than repeated review, as demonstrated by 
performance on a multiple-choice test, regardless of: (a) the source of notes (student; 
instructor), (b) the type of test question (memory questions; inference questions), and (c) 
the time of the test (immediate; delayed). A review of this studies findings in comparison 
to that of the existing literature base are presented first. Following, the discussion will 
turn to the limitations and methodological weaknesses of the current study and directions 
for future research. 
A Comparison of the Testing Effect Literature and Current Findings: 
 In contrast to the wealth of literature in support of the testing effect, the current 
study failed to find a testing effect. Rather, the results of this study found a significant 




total test score) and a significant study method x time of test interaction for memory 
items only.  The main effect indicates that students’ performed better on the immediate 
test than the delayed test. The interaction indicates that students’ in the review condition 
performed better on the immediate than the delayed test but only on memory items.  No 
significant interaction was found for the recall condition.  Although research has 
historically shown that students who repeatedly review perform better on an immediate 
test than a delayed test, contrary to past research, the recall group did not perform better 
than the review group on the delayed test.  
Additionally, this investigation hoped to better understand the relationship of 
notes type and study method on test performance. The notes x study method interaction 
approached significance, depicting a trend for students to perform better on memory 
items when they repeatedly reviewed rather than recalled the instructor’s provided notes. 
Although this finding was unexpected as it counters the abundance of research in support 
of a testing effect it warrants further investigation given the weakness of the finding. In 
the following sections this discussion turns its attention towards potential reasons as to 
why no testing effect was found in this study.  
Limitations and future research: 
As discussed previously, the effortful retrieval hypothesis, or depth of processing, 
may be the underlying mechanism of the testing effect. In essence, this theory postulates 
that the act of retrieval results in elaborative and deeper processing, leading to better long 
term retention (Craik & Tulving, 1975). Two basic assumptions of the effortful retrieval 
hypothesis are (1) effortful retrieval is more difficult following longer delays between 




during the first intermittent test than during later intermittent tests. While recall requires 
more elaborative processing then rereading, it may have been that the initial encoding of 
information was relatively weak, and that the interval between the subsequent ten minute 
study period and the first intermittent test was not long enough. In combination, these two 
factors may have reduced the power of the testing effect. The information was first 
encoded during the lecture while students were taking notes or hearing the lecture for the 
first time. However, this encoding period differs from other testing effect experiments in 
that the student’s ability to encode the information was limited by the speed of the 
presentation. That is, the students were required to keep up with the pace of the lecturer 
when taking notes, as opposed to when they take notes or read from text at their own 
speed of preference. Because they were required to hastily write down information and 
determine quickly what information to incorporate, the first encoding may have been a 
relatively weak one. Kobayashi (2005) conducted a meta-analysis of the encoding effect 
on note taking and found that the mean weighted effect size was .22, thus finding a 
relatively weak effect for encoding alone.  
Following initial encoding students were given a ten-minute review period prior 
to the study trials. This ten-minute period served as additional time for student’s to 
further encode the information.  Following, the test trials commenced in quick 
succession, occurring with only a one-minute break between each of them. Perhaps 
because the time between the ten-minute review period and the recall sessions were so 
brief, the information may have been largely in students working memory, and not yet 
transferred to their long-term memory storage. Thus, they may not have had to put in 




Previous literature has demonstrated that retrieval from working memory usually does 
not produce benefits for later retention (Craik, 1970; Madigan & McCabe, 1971). Rather, 
the longer the interval before the first test demands more retrieval effort and leads to 
better retention (Roediger & Karpicke, 2006b). The existing literature has examined the 
testing effect by manipulating the timing of the initial test. Roediger & Karpicke (2006a) 
compared equal interval (5-5-5), expanding-interval (1-5-9) and massed interval (0-0-0) 
conditions during acquisition. They found that both of the spaced practice conditions 
produced better recall then did the massed practice. After a ten minute delayed final test, 
those in the expanding interval performed slightly better than those in the equal interval 
retrieval group. However, after a two-day delay, those in the equal interval condition had 
superior recall to those in the expanding interval condition. The researchers conclude that 
this finding is a result of the placement of the first retrieval attempt. That is, the longer 
the interval before the first test, the more retrieval efforts and the better the retention.  
This study was ecologically valid in that most students engage in massed study, as 
opposed to spaced studying. Previous literature has highlighted the fact that students 
prefer massed to spaced studying, because it promotes fluent processing, and students 
make quicker initial learning gains (Roediger & Karpicke, 2006b). However, a host of 
literature has demonstrated the advantageous effects of spaced retrieval practice for the 
benefit of long-term retention (see Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006). 
Nearly all studies examining spaced vs. massed retrieval have found that spaced 
schedules of retrieval (whether equal-interval or expanding schedules) produce better 
retention on a final test given later than do massed retrieval tests given immediately after 




operationalization of this study may not have been ideal for effortful retrieval and the 
strengthening of recall traces. In a future iteration of this study, it would be beneficial to 
delay the initial recall test by at least five minutes, allowing information to be transferred 
from working memory to long-term memory, thereby increasing retrieval efforts. 
Another factor hampering the results of this study may have been student interest 
and motivation. A few situational variables contributing to students perceived lack of 
motivation should be considered. This experiment was run over the course of two 
semesters. During both semesters the experiment was offered to participants after their 
midterm exam, thus occurring toward the end of the semester. The instructors of the 
course limited participation to the second half of the semester because they felt that it 
would benefit recruitment efforts. The instructors indicated that students would be more 
motivated to participate after receiving their midterm exam grades and realizing their 
need for extra credit, thereby increasing their motivation to participate. However, the 
literature has shown that this may not be the case and that students partaking in end-of-
the-semester research are not always motivated. Previous research has examined 
differences between participants who volunteer in experiments at the beginning of the 
semester compared to those who volunteer at the end of the semester (Cooper, 
Baumgardner, & Strathman, 1991; Grimm, Markman, & Maddox, 2012). At the end of 
the semester students are typically worried about failing to complete assignments, not 
completing the research requirement, and doing poorly in their classes. Those who opt to 
participate in experiments at the onset of the semester may be more excited about new 
experiences, the research question, and new opportunities. Studies have found that people 




volunteering at the end of the term (Evans & Donnerstein, 1974). Additionally, the 
literature has suggested that those participating early in the semester are more apt to 
engage in the study and do well then those at the end of the semester who have left 
participation to the last minute and do less well (Michael et al., 2015). The literature’s 
suggestion that those participating in research later in the semester may have less 
motivation to perform well has direct implications for this study, shedding light as to why 
students may have been less invested in performing optimally during this experiment. In 
the future, it would be prudent to conduct a similar study at the beginning of the term 
when students may be both more interested in the content of the study and motivated to 
perform well, as opposed to those who simply wish to acquire additional course credit.  
Additionally, in this experiment all students received the same amount of extra 
credit for their participation, regardless of their final test performance. As such, for most 
participants, partaking in this study was simply a means to bolster their grades through 
acquiring course credit. To correct for this perceived lack of motivation and interest in 
the study, future research may consider basing incentives on performance. That is, 
students could be given a prize for the best performance, in addition to the extra credit 
points. Doing so may increase student’s motivation to attend to the lecture and put in 
increased effort to study. 
Another factor contributing to low student motivation may be both the length 
and/or repetitive nature of this experiment. This study required student participation for 
approximately sixty to seventy minutes. Partaking in such a lengthy and repetitive study 
may have been boring for students, thereby adversely affecting their focus, interest, and 




students did not like the study because of its redundancy. Reportedly the students in the 
review notes condition were particularly bored and unengaged. As such, students may not 
have reviewed or recalled their notes as thoroughly as the experimenters intended. In this 
experiment the students were offered a total of twenty-five minutes to study their notes; 
ten minutes for everyone to simply review, followed by three, five-minute review periods 
where participants either reread or recalled their notes. The experimenter postulates that 
many participants may have just skimmed their notes once rather than actively studying 
over the three trials. To correct for this, future studies should consider reducing the 
overall length. This could be done by reducing the amount of overall study time and 
number of study trials given. 
Research on the testing effect has typically used several study trials, which this 
study emulated. However, what differentiates this study from most of those of Roediger 
and colleagues is the length of the materials. Their materials are typically much shorter 
(i.e. short prose passages and paired associates). Also, most of the literature has examined 
the testing effect using several study trials. However, as discussed above, passage length 
and the extensive amount of study time may have created an excessively tedious and 
boring study. Fortunately, there are data that indicate that extensive review may not be 
necessary. Using short prose passages, Roediger and Karpicke (2006a) demonstrated a 
significant testing effect comparing students who studied twice (SS) to those who studied 
once and self-tested once (ST). As typically seen in the testing effect literature, those in 
the SS condition outperformed those in the ST condition on an immediate test. However, 
tests given two-days and one-week later, produced the opposite result.  Those in the 




and Roediger (1992) compared the effects of multiple test trials (three) to a single test or 
no test control. Following a one-week delay, the no-test condition recalled 29% of 
information, the one-test condition recalled 39%, and the three-test condition recalled 
53%. The results showed that testing in general reduces forgetting of recently studied 
material relative to restudying.  Multiple tests do have a greater effect in slowing 
forgetting than a single test, however it is clear that a single test still is still superior to 
studying for long-term retention.  As such, to control for boredom and waning 
motivation, future replications of this experiment should consider reducing the number of 
study trials, as the literature suggests that a single test produces long-term memory 
effects. 
The intermittent test used in this study was free recall, as this is a common study 
method used in the testing effect literature. However, in the context of this study where 
students were required to either generate their own study materials or were provided with 
unelaborated instructor notes, the material they had available to study and then freely 
recall may not have been sufficient. The literature has shown that note quality is a strong 
predictor of written recall (Fisher & Harris, 1973; Kiewra et al., 1991; Peverly, et al., 
2007). Research has also indicated that students are much more likely to include 
information from notes in recall than information that was not included in notes 
(Rickards & Friedman, 1978). Therefore, the quality and content of the notes they 
recorded or had available for review most likely influenced their written recall 
substantially. In this study, the use of free recall during the study periods may have 
limited final test performance because participants may not have retrieved the targeted 




notes. This study examined the quantity of notes recorded in individual’s own notes and 
on the instructor provided notes in order to examine the correlation between quantity of 
notes and test performance. Contrary to previous literature, there was no correlation 
found between quantity of notes and test performance for any of the three dependent 
variables examined. Because this study did not code free recall attempts, the quality and 
quantity of information recalled during study test trials is unknown. As such, future 
studies may consider coding free recall attempts to examine the relationship between the 
quality of information recorded during study trials and overall test performance. 
Alternatively, using a different type of intermittent test during the study periods 
(i.e. cued recall, short answer) might enhance the likelihood that salient facts from the 
lecture are retrieved during study, which could lead to stronger long-term retrieval on the 
final test and a stronger testing effect. Previous studies have compared different types of 
intermittent tests (free recall, cued recall, recognition) on final test performance (Kang, 
McDermott, & Roediger, 2007). A greater testing effect is typically found when the 
initial intermittent test requires the production of information (i.e. essay or short answer) 
as opposed to a recognition test (multiple-choice), because generating material during 
study leads to greater retention. This study could be replicated using intermittent cued 
recall or short answer tests targeting information stated explicitly in the lecture, thus 
focusing on fact based/memory items. Lastly, when considering the testing effect in 
combination with student generated materials, it may be necessary to provide students 
with more comprehensive and elaborated notes to study from, such as the instructor’s 
notes. Regardless of whether or not students take their own notes during a replication of 




benefit from reviewing detailed instructor’s notes.   
The testing effect literature has also examined the effects of allowing participants 
to re-encode information between testing opportunities (STST).  This design allows for 
corrective feedback and ensures adequate chances to encode the information accurately. 
In a study by Kang et al. (2007), results found that when immediate feedback was given, 
students taking an initial short-answer test had superior retention three days later, 
regardless of the format of the final test (short answer or multiple-choice). The provision 
of corrective feedback may allow for more opportunities to correct errors, thereby 
improving final performance. Similar to Kang et al., Karpicke and Roediger (2007) 
compared the retention of freely recalled words for three groups: SSSS, STTT, and 
STST. They found that the STST group was superior; a study trial following a test trial 
served as feedback for what students’ did not know. Allowing students to reexamine their 
materials, recognize what they missed, and focus their study attention on the previously 
forgotten area may enhance their performance.  In a replication of this study one way to 
incorporate corrective feedback would be by allowing students to look back at their notes 
between recall sessions, allowing them to review portions of their notes that they may 
have missed. This could be particularly powerful if students are allowed to look back at a 
complete set of instructor notes during the review periods, and then recall all of the 
remembered information during the test periods. The idea of corrective feedback also has 
educational implications for teachers. When advising students on how to study, teachers 
should tell their classes to study, quiz themselves, and then allocate more study time to 
areas of weakness, while also reviewing previously recalled information. Additionally, 




guide their studies, as well as encourage them to utilize the questions found in text book 
study guides. To maximize benefits, teachers should make answer codes available to their 
students. 
As mentioned previously, this is the first experiment to look at the testing effect in 
conjunction with student-generated materials (i.e. notes). The design of this study did not 
prove stringent enough to produce a testing effect with notes. Given that no prior studies 
have looked at notes in the testing effect, it may have been too ambitious to introduce two 
types of note taking (own and instructors) in a preliminary study. As such, to correct for 
this in the future, it might be helpful to begin by eliminating the variation in notes 
altogether, providing all students with complete instructor notes and examining the 
effects of repeated review versus repeated recall on retention, when students are given 
complete and elaborated notes. After gathering a baseline and determining if the testing 
effect works with instructor provided notes, research could then introduce variability in 
the methodology, by examining how the testing effect changes when students take their 
own notes with no assistance. The following section presents reasons why this design 
may not have been rigorous enough to produce results, and identifies ways to manipulate 
the note-taking variable in future studies. 
In this study the instructor notes provided to the students were in an outline format, 
affording the students organized and structured notes that mention key terms and phrases. 
These notes were simply the outlines provided on the PowerPoint slides that were 
displayed for all participants while they listened to the lecture. As such, they served as a 
guide rather than a complete set of notes. Studies examining the encoding effect of note 




performance (Kiewra, 1985a). With regard to note quantity, Nye et al. (1984) found a 
correlation of .97 between the total number of words in notes and exam performance. The 
extant literature suggests that taking notes aids in the recall of information, whereas not 
taking notes can impede delayed recall ability. With regard to quality, when students’ 
notes capture the most important lecture points they recall the most lecture content 
(Kiewra & Fletcher, 1984), and they are better able to also recollect information of lower 
importance (Peverly et al., 2007). In the context of this study, participants in the 
instructor provided notes condition had well-organized notes containing main ideas, 
however, in the absence of taking additional notes, the notes provided were relatively 
unelaborated notes for later review, thus affecting note quantity and quality. It may be 
that the two note taking conditions in this study were not distinct enough to be 
significantly different. In future studies the note-taking conditions should be better 
distinguished from one another. One way this could be done is by providing very 
comprehensive instructor notes that include all relevant main ideas and supporting facts, 
therefore providing for both high quality and quantity of notes. Previous research has 
found some support for the provision of full instructor notes (Morgan, Lilley, & 
Boreham,1988). Incorporating full instructor notes in future research may provide for 
more powerful results.  
Future research may consider the use of guided notes as well. Guided notes are 
similar to outline notes, though they also provide cues to students, indicating how many 
ideas should be recorded. A study of undergraduate students by Austin, Lee, and Carr 
(2004) compared the effects of traditional lectures without slides, lectures with 




different from the current investigation in that participants in the slides plus guided note 
condition were provided with copies of the slides with important parts missing. Students 
were therefore provided with visual cues of where information was incomplete and then 
had to complete the notes by copying short phrases from the presenter’s overhead slides 
and elaborating the notes they were provided. Results demonstrated significantly 
improved note quality when students were provided with guided notes. As previously 
mentioned, the current study provided notes that were the exact replica of the 
accompanying slides. Future research should consider using a guided note format where 
students are required to complete missing aspects and elaborate the notes provided.    
  Another way this experiment could be enhanced is by making changes to the 
lecture. Aside from reducing its length, the lecture could be modified by including 
spoken cues and more pauses. Students often struggle to take notes because lectures 
move quickly, thus they scramble to write down what information they hear without 
having enough time to organize their notes as they go. While the lecture was presented at 
a typical pace to what is seen in a classroom (127 words per minute), students may have 
struggled to keep up with the pace of the lecture and simultaneously organize their notes 
for later review. One way the lecture could be enhanced is through incorporating lecture 
cues to increase the salience of information. Cues can be both verbal and nonverbal 
behaviors that the presenters use to heighten student’s awareness and help them attend to 
important details (Titsworth, 2004). Cues can include statements such as “this is 
important,” or “a third reason why…” helping students to focus on essential points and 
aiding the organizational structure of their notes. Titsworth and Kiewra (2004) found that 




listening to a cued lecture recording 60% more of the lecture points than those listening 
to an un-cued version. Thus, there is reason to believe that modifying the presentation 
will enhance encoding and material available for later review.  
Several important limitations should be kept in mind with respect to the sample used 
in this dissertation.  Firstly, the participants in this study were 84% women, 90% 
Caucasian, and 94% spoke English as their first language, thus it was a rather 
homogenous sample.  Previous research has demonstrated the testing effect amongst a 
number of ages and populations. However, the literature has also suggested that women 
may outperform men on verbally mediated skills such as note-taking and written free 
recall (Reddington and Peverly, 2015). As such, future research should specifically 
examine gender differences in the testing effect.   
 During recruitment for this study the research assistant informed participants that 
some students would be in an immediate condition and others in a delayed condition. The 
students were told that if they could only attend one session that they should email the 
experimenter and attempts to accommodate them would be made. Of the 117 participants, 
three students emailed the experimenter with a scheduling conflict. As such, for those 
three students the experimenter prioritized the participant’s availability and schedules, 
before then randomly assigning them to conditions. Aside from these three students, 
participants were randomly assigned across all conditions of this experiment.  
 The structure of the sessions prohibited those in the immediate and those in the 
delayed conditions to be in two separate rooms. This difference may have been apparent 
to the participants during the experiment, as half of the students were dismissed after the 




the concentration and motivation of those students required to remain and take the 
immediate test. While administering tasks in a group format helps to control threats to 
internal validity, individuals who had difficulty sustaining attention may not perform well 
in a group setting. The group setting coupled with the between subjects design and the 
varying conditions may have affected participants ability to concentrate and their overall 
performance.  
Conclusion: 
The primary goal of this dissertation was to explore the testing effect in 
conjunction with lecture note-taking, comparing student generated notes to instructor 
provided notes. Contrary to the robust literature base in support of the testing effect, this 
study did not find evidence for the testing effect in the context of lecture note-taking. 
Results of this study found a significant interaction between method x time of test, with 
students performing better on memory items when they were tested immediately rather 
than following a delay when they reviewed their notes. Additionally, the notes x study 
method interaction neared significance, suggesting that students perform better on 
memory items when they repeatedly review rather than recall instructor’s provided notes. 
Across dependent variables (memory, inference, and total test score), performance was 
significantly better on immediate tests than on delayed tests. Given the scarcity of results 
found in this study, future research should make methodological modifications and 
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Write your student identification number here: XXXX________   
  
Please answer the following:       
 
Gender: ___Female    ___Male ___Transgender ___Other 
 
Date of Birth:  ___Month  ___Day  ___Year 
 
Is English your first language? ___Yes  ___No 
 
I belong to the following group:  
___Black/African-American    ___Asian-American/Pacific Islander;   
___Latina/Latino     ___Native American/Alaskan Native;   
___White American     ___Other (specify: _____________ ) 
 
Year in school (circle one): 1  2  3  4  other: ___ 
 
What is your major? _________________ 
 
What is your minor? _________________ 
 
Please estimate your overall academic average:   
___ A+  
___ A  
___ A- 
___ B+ 
___ B  
___ B-  
___ C+  
___ C  
___ C-  
___ D+  
___ D  
___ D-  
___ F+  
___ F  
___ F-  









1. The Importance of Reading 
One of the primary purposes of elementary school is to teach academic skills. Probably the most 
important of these are reading, writing and arithmetic, known by some or by many as “The 3 
Rs.” Of these, probably the most important is the ability to read. This one’s the most important 
because more than any other skill, it provides students access to a good part of the curriculum. 
Most of the curriculum, or, a good portion of the curriculum is presented in text form, and 
students need to be able to read to access it well.  The less well they read, the less well they’re 
going to be able to learn from this curriculum. Unfortunately, the only national, standardized, uh, 
results that we have of student’s performance in basic academic skills is the National Assessment 
of Educational Progress Exam, N-A-E-P. This exam suggests that a substantial proportion of 
students who graduate from high school do not have reading skills sufficient to be able to profit 
from a college curriculum adequately. Thus, this talk is going to be about the cognitive skills that 
underlie the ability to read, and the relationship of these cognitive skills to, uh, good reading 
instruction, especially in elementary school. 
 
2. The Goal of Reading 
So, the question here, the first question I guess, is what is the goal of reading? Well, the goal of 
reading is the ability to comprehend. 
 
3. Basic Skills 
…. And, there are many views on the reading process. One of the more predominant ones these 
days is what’s called the, uh, Simple View of Reading. Now, within the Simple View of 
Reading, comprehension is the product of two skills. There’s a basic skill, word recognition, and 
a more advanced skill. Here I’ve labeled it “language ability” but what this really is, is the level 
of language skill you have and your ability to apply it to interpret information. Thus, in this view, 
reading comprehension, that is, uh, the goal of comprehension of written text, is the product of 
word recognition skill and language skill. 
 
4. Reading: The Basics (cont.) 
There is a potential problem here, however. All academic skills require at least, the execution of 
at least two skills to be able to accomplish its goal. However, human beings are not good at that. 
They are not good at executing two effortful skills at the same time. If they could do it, they can 
only do it for very short periods. A reasonable estimate at the moment might be a minute or two. 
Clearly, that does not suffice when you have to read or engage in some other academic skill for 
quite long periods of time.  
 
5. Reading: The Basics (cont.) 
The question is, why is this true? Why do we find it difficult to execute two effortful strategies at 
the same time? The reason is because of the structure of the human memory structure. For our 
argument, or for my purposes at this moment, the human memory system has two parts to it. 
Here you see the letters “LTM” which stand for “Long-Term Memory.” Now, Long-Term 
Memory is more or less, um, it’s always difficult to choose a word here, uh, I typically like the 




negotiate our everyday activities to help us learn new things, to help us converse with other 
individuals in a meaningful way, etc. The other portion of this is Working Memory. Working 
Memory is a limited capacity system. It has a very small amount of space, as we will see in a few 
minutes. Um, now, the unfortunate part about this limited space is this is where a lot new 
learning takes place. Um, now, one way to think about working memory is when you’re sitting 
listening to a lecture and you’ve heard something that is important for you to record so you have 
to, um, hold that, then you have to get it down- you have to transcribe it, type it, do something 
with it. Um, and you have to do this while maintaining the continuity of the lecture, so that you 
don’t miss important information. Now, if you don’t get it down right away, chances are you’re 
going to forget it. So, real key here is, um, dealing with this limited capacity system-same is true 
in reading. In reading, remember, two skills: word recognition, comprehension. Both can be very 
effortful, thus, we cannot do both at the same time- not for very long, anyway. And so, the 
resolution to all this is that, um, we have to make one of them, um, automatic. That is, it has to 
be fast, efficient, to the extent that it doesn’t take any space in working memory. But, before we 
go to that point, let’s talk about… 
 
6. Reading: The Basics (cont.) 
…working memory just a little bit more. Now, working memory is actually limited in two ways. 
It’s first limitation as I’ve just said, is space- it just doesn’t have much of it. Um, there’s a very 
famous psychologist, um, who published a very influential paper many many years ago named 
George Miller. And, he made the argument that um, the capacity of working memory is seven 
plus or minus two things, pieces of information. Now, let’s assume for the moment that he’s 
correct. That suggests you can only hold five to nine in working memory at any one time. That 
might be five to nine words, it could be five to nine a lot of things. Um, but nonetheless, you 
can’t hold it-much, you can’t hold much there…that’s a problem. This is the second problem. 
The second problem has to do with time. You cannot hold it there for very long. It has this nasty 
little characteristic that if, um, you don’t do something to maintain it there, that is use a strategy 
to hold it there, it’s going to disappear. And, there’s some debate about how long you can hold it 
without, um, doing something, like rehearsing it, but, chances are it would disappear in twenty, 
maybe thirty seconds. So, for example, let’s say you meet someone and, he’s a, ask uh, can I 
have your phone number, or email? And let’s also say you don’t have your cell phone, or 
anyway of recording it at that moment, so you have to do something so you don’t forget it. So, 
what many people would do is try to rehearse it to the point where they can remember it, so that 
when they, when they, um, finally in a position to re-, transcribe it or record it somehow they 
could do that. Um, but, if you don’t engage in that activity, and you’re running around trying to 
find your cell phone or whatever, the chances are very high that you’re going to forget it. So, the 
real problem with working memory, when it comes to academic skills, are these issues. It’s very 
limited in the amount of space it has, it’s very limited in the amount of time it can hold that 
limited amount of information. Thus, it’s very, very, very easy to forget. So, how do we 
overcome these limitations? 
 
7. Reading: The Basics (cont.) 
Well, since we can’t do two activities at once, but we can do one really well, you have to 
automatize one of them. So, that means, in this particular case, you have to automatize, um, your 
word recognition skills, and so, let’s talk about that for a minute. Um, why is word recognition, 




we are and the more accurate we are, the better able we can use the capacity of working memory 
to comprehend. Um, I’m going to give you some details here, why this is so important. So 
among young students, let’s say students in the 1st through 3rd grades in elementary school, um 
word recognition skill correlates about .7 with the ability to comprehend. And, for your purposes, 
what that means is that about half of the ability to comprehend is related to how fast you can read 
words, and just begin to think about why that may be true within the context of some of the 
information I’ve given to you about working memory at this point. Now, word recognition 
speed, the importance of it declines over time, however, um it always remains important, even 
among adults, it’s just not as important as it is to kids, at least typically. So, how do we develop 
good word recognition speed in elementary school? Well, one of the really critical components 
that research indicates is related to reading words accurate and quickly, is students’ understating 
of the language in which they are reading. Research indicates that a consistent and systematic 
emphasis on teaching students the association between sound and symbol, between, for example, 
a letter and the sound that that represents, letter combination and the sounds that that represents, 
or a word, or words and the sound that that represents, is absolutely important. So the job of, um, 
instruction in reading, in good part in early elementary school, is related to, um, what we call the 
alphabetic principle, or teaching students the alphabetic principle, teaching students the 
relationship between symbol-to-sound. The better they know that, the quicker they can read. 
Now, earlier on I said there were two skills that are important to reading- one is word 
recognition, the other is language ability, and so, in our context, what is language ability? How 
do we define it? Well, for our purposes, I’m going to argue that it consists of two parts, one is 
semantics. In our terms, that’s vocabulary knowledge, and there’s plenty of research to indicate 
that, um, the more vocabulary knowledge students have the better they comprehend. The second 
piece of this is grammar, or grammatical knowledge. Now, grammatical knowledge actually has 
two parts to it as well. The first part is what we call syntax, and syntax is more or less the 
acceptable ordering of words within a language. Um, different languages allow some different 
orderings of words- you need to understand the allowable ordering of words within the language 
in which you are reading to be able to interpret text adequately. The second of, component of 
grammar is we call morphology, a word morphology. And morphology is more just the structure 
of a word, and what it tells us about some of things we’re reading. So, for example, uh, a word 
can tell us whether an event is happening now or happened in the past. A word can tell us if 
something belongs to you, or to you. So, the structure of a word communicates a lot of 
information to us, and we know that good readers are those who have a better understanding of 
structure of words and what that communicates than poor readers do. So, within the context of 
instruction in an elementary school- teachers actually have two jobs. One I’ve already said 
before, is to help students develop a fast and efficient word recognition which is predicated in 
this alphabetic principle- teaching students the relationship between symbol and sound through a 
systematic and l-, sustained emphasis on those skills, especially in early grades. But, that needs 
to be combined with instruction in language. Um, if I had to put my- an emphasis on one of the 
two skills, I would probably argue for vocabulary development, since vocabulary development is 
so strongly related to comprehension.  Now, um, getting back to how this relates to working 
memory, so this suggests that effective readers are those that have really fast and efficient word 
recognition skills. Then they can use all this limited space to apply their knowledge of the 
language and arguably other skills to interpret those words and comprehend the message, of, of 
the author, of that written text. Now, just to give you a sense of what good word recognition 




things that are entertaining to them, relaxing to them. They can read faster if they’re skimming, 
they could probably ready up to 1,000 words per minute, so to speak, if you’re looking for a 
particular piece of information. You slow way down when you’re engaged in activities where 
you know you have to remember something or learn something. You may go down to 100 words 
per minute- you may go slower depending on what it is you’re doing. So, good readers can read 
at tremendously fast rates, but they have a second skill there- they can adapt their rate of speed to 
the need of the activity, the goal of the activity. Is it relaxation, do I really need to remember all 
of it? No, you’re just relaxing, but, if you’re studying for an exam you need to remember and 
understand what it is your learning. You go at much slower speeds depending on your needs at 
the moment. So, this more or less just summarizes (points to powerpoint) what I’ve just been 
saying. Um, in word rec-, in reading, if word recognition’s automatized, then they can use that 
space to apply their language skills and other skills, for example background knowledge, um, to 
adequately interpret text. 
 
8. Diagram 
Now, here’s my little diagram to illustrate all this. Now, here we have a, an oval, and that’s my 
representation of working memory. Now, in its current state it’s empty, as you can see, well, I 
guess I’ll demonstrate that better it a minute, but let’s for argument’s sake say it’s empty. And 
that means that word recognition’s automatized and you have all this space to use for, um, 
applying your other cognitive skills, primarily language ability, to comprehend. However (adds 
lines to diagram), here is someone that has some inefficiency in word recognition, and notice, 
word recognition, as indicated by these bars, is taking up some space in working memory, so that 
means there’s less for the applications of the skills to comprehend, so the implication is, um, that 
on average comprehension will be worse for this person than it was for the person who might’ve 
been represented with no bars. But we can make it much, much worse, (adds more lines) and 
here this might be a reasonable reputation-um representation of some poor child at the beginning 
of first grade who’s really just beginning to learn how to read and goes through every word and 
says something like, “th-uh, c-at, iis,” if you go at that rate you have to struggle with 
pronunciation so much, you’re using all your working memory space to, um, deal with word 
recognition. And, notice here you have none left for comprehension. Thus, at this level it’s really 
hard for students to comprehend what they’ve read, primarily because they’re struggling so much 
with the other skill- it is not yet automatized.  
 
9. The Importance of Instruction 
So, in conclusion, instruction in reading is extremely important. In the early elementary grades, 
just to summarize, this means that students should, um, or teachers should focus very 
systematically and for sustained periods of time on teaching students how to read words quickly 
and accurately and that’s best done through, um, instruction that includes a strong emphasis on 
the alphabetic principle, typically through the kinds of curriculum that we might are argue are 
ph-, very heavily laden with phonics. But, our responsibility doesn’t end there. It’s also our 
responsibility to increase students’ vocabulary as much as we can, and, um, to increase students’ 
understanding of the grammar of their language, understanding how words are ordered, um, the 
meaning of the structure of words and what it communicates to us as best as we can. And there, 
and there’s something we can’t forget, which is the better students learn how to read, the better 
they learn how to read- it’s very cyclical, so if we’ve taught them well, chances are, and there’s a 




more they read the better they learn how to read, the better their vocabulary comes, the better 
their understanding of the grammar becomes, so it’s very cyclical. And there’s also some data to 
indicate that um, in the middle, um, middle grades, let’s say middle school or lower high school, 
um, poor readers may read up to or more than, or less than a million words a year. That’s a lot of 
words, that’s a lot of potential new vocabulary that they may be missing. So, it’s really important 
to establish reading skills early on. And one final point, um, word recognition’s speed and 
accuracy needs to be substantially in place by the end of the 3rd grade. If it is not, data indicates 
that it becomes more difficult for them to learn, and more difficult for individuals like us to teach 
























































Multiple Choice Test: 
1. What limits working memory? 
a. Students’ cognitive ability  
b. The length of time it can hold information 
c. Its physical capacity 
d. b and c 
 
2. If the lines in the figures below represent the portion of working memory occupied by word 
recognition skills for two different 3rd grade students, which of the following statements is 
likely to be true? 
a. Both students are equally likely to read with adequate fluency and accuracy. 
b. Student A is more likely to have more difficulty with reading comprehension.   
c. Student B is more likely to have more difficulty with reading comprehension 
d. Student A is more likely to read with greater fluency and accuracy. 
 
 
   Student A    Student B 
 
 
3. In the Simple View of Reading, which of the following are primarily responsible for 
comprehension? 
a. Background knowledge and word recognition  
b. Word recognition and language ability 
c. Background knowledge and language ability 
d. Language ability and attention 
 
4. If Kayla tells you that she read a 5000 word article in 5 minutes, she probably 
a. was reading to comprehend 	  
b. was skimming. 
c. was reading to remember  
d. has a lot of background knowledge on the topic. 
 
5. If a fourth grade student has good word recognition skill, the best predictor of his/her 
comprehension skill is most likely:  
a. Word recognition skill 
b. Quality of instruction 
c. Working memory capacity 




d. Language ability  
 
6. Understanding the differences between the words “walked,” “walks”, and “walking” is 
important because it is an example of   
a. semantics, which is important in understanding written language 
b. morphology, which is a key component of grammar 
c. syntax, which is a key component of grammar 
d. orthography, which is important in understanding written language 
 
7. Ms. Armbruster is designing a reading curriculum for her 1st grade class.  It is recommended 
that her instruction focus on… 
a. grammar and syntax  
b. working memory strategies 
c. listening comprehension instruction alone 
d. alphabetic phonics  
 
8. The alphabetic principle is 
a. the knowledge of the letters names  
b. the ability to recognize words quickly. 
c. the relationship between letters and sounds. 
d. the knowledge of letter sounds. 
 
9. Students can perform two tasks simultaneously if:  
a. Both are practiced extensively 
b. Both are relatively simple 
c. One can be performed automatically 
d. There are no distractions 
 
10. What is the goal of reading? 
a. To remember 
b. To read words quickly 
c. To read words accurately  
d. To comprehend 
 
11. What language skill is most strongly correlated to comprehension?  
a. Knowledge of grammar 
b. Orthographic knowledge 
c. Morphological knowledge 
d. Vocabulary knowledge 
 
12. Why is word recognition skill less predictive of reading ability in most adults than it is in 
young children? 
a. Because most adults recognize words automatically 
b. Because many adults have expansive background knowledge, which is more 
predictive than word recognition skill  




d. Because adults have a better developed understanding of grammar.   
 
13. What two parts of the human memory system were highlighted by the lecture? 
a. Long Term Memory and Visual Memory 
b. Visual Memory and Auditory Memory 
c. Long Term Memory and Working Memory 
d. Declarative and Procedural Memory 
 
14. Results from a national test of reading suggest that American schools need to provide 
a. formal instruction in working memory rehearsal. 
b. additional study time. 
c. more complex readings. 
d. additional instruction in reading. 
 
15. Typically, when reading for entertainment or relaxation, proficient adults read about ______ 






16. Tom told Iraida his cell phone number and asked her to call him in 2 minutes.  Which of the 
following strategies will be the least helpful for Iraida to remember the number?  
a. Visualizing the number pattern on a keypad 
b. Rehearsing it 
c. Not listening to anything else 
d. Typing it  
 
17. Mr. Peterman is planning to ask his daughter to stop at the grocery store on her way home.  






18. ____________ should be relatively well developed by the end of ____________.  
a. Knowledge of vocabulary and grammar ….third grade 
b. Knowledge of vocabulary and grammar …high school  
c. Word recognition, speed, and accuracy…third grade 
d. Word recognition, speed, and accuracy…high school 
 
19. In the early elementary grades teachers should focus most on teaching students 
a. to read words quickly and accurately. 
b. to spell accurately. 
c. the meaning and use of words. 





20. Language ability, as defined in the lecture, consists primarily of 
a. semantics and grammar.  
b. orthography and syntax. 
c. morphology and syntax. 
d. semantics and prosody. 
 
21. Sandra is monitoring her Facebook page while trying to understand a recorded class lecture.  
How long would you expect her to be able to effectively perform these tasks at the same 
time? 
a. 10-15 seconds 
b. 1-2 minutes 
c. 3-5 minutes 
d. Until she completes the tasks 
 
 
22. If a fourth grade student has poor word recognition skill, the best predictor of his/her 
comprehension is most likely 
a. Working memory capacity 
b. Language ability 
c. Quality of instruction 
d. Word recognition skill 
 
 
23. When children are learning how to read, most of their learning takes place in  
a. working memory. 
b. immediate memory. 
c. long-term memory. 
d. sensory memory. 
 
24. How long can a person hold information in working memory without rehearsing it?  
a. 60 seconds 
b. 5-15 seconds 
c. 20-30 seconds 
d. Until they are distracted by other information 
 
 
25. What is the approximate correlation between word recognition accuracy/speed and 






26. Billy can read words quickly and accurately, but has difficulty comprehending.  What skill 




a. Working memory 
b. Language ability 
c. Phonemic awareness 
d. Morphology  
 
27. Why would many adults have difficulty comprehending a scientific article that contained 
many unfamiliar words and complex diagrams? 
a. The charts and diagrams distract from the understanding of scientific text.  
b. Many adults may not be interested in the subject matter, which makes it difficult to 
understand.   
c. The article is likely to be long and therefore difficult to remember 
d. Cognitive resources must be spent decoding unfamiliar words 
 
28. What skill must be automatized to comprehend well? 
a. Phonological processing 
b. Word recognition 
c. Spelling 
d. Language ability 
 
29. It took ten-year-old Skyler two seconds to read the word “raffle.” His reading skill 
a. is below average 
b. is average 
c. is above average  


















































Total Test Score Frequency 
Frequency 
         11    12     13    14     15     16     17    18    19     20     21     22   23     24     25     26    27    28    
29  
Overall test score  
