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ABSTRACT
      Better understanding of transport of dissolved chemicals in soils and aquifers is
important to evaluate and remediate contaminated soils and aquifers. Because of the
nature of heterogeneity of field porous media, studies on transport processes in non-
homogeneous media are necessary. In this study, transport of solutes in layered and
heterogeneous media was investigated using numerical approximations. For layered
soils, transport properties were assumed homogeneous within individual layers but
different between layers. For heterogeneous systems, either a time-dependent or
distance-dependent dispersivity was considered to represent the effects of
heterogeneity.
        In a series of simulations of transport in two-layered soils, we found that
breakthrough curves (BTCs) were similar regardless of the layering sequence for all
reversible and irreversible solute retention mechanisms. Such findings were in
agreement with results from laboratory experiments using tritium as a tracer and Ca
and Mg as reactive solutes.
         Field measured apparent dispersivity is often found to increase with time
because of the heterogeneity of soils and aquifers. We proposed a fractal model to
explain the time dependency of dispersivity. Our model indicates a nonlinear increase
of variance of travel distance with time or mean travel distance, which implies a time-
dependent dispersivity. Application of our model to three field experiments (the Cape
Cod, the Borden, and the Columbus sites) indicates fractal behavior for all three
cases.
xii
         The term "scale effects" is often used in the literature to refer to the dependency
of dispersivity on either mean travel distance or distance from source. We presented a
critical review on the ambiguity in definition of this term. We presented comparisons
between transport processes in systems with time-dependent and distance-dependent
dispersivities. Our results showed that enhanced spreading in BTCs consistently
occurred in systems with time-dependent dispersivities.
         Recently, a new governing equation, factional-order advection-dispersion
equation (FADE) was proposed to describe transport processes in heterogeneous
systems. We proposed a statistical method to justify the use of a FADE.  A fractional
order of 1.82 was confirmed to be necessary to describe the bromide plumes at the
Cape Cod site.
1CHAPTER 1
INTRODUCTION
The contamination of soil, surface and ground water has been of a national
concern. According to reports, some agricultural chemicals, such as nitrate ( NO3
− ),
pesticides, and herbicides have been found in shallow groundwater although their
concentration is often extremely low. It is urgent to take measurements to prevent
further contamination in some severely contaminated regions. In order to put forward
practical and effective methods to prevent contamination of groundwater, rigorous
understanding of the transport mechanisms of contaminants in soils and aquifers is
necessary.
Over the past two decades a number of models have been developed to
characterize the movement of inorganic solutes as well as organic contaminants in
homogeneous soils (Selim et al., 1976; Selim, 1992; Chen and Wagenet, 1997). These
models successfully predicted the transport and adsorption processes of chemicals in
homogeneous soil columns under saturated flow conditions (Wierenga and van
Genuchten, 1989; Vanclooster et al., 1993). However, the predictability of these
models for field scale transport processes is often poor. The main reason is that the
soil properties at the field scale vary from point to point and with depth.
Homogeneous soils are the exceptions while heterogeneous soils are almost always
encountered. Homogeneous soils are ideal for pure studies, but one does not expect to
find such behavior in a farmland or a forest. On the contrary, heterogeneous and
2layered soils are commonly found in farmlands. In order to make models more
practical, studies on transport processes of various kinds of materials, both organic
and inorganic, in non-homogeneous soils are essential.
 The transport process in heterogeneous soils differs from that in
homogeneous soils in many ways. The wetting front may show instability in
heterogeneous soils, for example, fingering flow phenomenon has been found by
many researchers (White, 1985). Layered soils are special heterogeneous soils and the
fingering flow is found to be significant in such soils (Starr et al., 1978). Another
significant difference is that preferential flow often occurs in the heterogeneous soils
because of the existence of macro pores. During infiltration, rather than flow through
the soil matrix, water often prefers other easier and faster flow paths, i.e., macro pores
under certain conditions (Li and Ghodrati, 1997).  Because of the close relationship
between water flow and movement of contaminants, preferential flow has received
considerable attention. Studies have shown that transport of agricultural chemicals is
faster and to lower depths in heterogeneous soils than expected in homogeneous soils
(Sposito and Reginato, 1992; Pivetz et al., 1996; Rice et al., 1991).
It is recognized that the soil system is extremely complex. With models based
on homogeneous media, we cannot accurately describe the transport processes in
heterogeneous soils. To achieve a satisfactory prediction, soil heterogeneity must be
taken into consideration. Two early examples to describe heterogeneity are the dual-
porosity concept (Coats and Smith, 1964) and the two-site surface adsorption concept
(Selim et al., 1976). A generalized sorption-site heterogeneity model was put forward
3by Chen and Wagenet (1997). Strictly speaking, the above models are developed for
homogeneous soils because all parameters (both physical and chemical properties)
along the soil profile are treated as homogeneous. In other words, each parameter
remains unchanged along the entire soil profile. To be more practical, many
researchers shifted to study transport phenomena in layered soils (Selim et al., 1977;
Barry and Parker, 1987). In these cases, well-defined layers with different texture or
composition are separated by relatively sharp interfaces. However, each layer is
treated as homogeneous.  Another alternative to deal with heterogeneity is to study
transport processes in one-dimensional vertically heterogeneous soil columns. The
soils in question can be physically and chemically heterogeneous. To show the effects
of spatial variability on solute transport, some researchers use the concept of non-
interacting parallel stream tubes (van der Zee and van Riemsdijk, 1987). In such a
case, each soil column is treated homogeneous in the vertical direction, and different
soil columns have different transport parameters. That is, the transport parameters are
only horizontally heterogeneous. Another more sophisticated case is to simulate
transport in two-dimensional porous media (Roth and Hammel, 1996). In a two-
dimensional case, transport parameters vary in both vertical direction and horizontal
direction.
Because of the heterogeneity of soil systems, the convection-dispersion
equation (CDE) with a constant transport parameter (i.e., dispersivity) often fails to
accurately predict the spreading of solute plume. Both field and laboratory studies
showed that a time-dependent or distance-dependent (depth-dependent for vertical
4transport) must be used in order to give a better description of solute transport in later
time or longer distance (Pickens and Grisak, 1981; Zhang et al., 1994). Based on
stochastic approaches, Gelhar (1993) suggested that dispersivity increased at early
travel time and would stay constant after a critical mean travel distance was reached.
Wheatcraft and Tyler (1988) among others attempted to explain the time dependence
of dispersivity based on fractal geometry. Based upon the breakthrough curves at
different depths/distances, some studies had shown that dispersivity might also
increase with the distance from the source (Khan and Jury, 1990; Zhang et al., 1994).
Therefore, generalized CDE with time-dependent or distance-dependent dispersivities
has been used to describe transport processes in heterogeneous soils and aquifers
(Pickens and Grisak, 1981; Mishra and Parker, 1990; Yates, 1990). Benson (1998)
suggested using fractional advection-dispersion equation (FADE) to describe
transport processes in heterogeneous aquifers.  Pachepsky et al. (2000) showed that
FADE could be used to describe scale-dependent transport phenomena so that a scale-
dependent dispersivity could be avoided.
1.1 Statement of Problems
Soil stratification has been documented for several decades. Studies on
dissolved chemicals in layered soils are important to acquire a better understanding of
contaminant movement in field soils. The transport processes of dissolved chemicals
in layered soils have been investigated for several decades through analytical as well
as numerical methods (Shamir and Harleman, 1967; Selim et al., 1977; Bosma and
van der Zee, 1992; Wu et al., 1997). It is of interest to investigate whether soil
5layering affects solute breakthrough at the groundwater level. The early results from
Shamir and Harleman (1967) showed that the order of layering did not affect
breakthrough significantly. Selim et al. (1977) reached similar conclusions based on
numerical simulations. The adsorption types considered by Selim et al. (1977)
included linear and nonlinear adsorption models. However, van der Zee (1994)
attributed results of Selim et al. (1977) to the small Peclet number assumed for the
nonlinear layer, which prevents nonlinearity effects to be clearly manifested. Thus, it
is of interest to investigate whether the non-significance of layering order from the
studies of Selim et al. (1977) is dependent on the Peclet numbers. Several nonlinear
type models have been developed that describe solute adsorption properties of soils.
We need to take into account such adsorption models, especially kinetic reactivity in
studies of solute transport in layered soils.
Field studies on solute transport in porous media have shown that the field-
estimated dispersivity often increases with time rather than remains time invariant.
The time dependency of dispersivity is attributed to heterogeneity of the media.
Wheatcraft and Tyler (1988) made efforts to explain the time dependency of
dispersivity using the concepts of fractal geometry. They developed an expression for
field time-dependent dispersivity proportional to the mean travel distance raised to
the power of (2D-1), where D is the fractal dimension of the fractal tortuous stream
tubes. However, dispersivity increases linearly with time or mean travel distance even
for a non-fractal case, i.e., D=1, according to the Wheatcraft-Tyler model. This seems
to be contradictory to one's intuition because dispersivity should reduce to a constant
6for the non-fractal case. Therefore, the derivation of the Wheatcraft-Tyler model
needs to be reexamined. If there are inadequacies in the development of the
Wheatcraft-Tyler model, a new model can be proposed.
In the literature, both time dependency and distance dependency of
dispersivities are referred to as scale effects. This definition of scale effects is often
not clear. Although both time-dependent and distance-dependent dispersivities may
stem from heterogeneity of the systems, time dependence and distance dependence of
dispersivities are not equivalent to each other. The difference in effect of time-
dependent versus distance-dependent dispersivities on solute transport in porous
media can be examined through numerical simulations.
As mentioned above, a new governing equation, FADE, has been developed
to describe the non-Fickian transport of solutes in heterogeneous soils and aquifers
(Benson, 1998; Pachepsky et al., 2000). The use of FADE needs justification because
the FADE is much more complex than the classical CDE. If the fractional order of the
FADE is not significantly less than 2.0, the classical CDE is good enough to describe
the transport processes. There are no statistical methods in the literature to justify the
use of FADE.
1.2 Objectives
In this study, we first discuss the transport processes of solutes in layered
soils. Secondly, because transport in non-homogeneous systems often results in a
time-dependent dispersivity, we investigate the time dependency of dispersivity based
on fractal geometry. Third, we focus on "scale effects" in transport phenomenon.
7Through numerical simulations, we demonstrated the differences in the effect of time-
and distance-dependent dispersivities on transport processes of tracer solutes. Fourth,
we attempted to develop a statistical method to compare FADE with the classical
CDE.
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CHAPTER 2
SCALE-DEPENDENT DISPERSION IN SOILS: AN OVERVIEW
2.1 Introduction
       Accurate description of the transport of contaminants in porous media is very
important to evaluate and remediate contamination in soils and aquifers. The
advection-dispersion equation (ADE) is the most widely used governing equation to
describe solute transport in hydrogeologic systems. Advection represents the transport
of chemicals with the bulk fluid movement or mass flow. The term dispersion in ADE
is a simplification for hydrodynamic dispersion. The hydrodynamic dispersion
includes the processes of mechanical dispersion and molecular diffusion. The
mechanical dispersion is caused by variation in fluid velocity in the pore space of
porous media, and diffusion is caused by molecules' random motion. Dispersivity is
commonly used to characterize dispersion behavior of solutes in porous media.
2.1.1 Justification
        Early studies led to the belief that a single value of the dispersivity parameter (α)
for an entire medium is sufficient to characterize the spreading processes of tracer
solutes in porous media (Bear, 1972). However, numerous studies have shown that
the dispersivity measured in the laboratory often fails to give adequate description of
transport behavior at the field scale. Dispersivities estimated from field observations
are often much larger than those measured in the laboratory for the same type of
porous material (Pickens and Grisak, 1981a). Numerous studies suggest that the
dispersivity depends on the mean travel distance and/or the scale of the observations
11
(e.g., Peaudecerf and Sauty, 1978; Sudicky and Cherry, 1979; Pickens and Grisak,
1981a). These results suggest that a unique dispersivity for the entire medium is not
adequate to describe solute dispersion in hydrogeologic systems at the field scale. The
scale dependency of the dispersion is an added complexity in characterizing solute
transport in the field.
         Scale dependency or scale effects of solute dispersion in porous media has been
recognized for more than four decades. Pickens and Grisak (1981a) gave a detailed
review of scale effects based on field dispersion investigations. They summarized
results from computer simulations, laboratory studies, and field tracer tests. Their
values of longitudinal dispersivities obtained from computer modeling ranged from
12 to 61m. There were some trends with larger dispersivities that were associated
with larger contamination zones.  The longitudinal dispersivities obtained from the
analysis of laboratory breakthrough data on repacked granular materials were of the
order of 0.01 to 1 cm. In contrast to computer simulations and laboratory data, the
longitudinal dispersivities obtained from analysis of various types of field tracer tests
ranged between 0.012 and 15.2 m (see Table 2 in Pickens and Grisak, 1981a). Other
scholars also observed the scale effects in solute dispersion. Fried (1972) reported
longitudinal dispersivities from several sites. Estimated values of dispersivities were
0.1 to 0.6 m for the local scale (aquifer stratum), 5 to 11 m for the global scale
(aquifer thickness), and 12.2 m for the regional scale (several kilometers). Fried
(1975) redefined these scales in terms of the mean travel distance of a tracer solute or
a contaminant. Mean travel distance of 2 to 4 m was assigned for the local scale, 4 to
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20 m for the global scale 1, 20 to 100 m for the global scale 2, and larger than 100 m
(usually several kilometers) for the regional scale. Gelhar et al. (1992) presented a
critical review of dispersivity observations from 59 different field sites and found that
longitudinal dispersivities ranged from 10-2 to 104 m for scales of observation from
10-1 to 105 m. At a given scale, the longitudinal dispersivity values were found to
range over 2 to 3 orders of magnitude (see Fig 1 in Gelhar et al., 1992). Overall, the
data indicated a trend of a systematic increase of the longitudinal dispersivity with
observation scale.
2.1.2 Laboratory Studies
        A number of case studies have also been conducted in the laboratory to
investigate the scale effects in dispersivity for various observation scales. Khan and
Jury (1990) conducted a series of tracer transport experiments on undisturbed and
repacked soil columns having three different lengths under three different flow rates.
The shorter columns were obtained by cutting longer ones in half. They found that the
dispersivity significantly increased with increasing column length for the undisturbed
soil columns at the higher flux rates. However, the dispersivity was length
independent for the repacked columns. Porro et al. (1993) investigated solute
transport through two large soil columns. One column was uniformly filled with
loamy fine sand and the other filled with alternating 20-cm-thick layers of loamy fine
sand and silty clay loam. Various tracers such as tritiated water, bromide, and
chloride were applied under steady flow conditions to the tops of soil columns. Their
results displayed no clear relationship between the dispersion coefficients and depth
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for any of the tracers for either column. In a different column study, Zhang et al.
(1994) packed a 12.5-m-long soil column in different ways, that is, homogeneous and
heterogeneous packings. The observed dispersivity increased with distance for both
homogeneous and heterogeneous columns.
        In an effort to find laboratory evidence of the scale effects in dispersion, Sillman
and Simpson (1987) conducted transport experiments in a sandbox. The sandbox was
filled in four different arrangements: uniform sand, layered packing, layered-block
packing, and uniform heterogeneity. For uniform sand packing, 20-mesh sand (d50 =
0.70 mm) was packed uniformly. In layered packing, a horizontal layer of 90-mesh
sand (d50 = 0.16 mm) was embedded in the 20-mesh sand. In layered-block packing,
"blocks" of 90-mesh sand were uniformly distributed in a horizontal layer occupying
one-third of the vertical height of the sand. In uniform heterogeneity packing, blocks
of 90-mesh sand were uniformly distributed throughout the sandbox. No scale effect
was found for the uniform sand packing. Analysis of the breakthrough data from the
layered packing suggested a three-stage transport process. Breakthrough data from
the layered-block packing showed a three-stage process, too. However, for layered-
block packing, the duration of the central segment of breakthrough curves showed
dependence on the distance from source indicating scale effects for this packing.
Analysis of the breakthrough curves obtained in one run for the uniform
heterogeneity packing showed that the dispersivity increased with distance. In a two-
dimensional sandbox study, Burns (1996) estimated longitudinal dispersivities at
different distances. He found that the dispersivity increased slightly with distance. To
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verify analytical solutions for a one-dimensional scale-dependent dispersion model,
Pang and Hunt (2001) conducted transport experiments in an 8-m-long homogeneous
pea-gravel column. The apparent dispersivities obtained at different distances showed
a clear increase with distance. Other laboratory studies are available in the literature
in support of the general finding that the dispersivity is scale dependent for some
studies but not for others.
2.1.3 Field Tests
       Though it is more difficult to monitor solute transport at the field scale than at
laboratory scale, numerous field transport experiments have also been conducted to
study the scale-dependent dispersion coefficient. For example, based on analyses of a
series of field tests, Sauty (1980) found that dispersivity at first increased with
distance until a characteristic value was reached, which then remained constant.
Butters (1987) conducted field transport experiments in an unsaturated soil to study
the transport of bromide. Based on the analyses of the data, Butters and Jury (1989)
claimed that a nearly linear scale effect in dispersivity to a depth of at least 14.8 m
was displayed. Leland and Hillel (1982) conducted a field study of solute dispersion
in an unconfined aquifer. They installed two lines of samplers. The results from both
sampler lines were inconsistent. One line showed dispersivity increasing with
distance up to the fourth sampler in the line, while the other line showed dispersivity
tending to decrease with distance from the injection plane.
       To investigate scale-dependent dispersivity, Taylor and Howard (1987)
conducted a 40-m natural-gradient tracer test in an unconfined sand aquifer. The
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studied area was covered by an extensive array of monitoring wells. The dispersivity
values were randomly distributed at each monitoring line. Overall, the field data did
not indicate a clear trend of increased dispersivity with distance from the injection
well. Recently, Himmelsbach et al. (1998) studied solute transport processes in a
highly permeable fault zone of Lindau fractured rock test site in Germany. For a
distance of 11.2 m, they obtained dispersivities ranging between 0.17 and 0.3 m.
However, the dispersivity based on a different experimental run was 2.1 m for a
distance of 21.4 m. Such an increase in dispersivity could not be explained by the
increase of distance from 11.2 to 21.4 m. In summary, results from these field studies
indicate inconsistent relationship between dispersivity and distance.
      In addition to the dependence of dispersivity on distance from source of a solute
or contaminant, the dispersivity is often found to be dependent on the time after the
release of solutes. Dieulin (1980) described the results of a tracer test conducted in a
heterogeneous alluvial aquifer and found it necessary to divide the breakthrough
curves measured from each observation well into a series of segments. Each portion
was then simulated individually and a different dispersivity value determined. The
results led to a conclusion that the dispersivity increased with time (Dieulin, 1980;
cited in Sudicky et al., 1983). In an analysis of solute transport data at Borden,
Ontario, Canada, Freyberg (1986) found a nonlinear increase of the variance of travel
distance with time, which indicated a time-dependent dispersivity. He also found that
the dispersivity reached an asymptotic value of 0.49 m.
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2.1.4 Interpretations
       Several efforts have been made to account for the dependence of dispersivity on
time or distance. Most of the theories rely on the heterogeneous nature of the porous
media. Stochastic theories (Gelhar et al., 1979; Dagan, 1982; Dagan, 1984; Neuman
et al., 1987) relate macrodispersivity with the spatial correlation structure of the
hydraulic conductivity of the porous media. According to stochastic models,
macrodispersivity is a function of time initially and will reach an asymptotic constant
value after all scales of variability have been experienced. Wheatcraft and Tyler
(1988) proposed a fractal model to explain the scale effects in dispersivity. Their
model showed that dispersivity increased proportionally with mean travel distance to
the power of D-1, where D is the fractal dimension of streamtubes. Other researchers
argued that some part of the scale effects might be explained as an artifact of the
models used (Domenico and Robbins, 1984). Based on synthetic data, Domenico and
Robbins (1984) showed that scaling-up of dispersivity would occur whenever a (n-1)
dimensional model was calibrated or otherwise employed to describe an n-
dimensional system. Similarly, Pickens and Grisak (1981a) attributed the scaling-up
of apparent dispersion coefficients to the use of a one-dimensional model to calibrate
a two-dimensional flow field in which the convective velocity varied with distance
along the radial direction. Serrano (1992) attempted to describe field scale solute
transport parameters in terms of regional hydrologic and aquifer hydraulic properties.
An equation of dispersion in one- and two-dimensional homogeneous and
heterogeneous aquifers with scale-dependent parameters given as a function of
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natural recharge rate from rainfall, aquifer transmissivity, hydraulic gradient, aquifer
thickness, and aquifer soil porosity was derived. His results showed that the recharge
rate substantially affected the contaminant distribution and might partially explain the
scale dependence of dispersion parameters. The reasons for observed scale effects in
dispersion of solute in geologic systems remain unresolved.
2.1.5 Outline
      In this contribution, we present a comprehensive analysis of recent advances on
studies focusing on scale-dependent dispersion in porous media. First, we focus on
stochastic approaches of time-dependent dispersivity models. Application of fractal
geometry and development in transfer function theory will also be included in this
section. Second, we discuss analytical and numerical solutions for the convection-
dispersion equation (CDE) with either time-dependent or distance-dependent
dispersivities. Third, a new approach, fractional convection-dispersion equation,
which represents anomalous dispersion in heterogeneous media, is presented. Finally,
several issues in current studies on scale-dependent dispersion are addressed.
2.2 Stochastic Approaches
2.2.1 Macrodispersivity Theory
       Stochastic methods have been employed to examine macroscopic flow and
transport processes in recent years (Gelhar et al., 1979; Dagan, 1982; Neuman et al.,
1987). The basic idea of stochastic methods is to describe solute transport in terms of
the random trajectory of a solute particle moving through a medium with a random
velocity field. The local dispersion is often assumed to be small. The velocity field
18
U x( ) , which does not depend on the solute concentration, is assumed to be a
stochastic process, stationary in space and time. The velocity is further split into two
components as
U x u u xf( ) = + b g [2.1]
where u  is the mean velocity and uf  the zero mean velocity fluctuation. The
fluctuation uf  is assumed to be a Gaussian process with covariance tensor
σ u f ff x y u x u y, :b g b g b g= 〈 〉 [2.2]
The trajectory X tb g  of a particle that starts at ( x 0= =, t 0 ) is a realization of the
stochastic process X tb g , which is defined by
X U X Xt t dt t
t
db g b gc h b g= ′ ′ +z0 [2.3]
where Xd tb g  is a Gaussian process with zero mean and a covariance 2dd t  that
accounts for local dispersion. Substituting Eq. [2.1] into Eq. [2.3] gives
X u u X Xt t t dt tf
t
db g b gc h b g= + ′ ′ +z0 [2.4]
This integral equation is very difficult to solve because u f  depends on the trajectory
X tb g  (Jury and Roth, 1990). Dagan (1984) used a first order approximation by
replacing X tb g  by its expectation 〈 〉 =X ut tb g . With the same approximation, Eq.
[2.4] can be simplified to
X u u u Xt t t dt tf
t
db g b g b g= + ′ +z0 [2.5]
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The trajectory X tb g  is a Gaussian process. The covariance tensor of X tb g  may be
written as
σ σX jk utt d jkf jk t t dt dt d t, ,, ,= +zz 00 1 2 1 2 2u ub g [2.6]
where j k x y z, , ,= . According to Eq. [2.6], the covariance tensor of the process X tb g
can be calculated in terms of the covariance of the velocity fluctuations. Based on the
covariance tensor, the macrodispersion tensor can be defined as
D
d
dtjk
X jk: ,= 1
2
σ
[2.7]
The macrodispersion tensor can be calculated from hydraulic conductivity tensor
K xb g . Because hydraulic conductivity often follows a lognormal distribution, we
define another tensor Y as
Y K: ln /= K0b g [2.8]
where K0  is a characteristic value of K xb g  (Dagan, 1984). Dagan (1984) obtained an
analytic expression for the dispersion tensor D  in two and three dimensions for an
isotropic exponential covariance function of Y
σ σ λY Y Yx
xb g = −FHG
I
KJ
2 exp [2.9]
where σ Y2  is the variance and λY  the integral scale of Y . The covariance tensor (Eq.
[2.6]) of the particle positions calculated by Dagan (1984) reads
σ σ λ τ τ τ τ τ τX xx Y Y Ld t, exp= − + − + +
F
HG
I
KJ −
L
NM
O
QP +2
8
3
4 8 8 1 1 22 2 3 2 b g [2.10]
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where τ λ: /= ut Y , and dL  is the local longitudinal dispersion coefficient. Here we
list only the principal component along the flow direction. Accordingly, the
longitudinal component of the macrodispersion tensor of Eq. [2.7] is given by
D u dxx Y Y L= − + − + +FHG
I
KJ −
L
NM
O
QP +σ λ τ τ τ τ τ τ
2
2 4 4 3 21
4 24 24 24 8 expb g [2.11]
Jury and Roth (1990) inspected the approximation of Dxx  for different τ . For τ >> 1 ,
Eq. [2.11] can be approximated by
D d uxx L Y Y≈ +σ λ2 [2.12]
From the above equation, we recognize that the longitudinal macrodispersion
coefficient Dxx  approaches a constant value in an isotropic stochastic continuum at
very large time. For τ < 1, Eq. [2.11] can be approximated by
D d u txx L Y≈ + 815
2 2σ [2.13]
From Eq. [2.13], we recognize that Dxx  increase linearly with time if the mean travel
distance is less than the integral scale of Y . For very small time (τ << 1), the second
term in Eq. [2.13], which accounts for dispersion induced by velocity fluctuation,
could be ignored. Russo (1998) applied the same approach to the transport process in
the vadose zone. The expression for macrodispersion in the vadose zone is more
complicated and also a function of soil moisture content.
       Gelhar et al. (1979) analyzed the development of the dispersion process for the
case of a perfectly stratified aquifer. Their analysis shows that the dispersivity
initially grows with displacement distance and that departures from the classical
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Gaussian distribution are very significant during this development process (see Fig.
2.1). Gelhar and Axness (1983) conducted three-dimensional stochastic analysis of
macrodispersion in aquifers. Their analysis yielded a finite asymptotic longitudinal
dispersivity using simple monotonic covariance functions. Neuman et al. (1987)
developed a stochastic theory of field-scale Fickian dispersion in anisotropic porous
media. Their theory also showed that the field-scale longitudinal dispersivity reaches
a nonzero constant value asymptotically. Matheron and de Marsily (1980) showed
that the transport of solute could not, in general, be represented by the usual
convection-diffusion equation, even for large time. They also showed, however, that
when the flow was not exactly parallel to the stratification, diffusive behavior was
much more likely to appear. Smith and Schwartz (1980) conducted a stochastic
analysis of macroscopic dispersion and their results suggested that the diffusion
model for macroscopic dispersion might be inadequate to describe mass transport in
geologic units. Mercado (1967) studied the spreading pattern of injected water in a
permeability-stratified aquifer. Interestingly, he concluded that the variance of travel
distance would grow proportionally to the square of the mean travel distance in
aquifers. In turn, the dispersivity increased linearly with mean travel distance or time.
For solute transport in anisotropic heterogeneous aquifers, Dagan (1988) found that
the macrodispersion coefficients were functions of time. He also concluded that the
suggested formulae were valid for large Peclet numbers, as encountered in most
groundwater applications and for average flow parallel to the plane of isotropy.
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Figure 2.1 Breakthrough curves at the point 12x A∞ =  for the classical
convection-dispersion model (solid line) and the extended model with
( )1 20 2 /tC C mξρσ π=  (dashed line). After Gelhar et al., 1979. Copyright
 1979 by the American Geophysical Union. Reproduced with permission
of AGU.
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 Dagan (1988) also suggested that the travel distance required to reach asymptotic
constant value was of the order of tens of horizontal log conductivity integral scales.
2.2.2 Fractal Models
       Classical Brownian motion is often used to describe solute transport in porous
media. The characteristics of Brownian motion lies in that it predicts a linear increase
of variance for travel distance with time. However, nonlinear increase of variance of
travel distance has been observed in large field transport experiments. One possible
idea to study this anomalous transport is to extend traditional Brownian motion to
fractional Brownian motion (fBm). Many researchers (Hewett, 1986; Philip, 1986;
Arya et al., 1988; Ababou and Gelhar, 1990; Neuman, 1990) have developed several
different fractal models based on fBm. These fractal models were compared by Tyler
and Wheatcraft (1992). Sahimi (1993) also presented a discussion about differences
among the fractal models in terms of Hurst coefficient. Ndumu and Addison (2001)
gave a review on fractional Brownian motion and fractional Gaussion noise in
subsurface hydrology.
      The fBm was introduced by Mandelbrot and van Ness (1968) as scaling limits of
random walks or Brownian motions with power-law transition probability, which
constitute random fractal functions described by the index H (0<H<1), the Hurst
exponent. The value of H defines the intermittency or auto-correlation property of the
fBm function. One-dimensional fBm with index H that goes through the origin (i.e.,
BH 0 0b g =  at t = 0 ) can be derived by substracting the value of the random function
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at t = 0  from the original notation of fBm given in Feder (1988). The resulting
expression for fBm can be written as
B t B
H
t dW t dWH H
H H t Hb g b g b g b g b g b g b g b g− = + − − − + −
L
NM
O
QP
− − −
−∞ zz0 1 1 2 1 2 1 2 0
1 20
Γ τ τ τ τ τ
[2.14]
where dW τb g  stands for a Gaussian random function with zero mean and unit
variance; and Γ H +1 2b g  is gamma function. The arguments t and τ in Eq. [2.14]
represent time with t τ> .
      Increments of B tH b g  defined by W tH b g  are given by
W t B t B tH k H k H k− −= −1 1b g b g b g [2.15]
and are termed fractional white noise or fractional Gaussian noise (fGn). W tH b g
becomes ordinary white noise when H = 1 2 . It should be noted that W tH b g  is a
discrete stationary process with zero mean and variance that scales as ~ t tk k
H− −1 2b g .
The important property of fBm increments (for our purposes) is its correlation. The
autocorrelation function CH τb g  of fractional white noise is defined by (Molz et al.,
1997)
C h H H Hτ σ τb g b g= − −2 2 2 22 1 [2.16]
where τ  is separation or lag distance, h  is the fixed increment, and σ 2  is the
variance for increment h = 1. H is imposed to vary between 0 and 1. For H > 1,
2 2 0H − >  and the autocorrelation of fractional white noise grows without bound
with τ . Negative H yields a strictly positive correlation that decreases too rapidly
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with τ . For H = 1 2 , CH τb g = 0 for τ > 0 . For 0 1 2< <H , CH τb g < 0 , and for
1 2 1< <H , CH τb g > 0 . Only if H = 1 2  is the correlation between the increments of
fBm zero and independent of lag distance τ . Hurst (1951, 1957) discovered and
studied different types of processes exhibited by the fBm in terms of H. The
expression 0 1 2< <H  defines zones of negative correlation (a negative increment
tends to be followed by a positive increment), and Eq. [2.14] models subdiffusive, or
antipersistent behavior. The value H = 1 2  defines zero correlation. This is the
special case of Gaussian noise, increments of Brownian motion, or random walk;
thus, Eq. [2.14] models Fickian diffusion. The expression 1 2 1< <H  defines the
zone of positive correlation (a negative increment tends to be followed by another
negative one) and models superdiffusion, or persistent behavior. Ndumu and Addison
(2001) illustrated the comparative diffusion as a function of time (t) of independent
tracer particles undergoing fBm diffusion for different Hurst coefficients. They found
that higher values of the Hurst exponent H result in greater diffusion because of the
increased persistence of B tH b g  as H increases (see Fig. 2.2; note the different scalings
in the y-axis for the same time t of Fig. 2.2a-2.2c.). For our purpose, we are interested
only in superdiffusion, i.e., 1 2 1H< < . The box counting fractal dimension of a fBm
trajectory is D Hf = 1 . Hewett (1986) gave a different relationship between fractal
dimension and Hurst exponent as H Df= −2 .
       The spectral properties of fBm/fGn are also important in the study of anomalous
transport, especially for the synthetic generation of these processes. The Fourier-
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Figure 2.2 FBM Spreading of 10 tracer particles released at origin at
time t=0 with BH(t=0) = 0 for 0<H<1. From Ndumu and Addison,
2001. Copyright  2001 by American Society of Civil Engineering.
Reproduced with permission of ASCE.
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Stieltjes integral is used for representing the ensemble that constitutes a stationary
stochastic process. Detailed discussion on spectral representation and spectrum of
fBm/fGn can be found in Yaglom (1987) and Molz et al. (1997). The spectrum
relations of fBm and fGn are
fm Hω ωb g∝ +
1
2 1 [2.17]
fn Hω ωb g∝ −
1
2 1 [2.18]
where fm ωb g  and fn ωb g  are spectrum for fBm and fGn, respectively, and ω  is the
frequency.
       For Brownian motion B tH b g  traces, where H = 1 2 , the standard deviation σ
scales with the square root of time t
σ ∝ t1 2 [2.19]
that is, it is a Fickian diffusive process. Therefore, we have the following equation
σ = 2 1 2Dt [2.20]
which is the standard deviation of the solution to the diffusion equation from a point
source with diffusion coefficient D . Ndumu and Addison (2001) extended Eq. [2.20]
to the fBm processes, where H ≠ 1 2 , and obtained
σ H H HD t= 2 [2.21]
where DH  is the generalized fractal diffusion coefficient. The Fickian diffusion
coefficient D is defined from Eq. [2.20] using the Einstein relation
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D d
dt
= 1
2
2σ [2.22]
Applying Eq. [2.22] to Eq. [2.21] yields a time-dependent Fickian-type diffusion
coefficient D tb g  in terms of the fractal diffusion coefficient DH
D t HD tH
Hb g = −2 2 1 [2.23]
By assuming D tb g  is the product of a time-dependent dispersivity α tb g  and a mean
pore water velocity v , Ndumu and Addison (2001) further reached an expression for
a time-dependent dispersivity
α t HD
v
tH Hb g = −2 2 1 [2.24]
For H = 1 2 , a constant dispersivity is recovered.
        Arya et al. (1985) obtained a field-scale dispersivity expression in terms of the
fractal dimension Df . Their model was based on the idea of fractal Brownian trails.
The key assumption they made is that particles move along a path with x and y
coordinates generated by separate fBm functions. A particle's position, z x y,b g , at
time t is given by
z x y B t B tH H, ,b g b g b gd i= 1 2 [2.25]
where B tH1 b g  and B tH2 b g  are fBms. As pointed out by Tyler and Wheatcraft (1992),
the Hurst coefficient of both the x and y coordinates (H1 and H2) must be equal for a
fractal trail developed this way. In addition the Hurst coefficient must lie in the range
of 1 2 1≤ <H  as discussed above. Meanwhile, the fractal dimension Df  for trails is
29
equal to 1 H , which is the same as mentioned above. Based on the fractal trails of a
cloud of contaminant particles and Taylor's (1921) concepts of dispersion, they
developed a model of the growth of field scale dispersivity, α m , of the form (cited in
Tyler and Wheatcraft, 1992)
α m D DC x f= −12
2 1( )d i [2.26]
where x  is the average displacement of the center of mass of tracer. Considering the
relationship between the Hurst coefficient H and fractal dimension Df , it is easy to
show that dispersivities described by Eqs. [2.24] and [2.26] grow with the same rate.
Later, Arya et al. (1988) suggested a different expression that is also based on fBm
α m f D DD C x f= − −2 3 2d i d i [2.27]
Eq. [2.27] is derived from a functional expression of the variance of the displacement.
Arya et al. (1988) also pointed out that totally uncorrelated variations produce
classical Brownian motion with Df = 15. . In this case, Eq. [2.27] reduces to a
constant. The field data considered by Arya et al. (1988) were best fit with a value of
Df = 112. . Philip (1986) used a Lagrangian approach to dispersion. Based on the
autocorrelation function of flow velocity and the famous Taylor's dispersion theory
(Taylor, 1921), he reached a result that the apparent dispersivity should increase as
t H2 1−  at large time. However, his work also predicted that the dispersivity grew
linearly with time at short times, i.e., α ( ) ~t t . Hewett (1986) used fGn to model the
variability of porosity. The use of fGn results in the autocovariance of the porosity
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scaling as l H2 2−  where l is the spatial lag. Hewett found the Hurst coefficient lies
between 0.7 and 0.8 for actual data. Interestingly, his work also predicts that the
dispersivity varies with time as t H2 1− . Assuming an average H of 0.75 based on the
range of H from actual data, he actually predicts that dispersivity increases with time
as t1 2 .
        Wheatcraft and Tyler (1988) made an effort to explain the scale dependency of
dispersivity based on the fractal dimension of tortuous stream tubes. In their random
walk model, the distance actually traveled by the plume, x f , is related to straight-line
distance, xs , through a fractal scaling relation of the form (Tyler and Wheatcraft,
1992)
x xs f
Df= 1 [2.28]
By assuming a Fickian diffusion process along the tortuous fractal path, they
developed a scale-dependent dispersivity of the form
α m D HCx Cxf= =− −1 1 [2.29]
where 1 2< <Df  and 0 1< <H .  Tyler and Wheatcraft (1992) further pointed out
that H is expected to be limited to 1 2 1< <H , and thus the fractal dimension
satisfies 1 15< <Df . . We also refer to Eq. [2.29] as Wheatcraft-Tyler's single tube
model. Eq. [2.29] reduces to a constant, i.e., scale-independent dispersivity for
Df = 1. Wheatcraft and Tyler (1988) also looked at an ensemble of such stream tubes
and developed a scale-dependent dispersivity of the following form
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α σ σε εm s D s Hx xf= =− −1 2 1 22 2 1 2 3 2 [2.30]
Eq. [2.30] is often referred to as Wheatcraft-Tyler's multiple tube model. This model
reduces to the Mercado (1967) model as discussed previously for nonfractal media.
Strangely, this reduced model is contradictory to their single tube model. Besides, the
Mercado model describes dispersion in layered systems, and it is difficult to argue
that layered systems would behave nonfractally.
      Neuman (1990) developed a universal scaling law for dispersivity in geologic
media based on the quasi-linear theories (Neuman and Zhang, 1990; Zhang and
Neuman, 1990) of non-Fickian dispersion. He used a fBm to describe the log
conductivity field. The proposed semivariogram, γ sb g , of log hydraulic conductivity
is given by
γ ςs C sb g = 0 2 [2.31]
where ς  is equivalent to the Hurst coefficient H in Eq. [2.16]. Using a value of 0.23
for ς , Neuman explained the higher than linear growth rate of apparent dispersivity
with scale, i.e., α m sL~ .1 46 . It should be pointed that the Hurst coefficient in Eq. [2.31]
(ς ) is different from that in Eq. [2.16]. ς  is only a parameter of the log hydraulic
conductivity field whereas H in Eq. [2.16] is the characteristic exponent of the fractal
trails of particles. The value of H can be directly associated with the type of
dispersion processes as discussed above. However, the value of ς  cannot be
associated directly with the type of dispersion processes in porous media. For
example, an H value of 0.23, which is less than 0.5, should model a subdiffusion
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process as we discussed above; a ς  of 0.23 for the log hydraulic conductivity still
describes a superdiffusion process, that is, dispersivity increases nonlinearly with
scale.
        Ababou and Gelhar (1990) developed a model based upon a truncated spectrum
of variation in hydraulic conductivity and the macrodispersivity theory of Gelhar
(1987). According to their analysis, the spectra of vertical conductivity of three
boreholes suggested the following power law
f k S kb g = −0 α [2.32]
where k is wave number. Eq. [2.32] has the same form as that suggested by Philip
(1986) to describe the velocity spectra. From core data given by Bakr (1976), Ababou
and Gelhar suggested α ≅ 1. Based on this spectral form, Tyler and Wheatcraft
(1992) inferred that the resulting macrodispersivity grows linearly with time.
         Based on the above discussion, we have several forms of fractal models that
describe time-dependent dispersivity. As pointed out by Tyler and Wheatcraft (1992),
the fractal dimensions are not directly comparable among different models. There are
three different categories of fractal dimensions involved in our discussion. The first
one is the fractal dimension of the particle trails as discussed in Arya et al. (1985,
1988) and Ndumu and Addison (2001). The second is the fractal dimension of the
tortuous flow paths in Wheatcraft and Tyler (1988). The third is the fractal dimension
of the spectra of some parameter field, for example, porosity, velocity, and
conductivity (Philip, 1986; Ababou and Gelhar, 1990; Neuman, 1990). Interestingly,
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the time-dependent dispersivity can be derived based on any of the three different
fractal dimensions.
2.2.3 Transfer Function Models
       The convection-dispersion equation (CDE) is the most commonly used model to
describe solute movement through soils where perfect lateral mixing is assumed.
Thus, the CDE predicts a linear increase of travel time variance with distance. With
an approach similar to that used by Mercado (1967), Jury and Roth (1990) developed
a stochastic-convective model. The stochastic-convective process assumes that the
solute moves at different velocities in isolated stream tubes without lateral mixing.
Use of lognormal distribution of travel time results in a convective lognormal transfer
function model (CLT). The CLT model describes solute transport characterized by a
quadratic increase in the travel time variance with depth. However, the travel time
variance is often reported to increase nonlinearly with distance because of
heterogeneity of the media (Zhang et al., 1994). To account for the nonlinearity in the
relationship between travel time variance and distance or depth, Liu and Dane (1996)
proposed an extended transfer function model (ETFM). They introduced an additional
parameter to represent the degree of lateral solute mixing. The ETFM can be
considered as a transition between the CDE and the CLT. Zhang (2000) also proposed
an extended convective lognormal transfer function model (ECLT). Meanwhile, he
attempted to unify all types of transfer function model with a generalized transfer
function model (GTF). More important, Zhang (2000) showed that the distance-
dependent dispersivity model could be associated with the parameters of the GTF.
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        The mean and variance of the travel time are two important characteristic
elements in transfer function theory. A third parameter related to scale effects is the
coefficient of variation (CV) of the travel time. The squared CV at depth z is given by
2
2
( , )( , )
( , )
Var t zCV t z
E t z
= [2.33]
where Var(t,z) and E(t,z) are the variance and mean of the travel time at depth z. For
the CDE, the means, variances, and CVs of the travel time at depth z and l are related
by
2
2
( , ) ( , ) ( , )
( , ) ( , ) ( , )
E t z z Var t z z CV t z l
E t l l Var t l l CV t l z
= = = [2.34]
For the CLT, similar relationships can be established as
2 2
2
( , ) ( , ) ( , ) 1
( , ) ( , ) ( , )
E t z z Var t z z CV t z
E t l l Var t l l CV t l
 = = =   [2.35]
For the ECLT (Zhang, 2000), the relationships are
2 2
2
( , ) ( , ) ( , ) 1
( , ) ( , ) ( , )
E t z z Var t z z CV t z
E t l l Var t l l CV t l
λ λ   = = =       [2.36]
The exponent λ is introduced by Zhang (2000) to describe transport processes in
which the travel time of solute may increase with depth nonlinearly. For the ETFM
by Liu and Dane (1996), the relationships are
( )2 2 12
2
( , ) ( , ) ( , )
( , ) ( , ) ( , )
a aE t z z Var t z z CV t z l
E t l l Var t l l CV t l z
−   = = =       [2.37]
The value of parameter a in the above equation lies in the range between 0.5 and 1
( 0.5 1a≤ ≤ ). Based upon the observation of the above relationships for different
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transfer function models, Zhang (2000) proposed a generalized relationship of means,
variances, and CVs of the travel time at depth z and l for a GTF
 
( )1 2 1 222
2
( , ) ( , ) ( , )
( , ) ( , ) ( , )
E t z z Var t z z CV t z l
E t l l Var t l l CV t l z
λ λ λ λ−     = = =           [2.38]
where λ1 and λ2 are parameters of the time moments.
       The dispersivity can be estimated based on the CV at depth z and is given by
( )2,
2
z CV t zα = [2.39]
Substituting the CV for the GTF (Eq. [2.38]) into the above equation gives
( )2 11 2z λ λα + −∝ [2.40]
If the two parameters λ1 and λ2 in Eq. [2.40] satisfy 2 1 0.5λ λ− = − , dispersivity is
constant with the distance (CDE). Otherwise, Eq. [2.40] describes a distance-
dependent dispersivity.
2.3 Analytical Solutions of CDE with Scale-Dependent Dispersivity
     Based on the above discussion, dispersivity at the field scale depends on time or
distance. Pickens and Grisak (1981b) suggested four types of time-dependent
dispersivity functions in terms of mean travel distance. These four types are linear,
parabolic, asymptotic, and exponential functions. Similar forms of functions have
been extended to distance-dependent dispersivity. The classical CDE has been
modified to incorporate the different dispersivity models. The generalized CDE is
assumed to better describe the transport process in soils or aquifers. Similar to normal
CDE, these generalized CDE can be solved analytically or numerically. The
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analytical solutions are obtained through Fourier or Laplace transforms. The obtained
solutions are often represented by special functions or integrals of some complex
functions. Numerical evaluation of special functions or integrals is often inevitable.
However, the analytical solutions can be used as a benchmark for assessment of
numerical solutions. In this section, we summarize efforts that have been carried out
to obtain analytical solutions to the generalized CDE.
2.3.1 Solutions of CDE with Time-dependent Dispersivity
      Pickens and Grisak (1981b) summarized several field and laboratory transport
studies and identified four types of functions for time-dependent dispersivity in terms
of mean travel distance. When time t is chosen as the independent variable, rather
than mean travel distance, these functions are as follows
(1) Linear
( )t dtα = [2.41]
(2) Parabolic
( ) bt dtα = [2.42]
(3) Asymptotic
( ) ( )1 /t A B t Bα  = − +  [2.43]
(4) Exponential
( ) 1 Ftt E eα − = −  [2.44]
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where ( )tα  is dispersivity; t is time; b, d, B, and F are constant; A, and E are
asymptotic or maximum dispersivity values. We assume that the dispersion
coefficient can be expressed by
D vα= [2.45]
where v is longitudinal pore water velocity and α is the dispersivity as described by
Eqs. [2.41] through [2.44]. For a two-dimensional system, the longitudinal and
transverse dispersion coefficients are given by (Zou et al., 1996)
( ) ( )x xD t v tα= [2.46]
( ) ( )y yD t v tα= [2.47]
where xα  and yα  are longitudinal and transverse dispersivities, respectively. The
generalized two-dimensional CDE for non-reactive solutes in systems with time-
dependent dispersion coefficients now reads
( ) ( )2 22 2x yC C C Cv D t D tt x x y
∂ ∂ ∂ ∂= − + +∂ ∂ ∂ ∂ [2.48]
For a parabolic dispersivitiy model (Eq. [2.42]), the longitudinal and transverse
dispersion coefficients are given by
( ) xbx xD t vd t= [2.49]
( ) yby yD t vd t= [2.50]
where xd  and xb  are constants for longitudinal direction; yd  and yb  constants for
transverse direction. For an instantaneous injection of a slug of mass M at 0t =  at the
origin of an infinite two-dimensional domain, the initial condition is given by
38
( ) ( ), ,0 , ,0MC x y x y
n
δ= [2.51]
where n is the porosity; δ( ) is the Dirac delta function. The boundary conditions are
lim ( , , ) 0, lim ( , , ) 0
x y
C x y t C x y t
→±∞ →±∞= = [2.52]
For non-reactive solutes, the total mass contained in the system at any time satisfies
( ), ,BnC x y t dxdy M+∞ +∞
−∞ −∞
=∫ ∫ [2.53]
where B is the aquifer depth; n is the porosity as in Eq. [2.51]. The governing
Equation [2.48] subject to initial and boundary conditions Eqs. [2.51] to [2.52] can be
solved using Fourier transform or a series of variable transformations (Basha and El-
Habel, 1993; Aral and Liao, 1996; Zou et al., 1996). Zou et al. (1996) developed an
analytical solution of Eq. [2.48] for a system with dispersion coefficients described by
Eqs. [2.49] and [2.50] using Fourier transform. Here, we just follow their steps to
derive the analytical solution.
      The Fourier transform of function ( ), ,C x y t , denoted by ( ), ,x yC S S t? , and its
inverse are defined by the following two equations
( ) ( ) ( ) ( ), , , , , , expx y x yC S S t F C x y t C x y t i S x S y dxdy+∞ +∞
−∞ −∞
  = = − +   ∫ ∫? [2.54a]
and
( ) ( ) ( ) ( ) ( )1 2
1, , , , , , exp
2
x y x y x y x yC x y t F C S S t C S S t i S x S y dS dSπ
+∞ +∞
−
−∞ −∞
   = = +   ∫ ∫? ?
[2.54b]
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where xS  and yS  are the wavenumbers in x and y diresctions, respectively. Applying
the Fourier transform on both sides of Eq. [2.48] gives
( ) ( )2 2x x y y xdC D t S D t S ivS Cdt  = − + + 
? ? [2.55]
For a parabolic model as given by Eqs. [2.49] and [2.50], Eq. [2.55] can be written as
( )2 2yx bbx x y y xdC v d t S d t S iS Cdt = − + +? ? [2.56]
The general solution to Eq. [2.56] reads
( ) ( ), , exp , ,x y x yC S S t A S S tλ =  ? [2.57]
where
( ) 11 2 2, , 1 1 yx bybxx y x y xx y
ddS S t v t S t S iS t
b b
λ ++ = − + +  + + 
and A is a constant that can be determined from Eq. [2.53]. After complex
computation of the inverse Fourier transform on both sides of Eq. [2.57], Zou et al.
(1996) gave the following solution to the original equation (Eq. [2.48])
( ) ( ) ( )
( )
( ) ( )
2 2
, , exp
4 44 x yx y
x vtM yC x y t
v t v tBnv t t α απ α α
 −= − −   ? ?? ?
[2.58]
where xα?  and yα?  are defined by
( ) 1
1
xbx
x
x
dt t
b
α += +? [2.59a]
( ) 1
1
yby
y
y
d
t t
b
α += +? [2.59b]
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Zou et al. (1996) also gave the solution to the one-dimensional plume
( ) ( )
( )
( )
2
, exp
44 xx
x vtM nC x t
v tv t απ α
 −= −   ??
[2.60]
It is not difficult to verify that solutions [2.58] and [2.60] reduce to their scale-
independent counterparts when 0x yb b= = . Based on the solution [2.58], Zou et al.
(1996) proposed two approaches for estimating time-dependent dispersion
parameters. The first approach was based on solute distribution maps at two specific
times, and the second one was based on solute breakthrough curves from two
sampling wells. They applied the first approach to the Borden site field experiment
(Mackay et al., 1986) and obtained the following set of dispersion parameters:
0.0216, 0.572; 0.0236, 0.231x x y yd b d b= = = = .
       Basha and El-Habel (1993) developed an analytical solution of the one-
dimensional time-dependent transport equation based on a series of variable
transformations. They also accounted for solute reactivity during transport.
Specifically, linear equilibrium adsorption and first-order decay were included in the
governing equation. They also took into consideration molecular diffusion. Unlike
Zou et al. (1996), Basha and El-Habel (1993) worked directly on the dispersion
coefficient model. First, they derived a general integral solution for an arbitrary
dispersion function. After that, they provided particular solutions for four types of
dispersion models such as constant, linear, asymptotic, and exponential functions.
Their asymptotic dispersion coefficient model is expressed as
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( ) o m
tD t D D
t K
= ++ [2.61]
where Do is the maximum dispersion coefficient, Dm is the molecular diffusion
coefficient, and K is equal to the time corresponding to 0.5 o mD D+ . In their further
numerical illustrations, they analyzed the effects of asymptotic dispersion coefficient
on transport processes. Their results clearly showed the dependency of the
concentration profile on the value of K (equivalent to B in Eq. [2.43]) at early times.
Specifically, for an instantaneous injection, the maximum concentration for K = 50 at
T = 5 with D = 0.1Do is almost five times the maximum concentration corresponding
to the constant dispersion K = 0, while at T = 50 with D = 0.5Do, the ratio is just
double. Basha and El-Habel (1993) attributed the difference in the maximum
concentration to the large variation in the value of the dispersion coefficient in the
pre-asymptotic range. In the asymptotic range, however, the concentration profiles for
various values of K become almost indistinguishable. Therefore, the scale dependence
of the dispersion coefficient is necessary only for prediction of solute transport at
early times. For a continuous injection, they found that the front of the concentration
profile for large K is relatively slower and less dispersed. At large time, the difference
among the profiles for different K values becomes insignificant. In short, significant
differences exist between the concentration distribution during early times in a scale-
dependent hydrogeologic system and that in a scale-independent system. Basha and
El-Habel (1993) thus concluded that the results of the inversion method based on
information collected from a scale-dependent hydrogeologic system was likely to be
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in error if the inversion model assumed a constant dispersion coefficient rather than a
scale-dependent dispersion coefficient. Aral and Liao (1996) extended the study of
Basha and El-Habel (1993) to two-dimensional media and obtained similar results.
An analytical solution of the solute transport in a semi-infinite spatial domain with
time-dependent transport coefficient was obtained by Barry and Sposito (1989). They
also used variable transformation approaches to solve the governing equation.
2.3.2 Solutions of CDE with Distance-dependent Dispersivity
      Expressions of time-dependent dispersivity have been extended to distance-
dependent dispersivity. Three forms of distance-dependent dispersivity models have
been considered in the literature. They are linear, linear asymptotic, and exponential
models. The expressions for these models are given in the following equations
(1) Linear
( )x axα = [2.62]
(2) Linear asymptotic
( ) 0
0L
ax x x
x
x x
α α
≤=  >
[2.63]
(3) Exponential
( ) ( )/1 bx Lx aL eα −= − [2.64]
where ( )xα  is dispersivity; x is distance or depth from source; a, 0x , L, and b are
constants; 0L axα =  is the asymptotic dispersivity; L is a characteristic length. For all
models, as x approaches 0 ( 0x → ), the dispersivity is zero. For the linear model (Eq.
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[2.62]), dispersivity increases linearly with distance without bound. For the linear
asymptotic model (Eq. [2.63]), dispersivity initially increases linearly with distance
and becomes constant after some critical distance is reached. For the exponential
model, as x →∞ , the dispersivity approaches a constant value equal to aL . If
molecular diffusion is included, the dispersion coefficient can be written as
( ) ( ) mD x x v Dα= + [2.65]
where D(x) is the dispersion coefficient; ( )xα  is the distance-dependent dispersivity;
v is pore water velocity; Dm is the molecular diffusion coefficient. Yates (1990)
developed an analytical solution to one-dimensional transport equation in a system
with linearly distance-dependent dispersion coefficient. In his paper, the molecular
diffusion coefficient is expressed in terms of pore water velocity. Thus the dispersion
coefficient now reads
( ) ( ) ( )mD x x v D ax Lb vα= + = + [2.66]
where b is strictly a constant; L is a characteristic distance.
     The transport of solutes in a one-dimensional system including linear equilibrium
adsorption and first-order decay is
( )C C CR D x v RC
t x x x
µ∂ ∂ ∂ ∂ = − − ∂ ∂ ∂ ∂  [2.67]
where C is the solute concentration as a function of distance and time; R is a
retardation coefficient and µ is a first-order decay coefficient. Equation [2.67] with
proper initial and boundary conditions can be solved by finding its similarity solution
(Su, 1995; Hunt, 1998) or by using Laplace transform methods (Yates, 1990). The
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other way to solve it is to convert it to a form that has known solution through a series
of variable transformations (Logan, 1996). We used Yates (1990) approach to
develop an analytical solution for Eq. [2.67].
     Two sets of initial and boundary conditions are considered by Yates (1990). In
both cases, the initial concentration is assumed to be zero for all x. The boundary
condition at 0x =  is either a constant concentration or constant flux condition and as
x →∞ , the gradient 0C x∂ ∂ → . For transport with a constant concentration
boundary condition, the initial and boundary conditions can be expressed as
( ),0 0C x = [2.68a]
( )0, oC t C= [2.68b]
0
x
C
x →∞
∂ =∂ [2.68c]
where Co is the constant solute concentration applied to the system. For a constant
flux boundary condition, the initial and boundary conditions are
( ),0 0C x = [2.69a]
( ) 0
0
ox
x
CD x vC vC
x ==
∂− + =∂ [2.69b]
0
x
C
x →∞
∂ =∂ [2.69c]
where ( )D x  is distance-dependent dispersion coefficient as given in Eq. [2.66]; Co is
the same as in Eq. [2.68]. Incorporating [2.66] into the governing equation, i.e., Eq.
[2.67], rearranging and using the following dimensionless variables
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2
/ 1
vt RL x L a b
LR v a
τ η ξ η
β µ γ
= = = +
= = [2.70]
gives a dimensionless transport equation
( ) ( )2 2 1C C Ca b a Cη βτ η η
∂ ∂ ∂= + − − −∂ ∂ ∂ [2.71]
Depending on the value of the parameter a, Eq. [2.71] can take one of several forms.
If 0a = , Eq. [2.71] reduces to common CDE with molecular diffusion only. This
case is not of our interests because no distance-dependent dispersivity is present in
the governing equation. If 1a = , the advective term in [2.71] drops out and Eq. [2.71]
reduces to an equation that is mathematically identical to a one-dimensional diffusion
equation. As pointed out by Yates (1990), this would occur for a situation that the
reverse dispersion at any point equals the forward advection and dispersion.
Physically, this may not be possible because the longitudinal water flow is always
present in the transport processes in which we are interested. If 1 a< < ∞ , Eq. [2.71]
takes the form with a net negative advection term. This case is also against our
laboratory and field observations and is not of interests. Therefore, it seems
improbable that the growth of the dispersion process will be so strong that the reverse
dispersion will be greater than the forward advection and dispersion (Yates, 1990).
Based on the above discussion, the parameter, a, will be restricted to the range
0 1a< < . This range is different from that of Yates (1990), which is 0 2a≤ ≤ .
Huang et al. (1996) also discussed the range of parameter, a, and they suggested that
a should be in the range 0 1a≤ ≤ . However, as mentioned above, both ends, 0 and 1,
should not be included.
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      The Laplace transform of function ( ),C tη , denoted by ( ),C sη , and its inverse
transform are defined by the following pair of equations
( ) ( ) ( )
0
, , ,sC s L C t e C d Cτη η η τ τ
∞
− = = =  ∫ [2.72a]
and
( ) ( ) ( )1 1, , ,
2
i
st
i
C t L C s C s e ds
i
η η ηπ
Γ+ ∞
−
Γ− ∞
 = =  ∫ [2.72b]
where Γ is a line in the complex domain to the right of all poles. Taking the Laplace
transform of Eq. [2.71] and using the transformations given by Eq. [2.70] yields the
distance-dependent solute transport equation in the Laplace domain
( ) ( ) ( )2 22 22 1 2 2 0d C dCa a s Cd dξ ξ β ξξ ξ+ − − + = [2.73]
The range of a suggested above, i.e., 0 1a< < , will guarantee that Eq. [2.73] takes the
form of a radial dispersion equation with a net positive advection. The general
solution to Eq. [2.73] reads (Yates, 1990)
( ) ( ) ( ) ( ) ( ){ }1/ 2 1/ 2, / 2 / 2 /oC s C A s K s a B s I s aγ γ γξ ξ β ξ β ξ   = + + +    [2.74]
where ( )K xγ  and ( )I xγ  are modified Bessel functions of order 1/ aγ = ; A(s) and
B(s) are Laplace-transformed integration functions and s is a complex variable in the
Laplace domain. Since ( ),C sξ ξ∂ ∂  must remain finite as ξ →∞ , B(s) must be set
to zero (Yates, 1990).
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     For constant concentration boundary condition case, the initial and boundary
conditions in the Laplace domain are
( ) ( )0 , / ,0 0oC s C s Cξ ξ= = [2.75]
where 0 bξ = . Incorporating these conditions into Eq. [2.74] gives
( ) ( )( )
1/ 2
1/ 2
0 0
2 /
, /
2 /
o
K s a
C s C
sK s a
γ
γ
γ
β ξξξ ξ β ξ
 +   =    +   
[2.76]
The inverse Laplace transform of Eq. [2.76] is obtained by Yates (1990) and reads
( ) ( )( )0 0
2 2, /
2
c o c
K a
C C I
K a
γ
γ
γ
β ξξξ τ ξ πβ ξ
      = −         
[2.77]
where Ic is an integral for the constant concentration case on the interval ,β ∞   of
Bessel functions of order γ and is
( ) ( ) ( ) ( )
( ) ( )
2
0 0
2 2
0 0
exp
c
J Y J Y
I d
J Y
γ γ γ γ
β γ γ
χ τ ε ε ε ε χχ ε ε
∞   − −   = +  ∫ [2.78]
where
( ) ( )1/ 2 1/ 22 20 02 / 2 /a aε χ β ξ ε χ β ξ= − = − [2.79]
and ( )J xγ  and ( )Y xγ  are Bessel function of the first and second kind, respectively.
      For the constant flux boundary condition, the initial and boundary conditions in
the Laplace domain are
( )
0
0
/ ,0 0
2 o
a dC C C s C
d ξ ξξ ξ
ξ ξξ ==
− + = = [2.80]
48
Incorporating these conditions into Eq. [2.74] gives
( ) ( )( ) ( ) ( ){ }
1/ 2
1/ 2 1/ 2 1/ 2
0 0 0 1 0
2 /
, /
2 / 2 /
o
K s a
C s C
s K s a s K s a
γ
γ
γ γ
β ξξξ ξ β ξ β ξ β ξ−
 +   =        + + + +   
[2.81]
Yates (1990) obtained the inverse Laplace transform of Eq. [2.81] as
( )
0 0 0 1 0
2 / 2, /
2 / 2 /
f o f
K a
C C I
K a K a
γ
γ
γ γ
βξξξ τ ξ πβξ βξ βξ−
      = −      +      
[2.82]
where If  is an integral of Bessel functions of order γ on the interval ,β ∞   for the
constant flux case and is given by
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
2
0 1 0 0 1 0
2 2
0 1 0 0 1 0
f
J Y Y Y J JeI d
J J Y Y
χ τ γ γ γ γ γ γ
β γ γ γ γ
ε ε φ χ ε ε ε φ χ ε χχ ε φ χ ε ε φ χ ε
∞ − − −
− −
    − − −    =     − + −    
∫
[2.83]
where ( ) ( )1/ 22 0φ χ χ β ξ= − , and ε  and 0ε  are defined in Eq. [2.79]. Yates (1990)
compared the distance-dependent solution where 0.1a =  and the classical
convection-dispersion solution with a constant dispersion coefficient for a constant
concentration boundary condition and a pulse input. His results demonstrate that the
classical convection-dispersion equation can produce a curve with the same shape as
a curve that results from a scale-dependent dispersion model. However, if the
classical solution, with the parameter estimates obtained at 100x = m, is used to
predict the breakthrough curve at a larger distance, for example, 500x = m, a
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significant deviation from the scale-dependent solution results. The most significant
difference lies in that the classical solute transport equation produces a higher peak
concentration and less overall dispersion (see Fig. 2.3). Yates (1990) thus concludes
that if the dispersion process is more accurately characterized with a distance-
dependent model, any aquifer parameters obtained from the inverse approach that
uses the classical transport model may produce values for the parameters that are
significantly different from the scale-dependent aquifer values. Using similar
procedure, Yates (1992) developed an analytical solution for one-dimensional
transport in porous media with an exponential dispersion function. The solution is
expressed in hypergeometric functions. He also conducted a comparison between the
linear dispersion solution (Yates, 1990) and the exponential dispersion solution. The
results show that for appropriately chosen parameters the two solutions will produce
essentially the same results at early times, when their respective dispersion functions
are approximately the same, but differences occur at intermediate and large times.
Yates (1992) thus concluded that it would be difficult and expensive to determine
whether the behavior of the dispersion process is linear or asymptotic at early or
intermediate times. Meanwhile, a clear distinction between the dispersion processes
may be possible but only at very large times. Logan (1996) extended the studies of
Yates (1992) and developed an analytical solution for solute transport in porous
media with an exponential dispersion function and periodic boundary conditions. The
solution was also expressed in hypergeometric functions. He gave the solution surface
for a specific set of parameter values. According to his illustrations, at each fixed
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Figure 2.3 Concentration as a function of time for a pulse-type, constant
concentration boundary condition at distance x = 100 m and 500 m. The solid
curve results from Eq. [2.77] with a = 0.1. The curve with triangle is the
convection-dispersion solution with constant coefficients that were obtained by
fitting the model to the solid curve at x = 100 m. After Yates, 1990. Copyright
 1990 by the American Geophysical Union. Reproduced with permission of
AGU.
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distance x the concentration is a periodic function of t, phase shifted from the original
input signal at the boundary; the actual phase shift increases with distance x. His
illustrations also show that for each fixed time t, the concentration profile is an
oscillating, decaying function of the distance x downstream. Logan (1996) also
compared the transport processes in the heterogeneous medium with an exponential
dispersion function and those in the homogeneous medium. An unexpected finding is
that the presence of either decay or adsorption can sometimes force a smaller
amplitude of the concentration in the heterogeneous medium when compared with the
homogeneous case (see Fig. 2.4).
      Huang et al. (1996) developed analytical solutions for one-dimensional transport
with linear asymptotic scale-dependent dispersion. The distance-dependent dispersion
problem with Eq. [2.63] for the dispersivity is reformulated in terms of a two-layer
transport problem involving separate concentrations for the two subregions. In region
1, dispersivity increases linearly; in region 2, dispersivity takes constant asymptotic
value Lα . The two regions are coupled using two different approaches. In one
approach, they assume that region 1 ( 0x x< ) is an effectively semi-infinite system
and hence that concentrations in region 1 are not affected by what happens
downstream in region 2. After obtaining the solution for region 1 in this manner, the
solution for transport in region 2 can be derived using the concentration of region 1 at
0x x=  as the inlet condition for region 2. Either continuity in concentration or
continuity in the solution flux can be applied at the interface. In a second approach,
they consider region 1 to be finite and invoke simultaneously both concentration
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Figure 2.4 Graphs of the amplitude of c as a function of distance x. The
dashed curve refers to constant dispersion and the solid curve refers to
scale-dependent dispersion. After Logan, 1996. Copyright  1996 by
Elsevier Science B. V. Reproduced with permission of the publisher.
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continuity and flux continuity at the interface, 0x x= . Huang et al. (1996) conducted
a comparison among their linear asymptotic dispersivity (LAD) model, linear
dispersivity model of Yates (1990), and the classical CDE model with constant
dispersivity. Their results show that a much stronger scale-dependent effect exists
when the parameters a and 0x  increase in value. However, they found that for the
same asymptotic dispersivity value, the effect of a on the calculated concentration
distribution is relatively small at large distances. When compared with Yates' linear
dispersivity model, their LAD model always gave the same concentration
distributions as those obtained with the Yates' linear model when 00 x x≤ ≤  while
deviating substantially from the Yates model for 0x x> . They also found that
predicted concentration profiles obtained with the CDE model, in most cases, differed
greatly from those calculated with the LAD model as well as the Yates' linear model,
except at larger times when an asymptotic dispersivity value was considered.
      Hunt (1998) obtained similarity solutions of the dispersion equation with
dispersivities that increase linearly with distance in one, two, and three spatial
dimensions. Unsteady flow from instantaneous sources and steady flow from
continuous sources were considered. He also ignored the molecular diffusion. Based
on analytical solutions, he compared the breakthrough curves at a fixed distance for
constant dispersivity and a linear model. The dispersivities in the constant dispersivity
model are calculated from the maximum distance. Hunt (1998) found that the
breakthrough curves from the variable dispersivity model started to increase later,
reached a higher peak, and then fell off more rapidly (see Fig. 2.5). He explained that
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Figure 2.5 Variations of c with t for x held constant for an instantaneous
point source in one dimension. Courtesy of Bruce Hunt. After B. Hunt,
1998. Copyright  1998 by ASCE. Reproduced with permission of ASCE.
55
this was because the variable dispersivity model had a much smaller dispersivity and,
thus, less dispersion for smaller distances than the constant dispersivity model, which
used a dispersivity based on the maximum value of distance for the entire calculation.
He also gave an illustrative example of simulations for a two-dimensional
instantaneous source. Contours of constant concentration from the variable
dispersivity model showed that larger and smaller dispersivities at larger and smaller
values of distance, respectively, created more dispersion for larger values of distance
and less dispersion for smaller values of distance. Meanwhile, he found that
concentration contours for the variable dispersivity model were neither parallel nor
symmetric with respect to x about the point of maximum concentration, which
contrasted with the concentric ellipses obtained for a constant dispersivity solution.
Finally, Hunt concluded that variable dispersivity models were likely to give an
accurate description of experiment over a range of values for distance. Pang and Hunt
(2001) derived analytical solutions for a one-dimension linear dispersion model using
similar approach as that by Hunt (1998). They reached an integral expression of the
solution for a continuous constant source, and their solution had a much simpler form
than those obtained by Yates (1990) and Huang et al. (1996). They applied their
analytical solutions to their 8-m long column transport experimental data.
Interestingly, the dispersivity-distance ratio (a in Eq. [2.62]) they obtained for one
experiment was very small and in the order of 10-3.
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2.4 Numerical Approaches
       In the preceding section, we discussed how the CDE was solved analytically in
systems with either a time-dependent or distance-dependent dispersivity. The
obtained analytical solutions are usually expressed as special functions such as Bessel
functions and hypergeometric functions. These special functions are very
complicated, and thus numerical evaluation is inevitable. Although analytical
solutions have advantages over numerical solutions, these solutions are actually very
difficult to implement. As an alternative, numerical methods are often used to solve
the CDE with special dispersivity functions. The most significant advantage of
numerical methods lies in that numerical methods are easier to implement than the
analytical solutions. Numerical methods are capable of handling complicated
boundary conditions. The most significant problem encountered in numerical
methods is convergence and stability. For CDE with constant parameters, the criteria
for convergence, i.e., time and space increments, have been studied thoroughly, and
conclusive results have been reached. However, the discussion on convergence
conditions for CDE with time- or distance-dependent dispersivities is very
complicated if not impossible. Probably this is the reason why few studies on
transport in systems with time- or distance-dependent dispersivities using numerical
methods have been reported in the literature.
     The two numerical methods used to solve transport equation are the finite element
and finite difference methods. Sometimes, these two methods are combined together
in studies of solute transport. Generally, finite element method is used in space
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domain whereas finite difference method is used in time domain. Finite element
approximation is often based upon Galerkin's method using linear and quadratic
interpolation functions. Finite difference approximation is often carried out using the
Crank-Nicholson scheme. Pickens and Grisak (1981b) gave a detailed description of
finite element approximation. Here we give only the final matrix equation and it reads
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]{ }2 2 2t t t t t tt t tH K C H K C F F+∆ +∆∆ ∆ ∆   + = − + +       [2.84]
where [C] is the concentration vector; [H] is a "mass" matrix; [K] is a "stiffness"
matrix, and [F] is a "load" vector. The superscripts refer to the time levels. The matrix
equations can be solved using Gaussian elimination or other methods. Jayawardena
and Lui (1984) summarized studies on stability conditions of the finite element-finite
difference model. The criteria for no oscillations can be expressed in terms of the
Peclet number (sometimes referred to as the Reynolds cell number), p, defined as
/p v x D= ∆
 and the Courant number, c, defined as
/c v t x= ∆ ∆
where x∆  and t∆  are the space and time increments, respectively. The criterion for
the Peclet number for several finite-difference and finite-element formulations given
by Jenson and Finlayson (1978) is: p β<  where 2β =  both for finite differences
centered in space and for finite elements using linear interpolation functions, and
4β =  for finite elements using quadratic interpolation functions (cited in
Jayawardena and Lui, 1984). Ehlig (1977) obtained the criterion for no oscillations as
58
0.1c <  for formulations involving finite elements in space and central finite
differences in time. Through numerical tests, Jayawardena and Lui (1984) found that
the criterion given by Ehlig (1977) seemed to be conservative. Their results indicated
that the first appearance of numerical oscillations about the dimensionless unit
concentration line for 1p =  and 2p =  occurred at 2.5c =  for a time 40t =  seconds.
       The above finite element-finite difference model was used by Pickens and Grisak
(1981b) to model dispersion in hydrogeologic systems with time-dependent
dispersivity in terms of mean travel distance. They verified the numerical model with
an asymptotic dispersivity function. From the simulated concentration distributions
for various times, the standard deviation of the solute distribution was determined as
one-half the distance between the positions corresponding to relative concentrations
C/Co of 0.841 and 0.159. The variance of the solute distribution was thus calculated
as the square of the standard deviation. Pickens and Grisak (1981b) found that the
finite element model could give a variance pattern comparable with the theoretical
variance pattern. They also examined the effects of time-dependent dispersivity on
breakthrough curves. For a linear time-dependent dispersivity model, they found that
the breakthrough curves would exhibit slightly greater tailing. In a comparison
between constant and linear asymptotic dispersivity models (similar to Eq. [2.63]),
they found that the importance of time-dependent dispersion at early times or short
mean travel distance was minimal on long-term predictions of solute transport.
     Mishra and Parker (1990) applied a Galerkin-type mass-lumped linear finite
element method in a study on solute transport in systems with a hyperbolic distance-
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dependent dispersivity. They suggested a hyperbolic distance-dependent dispersivity
model of the form
1
1 1
x
ε
ε β∞
=
+
[2.85]
where ε∞  is an asymptotic dispersivity attained at large distances, β  is a scale factor
describing the linear growth of the dispersion process near the origin, and x is
distance from an injection point. Mishra and Parker (1990) pointed out that when
β →∞ , Eq. [2.85] reduces to the classical constant dispersivity (i.e., ε ε∞= );
whereas ε∞ →∞  results in a linear increase of dispersivity with distance, i.e.,
xε β= . They referred to the dispersivity defined in Eq. [2.85] as the local
dispersivity because it reflects spreading characteristics of the porous medium at the
local scale. They referred to the dispersivity that reflects spreading characteristics of
the entire soil profile up to the location at which the tracer BTC was monitored as the
effective dispersivity. They postulated that the two definitions could be related by
simple averaging since the effective dispersivity is essentially an integrated measure
of the variable local dispersivity. For the hyperbolic distance-dependent dispersivity
model as described by Eq. [2.85], the effective dispersivity, ε , can be expressed as
( ) ( )ln 11
/
x
x
x
β εε ε β ε
∞
∞
∞
 += −  
[2.86]
They used both dispersivity models to simulate the breakthrough behavior at different
depths. For each depth, the effective dispersivity was used to predict tracer
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breakthrough behavior assuming a constant effective dispersivity up to that depth.
The two sets of breakthrough curves obtained based upon local and effective
dispersivities indicated excellent agreement for the following parameter values:
0.2ε∞ =  m and 0.1β = . Mishra and Parker (1990) applied the finite element model
to the field experiment conducted by Butters (1987) and obtained optimal parameters.
The dispersion scale factor was estimated to be 0.19β = , and the asymptotic
dispersivity was estimated to be 3.67ε∞ =  m. These parameters indicate that
dispersivity essentially increases linearly with distance over the scale of the
experiment. The resulting local and effective dispersivity-distance relationships were
compared with effective dispersivity-distance relationship estimated by Butters
(1987) in Fig. 2.6.
2.5 Fractional-Order Advection-Dispersion Equation (FADE)
      In the above presentation, we discussed how to characterize transport in
heterogeneous media using a modified classical advection-dispersion equation with
time- or distance-dependent dispersivities. The underlying process associated with the
classical ADE is the Fickian diffusion or the Brownian motion. However, time- or
distance-dependent dispersivities indicate the existence of non-Fickian behavior. This
non-Fickian behavior can be addressed in a statistical physics framework. One
approach to describe particle transport is the continuous time random walks (CTRW)
(Montroll and Weiss, 1965; Scher and Lax, 1973). Berkowitz and Scher (1995) and
Benson (1998) both present a review of CTRW in a hydrologic context. Each motion
that a particle undertakes is described by the probability of moving a random distance
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Figure 2.6 Local and effective dispersivity-distance relationships estimated by
Mishra and Parker (1990), and effective dispersivity-distance relationship
estimated by Butters (1987). After Mishra and Parker, 1990. Copyright  1990
by John Wiley & Sons, Ltd. Reproduced with permission of the publisher.
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in a random amount of time (Pachepsky et al., 2000). The CTRW allow descriptions
of particle motions that have extremely long-range temporal and/or spatial correlation
(Benson et al., 2000a). Benson et al. (2000a) showed that the CTRW eventually
converge to Brownian motion unless some infinite moments of the particle excursion
time and/or variance are assumed. In these cases, the CTRW converge to Lévy
motion (Benson, 1998; Benson et al., 2000a). Particles undergoing Lévy motion can
be simply characterized as behaving mostly like in Brownian motion except for
occasional large jumps (Pachepsky, 2000). To describe this type of motion, one needs
Fokker-Planck equations with fractional derivatives. In the hydrogeologic context, a
fractional advection-dispersion equation (FADE) could be developed (Benson et al.,
2000a).
2.5.1 Derivation of FADE
     The FADE can be derived in several different ways. Zaslavsky (1994) developed a
Fokker-Planck-Kolmogorov equation (FPKE) based on the Markov process equation.
He generalized the FPKE to fractional order and obtained the fractional Fokker-
Planck-Kolmogorov equation (FFPKE). The FFPKE developed by Zaslavsky has
fractional derivatives in both time and space. Following a procedure similar to that
used by Zaslavsky (1994), Benson (1998) derived a fractional order advection-
dispersion equation (FADE) to describe Lévy motion. Chaves (1998) proposed a
fractional diffusion equation to describe Lévy flights using a different approach. He
first defined a fractional derivative linear operator based on the eigenvector equation.
He then generalized Fick's law to the form expressed in terms of left and right
63
fractional derivatives. The equation Chaves obtained is quite similar to that by
Benson (1998). Recently, Schumer et al. (2001) suggested another method to develop
the FADE. They proposed an expression of dispersive flux based on the generalized
Taylor series, which is valid for both integer and fractional-order derivatives (Osler,
1971). A fractional Fick's law, in which flux is proportional to a fractional derivative,
is obtained. They replaced the classical Fick's law with the fractional Fick's law in a
Eulerian evaluation of solute transport in a porous medium and obtained a fractional
ADE. Cushman and Ginn (2000) showed that the FADE is a special case of the
convolution-Fickian nonlocal ADE proposed by Cushman and Ginn (1993).
2.5.2 Solutions
     The FADE developed by Benson (1998) reads
( ) ( ) ( )
1 11 1
2 2
C C C Cv D D
t x x x
α α
ααβ β∂ ∂ ∂ ∂= − + + + −∂ ∂ ∂ ∂ − [2.87]
where the dimension of D is 1L Tα − . The fractional order α takes the range:1 2α< ≤ .
The parameter β describes the skewness of transport processes. The fractional
derivatives in Eq. [2.87] are defined by
( ) ( ) ( )
11 ,
xk
k
k
C x C t d
x k x
α α
α ξ ξ ξα
− −
−∞
 ∂ ∂= − ∂ Γ − ∂  ∫ [2.88a]
( )
( )
( ) ( ) ( )
11 ,
k k
k
k
x
C x C t d
k xx
α α
α ξ ξ ξα
∞ − −−  ∂ ∂= − Γ − ∂∂ −   ∫ [2.88b]
Where α is the order of the fractional derivative, α > 0 , Γ is the gamma function, k is
the smallest integer number larger than α. The properties of the fractional derivative
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are discussed by Benson et al. (2000a). When 2α = , the classical ADE is recovered
since ( )22 2 2C x C x∂ ∂ =∂ ∂ − . Solutions to common solute transport boundary value
problems (BVPs) are gained through Laplace or Fourier transforms. Benson et al.
(2000a) presented a solution in Fourier domain to Eq. [2.87] for instantaneous
injection of a Dirac delta function spike of solute. The solution in Fourier domain
reads
( ) ( )( ) ( )( )1 1ˆ , exp 1 1
2 2
C k t ik Dt ik Dt ikvtα αβ β = − − + + −   [2.89]
where 2 1i = −  and k is wavenumbers. The close-form inverse Fourier transform of
this solution is very difficult to obtain if not impossible. However, through some
variable transformations, Benson et al. (2000a) showed that Eq. [2.89] is similar to
the characteristic function for α-stable probability densities. This means that the
solution concentration profile follows a α-stable distribution or Lévy distribution of
α-th order (Benson, 1998). Lévy's random variable arises from the generalization of
the central limit theorem (Gnedenko and Kolmogorov, 1954). Based on a α-stable
distribution, Benson et al. (2000a) proposed an analytical solution to the step function
boundary value problem as
( )12
oC x vtC serf
t
α α
  −  = −   Β  
[2.90]
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where ( )cos / 2 DπαΒ = , and serfα is the α-stable error function similar to the error
function. The α-stable error function is defined as twice the integral of a symmetric
α-stable density from 0 to the argument (z) and is given by
( ) ( )
0
2
z
serf z f x dxα α= ∫ [2.91]
where ( )f xα  is the standard symmetric α-stable density and reads
( ) ( ) ( ) ( ) ( )11 1 1
0
exp
2 1
xf x U x U d
α
α α
α α α
α ϕ ϕ ϕα
−
− = − − ∫ [2.92]
where 1 2α< ≤  and the auxiliary function ( )Uα ϕ  is defined as
( ) ( )( )
1
sin 2
cos 2
U
α α
α
παϕϕ πα
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The error function erf(z) and serf2.0(z) are related by
( ) ( )2.0 2erf z serf z= [2.93]
2.5.3 Applications
      Because the FADE is recently proposed, only few examples on its application are
available in the literature. Benson et al. (2000b) gave two case studies in the same
time they proposed the FADE. They applied the FADE to the Cape Cod natural
gradient tracer test and a laboratory sandbox tracer test. They found that the sandbox
tracer test could be described by a dispersion term of order 1.55 and the Cape Cod
bromide plume could be modeled by an equation of order 1.65 to 1.8. They also
proposed a method to estimate parameters fractional order α and fractional dispersion
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coefficient D. It should be pointed out that they estimated both parameters separately.
That is, one parameter is estimated whereas the other parameter is computed based
upon the known value of the first parameter. Specifically, the fractional order α is
estimated as
( )2 1mα = + [2.94]
where m is the slope of the increase of apparent dispersivity versus time on a log-log
graph. The classical CDE is recovered if the apparent dispersivity does not increase
with time. That is, 2α =  if 0m = . The fractional dispersion coefficient D is then
estimated according to the relationship between the Gaussian distribution and the α-
stable distribution together with the known α value from Eq. [2.94]. The fractional
dispersion coefficient D can be roughly estimated as
2 1
2 cos
2
VARD
t
α
πα
 ≈    [2.95]
where VAR is the measured plume variance. From Eq. [2.95], we recognize that the
estimated D is dependent on time. This is contradictory to the purpose of FADE
because the idea of using FADE is to use more general random motion to account for
the heterogeneity of the media so that a time- or distance-dependent dispersivity
could be avoided. Benson et al. (2000b) calculated α, D doublets of 1.65, 0.21 m1.65/d
and 1.8, 0.25 m1.8/d from the early data.
      Pachepsky et al. (2000) made efforts to simulate scale-dependent solute transport
in soils with the FADE. They summarized several laboratory and field transport
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experiments and found that the solute dispersivity defined from the classical ADE
increased as the length of a soil column or the soil depth increased. They suggested
that the heterogeneity of soils was a physical reason for this scale dependence. They
justified the application of FADE to transport processes in soils based upon the
heterogeneity of soils. They fitted the analytical solution of one-dimensional FADE
(Eq. [2.90]) to the BTCs at different lengths in Toride et al. (1995) and obtained
different values of α for different lengths. The optimized values of α vary from 1.574
to 1.683 for unsaturated experiments and 1.846 to 1.913 for saturated experiments.
They also compared the predictability of both classical ADE and FADE based on
some statistical test and they found that the FADE simulated BTCs better than the
classical ADE.
2.6 Concluding Remarks
        In this section, we want to point out the differences between a scale-dependent
dispersivity and time- or distance-dependent dispersivities. The scale-dependent
dispersivity is identified based upon the estimated apparent dispersivities at different
times or distances. However, in both cases, the obtained dispersivities are actually
constant for time up to the point when the estimation is obtained or for distance up to
the place where the breakthrough curves are measured. The point here lies in that for
different times or distances, different values for dispersivity must be used. In other
words, one cannot infer from the observed trend of apparent dispersivities that
dispersivity is time- or distance-dependent. Though stochastic theories explain why
dispersivity tends to be time dependent, no development of a time-dependent
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dispersivity directly based upon the statistical properties of aquifers has been
implemented. On the other hand, no theory has been advanced to explain or support
the concept of a distance-dependent dispersivity. The birth of distance-dependent
dispersivity can perhaps be attributed to replacement of mean travel distance with
distance in the time-dependent dispersivity functions.
        In this review, we summarized several approaches dealing with studies of solute
transport in porous media when time- or distance-dependent dispersivities are
considered. The stochastic approaches give a theoretical basis for use of a time-
dependent dispersivity. However, the use of a distance-dependent dispersivity lacks
theoretical foundation. Nevertheless, the generalized CDE when incorporated with
different forms of time-dependent or distance-dependent dispersivity functions has
been solved analytically and numerically. According to analytical or numerical
solutions of the generalized CDE with time- or distance-dependent dispersivities, the
transport processes in these types of media express distinct differences from those in
media with constant dispersivities. An alternative approach to account for scale
effects in transport processes is the use of a different governing equation to describe
solute transport in heterogeneous media. This new approach uses a fractional
derivative in the governing equation. The underlying movement of solute particles is
Lévy motions rather than Brownian motions. The order of FADE can be estimated
from the relationship between apparent dispersivity and time.
69
2.7 References
Ababou, R., and L. W. Gelhar. 1990. Self-similar randomness and spectral
conditioning: Analysis of scale effects in subsurface hydrology. Dynamics of fluids in
hierarchical porous media, J. H. Cushman, ed., Academic, San Diego.
Aral, M. M., and B.-Sh. Liao. 1996. Analytical solutions for two-dimensional
transport equation with time-dependent dispersion coefficient. Journal of Hydrologic
Engineering. Vol.1(1): 20-32.
Arya, A., T. A. Hewett, R. Larson, and L. W. Lake. 1985. Dispersion and reservoir
heterogeneity, paper SPE14364 presented at the 60th Annual Technical Conference,
Soc. of Pet. Eng., Las Vegas, Nev., Sept. 22-25, 1985.
Arya, A., T. A. Hewett, R. Larson, and L. W. Lake. 1988. Dispersion and Reservoir
heterogeneity. SPE Reservoir Engineering. Vol. 3(2):139-148.
Bakr, A. A. 1976. Effect of spatial variations of hydraulic conductivity on
groundwater flow. Ph. D. dissertation, N.M. Inst. of Min. and Technol., Socorro.
Barry, D. A., and G. Sposito. 1989. Analytical solution of a convection-dispersion
model with time-dependent transport coefficients. Water Resour. Res. Vol. 25(12):
2407-2416.
Basha, H. A., and F. S. El-Habel. 1993. Analytical solution of the one-dimensional
time-dependent transport equation. Water Resour. Res. Vol. 29 (9): 3209-3214.
Bear, J. 1972. Dynamics of fluids in porous media. 764 pp., Elsevier, New Yorker.
Benson, D. A. 1998. The fractional advection-dispersion equation: Development and
application. Ph. D. thesis, Univ. of Nev., Reno, Nevada.
Benson, D. A., S. W. Wheatcraft, and M. M. Meerschaert. 2000a. The Fractional
order governing equation of Levy motion. Water Resour. Res. 36(6): 1413-1423.
Benson, David A., S. W. Wheatcraft, and M. M. Meerschaert. 2000b. Application of
a fractional advection-dispersion equation. Water Resour. Res. 36(6): 1403-1412.
Berkowitz, B., and H. Scher. 1995. On characterizations of anomalous dispersion in
porous and fractured media. Water Resour. Res. Vol. 31(6): 1461-1466.
Burns, E. 1996. Results of 2-dimensional sandbox experiments: Longitudinal
dispersivity determination and seawater intrusion of coastal aquifers. Master's thesis,
Univ. of Nev., Reno.
70
Butters, G. L. 1987. Field scale transport of bromide in unsaturated soil. Ph. D.
dissertation, University of California, Riverside, 243 pp.
Butters, G. L., and W. A. Jury. 1989. Field scale transport of Bromide in an
unsaturated soil, 2, Dispersion modeling. Water Resour. Res. 25:1583-1589.
Chaves, A. S. 1998. A fractional diffusion equation to describe Lévy flights. Physics
Letters A, 239: 13-16.
Cushman, J. H., and T. R. Ginn. 1993. Nonlocal dispersion in media with
continuously evolving scales of heterogeneity. Transport In Porous Media. 13 (1):
123-138.
Cushman, J. H., and T. R. Ginn. 2000. Fractional advection-dispersion equation: A
classical mass balance with convolution-Fickian flux. Water Resour. Res. 36 (12):
3763-3766.
Dagan, G. 1982. Stochastic modeling of groundwater flow by unconditional and
conditional probabilities, 2, The solute transport, Water Resour. Res. 18:835-848.
Dagan, G. 1984. Solute transport in heterogeneous porous formations, J. Fluid Mech.
145: 151-177.
Dagan, G. 1988. Time-dependent macrodispersion for solute transport in anisotropic
heterogeneous aquifers. Water Resour. Res. Vol. 24(9):1491-1500.
Dieulin, A. 1980. Propogation de pollution dans un aquifere alluvial: l'effet de
parcours. D. Ing. Thesis, University of Sciences and Medicine of Grenoble, Grenoble.
Domenico, P. A., and G. A. Robbins. 1984. A dispersion scale effect in model
calibrations and field tracer experiments. J. Hydrol. 70:123-132.
Ehlig, C. 1977. Comparison of numerical methods for solution of the diffusion-
convection equation in one and two-dimensions. In Finite Elements in Water
Resources. 1.91-1.102. Pentech Press, London.
Feder, J. 1988. Fractals, Pleum, New York.
Freyberg, D. L. 1986. A natural gradient experiment on solute transport in a sand
aquifer, 2, Spatial moments and the advection and dispersion of nonreactive tracers.
Water Resour. Res. Vol. 22: 2031-2046.
71
Fried, J. J. 1972. Miscible pollution of ground water: A study of methodology, in
Proceedings of the International Symposium on Modeling Techniques in Water
Resources Systems, Vol. 2, edited by A. K. Biswas, pp. 362-371, Environment
Canada, Ottawa, Ont.
Fried, J. J. 1975. Groundwater Pollution, 330 pp., Elsevier, New York.
Gelhar, L. W., A. L. Gutjahr, and R. L. Naff. 1979. Stochastic analysis of
macrodispersion in a stratified aquifer. Water Resour. Res. 15:1387-1397.
Gelhar, L. W., and C. L. Axness. 1983. Three-dimensional stochastic analysis of
macrodispersion in aquifers. Water Resour. Res. Vol. 19(2):161-180.
Gelhar, L. W. 1987. Stochastic analysis of solute transport in saturated and
unsaturated porous media, in Advances in transport phenomena in porous media,
edited by J. Bear and m. Y. Corapcioglu, pp. 656-700, Martinus Nijhoff, Dordrecht,
Netherlands.
Gelhar, L. W., C. Welty, and K. R. Rehfeldt. 1992. A critical review of data on field-
scale dispersion in aquifer. Water Resour. Res. Vol. 28(7): 1955-1974.
Gnedenko, B. V., and A. N. Kolmogorov. 1954. Limit distributions for sums of
random variables, Addison-Wesley, Reading, MA.
Hewett, T. A. 1986. Fractal distribution of reservoir heterogeneity and their influence
on fluid transport. Proc., 61st Annu. Tech. Conf., SPE Paper 15386, Society of
Petroleum Engineers, New Orleans.
Himmelsbach, T., H. Hotzl, and P. Maloszewski. 1998. Solute transport processes in
a highly permeable fault zone of Lindau fractured rock test site (Germany). Ground
Water. Vol. 36(5): 792-800.
Huang, K.-L., M. T. van Genuchten, and R.-D. Zhang. 1996. Exact solutions for one-
dimensional transport with asymptotic scale-dependent dispersion. Appl. Math.
Modelling, Vol. 20: 298-308.
Hunt, B. 1998. Contaminant source solutions with scale-dependent dispersivities.
Journal of Hydrologic Engineering. Vol. 3(4): 268-275.
Hurst, H. E. 1951. Long term storage capacity of reservoirs, Trans. Am. Soc. Civ.
Eng. 116:770-808.
Hurst, H. E. 1957. A suggested statistical model for some time series that occur in
nature. Nature. 180:494-495.
72
Jayawardena, A. A., and P. H. Lui. 1984. Numerical solution of the dispersion
equation using a variable dispersion coefficient: method and applications.
Hydrological Sciences Journal. Vol. 3(9): 293-309.
Jenson, O. K., and B. A. Finlayson. 1978. Solution of the convection diffusion
equation using a moving coordinate system. In Proc. 2nd Int. Congress Finite
Elements in Water Resources. (4).21-(4).32.
Jury, W. A., and K. Roth. 1990. Transfer functions and solute movement through soil:
Theory and applications. Birkhauser Verlag, Basel.
Khan, A.U.H., and W. A. Jury. 1990. A laboratory study of the dispersion scale effect
in column outflow experiments. J. Contam. Hydrol. 5: 119-131.
Leland, D. F., and D. Hillel. 1982. A field study of solute dispersion in a shallow,
unconfined aquifer. Soil Sci. Soc. Am. J. 46:905-912.
Liu, H. H., and J. H. Dane. 1996. An extended transfer function model of field-scale
solute transport: Model development. Soil Sci. Soc. Am. J. 69: 986-991.
Logan, L. D. 1996. Solute transport in porous media with scale-dependent dispersion
and periodic boundary conditions. Journal of Hydrology. Vol. 184: 261-276.
Mackay, D. M., D. L. Freberg, P. V. Roberts, and J. A. Cherry. 1986. A natural
gradient experiment on solute transport in a sand and gravel aquifer, 1. Approach and
overview of tracer movement. Water Resour. Res. 22: 2017-2029.
Mandelbrot, B. B., and J. W. van Ness. 1968. Fractional Brownian motions, fractional
noises and applications. SIAM Rev. Vol. 10:422-437.
Matheron, G., and G. De Marsily. 1980. Is transport in porous media always
diffusive? A counterexample. Water Resour. Res. Vol. 26(5):901-917.
Mercado, A. 1967. The spreading pattern of injected water in a permeability-stratified
aquifer. IAHS AISH Publ. 72: 23-36.
Mishra, S., and J. C. Parker. 1990. Analysis of solute transport with a hyperbolic
scale-dependent dispersion model. Hydrological Processes. Vol. 4: 45-57.
Molz, F. J., H. H. Liu, and J. Szulga. 1997. Fractional Brownian motion and
fractional Gassian noise in subsurface hydrology: A review, presentation of
fundamental properties, and extensions. Water Resour. Res. Vol. 33(10): 2273-2286.
73
Montroll, E. W., and G. H. Weiss. 1965. Random walks on lattices, II. J. Math. Phys.,
6(2): 167-181.
Ndumu, A. S., and P. S. Addison. 2001. Scale-dependent subsurface dispersion: A
fractal-based stochastic model. Journal of Hydrologic Engineering. Vol. 6(1):34-42.
Neuman, S. P., C L. Winter, and C. M. Newman. 1987. Stochastic theory of field-
scale Fickian dispersion in anisotropic porous media. Water Resour. Res. Vol.
23(3):453-466.
Neuman, S. P. 1990. Universal scaling of hydraulic conductivities and dispersivities
in geologic media. Water Resour. Res. Vol. 26(8):1749-1758.
Neuman, S. P., and Y.-K. Zhang. 1990. A quasi-linear theory of non-Fickian and
Fickian subsurface dispersion, 1, Theoretical analysis with application to isotropic
media. Water Resour. Res. Vol. 16(5): 887-902.
Osler, T. J. 1971. Taylor's series generalized for fractional derivatives and
application. SIAM J. Math. Anal. 2(1): 37-47.
Pachepsky, Y., D. Benson, and W. Rawls. 2000. Simulating scale-dependent solute
transport in soils with the fractional advective-dispersive equation. Soil Sci. Soc. Am.
J. 64:1234-1243.
Pang, L., and B. Hunt. 2001. Solutions and verification of a scale-dependent
dispersion model. Journal of Contaminant Hydrology. 53: 21-39.
Peaudecerf, P. and J. P. Sauty. 1978. Application of a mathematical model to the
characterization of dispersion effects of groundwater quality. Prog. Water Technol.
10(5/6): 443-454.
Philip, J. R. 1986. Issues in flow and tranpsort in heterogeneous porous media.
Transp. Porous Media. 1:319-338.
Pickens, J. F., and G. E. Grisak. 1981a. Scale-dependent dispersion in a stratified
granular aquifer. Water Resour. Res. Vol. 17(4):1191-1211.
Pickens, J. F., and G. E. Grisak. 1981b. Modeling of scale-dependent dispersion in
hydrogeologic systems. Water Resour. Res. Vol. 17(6): 1701-1711.
Porro, I., P. J. Wierenga, and R. G. Hills. 1993. Solute transport through large
uniform and layered soil columns. Water Resour. Res. 29:1321-1330.
74
Russo, D. 1998. Stochastic modeling of scale-dependent macrodispersion in the
vadose zone. In Scale dependence and scale invariance in hydrology (ed. Garrison
Sposito), pp. 266-290. Cambridge University Press, 1998.
Sahimi, M. 1993. Fractal and superdiffusive transport and hydrodynamic dispersion
in heterogeneous porous media. Transport in Porous Media. Vol. 13(1):3-40.
Sauty, J.-P. 1980. An analysis of hydrodispersive transfer in aquifers. Water Resour.
Res. Vol. 16(1): 145-158.
Scher, H., and M. Lax. 1973. Stochastic transport in a disordered solid. Physi. Rev. B,
7(10): 4491-4502.
Schumer, R., D. A. Benson, M. M. Meerschaert, and S. W. Wheatcraft. 2001.
Eulerian derivation of the fractional advection-dispersion equation. Journal of
Contaminant Hydrology. Vol. 48: 69-88.
Serrano, S. E. 1992. The form of the dispersion equation under recharge and variable
velocity, and its analytical solution. Water Resour. Res. 28(7): 1801-1808.
Silliman, S. E., and E. S. Simpson. 1987. Laboratory evidence of the scale effect in
dispersion of solutes in porous media. Water Resour. Res. 23(8): 1667-1673.
Smith, L., and F. W. Schwartz. 1980. Mass transport 1. A stochastic analysis of
macroscopic dispersion. Water Resour. Res. Vol. 16(2): 303-313.
Su, N.-H. 1995. Development of the Fokker-Planck equation and its solutions for
modeling transport of conservative and reactive solutes in physically heterogeneous
media. Water Resour. Res. Vol. 31(12):3025-3032.
Sudicky, E. A., and J. A. Chery. 1979. Field observations of tracer dispersion under
natural flow conditions in an unconfined sandy aquifer. Water Pollut. Res. Can. 14:1-
17.
Sudicky, S. A., J. A. Cherry, and E. O. Frind. 1983. Migration of contaminants in
groundwater at a landfill: A case study, 4, A natural-gradient dispersion test. J.
Hydrology. 63:81-108.
Taylor, G. I. 1921. Diffusion by continuous movements. Proc. London Math. Soc.
20:196-212.
Taylor, S. R., and K. W. F. Howard. 1987. A field study of scale-dependent
dispersion in a sandy aquifer. J. Hydrol. 90: 11-17.
75
Toride, N., F. Leij, and M. Th. van Genuchten. 1995. The CXTFIT code for
estimating transport parameters from laboratory or field tracer experiments. Version
2.0. Research Rep. 137. U. S. Salinity Lab., Riverside, CA.
Tyler, S. W., and S. W. Wheatcraft. 1992. Reply. Water Resour. Res. Vol.
28(5):1487-1490.
Wheatcraft, S. W., and Scott W. Tyler. 1988. An explanation of scale-dependent
dispersivity in heterogeneous aquifers using concepts of fractal geometry. Water
Resour. Res. Vol. 24(4):566-578.
Yaglom, A. M. 1987. Correlation Theory of Stationary and Related Random
Functions: Basic Results. Springer-Verlag, New York.
Yates, S. R. 1990. An analytical solution for one-dimension transport in
heterogeneous porous media. Water Resour. Res. 26: 2331-2338. (Correction, Water
Resour. Res. 27: 2167, 1991).
Yates, S. R. 1992. An analytical solution for one-dimension transport in porous media
with an exponential dispersion function. Water Resour. Res. 28:2149-2154.
Zaslavsky, G. M. 1994. Renormalization group theory of anomalous transport in
systems with Hamiltonian chaos. Chaos. 4(1):25-33.
Zhang, R. 2000. Generalized transfer function model for solute transport in
heterogeneous soils. Soil Sci. Soc. Am. J. 64:1595-1602.
Zhang, R, K. Huang, and J. Xiang. 1994. Solute movement through homogeneous
and heterogeneous soil columns. Adv. Water Resour. 17:317-324.
Zhang, Y.-K., and S. P. Neuman. 1990. A quasi-linear theory of non-Fickian and
Fickian subsurface dispersion, 2, Application to anisotropic media and the Borden
site. Water Resour. Res. Vol. 26(5): 903-913.
Zou, S.-M., J.-H. Xia, and A. D. Koussis. 1996. Analytical solutions to non-Fickian
subsurface dispersion in uniform groundwater flow. Journal of Hydrology. Vol. 179:
237-258.
76
CHAPTER 3
SOLUTE TRANSPORT IN LAYERED SOILS: NONLINEAR AND
KINETIC REACTIVITY
3.1 Introduction
The phenomenon of soil stratification of the soil profile has been documented
for several decades. The transport processes of dissolved chemicals in stratified or
layered soils have been studied for several decades (Shamir and Harleman, 1967;
Selim et al., 1977; Bosma and van der Zee, 1992; Wu et al., 1997). Solute transport in
layered soils can be investigated through numerical methods as well as approximate
analytical solutions. Shamir and Harleman (1967) who used a system's analysis
approach proposed an analytical method. They assumed that different layers were
independent with regard to solute travel time. Each layer's response served as the
boundary condition for the downstream layer and so on. Later, Selim et al. (1977)
discussed the movement of reactive solutes through layered soils using finite
difference numerical methods. They considered both equilibrium and kinetic sorption
models of the linear and non-linear types. In the late 1980s, Leij and Dane (1989)
developed analytical solutions for the linear sorption type models using Laplace
transforms. Their solutions were based on the assumption that each layer was semi-
infinite. Bosma and van der Zee (1992) also proposed an approximate analytical
solution for reactive solute transport in layered soils using an adaptation of the
traveling wave solution. Wu et al. (1997) developed another analytical model for
nonlinear adsorptive transport through layered soils ignoring the effects of the
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dispersion term. In addition, Guo et al. (1997) showed that the transfer function
approach was a very powerful tool to describe the non-equilibrium transport of
reactive solutes through layered soil profiles with depth-dependent adsorption.
         When we study transport process of dissolved chemicals in layered soils, it is of
interest to investigate whether soil layering affects solute breakthrough. When flow
remains one-dimensionally vertical, which is the case when perfect horizontal
stratification exists, it is of interest whether the layering order affects breakthrough
results at the groundwater level (van der Zee, 1994). The early results from Shamir
and Harleman (1967) showed that the order of layering did not affect breakthrough
significantly. This interesting result was further elaborated upon by Barry and Parker
(1987) on the basis of various analytical approaches. Results from various linear and
non-linear numerical simulations for several sorption model types also supported this
conclusion (Selim et al., 1977). Furthermore, Selim et al. (1977) concluded that
layering order was also unimportant for Freundlich adsorption (non-linear, b=0.7).
Their experimental results also supported this conclusion. However, van der Zee
(1994) attributed results from Selim et al. (1977) to the small Peclet number assumed
for the non-linear layer, which prevents non-linearity effects to be clearly manifested.
Van der Zee (1994) also used a hypothetical result to illustrate that layering sequence
should have an effect. According to our understanding, breakthrough curves are the
curves of concentration versus time at the outlet. However, what van der Zee (1994)
used to support his conclusion was the travelling wave, which was the curve of
concentration versus depth at different times, that is, concentration profile. What van
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der Zee (1994) did show was that layering order would have effects on the front
thickness of the travelling wave. However, we question whether a direct relationship
exists between the front thickness of the travelling wave and the breakthrough curve
at the outlet.
         In this article, we investigated the effects of layering order or stratification
sequence on the breakthrough curves of solutes in layered soil systems and we
focused on the effects of nonlinearity of solute adsorption properties on breakthrough
curves (BTCs). Both simulations and transport experiments were conducted to study
the transport of non-reactive and reactive solutes through water-saturated two-layered
soils under steady-state flow. We assumed that each soil layer was homogeneous and
isotropic with soil-water and solute sorption properties known. Linear and nonlinear
equilibrium type, Langmuir-type retention, and nth-order and second-order kinetic
adsorption processes were considered as the governing reaction mechanisms. The
finite difference method (Selim et al., 1990) was used to solve the convective-
dispersive equation for solute transport in two-layered soils under steady state flow
conditions. Transport experiments were also conducted to study the movement of Mg,
Ca, and 3H in water-saturated two-layered soils, Sharkey clay (very fine,
montmorillonitic, thermic Chromic Epiaquert) and acid-washed sand, under steady-
state flow.
3.2 Theory
     A two-layered soil column of length L is shown in Fig. 3.1. The length of each
layer is denoted by L1 and L2, respectively.  To show heterogeneity, each soil layer
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Figure 3.1 Schematic diagram of a two-layered soil.
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has specific, but not necessarily the same water content, bulk density, and solute
retention properties. Only vertical direction steady-state water flow perpendicular to
the soil layers (Fig. 3.1) will be considered.
      The convective-dispersive equation (CDE) governing solute transport in the ith
layer (see Fig. 3.1) is given by Eq. [3.1] (Selim, et al., 1977).
    
(0 , 1, 2)
i i i i
i i i i i
i
S C C CD q Q
t t x x x
x L i
ρ θ θ∂ ∂ ∂ ∂∂  + = − − ∂ ∂ ∂ ∂ ∂ 
≤ ≤ =
[3.1]
Where (omitting the i) C is resident concentration of solute in soil solution (µg cm-3),
S is amount of solute adsorbed by the soil matrix (µg g-1), ρ is soil bulk density
(g cm-3), θ  is volumetric soil water content (cm3 cm-3), D is solute dispersion
coefficient (cm2 d-1), q is Darcy soil-water flow velocity (cm d-1), Q is a sink or
source for irreversible solute interaction (µg cm-3 d-1), x is distance from the soil
surface (cm), and t is time (d).
       The reversible solute retention from the soil solution is represented by the term
∂ ∂S t  on the left side of Eq. [3.1] while the irreversible solute removed from soil
solution is expressed by the term Q on the right side of Eq. [3.1]. The initial
conditions used were given by
S S t
C C t
I II
I II
= = =
= = =
0 0
0 0
,
,
b g
b g
[3.2]
This condition signifies that each soil layer is initially solute free.
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      We will consider how the solute will break through the layered soils when an
input pulse of solute solution having a concentration Co and for a time duration To (d)
is applied at the inlet, that is, the soil surface (x = 0). In this case, both first-type
boundary condition (concentration is known) and third-type boundary condition (flux
is known) will be applicable to represent the inlet boundary. The difference between
these two types of boundary conditions was discussed by Leij et al. (1991). In this
study, a third-type condition (Selim and Mansell, 1976) for the soil surface is adopted
to satisfy the principle of mass conservation. Therefore, the boundary condition (BC)
at the soil surface (layer I) is
qC qC D C
x
x t To I I I I o= − ∂∂ = ≤θ , ,0b g [3.3]
0 0= − ∂∂ = >qC D
C
x
x t TI I I I oθ , ,b g [3.4]
At the bottom of the soil column (x = L), the boundary condition commonly adopted
is
∂
∂ = = ≥
C
x
x L tII 0 0,b g [3.5]
Another boundary condition needed in our analysis is the boundary condition at the
interface between layers. Both first-type and third-type boundary conditions are
applicable at the interface. Leij et al. (1991) showed that although the principle of
solute mass conservation is satisfied, a discontinuity in concentration develops when
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a third-type interface condition is used. A first-type interface condition will result in a
continuous concentration profile across the boundary interface at the expense of
solute mass balance.  To overcome the limitations of both first- and third-type
conditions, a combination of first- and third-type condition is used in this article. The
first-type condition can be written as
 C C tI x L II x L→ →− += >1 1 0, [3.6]
where x L→ −1 and x L→ +1  denote that x = L1 is approached from upper and lower
layer, respectively. Similarly, the third-type condition can be written as
1 1
, 0I III I I II II II
x L x L
C CqC D qC D t
x x
θ θ
− +→ →
∂ ∂   − = − >   ∂ ∂    [3.7]
Incorporation of Eq. [3.6] into Eq. [3.7] yields
1 1
, 0I III I II II
x L x L
C CD D t
x x
θ θ
− +→ →
∂ ∂= >∂ ∂ [3.8]
The BC of Eq. [3.8] resembles that for a second-type BC as indicated earlier by Leij
et al. (1991).
3.2.1 Solute Retention Mechanisms
     Five types of retention models were used to describe the reversible retention term,
∂ ∂S t , in Eq. [3.1].
Linear
         A linear adsorption relationship between S and C was assumed
S K Cd= [3.9]
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where Kd is the distribution coefficient (cm3 g-1).  A dimensionless retardation factor
R (Lindstrom et al., 1967) can be obtained from Eqs. [3.1] and [3.9]
R Kd= +1 ρθ [3.10]
Nonlinear (Freundlich)
       A nonlinear retention was considered as follows
b
eS K C= [3.11]
where b (dimensionless) is commonly less than unity for most reactive solutes and Ke
(µg1-b mLb g-1) is a Freundlich partitioning coefficient (Selim and Amachar, 1997).
Now a concentration-dependent retardation term can be obtained by incorporating Eq.
[3.11] into Eq. [3.1]
1( ) 1 beKR R C bCρθ
−= = + [3.12]
Langmuir
     We also considered Langmuir-type adsorption in the form
max 1
S kC
S kC
= + [3.13]
where Smax is the total adsorption capacity (µg g-1 soil) and k is a Langmuir affinity
coefficient (cm3 g-1 ). The retardation factor for this model is concentration-dependent
and given by
( )
max
2( ) 1 1
kSR R C
kC
ρ
θ
 = = +  +  
[3.14]
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First- and Nth-Order Kinetics
      A reversible nth-order kinetic adsorption was considered
n
f b
S K C K S
t
ρ θ ρ∂ = −∂ [3.15]
where Kf and Kb are the forward and backward rate coefficients (d-1), respectively; n
is the non-linear parameter and usually less than unity.
Second-Order Kinetics
      Here the second-order approach of Selim and Amacher (1997) was considered
ρ φθ ρ∂∂ = −
S
t
K C K Sf b [3.16]
where Kf and Kb (d-1) are forward and backward rates of reaction, respectively, and φ
is the amount of available or vacant sites (mg Kg-1 soil). As S → Smax, the amount of
available sites approaches zero (φ→0).
Irreversible Reactions
     The sink-source term Q in Eq. [3.1], representing decay or degradation reactions,
was expressed as a first-order kinetic process
s
SQ K C
t
ρ θ∂= =∂ [3.17]
where Ks is the rate of reaction (d-1).
        The governing Eq. [3.1] subject to conditions [3.2] through [3.6], and [3.8] was
solved numerically using the Crank-Nicholson finite difference approximations
(Selim et al., 1990). The BCs at the interface between two distinct layers were
implemented in a way similar to that of Leij and Dane (1989). For all cases presented
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in this study where a combined first- and third-type BC at the layer interface was
used, Eq. [3.6], as well as Eq. [3.8], were incorporated into the numerical scheme. In
addition, a correction to the dispersion term was incorporated into the difference
equations to improve numerical approximations.
3.3 Materials and Methods
        Sharkey clay soil (very fine, montmorillonitic, thermic Chromic Epiaqurt)
having a pH of 5.9, organic matter of 1.14 %, and cation exchange capacity (CEC) of
39.06 cmolc kg-1 (sand 3%, silt 36%, clay 61%) was used in this study. In addition,
acid-washed sand (81% sand and 19% silt) that had negligible CEC and organic
matter content was used. Acid-washed sand was chosen as a nonreactive matrix
because of the absence of clay or organic matter (Ma and Selim, 1994a). The Sharkey
clay soil was taken from the Ap horizon, air-dried, mixed, and passed through a 2-
mm screen before use. Sharkey soil and acid-washed sand were packed using small
increments into plexiglass columns (6.4-cm diam.; 15-cm length). Each soil column
consisted of two distinct layers: a Sharkey clay layer and a sand layer.  The length of
each layer varied among the different columns; these lengths are listed in Table 3.1.
Miscible displacement methods for packed soil columns were employed to obtain
solute BTCs under water-saturated and steady water flux conditions. Each layered
soil column was slowly saturated from the bottom with 0.5 M CaCl2 for 3 d. After
that, the soil column was saturated with 0.05 M CaCl2 at a constant flow rate until the
concentration of Ca in effluent was similar to that of the input solution.  At such time
a pulse of 0.05 M MgCl2 was applied.  This was subsequently followed by 0.05 M
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Table 3.1 Experimental conditions for each miscible displacement column.
Length
Column
Clay
Layer
Sand
Layer
Layering
order
Water
Flux Solute Pulse volume
Pore
Volume
Leaching
solution
------ cm ------ cm h-1 pore volume mL
A 7.5 7.5 Clay→Sand 0.45 0.05 M MgCl2 12.2 203 0.05 M CaCl2
A 7.5 7.5 Sand→Clay 0.41 0.05 M MgCl2 12.1 224 0.05 M CaCl2
B 5.0 10. Clay→Sand 0.44 0.1% 3H 1.006 225 0.005 M CaCl2
B 5.0 10. Sand→Clay 0.43 0.1% 3H 1.001 227 0.005 M CaCl2
C 5.0 10. Clay→Sand 0.436 0.1% 3H 0.991 222 0.005 M CaCl2
C 5.0 10. Sand→Clay 0.432 0.1% 3H 1.005 222 0.005 M CaCl2
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CaCl2 background solution to leach Mg. The effluent was collected in 30-min
intervals using a fraction collector and analyzed for cation concentrations.  Once
frequent checks of effluent composition indicated negligible concentration of Mg
(<0.0001 M), water flow was stopped. The soil column was reversed and leached
under the reverse layering order for about 3 d. Then, the above transport experiment
was repeated once more at the same flow rate.
         Tritium breakthrough experiments were carried out in the same manner where a
pulse of approximately one pore volume of 0.005 M CaCl2 solution spiked with
tritium was introduced. We have two replicates identified as Columns B and C in
Table 3.1. Analysis for Ca and Mg concentrations in the effluent were carried out
using inductively coupled plasma (ICP) and analysis of tritium intensity in effluent
was conducted by liquid scintillation.
3.4 Results and Discussions
3.4.1 Accuracy of Numerical Solution
       To test the reliability of the numerical method, results from our numerical
solution were compared with those from analytical solution. The data in Leij et al.
(1991, Fig. 3a) were used for such a comparison. The relative concentration (C/Co) as
a function of soil depth is given in Fig. 3.2. A first-type BC at the surface was used in
order to compare our numerical solutions with the analytical solutions of Leij et al.
(1991). For other cases presented in this paper, a third-type BC at the surface was
used. The numerical solution matches the analytical solution extremely well when the
combined first- and third-type interface BC is adopted. Although some differences
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Figure 3.2 Relative concentration versus depth for a two-layered soil (L1=L2 = 6
cm) based on analytical solution of Leij et al. (1991) and our numerical method, at
time = 0.4 d.  The solid curve and closed circles are for a first type boundary
condition (BC) at the interface between the two layers, whereas dashed curve and
open circles are for a combined first- and third-type BC.
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exist between the numerical results and the analytical solutions when the first-type
interface BC was used, the magnitude of the error was considered acceptable.
Possibly, the differences are due to the BCs used.  Leij et al. (1991) used a semi-
infinite BC at the interface and at the column exit while we use finite BC both at the
interface and the lower boundary. Overall, the numerical solution for the CDE is
accurate and reliable.
3.4.2 Linear Adsorption
       Figures 3.3 shows a comparison of BTCs for a two-layered soil column with
reverse layering orders. The parameters used for the simulation are given in
Table 3.2. Here, R1→R2 means R1 is the first (top) layer encountered and R2 is the
bottom layer, where R1 and R2 refer to the retardation factor R of Eq. [3.10]
associated with layers 1 and 2, respectively. Conversely, R2→R1 means R2 is first
encountered (top layer) and R1 is the bottom layer. Here we report results for a
layered soil column where one layer is non-reactive (R=1) and the other is linearly
adsorptive. In Fig. 3.3a, results are given when a first-type boundary condition (BC)
was used for the boundary interface between the two soil layers.  In contrast, in Fig.
3.3b, a combined first- and third-type BC was used.  The BTC for the case R1→R2
where the non-reactive layer was first encountered (top layer) was similar to that
when the layering sequence was reversed (R2→R1) and the reactive layer (R2) was
the top layer. This observation was true only when a combined first- and third-type
BC was used.  However, as illustrated in Fig. 3.3a, the BTCs from the two different
columns deviated considerably from each other when the first-type BC was
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Table 3.2 Parameters used in simulations for linear adsorption, non-linear adsorption, kinetic adsorption model, and sink term.
Figure q C0 Cs T0 Layer L θ ρ D
cm d-1 µg mL-1 d cm g cm-3 cm2 d-1
Fig. 3.3 3.7 0.0 10.0 12.0 R1
R2
2.5
7.5
0.37
0.37
1.60
1.60
2.0
10.0
Fig. 3.6 1.0 0.0 10.0 25.5 R1
R2
15.0
15.0
0.50
0.35
1.325
1.722
6.0
12.0
Fig. 3.7 1.0 0.0 10.0 102. R1
R2
15.0
15.0
0.50
0.35
1.325
1.722
2.0
12.0
Fig. 3.8 1.0 0.0 10.0 102. R1
R2
15.0
15.0
0.50
0.35
1.325
1.722
2.0
12.0
Fig. 3.9 1.0 0.0 10.0 25.5 R1
R2
15.0
15.0
0.50
0.35
1.325
1.722
6.0
12.0
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                                               (Table 3.2 continued)
Figure Layer Kd b Kf Kb Ks
µg1-bmLb g-1 --------------- d-1 -----------
Fig. 3.3 R1
R2
0.0
2.08
---
1.0
--
--
--
--
--
--
Fig. 3.6 R1
R2
--
--
--
--
0.0
4.0
n=0.3,0.7,1.0
0.0
5.0
--
--
Fig. 3.7 R1
R2
2.0
0.0
1.0
--
0.0
4.0
n=1.0
0.0
5.0
--
--
Fig. 3.8 R1
R2
2.0
0.0
0.5
--
0.0
4.0
n=1.0
0.0
5.0
--
--
Fig. 3.9 R1
R2
--
--
--
--
--
4.0
n=0.7
--
5.0
--
0.1
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employed. It should be pointed out that the mass conservation principle was violated
when the first-type BC was used at the interface boundary. The mass balance for the
first type BC varied from 85% to 150%. Differences in the BTCs are perhaps a result
of the poor mass balance. However, for the first-type BC, we found that on the basis
of several simulations, a good mass balance could be achieved and the two BTCs for
differing layer sequence were similar when the transport parameters of both soil
layers, especially the dispersion coefficient (D), were similar in magnitude (data not
shown). On the other hand, when the combined first- and third-type BC is used, a
mass balance error not exceeding ±1.5% was always achieved for all cases reported in
this study.  Therefore, for the linear adsorption case, we conclude that the order of
soil stratification or layering sequence fails to influence solute BTCs and is consistent
with those reported earlier by Shamir and Harleman (1967) and Selim et al. (1977).
3.4.3 Nonlinear Freundlich Adsorption
      Simulated BTCs of solutes from a two-layered soil system with one as a non-
linear (Freundlich) adsorptive layer are given in Fig. 3.4.  Here, R1 represents a non-
reactive layer whereas R2 stands for a nonlinear (Freundlich) adsorptive layer. The
parameters used in the simulations are given in Table 3.3.  Our simulations were
carried out for a wide range of the Peclet or Brenner number (B=qL/θD). Specifically,
the values of B in Fig. 3.4 were 2, 10, and 40, respectively. We also examined the
influence of the nonlinear Freundlich parameter b (see Eq. [3.11]) on the shape of the
BTCs.  Although for most solutes, the parameter b values are not commonly reported
greater than unity (Selim and Amacher, 1997), we examined BTCs for b values less
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than as well as greater than unity (b = 0.5, 0.7, 0.9, 1.25, and 1.50). The combined
first- and third-type BC was used at the interface between the layers.  On the basis of
our simulations, BTCs were not influenced by the layering sequences regardless of
the Brenner number B when nonlinear Freundlich adsorption was considered. This
result is similar to that of Selim et al. (1977). Yet van der Zee (1994) attributed their
results to the small Peclet number that prevented nonlinearity effects to be clearly
manifested. Dispersion is dominant for the case where the Brenner number is small
whereas convection becomes the dominant process for large B values. The BTCs
exhibit increasing retardation or delayed arrival, and excessive tailing of the
desorption (right-hand) side of the BTCs for increasing values of nonlinear adsorption
parameter b. In addition, the BTCs become less spread (i.e., a sharp front) with
increasing Brenner numbers.  All such cases provide similar observations, that is, the
effects of nonlinearity of adsorption are clearly manifested. Nevertheless, for all
combinations of b and the Brenner number B used in our simulations, the BTCs under
reverse layering orders showed no significant differences. In other words, layering
order is not important for solute breakthrough in layered soils with nonlinear
adsorption as the dominant mechanism in one of the layers.
3.4.4 Langmuir-Type Adsorption
         To illustrate that the above finding is universally valid, other solute adsorption
processes of the nonlinear type were investigated.  The Langmuir adsorption model is
perhaps one of the most commonly used equilibrium formulas for describing various
reactive solutes in porous media.  We are not aware that such model was tested for
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Figure 3.4 Simulated breakthrough results for a two-layered soil column
under different layering orders (R1→R2 and R2→R1). Here R1 is for a
non-reactive layer and R2 is a reactive layer with nonlinear adsorption with
b values (Eq. [3.11]) of 0.5, 0.7, 0.9, 1.25, and1.5. From top down, the
Brenner numbers B used were 2, 10, and 40 for a, b, and c, respectively.
96
0.0
0.2
0.4
0.6
0.8
1.0
0 4 8 12 16
C
/C
o
b=0.5
0.7
0.9
R1 R2
R2 R1
NONLINEAR ADSORPTION
Brenner no = 2
1.5
1.25
0.0
0.2
0.4
0.6
0.8
1.0
0 4 8 12 16 20 24
C
/C
0
b=0.5
0.7
0.9
1.25
1.50
R1 R2
R2 R1
Brenner no =10
0.0
0.2
0.4
0.6
0.8
1.0
0 4 8 12 16 20 24
Pore Volume (V/Vo)
C
/C
o
0.9 
b = 0.5
0.7
1.25
1.50
R1 R2
R2 R1
Brenner no =40
a
c
b
97
               Table 3.3 Parameters for non-linear adsorption cases in Figure 3.4.
Brenner number q C0 Cs T0 Layer L θ
cm d-1 - µg mL-1 - d cm
2 1.85 0.0 10.0 12.0 R1
R2
5.0
5.0
0.37
0.37
10 3.7 0.0 10.0 8.0 R1
R2
5.0
5.0
0.37
0.37
40 7.4 0.0 10.0 3.0 R1
R2
5.0
5.0
0.37
0.37
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                      (Table 3.3 continued)
Brenner number Layer ρ D Kd b
g cm-3 cm2 d-1 mg1-bmLb g-1
2 R1
R2
1.60
1.60
25.0
25.0
0.0
2.08
---
0.5, 0.7, 0.9,1.25,1.50
10 R1
R2
1.60
1.60
10.0
10.0
0.0
2.08
--
0.5, 0.7, 0.9,1.25,1.50
40 R1
R2
1.60
1.60
5.0
5.0
0.0
2.08
--
0.5, 0.7, 0.9,1.25,1.50
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       Table 3.4 Parameters used in simulation for Langmuir and second-order models.
Figure q  C0 Cs T0 Layer L θ ρ
cm d-1 - µg mL-1 - d cm g cm-3
Fig. 3.5 4.0 0.0 10.0 12.0 R1
R2
10.0
5.0
0.55
0.50
1.20
1.30
Fig. 3.10 1.0 0.0 100.0 32.0 R1
R2
2.5
7.5
0.37
0.40
1.60
1.25
       (Table 3.4 continued)
Langmuir Second-order adsorption
Figure Layer D Smax K ST Kf Kb
cm2 d-1 mg g-1 cm3 g-1 µg g-1  ---- d-1 ----
Fig. 3.5 R1
R2
10.0
40.0
120.0
--
0.05
--
--
--
--
--
--
--
Fig. 3.10 R1
R2
10.0
40.0
--
--
--
--
--
236.0
--
0.0025
--
0.25
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multilayered systems. We considered only simulated columns consisting of one
nonreactive layer and one reactive layer with the Langmuir-type adsorption
mechanism. The simulation results are shown in Fig. 3.5. The combined first- and
third-type BC was used at the interface between the layers.  The parameters used for
simulations are given in Table 3.4. Consistent with the above finding, we found that
for all parameters used in this study, the layering sequence has no effect on the BTCs
when Langmuir-type adsorption was the dominant mechanism.
3.4.5 Kinetic Adsorption
          In this section, first and nth-order reversible kinetics (Eq. [3.15]) was
considered as the dominant retention mechanism. The parameters used in the
simulations are given in Table 3.2 and the BTCs under different layering sequence are
shown in Fig. 3.6. As previously denoted, R1 stands for the non-reactive layer
whereas R2 represents a kinetic adsorptive layer.  Values of the parameter n used
were 0.3, 0.7, and 1.0 and the combined first- and third type BC was employed to
represent the interface condition. The BTCs under reverse layering orders showed a
very good match regardless of the value of the non-linear parameter n. For the case of
first-order kinetic (n=1), a good match was also realized. Careful inspection of the
results showed some deviations at the early arrival stage for both cases with n = 0.3
and 0.7.  One may attribute such small deviations to the extremely slow convergence
that was encountered for n ≠ 1. Considerable CPU time was required for the case with
n = 0.3 and 0.7 because of extremely small time and space increments (∆t and ∆x)
required in the numerical simulations.
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Figure 3.5 Simulated breakthrough results for a two-layered soil column
under different layering orders (R1→R2 and R2→R1). Here R1 is for a non-
reactive layer and R2 is for a reactive layer with Langmuir adsorption.
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Figure 3.6 Simulated breakthrough results for a two-layered soil column under
different layering orders (R1→R2 and R2→R1). Here R1 is for a non-reactive
layer and R2 is for a reactive layer with kinetic adsorption with n = 0.3, 0.7, and1.0,
respectively. A second-type boundary condition (BC) was used at the interface.
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         We also carried out simulations where both layers were assumed reactive.  In
Fig. 3.7, simulations were obtained when one layer was with linear adsorption (Eq.
[3.9]) and the second layer with first-order kinetic reaction. Simulations shown in Fig.
3.8 were similarly obtained except that a nonlinear (Freundlich) rather than linear
adsorption was assumed for the first layer. The simulation parameters are given in
Table 3.2. Both the first and combined first- and third type BC were employed but we
only show those with combined first- and third-type BC. On the basis of our
simulations, layered soils with reverse layering orders showed no significant
differences when a combined first- and third-type BC was used. We observed that the
two BTCs deviated somewhat for the cases when one layer was nonlinear (see Fig.
3.8).  Such small deviations were not at all obvious for the case where linear
adsorption was considered (Fig. 3.7). However, once again, we attribute such
deviations to slow convergence encountered here and similar to those encountered in
simulations for nonlinear kinetics shown in Fig. 3.6.
3.4.6 Irreversible (Sink) Reaction
      Figure 3.9 shows the effect of a sink term on the shape of the BTCs for a two-
layered soil where only one layer was considered reactive.  Here the sink term Q for
irreversible reaction was that of the first-order type given by Eq. [3.17].  The case
considered here is that shown in Fig. 3.6 with nonlinear kinetic reaction (n = 0.7) with
and without irreversible reaction.  Therefore, the BTCs shown illustrate the effect of
layering when we consider multiple kinetic reactions, that is, nonlinear reversible plus
a sink term.  At any time, the area between the BTCs (with and without a sink)
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Figure 3.7 Simulated breakthrough results for a two-layered soil
column under different layering orders (R1→R2 and R2→R1). Here
R1 is for a reactive layer with linear adsorption and R2 is for a
reactive layer with first-order kinetic adsorption.
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Figure 3.8 Simulated breakthrough results for a two-layered soil column
under different layering orders (R1→R2 and R2→R1). Here R1 is for a
reactive layer with nonlinear adsorption and R2 is for a reactive layer with
first-order kinetic adsorption.
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represents the amount of solute irreversibly retained by the soil.  It is obvious that in
the presence of a sink term, the order of soil layers did not influence the shape or the
position of the BTCs. This finding is consistent with that of Selim et al. (1977) where
a similar sink term was implemented.  The only exception is that the reversible
mechanism used here and illustrated in Fig. 3.9 was that of the nonlinear kinetic type.
3.4.7 Second-Order Adsorption
       The second-order adsorption model (Eq. [3.16]) is a recently developed kinetic
approach for describing the fate of herbicides in soils and we are not aware that this
concept has been utilized for multilayered soils. For extremely large rate coefficients
or at long times, the second-order model approaches the Langmuir equilibrium model
(Eq. [3.14]). We also simulated the transport process in layered soils where one layer
was assumed non-reactive whereas the second-order process was the controlling
mechanism for the second layer. The BTCs shown in Fig. 3.10 exhibit extensive
tailing, typical of second-order model.  Moreover, the BTCs indicated similar results
regardless of the order of the layers in the system.
3.4.8 Experimental Results
       To verify our results on the basis of numerical simulations, we conducted
transport experiments for both reactive as well as non-reactive solutes (see Figs. 3.11
through 3.13). Figure 3.11 shows BTCs for Mg and Ca in a soil column consisting of
a Sharkey clay layer and a sand layer.  These cations were selected because of earlier
studies of Ca and Mg ion exchange during transport in Sharkey soil (see Gaston and
Selim 1990a,b).  Specifically, one can assume an equilibrium type adsorption or ion
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Figure 3.10 Simulated breakthrough results for a two-layered soil column
under different layering orders (R1→R2 and R2→R1). Here R1 is for a
non-reactive layer and R2 is for a reactive layer with second-order kinetic
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109
0.0
0.2
0.4
0.6
0.8
1.0
1.2
0 10 20 30
Pore Volume (V/Vo)
 (C
/C
o) Mg
Ca
Column A
Ca - Mg
Sand Clay
Clay Sand
Figure 3.11 Experimental (symbols) and simulated (dashed and solid lines)
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clay→sand, column A) under different layering sequences.
110
exchange reaction with Sharkey soil as dominant.  Moreover, for Sharkey soil, Ca
exhibited a slight preference over Mg for exchange sites resulting in a nonlinear
(Langmuir type) adsorption relation.  The BTCs of Ca and Mg are for two types of
pulses; one is the case where the input pulse first encountered the clay layer. The
column was then reversed and a second pulse introduced to ensure that the new pulse
first encountered the sand layer.  The extent of retardation of the Mg pulse in this Ca-
Mg system is manifested by the fact that some 7-pore volumes were required for C/Co
to reach 0.5.  Regardless of whether a sand or clay layer was first encountered, the
effluent BTCs were not significantly affected by the layering sequence. Efforts were
made to maintain experimental transport conditions consistent under the differing
layering orders. We encountered difficulties in maintaining a constant pore volume
because of the swelling of the Sharkey clay layer. Nevertheless, Ca as well as Mg
results from the layered soil column indicate that the order of layers (i.e., sand →clay
or vice versa) did not influence the BTCs appreciably.
        The BTCs from tritium pulse inputs, which were introduced as a tracer solute in
two different columns (B and C) are shown in Figures 3.12 and 3.13.  One assumed
that tritium is non-reactive in the Sharkey clay layer as well as in the acid-washed
sand. For both soil columns, we maintained as much as possible, a constant water flux
at all times.  This was particularly important when the flow direction in a column was
reversed and a new tritium pulse was subsequently introduced.  Moreover, we
attempted to maintain a similar pulse duration (or volume) to facilitate comparison of
both sides of the BTCs.  The tritium BTCs are consistent with other tracer data of
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Figure 3.12 Experimental (symbols) and simulated (dashed and solid
lines) breakthrough results for tritium in a two-layered soil column
(Sharkey clay→sand, column B) under different layering orders.
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Figure 3.13 Experimental (symbols) and simulated (dashed and solid
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Selim et al. (1977) for 36Cl in a two layered soil column and confirm the simulated
BTCs presented above, which illustrates the independence of layer sequence for all
solute adsorption mechanisms considered in this investigation.
3.4.9 Simulation of Experimental Data
       We simulated the breakthroughs of Ca and Mg of Column A using our two-
layered model for reactive solutes. The simulation results were also shown in Fig.
3.11 (solid and dashed lines for different layering arrangements). The values of Darcy
water flow velocity, q, soil water content θ, bulk density ρ, and Mg pulse duration
were directly from our experimental measurements. Dispersivity values for both acid-
washed sand and Sharkey clay used here were not obtained on the basis of
curve-fitting; rather they were independently obtained from Ma and Selim (1994a,b).
The reaction mechanism for the Ca-Mg system was assumed to be governed by
simple ion exchange for a binary system.  For conditions of constant ionic strength,
the cation exchange can be described by the following equation
S K cS
K c
T= + −
12
121 1b g [3.18]
where c is relative concentration (C/Co), K12  is the selectivity coefficient
(dimensionless), and ST is the cation exchange capacity (CEC).  For Sharkey soil, the
value of the parameter K12 used was 1.40, which was determined by Gaston and Selim
(1990a) from Ca-Mg exchange isotherms. In addition, a value of 22.5 cmolc kg-1 for
CEC ST  was used.  Figure 3.11 shows that the simulation curves agree with the
experimental data, especially for the adsorption front. Our simulations also show
114
some tailing of the release curve for both Ca and Mg.  Such tailing was not observed
on the basis of our experimental data, however.
       We also modeled the BTCs of tritium in Columns B and C. The results are shown
in Figs. 3.12 and 3.13, respectively (solid and dashed lines), and indicate a good
match of the experimental data. All input parameters were directly based on our
experimental measurements. Dispersivity values used here for both soil layers were
those obtained from Ma and Selim (1994a,b). We used a retardation factor, R, of 1.1
in our calculations. A value for R of 1.08 for Sharkey clay was used by Gaston and
Selim (1994a).
3.5 Summary and Conclusion
        In this article, we presented simulated breakthrough results of reactive solutes in
layered soil with emphasis on nonlinear reactivity with the soil matrix. Physical and
chemical properties of each soil layer were assumed to differ significantly from one
another. Linear and nonlinear equilibrium type, Langmuir-type retention, and nth-
order and second-order kinetic adsorption processes were considered as the governing
retention mechanisms. Our model is capable of predicting differences of BTCs due to
layering sequence. For all parameter values used in this study, our simulation results
indicated that the BTCs are similar regardless of the layering arrangement or
sequence.  This finding is consistent for all reversible and irreversible solute retention
mechanisms considered. Results from miscible displacement experiments for tritium
as a nonreactive solute as well as competitive adsorption of Ca and Mg support the
above conclusion. A two-layered system of sand over Sharkey clay and Sharkey clay
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over sand columns was used.  On the basis of independently measured parameters,
model predictions for the sand-Sharkey clay soil columns agreed well with our
experimental BTCs.
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CHAPTER 4
A CONCEPTUAL FRACTAL MODEL FOR DESCRIBING TIME-
DEPENDENT DISPERSIVITY
4.1 Introduction
      To propose effective disposal schemes, it is often imperative to obtain accurate
predictions of the spatial distribution and arrival time of contaminants. The transport
parameters, especially dispersivity, are very important to the prediction and
interpretation of the spreading pattern of injected or spilled liquids in soils and
aquifers. The parameters obtained under laboratory-scale systems can only
successfully predict the transport process in homogeneous media at laboratory scale,
i.e., in the order of 1 to 10 meters. Because of intrinsic or natural heterogeneity in
geological formations, models using laboratory-scale parameters often fail to predict
field scale transport processes at an acceptable accuracy. One significant feature of
field transport processes is that the spreading pattern of solutes must be characterized
by a time-dependent dispersivity, that is, the field measured dispersivity often
increases with time elapsed after the injection of tracers. Dieulin (1980), documenting
the results of a tracer test conducted in a heterogeneous alluvial aquifer, suggested
that it was necessary to divide the breakthrough curves measured in each observation
well into a series of segments. Each portion was then simulated individually, and a
corresponding dispersivity value was determined. The results showed that dispersivity
increases with time. Other field transport experiments reveal the same phenomenon.
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         In addition to observations in field scale experiments, the time-dependency of
dispersivity has also been studied theoretically. Several theories have been put
forward to explain the time effect on dispersivity. Assuming flow through a
permeable, horizontally stratified aquifer, Mercado (1967) showed that the
dispersivity for such a formation would increase linearly with the mean travel
distance. Using a random motion model, Matheron and de Marsily (1980) concluded
that the dispersivity continues to increase with time. Other authors attribute the time
dependency of dispersivity to the heterogeneity of aquifers. Through stochastic
analysis, Dagan (1988) demonstrated that macro-dispersivity for solute transport in
heterogeneous aquifers may increase with time. Also based on stochastic approaches,
Gelhar (1993) claimed that the macrodispersivity in a heterogeneous aquifer
increased with time at first and would reach a constant value after the mean travel
distance exceeded a critical length scale. In addition to stochastic theory, fractal
concepts have also been used to explain the time dependency of dispersivity
(Wheatcraft and Tyler, 1988; Arya et al., 1985). The fractal approach also supports
the conclusion that the dispersivity increases with time.
       The idea of using a time-dependent dispersivity stems from the fact that the
estimated variance of travel distance for a solute tracer varies as t γ , where γ
generally does not equal unity as in a Fickian diffusion. To account for the nonlinear
increase of the variance of travel distance, Glimm et al. (1993), and others, suggested
"setting a time dependent dispersivity in the flow equation." Through numerical
modeling using a finite element method, Pickens and Grisak (1981b) showed that the
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use of a time-dependent dispersivity could actually reproduce such a nonlinear
variance pattern. Berkowitz and Scher (1995) argued to the contrary that "the use of
D(t) leads to untenable physical results by sharply diminishing the effects of the
dispersion (i.e., by de-emphasizing the slower part of the distribution)." Berkowitz
and Scher (1995) showed that the decay of the total number of tracer particles in the
presence of purely absorbing sites (permanent traps) is a direct measure of the
underlying effective anomalous dispersion properties of the transport process.
According to our understanding, however, the time-dependent dispersivity was
proposed to account for the nonlinear increase of variance of travel distance with time
rather than describing adsorption processes. Anomalous dispersion could also happen
to nonreactive solutes, and this has been verified in several field experiments.
Therefore, whether their explanation of anomalous dispersion is appropriate remains
open.
        To incorporate the time-dispersivity relationship into the traditional advection-
dispersion equation, several expressions have been developed to describe the
dependency of dispersivity on time (Pickens and Grisak, 1981a and b; Wheatcraft and
Tyler, 1988; Tyler and Wheatcraft, 1992). Among these representations, the fractal
models catch our attention. Arya et al. (1985) derived a model that relates field scale
dispersivity to the mean travel distance raised to the power of ((2/D)-1), where D is
the fractal dimension. Strangely, the exponent of the mean travel distance decreases
as fractal dimension D is increased in the Arya et al. model. This is unexpected
because a system tends to be more complex as its fractal dimension increases. If the
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fractal dimension increases, we expect the dispersivity to increase. Wheatcraft and
Tyler (1988) developed an expression for field scale-dependent dispersivity
proportional to the mean travel distance raised to the power of (2D-1), where D is the
fractal dimension of the fractal tortuous stream tubes. The D shares a common range
in both models, i.e.,1 15< <D . . One may notice the discrepancy of these two models.
The Arya et al. model predicts that the dispersivity decreases with the increase of
fractal dimension whereas the Wheatcraft-Tyler model predicts the opposite.
However, Tyler and Wheatcraft (1992) claimed that the fractal dimensions are not
directly comparable because the models of particle motion are quite different. There
exist other forms of fractal models, which will not be discussed in this study. Readers
may refer to Tyler and Wheatcraft (1992) for a detailed discussion on different fractal
models. The Wheatcraft-Tyler model has been used by Su (1995) to model solute
transport in physically heterogeneous media.
        According to the concept of fractal geometry, a property that is related to the
fractal dimension will reduce to a corresponding nonfractal case if the fractal
dimension is reduced to its corresponding topological value. In regard to dispersivity,
the nonfractal case means that the dispersivity is invariant with time, i.e., dispersivity
remains constant regardless of the mean travel distance. We can use this principle to
inspect both fractal models. For the Arya et al. model, if D is reduced to 1, the
dispersivity still shows a linear increase with time. For the Wheatcraft-Tyler model, if
fractal dimension D is reduced to 1, which is its corresponding topological dimension,
formally, the dispersivity still grows linearly with the mean travel distance rather than
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remaining constant. Thus, neither of these two models reduces to the nonfractal case.
Taking this point of view raises questions about the Arya et al. model as well as the
Wheatcraft-Tyler model.  Therefore, in this paper, the bases for the formulation of
these models, especially the Wheatcraft and Tyler (1988) model, are discussed and
their inadequacy and inconsistencies presented. In addition, we propose a new fractal
model similar in appearance to the Wheatcraft-Tyler model but one that does not
present the above inconsistencies. Our third objective is to evaluate the proposed
model based on data from three field-scale tracer transport experiments, namely the
Cape Cod, the Borden, and the Columbus sites.
4.2 Theoretical Consideration
4.2.1 Dispersivity as a Function of Mean Travel Distance
       For solute transport in one-dimensional porous media, the following convection-
dispersion equation is generally accepted
∂
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∂
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where c is the concentration of solute (mg/L), t is time(d), v is the pore water velocity
(m/d) , x is the coordinate along the direction of solute movement (m), and Φ is the
dispersion coefficient (m2/d). Several studies showed that Φ increases linearly with v
for cases where the Peclet number (Pe=vd/Dm, where d is the average grain size, Dm is
the molecular diffusion coefficient) is large. This relationship can be expressed as
Φ =αv [4.2]
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where α is the solute dispersivity (m). Based on moment analysis, Gelhar (1993)
showed that Φ is proportional to the time rate of change of the spatial second
moment, which can be written as
Φ = 1
2
2d
dt
xσ  [4.3]
where σ x2  denotes the second spatial moment of the concentration distribution of a
tracer solute and is commonly known as the variance of travel distance. The mean
distance x  traveled by a tracer solute in time t at velocity v can be calculated directly
from
x vt= [4.4]
Obviously, the time rate of change of the mean travel distance equals the velocity v
and can be expressed as
dx
dt
v= [4.5]
If we rewrite the expression for Φ as
Φ = =1
2
1
2
2 2d
dt
d
dx
dx
dt
x xσ σ [4.6]
then, the dispersion coefficient can be expressed as a derivative of the mean travel
distance x by substituting the expression of velocity into the above equation. The
resulting equation reads
Φ = v d
dx
x
2
2σ [4.7]
Comparing Eqs. [4.2] and [4.7] gives
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α σ= 1
2
2d
dx
x [4.8]
The above equation means that α is proportional to the rate of change of the variance
of travel distance (σ x2 ) with mean travel distance x . Based on Eq. [4.8], α remains
constant for the case where σ x2  increases linearly with x . However, field studies,
such as those reported by Pickens and Grisak (1981a), have shown that the field scale
dispersivity α is often scale-dependent, that is, α increases with x . One may assume
the relationship between α and x to be expressed in a general form as
α = f xb g [4.9]
where f xb g  is the functional representation between dispersivity and mean travel
distance. The dispersivity function f xb g  can be chosen based on theoretical or
empirical grounds. Pickens and Grisak (1981b) gave several forms of dispersivity
function f xb g , such as linear, parabolic, asymptotic, and exponential. If the
dispersivity function is known, σ x2  can be calculated. Substituting Eq. [4.8] into Eq.
[4.9], rearranging and integrating, one obtains the following theoretical expression for
σ x2
σ x f x d x2 2= z b g [4.10]
Based on Eq. [4.10], the variance of travel distance will increase linearly with mean
travel distance if α α= ≡f xb g *  with α* as a constant such that
σ αx x2 2= * [4.11]
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Combined with the above discussion, we may confirm that the variance of travel
distance σ x2  increases linearly with mean travel distance x  if and only if dispersivity
function α = f xb g  is a constant.
     Both Eq. [4.8] and Eq. [4.10] are very useful. If the relationship of the variance of
travel distance to the mean travel distance, i.e., σ x2  vs. x , is known, one can calculate
the dispersivity function using Eq. [4.8]. Conversely, if the dispersivity function is
known, one can recover the function of the variance of travel distance versus the
mean travel distance according to Eq. [4.10]. Both equations will be used later in this
paper.
4.2.2 The Wheatcraft-Tyler Model
       The Wheatcraft-Tyler model was developed by Wheatcraft and Tyler (1988) to
describe scale-dependent dispersivity. The scale-dependent dispersivity in the
Wheatcraft and Tyler(1988) paper should have been called time-dependent
dispersivity. To keep consistent with their paper, we will use the phrase scale-
dependent here. In the section below, we review briefly the formulation of their
model.
4.2.2.1 Fractal Mathematics
     For an irregular tortuous line, such as a coastline or a water flow path, length is no
longer a constant if it is measured under different scales. If the scale ε tends toward
zero, the length of coastline will approach infinity. However, Mandelbrot (1967)
found that the following holds true for lines such as coastlines
F N constantD= =ε [4.12]
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where F is taken to be a measure of coastline length, which is independent of ε; ε is
the length of measuring unit; N is the number of measuring unit needed to cover the
coastline; D is taken to be the dimension that yields the constant length (F) of the
coastline. Thus, D can be a fractional number. For a topologically one-dimensional
object (Dt =1) such as a coastline, D varies from 1 to 2, i.e., 1 2≤ ≤D . Mandelbrot
(1967) proposed to call D the fractal dimension. Based on fractal geometry, the length
of a fractal line is given by
L F Dε εb g = −1 [4.13]
where F is a constant given by Eq. [4.12]; ε is the scale to measure the length of the
fractal line; D is the fractal dimension of the fractal line. One can determine that L(ε)
increases as ε decreases if D is greater than 1. For a topologically one-dimensional
fractal line, if the fractal dimension D reduces to its corresponding topological
dimension 1, i.e., D = 1, the length of the line reduces to its straight-line length and
becomes scale independent.
4.2.2.2 Fractal Cutoff Limit
     As discussed above, the length of a pure fractal curve increases without bounds as
ε tends toward zero. This property makes it difficult to apply fractal geometry to
transport processes. For natural systems of interest, e.g., solute transport in porous
media, ε must have some lower bound so that the path traveled by a dissolved particle
will be of a finite length, i.e., rectifiable. Wheatcraft and Tyler (1988) used the
symbol εc for this lower fractal cutoff limit. They also pointed out that this
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rectifiability applies only to a natural system that displays fractal characteristics over
some range of scales. Wheatcraft and Tyler (1988) suggested further that the lowest
value of εc seemed to be about that of an average pore radius, and the largest value
that εc could take would be the size of the smallest-scale heterogeneity for which a
representative elementary volume could be defined.
4.2.2.3 Dispersion in a Single Fractal Stream Tube
      If one assumes that a solute particle moves along a fractal path through a
heterogeneous porous medium, then according to fractal geometry, the actual length
x fr  traveled by the particle is given by
x xfr c
D D= −ε1 [4.14]
where εc is the lower fractal cutoff limit, x  refers to the apparent straight-line length
that a particle travels, and x  must have a length greater than or equal to ε c ; D is the
fractal dimension of the tortuous stream tube. The variance of solute concentration at
time t50, with mean travel distance xs , is traditionally given by
σ αx m sx2 2= [4.15]
where α m  is the field scale dispersivity, and xs is the straight-line length of mean
travel distance at time t50. Wheatcraft and Tyler (1988) denoted the corresponding
actual length of the fractal tortuous path as x f given by
x xf c
D
s
D= −ε1 [4.16]
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If one assumes a Fickian process with a true dispersivity given by α L  occurs in that
fractal path, the variance of travel distance is given by
σ αx L fx2 2= [4.17]
By equating Eqs. [4.15] and [4.17] and using Eq. [4.16], Wheatcraft and Tyler (1988)
reached an expression for α m
α α εm L c D sDx= − −1 1 [4.18]
Equation [4.18] tells us that the field scale dispersivity α m  is scale dependent and
grows proportionally to xs
D−1 . Wheatcraft and Tyler (1988) also pointed out that if the
porous medium behaves nonfractally, i.e., D =1, then α αm L= , that is, the field-
measured dispersivity reduces to the true dispersivity and becomes scale independent.
We should emphasize here that the true dispersivity, α L , is not scale dependent.
4.2.2.4 Dispersion in a Set of Fractal Stream Tubes
       For the case of a set of fractal stream tubes, Wheatcraft and Tyler (1988)
assumed that the velocity in each stream tube is constant and that each fractal stream
tube varies in total length ( x f  varies) but that each stream tube covers the same
straight-line distance of xs . Therefore, if there exists a set of fractal stream tubes,
each with a different travel length x f , the variance of the actual travel distance σ x f2
is given by
σ σ εx s Df c Dx2 2 2 1= −( ) [4.19]
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where σ ε c D12 −e j  is the variance of ε c D1
− , and D is the fractal dimension of the stream
tubes and is assumed to be constant for all fractal stream tubes. Wheatcraft and Tyler
(1988) then equated the variance of the fractal length (Eq. [4.19]) and the variance of
travel distance at time t50 (Eq. [4.15]), and obtained
σ αx m sf x2 2= [4.20]
Substituting Eq. [4.19] into Eq. [4.20] and rearranging gives the Wheat-Tyler model
for scale-dependent dispersivity
α σ εm s Dc D x= − −
1
2 1
2 2 1
e j [4.21]
Wheatcraft and Tyler (1988) claimed that Eq. [4.21] is consistent with results from
Mercado (1967) if D = 1, i.e., for nonfractal cases. For convenience, we also give the
Mercado model cited in Wheatcraft and Tyler (1988)
α σm k sk x=
1
2
2
2 [4.22]
where σ k2  and k  are the variance and mean of the hydraulic conductivity
distribution, respectively. We noticed that Eq. [4.22] is different from the same model
given in Pickens and Grisak (1981a) by a factor of 2. Pickens and Grisak (1981a) also
gave a derivation of the Mercado model. Therefore, the Mercado model should read
α σm k sk x=
2
2 [4.23]
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4.2.3 Inadequacies in the Formulation of the Wheatcraft-Tyler Model
       The Wheatcraft-Tyler model seems to be consistent with the Mercado model for
the nonfractal case. However, further inspection raises several questions. The
Mercado model describes the field-measured dispersivity in a layered system
(Mercado, 1967). Obviously, the layered system is heterogeneous. It is difficult to
argue that a heterogeneous porous medium behaves nonfractally. The Mercado model
does not contain D, and the dispersivity α m  is scale dependent. One can argue that
the Mercado model may reveal another extreme case that is equivalent to some fractal
models with fractal dimension equal to 2.
      As mentioned above, if a property is related to the fractal dimension, then that
property tends to reduce to the nonfractal case as the fractal dimension reduces to its
topological dimension. As for dispersivity, a nonfractal case means that the
dispersivity is scale independent. That is, if the fractal dimension D reduces to 1, the
dispersivity will remain constant regardless of the mean travel distance. Yet the
preceding discussion tells us that the Wheatcraft-Tyler model is contrary to our
expectation. From this point of view, the Wheatcraft-Tyler model is not correct, nor is
it consistent with the Mercado model although the exponents of the mean travel
distance for both models are formally the same. To prove this, let us examine Eq.
[4.19]. If D reduces to 1, we have ε ε εc D c c1 1 1 0 1− −= = ≡ , and, as a result, σ ε c D12 0− ≡e j .
The field-measured dispersivity becomes zero if the fractal dimension reduces to the
topological dimension. It is not meaningful that the dispersivity is zero even for a
system that behaves nonfractally.
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        There is another way to support our argument. According to the derivation of the
Wheatcraft-Tyler model, we can also equate Eqs. [4.17] and [4.19]. Following the
same process as above, we reach an expression for the true dispersivity α L  as
α ε σ εL cD sDc D x= − −
1
2
1 2
1( )
[4.24]
From this equation, we can infer that α L  becomes formally scale dependent even for
the nonfractal case (D=1). This is contradictory to the definition of α L , which says
that the true dispersivity is not scale dependent.
          There is one more way to check whether Eq. [4.21] is correct: Given that the
dispersivity function is known, we may back-calculate the variance of travel distance
using Eq. [4.10]. If we recover the function for σ x2  successfully, the expression of
dispersivity may be correct; otherwise it is wrong. Substituting Eq. [4.21] into Eq.
[4.10] and integrating gives
σ σ εx s DD xc D
2 2 21
2 1
= − [4.25]
It's easy to confirm that Eq. [4.25] is different from Eq. [4.19]. Consequently, we
conclude that the Wheatcraft-Tyler may not be correct.
         The question arises also to why the expression for the field-measured
dispersivity based on a single stream tube and that based on a set of stream tubes look
quite different (see Eqs. [4.18] and [4.21]). After all, a set of fractal stream tubes is
simply a collection of several single stream tubes. In fact, for the case of a set of
fractal stream tubes, if we assume that the length of each individual stream tube x f
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can give a separate description of the variance of travel distance σ x2  (see Eq. [4.17]),
the overall expression for σ x2  should be related to the mean value of x f  rather than to
the variance of x f .
        The problem in the derivation of Eq. [4.21] is that Wheatcraft and Tyler (1988)
erroneously equated two variances that are actually unequal (Eqs. [4.19] and [4.15]).
The variance expressed by Eq. [4.15] is the variance of solute travel distance at time
t50. The distribution of travel distance at time t50 is characterized by the concentration
distribution at that time. For a Fickian process, the mean and variance of travel
distance at time t50 can be expressed as
x vt= 50
and
σ αx L x2 2=
At time t50, the travel distance of solute particles has a very wide range of distances
that may vary from zero to infinity. That is, after the same time of release of a solute
from a source, some of the solute particles travel a distance farther than the mean
travel distance while other particles move a shorter distance than the mean travel
distance, and the deviation of travel distance from the mean is characterized by the
variance. However, the variance expressed by Eq. [4.19] gives the variance of x f  for
a set of fractal paths with various lower fractal cutoff limits εc and a constant straight-
line length of xs . Each fractal path has a length longer than xs  because fractal
dimension D is greater than 1, and the measuring unit has a length shorter than xs .
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Obviously, both variances (Eqs. [4.15] and [4.19]) have different meanings and
describe different populations. As discussed above, the most significant difference
lies in that the variance given by Eq. [4.19] vanishes if the fractal dimension D
reduces to 1. The variance of travel distance, however, takes only zero at time zero,
even for the nonfractal case. Therefore, these two variances cannot be equal to each
other.
          An additional point is that Eqs. [4.15] and [4.18] actually contradict each other.
Equation [4.15] holds only if the dispersivity is a constant, i.e., it is scale independent.
However, Eq. [4.18] tells us that the dispersivity is scale dependent if the fractal
dimension is greater than 1. On the other hand, if we use Eq. [4.10] to back-calculate
σ x2 , we obtain
σ α ε αx L c D sD L fD x D x
2 12 2= =− [4.26]
Obviously, we can recover Eq. [4.17] only if D=1. In our opinion, the correct way to
calculate the dispersivity function, given that σ x2  is known, is to use Eq. [4.8], i.e., by
taking the derivative with respect to x .
4.3 A New Fractal Model
4.3.1 Model Formulation
          In this section, we propose a new model based on fractal geometry. We assume
that actual travel paths in porous media are tortuous. If we also assume all streamlines
share a common fractal dimension and lower fractal cutoff limit, then, for each
particle with a straight-line displacement x  (nonconstant, variable), its actual path
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length x fr  is given by Eq. [4.14]. If we assume a Fickian process occurs when a
particle moves along the fractal tortuous streamline, the variance of travel distance at
a certain time t is given by
σ αx frx2 02= [4.27]
where α 0  is a constant, time-independent true dispersivity, and x fr  is the mean path
length of all possible fractal streamlines traveled by solute particles until time t.
Taking expectations on both sides of Eq. [4.14] and substituting it to the above
equation yields
σ α εx c D DE x2 0 12= − [4.28]
where E x D  stands for the mean value of x D. In fact, E x D  is the D-th order
moment of the travel distance. The difficulty here lies in that D is a fractional number
rather than an integer.  If we write x D as x x x
D− −b g  and expand it in terms of a
power series of x x xD k k− −b g  with k = 0 1 2, , …, we may then reach the following
expression for σ x2  (see Section 4.5 for detail)
σ α ε α εx
c
D D
c
D D
x
D D x
2 0
1
0
1 2
2
1 1
= − −
−
− −b g [4.29]
The above equation shows that the relationship between the variance of travel
distance σ x2  and the mean travel distance x  is rather complex if D is greater than 1.
Roughly, σ x2  grows proportionally to x  raised to the power of D. If D reduces to 1,
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the above equation reduces to the nonfractal case, i.e., σ x2  grows linearly with x . If
D is equal to 2, Eq. [4.29] becomes
σ αε αx c
x2 0
2
0
2
2
= − [4.30]
 Obviously, Eq. [4.30] is consistent with the Mercado model (Pickens and Grisak,
1981a). Since σ x2  is always positive, the denominator of the right side of Eq. [4.30]
must be greater than zero. This restriction implies that the fractal cutoff limit, if D =2,
must satisfy the following
ε αc > 2 0 [4.31]
Based on fractal geometry, Eq. [4.31] also casts restriction on the travel distance x .
That is, the shortest apparent straight-line travel distance must at least have the length
of the fractal cutoff limit in order to use Eq. [4.14] to represent the actual length of
stream lines with a fractal dimension other than 1. If we assume the apparent travel
distance follows a normal distribution, then the shortest apparent straight-line travel
distance can be estimated by
x x xmin = − 3σ  [4.32]
where xmin  stands for the shortest straight-line travel distance after time t, with the
mean travel distance given by x . Similarly, the mean travel distance x  in Eq. [4.29]
must be large enough that the second term in the denominator of the right side of Eq.
[4.29] is less than 1. That is, to use Eq. [4.29] to show time-dependency of
dispersivity, x  must abide by
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D
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D D>
−
− −
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1 2
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ε
b g
b g b g
( )
[4.33]
where 1 2< <D . The above discussion shows that only after the mean travel distance
exceeded some critical lengths, could Eq. [4.29] be applied to describe σ x2 .
     Using Eq. [4.29], we can obtain the time-dependent dispersivity according to Eq.
[4.8] as follows
α α ε α εα εm
c
D D
c
D D
c
D D
Dx D x
D D x
= − −
− −
− − − −
− −
0
1 1
0
1 2
0
1 2 2
1 2 1
1 1
b g
( )
[4.34]
Apparently, ε c  and x  in Eq. [4.34] must satisfy Eqs. [4.31] and [4.33], respectively,
to assure that the dispersivity is positive. It is easy to prove that α m  is a constant if D
reduces to 1. If D = 2, Eq. [4.34] shows that α m  grows linearly with x , which is
consistent with the Mercado model. Because Eq. [4.34] is very complex, it is not very
convenient to use. We may find a simple approximation of Eq. [4.34]. Assuming D is
very close to 1, the second terms in the brackets of both the nominator and
denominator may be omitted, and the expression reduces to
α α εm c D DDx= − −0 1 1 [4.35]
If, however, D is very close to 2, the dispersivity can be estimated by
α α ε α εm
c
D D
c
D D
Dx
D D x
= − −
− −
− −
0
1 1
0
1 21 1( )
[4.36]
Generally speaking, if D is not very high, for example, D<1.3, Eq. [4.35] can give a
good approximation.
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         Formally, Eq. [4.29] is similar in appearance to Wheatcraft-Tyler's single tube
model. However, the two models are actually different. The difference is that the
mean fractal travel length x fr  of all possible path lengths is used in our model
whereas the fractal length of the stream tube that covers a straight line length of mean
travel distance x  was used in the Wheatcraft-Tyler single tube model. As discussed
above, the Wheatcraft-Tyler single tube model tends to underestimate σ x2 .
Furthermore, the Wheatcraft-Tyler multiple tube model tends to overestimate σ x2
exceedingly.
          Although our discussion is focused on scale dependency of dispersivity α , we
are, in fact, dealing with time dependency of α . This is because x is not an
independent variable but rather a function of the travel time t. That is, x  is simply a
different expression of time and not with the x-axis coordinate. Further discussion on
the difference between time dependency and scale dependency is beyond the scope of
this paper. Based on the above discussion, Eq. [4.29] actually describes the
relationship of σ x2  versus time t. It is easy to show that the variance of travel distance
may grow proportionally with the fractional power D of time with D>1 instead of
growing linearly with time t as commonly observed (Weeks, 1995). Therefore, the
diffusion process described by Eq. [4.29] is actually anomalous. Specifically, if σ x2  is
proportional to t D  with D>1, the diffusion process is referred to as superdiffusion.
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4.3.2 Simulation Results
      To show the effects of the fractal dimension on solute spreading, we conducted
several simulations. First, we chose a value for the true constant dispersivity α 0 =0.1
m. Then, we determine the fractal cutoff limit ε c  according to Eq. [4.31]. In our
example, ε c  was set to be 0.3 m. Now, we can calculate the variance of travel
distance at different times (corresponding to the mean travel distance x ) given that
the fractal dimension of the stream lines is known. It should be pointed out that x
should meet the requirements of Eq. [4.33], and the calculated shortest travel distance
must exceed the lower fractal cutoff limit. With x  and σ x2  known, the solute
distribution profile can be simulated if we assume the travel distance follows a
normal distribution. Three examples are shown in Figs. 4.1, 4.2, and 4.3. As we see in
these figures, enhanced diffusion occurs with the increase of the fractal dimension. If
the fractal dimension is close to 1, e.g., D=1.1, the solute concentration profile does
not show significant deviation from that of nonfractal case (D=1). On the contrary,
the Wheatcraft-Tyler model predicts that the variance of travel distance increases
proportionately to the mean travel distance raised to the power of 2D. That is, for a
system with D close to 1, the Wheatcraft-Tyler model would predict a spreading
similar to that of our model with D equal to 2. Hence, the Wheatcraft-Tyler model
tends to overestimate the diffusion.  In Figure 11 of Wheatcraft and Tyler (1988), an
example is given for stream tubes having a fractal dimension of 1.0865. From their
figure, one can see that the diffusion is exceedingly exaggerated.
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Figure 4.1 Comparison of solute profiles for systems with different fractal
dimensions at mean travel distance of 10 meters.
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Figure 4.2 Comparison of solute profiles for systems with different fractal
dimensions at mean travel distance of 100 meters.
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Figure 4.3 Comparison of solute profiles for systems with different fractal
dimensions at mean travel distance of 1000 meters.
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4.3.3 Application to Field Scale Experiments
        As shown in Eq. [4.29], the relationship of variance of travel distance to mean
travel distance is complicated. The two parameters, true dispersivity α 0  and fractal
cut-off limit ε c  are highly correlated. This makes it difficult for us to apply Eq. [4.29]
to field scale data, and, therefore, simplification of this formula is necessary. We
consider the asymptotic behavior of Eq. [4.29], i.e., the case where the mean travel
distance approaches infinity. It is easy to show that the limit of the denominator in
Eq. [4.29] is 1 given that mean travel distance approaches infinity if D<2. Therefore,
we can say that σ x2  will grow proportionally to x  raised to the power of D if the
mean travel distance is large enough. It is easy to show that the reduced asymptotic
form is actually the same as the single tube model in Wheatcraft and Tyler (1988),
and is given by
σ x DAx2 = [4.37]
where A c
D= −2 0 1α ε  is a constant with dimension L2-D. Equation [4.37] could be used
to approximate the evolution of variance for field experiments. The obtained power or
exponent is only close to the true fractal dimension D and not exactly the same
because the asymptotic form is used to match the pre-asymptotic pattern.
       We used Eq. [4.37] to describe several field scale experiments: the Cape Cod
experiment (Garabedian et al., 1991), the Borden experiment (Rajaram and Gelhar,
1991), and the Columbus Air Force experiment (Adams and Gelhar, 1992). The fitted
parameters for all three experiments are listed in Table 4.1. The value of exponent D
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            Table 4.1. Fitted parameters for three field scale experiments (Eq. [4.37]).
Site Coefficient A Exponent D
Cape Cod 1.1046±0.2232 1.0989± 0.0251
Borden 0.3447± 0.0783 1.2068± 0.0315
Columbus 1.8891± 0.2589 1.8999±0.0133
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in all three cases is significantly different from 1.0, which suggests that all three sites
express fractal behavior to some degree. The D value for the Cape Cod site is smallest
whereas that for the Columbus site is the largest and is very close to the upper limit of
fractal dimension 2. If we assume the fractal dimension D is 1 for homogeneous
media, then, we conclude that the aquifer formation at the Columbus site is relatively
more heterogeneous than those at the Cape Cod and Borden sites. The aquifer at the
Borden site is composed of clean, well-sorted, fine- to medium-grained sand and is
quite homogeneous relative to many aquifers of similar origin (Mackay et al., 1986).
The study area in the Cape Cod site is on a broad glacial outwash plain, and the upper
30 m of the aquifer is a medium to coarse sand with some gravel (Garabedian, 1991).
The aquifer at the Columbus site is composed of poorly to well sorted sandy gravel
and gravelly sand with minor amounts of silt and clay (Boggs et al., 1992). The
variability in hydraulic conductivity at the Columbus site is greater than those at the
Cape Cod and Borden sites (Adams and Gelhar, 1992). Therefore, the magnitude of
the different D values given in Table 4.1 is in concurrence with such observed
heterogeneity of the three aquifers. The comparison of measured and fitted variance
pattern is given in Figs. 4.4, 4.5, and 4.6. Generally, Eq. [4.37] provided good
description of the variance pattern for all three sites, especially at large mean travel
distance. For the Borden site experiment, the fitted curve underestimates the variance
at the initial stage of transport. Perhaps Eq. [4.37] is not applicable to the initial stages
of transport.
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Figure 4.4 Comparison between measured and fitted variance pattern - Cape
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4.4 Summary and Conclusions
        In this paper, we have proposed a model similar in appearance to the Wheatcraft-
Tyler model to explain the time dependency of dispersivity based on the concept of
fractal geometry. The proposed model shows that the dispersivity may increase
proportionally to traveling time raised to the power of D-1, where D is close to the
fractal dimension of the fractal stream tube. Accordingly, the proposed model reveals
that the variance of travel distance in an actual system does not grow linearly with the
traveling time but, rather, grows with the D-th power of traveling time. The value of
D ranges from 1 to 2, with both ends included. If D in our model reduces to 1, a linear
relationship is recovered. Simulation results show that the solute concentration profile
for a system with D >1.0 will exhibit enhanced spreading. The proposed model could
be used to describe field-measured variance of travel distance. Application of the
proposed model to three major field studies confirms the applicability of the model.
Interestingly, the obtained value of D for all three cases is significantly greater than
1.0. From this point of view, all three sites considered show some fractal behavior.
Recent studies in other fields confirm the nonlinear growth of the variance. Weeks et
al. (1995) described an anomalous diffusion process, superdiffusion, in which case
the measured variance is proportional to time raised to the power of γ, with γ > 1.0. It
is possible that the exponent in the power relationship may relate to the fractal
property of the system, based on our proposed model. As stated earlier, our main goal
was to propose a model to explain the time dependency of dispersivity based on the
concepts of fractal geometry. Although we have succeeded in achieving this goal,
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Berkowitz and Scher (1995) suggest that the adoption of a time-dependent
dispersivity would lead to quantifiably incorrect solutions. As discussed above,
nonlinear increment of measured variance of travel distance with time is actually, to
some extent, a sign of anomalous transport. The simple generalization of constant
dispersivity to a time-dependent function for a normal convection-dispersion equation
(CDE) may be inappropriate to describe the characterization of the anomalous
transport processes. Benson (1998) suggests that the classical convection-dispersion
equation should be extended to a fractional-order advection-dispersion (FADE) to
describe anomalous transport processes. If α is the order of a FADE, then the
measured variance of travel distance described by that FADE roughly grows
proportional to time raised to the power of (2/α). Comparing this statement with our
proposed model, one may find that the order of a FADE used to describe solute
transport in a system is related to the fractal dimension of the stream tubes in that
system. However, the above conclusion, based on straightforward comparison, is
weak. Rigorous theoretical derivation is necessary to confirm the relationship
between the fractional order and fractal dimension of stream tubes.
4.5 Derivation of Equation [4.29]
      In Eq. [4.28], we end with how to calculate the expectation of x D . For
completeness, Eq. [4.28] is given here
σ α εx c D DE x2 0 12= −  [4.38]
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As mentioned, E x D[ ]  is actually the D-th order moment of travel distance. It should
be pointed out that D is a fractional number, not a whole number. To calculate it, we
may first rewrite x D  as
x x x xD
D= − −b g [4.39]
According to fractional calculus (Podlubny, 1999), a binomial such as 1− zb gα  with α
as a fractional number can be expanded as
1 1
0 0
− = − FHG
I
KJ ==
∞
=
∞∑ ∑z k z w zkk k k kkb g b g b g
α αα [4.40]
where wk
αb g  is given by the following recurrence relationships
w w
k
w kk k0 11 1
1 1 2 3( ) ; , , , ,α α αα= = − +FHG
I
KJ =−
b g b g … [4.41]
For the first three coefficients, we have
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Expanding [4.39] in terms of the power series of x x xD k k− −b g , we obtain
x x x x Dx x x
D D
x x x
D D D D− − = − − + − − +− −b g b g b g b g1 2 21
2
" [4.43]
If we keep only the first three terms and take expectations on both sides, we reach
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E x x D D xD D D x= + − −( )12
2 2σ [4.44]
Substituting [4.44] into [4.38], and rearranging yields Eq. [4.29].
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CHAPTER 5
SOLUTE TRANSPORT IN POROUS MEDIA: SCALE EFFECTS
5.1 Introduction
       The advection-dispersion equation (ADE) is often used to describe solute
transport in geologic systems under saturated and unsaturated conditions.
Dispersivity, one of the parameters of the ADE, is a measure of dispersive properties
of a geologic system. Traditionally, it has been considered as a characteristic single-
valued parameter for an entire medium (Pickens and Grisak, 1981b).  However,
during the last three decades a number of studies have shown that a constant
dispersivity is not always adequate, and a dispersivity that is dependent on the mean
travel distance and/or scale of the geologic system is often needed (Fried, 1972;
Sudicky and Cherry, 1979; Pickens and Grisak, 1981a; Gelhar et al., 1992; Khan and
Jury, 1990).
          The dependence of dispersivity on the mean travel distance and/or scale of the
geologic system is referred to as the "scale effects." Pickens and Grisak (1981a)
provided a detailed review of the scale effects in field dispersion investigations. They
summarized results from several computer simulations, laboratory and field transport
studies. They found that dispersivities obtained from computer modeling studies of
contamination zones ranged from 12 to 61 m and tended to increase with the scale of
the contamination zone (Table 1 in Pickens and Grisak, 1981a). In contrast,
dispersivities obtained from the analysis of laboratory breakthrough-curves (BTCs)
on repacked materials were of the order of 0.01 to 1.0 cm, and those obtained from
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analysis of various types of field tracer tests ranged between 0.012 and 15.2 m (Table
2 in Pickens and Grisak, 1981a). Gelhar et al. (1992) provided a critical review of
some 104 dispersivity values determined from 59 different sites. The longitudinal
dispersivities ranged from 10-2 to 104 m for scales ranging from 10-1 to 105 m.
Although fairly scattered, the data indicated a trend of increase in the longitudinal
dispersivity with observation scale.
        Case studies conducted by Peaudecerf and Sauty (1978) showed that the
dispersivity changes with distance. From a field transport experiment, Sudicky and
Cherry (1979) found that dispersivity values for chloride based on analytical solutions
increased with mean travel distance in the groundwater flow domain. Fried (1972)
reported longitudinal dispersivities from several sites. He reported several values
ranging from 0.1 to 0.6 m for the local (aquifer stratum) scale, 5 to 11 m for the
global (aquifer thickness) scale, and 12.2 m for the regional (several kilometers) scale
(cited in Pickens and Grisak, 1981a). Later, Fried (1975) defined several scales in
terms of the "mean travel distance" of a tracer or contaminant. These scales are:
• local scale, ranging between 2 and 4 m,
• global scale 1, ranging  between 4 and 20 m,
• global scale 2, ranging between 20 and 100 m, and
• regional scale, larger than 100 m (usually several kilometers).
 Interestingly, some field as well as laboratory studies questioned whether the “scale
effect” exists. For example, Taylor and Howard (1987) concluded based on their
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study in a sandy aquifer that a distance-dependent dispersivity was not observed.
From column experiments, Khan and Jury (1990) found that the dispersivity
increased with increasing column length for undisturbed soil columns but was
length-independent for repacked columns. Thus, one may conclude that scale effects
may exist for some systems but not for others.
5.1.1 Definition of Scale Effects
        It is conceivable that the so-called scale effect carries two meanings: one refers
to the dispersivity (α ) as a function of mean travel distance ( x ) of a tracer; the other
is a function of distance ( x ) from the source of a tracer solute. When plotted against a
test scale with scale being either mean travel distance or distance from a source, α
increases with x  or x  or both. Specifically, the relation between α and mean travel
distance x is obtained by fitting solute concentration profiles at different times with
appropriate analytical or numerical solution of the ADE. Conversely, the relation
between α and distance x  is obtained from column studies by fitting breakthrough
curves sampled at different distances or depths x . Therefore, it appears that the
concept of scale effect is not well defined. If a clear definition of the concept of scale
effect is not realized, one expects to encounter misunderstanding and
misinterpretation of results. For example, one recognizes that in a geologic system, if
α increases with x  then there exists a scale effect for such a system. Likewise, if α
increases with distance x  from source, we also recognize that there exists a scale
effect. If we only know that a scale effect exists for a geological formation, we can
not priori distinguish whether α  increases with mean travel distance x or with
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distance from source x . This situation is awkward and the ambiguous meaning of the
scale effects makes it difficult to implement. Suppose that we have sufficient data
such that we can examine the relationship between α  and x  as well as that between
α  and x  for the same geologic system. If α increases with x but not with distance
x , or α  increases with distance x  but not with mean travel distance x , can one
conclude that the system has a scale effect? Or, can one ignore that the system has a
scale effect because α  does not increase with distance from source x ? We are not
able to answer these questions because there is no unique concept of the scale effects.
5.1.2 Mean Travel Distance and Distance from Source
       The above-mentioned confusion stems from the ambiguous meaning of the term
"scale." When one refers to the term scale, one generally means the space scale such
as the length of a soil column, the dimension (length and width) of an aquifer in a
field transport experiment, or the area of the aquifer covered by a monitoring
instrument. Scale is a physically measurable quantitative property. In other words, a
scale is a characteristic index associated with transport processes. For laboratory
experiments, a scale could be the length of the soil column used. For field transport
experiments, the potential scale could thus be infinite. Analogous to laboratory
experiments, under certain circumstances, the distance between an observation well
and an injection well could also be taken as a scale. In general, a space coordinate
could be treated as a scale as long as the origin is set at the inlet of the soil column or
the injection well. Obviously, scale is associated with distance from a source or a
space coordinate and has nothing to do with time. Scale should depend only on
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distance. Therefore, it is not appropriate to define scale in terms of x . Mean travel
distance x is actually not a distance from source or space coordinate in the physical
sense. On the contrary, x  is a function of time or an expression for time.  If x  is
taken as a scale, we encounter incorrectly the situation that scale varies with time.
Like a space coordinate, scale is an independent variable and should not depend on
any other variables.  In laboratory experiments, this concept is straightforward and
easily understood because a soil column length is the obvious parameter that could be
associated with scale. However, when one deals with field experiments, we have
difficulties in using this concept. In fact, several researchers use the mean travel
distance x  as a scale indiscriminately.  Mean travel distance is theoretically where
the solute front is at a certain time t. If one considers x  as a scale, it turns out that the
scale for a field experiment does not exist prior to the application of a solute pulse.
Besides, because of the linear increase of x  with time, scale is also a linear function
of time in this case. These two deductions definitely do not sound correct. As
mentioned above, scale is a characteristic parameter for a field site and is determined
for a given system, for example, an experimental setup, regardless whether a transport
experiment is actually conducted or when a transport experiment is initiated. If we
have observation wells at different distances from an injection well, potentially we
can say that this experiment is monitored at different scales. If the scale is defined
based on x , however, one is unable to predetermine the scale without prior
knowledge of the schedule of the experimental sampling scheme. What x  tells us is
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how far a solute front advances to after release. So the validity of determining a scale
based solely on x  is questionable.
5.1.3 Confusion
      The term scale is frequently misrepresented because it often refers to the mean
travel distance as well as distance from source. It appears that both x  and x  are
unified under the umbrella of scales. However, this unification is somewhat
misleading and causes confusion.  One source of confusion is that both x  and x  are
used interchangeably. In other words, x  can be replaced by x  and vice verse. All too
often in the literature, this type of interchange has been done. For example, Eq. [16]
in Wheatcraft and Tyler (1988) is a relationship between α  and x . However, when
this relationship was cited by Su (1995), it is converted to a relationship between α
and x . Similar interchange has been conducted by Yates (1990, 1992). We recognize
that a relationship between dispersivity α  and the space coordinate x  may exist.
However, we want to emphasis that one cannot derive a relationship between α  and
x  on the basis of a relationship between α  and x .
         Another example of confusion is the reconstruction of the variance of travel
distance σ x2  based on dispersivity α  at a distance x  rather than x . Pickens and
Grisak (1981b) reconstructed the variance-mean travel distance relationship based on
dispersivity values measured at different distances by Peaudecerf and Sauty (1978).
Sudicky and Cherry (1979) plotted reconstructed variances based on dispersivity from
BTCs at different distances and those estimated from snapshots at different times in
one graph to discuss the scale effects. The reconstruction of variance can be described
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as follows. Based on the assumption of homogeneous media, the variance of travel
distance increases linearly with time such that
σ x Dt2 2= [5.1]
Where D is the dispersion coefficient. Since D can be expressed as
D v= α [5.2]
where v is the pore water velocity.  We thus have
σ αx x2 2= [5.3]
The relationship given by Eq. [5.3] is often used to estimate α  given both x  and σ x2 .
However, we found that this relationship is also employed to reconstruct σ x2  (Sudicky
and Cherry, 1979;  Pickens and Grisak, 1981b). A dispersivity α  measured at
distance x is substituted into Eq. [5.3]. Therefore, the actual equation implemented
reads
σ αx x2 2= [5.4]
Thus an interchange from x  to x  is implicitly carried out. It should be pointed out
that σ x2  is related only to x  and not x . In other words, for a given time t or mean
travel distance x , one can compute σ x2  given α  is known. However, no variance of
travel distance σ x2  exists for a given distance x . The reason is because one needs a
“set” or a “collection” of points to estimate a variance. On the contrary, a variance of
travel time (σ t2 ) exists with respect to a distance x . For example, one can estimate
σ t2  from a breakthrough curve as follows
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 Therefore, σ x2  is associated with time ( t ) or mean travel distance ( x ) whereas the
variance of travel time σ t2  is associated with distance ( x ).
         A linear relationship between σ x2  and t  or x  implies that a constant α  for all
times up to the maximum time in consideration could be estimated based on
experimentally measured solute concentration profiles. Such an estimate of α  applies
to all distances from the source. Conversely, a dispersivity α  estimated at a certain
distance based on a breakthrough curve (BTC) means a constant dispersivity is
needed to described the BTC at that specific distance for all times in consideration. If
one should express the estimated dispersivity from a BTC at a certain distance in the
variance-time (mean travel distance) format, it should be a straight line with a slope
of 2α . Using Eq. [5.3] to reconstruct σ x2  simply means that the obtained dispersivity
α  only applies to that specific x or time t . Therefore, to reconstruct variance based
on α  and distance x at which the dispersivity is estimated violates the assumption
based on which the dispersivity is obtained. Clearly the confusion described above
stems from the ambiguous definition of scale.
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5.1.4 Inadequacies in Studies on Scale Effects
        A literature search reveals that dispersivity values are often compared without
discrimination. Specifically, dispersivities measured at different distances x from a
given source are often compared with dispersivities measured at different x or time
t (Pickens and Grisak, 1981a; Arya et al., 1988; Gelhar et al., 1992; Neuman, 1990).
In addition, variation in dispersivity is almost always attributed to the scale under
which it is estimated. The heterogeneity or type of formation of the geological
systems is often ignored. The other problem is that the integrity of transport processes
is often ignored when a regression model is applied to dispersivities estimated based
on different transport processes and from different media.
        Dispersivity has been estimated in both laboratory and field studies because of
its importance to the governing convection-dispersion equation. A comparison is
often made among measured dispersivity values for different scales to support the
finding that dispersivity is scale dependent. No matter whether the dispersivities were
estimated for a distance from a source or for certain time in terms of mean travel
distance, they were compared in terms of a quantitative index: scale (Neuman, 1990;
Gelhar et al., 1992). As discussed above, the definition of the term scale is not clear.
Therefore, whether this comparison is reasonable remains open. Although both
distance from a source x  and mean travel distance x  share a common dimension of
length, these two terms are quite different according to their physical meanings.
Conceptually, dispersivities obtained under different mean travel distance and
different distance are not comparable in terms of length scale, which is the
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quantitative value of either x  or x . The reason is that the underlying assumptions for
the estimation of dispersivity with respect to distance and those with respect to mean
travel distance are actually exclusive to each other as discussed above.
         When comparisons among dispersivities are made, values corresponding to
different scales are often from different media, i.e., porous media and fractures,
instead of the same medium. This is understandable because of difficulties in
obtaining dispersivity information from the same medium with scales varying from
tens of centimeters to hundreds of meters. Beyond the comparison of dispersivity is
the regression of dispersivity versus scale. Based on dispersivity data available in the
literature, several studies have been conducted to develop a functional relationship
between dispersivity values and associated scale based on regression analysis (Arya
et al., 1988; Neuman, 1990; Xu and Eckstein, 1995). Furthermore, a universal
dispersivity value for a specific scale is determined based on the function obtained.
Mathematically, this kind of regression analysis is feasible. However, rigorous
theoretical development is needed in support of the regression analysis. Currently,
several models are available to describe the relationship between α  and x . For
example, Zhou and Selim (2002) developed a model to describe time-dependent
dispersivity.  Others are stochastic models that describe dispersivity-mean travel
distance based on heterogeneity of the hydraulic conductivity in porous media
(Neuman and Zhang, 1990; Zhang and Neuman, 1990). These models are commonly
used to support regression of measured α  versus different scales representing several
distances and mean travel distances over different sites (Wheatcraft and Tyler, 1988;
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Neuman, 1990). To justify the regression of data from different sites, a separate
theory must be developed, however. In fact, both fractal and stochastic models
describe an instantaneous relationship between dispersivity and time or mean travel
distance. Dispersivity takes a distinct value for a specific time. The measured α
available in the literature, however, is an apparent or average α over the period up to
the time at which the dispersivity is estimated. Thus, the estimated dispersivity under
such condition is not actually applicable to the models discussed above.
5.1.5 Clarification of Scale and Scale Effects
        Discrepancies regarding use of the terms scale and scale effects are mainly
caused by the ambiguous definition of the term scale.  In fact, we are dealing with
four types of relations between dispersivity and time and/or distance rather than one
universal dispersivity-scale relationship.
1. The first is a time-averaged dispersivity versus time (or mean travel distance).
Apparent dispersivity is estimated at different discrete times or mean travel distances.
When plotted against time, dispersivities may increase with time as reported by
several studies (Sudicky et al., 1983; Freyberg, 1986). Though dispersivity is
estimated according to a snapshot at a certain time t, such α  represents an average
value for the time period up to the time t.
2.  The second is a time-dependent dispersivity as described by fractal and
stochastic models (Arya, 1988; Neuman, 1990; Zhou and Selim, 2002). This
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relationship reveals that α  is a continuous function of time. For each time t, one has
an instantaneous value of α for that specific time.
3. The third is α as a continuous function with distance from source. This type of
relationship is not actually observed experimentally or developed theoretically.
Rather it is derived by replacing the mean travel distance x  with x  distance from
source in the second case (Yates, 1990, 1992; Su, 1995). Removal of the bar from
mean travel distance ( x ) in Eq. [5.5] changes the relationship to a dispersivity-
distance relationship. One may argue that the first type of relationship is a description
of dispersivity versus scale and this derived relationship should hold in terms of scale
(distance from source is also a scale). As discussed above, the distance from the
source and mean travel distance are not interchangeable. If dispersivity can vary with
distance from the source according to such a trend, theoretical grounds are needed to
support such an expression.
4. The fourth type of dispersivity versus scale is a distance-averaged α  versus
the length scale in consideration (Butters and Jury, 1989; Khan and Jury, 1990; Zhang
et al., 1994; Burns, 1996; Pang and Close, 1999). In this case, dispersivity for
different column lengths or distances between observation wells and an injection well
is obtained through fitting of observed BTCs. In some cases, dispersivity values were
found to increase with the length scale in consideration, i.e., the column length or the
distance between the observation and injection wells. What such a relationship means
is that a constant dispersivity for the whole column is needed to predict the
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breakthrough process. However, for each column length, a different (constant)
dispersivity must be used. Thus, one cannot conclude from this observation that
dispersivity is distance dependent. Actually, in this case, for each individual length,
the basic assumption is that the dispersivity is constant along the whole column up to
the length considered. The obtained dispersivity could thus be considered as an
average or apparent value.
        Rather than one so-called generic dispersivity-scale relationship, we emphasize
here four distinct dispersivity-time or dispersivity-distance relationships. Among
these four relationships, only the fourth could be possibly characterized by the so-
called dispersvity-scale relationship if one defines scale as length of column or
distance from source.
5.1.6 Rational and Case Studies
       To compare the differences in transport processes in media with time-dependent
dispersivity and distance-dependent dispersivity, we have to solve the CDE with
time-dependent dispersivity or distance-dependent dispersivity. Analytical solution is
available for several dispersivity-distance models. Yates (1990) suggested an
analytical solution for one-dimensional transport in heterogeneous porous media with
a linear distance-dependent dispersion function. Su (1995) developed a "similarity
solution" for media with a linearly distance-dependent dispersivity. Yates (1992) gave
an analytical solution for one-dimensional transport in porous media with an
exponential dispersion function. Logan (1996) extended the work of Yates (1990,
1992) and developed an analytical solution for transport in porous media with an
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exponential dispersion function and decay. Transport in porous media with time-
dependent dispersion function has been studied (Zou et al., 1996). Generally,
dispersivity is expressed directly as function of time t instead of mean travel distance
x . As far as we know, analytical solutions for transport in porous media with time-
dependent dispersion function in terms of x  are not available. Although analytical
solutions for some cases are available, they were not used because they are difficult to
use. Besides, numerical evaluation is often necessary to compute the analytical
solution.  In this investigation, we solved the CDE with time-dependent dispersivity
or distance-dependent dispersivity using numerical methods. As an illustration, we
chose linear or power law form as a model for time-dependent dispersivity. The
advantage of using a power law model lies in that it will either recover a linear model
or reduce to a constant (homogeneous case) if we set the exponent term to proper
values.
         Distance-dependent dispersivity has been used rather than time-dependent
dispersivity in terms of dispersivity-mean travel distance relationship. In the previous
section, we emphasized the differences between mean travel distance x  and distance
from source x .  Such differences have been often ignored. Given an expression for
dispersivity-mean travel distance, for example, α = 01. x , we investigated the effect
on BTCs and solute concentration profiles if the bar from x  is removed and thus
yields a dispersivity-distance relationship, i.e., α = 01. x . We used the finite difference
approach to solve the convection-dispersion equation (CDE) with a time-dependent
(in terms of x ) or distance-dependent dispersivity. We focused on the differences in
166
BTCs and concentration profiles resulting from different dispersivity models. We also
propose a procedure for obtaining a distance-dependent dispersivity model.
5.2 Generalized Equations and Simulations
5.2.1 CDE with a Linearly Time-Dependent Dispersivity
         For a linearly time-dependent dispersivity in terms of mean travel distance x , a
representative model can be expressed as (Pickens and Grisak, 1981b)
 ( ) 1x a xα = [5.5]
Where a1 is a dimensionless constant. Physically, a1 is the slope of dispersivity-mean
travel distance line. If we ignore molecular diffusion, the dispersion coefficient can be
written as
( ) ( ) 21 1D t x v a xv a v tα= = = [5.6]
Where v is mean pore water velocity. Accordingly, the governing equation in a
heterogeneous system with a time-dependent dispersion coefficient is given by
∂
∂ =
∂
∂
∂
∂
F
HG
I
KJ −
∂
∂
c
t x
D t c
x
v c
x
b g [5.7]
Clearly, the dispersion coefficient as determined by Eq. [5.6] is constant for the entire
domain at any fixed time. Therefore, the governing equation can be rewritten as
2
2
1 2
c c ca v t v
t x x
∂ ∂ ∂= −∂ ∂ ∂ [5.8]
 In addition, the appropriate initial and boundary conditions for a finitely long soil
column can be expressed as
c x t t, ,b g = =0 0 [5.9]
167
( ) 20 1, , 0, 0cvc x t vc a v t x t Tx
∂= − = < ≤∂ [5.10]
( ) 21, , 0,cvc x t a v t x t Tx
∂= − = >∂ [5.11]
∂
∂ =
=c
x x L
0 [5.12]
Where L is the length of the soil column; T is the input pulse duration; c0 is the solute
concentration in the input pulse. The governing Eq. [5.8] subject to initial and
boundary conditions [5.9] through [5.12] can be solved using finite difference
methods. The detailed finite difference scheme is shown in Section 5.5. The resulting
tri-diagonal linear equation system was solved using Thomas algorithm (Press et al.,
1992).
5.2.2 CDE with a Linearly Distance-Dependent Dispersivity
       By the removal of the bar from the mean travel distance ( x ) in the dispersivity-
mean travel distance relationship, we change the mean travel distance to distance
from source ( x ) and obtain a distance-dependent dispersivity as given by
( ) 2x a xα = [5.13]
Where now a2 is a constant as a1 is in Eq. [5.5].  If we also ignore molecular
diffusion, the dispersion coefficient becomes a function of distance from source and
is thus given by
( ) ( ) 2D x x v a xvα= = [5.14]
168
Therefore, the transport for a tracer solute or non-reactive chemical in one-
dimensional heterogeneous soil systems with distance-dependent dispersion
coefficient, under steady state water flow, is governed by the following equation
 ∂∂ =
∂
∂
∂
∂
F
HG
I
KJ −
∂
∂
c
t x
D x c
x
v c
x
b g [5.15]
Substituting Eq. [5.14] into the above governing equation and expanding gives
2
2 22 (1 )
c c ca vx a v
t x x
∂ ∂ ∂= − −∂ ∂ ∂ [5.16]
The corresponding initial and boundary conditions for a finite soil column can be
expressed as
c x t t, ,b g = =0 0 [5.17]
c x t c x t T, , ,b g = = < ≤0 0 0 [5.18]
c x t x t T, , ,b g = = >0 0 [5.19]
∂
∂ =
=c
x x L
0 [5.20]
where L, T, and c0 are the same as in Eqs. [5.10] through [5.12]. The third-type
boundary condition is applied to the upper boundary. However, because the
dispersion coefficient vanishes at x = 0 , the third-type boundary condition reduces to
the first-type boundary condition formally.  The governing Eq. [5.16] subject to initial
and boundary conditions [5.17] through [5.20] were solved numerically (see Section
5.6 for the detailed finite difference scheme).
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5.2.3 CDE with a Nonlinearly Time-Dependent Dispersivity
        Zhou and Selim (2002) developed a fractal model to describe a time-dependent
dispersivity in terms of mean travel distance x . The fractal model reads
( ) 13 frDx a xα −= [5.21]
Where now a3 is a constant with dimension L Dfr2− , and Dfr  is the fractal dimension
of the tortuous stream tubes in the media. Dfr  varies from 1 to 2. If Dfr = 1 , we
recover the time-invariant constant dispersivity. Similarly, if Dfr = 2 , Eq. [5.21]
reduces to Eq. [5.5]. Again, we assume molecular diffusion can be ignored and
dispersion coefficient for a nonlinear dispersion function is given by
( ) ( ) 1 13 3fr fr frD D DD t x v a x v a v tα − −= = = [5.22]
Substituting Eq. [5.22] into Eq. [5.7] and rearranging yields the following governing
equation
2
1
3 2
fr frD Dc c cv a v t
t x x
−∂ ∂ ∂= − +∂ ∂ ∂ [5.23]
Eq. [5.8] is recovered if we let Dfr = 2  in the above equation. The upper boundary
conditions are
( ) 10 3, , 0, 0fr frD D cvc x t vc a v t x t Tx−
∂= − = < ≤∂ [5.24]
( ) 13, , 0,fr frD D cvc x t a v t x t Tx−
∂= − = >∂ [5.25]
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The remaining initial and lower boundary conditions are the same as those for linear
dispersivity model (Eqs. [5.9] and [5.12]).  The above system was also solved using
finite difference method (see Section 5.7).
5.2.4 CDE with a Nonlinearly Distance-Dependent Dispersivity
       If we remove the bar from x  in Eq. [5.21], we obtain the following nonlinearly
distance-dependent dispersivity
( ) 14 frDx a xα −= [5.26]
Where now a4 is a constant with dimension L Dfr2− . Under this condition, the
dispersion coefficient D is given by
 ( ) ( ) 14 frDD x x v a x vα −= = [5.27]
 Accordingly, the governing equation now reads
( )21 14 42 1 1fr frD Dfrc c ca vx a D x vt x x− −∂ ∂ ∂ = − − − ∂ ∂ ∂ [5.28]
Eq. [5.28] subject to initial and boundary conditions [5.17] through [5.20] was solved
with finite difference method (see Section 5.8).
5.2.5 Comparison of Models and Simulations
        For the CDE with a time-dependent dispersivity, the magnitude of the
dispersivityα  increases with mean travel distance or time. Under this situation, the
dispersivity value remains constant over the entire spatial domain. In other words, the
entire medium is treated as a homogeneous system with a fixed constant dispersivity
value for each specific time. On the contrary, if one removes the bar from the mean
travel distance ( x ) in the dispersivity-mean travel distance relationship, the
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dispersive property of the medium is completely altered. As a result, dispersivity
becomes a function of distance from source instead of mean travel distance or time.
Under such conditions, the dispersivity is held constant over the time of consideration
for any location but increases with distance from the source where the solute is
released. Therefore, the resulting parameter fields and thus the governing equations
are quite different and depend on whether or not the bar in mean travel distance is
removed. An extra term occurs for the distance-dependent dispersivity models in the
governing equation to account for the dependency of dispersivity on distance.
       Differences in the governing equations inevitably induce the differences in the
numerical scheme (finite difference equations, see Sections 5.5 through 5.8). The
dependence of dispersivity on time or distance is carried over to the finite difference
approximations. Corresponding to time dependence, index j, which indicates time
domain discretization, occurs in the finite difference approximation for the governing
equation with dispersivity as a function of mean travel distance. Accordingly, index i
appears for a distance-dependent dispersivity. Comparison between the finite
difference equations only is not enough to confirm the difference between the two
processes described by these two different governing equations. One needs to show
differences in breakthrough curves as well as solute distribution profiles along spatial
coordinate or flow direction to achieve a generalized conclusion. For comparison,
both governing equations subject to the same initial and boundary conditions were
considered here. Because of the complexity of the difference equations, it is difficult
to assess convergence conditions. The time and space increments were based on the
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governing equation with a constant dispersivity, which in our case equals the
coefficient a in the dispersivity function. The assessment of the convergence of
numerical approximation was achieved through mass balance calculations as well as
the magnitude and oscillation of resulting numerical solutions for solute
concentration.
        The parameters used for our simulations are given in Table 5.1. Similar
parameter values were selected for both cases. The only difference lies in that the
variable mean travel distance for the time-dependent dispersivity is replaced with
distance from source to generate the distance-dependent dispersivity. Two different
column lengths were considered. One is 50 cm in length, the other 100 cm.  A longer
pulse length is used for the 100 cm column in order to obtain comparable BTCs.
Comparison of breakthrough curves (BTCs) as well as distribution profiles for a
solute tracer was made for all different scenarios.
       Simulated BTCs with linearly time-dependent and distance-dependent α are
shown in Fig. 5.1 for 50 and 100cm soil columns. The BTCs from either time-
dependent or distance-dependent α appear somewhat similar. Nevertheless, several
distinct features are apparent. Based on our simulations, the column length showed
modest influence in the relative relationship between BTCs of the media with a time-
dependent dispersivity and those with a distance-dependent dispersivity. For both
long and short columns, distance-dependent dispersivity resulted in earlier arrival of
the BTC than the time-dependent counterpart. Both BTCs exhibited similar leading
edge, however. BTCs for the distance-dependent cases showed higher peak
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Table 5.1 Parameters used for simulations of time-dependent and distance-dependent dispersivities (α ).
Parameter Time-dependent dispersivity Distance-dependent dispersivity
Moisture content (cm3/cm3) 0.40 0.40
Column length (cm) (short/long) 50.0/100.0 50.0/100.0
Water flux rate (cm/hr) 5.0 5.0
Initial concentration (mg/L) 0.0 0.0
Concentration in input pulse (mg/L) 10.0 10.0
Pulse duration (hour) (L= 50 cm/100 cm) 2.0/16.0 2.0/16.0
Dispersivity α   (cm) 0 5. x 0 5. x
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Figure 5.1 Comparison of simulated BTCs based on time-dependent (Eq.
[5.8]) and distance-dependent dispersivities (Eq. [5.16]) for 50 cm (a) and
100 cm (b) columns.
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concentrations than those for the time-dependent cases. In general, time-dependent α
resulted in enhanced tailing compared with distance-dependent counterparts.
       Snapshots for solute distributions at different times for the 100 cm column with
linearly time-dependent or distance-dependent α are shown in Fig. 5.2. Because the
dispersion coefficient vanishes at the inlet (x=0) for the distance-dependent α, the
concentration at the inlet is always at c0 for all times during pulse application (16 h).
At early times, solute distribution profiles appear similar for both types of α models.
However, the two snapshots separated gradually over time. Generally, solute
concentration profiles exhibited a rapid decrease or sharp fronts when distance-
dependent α was used. In other words, distance-dependent α resulted in steeper solute
concentration profile than time-dependent α. At later times, solute fronts advanced
farther in the porous media when distance-dependent α was used. Our results clearly
demonstrate the differences between transport processes in a medium with time-
dependent and that with distance-dependent α’s.
5.2.5.1 Effects of Nonlinearity of Dispersivity Model
     The nonlinear dispersivity models (Eqs. [5.21]-[5.28]) provide an opportunity to
investigate the effects of fractal dimension on solute breakthrough curves. For
computational convenience, only 10-cm long soil columns were considered in this
section (Table 5.2). For time-dependent dispersivity, the BTCs for different fractal
dimensions Dfr are compared in Fig. 5.3. From this figure, we can see that the fractal
dimension has significant influences on the overall shape of BTCs. As Dfr  increases,
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Figure 5.2 Comparison of simulated solute concentration profiles of a pulse tracer
based on time-dependent (Eq. [5.8]) and distance-dependent (Eq. [5.16]) dispersivity
after 2 (a), 10 (b) and 20 (c) hours of transport. Column length L=100 cm and pulse
duration = 16 hr.
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Table 5.2 Parameters used in simulation to examine effect of exponent in the dispersivity expressions of Eqs. [5.21] and [5.26].
Parameter Time-dependent α Distance-dependent α
Moisture content (cm3/cm3) 0.40 0.40
Column length (cm) 10.0 10.0
Water flux rate (cm/hr) 5.0 5.0
Initial concentration (mg/L) 0.0 0.0
Concentration in input pulse (mg/L) 10.0 10.0
Pulse duration (hour) 2.0 2.0
Dispersivity α  (cm) 0 5 1. x Dfr − , Dfr=1.25, 1.50, 1.75, 2.0 05 1. x Dfr − , Dfr=1.25, 1.50, 1.75, 2.0
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Figure 5.3 Comparison of simulated BTCs based on time-dependent
dispersivity (Eq. [5.23]) with different fractal dimensions Dfr.
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Figure 5.4 Comparison of simulated BTCs based on distance-dependent dispersivity
(Eq. [5.28]) with different exponents Dfr.
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the initial arrival time becomes shorter with lower peak concentrations. Moreover, the
BTCs exhibited enhanced tailing or increased spreading as Dfr  value equals 2.0.
       Comparison of BTCs for distance-dependent α with different exponent values is
shown in Fig. 5.4. For distance-dependent dispersivity, higher values of Dfr  resulted
in earlier arrival of BTC, a lower peak concentration and an enhanced tailing in
BTCs. However, our simulations clearly show that the differences among BTCs for
different Dfr  shown in Fig. 5.4 are relatively smaller compared with the time-
dependent counterparts shown in Fig. 5.3.
5.3 Distance-Dependent Dispersivity: Derivation and Simulation
       Based on stochastic analysis, Simmons (1986) defined a generalized macro-
dispersivity λ zb g  as
λ σz V d
dz
tb g =
2 2
2
[5.29]
Where z is the distance or depth from the solute source, V is the harmonic mean value
of v(z), which is the velocity of the solute particles, and σ t2  is the variance of the
random travel time from z=0 to z. To use Eq. [5.29] to obtain the macro-dispersivity,
one needs to assess the velocity fluctuation. Equation [5.29] has not been used
because the velocity fluctuation may not be independently measurable according to
Jury and Roth (1990). However, we followed the idea embedded in Eq. [5.29] to
investigate solute transport in heterogeneous soils. If one can obtain a functional
relationship between σ t2  and distance z, one may be able to develop an expression for
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a distance-dependent dispersivity by taking derivative of σ t2  with respect to z. An
average velocity V is assumed. The variance of travel time σ t2  for different distances
could thus be estimated from breakthrough curves based on moment analysis. An
alternative way to obtain σ t2  is to back-calculate it from the optimized apparent
dispersivity. The latter method is preferred because of the availability of data sets in
literature. According to Jury and Roth (1990), the travel time variance σ t2  for the
CDE is given by
σ t z DzV
2
3
2b g = [5.30]
where D is the dispersion coefficient. If we assume D V= λ , where λ  is the apparent
dispersivity, we obtain the following equation to back-calculate σ t2 ,
σ λt z zV
2
2
2b g = [5.31]
According to Eq. [5.31], σ t2  can be computed for different distances if apparent
dispersivity λ  is known. The obtained σ t2  values at different distances or depths are
then plotted against distance and a functional expression for the relationship between
σ t2  and z can be obtained through regression analysis. As long as a functional
relationship between σ t2  and z is available, we are able to obtain a functional
relationship of dispersivity to distance using Eq. [5.29]. It should be pointed out that
the obtained dispersivity-distance relationship is a distance-specific dispersivity
function. In other words, dispersivity varies from point to point and the medium is
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heterogeneous. If σ t2   is a linear function of distance, then we obtain a constant value
of dispersivity. Otherwise, a distance-dependent dispersivity is obtained. In addition,
we can observe how dispersivity behaves based upon the fitted trend curves.
According to transfer function theory (Jury and Roth, 1990), the variance of travel
time may increase linearly with distance or grow proportionally to the square of
distance for different transfer function models. Without loss of generality, we may
assume that the relationship of travel time variance to distance could be described by
the following power law form as
σ t hz gz2 b g = [5.32]
Where h is a dimensionless constant and g is a constant with dimension of T2L-h.
Following Eq. [5.29], we can develop a distance-dependent dispersivity function as
λ z V ghz
h
b g =
−2 1
2
[5.33]
The travel time variance-distance relationship based on experimental data could be
fitted using Eq. [5.32] to obtain g and h. Substituting estimated g and h into Eq. [5.33]
yields a functional distance-dependent dispersivity.
       Since the average pore water velocity V may not always be available, we propose
an alternative method to obtain the distance-dependent dispersivity based on apparent
dispersivities at different depths or distances. If we assume the average value of λ for
depth from 0 to z described by the distance-dependent dispersivity function is the
same as the estimated apparent λ at depth z, we can obtain a distance-dependent
dispersivity based on simple regression. Because the CDE with a constant λ describes
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a Fickian process whereas that with a distance-dependent dispersivity describes a
non-Fickian process, the average λ from a non-Fickian process is not necessarily
comparable with that from a Fickian process. Although our assumptions may not be
strictly valid, this approach provides a quick way to obtain a distance-dependent
dispersivity. Inspection of apparent dispersivity data listed in Pachepsky et al. (2000)
reveals that a power law function is perhaps suitable for most data sets. It should be
pointed out that the maximum length of soil columns used for laboratory studies is
limited to tens of meters. Therefore, for distances longer than tens of meters, say,
hundreds of meters, the power law function may not be appropriate. For distances in
the range of hundreds of meters, an asymptotic function is perhaps more appropriate.
      Assume a distance-dependent dispersivity is given by
λ z czdb g = [5.34]
where c and d are constants and d is dimensionless whereas c has a dimension of L1-d.
Although Eq. [5.34] takes on the same form as the fractal model (Eq. [5.21]), the
parameter d is not necessarily associated with the fractal dimension of the media and
the range of d cannot be determined in advance. Denoting the average dispersivity up
to distance z by λ AV zb g , we can develop an expression for λ AV zb g  as follows
λ λAV
z
z
dz
dz
z dz
dz
cz dz
z
c
d
zb g b g= ′ ′
′
= ′ ′ = +
L
NM
O
QP
z
z
z0
0
0
1
[5.35]
where z′  is a dummy integral variable. Equation [5.35] could be used to fit the
estimated apparent dispersivity-distance relationship to obtain both parameters c and
d.
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    We used PROC NLIN in SAS (SAS Institute Inc., 2001) to fit both travel time
variance-distance and apparent dispersivity-distance relationship to the power law
models. We also discussed the range of exponents h and d.
5.3.1 Travel Time Variance versus Distance
      Results of regression analysis for travel time variance σ t2  versus distance (Eq.
[5.32]) are given in Table 5.3. These results are based on published data from Burns
(1996) and Zhang et al. (1994).  Based on our regression analysis, the exponent h of
Eq. [5.32] ranged from 1.3 to 2.3 for the different cases considered. Two data sets
(probes 20, 15, 11, 7, 3 in test 1 and test 2) from Burns (1996) gave an exponent h
significantly higher than 1.0 (at the 0.05 level); others were not significantly different
from 1.0. Nevertheless the estimated h values for those cases were much larger than
1. Data from a homogeneous column from Zhang et al. (1994) gave an h value
significantly greater than 2.0. Based on these experimental data sets, the exponent h
cannot be associated with the fractal dimension of stream tubes. In fact, as depicted in
Table 5.3, for half the cases considered, the non-linear relationship between σ t2  and
distance is not well supported statistically. It appears that the power law function fails
to give a good description of the relationship between σ t2  and distance. An example
of the relationship between σ t2  and distance based on the data from Zhang et al.
(1994) is shown in Fig. 5.5.
5.3.2 Apparent Dispersivity versus Distance
      The results of regression analysis on apparent dispersivity (Eq. [5.35]) from
published data in literature are given in Table 5.4. The estimated exponent parameter
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Table 5.3 Optimized parameters (with one standard error) for the relationship of travel time variance σ t2  versus distance (Eq.
[5.29]).
Data source g h R2 Remarks
Burns, 1996 0.0471±0.0189 1.3369±0.1047 0.9976 Sandbox, Test1, probes 20, 15, 11, 7, 3
Burns, 1996 0.0385 ±0.0125 1.3471± 0.0844 0.9980 Sandbox, Test2, probes 20, 15, 11, 7, 3
Burns, 1996 0.0195± 0.0152 1.5830± 0.2018 0.9938 Sandbox, Test3, probes 20, 15, 11, 7, 3
Burns, 1996 0.0279±0.0466 1.8802± 0.4306 0.9775 Sandbox, Test1, probes 21, 16, 12, 8, 4
Burns, 1996 0.0323±0.0621 1.8285±0.4945 0.9692 Sandbox, Test2, probes 21, 16, 12, 8, 4
Burns, 1996 0.0141±0.0225 2.0679±0.4097 0.9823 Sandbox, Test3, probes 21, 16, 12, 8, 4
Zhang et al., 1994 0.00153±0.00147 2.3130±0.1384 0.9869 Homogeneous column, simultaneous fitting of
V and D
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Figure 5.5 Estimated travel time variance 2tσ  at different distances
(based on data in Zhang et al., 1994).
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d of Eq. [5.34] varied from -0.098 to 1.0058. Most of the cases considered give an
exponent d not significantly different from 0.0 (at 0.05 level) since 0.0 was within the
95% confidence interval. The actual relationship between apparent dispersivity and
distance is at best complex (Fig. 5.6). In fact, it is difficult to describe all data sets
with a single function, e.g., a power law function. Mishra and Parker (1990) proposed
an asymptotic scale-dependent dispersion model to describe the relationship between
dispersivity and distance. They fitted the numerical solution of CDE with an
asymptotic distance-dependent dispersion model to the data set from Butters (1987).
However, it is difficult to judge whether an asymptotic model is superior to a power
law model.
Similar analysis to that discussed above was carried out by Pachepsky et al.
(2000). For some cases, the slopes of the log-log plot as obtained by Pachepsky et al.
(2000) were larger than the exponent d given in our Table 5.4. Their results were
obtained through linear regression on log-transformed data whereas we conducted
non-linear regression analysis on the original data. The discrepancies may stem from
different approaches employed. On the other hand, results from our analysis revealed
that the rate of increase in dispersivity for a homogeneously packed column is higher
than that for heterogeneous column (Zhang et al. 1994; exponent of 1.3 for
homogeneous column from Table 5.3 vs. 1.0 and 0.68 for heterogeneous columns
from Table 5.4). Based on this finding, it appears that reasons for distance-dependent
dispersivity are complex and may not be solely associated with heterogeneity of the
medium.
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Table 5.4 Optimized parameters (with one standard error) for the relationship of apparent dispersivity λ  versus distance (Eq.
[5.32]).
Data source c/(d+1) d R2 Remarks
Zhang et al., 1994 0.0987±0.2327 1.0039±0.3473 0.8591 Heterogeneous column, using V at 100 cm
Zhang et al., 1994 1.3018±2.5944 0.6817±0.2977 0.8429 Heterogeneous column, using V at 1200 cm
Butters, 1987 0.1868± 0.0412 0.3853± 0.2082 0.8911 Field data
Pang and Hunt, 2001 0.0102± 0.000559 0.3123±0.0320 0.9999 8-m long column
Peaudecerf and Sauty, 1978 0.0868± 0.1103 1.0058± 0.3812 0.9905 Field data
Silliman and Simpson, 1987 0.0791± 0.00587 0.2788±0.1047 0.9861 Heterogeneous sandbox, Run 12
Silliman and Simpson, 1987 0.0864± 0.00896 0.3247± 0.1531 0.9686 Heterogeneous sandbox, Run 13
Taylor and Howard, 1987 0.0287± 0.0118 -0.1967± 0.1444 0.9430 Sandy aquifer
Porro et al., 1993 0.3042± 0.4340 0.4893± 0.2468 0.9410 Uniform column, Tritium data
Porro et al., 1993 0.1329± 0.2498 0.5264± 0.3243 0.9069 Uniform column, Bromide data
Porro et al., 1993 0.2782± 0.3372 0.2974± 0.2141 0.9285 Layered column, Tritium data
Porro et al., 1993 0.1984± 0.3532 0.3073± 0.3141 0.8598 Layered column, Bromide data
Porro et al., 1993 1.7846± 1.6843 -0.0981± 0.1799 0.9190 Layered column, Chloride data
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Figure 5.6 Observed apparent dispersivity versus distance in soils and aquifers. Data
from Talyor and Howard (1987) and Pang and Hunt (2001) are multiplied by a factor
of 100.
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5.4 Summary
      In this contribution, the definition of the term scale was closely examined and
representations in the literature in terms of mean travel distance and distance are
discussed. We discussed the implications of the use of mean travel distance versus
distance in solute transport. The fundamental difference between these two terms lies
in that mean travel distance is a dependent variable depending on time, whereas
distance is an independent variable. Ambiguity in the definition of scale caused
several confusions in studies of transport processes in porous media.  A source of
confusion is the equivalence and interchange of mean travel distance and distance
from the source. The interchange of mean travel distance and distance implies an
interchange of time and distance.
         After careful inspection of generic scale-dependent dispersivity in the literature,
we emphasized four distinct types of dispersivity-time or dispersivity-distance
relationship that are appropriate to describe the relationship between dispersivity and
time or distance. Specifically, they are: instantaneous time-dependent dispersivity,
time-averaged dispersivity, distance-specific dispersivity, and distance-averaged
dispersivity. Time-dependent or time-averaged dispersivity is supported by stochastic
theory. However, the distance-specific dispersivity is not supported theoretically.
Although the value of distance-averaged dispersivity may vary with distance, no
consistent relationship between these two could be established based on experimental
data available in the literature.
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        Transport processes in porous media with both time-dependent and distance-
dependent dispersivities were simulated using finite difference methods. The solute
distribution profiles and breakthrough curves were compared. Simulation results
show that transport in a system with a time-dependent dispersivity consistently
exhibited more spreading of the BTCs than that in a system with distance-dependent
dispersivity, e.g., α t xb g = 01.  versus α x xb g = 01. . Our simulations clearly illustrate
that x  and x  are not interchangeable.
          Because the distance-specific dispersivity is not supported by currently
available theory, we proposed a justification for the use of a distance-specific
dispersivity based on experimental data from published data in the literature. This
attempt was not conclusive.  Based on experimental measurements, the relationship
between apparent dispersivity and distance appear to be rather complex with
inconsistent trends for different media. Moreover, rigorous theoretical justification for
the use of distance-specific dispersivity is needed.
5.5 Derivation of Finite Difference Equations for CDE with a Linearly
Time-dependent Dispersivity
     The governing equation for a linear dispersivity model reads (Eq. [5.8])
2
2
1 2
c c cv a v t
t x x
∂ ∂ ∂= − +∂ ∂ ∂ [5.36]
Denoting time and space increments by ∆t  and ∆x , we can establish the finite
difference scheme for point ( ),i x j t∆ ∆ , where i and j are integers and denote space
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and time steps, respectively. Finite difference approximations of each partial
derivative in equation [5.36] are as follows
∂
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c c
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j1
∆ [5.37]
∂
∂ =
−++ +c
x
c c
x
i
j
i
j
1
1 1
∆ [5.38]
t c
x
j t c c c
x
j t c c c
x
i
j
i
j
i
j
i
j
i
j
i
j∂
∂ = +
− + + − +LNM
O
QP
+
+ +
−
+
+ −
2
2
1
1 1
1
1
2
1 1
2
1
2
1 2 2b g∆ ∆ ∆ ∆ [5.39]
where jic  stands for solute concentration at node ( ),i x j t∆ ∆ . For convenience, let
β = ∆∆
t
x
. Substituting Eqs. [5.37] through [5.39] into [5.36] and rearranging gives
Ac Bc Cc Ei
j
i
j
i
j
−
+ +
+
++ + =11 1 11 [5.40]
Where
( )2 211 12A a v j β= + [5.41]
( )2 211 1B v a v jβ β= − + − + [5.42]
( )2 211 12C a v j vβ β= + − [5.43]
( )2 21 1 11 22j j j ji i i iE c a v j c c cβ + −= − − − + [5.44]
After discretization, the upper boundary conditions (Eqs. [5.10] and [5.11]) read
( ) ( ) ( )1 11 1 1 2 01 1 1 , 0 1j ja v j c a v j c c j t Tβ β+ + + + − + = ≤ + ∆ ≤  [5.45]
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( ) ( ) ( )1 11 1 1 21 1 1 0, 1j ja v j c a v j c j t Tβ β+ + + + − + = + ∆ >  [5.46]
Where c0  is the solute concentration in input pulse, and T is the pulse duration.
5.6 Derivations of Finite Difference Equations for CDE with a Linearly
Distance-dependent Dispersivity
       In this case, the governing equation becomes (Eq. [5.16])
( )22 22 1c c ca vx a vt x x
∂ ∂ ∂= − −∂ ∂ ∂ [5.47]
The finite difference approximation of the above equation for point i x j t∆ ∆,b g  can be
developed using the same notation as above. The approximation of the first partial
derivatives of c with respect to time t and distance x are the same as Eqs. [5.37] and
[5.38], respectively. The second derivative of concentration with respect to x is given
by
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j
i
j
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j
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∆ ∆ [5.48]
Substituting Eq. [5.48] together with Eqs. [5.37] and [5.38] into Eq. [5.47], replacing
x with ( )i x∆ , and rearranging gives an expression similar to Eq. [5.40]
′ + ′ + ′ = ′−+ + ++A c B c C c Eij ij ij11 1 11 [5.49]
Where
2
1
2
A a viβ′ = [5.50]
( )2 21 1B v a a viβ β′ = − + − − [5.51]
( )2 21 12C a vi v aβ β′ = − − [5.52]
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( )2 1 11 22j j j ji i i iE c a vi c c cβ + −′ = − − − + [5.53]
Where β  is defined as the ratio of time increment to space increment as above.
5.7 Derivations of Finite Difference Equations for CDE with a Nonlinearly
Time-dependent Dispersivity
      For a power law dispersivity-time model, the governing equation is as follows
(Eq. [5.23])
2
1
3 2
fr frD Dc c cv a v t
t x x
−∂ ∂ ∂= − +∂ ∂ ∂ [5.54]
Approximations of first partial derivatives are given in Eqs. [5.37] and [5.38]. The
second derivative with respect to x is given by
( ) ( )1 1 12 1 11 1 1 1 1 12 2 22 21 12 fr frfr fr
j j j j j j
D DD D i i i i i ic c c c c cct j t j t
x x x
+ + +− −− − + − + − − + − +∂ = + ∆ + ∆ ∂ ∆ ∆ 
[5.55]
For convenience, we let β = ∆∆
t
x
, and γ = ∆∆
t
x
Dfr
2 . Notice that γ β= 2  for Dfr = 2 .
Substituting Eq. [5.55] together with Eqs. [5.37] and [5.38] into Eq. [5.54] and
rearranging yields
′′ + ′′ + ′′ = ′′−+ + ++A c B c C c Eij ij ij11 1 11 [5.56]
Where
( ) 131 12 frfr
DDA a v j γ−′′ = + [5.57]
( ) 131 1 frfr DDB v a v jβ γ−′′ = − + − + [5.58]
( ) 131 12 frfr
DDC a v j vγ β−′′ = + − [5.59]
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( )13 1 11 22 fr frD Dj j j ji i i iE c a v j c c cγ− + −′′ = − − − + [5.60]
Obviously, Eq. [5.56] reduces to Eq. [5.40] for Dfr = 2 .
     For this case, the upper boundary conditions after discretization are given by
( ) ( ) ( )1 11 11 11 13 1 3 2 01 1 1 , 0 1fr frfr frfr fr
D D
D DD Dj jt ta v j c a v j c c j t T
x x
− −− −− −+ + ∆ ∆+ + − + = ≤ + ∆ ≤ ∆ ∆ 
[5.61]
( ) ( ) ( )1 11 11 11 13 1 3 21 1 1 0, 1fr frfr frfr fr
D D
D DD Dj jt ta v j c a v j c j t T
x x
− −− −− −+ + ∆ ∆+ + − + = + ∆ > ∆ ∆ 
[5.62]
Where c0  is the solute concentration in input pulse, and T is the pulse duration.
5.8 Derivations of Finite Difference Equations for CDE with a Nonlinearly
Distance-dependent Dispersivity
      For a power law dispersivity-distance model, the governing equation is (Eq.
[5.28])
( )21 14 42 1 1fr frD Dfrc c ca vx a D x vt x x− −∂ ∂ ∂ = − − − ∂ ∂ ∂ [5.63]
For convenience, we let β = ∆∆
t
x
, ξ = −∆∆
t
x Dfr3
. Notice that ξ β=  for Dfr = 2 .
Replacing x  with ( )i x∆  and substituting approximation for partial derivatives, e.g.,
Eqs. [5.37], [5.38] and [5.48], into the above equation and rearranging produces
 ′′′ + ′′′ + ′′′ = ′′′−+ + ++A c B c C c Eij ij ij11 1 11 [5.64]
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Where
1
4
1
2
frDA a vi ξ−′′′ = [5.65]
1 2
41 [ ( 1) ]fr fr
D D
frB v a v i D iβ ξ − −′′′ = − + − + − [5.66]
( )1 24 41 12 fr frD DfrC a v i a v D i vξ ξ β− −′′′ = + − − [5.67]
( )14 1 11 22 frDj j j ji i i iE c a v i c c cξ − + −′′′ = − − − + [5.68]
Apparently, Eq. [5.64] reduces to [5.49] for Dfr = 2 .
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CHAPTER 6
APPLICATION OF THE FRACTIONAL ADVECTION-
DISPERSION EQUATION FOR SOLUTE TRANSPORT IN SOILS
6.1 Introduction
       The classical advection-dispersion equation (ADE) is used to describe Fickian
diffusion. The characteristic of Fickian diffusion lies in that the variance of travel
distance increases linearly with time. However, with increasing evidence from field
experiments, this relationship may not always hold true. For example, data from the
Borden (Freyberg, 1986) and the Columbus Air Force Base (Adams and Gelhar,
1992) sites displayed nonlinear increase of variance of travel distance with time.
Obviously, the traditional ADE associated with Fickian diffusion is no longer
applicable to the anomalous diffusion in heterogeneous media. Accordingly, the
normal distribution was replaced by Lévy distribution to describe anomalous
transport phenomenon. Chaves (1998) proposed a fractional diffusion equation to
describe Lévy flights. Benson et al. (2000a) developed a fractional advection-
dispersion equation (FADE) to describe anomalous transport phenomena in aquifers.
Cushman and Ginn (2000) showed that the FADE is a special case of the
convolution-Fickian nonlocal ADE they proposed (Cushman and Ginn, 1993).
Schumer et al. (2001) also showed that the FADE could be obtained by replacing the
classic Fick’s law with a fractional Fick’s law in a Eulerian evaluation of solute
transport in porous media.
       The one-dimensional symmetrical FADE reads
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where D is the fractional dispersion coefficient (LαT-1) and the superscript α is the
order of fractional differentiation, 1 2α< ≤ . It is worth noting that the classical ADE
is recovered when the fractional order of FADE is set to 2. Fractional derivatives are
integro-differential operators defined as (Podlubny, 1999)
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Where α is the order of the fractional derivative, α > 0 , Γ is the gamma function, and
k is the smallest integer number larger than α. If the value of α is a whole number,
fractional derivatives reduce to ordinary derivatives. Some properties of fractional
derivative are given in the Appendix of Benson et al. (2000a).
         Benson et al. (2000b) applied the FADE to two cases: a laboratory sandbox
transport experiment and the Cape Cod field scale transport experiment. The
fractional order for the laboratory data was found to be 1.55 whereas the Cape Cod
bromide plumes could be modeled using an FADE with an order of 1.65 to 1.8.
Pachepsky et al. (2000) simulated scale-dependent solute transport in soils using the
fractional advective-dispersive equation. They also presented a comparison between
FADE and ADE based on statistical analysis. Benson et al. (2000b) provided a
method to estimate the fractional order α and fractional dispersion coefficient D
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separately. However, in our opinion, a simultaneous estimation of both α and D is
more appropriate. Benson et al. (2000b) estimated the fractional order based on the
relationship between measured apparent dispersivity and distance from the inlet for
the sandbox experiment. Pachepsky et al. (2000) justified the application of FADE
based on the scale-dependent transport phenomenon. We believe that the order of
FADE cannot be associated with scale-dependent transport directly. In fact, the
relationship between α and scale-dependent dispersivity is not theoretically
supported. All the above issues about the application of FADE need to be clarified.
Therefore, the objectives of this paper are: 1. to propose a method for simultaneously
estimating the fractional order and dispersion coefficient, 2. to propose a more
appropriate method to test the applicability of FADE, and 3. to point out a pitfall in
the estimation of the fractional order α.
6.2 Theory
6.2.1 Comparison between ADE and FADE
       As indicated above, the classical ADE predicts a linear increase of variance of
travel distance with time or mean travel distance whereas FADE predicts a nonlinear
increase of variance of travel distance. Therefore, comparing linear models of
variance pattern with nonlinear ones is equivalent to direct comparison between ADE
and FADE. The comparison between these two models is achieved by conducting the
appropriate F-test (Green and Caroll, 1978).
       The relationship of the measured variance of travel distance to the mean travel
distance or time (i.e., σ x2  vs x  or σ x2  vs t) can be fitted using linear or nonlinear
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models through linear and nonlinear least square fitting techniques. Because of the
simplicity of linear least square method, nonlinear models are often converted to
linear format by taking logarithm transformation. Therefore, there are three options to
model σ x2 - x  or σ x2 -t relationship:
I.  Linear coordinate: Linear model (Model I):
Y A X= × [6.4]
II. Linear coordinate: Nonlinear model (Model II, nonlinear least square fitting):
Y A X B= × [6.5]
III. Log-log coordinate: Nonlinear model (Model III, linear least square fitting):
log log logY b Xa= +10 [6.6]
where Y refers to the variance of travel distance σ x2 , X  stands for mean travel
distance x or time t, and A, B, 10a, and b are regression coefficients that can be used
to determine transport parameters. Models II and III are equivalent. For a linear
model, the regression coefficients A is twice the longitudinal dispersivity or
dispersion coefficient depending on whether X refers to the mean travel distance or
time. For nonlinear models, the power B or b can be used to determine the fractional
order α.
      The F-statistics for the comparison of different models was used by Green and
Caroll (1978) and is defined as
F = − −( ) / ( )
/
SSE SSE dfe dfe
SSE dfe
r f r f
f f
[6.7]
205
where SSEf and SSEr are, respectively, the sums of squared errors of a full model, and
a "restricted" model; dfef and dfer  are the respective degrees of freedom of error. Here
the full model refers to the FADE while the restricted model refers to the classical
ADE. Accordingly, for the variance model, the nonlinear model is the full model
whereas the linear model is the restricted model. The SSE is calculated as
SSE j i f i o
i
n
( ) , ,= −
=
∑ σ σ2 2 2
1
d i [6.8]
where σ i f,2  and σ i o,2  are fitted and observed variance of travel distance σ x2 , j=r
(ADE, linear) or f (FADE, nonlinear), and n is the total number of data points. If the
calculated F-statistics does not exceed the critical Fν ν1 2,  with degrees of freedom
ν1 = −dfe dfer f , ν 2 = dfef  at 0.05 significance level, the two models are not
significantly different in describing variance pattern of the transport process. For the
opposite case, the full model, i.e., FADE is superior to the classical ADE. It should be
pointed out that the FADE and ADE with the parameters given by the regression
coefficients of the fitted variance-time relationship actually mimic the variance
pattern of the observed data. The direct comparison of FADE and ADE could also be
achieved using Eqs. [6.7] and [6.8]. In this case, the variance of travel distance must
be replaced by solute concentration from breakthrough curves or snapshots.
6.2.2 Simultaneous Estimation of α and D
      Because ADE predicts a linear increase of variance of travel distance σ x2 , the
measured relationship between σ x2  and time t or mean travel distance x is often used
to estimate the dispersion coefficient or dispersivity. Similarly, this method is also
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applicable to the parameter estimation of FADE. According to Benson et al. (2000b),
the variance of travel distance and the scale of Lévy distribution have roughly the
following relationship
σ πα
α
x Dt
2
2
2
2
≈ FHG
I
KJcos [6.9]
Both sides of Eq. [6.9] are exactly equal for the classical ADE ( 2α = ). Comparing
Eq. [6.9] with Eqs. [6.5] and [6.6], one can find a relationship between regression
coefficients and fractional parameters. Based on Model II and the relationship
between σ x2  and t, we have
2 α = B [6.10]
2
2
2
cosπα
α
D AFHG
I
KJ = [6.11]
Simple calculation gives the estimations of parameters α and D as
α = 2 B [6.12]
D
A
B
B
= 2
1b g
cos( )π [6.13]
For Model III and the relationship between σ x2  and t, similar equations can be
obtained as
α = 2 b [6.14]
D
b
a b
= 10 2
1c h
cos( )π [6.15]
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In addition, if one assumes that the molecular diffusion can be ignored, the fractional
dispersion coefficient can be expressed as
D v= λ [6.16]
where v is the pore water velocity (LT-1) and λ is the fractional dispersivity (Lα-1). In
this case, we may estimate λ according to the measured relationship between σ x2
and x . The fractional dispersivity is given by
Model II:
λ π=
A
B
B2
1b g
cos( )
[6.17]
Model III:
λ π=
10 2
1
a b
b
c h
cos( )
[6.18]
The estimations of D or λ for the classical ADE will be recovered if B or b is reduced
to 1. It is worth noting that the parameters obtained by Eqs. [6.12] and [6.13] or Eqs.
[6.14] and [6.15] are simultaneous estimation. Use of the parameters estimated jointly
will reproduce the variance pattern.
6.3 Results and Discussions
6.3.1 Justification for Use of FADE
      The goal of comparison between different models is to determine whether a
FADE is necessary and whether the FADE is superior to the classical ADE in
description of the given data set. In this study, the data from the Cape Cod site is used
as an example. We fitted the above three models with the data from Garabedian et al.
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(1991).  The functional relationships between σ x2  versus x  as well as σ x2  versus t
were obtained. The autofluorescence data set on day 349 (Garabedian et al., 1991)
was not included in either variance-mean travel distance fitting or variance-time
fitting. Comparisons among fitted curves and measured data are shown in Figs. 6.1
and 6.2.  The optimized regression coefficients are summarized in Tables 6.1 and 6.2.
Double asterisk indicates that the estimated α is significantly less than 2 at the 0.05
level.
        If the estimated α is not significantly different from 2, it is not necessary to use a
fractional order other than 2. A quick way to test the significance of α is to check
whether 2 is included in the 95% confidence interval of the estimated α. According to
Eqs. [6.12] and [6.14], a α significantly less than 2 is equivalent to an exponent B or b
significantly greater than 1. The obtained fractional order values based on the
relationship between variance and mean travel distance are 1.82 and 1.65 for Model II
and Model III, respectively. Both values are significantly less than 2.0. However, if
we estimate the fractional order based on the variance-time relationship, we obtained
different values of α, i.e., 1.91 and 1.79 for Model II and Model III, respectively.
Between the two values, only the second (1.79 from Model III) is significantly less
than 2.0. These values for the fractional order are almost the same as those reported
by Benson et al. (2000b). It is worth noticing that different estimated values for the
fractional order α were obtained when we fitted the same data set using different
methods, i.e., direct nonlinear fitting of the original data versus linear fitting of log-
transformed data. The linear fitting of log-transformed data always overestimates the
209
0
100
200
300
400
0 50 100 150 200
Mean Travel Distance (m)
Va
ria
nc
e 
of
 T
ra
ve
l D
is
ta
nc
e 
(m
2 ) Model  III, α=1.65
Model  II, α=1.82
Model  I, α=2
Figure 6.1 Comparison among different models: variance versus mean
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Figure 6.2 Comparison among different models: variance versus time.
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Table 6.1 Estimated parameters based on the relationship between variance and mean
travel distance.
Model A/10a λ B/b α N-P SSE
(mα-1) (m2)
I 1.8214 0.91 1 2 15 2928.8
II 1.1046 0.60 1.0989 1.82** 14 1978.1
III 0.6509 0.46 1.2094 1.65** 14 3931.0
Table 6.2 Estimated parameters based on the relationship between variance and time.
Model A/10a D B/b α N-P SSE
(mαd-1) (m2)
I 0.7836 0.39 1 2 15 2547.4
II 0.5860 0.31 1.0492 1.91 14 2310.4
III 0.4036 0.25 1.1159 1.79** 14 3130.7
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slope (Model II versus Model III in Tables 6.1 and 6.2), which resulted in an
underestimated α. A smaller α value from Model III is actually an artifact of the
fitting technique. After we assess the sum of squared error (SSE) based on back-
calculated parameters from Model III, we obtain values even greater than those for a
linear model (last column in Tables 6.1 and 6.2). In other words, a FADE with
parameters estimated from Model III is inferior to an ADE with parameters estimated
from Model I with regard to the description of the variance pattern of the Cape Cod
data. From this point of view, use of FADE with parameters from Model III is not
recommended.
       Results of F-test are given in Tables 6.3 and 6.4 for the variance-mean travel
distance relationship and the variance-time relationship, respectively. The values in
brackets are the critical F value; double asterisk indicates a significant difference at
the 0.05 level. As shown in Tables 6.3 and 6.4, the calculated F values for
comparison between Models I and III are negative. This fact implies that no extra
sum of squares is gained through shifting from Model I to Model III.  In other words,
the classical ADE with parameters from Model I can give a better description of the
variance pattern than the FADE with parameters from Model III. Therefore, the use
of the fractional order derived from Model III, i.e., α of 1.65 and 1.79, is
questionable. Similarly, the use of α of 1.91 based on the variance-time relationship
does not give an extra sum of squares significantly different from zero and thus is
unjustified. Based on the variance-mean travel distance relationship, the F-test result
shows that a FADE with α of 1.82 does provide some extra sum of squares of error.
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Table 6.3 The results of F-test for models to describe variance-mean travel distance
relationship.
F(dfer-dfef, dfef) Restricted Model (ADE)
Full Model (FADE) I
II 6.73**(6.30)
III -3.57(6.30)
Table 6.4 The results of F-test for models to describe variance-time relationship.
F(dfer-dfef, dfef) Restricted Model (ADE)
Full Model (FADE) I
II 1.43(6.30)
III -2.56(6.30)
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Therefore, it is justified to use a FADE with an order of 1.82. Pachepsky et al. (2000)
presented a different F-test to compare performance of the ADE and the FADE. Their
F-statistics is computed as the ratio of the mean squared error of the ADE to that of
the FADE. According to our understanding, the objective of an F-test is to examine
whether the mean squared error in the numerator is significantly different from zero.
When two related models are compared, the mean squared error in the numerator of
an F-statistics should be a factor that indicates the difference of the two models.
Therefore, the F-statistics defined in Eq. [6.7] is more appropriate than a direct ratio.
       The above conclusion is a weak one because both the variance of travel distance
and the mean travel distance were estimated values based on moments analysis; none
of these two variables came from direct measurements. Therefore, to strengthen the
above conclusion, one needs to compare the predicted solute concentration profiles
based on Models I and II with measured data. Thus the SSE in terms of solute
concentration for each model must be calculated. Based on the SSE data, the F-
statistics as discussed above should be computed. If the calculated F value is greater
than the critical F, then a FADE is indeed necessary.
6.3.2 Jointly Estimated Parameters
      The estimated fractional dispersivity and dispersion coefficient D for different
models are given in Tables 6.1 and 6.2. The obtained dispersivity value for the
classical ADE is 0.91 m according to our analysis. This value is very close to 0.96 m
reported by Garabedian et al. (1991) based on moment analysis. On the basis of the
measured variance-mean travel distance relationship, we obtained α, λ doublets of
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1.82, 0.60 m0.82 and 1.65, 0.46 m0.65. Using a pore water velocity of 0.42 m/day
(Garabedian et al., 1991), we obtained corresponding D of 0.25 m1.82/d and 0.19
m1.65/d. Similarly, on the basis of the measured variance-time relationship, the
estimated α, D pairs are 1.91, 0.31 m1.91/d, and 1.79, 0.25 m1.79/d, respectively. The
values of estimated fractional dispersion coefficient are comparable with the average
values reported by Benson et al. (2000b). Parameters obtained by Benson et al.
(2000b) were based on separate estimation. First, the fractional order was estimated.
After that, the dispersion coefficient was calculated based on known α. They showed
that the estimated D changes slightly with time. Thus, this method to estimate the
dispersion coefficient D is questionable. The estimation of α was based on the time
evolution of the variance of travel distance. In other words, the change of the variance
of travel distance over a period of time shows that the transport is anomalous. The
obtained α is an optimal value to describe the entire pattern of the growth of the
variance of travel distance over time. This value does not necessarily mean that the
estimated α is exactly the fractional order of the transport process at any specific
time. One has to fit the snapshot at a time t to the Lévy distribution to obtain the
fractional order and related parameters for that specific time. Therefore, to calculate
the fractional dispersion coefficient based on the estimated fractional order is
problematic. Each estimated D is based on one single data point, which means what
one obtains is a point estimator. Because the total degrees of freedom is equal to the
number of parameter to be estimated, one has no way to figure out the confidence
interval of the estimated parameter. From statistical point of view, this type of
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estimation is unreliable. Another point we want to make is that whether the use of
separately estimated α and D would recover the variance pattern remains unknown.
This is because the estimation of D is not related to the variance-time or the variance-
mean travel distance relationship. To mimic the variance pattern, one has to estimate
both parameters α and D simultaneously or jointly.
6.3.3 A Pitfall in the Estimation of α
        Several studies show that the following relationship holds true for anomalous
diffusion (Weeks et al. 1995)
σ γx t t2 b g∝ [6.19]
where σ x t2 b g  is the measured variance of travel distance at time t, and γ is often
greater than 1 for super-diffusion. Simple comparison between Eqs. [6.19] and [6.9]
gives a relationship between α and γ as α γ= 2 . Because the traditional ADE can
only explain linear growth of σ x2  with time, the nonlinear increase can only be
accounted for by using a time-dependent dispersion coefficient or dispersivity. The
time-dependent longitudinal dispersivity Lλ  is obtained by taking the first derivative
of σ x t2 b g  with respect to time (Gelhar, 1993). With Eq. [6.19], we have the following
power function of Lλ
1
L t
γλ −∝ [6.20]
For a constant pore water velocity ν, one obtains
1
L x
γλ −∝ [6.21]
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where x  is the mean travel distance at time t, and x vt= . Equations [6.20] and [6.21]
describe a time-dependent dispersivity. Usually, one can obtain the apparent
dispersivity Lλ at different times by fitting analytical solutions of classical ADE to the
solute concentration profiles. It is easy to show that the Lλ  increases at the same rate,
i.e., proportional to t γ −1  or x γ −1  if we assume that the apparent dispersivity at time t
is the same as the average dispersivity over the period of 0 to t. Based on the
relationship between the apparent dispersivity and time or mean travel distance, one
can estimate the fractional order α. If the measured Lλ  is found to grow
proportionally to t m  or x m , then α can be estimated as α = +2 1 mb g  based on the
above discussion. For constant Lλ  over time (m=0), the classical ADE is recovered,
i.e., α = 2 . Similar relation has been obtained by Benson et al. (2000b). The exponent
m is simply the slope of the log-log plot of Lλ  versus t or x . There is an important
point that one must bear in mind when using this method to estimate the fractional
order. That is, the relationship between apparent dispersivity and t or x  must be used.
       Pachepsky et al. (2000) summarized several case studies in the literature
regarding the relationship between apparent dispersivity and distance. They justified
the use of FADE based on an apparent linear trend of dispersivity with distance in a
log-log plot. However, the relationship between dispersivity and distance is not
consistent in the literature. The apparent dispersivity may hold constant, increase
linearly or nonlinearly, decrease linearly or nonlinearly, or fluctuate randomly with
distance. Similar conclusion has been reached by Ellsworth et al. (1996). The slope
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′m  of the log-log plot of dispersivity versus distance cannot be used to compute α.
We can use a simple counter example to support our argument. If the measured
apparent dispersivity actually decreases with distance, one will obtain a negative
slope ′m  in a log-log plot. As a result, a α larger than 2 will be obtained. Obviously,
such a value for α is not reasonable. The slope ′m  for a log-log plot of dispersivity
versus distance x cannot be associated with α in the same way as that for a log-log
plot of dispersivity versus t or x . In order to verify our conclusion, we examined data
from Pachepsky et al. (2000). Our examination is based on data sets from Toride et al.
(1995). Pachepsky et al. (2000) gave several optimized α values for different soil
depths for both unsaturated and saturated column experiments. Based on the data in
Table 2 of Pachepsky et al. (2000), we computed apparent dispersivity Lλ
(commonly expressed as 
__
Lα ) at different depths as
/L D vλ = [6.22]
The obtained apparent dispersivity is plotted against distance in our Fig. 6.3. The
fractional order α based on ′m  is given in Table 6.5 together with results from
Pachepsky et al. (2000). Figure 6.3 shows that the dispersivity increases with distance
for the unsaturated column whereas it decreases with distance for the saturated
column. The fractional order α based on Fig. 6.3 is 1.538 for unsaturated condition.
This value is not among the three optimized values given by Pachepskey et al. (2000).
Though a fractional order of 1.538 is very close to 1.574 for the length of 23 cm, one
cannot thus conclude that a fractional order could be obtained through the slope of
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       Table 6.5 Comparison of fractional order α based on different methods.
Experiment ′m α + α ++
Unsaturated 0.3003 1.538 1.683, 1.615, 1.574
Saturated -0.467 3.752 1.913, 1.846, 1.906
        + α is computed from ( )2 1 mα ′= + .
        ++ From Pachepsky et al. (2000).
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Figure 6.3 Observed dependencies of the dispersivity on distance in
soils (data from Toride et al., 1995).
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log-log graph of dispersivity versus distance. For saturated conditions, we obtained a
value of 3.75, which is quite different from those obtained through optimization. The
reason why α computed on the basis of the dispersivity-distance relationship is
unreasonable is because mean travel distance x  and distance x  are two different
concepts and they are not interchangeable. The fundamental difference between
x and x  lies in that x  is an independent variable whereas x  is a dependent variable
that depends linearly on time. The cornerstone to calculate α based on dispersivity at
different t or x  is the nonlinear growth of σ x2 . The estimation of σ x2  can only be
achieved by conducting moment analysis on solute concentration distribution at a
certain time. It is not possible to back-calculate and obtain the growth of σ x2  with
time based on estimated dispersivity at different distances.
6.4 Summary and Conclusions
          We discussed here several issues related to the application of a fractional
advection-dispersion equation. Use of a FADE often needs justification because the
solution of a FADE is more complex than that of the traditional ADE. If the order of
FADE is not significantly smaller than 2 or no improvement in describing the
transport process is achieved through the use of a FADE, its use is questionable. We
proposed an F-test to examine whether a FADE is superior to the classical ADE. For
the Cape Cod experiment, because the variance-mean travel distance relationship
shows significant nonlinearity, the FADE of order 1.82 is necessary according to our
F-test results. Benson et al. (2000b) presented a method to estimate α and D
separately. However, we found that separate estimation of both parameters is
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problematic. One major problem lies in that it is difficult to ascertain that use of two
separately estimated parameters would actually mimic the variance pattern. To
overcome this, we presented a method to estimate both parameters simultaneously.
Theoretically, the obtained parameters from joint estimation would recover the
variance-time relationship. Finally, we pointed out that the dispersivity-time or
dispersivity-mean travel distance relationship is needed to estimate the fractional
order α. Use of dispersivity-distance relationship to estimate the fractional order is
theoretically unjustified and may result in unreasonable α values.
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CHAPTER 7
SUMMARY AND CONCLUSIONS
         Better understanding of the transport of contaminants in soil and groundwater is
important to remediation of soil and groundwater systems. Several studies have been
conducted to investigate contaminant transport in soils and aquifers. Models that were
developed for homogeneous media often fail to describe transport processes in the
field. The heterogeneity of soil systems must be taken into consideration in order to
describe accurately transport processes at field scale. In this study, we focused on
describing transport processes in layered and heterogeneous soils.
      In our study of solute transport in layered soils, we simulated transport of reactive
solutes in layered soils. Several retention mechanisms including linear and nonlinear
equilibrium, Langmuir-type retention, and nth-order and second-order kinetic
adsorption reactivity were considered. Our simulation results showed that the BTCs
are similar regardless of the layering sequence for all parameter values used in
modeling. This finding holds true for all reversible and irreversible solute retention
mechanisms considered. We also carried out miscible displacement experiments to
study the transport in layered soil columns. Tritium was used as a nonreactive solute
whereas Ca and Mg were used as reactive solutes in our laboratory column studies.
The soils used in our studies were Sharkey clay and acid-washed sand. Breakthrough
results from our laboratory studies support the finding on the basis of numerical
simulation. We successfully described experimentally measured BTCs from sand-
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Sharkey clay soil columns. With parameters obtained in separate studies, model
predictions agreed with our experimental BTCs.
        Because of heterogeneity of soils and aquifers, field measured apparent
dispersivity often grows with time elapsed after release of solutes. We attempted to
explain the time dependency of dispersivity on the basis of fractal geometry. We
proposed a fractal model that indicates a nonlinear increase of the variance of travel
distance with time or mean travel distance. Accordingly, the dispersivity should
increase with time raised to the power of D-1, where D is close to the fractal
dimension of the tortuous stream tubes and D ranges between 1 and 2. Simulated
solute concentration profiles with different D values showed that enhanced spreading
occurs for systems with D > 1.0. The proposed model was applied to three major field
studies and the results showed that the obtained D value for all three cases was
significantly greater than 1.0 indicating that fractal behavior exists for all three sites.
         In previous studies of solute transport in soils and aquifers, the apparent
dispersivity was found to be dependent on mean travel distance or distance from
source of tracer solutes. This phenomenon has been termed "scale effects." We found
the concept of scale effect ambiguous, however. The dependency of dispersivity on
distance and that on mean travel distance are two distinct concepts. We simulated
transport processes in systems with time-dependent dispersivity in terms of mean
travel distance and in those with distance-dependent dispersivty. Enhanced spreading
in BTCs occurred consistently to systems with a time-dependent dispersivity.
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         Rather than a time-dependent or distance-dependent dispersivity in the classical
advection-dispersion equation (ADE), a different governing equation, fraction-order
advection-dispersion equation (FADE), has been developed recently to describe
transport of solutes in porous media. We discussed several issues regarding the
application of FADE. We proposed a statistical analysis to justify the use of a FADE.
According to our findings, a fractional order of 1.82 is necessary to describe the
bromide plumes at the Cape Cod site. We also presented a method to estimate the
fractional order and dispersion coefficient simultaneously. The jointly estimated
parameters should fully recover the variance pattern. Meanwhile, we pointed out that
the apparent dispersivity-time or dispersivity-mean travel distance relationship must
be used in the estimation of the fractional order. Use of diseprsivity-distance
relationship may result in unreasonable fractional order values.
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