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Resumen
En el campo de la Ingenierı´a de Protocolos es fundamental el papel que han tomado
los organismos normalizadores de Servicios y Sistemas de Comunicaciones, como ISO e
ITU. En este entorno, las Te´cnicas de Descripcio´n Formal son un mecanismo clave para
el disen˜o y especificacio´n de dichos protocolos.
Esta actividad ha surgido, en gran parte, debida a las necesidades de interconectividad,
que esta´ alcanzando niveles difı´cilmente imaginables hace pocos an˜os: se pretende que sis-
temas heteroge´neos y completamente diferentes cooperen y trabajen de forma distribuida
o, simplemente, que intercambien volu´menes de informacio´n cada vez mayores.
El surgimiento de normas supone un cambio en la mentalidad tanto en el desarrollo
como en la produccio´n para los fabricantes de sistemas de comunicaciones.
Surgen normas y recomendaciones a partir de iniciativas pu´blicas orientadas a propor-
cionar normas en los servicios y protocolos de comunicaciones; normas que los fabricantes
deben cumplir y organismos independientes deben certificar u homologar.
Existen dos campos de actuacio´n bien diferentes: por un lado, las normas deben ser
precisas y no contener ambigu¨edades. Por otro, es necesario comprobar que el producto
se atiene a la norma. Este proceso se realiza en base a unas pruebas denominadas de
Conformidad.
En el primer campo es el causante directo del desarrollo de las FDTs. El segundo, ha
provocado que ISO normalice un entorno especı´fico y una metodologı´a para el desarrollo
y ejecucio´n de Pruebas de Conformidad: la norma ISO-9646.
LOTOS es una de las FDTs normalizadas por ISO. Con una base fuertemente ma-
tema´tica basada en ´Algebras de Procesos, se ha utilizado para especificar sistemas de
comunicaciones durante los u´ltimos an˜os.
En este entorno tiene lugar el desarrollo de la presente tesis. Como objetivos funda-
mentales se ha trabajado en:
 conceptualizacio´n y subsiguiente formalizacio´n del proceso de ejecucio´n de Pruebas
de Conformidad y elementos integrantes en las arquitecturas de pruebas.
 definicio´n y formalizacio´n de los componentes de las pruebas.
 definicio´n de una me´trica de cobertura que aproveche la existencia de especifica-
ciones formales como elemento de referencia para la generacio´n de las pruebas de
conformidad.
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Los estudios desarrollados han dado como fruto las siguientes contribuciones:
 Formalizacio´n del concepto de Punto de Control y Observacio´n, definido en ISO-
9646, punto de importancia capital en el acceso al producto bajo pruebas.
 Desarrollo de una me´trica de cobertura adecuada la la FDT LOTOS. Debido a la
particular sema´ntica de composicio´n de procesos y al general concepto de sincroni-
zacio´n de dicho lenguaje, las adaptaciones de me´tricas convencionales de Ingenierı´a
Software no son suficientes.
 Formalizacio´n del concepto de prueba correcta como aglutinador de todos los
elementos formalizados que deben integrarse en una prueba.
 Formalizacio´n del proceso de ejecucio´n de pruebas sobre productos reales, con la
consiguiente interpretacio´n de resultados bajo la o´ptica de asignacio´n de veredictos,
definido por ISO-9646.
El capı´tulo 1 presenta en profundidad los objetivos de la tesis enmarcados en el entorno
de trabajo. El capı´tulo 2 presenta una perspectiva de campo e introduce las bases de la
investigacio´n.
En el capı´tulo 3 se estudian en detalle los PCOs, formaliza´ndolos y proporcionando
una taxonomı´a de los modelos ma´s interesantes.
En el capı´tulo 4 se hace una ana´lisis de las me´tricas de cobertura convencionales
adaptadas al lenguaje LOTOS como introduccio´n a la propuesta Me´trica de Combinacio´n
de Eventos. Posteriormente, en el capı´tulo 5 se presenta una posible implementacio´n de
un algoritmo que implemente el ca´lculo de dichas medidas.
El capı´tulo 6 presenta la formalizacio´n del proceso de ejecucio´n de pruebas y lo que
entendemos por prueba correcta. Aquı´ se definen todos los componentes que debe incluir
una Prueba de Conformidad, especificados formalmente en LOTOS.
El capı´tulo 7 presenta las conclusiones de este trabajo, ası´ como las vı´as de investiga-
cio´n futura. Adema´s, se ofrece un breve panorama de trabajos que validan las presentes
contribuciones.
El ape´ndice A es un glosario de te´rminos usados en la presente tesis. El ape´ndice B
contiene la especificacio´n formal de los tipos de datos usados en la formalizacio´n de los
PCOs. El ape´ndice C contiene dos ejemplos de aplicacio´n de la me´trica de cobertura.
Abstract
In the Protocol Engineering field the rol of standardization organizations of Communi-
cating Services and Systems, such as ISO or ITU, is fundamental. In this context, Formal
Description Techniques are a key tool in the design and specification of such protocols.
This activity has arisen, mainly, due to the interconnectivity needs, that are reaching
levels which were unimaginable a few years ago: it is intended that heterogeneous, and
completely different systems will cooperate and interconnect in a distributed way or,
simply, will interchange greater and greater amounts of data.
Standards imply a change in the way of thinking both in the development and in the
production for manufacturers of communicating systems.
Standards and recommendations originate from public initiatives, oriented towards
providing standards of services and protocols; standards that have to be accomplished by
manufacturers and that should be certified or homologated by independent laboratories.
There exist two very different aspects: firstly, norms should be precise and not contain
ambiguities. Secondly, it is necessary to check that the product fulfills the norm. This
process is performed by executing tests called Conformance Tests.
The first field is the direct originator of the development of FDTs. The second one has
induced ISO to standardize a specific framework and a methodology for the development
and execution of Conformance Testing: ISO-9646.
LOTOS is one of the FDTs standardized by ISO. Having a strong mathematical support
based on Process Algebras, it has been used to specify communicating systems for several
years.
In this framework the current PhD Thesis has been developed. As main objectives,
we have worked on:
 Conceptualization and subsequent formalization of the Conformance Test Execution
process and the elements belonging to the test architectures.
 Definition and Formalization of the test elements.
 Definition of a coverage metric that takes advantage of the existence of formal
specifications as a reference element to generate conformance tests.
The studies carried out have produced the following results:
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 Formalization of the Points of Control and Observation concept, defined in ISO-964.
They are the key to access the product under test.
 Development of a coverage metric suited to the LOTOS FDT. Due to the particular
semantic of process composing and the rendez-vous synchronization concept of the
language, adapting conventional Software Engineering metrics are not sufficient for
measuring how much specification has been covered.
 Formalization of the concept of correct test as collector of all formalized elements
to be integrated in the test.
 Formalization of the test execution process on real products, with the subsequent
interpretation of result under the optic of verdict assignment, defined by ISO-9646.
Chapter 1 presents in depth the objectives of the Thesis. Chapter 2 shows a field study
and introduces the research basis.
In chapter 3 pcos are studied in detail, formalizing them and providing a taxonomy of
the most interesting models.
In chapter 4 an analysis of conventional coverage metrics adapted to the LOTOS
language is carried out as an introduction to the proposed Event Composition Metric.
Subsequently, in chapter 5 an implementation of the algorithm to calculate such a measure
is described.
Chapter 6 formalize the test execution process and what is known as a correct test.
Here, components belonging to a conformance test are defined and formally specified in
LOTOS.
Chapter 7 presents the conclusions of this work, as well as future researching fields. in
addition, a brief overview of papers that validate the current contributions are described.
Appendix A is a glossary of terms used in the thesis. Appendix B contains the data
types used in the PCOs formalization. Appendix C contains two examples of application
of the proposed metric.
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Hoy en dı´a, la interconectividad de sistemas esta´ alcanzando cotas difı´cilmente ima-
ginables hace pocos an˜os. Cada vez ma´s, la necesidad de comunicarse ma´s ra´pido, ma´s
fiablemente, ma´s co´modamente y con mayor volumen de datos acapara grandes inversio-
nes en nuevas tecnologı´as y adaptacio´n de infraestructuras que van quedando obsoletas.
Por otro lado, el usuario final, ma´s cerca del ciudadano normal, heterogeiniza las necesida-
des de comunicacio´n. Esto deriva en que los fabricantes se ven obligados a diversificar la
oferta en sus productos y servicios, ası´ como a interconectarse con ma´quinas heteroge´neas
y diferentes, muchas veces fabricadas por otros.
Este u´ltimo hecho hizo surgir los organismos de normalizacio´n, en un intento de ase-
gurar una calidad e interconectividad al usuario final. Pero tampoco se podı´a olvidar
la libertad de competencia del fabricante en cuanto a proporcionar una oferta variada y
diversificada.
El surgimiento de normas ha supuesto un punto de inflexio´n en los me´todos de trabajo
y produccio´n en los fabricantes de sistemas de comunicaciones. El fabricante pierde algo
de creatividad en cuanto a las funcionalidades de sus productos a cambio de una mejora en
la capacidades de interoperatibilidad de sus productos con otros. Para ello, es necesario
que el fabricante siga la norma al pie de la letra.
En cierto modo, se pretenden conseguir dos objetivos fundamentales: que los produc-
tos sean compatibles para beneficio del usuario y que, a su vez, los fabricantes dispongan
de cierta libertad para proporcionar servicios de valor an˜adido sobre lo que propone la
norma.
Ya en 1970, en “un entorno experimental, acade´mico y con patrocinio militar”, la
experiencia ARPA [AR86] demostro´ la potencia de una normalizacio´n de interfaces. Los
primeros pasos de normalizacio´n fueron iniciativas privadas de fabricantes, en concreto
IBM con su SNA y DEC con DECNET. No eran normas fijas, sino que las arquitecturas
e interfaces fueron evolucionando segu´n los avances de la te´cnica.
En este periodo surgen normas y recomendaciones a trave´s de CCITT (hoy ITU), que
2 Contribucio´n a la Formalizacio´n de la Fase de Pruebas
ya no constituı´an iniciativas privadas sino que era un esfuerzo conjunto de los principales
PTTs del mundo. Finalmente, ISO desarrollo´ su modelo arquitecto´nico de intercone-
xio´n de sistemas abiertos [ISO84], en la que trata de especificar una arquitectura para
interconexio´n de sistemas heteroge´neos.
Actualmente existen muchas normas de protocolos y servicios que los fabricantes de-
ben cumplir. Sin embargo, el significado de la palabra “cumplir” puede nos ser el mismo
para todo el mundo. De ahı´ surge la necesidad de definir cua´ndo un producto se atiene a
una norma. El usuario va a exigir una certificacio´n u homologacio´n por la capacidad que
tenga para funcionar con lo que ya tiene, es decir, va a estar interesado, como vimos ma´s
arriba, en la interoperabilidad.
Hemos visto que es fundamental disponer de normas internacionalmente aceptadas
de los protocolos. Se desea que estas especificaciones sean precisas y no contengan am-
bigu¨edades. Adema´s, deben contemplar una serie de facilidades opcionales para respetar
la libertad de los fabricantes, de forma que puedan ofertar productos diferentes de los de la
competencia. A posteriori es necesario comprobar que el producto se atiene a una norma.
Este proceso, denominado homologacio´n o certificacio´n, se realiza en base a una serie de
pruebas denominadas de conformidad [Lin88].
El objetivo final es asegurar la interoperabilidad de productos diferentes que conforman
con una norma. Sin embargo, las pruebas de conformidad no garantizan la interoperabili-
dad. Esta´ demostrado [Dil91] que los productos homologados tienen una alta probabilidad
de interoperar con otros, y que esta probabilidad es menor para productos no conformes a
la misma norma1.
1.2 - Pruebas de Conformidad
Probar es el proceso de ejercitar un sistema con la intencio´n de encontrar errores,
por medio de la experimentacio´n del mismo. Esta experimentacio´n se lleva a cabo en
un entorno especial con el fin de simular el funcionamiento normal y excepcional del
sistema. Aunque es evidente que para sistemas de complejidad realista no se puede ser
exhaustivo en el proceso de pruebas, si es cierto que se incrementa la confianza en el buen
funcionamiento del producto. Puesto que el proceso de pruebas so´lo es capaz de mostrar
la presencia de errores, pero nunca su ausencia, no es posible demostrar la correccio´n de
una implementacio´n.
Las Pruebas de Conformidad son una rama de la Ingenierı´a de Pruebas donde una
implementacio´n es probada respecto de su especificacio´n. Especı´ficamente, en ISO-9646
se define que el objetivo de las Pruebas de Conformidad es: “establecer cuando una
implementacio´n conforma a la especificacio´n de la norma pertinente". En dicha norma
se establece una estructura de los conjuntos de pruebas y unos me´todos abstractos de
pruebas, todo ello englobado en una metodologı´a abstracta de pruebas.
1Evidentemente, ni siquiera se intenta que interoperen productos que no han sido fabricados para ello.
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1.3 - Entorno de la Tesis
Esta Tesis esta enmarcada en el campo de la Ingenierı´a Software dedicado a asegurar
la Conformidad de un producto respecto de una norma. En particular, restringiremos el
campo a la Ingenierı´a de Protocolos.
Por otro lado, la creciente aplicacio´n de Te´cnicas de Descripcio´n Formal (FDTs) en
la especificacio´n de protocolos de comunicaciones hacen de estas Te´cnicas un campo
abonado y muy atractivo para el desarrollo de metodologı´as y herramientas orientadas a
garantizar la conformidad de un producto respecto de su norma.
En efecto, gracias a las FDTs obtenemos normas no ambiguas, concisas y precisas
que eliminan problemas de incoherencia, imprecisio´n, etc. de las normas escritas en
lenguaje natural, como ingle´s o espan˜ol. Al igual que los matema´ticos desarrollan sus
lenguajes simbo´licos para unificar la nomenclatura y la interpretacio´n de sus fo´rmulas y
teoremas [Fra87] se han desarrollado estos Lenguajes de Especificacio´n y Descripcio´n
Formal que evitan dichos problemas.
Existen diversos lenguajes, como veremos en el siguiente capı´tulo, pero esta Tesis
utilizara´ uno como herramienta y como punto de mira de sus objetivos; este lenguaje sera´
LOTOS [ISO89b].
Por otro lado, y dado el creciente intere´s y volumen de negocio que esta´ generando este
campo, ISO ha normalizado un entorno especı´fico y una metodologı´a para el desarrollo y
ejecucio´n de pruebas de conformidad [ISO91a]. Estas Pruebas de Conformidad, como su
nombre indica, son pruebas desarrolladas para ser pasadas por un sistema visto como caja
negra orientadas a asegurar la Conformidad de dicho producto respecto de una norma. La
idea ba´sica es disponer para cada norma de una baterı´a de pruebas completa y exhaustiva,
disponibles pu´blicamente para fabricantes y usuarios, de forma que cualquiera pudiera
disponer de ellas. Evidentemente, habra´n de existir unos Centro de Homologacio´n y/o
Certificacio´n especı´ficos, que aseguren a terceros la conformidad de un producto.
La Norma ISO-9646 sera´ para esta Tesis punto de apoyo y referencia en todo su
desarrollo.
Posteriormente, ISO lanzo´ un nuevo proyecto para formalizar los conceptos definidos
en ISO-9646, norma que esta´ en desarrollo y en la que participa activamente el autor
de esta Tesis, dando como fruto parte del capı´tulo 3. Esta norma, denominada “Formal
Methods in Conformance Testing”, esta´ actualmente en la fase DIS2 en ISO [N6294].
1.4 - Objetivos de la Tesis
Los objetivos de esta Tesis esta´n orientados a mejorar el nivel de formalizacio´n y
conceptualizacio´n de la ejecucio´n de Pruebas de Conformidad. Tres son los principales
campos de actuacio´n:
2Draft International Standard
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1. Formalizacio´n y Taxonomı´a del concepto de Punto de Control y Observacio´n. En
ISO-9646, se define, pero no se formaliza, este concepto de importancia capital en
la ejecucio´n de las Pruebas de Conformidad. Desafortunadamente, este es uno de
los puntos ma´s de´biles de dicha norma, pues es un concepto ciertamente abierto y
del cual dependen crı´ticamente los resultados de la certificacio´n y homologacio´n de
un producto.
2. Desarrollo de una medida de cobertura adecuada a la FDT LOTOS. Hoy en dı´a no
existe una definicio´n de cobertura que capture la sema´ntica de una especificacio´n
LOTOS que adema´s sea capaz de tratar con comportamientos dina´micamente infi-
nitos. En esta Tesis se ha desarrollado dicha medida, que por un lado proporciona
un me´todo eficaz de comparacio´n de baterı´as de pruebas (cobertura a priori) y que
por otro lado nos permite conocer el grado de ejercitamiento de la especificacio´n a
la hora de ejecutar pruebas sobre un producto (cobertura a posteriori).
3. Formalizacio´n de los elementos, arquitectura y conceptos participantes en la ejecu-
cio´n de pruebas sobre productos reales. Si bien ISO-9646 propone una metodologı´a
y entorno para desarrollo de pruebas, la fase de ejecucio´n sigue siendo un trabajo
claramente manual pero, sobre todo, especı´fico de cada sistema de comunicaciones.
En esta Tesis pretendemos formalizar la ejecucio´n de las pruebas, proporcionando
un marco teo´rico y conceptual para la ejecucio´n de pruebas, entorno de ejecucio´n e
interpretacio´n de resultados.
1.5 - Estructura de la Memoria
En el capı´tulo 2 se presenta un breve resumen del Estado del Arte actual referente
a Pruebas de Conformidad, Desarrollo y Ejecucio´n de Baterı´as de Pruebas. Tambie´n se
establecen las bases formales que sera´n utilizadas en el resto de la memoria.
En el capı´tulo 3 se presenta el trabajo relativo a la formalizacio´n de los PCOs. Se
hara´ un estudio exhaustivo de las propiedades relevantes de los mismos, especificando
su comportamiento en LOTOS. Adema´s, bajo este prisma, se estudiara´n los modelos de
PCOs ma´s interesantes en la pra´ctica.
En el capı´tulo 4 se hace un estudio de las medidas de cobertura ma´s cla´sicas como
introduccio´n y justificacio´n de la medida propuesta. En este capı´tulo se desarrolla la
me´trica de Composicio´n de Eventos y se definen las caracterı´sticas exigibles a una prueba
para poder asignarla una medida de cobertura. Asimismo, se introducen los conceptos
de medida a priori como potencia de una baterı´a de pruebas y a posteriori o medida de
ejecucio´n.
En el capı´tulo 5 se presenta una posible implementacio´n para calcular la medida de
Composicio´n de Eventos.
En el capı´tulo 6 se estudia y define formalmente el proceso de ejecucio´n de pruebas
sobre un producto. Adema´s, se presenta una arquitectura virtual que comprende los ele-
mentos necesarios para dicho proceso, sin implicar una implantacio´n concreta. En este
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capı´tulo se define lo que se entiende por una prueba correcta, es decir, que´ propiedades
ha de exigirse a una prueba orientada a asignar un veredicto segu´n define ISO-9646.
En el capı´tulo 7, se presentan las conclusiones del presente trabajo, ası´ como las lı´neas
de investigacio´n futura que pudieren surgir en el futuro.
En el ape´ndice A se presenta una lista de te´rminos usados en la presente memoria,
junto a una breve descripcio´n de su significado.
En el ape´ndice B se especifican en LOTOS los tipos ba´sicos que sera´n utilizados en la
formalizacio´n de los PCOs.
En el ape´ndice C se desarrollan dos ejemplos pra´cticos de la aplicacio´n de la medida
de cobertura propuesta. El primero es la Criba de Erato´stenes para la determinacio´n de los
nu´meros primos. El objetivo principal es mostrar la potencia de la medida propuesta frente
a otras aproximaciones ma´s cla´sicas. El segundo es un ejemplo ma´s realista, el protocolo
de comunicaciones Abracadabra. Este ejemplo se ha introducido por dos razones: en
primer lugar, usar un caso de complejidad real, cuyos resultados sean de aplicabilidad
inmediata. En segundo lugar, un problema que suele invalidar modelos aparentemente
solidos es la escalabilidad de la aplicacio´n de las soluciones y metodologı´as propuestas.
En efecto, es desesperanzador observar como soluciones aprobadas como va´lidas no son
aplicables nada ma´s que a problemas de juguete y los pequen˜os ejemplos usados en su
demostracio´n. Se querı´a demostrar que el prototipo de entorno generado en esta tesis serı´a
capaz de manejar especificaciones de un taman˜o normal.




En este capı´tulo, se presentan las bases sobre las que se fundamenta y justifica la
presente Tesis. En particular, se describe la Metodologı´a propuesta por OSI para Pruebas
de Conformidad, haciendo hincapie´ en aquellos aspectos ma´s relevantes en cuanto a la
Ejecucio´n de las Pruebas, puesto que es el aspecto que ma´s interesa.
Por otro lado, se describen las FTDs en general, haciendo un breve resumen de ellas
y extendie´ndose profusamente en el lenguaje LOTOS. Esto es ası´ porque es fundamental
entender la sema´ntica de dicho lenguaje y porque se presenta de forma natural la notacio´n
y elementos matema´ticos que se usara´n a lo largo de la memoria.
2.2 - Entorno y Metodologı´a de Pruebas en OSI
Ya se ha visto (ver seccio´n 1.2) cua´l es el objetivo de las Pruebas de Conformidad. En
esta seccio´n se describe el tratamiento que se da en la ISO-9646. Esta Norma se divide
5 partes, cada una de ellas tratando de un aspecto del proceso de conformidad mediante
pruebas:
1. La parte 1 [ISO91b] es una introduccio´n donde se definen los conceptos ma´s gene-
rales.
2. La parte 2 [ISO91c] describe el proceso de especificacio´n de conjuntos de pruebas
y su estructuracio´n.
3. La parte 3 [ISO91d] define la notacio´n TTCN para definicio´n de conjuntos de
pruebas.
4. La parte 4 [ISO91e] trata de la ejecucio´n de pruebas sobre el producto y la interpre-
tacio´n de los resultados.
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5. La parte 5 [ISO91f] describe los requisitos de los centros de pruebas y sus clientes
durante el proceso de garantı´a de la conformidad.
El proceso de garantizar la conformidad de una implementacio´n respecto de su espe-
cificacio´n propuesto por ISO se resumen en la figura 2.1.
Especificacion
 del protocolo












  Bajo Pruebas
Figura 2.1: Proceso de certificacio´n de Conformidad
La primera fase es generar una baterı´a de pruebas (Test Suite) para un protocolo (OSI)
en particular. Esta fase se la conoce como Generacio´n o Derivacio´n de Pruebas. Esta
baterı´a es abstracta en el sentido de que es completamente independiente de la implemen-
tacio´n1. La segunda fase consiste en la realizacio´n de los medios de ejecucio´n de pruebas.
Esta fase se llama Implementacio´n de las Pruebas. Los Casos de Prueba Abstractos son
transformados en Pruebas Ejecutables, que sera´n particulares para un sistema de pruebas
1En principio, solo existira´ un Test Suite por protocolo
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en particular. La u´ltima fase es la Ejecucio´n de Pruebas. Los Casos de Prueba Imple-
mentados son ejecutados sobre la IUT para la que fueron desarrollados. El resultado es
un veredicto sobre la Conformidad de la IUT respecto de la Especificacio´n del protocolo
del cual se desarrollaron las pruebas. Este resultado es documentado en un Informe de
Pruebas de Conformidad del Protocolo.
Estas Baterı´as de Pruebas se descomponen jera´rquicamente en subconjuntos inferiores.







Figura 2.2: Descomposicio´n Jera´rquica de los Conjuntos de Pruebas
En esta estructuracio´n, un elemento importante son los Casos de Prueba. Cada uno
de ellos tendra´ un objetivo claro y bien definido. Estos objetivos, llamados Propo´sitos
de Prueba, son los que, en definitiva, nos determinan si la IUT conforma respecto de la
norma.
Los Grupos de Prueba proporcionan un agrupamiento lo´gico de los Casos de Prueba,
y se dividen en Subgrupos de Prueba. A su vez, los Casos de Prueba se componen de una
secuencia de Pasos de Prueba, que cubrira´n un propo´sito especı´fico del Caso de Prueba.
Adema´s, es posible que un Caso de Prueba incluya otros pasos de prueba orientados a
situar a la IUT en el estado requerido para comenzar el cuerpo de la prueba (prea´mbulo)
y para situar a la IUT en un estado estable tras la ejecucio´n de la prueba (posta´mbulo).
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2.2.1 - Ejecucio´n de las Pruebas de Conformidad
Las normas de OSI para protocolos de comunicaciones definen el comportamiento
permitido de una entidad de protocolo en los puntos de acceso al mismo, en te´rminos
de las Unidades de Datos del Procotolo (PDUs) y de las Primitivas de Acceso al Ser-
vicio (ASPs). En el entorno de pruebas, estos puntos sera´n los Puntos de Acceso a la
Implementacio´n (IAPs).
En la ejecucio´n de las pruebas sobre la IUT, dos aspectos se destacan por su influencia
en los resultados a obtener y en la operatividad de la ejecucio´n: el Me´todo de Prueba y
los Puntos de Control y Observacio´n (PCOs).
Si la ejecucio´n de las pruebas se realizara´ directamente sobre estos IAPs, entonces
coincidirı´an plenamente con los PCOs. Este se considera el caso ideal2 porque normal-
mente la Especificacio´n del Protocolo hace referencia a los IAPs (nunca a los PCOs),
por lo que las Pruebas derivadas para el sistema se referira´ a los IAPs. Por otro lado,
veremos que la no coincidencia entre PCOs e IAPs modificara´ el comportamiento de las
interacciones, alejando la sema´ntica de las sincronizaciones esperada por las pruebas de
la que realmente nos presenta nuestro SUT.
El Me´todo de Prueba define un modelo para la accesibilidad de la IUT en te´rminos
de PCOs y su lugar dentro del modelo de referencia OSI [ISO84]. Se distinguen varios
aspectos que modifican y caracterizan los Me´todos de Prueba [Tre92]:
 Existencia de PCOs: si IAP no son accesibles, no existira´n PCOs para ellos.
 Si existen otros niveles entre los PCOs y los IAPs.
 El posicionamiento de los PCOs en el mismo sistema que el IUT.
 El funcionamiento interno del probador en terminos de la distribucio´n de funciona-
lidad de pruebas sobre los Probadores Inferior y Superior, ası´ como las reglas que
definen su coordinacio´n: los Procedimientos de Coordinacio´n de Pruebas.
Modificando estos aspectos se obtienen diferentes Me´todos de Prueba. Algunos han
sido identificados y normalizados en ISO9646, para usarlos en los Entornos de Pruebas
Abstractas. La caracterı´stica comu´n de estos me´todos es que los IAPs inferiores de la
IUT esta´n siempre accesibles mediante el servicio de nivel inferior; los IAPs superiores
pueden no ser accesibles para propo´sitos de pruebas.
Los Me´todos normalizados son: Me´todo Local (LS-method), Me´todo Distribuido
(DS-method), Me´todo Coordinado (CS-method) y el Me´todo Remoto (RS-method), que
se presentan esquema´ticamente en la figura 2.3.
2En la Norma 9646 se considera el Me´todo de Referencia.
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Figura 2.3: Me´todos normalizados para ejecucio´n de Pruebas
2.3 - Te´cnicas de Descripcio´n Formal
La creciente complejidad de los protocolos y sistemas han provocado la necesidad de
especificaciones bien definidas, completas, no ambiguas y precisas, de donde surgieron
las Te´cnicas de Descripcio´n Formal (FDTs). Mediante el uso de estas te´cnicas, el compor-
tamiento de los protocolos es formalmente descrito con lenguajes de sintaxis y sema´ntica
formales, en vez de utilizar lenguaje natural como el Espan˜ol o el Ingle´s. Esto evita los
tı´picos problemas de malentendidos, diferentes interpretaciones del mismo texto, etc.
Las FDTs se basan en modelos matema´ticos bien definidos, lo cual proporciona espe-
cificaciones precisas y no ambiguas, haciendo posible el ana´lisis matema´tico del compor-
tamiento de los protocolos. Actualmente, existen tres FDTs normalizadas, SDL [CCI88],
estelle [ISO89a] y LOTOS [ISO89b]. Las dos primeras se basan en ma´quinas de estados
finitos extendidos, la u´ltima se basa en teorı´a de a´lgebras de procesos.
Existen algunas otras te´cnicas formales en desarrollo, como el lenguaje Z [Spi89,
NC88], de reciente desarrollo e incipientes aplicaciones. Debido a un fuerte formalismo
matema´tico, se espera un fuerte impacto en su aplicacio´n para validacio´n y verificacio´n,
aunque todavı´a se encuentra en fase de estudio.
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2.3.1 - El lenguaje SDL
SDL (Specification and Design Language) fu disen˜ado y normalizado por el CCITT
para especificar y describir sistemas de telecomunicaciones [BHS91, BH89]. Aunque en
sus comienzos fue utilizado para especificar programas de control, su uso se ha expandido
en los u´ltimos an˜os, utiliza´ndose para muchas aplicaciones. Es, con diferencia, el lenguaje
ma´s usado en la industria actualmente.
En SDL el comportamiento de un sistema se describe como el resultado de combinar
los comportamientos de varios procesos. Esto procesos son ma´quinas de estados finitos
extendidas, con modelo de comunicacio´n mediante canales de sen˜ales. El proceso evo-
luciona a trave´s de una serie de estados como consecuencia de la respuesta a las sen˜ales
provenientes del exterior o como reaccio´n a ciertas temporizaciones internas. Adema´s,
estos cambios de estado pueden acompan˜arse de unas sen˜ales de salidas, que comunicara´n
con otros procesos.
Se distingue entre descripciones (o definiciones) o instanciaciones. Una descrip-
cio´n caracteriza sinta´ctica y sema´nticamente una clase de objetos SDL (sistema, bloque,
proceso, tipo de datos). Una instancia es una activacio´n dina´mica de una clase. Las espe-
cificaciones SDL no son “ejecutables” en una ma´quina real, sino que tiempo de ejecucio´n
se refiere a un inte´rprete abstracto con tiempo simulado. No obstante, existe herramien-
tas que proporcionan modelos de ejecucio´n ma´s o menos particulares con caracterı´sticas
propias.
2.3.2 - El lenguaje ESTELLE
ESTELLE [BD87, LJ87] es una FDT basada en Modelos de Transicio´n de Estados
Extendidos, es decir, el modelo matema´tico subyacente es un auto´mata no determinı´stico
extendido con tipos de datos tomados del lenguaje de programacio´n Pascal [Wir71].
Ma´s precisamente, ESTELLE puede ser visto como una extensio´n al Pascal de
ISO [ISO83], que modela un sistema como una jerarquı´a estructurada de auto´matas, los
cuales pueden ejecutar en paralelo y comunicarse mediante el intercambio de mensajes o
la comparticio´n (restringida) de algunas variables.
Esta FDT permite separar la descripcio´n de los interfaces de comunicacio´n de los com-
ponentes del sistema de la descripcio´n del comportamiento interno de cada componente.
Como en Pascal, los objetos manipulados esta´n fuertemente tipados, permitiendo
detectar esta´ticamente inconsistencias en la especificacio´n.
2.3.3 - El lenguaje LOTOS
LOTOS (Language Of Temporal Ordering Specification - Lenguaje de Especificacio´n
de Ordenacio´n Temporal) es una de las dos te´cnicas de descripcio´n formal desarrolla-
da por ISO para la especificacio´n de sistemas distribuidos abiertos, aunque es aplica-
ble a sistemas distribuidos y/o concurrentes en general. Fue desarrollado por el grupo
ISO/TC97/SC21/WG11 entre los an˜os 1981 y 1986. La idea ba´sica a partir de la cual
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surgio´ LOTOS es la descripcio´n de un sistema mediante la definicio´n de las relaciones
temporales que constituyen el comportamiento observable de dicho sistema. La base ma-
tema´tica de LOTOS es el a´lgebra de procesos CCS (Calculus Communicating Systems) y
elementos del CSP (Communication Sequential Processes) en cuanto al comportamiento.
Este es independiente de la representacio´n de tipos de datos escogida y, en particular,
se eligio´ ACT ONE como la base para los Tipos de Datos Abstractos (ADT), cuyo fun-
damento matema´tico son las clases de equivalencias. No obstante, se hicieron ciertas
modificaciones, tanto sinta´cticas como sema´nticas a dicho ADT [MH85][Mn88a, Mn88b]
Dado que esta tesis utiliza LOTOS en una doble vertiente de objetivo y vehı´culo de
expresio´n, se va a profundizar ma´s en su estudio.
Sistema de Transicio´n Etiquetado
El modelo formal usado por LOTOS para describir un comportamiento es el de un
sistema de transicio´n etiquetado. Formalmente, un sistema de transicio´n etiquetado o LTS
(Labelled Transition System) es definido como una tupla < S;L; T; s0 >, donde
- S en un conjunto (contable) no vacı´o de estados;
- L es un conjunto (contable) de acciones observables, tambie´n llamado conjunto de
etiquetas o alfabeto de acciones;




! S  S y a 2 A [ fgg donde  representa la accio´n interna; no
siendo e´sta una transicio´n observable.
- s0 2 S, considerado el estado inicial, es un elemento de S.




i+1 con si; si+1 2 S.
En esta memoria, se usara´ la siguiente notacio´n:
L es el alfabeto de acciones observables; a, b,: : : , se usara´n para sus elementos.
L
 es el conjunto de cadenas sobre L. 0, 1, 2,: : : sera´n sus elementos, y " sera´ la cadena
vacı´a.
L
0 es L [ fg, es decir, el conjunto de las acciones observables extendido con la accio´n
invisible (interna)  .
Sema´ntica de las Especificaciones LOTOS La interpretacio´n formal (sema´ntica)
de una especificacio´n LOTOS no se puede inferir directamente de su representacio´n tex-
tual o sinta´ctica. La definicio´n de esta interpretacio´n formal se estructura en dos fases:
la fase de la sema´ntica esta´tica y la fase de la sema´ntica dina´mica [ISO89b], segu´n se
representa en la figura 2.4.
El resultado sera´ una especificacio´n aplanada, donde todos los tipos de datos se hayan
reunido en uno solo y todos los procesos se ven al mismo nivel de anidamiento. Adema´s,









Figura 2.4: Fases del aplanado sema´ntico de una especificacio´n LOTOS
todos los identificadores sera´n sustituidos por un identificador u´nico, por lo que queda
resuelto el problema de la sobrecarga.
Formalmente, la especificacio´n cano´nica se representara´ por una tupla:
CLS =< AS;BS >
donde:
 AS : Es una representacio´n de la especificacio´n algebraica de todos los tipos de
datos presentes en la especificacio´n.
Esta contendra´ tanto los nombres de los tipos de datos, como las operaciones defi-
nidas entre dichos tipos; adema´s incorporara´ los axiomas que definen la sema´ntica
de las operaciones.
 BS: Sera´ la especificacio´n de comportamiento. Ana´logamente contendra´ la repre-
sentacio´n de todas las definiciones de expresiones de comportamiento presentes en
la especificacio´n. Consistira´ en un conjunto de pares formados por identificado-




BS = f< p;B
p
>g
Existira´ una definicio´n del proceso inicial p0, correspondiente al comportamiento
de la especificacio´n que viene tras la palabra reservada behaviour. Este sera´ el
comportamiento por el que comenzara´ la determinacio´n del comportamiento de la
especificacio´n.
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De esta forma se habra´ obtenido una representacio´n clara y sin ambigu¨edades de todos
los elementos del lenguaje. Disponiendo de una forma unı´voca de referirnos a cada cosa,
ya que todo poseera´ un nombre u´nico.
Interpretacio´n de la especificacio´n algebraica AS Aunque nuestro estudio se cen-
tra en la parte de comportamiento de LOTOS no obstante daremos un somero repaso a los
conceptos fundamentales de la parte de datos. El uso de dicha especificacio´n algebraica
(AS) sera´ necesaria para la correcta interpretacio´n de la especificacio´n del comportamiento
(BS).
La parte correspondiente a los datos en la especificacio´n cano´nica, tras el aplanado, se
agrupara´ en una especificacio´n algebraica AS. Esta representara´ un a´lgebra multitipada
formada por un conjunto de tipos de datos (sorts) y un conjunto de operaciones asociadas
a estos. Por construccio´n estos conjuntos sera´n finitos. Dichos tipos y operaciones son to-
dos los que posteriormente podemos encontrarnos en la especificacio´n de comportamiento
BS.
En el proceso de aplanado se habra´n realizado las operaciones de parametrizacio´n,
actualizacio´n y renombramiento que puedan existir en la especificacio´n. Asimismo las
ecuaciones presentes en la especificacio´n se habra´n agrupado, de forma que habremos
obtenido un conjunto de axiomas que nos definira´n una relacio´n de congruencia entre los
distintos te´rminos ba´sicos que podamos formar con las operaciones definidas.
De esta forma diremos que dos te´rminos ba´sicos t1; t2 son congruentes si, mediante la
utilizacio´n de sistema de derivacio´n formado por los axiomas obtenidos de la especifica-
cio´n, nos es posible derivar su igualdad:
t1  t2 () Dd ` t1 = t2
Definimos la clase de congruencia asociada a un te´rmino ba´sico t como el conjunto de






Sera´ este relacio´n de congruencia la que nos permitira´ el establecimiento de la igualdad
de distintos te´rminos ba´sicos. Diremos que dos te´rminos ba´sicos son iguales si y solo si
pertenecen a una misma clase de equivalencia.
t1 = t2 () t1 2 [t]; t2 2 [t]
La igualdad es absolutamente ba´sica para la sema´ntica de la especificacio´n LOTOS,
ya que muchas de las decisiones a tomar en la parte de comportamiento se basan en la
comprobacio´n de igualdades entre te´rminos ba´sicos. De hecho es la u´nica relacio´n que
necesitaremos para nuestra sema´ntica.
En la pra´ctica lo que haremos sera´ seleccionar un te´rmino ba´sico como representante
cano´nico de cada clase de congruencia. Determinando la igualdad de dos te´rminos si
podemos derivar de ellos, mediante el sistema D
d
, un mismo representante cano´nico.
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Para finalizar daremos una serie de definiciones de conjuntos que utilizaremos poste-
riormente en la descripcio´n de la sema´ntica dina´mica de LOTOS. Definiremos el conjunto
de te´rminos DD como el conjunto de todos los te´rminos ba´sicos que existira´n en nuestra
a´lgebra. Definiremos tambie´n el conjunto DD como el cierre de Kleene del conjunto
DD, esto es el conjunto de todas las tuplas, de cualquier orden, que nos es posible formar
con los elementos de DD. Denotaremos como Q(s) al conjunto cociente de un tipo de
datos s.
Sistema de transicio´n etiquetado asociado a la especificacio´n cano´nica Pasa-
remos a establecer la relacio´n existente entre el sistema de transicio´n etiquetado y la
especificacio´n cano´nica. Veremos co´mo se obtienen los distintos componentes que for-
man un sistema de transicio´n etiquetado, y co´mo los relacionamos entre ellos. Para ello
pasaremos a detallar las relaciones que existen entre los diferentes elementos, realizando
una identificacio´n entre miembros de ambos conjuntos.
El conjunto de acciones Una transicio´n realiza la ocurrencia de una accio´n
a 2 A. En nuestro caso dicha accio´n se identificara´ bien con la accio´n interna, o bien con
una de las puertas de la especificacio´n seguida de una lista de te´rminos ba´sicos pertene-
ciente al a´lgebra de datos AS, a la que nos referiremos como lista de experimentos.
Por tanto definiremos el nuevo conjunto de acciones como el conjunto A0 :
A
0
= fg [ fgvjg 2 G [ fg; v 2 DD

g
Donde G es el conjunto de puertas que aparecen en la especificacio´n,  la puerta
asociada con la accio´n terminacio´n (exit) y  la puerta asociada a la accio´n interna.
El conjunto de estados y sus relaciones de transicio´n Dentro del esta´ndar ISO
se establecen una serie de axiomas y reglas de derivacio´n que establece un sistema de
derivacio´n (D
b
) sobre expresiones LOTOS cano´nicas. De esta manera podemos decir que
una expresio´n de comportamiento B, perteneciente al conjunto de todas las expresiones
de comportamiento BE, es capaz de realizar la transicio´n a si es posible, mediante el
sistema de derivacio´n D
b






Este mecanismo nos define, de forma implı´cita, una aplicacio´n entre el conjunto de
las expresiones de comportamiento (BE) y el conjunto de todos los estados existentes en
el sistema de transicio´n asociado (S):
S : BE ! S
Realmente no asociaremos un estado con cualquier expresio´n va´lida de comporta-
miento que podamos formar, sino que u´nicamente realizaremos dicha asociacio´n con las
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expresiones de comportamiento obtenibles mediante nuestro sistema de derivacio´n D
b
a
partir de nuestra especificacio´n (B
spec
).
Dicho conjunto sera´ el de todas la expresiones derivables de nuestra especificacio´n
(DER(B
spec
)). Formalmente este sera´ el conjunto mı´nimo que verifica:
 B 2 DER(B).
 Si B1 2 DER(B) y Db ` B1
a
! B2 para algu´n a, entonces B2 2 DER(B).
A cada elemento de este conjunto podremos asociarle un estado de nuestro sistema de
transicio´n.
Esto quiere decir que el estado representado por la expresio´n de comportamiento B1 y
el estado representado por B2 estara´n dentro de la relacio´n de transicio´n a (B1 a! B2) si





! S  SjS(B1)
a
! S(B2); Db ` B1
a
! B2g
De esta forma el sistema de derivacio´n definido en el esta´ndar ISO tiende el puente
que nos permite relacionar el mundo de las a´lgebras asociadas a las especificaciones de
datos y comportamiento (AS;BS) con el de los sistema de transicio´n etiquetados.
El estado inicial del sistema El estado inicial (s0) se definira´ por el comportamiento
asociado al proceso inicial (p0), en el cual se habra´n ejemplarizado las variables formales
por te´rminos ba´sicos, ası´ como sustituido las puertas formales por las reales.
s0 = S([t1=x1; : : : ; tn=xsn]Bp0[h1=g1; : : : ; hm=gm]); < p0; Bp0 >2 BS
Donde t1; : : : ; tn son los te´rminos ba´sicos; x1; : : : ; xn son las variables correspondien-
tes a los para´metros formales del proceso; g1; : : : ; gm las puertas formales del proceso y
h1; : : : ; hm las puertas reales del proceso.
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Capı´tulo 3
Modelado y Caracterizacio´n de los
Puntos de Control y Observacio´n
Este capı´tulo trata de establecer una caracterizacio´n formal de los Puntos de Control y
Observacio´n (PCOs), de forma que establezcamos una base para su estudio y comparacio´n.
Posteriormente se identificara´n unos modelos reales de sincronizacio´n que nos permita
establecer una taxonomı´a de los PCOs que consideramos ma´s relevantes.
Con este trabajo pretendemos proporcionar un nuevo enfoque en el estudio del grado
de capacidad de prueba de una IUT respecto de su especificacio´n de referencia.
3.1 - Introduccio´n
Como ya se ha visto en el capı´tulo 2, segu´n la norma ISO-9646, un PCO es “Un punto
dentro del entorno de pruebas donde la ocurrencia de eventos de prueba sera´ controlada
y observada, segu´n se define en un me´todo abstracto de prueba”. En la misma norma, se
dice que un PCO es caracterizado por el conjunto de Primitivas de Servicio Abstractas
(ASPs) y/o las Unidades de Datos del Protocolo (PDUs) que pueden intercambiarse en
dicho PCO.
De la primera definicio´n es claro que un PCO modela conceptualmente los lı´mites
entre un sistema y su entorno. De la segunda, se deduce que un PCO es un punto de inte-
raccio´n externo del sistema [Rei93]. Tambie´n puede ser entendido como los mecanismos
o medios por los cuales el entorno afecta a un sistema y viceversa. En definitiva, un PCO
es un concepto arquitectural en el campo de los Sistemas Abiertos.
El enfoque que se adoptara´ para formalizar los PCOs es estudiar todas las propieda-
des relevantes que modifican el comportamiento del PCO. Esta propiedades dependera´n
tanto de la Arquitectura de Pruebas escogida para la Ejecucio´n de las mismas como de la
naturaleza del IAP, como ya se vio en la seccio´n 2.2.
Con la identificacio´n y definicio´n de estas propiedades que modelan un PCO podre-
mos establecer una clasificacio´n de los mismos. Por lo tanto, su comparacio´n se podra´
establecer si podemos formalizar y expresar en el mismo formalismo dichas propiedades.
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3.2 - Caracterı´sticas de un PCO
La caracterizacio´n de los PCOs se hara´ en base a una serie de propiedades que de-
nominaremos de Alto Nivel que los puntos de interaccio´n pueden mostrar o no. Estas
propiedades esta´n relacionadas con el comportamiento de los puntos de interaccio´n. Des-
de este punto de vista, hablaremos de Fiabilidad, Modo de Interaccio´n, etc. Llamaremos
a estas propiedades Caracterı´sticas de Alto Nivel.
Por otro lado, la caracterizacio´n puede basarse en la naturaleza ma´s fı´sica de los PCOs,
en cuyo caso las propiedades relevantes sera´n Capacidad de Encolamiento, Simetrı´a, Re-
chazo, etc. Llamaremos a estas propiedades Caracterı´sticas Elementales.
Ambos enfoques son interesantes, por lo que estableceremos una funcio´n de relacio´n
entre ellos.
3.2.1 - Propiedades de Alto Nivel
En esta seccio´n enumeraremos y definiremos aquellas propiedades consideradas rele-
vantes para la formalizacio´n de los PCOs, en base a las caracterı´sticas y naturaleza de las
interacciones que tiene lugar en ellos.
Ya en [Rei93] se ha hecho un amplio estudio de la naturaleza de las interacciones desde
el punto de vista de comunicaciones entre entidades participantes. En nuestro trabajo,
haremos hincapie´ en co´mo la naturaleza de los PCOs influyen en dichas interacciones,
centrando nuestra atencio´n en el concepto arquitectural de Punto de Interaccio´n.
 Fiabilidad: Se dice que un PCO es Fiable si no crea, duplica, corrompe o pierde
interacciones.
Aunque parece que este concepto es ba´sico desde el punto de vista de ejecucio´n de
pruebas, veremos que existen Implementaciones cuyos IAPs no sera´n fiables. Esto
conducira´ a que, independientemente del Me´todo de Prueba, los PCOs resultantes
no sera´n fiables, con el consiguiente efecto negativo sobre los veredictos resultan-
tes. En el caso peor, puede ocurrir que la IUT no sea susceptible de ser conformada
respecto de la Norma.
 Modo de Interaccio´n:
Dependiendo de la temporizacio´n en que el Probador y el SUT atienden a las
interacciones que se intercambian, distinguiremos entre:
– Sı´ncrono: la oferta y aceptacio´n de la interaccio´n son simulta´neas, es decir,
no transcurre el tiempo entre ellas.
– Ası´ncrono: la oferta y aceptacio´n no son simulta´neas, es decir, tendra´n lugar
en momentos diferentes y, como es lo´gico, la aceptacio´n sera´ posterior a la
oferta o entrega.
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– Mixto: algunas interacciones son sı´ncronas y otras son ası´ncronas. Se incluye
este modo ma´s por completitud en la definicio´n que por encontrarlo en modelos
reales de PCOs.
 Estrategia: cuando existe una serie de interacciones listas para ser entregadas,
existen diferentes estrategias de entrega:
– Exclusividad: cuando una interaccio´n ocurre, las dema´s son inhibidas, en
el sentido de que ya nunca ocurrira´n (a menos, claro esta´, que vuelvan a ser
ofertadas).
– Equidad: todas las interacciones tendra´n lugar alguna vez.
– Temporizacio´n: las interacciones se acompan˜an de unos plazos de entrega o
ejecucio´n, transcurrido el cual, desaparecera´n.
– Prioridad: las interacciones pueden tener diferente prioridad de ejecucio´n.
 Cardinalidad: dependiendo del nu´mero de participantes en una interaccio´n1 , dis-
tinguiremos entre:
– Binaria: 2 participantes.
– n-aria: ma´s de dos participantes.
 Intercambio de Valores: los valores intercambiados en la interaccio´n pueden ser
impuestos por un participante o negociados entre todos. Por lo tanto, diferenciare-
mos entre:
– Paso de Valores: un participante impone un(os) valor(es) al resto.
– Negociacio´n de Valores: los valores son decididos entre todos los participan-
tes.
 Tipado: el conjunto de posibles tipos de interaccio´n puede estar restringido.
 Rango de valores: los datos intercambiados en una interaccio´n pueden tener res-
tringido su valor en un cierto rango.
 Seleccio´n: la eleccio´n de la siguiente interaccio´n puede depender de restricciones a
su tipo o a sus para´metros.
Existen una serie de relaciones entre estas propiedades, de forma que algunas imponen
una modificacio´n o incluso una restriccio´n total a otras. Por ejemplo, es claro que una
interaccio´n ası´ncrona no puede negociar valores. Asimismo, la negociacio´n de valores
impone una sincronı´a en la interaccio´n.
1En Pruebas de Conformidad, solamente participara´n dos entidades, la IUT y el Probador
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Como vemos, estas propiedades no hacen referencia directa a la naturaleza fı´sica del
PCO. Sin embargo, existe una estrecha relacio´n, puesto que va a depender de las capaci-
dades elementales del PCO el que estas propiedades existan o no. Veamos primero cua´les
son las caracterı´sticas elementales del PCO para ası´ establecer la relacio´n entre unas y
otras.
3.2.2 - Propiedades Elementales: Definicio´n y Formalizacio´n
Estas propiedades hacen referencia a la naturaleza fı´sica del PCO. Enumeraremos y
definiremos formalmente las propiedades elementales como base para expresar las Pro-
piedades Abstractas. Primero, veremos una definicio´n intuitiva de lo que entendemos de
ellas, y posteriormente daremos una expresio´n formal. Y, puesto que gran parte de la con-
tribucio´n de esta tesis esta relacionada con LOTOS, usaremos e´sta Te´cnica de Descripcio´n
Formal para nuestro propo´sito.
Se utilizara´n las siguientes definiciones en LOTOS de tipos ba´sicos, que se encuentran
en el ape´ndice B:
 Booleanos. Con la sema´ntica del ´Algebra de Boole.
 Natural. Con la sema´ntica de los nu´meros enteros y positivos, incluyendo el 0
(conjunto N).
 Interaccio´n. Son las interacciones que se pueden intercambiar en los PCOs. En
principio, la sema´ntica dependera´ de la aplicacio´n, por lo que so´lo dispondremos de
la signatura.
 Set of Inter. Conjunto de interacciones. Si existen relaciones de orden dentro del
conjunto estaremos hablando de Colas FIFO, LIFO, y otras estrategias de entrada
y salida de elementos. Tı´picamente, la estrategia usada en el almacenamiento de
interacciones es de Cola FIFO, aunque pueden existir otras.
Adema´s de estos tipos ba´sicos, generalizaremos el uso de un sort especial any, que
en LOTOS so´lo aparece en la construccio´n exit. Sin embargo, aquı´ tambie´n aparecera´ en
las acciones como aceptacio´n de valores sin especificacio´n del sort.
La especificacio´n LOTOS completa de estos tipos se encuentra en el ape´ndice B.
El entorno en el que nos movemos en la formalizacio´n se representa en la figura 3.1:
 Sincronicidad: se dice que un PCO es Sı´ncrono si todos los participantes se ven
envueltos en el mismo momento en las interacciones que tienen lugar en e´l, enten-
diendo que ninguno podra´ llevar a cabo ninguna actividad hasta que la interaccio´n
presente este terminada.
El comportamiento formal de un PCO sı´ncrono y ası´ncrono se presenta en la figu-
ra 3.2.
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IUT
PROBADOR
Figura 3.1: Los PCOs como interfaz entre Probador e IUT
process PCOsynch [interchange]:noexit := process PCOasynch [send, recv]:noexit :=
interchange; PCOsynch [interchange] send; recv; PCOasynch [send, recv]
endproc endproc
Figura 3.2: PCO sı´ncrono y ası´ncrono
 Simetrı´a: se dice que un PCO es Sime´trico si todos los participantes conectados
a e´l lo ven igual, es decir, no existe la posibilidad de hacer una distincio´n entre
ellos. Entre otras implicaciones, esto significa que todos los participantes pueden,
en principio, comenzar o aceptar una interaccio´n.
El concepto de simetrı´a se expresa en diversas facetas de un comportamiento LO-
TOS. Por un lado, existe cierta asimetrı´a cuando uno de los participantes ofrece un
valor y otro lo acepta. Por otro lado, tambie´n existe asimetrı´a cuando los partici-
pantes ven diferente al PCO. Por lo tanto, tendremos en la figura 3.3 dos formas de
ver la simetrı´a (diferentes aspectos):
 Capacidad de Almacenamiento: se dice que un PCO tiene Capacidad de Alma-
cenamiento si puede mantener varias interacciones sin perderlas. De esta forma, en
general un participante puede continuar con otras acciones. No hay espera ni bloque
de los participantes atendiendo a una interaccio´n. En la figura 3.4 se especifica este
comportamiento.
 Rechazo: se dice que un PCO tiene Capacidad de Rechazo si puede impedir a un
participante ofertar una interaccio´n.
 Pe´rdidas: Se dice que un PCO puede causar la Pe´rdida de una interaccio´n si e´sta
es aceptada en su oferta pero no hay reaccio´n subsiguiente, es decir, no se entrega
a ninguno de los destinatarios. En general, se entiende que el ofertante no recibe
informacio´n referente a esta pe´rdida.
El comportamiento de este PCO se especifica en la figura 3.5.
La principal diferencia entre Ignorar y Perder una interaccio´n es que la primera esta´
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process OneWay [recv. send] : noexit :=
recv ? Inter : ANY; send ! Inter; OneWay [recv, send]
endproc
process PcoAsimetrico [UpperIn, LowerOut] : noexit :=
OneWay [UpperIn, LowerOut]
endproc





Figura 3.3: PCO sime´trico y asime´trico
process PCO [recv, send] (InterPendientes : SET of Inter) : noexit :=
recv ? Inter: ANY;
PCO [recv, send] (Add (Inter, InterPendientes))
[]
[IsNotEmpty (InterPendientes)] ->
send ! Saca (InterPendientes);
PCO [send, recv] (Saca (InterPendientes))
endproc
Figura 3.4: PCO con Capacidad de Almacenamiento
relacionada con los participantes que reciben la interaccio´n, mientras que la segunda es
responsabilidad del PCO.
3.3 - Clasificacio´n de Modelos de PCOs Reales
En esta seccio´n vamos a estudiar, mediante la formalizacio´n propuesta, diferentes
modelos de PCOs que se dan en la realidad. La idea ba´sica es poder comparar dichos
modelos y establecer cua´les son las Propiedades Elementales de los mismos, de forma que
se puedan comparar y por lo tanto, prever cua´les sera´n los principales puntos que hagan
disminuir la capacidad del SUT de ser probado.
A la hora de escoger los PCOs a estudiar, nos centraremos en aquellos que entende-
mos de ma´s uso en el campo de la Ingenierı´a Software, especı´ficamente en Pruebas de
Conformidad y Validacio´n de Protocolos, puesto que este es el objetivo principal de la
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process PCO [recv, send] : noexit :=




recv ? Inter: ANY;
PCO [recv, send]
endproc
Figura 3.5: PCO con Pe´rdidas
Norma ISO9646.
Estos modelos sera´n los representados por las sincronizaciones en lenguajes de Espe-
cificacio´n y lenguajes de programacio´n, ambos usados para describir y realizar Protocolos.
Dentro de los lenguajes de Especificacio´n tendremos las FDTs LOTOS, Estelle y SDL. En
los lenguajes de programacio´n hemos elegido el Ada como ma´s representativo, de amplio
uso en Ingenierı´a Software Aeroespacial y en Ingenierı´a de Protocolos y porque incluye
la comunicacio´n entre tareas como elemento propio del lenguaje.
Como punto de referencia, tambie´n se han incluido dos modelos de componentes
fı´sicos que nos pueden aparecer en Sistemas Bajo Pruebas: una linea de comunicaciones
con Protocol Ethernet y una linea de conexio´n Hardware entre circuitos integrados.
La informacio´n se ha organizado en forma de tabla (figura 3.6 donde se explicitan las
Propiedades Elementales que nos presentan estos PCOs2.
Sincronı´a Simetrı´a Cola Rechazo Ignora Pe´rdidas Temporizacio´n Prioridad
LOTOS Si Si No Si No No No No
SDL No No Si No Si No Si Si
Estelle No No Si No Si No Si No
TTCN No No Si No No No Si No
Hardware Si No No No Si No Si Si
Ada Si No Si No No No Si Si
Ethernet No No Si No Si Si No No
RPC UNIX Si No x Si No Si Si No
x: puede implementarse con o sin cola
Figura 3.6: Taxonomı´a de algunos modelos de PCOs
2Las RPCs corresponden al modelo UNIX, ver [Blo92]
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3.4 - Especificacio´n de PCOs en LOTOS
3.4.1 - Anotaciones
Hemos visto que LOTOS puede ser usado para caracterizar formalmente las distintas
propiedades que presentan los PCOs. Sin embargo, es una aproximacio´n nada pra´ctica el
usar dichas especificaciones en sistemas que requieran PCOs con memoria, por ejemplo.
En definitiva, la sema´ntica de LOTOS impone un modelo de sincronizacio´n que no es,
con mucho, el ma´s general presentado por los sistemas de comunicaciones reales. En este
sentido es deseable enriquecer el lenguaje con construcciones que determinen el tipo de
sincronizacio´n adecuada a nuestro sistema.
En definitiva se busca un lenguaje que pueda modelar cualquier tipo de sincronizacio´n
de forma directa y sin construcciones indirectas. No obstante, no se busca una redefinicio´n
del lenguaje, por varios motivos: Primero, la definicio´n del lenguaje debe ser normalizada,
sin derivar dialectos distintos. Segundo, el lenguaje se esta´ redefiniendo actualmente por
ISO. Tercero, existe ya un mecanismo utilizado para ampliaciones no normalizadas del
lenguaje llamado anotaciones [MdMSA93]. Este mecanismo introduce primitivas en el
lenguaje en forma de comentarios especiales, de forma que son transparentes a las herra-
mientas LOTOS, excepto aquellas que se ven afectadas por la modificacio´n introducida
(usualmente, generadores de co´digo).
Actualmente las anotaciones se esta´n utilizando para:
 entrada/salida de datos del exterior, introduccio´n de temporizacio´n y priorida-
des [Sal93].
 modificacio´n y adaptacio´n del co´digo generado para los tipos de datos cuando la
eficiencia (tiempo y/o memoria) de los compiladores no es adecuada [Vei93].
 introduccio´n de ca´lculos estadı´sticos y tratamiento probabilı´stico [MN91].
La sintaxis de las anotaciones es muy sencilla: se introducen como comentarios a
la especificacio´n, de forma que las herramientas normalmente no las consideran. So´lo
aquellas que se ven afectadas las reconocen y las interpretan. Para diferenciarlas de los
comentarios normales, se an˜ade el cara´cter “|” al empezar y acabar el comentario. Ade-
ma´s, se adjunta una palabra clave que las identifica, mas el texto necesario si la anotacio´n
lo requiere. Como ejemplos: (*| C printf ("%s\n", kd_draw ($1) |*),
(*| delay 10 |*), : : :
3.4.2 - Anotaciones para Modelizacio´n de PCOs
Para adecuar la sema´ntica de las sincronizaciones de LOTOS a los distintos modelos
de PCOs se proponen las anotaciones descritas ma´s abajo, teniendo siempre como modelo
por defecto la sincronizacio´n LOTOS. Por lo tanto, las anotaciones esta´n orientadas a
aquellas caracterı´sticas que el lenguaje LOTOS no contempla. Estas anotaciones solo
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debera´n afectar a las puertas externas de la especificacio´n, puesto que son e´stas los puntos
de sincronizacio´n con el entorno.
Se proponen las siguientes anotaciones:
 priority
En LOTOS, cuando se ofrecen varias ofertas, se elige una de forma equitativa (es
decir, no hay distincio´n por prioridades). Esta anotacio´n caracteriza una puerta
externa con un valor entero de prioridad. Las acciones que no lleven esta anotacio´n
se les supone una prioridad 0. A la hora de elegir que accio´n se ofertara´, se elige
aquella de mayor prioridad. Entre ofertas de la misma prioridad, se elige con la
sema´ntica habitual de LOTOS.
 asynchronous
Este anotacio´n indica que la oferta es ası´ncrona, es decir, no se espera que el entorno
reaccione, por lo que el sistema puede seguir evolucionando. Otra implicacio´n es
que no puede existir negociacio´n de valores.
 in, out
Esta anotacio´n afecta al modo en que se tratan los valores ofertados en una oferta.
Ası´, in indica que la interaccio´n es de entrada y out de salida. LOTOS, por
defecto, no impone ninguna restriccio´n al sentido de los datos, toma´ndose entonces
como de entrada o salida indistintamente. Esta anotacio´n es obligatoria cuando la
oferta en que aparecen se ve afectada por una anotacio´n asyn\-ch\-ro\-nous.
 timeout
Siendo value un valor de tipo real, que dependera´ de la plataforma de ejecucio´n.
Esta anotacio´n indica que pasados value unidades de tiempo, las acciones sobre la
puerta dejara´n de ser ofertadas.
 queue
Esta anotacio´n indica que las sincronizaciones sobre la puerta afectada sera´n enco-
ladas y quedara´n a la espera de ser consumidas. Esta anotacio´n podra´ estar acompa-
n˜ada de una serie de atributos que caracterizara´n el tratamiento ante casos de colas
llenas o vacı´as, segu´n la siguiente lista:
– queue: cola ilimitada en taman˜o.
– queue #: donde # es una valor entero. En este caso la cola tiene una
capacidad ma´xima de # posiciones.
– queue full => lost: Este atributo indica que si la cola esta´ llena, las
siguientes interacciones se perdera´n.
– queue full => wait: Este atributo indica que si la cola esta´ llena, el
enviante queda a la espera, sin posibilidad de evolucionar.
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– empty => default value: Si la cola esta´ vacı´a, la interaccio´n por
defecto es value.
– empty => wait: Si la cola esta´ vacı´a, el receptor queda en espera de la
interaccio´n.
– empty => nosynch: Si la cola esta´ vacı´a, la interaccio´n no tiene lugar.
Los atributos caracterizados como full aplican sobre interacciones de salida
(out), mientras que los caracterizados como empty aplican a interacciones de
entrada (in).
3.4.3 - Lenguaje de Anotaciones para Modelizacio´n de PCOs
En esta seccio´n se propone un lenguaje para anotar una especificacio´n. De esta forma,
no es necesario modificar el propio texto LOTOS, sino que las herramientas relacionadas
con el interfaz de la especificacio´n (tı´picamente, generadores de co´digo, generadores de
pruebas, etc) pueden utilizar esta informacio´n sin modificaciones visibles para el resto de
herramientas.




_annotated_act_denot_list ::= [ _annotated_act_denot + ]
Cada anotacio´n corresponde a una de las explicadas en la seccio´n anterior. Se aso-










_experiment_offer_list ::= [ _experiment_offer + ]
rule
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_experiment_offer ::= ?‘’ _identifier_declaration_list
’:’ _sort_identifier
rule
_experiment_offer ::= !‘’ _value_expression
rule
_selection_predicate ::= ’[’ _value_expression ’=’
_value_expression ’]’
rule
_selection_predicate ::= ’[’ _value_expression ’]’
rule
_value_expression ::= [ _value_expression * ]
rule
_value_expression_list ::= [ _value_expression + ’,’ ]
rule






_annotation_list ::= [ annotation + ]























_queue_annotation ::= "QUEUE" [ _attribution_list ]
rule




_attribution ::= "FULL => lost"
rule
_attribution ::= "FULL => wait"
rule
_attribution ::= "EMPTY => default" _value_expression
rule
_attribution ::= "EMPTY => wait"
rule
_attribution ::= "EMPTY => nosynch"
3.4- Especificacio´n de PCOs en LOTOS 31
Sema´ntica Se describe a continuacio´n la sema´ntica aplicable a las reglas de produccio´n:
 Para cada action_denotation, cada anotacio´n puede aparecer una sola vez.
 in, out. Estas dos anotaciones son claramente excluyentes. Una y solo una de
ellas debe aparecer.
 La anotacio´n queue puede ir acompan˜ada de un entero que indica su capacidad
ma´xima. En ese caso, el atributo FULL debe ir acompan˜ando a queue, indicando
la polı´tica de tratamiento de colas llenas. Evidentemente, esto so´lo aplica a puertas
caracterizadas como out.
 Siempre se debe indicar la polı´tica de tratamiento de colas vacias. Por lo tanto, si
existe queue debe ir acompan˜ada del atributo empty. Esto solo aplica a puertas
que, adema´s de cola, este´n caracterizadas como in.





LOTOS es un lenguaje concebido para describir el comportamiento de sistemas con
un alto nivel de abstraccio´n, bastante lejano de detalles de realizacio´n. Por esta razo´n,
una especificacio´n LOTOS de un sistema sera´ usado como referencia por implementado-
res, centros de homologacio´n, etc. Es fundamental que dicha especificacio´n no contenga
errores y capture todos los requisitos de conformidad del sistema; en otras palabras, la es-
pecificacio´n debera´ ser sistema´ticamente validada para eliminar cualquier defecto: fallos
en el comportamiento, sobreespecificacio´n o infraespecificacio´n del sistema, etc.
La validacio´n es un proceso que se suele llevar a cabo mediante la ejecucio´n de baterı´as
de pruebas, derivadas de los requisitos del sistema y de la especificacio´n informal.
Cuando se desarrolla una baterı´a de pruebas para un sistema especı´fico, se necesita
evaluar que partes de la especificacio´n son ejercitadas o probadas. Estas medidas son,
en Ingenierı´a Software convencional, medidas de cobertura. Por otro lado, la cobertura
medira´ la potencia de una baterı´a de pruebas. Esta potencia tiene una doble vertiente. Por
un lado, como “capacidad” de discernir diferentes comportamiento dentro de una espe-
cificacio´n, consideraremos un valor de medida a priori. Por otro lado, la especificacio´n
formal sera´ usada posteriormente para servir de referencia en la ejecucio´n de pruebas
sobre productos reales. Tendremos una asignacio´n de cobertura a la ejecucio´n de cada
prueba o cobertura a posteriori.
En un mundo ideal, todos y cada uno de los posibles comportamientos y cada uno
de los posibles valores de los datos podrı´an ser probados. Sin embargo, tanto uno como
otro suelen ser infinitos, haciendo impracticable el examen de todos los casos posibles.
No obstante, se debe fijar un lı´mite deseable y alcanzable que nos determine una forma
de medir el grado de confianza otorgado a un conjunto de pruebas. Arbitrariamente, se
define dicho lı´mite como el 100% de cobertura sobre la especificacio´n. De esta forma, sin
haber pasado ninguna prueba, diremos que tenemos una cobertura del 0%. A medida que
se ejecuten pruebas sobre el sistema, la cobertura ira´ aumentando de forma mono´tona no
decreciente, hasta alcanzar dicho 100%. En todo caso, por arbitrario que sea el criterio del
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lı´mite, se debe cumplir que 0  C  100, para cualquier valor de cobertura C expresado
porcentualmente.
En definitiva, lo u´nico que se le impone a una medida de cobertura es que su creci-
miento sea mono´tono no decreciente y que no sobrepase el valor del 100% (lo que vendrı´a
a suponer que el criterio esta mal definido). Este lı´mite del 100% nos indica cuando
debemos parar de ejecutar pruebas.
Los criterios para definir la cobertura son, como hemos dicho, artificiales. No obstante,
deben reflejar alguna caracterı´stica o modelar algu´n aspecto que ayuden a interpretar los
valores obtenidos en la asignacio´n de cobertura a una Baterı´a de Pruebas o a una ejecucio´n
de una prueba simple. Por ello, se le pide que:
 sea fa´cil de definir.
 sea fa´cil de medir.
 sea fa´cil de entender.
Una consideracio´n a tener en cuenta al hablar de ejecucio´n de pruebas es si el sistema
se ve como una caja blanca o negra. En la caso de validacio´n de una especificacio´n
formal, estaremos comprobando si e´sta cumple ciertos requisitos, por lo que estaremos
interesados en pruebas transparentes o estructurales, es decir, de caja blanca.
Sin embargo, en el caso de pruebas de conformidad, existe una tercera entidad invo-
lucrada, el producto o Implementacio´n Bajo Pruebas (IUT). En cuanto a lo que se refiere
el producto, so´lo nos interesan pruebas de caja negra: no importa co´mo esta hecho, ni de
que´ se compone, sino si su comportamiento observable es el mismo que la Especificacio´n
de Referencia, que por lo dema´s, si sera´ perfectamente transparente.
En definitiva, independientemente del objetivo de nuestras pruebas, la especificacio´n
formal siempre sera´ vista como un objeto transparente. Deseamos definir una me´trica
de cobertura que sea finita y que capture los elementos esenciales de un comportamiento
descrito en lenguaje LOTOS. Basaremos esta definicio´n en el texto de la especificacio´n:
puesto que e´ste es finito, deberı´a ser fa´cil definir me´tricas finitas.
El resto del capı´tulo esta´ organizado como sigue: la seccio´n 4.2 presenta un estudio de
posibles me´tricas de cobertura que se pueden definir en base a los elementos del lenguaje.
Se estudian sus puntos fuertes y sus debilidades, para terminar presentando y justificando
nuestra propuesta.
La seccio´n 4.3 define formalmente la medida de cobertura tanto a priori como a poste-
riori en funcio´n de la parte de la especificacio´n cubierta por la prueba. En esta se incluyen
unos ejemplos que justifican el uso de nuestra me´trica.
4.2 - Cobertura de Comportamiento
A la hora de definir me´tricas posibles sobre una especificacio´n textual LOTOS, debe-
remos basarlas sobre los componentes de dicho texto [Hor94]. En LOTOS, un comporta-
miento se describe mediante:




En realidad, la diferencia entre predicados y guardas radica esencialmente en el a´m-
bito de los identificadores que pueden usarse. En ambos casos, contienen una expresio´n
booleana, que se evaluara´ a un valor true o false. En el primer caso, la accio´n asociada
podra´ ser observada por (sincronizara´ con) el entorno del proceso. En caso contrario, esa
accio´n no tendra´ lugar. Por lo tanto, en las me´tricas analizadas, sera´n considerados como
iguales.
4.2.1 - Cobertura de Puertas
Como concepto elemental del lenguaje LOTOS, y parte esencial en la sema´ntica de la
descripcio´n de un comportamiento, definimos la me´trica ma´s elemental como marcacio´n
de los nombres de las puertas de la especificacio´n.
Se define esta cobertura a priori como el nu´mero de puertas que una baterı´a de pruebas
es capaz de ejercitar (nombres de acciones que participan en las acciones contenidas en
la baterı´a). En cuanto a la cobertura a posteriori, se define como el nu´mero de puertas
ejercitadas en la ejecucio´n de una prueba.
En una especificacio´n hay un nu´mero finito de puertas, lo que nos delimita el limite
del 100%. Por otro lado, este lı´mite es fa´cil de calcular: simplemente se cuenta el nu´mero
de nombres de puertas de la especificacio´n. La nocio´n es tambie´n intuitiva: cada accio´n
observada de la especificacio´n marca las puertas que las componen. Como vemos, cumple
todos los requisitos antes enumerados.
En cuanto a la alcanzabilidad del dicho 100%, es posible que en la especificacio´n
exista texto muerto y/o nombres definidos pero no usados. Esto hara´ que la cobertura a
posteriori sea menor o igual que la a priori, defecto no deseable.
Por otro lado, el concepto de nombre de puerta es insuficiente para describir una ac-
cio´n en LOTOS: e´stas pueden ir acompan˜adas de una negociacio´n de valores que no tiene
porque ser iguales, pero que esta cobertura interpreta sin distincio´n.
Por u´ltimo, puede ser imposible satisfacer todos y cada uno de los predicados para que
las medidas a posteriori de cobertura alcancen el 100%.
4.2.2 - Cobertura de Patrones de Acciones
La homogeneidad en el tratamiento de acciones con el mismo nombre pero con diferen-
tes valores en la sincronizacio´n introducida por la me´trica de Puertas no siempre responde
a las posibles sincronizaciones de las acciones individuales. En efecto, en LOTOS cada
accio´n puede observarse acompan˜ada de una serie ordenada de valores o variables, cuyo
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tipo no viene prefijado. Hemos visto que la Cobertura de Puertas confunde acciones con-
sideradas diferentes por su asociacio´n de tipos, y que no sincronizara´n segu´n la sema´ntica
del lenguaje. Podemos hacer esa distincio´n, considerando un Patro´n de Accio´n como un
nombre de puerta y una lista ordenada de tipos.
En este caso, aplican las mismas consideraciones en cuanto a la facilidad de definicio´n
y medida, ası´ como a la intuicio´n de la definicio´n que en la Cobertura de Puertas.
Respecto a la alcanzabilidad del 100%, por un lado, como en el caso anterior, puede
existir texto muerto en la especificacio´n. Adema´s, existe la dificultad de satisfacer todos
y cada uno de los predicados1 para llegar a todos los posibles comportamientos.
4.2.3 - Cobertura de Predicados y Guardas
Las acciones afectadas por un predicado (o guarda) solo ocurren si el predicado se
satisface. En las me´tricas anteriores esto no supone ningu´n problema para cobertura a
priori. Pero en las medidas a posteriori solo se tienen en cuenta los predicados que son
verdaderos. Aunque esto es deseable, no es suficiente, puesto que el predicado ha sido
escrito con la intencio´n de que pueda fallar. Por lo tanto, tambie´n es relevante cubrir su
fallos.
El nu´mero de predicados en un texto LOTOS es finito, evalua´ndose a dos posibles
valores true; false. Por lo tanto, para un numero N
P
de predicados tendremos 2NP
posibles evaluaciones distintas, que establecen el 100% de cobertura.
Es difı´cil medir la cobertura actual o a posteriori. Si el predicado se cumple, estamos
en el caso de algunas de la coberturas ya vistas. Si falla, las acciones no son observadas,
y el sistema procedera´ con otro comportamiento distinto (o incluso se bloqueara´). Esto
implica que se necesita una herramienta de ejecucio´n simbo´lica capaz de evaluar cada
predicado en cada posible situacio´n de la ejecucio´n.
Aparte de las razones apuntadas en los casos anteriores que imposibilitan alcanzar el
100% de cobertura, en este caso puede haber predicados que nunca fallen. Esto ocurre
cuando se usan para filtrar datos ma´s que para imponer condiciones. Por ejemplo, y sin
importarnos el valor concreto que se obtengan:
choice r : route [] [r = GetRoute (origin, dest)]-> : : :
square ? x, r : float [r = sqrt (x)]; : : :
Por otro lado, es imposible satisfacer todos los predicados que pueden aparecer en una
especificacio´n. Por ejemplo:
a ? n; x; y; z : nat [(n > 2) and (zn = xn + yn)];
Detectar y eliminar estos casos del ana´lisis de cobertura de predicados puede ser muy
difı´cil, cuya consecuencia inmediata es que el 100% de cobertura es ficticio e inalcanzable.
1Se recuerda que se utiliza Predicados para referirnos tanto a Predicados como a Guardas
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4.2.4 - Cobertura de Composicio´n de Eventos
Las me´tricas anteriores tratan con acciones y predicados de forma separada. Sin em-
bargo, esto es simplificar en extremo un lenguaje que admite el llamado estilo orientado a
requisitos, donde una o ma´s acciones individuales pueden estar involucradas en un evento
compuesto, tenie´ndose que evaluar diferentes predicados. En definitiva, la cita n-aria de
LOTOS.
Por un lado deseamos que la medida de la cobertura refleje la composicio´n de eventos
LOTOS, es decir, considerando las aportaciones individuales de cada comportamiento en
sincronizacio´n. Por otro lado, consideramos que la repeticio´n en la aportacio´n de un pro-
ceso realmente no modifica el valor de cobertura, en el sentido que ya se prueba la accio´n
individual. Por lo tanto, desarrollaremos una medida de cobertura que teniendo en cuenta
los criterios expuestos al principio de este capı´tulo nos satisfagan estas consideraciones.
Por desgracia, el nu´mero de componentes de una cita n-aria no puede ser determinado
esta´ticamente, puesto que los requisitos son generados dina´micamente (mediante creacio´n
dina´mica de puertas y procesos). Sin embargo, lo que si se puede determinar esta´ticamente
son los potenciales componentes distintos de un evento. Considerando que la repeticio´n
de un componente no aporta en ejecucio´n nada nuevo a la cobertura, es posible obtener
un lı´mite en la composicio´n de un evento.
Determinar el lı´mite del 100% de cobertura implica hallar cua´les son las posibles
composiciones de acciones en una especificacio´n. La primera aproximacio´n es calcular
todas las posibles combinaciones de todos los patrones de sincronizacio´n existentes en
la especificacio´n, sin repeticio´n, y satisfaciendo las reglas de LOTOS de casamiento de
tipos. En general, debido a que no todos los patrones se encuentran en el mismo a´mbito
y dependiendo de la estructura de sincronizacio´n de la especificacio´n no todos estas sin-
cronizaciones sera´n posibles, por lo que no se alcanzarı´a la cobertura del 100% ni en el
disen˜o de una Baterı´a de Pruebas ni en la ejecucio´n de un caso de prueba. Este defecto
debe ser eliminado de una cobertura que trate de reflejar solo las acciones posibles.
Por otro lado existe un defecto estructural cuando se tratan todas las combinaciones
por igual, puesto que no se diferencian construcciones bien diferentes:
g experimentos ; g experimentos
g experimentos || g experimentos
g experimentos ||| g experimentos
g experimentos [] g experimentos
g experimentos >> g experimentos
No so´lo estamos interesado en diferenciar entre las diferentes puertas declaradas en la
especificacio´n. Si el especificador ha considerado relevante la repeticio´n de una accio´n,
el criterio de cobertura no deberı´a ocultar dichas diferencias. Por lo tanto, refinaremos
la idea de “etiqueta”, de forma que no solo nos interesara´n diferentes composiciones
de eventos, sino que tambie´n distinguiremos composiciones de eventos sinta´cticamente
iguales con participaciones de diferentes partes de la especificacio´n. Esta diferenciacio´n
es fa´cil de hacer si tenemos en cuenta la “posicio´n” relativa de los eventos (por ejemplo,
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diferenciando por el nu´mero de linea de cada accio´n y suponiendo una sola accio´n por
linea). El ejemplo siguiente nos clarificara´ lo expuesto:
B = P [a]jjQ[a]
P [x] = x;x;P [x]
Q[y] = y;Q[y]
Con lo dicho al principio de la seccio´n, existe un evento compuesto a por las acciones
individuales x (de P ) e y (de Q). Sin embargo, el especificador considera relevante
explicitar el comportamiento repetitivo de P , aunque sema´nticamente es totalmente equi-






Con lo que tenemos que son dos las combinaciones posibles de acciones individuales,
con las participaciones de las expresiones de comportamiento f(B1; B3); (B2; B3)g. Evi-
dentemente, lo expuesto con el operador de secuenciacio´n pasa con el resto de operadores
LOTOS. Por lo tanto, y en lo que a combinaciones se refiere, de ahora en adelante, cuando
hagamos mencio´n a las etiquetas de una especificacio´n nos referiremos a los patrones de
sincronizacio´n (nombre de puerta ma´s secuencia de tipos) teniendo en cuenta, adema´s, su
posicio´n.
La evidencia de esta necesidad de diferenciar entre las dos etiquetas del proceso P [x]
se muestra en el siguiente ejemplo:
B = P [a]jjQ[a]
P [x] = x;x; stop
Q[y] = y;Q[y]
En este caso, si no hubiera diferencia entre las dos etiquetas de P , no se estarı´a
considerando la mitad del comportamiento posible.
En resumen, se quiere una cobertura que sea capaz de:
 comprobar todas las posibles sincronizaciones de una especificacio´n, y so´lo las que
realmente este´n comprendidas en ella, de forma que las medidas a posteriori (en
ejecucio´n) sea igual a la medida a priori (calculada sobre el papel).
 discernir entre distintas formas de componer un mismo evento.
 eliminar la infinitud de posibles transiciones debida a los tipos de datos, esto es, la
observacio´n del mismo evento con diferentes valores. En efecto, una transicio´n en
los que se presenta un valor entero tendra´ infinitas posibilidades de ocurrencia, para
los infinitos valores que puede tomar el entero.
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 absorber la repeticio´n del mismo patro´n de sincronizacio´n en un evento compuesto,
es decir, que la participacio´n repetida del mismo componente no nos incremente la
medida de cobertura.
La solucio´n aportada consiste en derivar todas los posibles combinaciones de acciones
de forma constructiva trabajando sobre la especificacio´n LOTOS. La idea es hacer un
ana´lisis estructural de la especificacio´n que nos permita calcular dicho conjunto de combi-
naciones y, por lo tanto, determinar el lı´mite del 100% de cobertura. Por otro lado, dicho
ana´lisis sera´ tenido en cuenta a la hora de computar la cobertura de la ejecucio´n de una
prueba, considerando los eventos ofrecidos segu´n alguna de las posibles combinaciones
ya calculadas.
En la siguiente seccio´n veremos co´mo se define formalmente la cobertura a priori y a
posteriori de una prueba sobre una especificacio´n.
4.3 - Definicio´n de la Me´trica de Composicio´n de Eventos
Las caracterı´sticas de la medida de cobertura expuestas en la seccio´n anterior se pueden
resumir en tres puntos:
1. identificacio´n biunı´voca de acciones sobre el texto de la especificacio´n.
2. caracterizacio´n de acciones por el identificador de la puerta y la lista de identifica-
dores de tipos que la acompan˜a.
3. eliminacio´n de la infinitud introducida por las clases de equivalencia de los tipos de
datos.
El primer punto se resuelve con la identificacio´n u´nica de subexpresiones en la es-
pecificacio´n. Los dos puntos restantes se resuelven mediante la representacio´n adecuada
de las ofertas de las subexpresiones de comportamiento. Esta representacio´n nos lleva a
modificar ligeramente la definicio´n de las reglas de inferencia de ISO8807.
Esta transformacio´n de LOTOS a LOTOS ba´sico ya ha sido estudiada en [Mad91] don-
de se llego´ a construir una herramienta que implementaba dicha transformacio´n [Mad92].
Identificacio´n u´nica de una subexpresio´n Una expresio´n de comportamiento estara´
compuesta por dos tipos de subexpresiones: las subexpresiones de acciones y las subex-
presiones de operadores.
Definiremos el conjunto Act(B) como el conjunto de todas las subexpresiones inclui-
das dentro de una expresio´n de comportamiento B.
Para podernos referir unı´vocamente a cada una de estas subexpresiones dentro de la
expresio´n total de todo el comportamiento, definiremos una funcio´n que nos proporcionara´
un identificador u´nico, en la forma de un entero, para cada uno de los elementos b del
conjunto Act de una expresio´n B.
40 Contribucio´n a la Formalizacio´n de la Fase de Pruebas
Id : b! N ; b 2 Act(B)
Algunas expresiones pertenecientes al conjunto Act(B) pueden ser ide´nticas, por lo
cual una posible forma de construir el identificador u´nico es denotar mediante enteros la
posicio´n de la subexpresio´n dentro de la expresio´n total. Puesto que dos subexpresio-
nes distintas nunca podra´n estar en la misma posicio´n, este modo de identificacio´n sera´
unı´voco.
En general, el uso del identificador de subexpresiones tiene como objeto diferenciar ac-
ciones cuya composicio´n sinta´ctica es distinta. Los eventos simples que componen dicha
accio´n aparecen en expresiones de comportamiento del tipo B1 = action denotation;B2.
Por esta razo´n, para simplificar la notacio´n, supondremos que nos referimos a cada expre-
sio´n de comportamiento LOTOS por su identificador u´nico, representado por B1, B2, : : : ,
en vez de Id(B1), Id(B2), : : : , respectivamente.
Representacio´n de una oferta




Donde sus componentes sera´n:
 g: la puerta sobre la cual se realiza la sincronizacio´n (g 2 G [ f; g), Siendo G el
conjunto de puertas definidas en la especificacio´n.
 < s1; : : : ; sn >: la lista de los tipos (sorts) que formara´n el patro´n de accio´n. No´tese
que es aquı´ donde ignoramos la informacio´n de los valores concretos que maneja la
especificacio´n, estando interesados u´nicamente en sus tipos.
 fid1; : : : ; idmg: el conjunto de subexpresiones de accio´n que participan en la oferta.
Cada subexpresio´n estara´ representada por su identificador u´nico.
Asimismo definiremos una oferta especial, la oferta nula: O NIL. Identificaremos el
conjunto de ofertas formado por la oferta nula con el conjunto vacı´o:
fO NILg = ;
Denotaremos como O al conjunto de todas las ofertas, incluida la oferta nula. De-
notaremos como OS al conjunto de todos los conjuntos formables con elementos de
O.
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Reglas de inferencia








: S) = S
 srt(any S) = S
Definicio´n 3 Definimos un sistema de derivacio´n D0
b
mediante la siguiente lista de axio-
mas y reglas de inferencia:
 inaccio´n B = stop no se definen reglas de derivacio´n.







 prefijo de accio´n B = g v1; : : : ; vn [P ];B1
Sea B1 una expresio´n de comportamiento y B = g v1; : : : ; vn [P ];B1 la expresio´n











 seleccio´n B = B1 [] B2
Sean B1; B2 expresiones de comportamiento, y B = B1 [] B2 la expresio´n de





























 composicio´n B = B1 j[g1; : : : ; gn]j B2
Sean B1 y B2 expresiones de comportamiento y fg1; : : : ; gng una lista de nombres
de puertas. Entonces B = B1 j[g1; : : : ; gn]j B2 es el comportamiento resultante de







1; g 62 fg1; : : : ; gn; g






1j[g1; : : : ; gn]jB2
2Recordemos de la seccio´n 4.3 que usamos B1 como abreviatura de Id(B1)







2; g 62 fg1; : : : ; gn; g



















2; g 2 fg1; : : : ; gn; g






1j[g1; : : : ; gn]jB
0
2
 ocultamiento B = hide g1; : : : ; gn in B1
Sea B1 una expresio´n de comportamiento y B = hide g1; : : : ; gn in B1 la expresio´n








1; g 62 fg1; : : : ; gng













1; g 2 fg1; : : : ; gng




! hide g1; : : : ; gn]j in B
0
1
 habilitacio´n B = B1 >> B2
Sean B1; B2 expresiones de comportamiento y x1; : : : ; xn declaraciones de varia-
bles. Entonces B = B1 >> accept x1; : : : ; xn in B2 es el comportamiento
resultante de habilitar el comportamiento B2 tras la terminacio´n de B1, con el paso



























Es importante resaltar que no se instancian los para´metros x1; : : : ; xn con los co-
rrespondientes valores E1; : : : ; En porque no estamos interesados en los valores
concretos, sino so´lo en los tipos de los mismos.
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 deshabilitacio´n B = B1 [> B2
Sean B1; B2 expresiones de comportamiento y B = B1 [> B2 el comportamiento





























 instanciacio´n B = p[g1; : : : ; gm](v1; : : : ; vr)
Seap[g1; : : : ; gm](v1; : : : ; vr) una instanciacio´n de proceso yB = p[g1; : : : ; gm](v1; : : : ; vr)
el resultado de instanciar p con las puertas actuales [g1; : : : ; gm] y los valores actuales
























si h = h
i
(1  i  m)



















 Sincronizacio´n total B = B1 jj B2
La sincronizacio´n total de dos comportamientos se reescribe a:
B = B1 j[gates(B1) [ gates(B2)]j B2
donde la funcio´n gates extrae todos los nombres de puertas de una expresio´n de
comportamiento y se define en la tabla 4.1.
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 Entrelazamiento B = B1 jjj B2
El comportamiento resultante de entrelazar las ofertas de dos subexpresiones se
reescribe segu´n:
B = B1 j[]j B2
Recordemos que la sincronizacio´n generalizada sincroniza en la puerta , que es,
precisamente, la u´nica sincronizacio´n en el entrelazado de comportamientos.
 Declaracio´n de variables B = let vd1; : : : ; vdn in B1
 Expresio´n guardada B = [expr]! B1
Tanto en el caso de declaracio´n de variables como comportamientos guardados,
dado que queremos evaluar todas las posibilidades de combinaciones, los valores
concretos de las ofertas no tienen ningu´n efecto sobre las posibilidades de sincro-
nizacio´n, por lo que ni los valores concretos en las sincronizaciones ni las guardas
(y predicados) que afectan a comportamientos subsiguientes no sera´n tenidas en
cuenta. De esta forma, estas expresiones se reescribira´n a:
B = B1
La funcio´n gates
Definicio´n 4 Se define la funcio´n de extraccio´n de puertas:
gates : beha! (G+)
Definicio´n de Trazas





donde , 0, 1, : : :denotan sus elementos.
Usaremos letras mayu´sculas B, P, Q, R, : : :para referenciar estados sobre la especi-
ficacio´n, 1, n, : : :para ofertas y la siguiente notacio´n sobre las trazas, sus estados y la
alcanzabilidad de estados [Bri87a]:




- P   1   n ! denota que existe Q tal que P   1   n ! Q.
4.3- Definicio´n de la Me´trica de Composicio´n de Eventos 45
B = a;B1 gates(B) = fag [ gates(B1)
B = a d1 : : : dn;B1 gates(B) = fag [ gates(B1)
B = i;B1 gates(B) = gates(B1)
B = B1 [] B2 gates(B) = gates(B1) [ gates(B2)
B = B1 jj B2 gates(B) = gates(B1) [ gates(B2)
B = B1 j[g1; : : : ; gn]j B2 gates(B) = gates(B1) [ gates(B2)
B = B1 jjj B2 gates(B) = gates(B1) [ gates(B2)
B = B1 >> B2 gates(B) = gates(B1)  fg [ gates(B2)
B = B1 [> B2 gates(B) = gates(B1) [ gates(B2)
B = hide [g1; : : : ; gn] in B1 gates(B) = gates(B1)  fg1; : : : ; gng
B = let vd1; : : : ; vdn in B1 gates(B) = gates(B1)
B = [expr]! B1 gates(B) = gates(B1)
B = stop gates(B) = fg
B = exit gates(B) = fg
B = exit (E1; : : : ; En) gates(B) = fg
B = p[a1; : : : ; an](E1; : : : ; En) gates(B) = fa1; : : : ; ang
Tabla 4.1: Funcio´n de Extraccio´n de Nombres de Puertas de un Comportamiento
- P   1   n 6! denota que no P   1   n !.
- P = ") Q denota
P   
n
! Q para algu´n n  0. La transicio´n   ! es de crucial importancia en la
representacio´n del indeterminismo. Este indeterminismo representa los cambios en
las capacidades dina´micas de los procesos sin que sean afectados por el entorno. De
hecho, estos cambios solo pueden observarse indirectamente, mediante el ana´lisis
del comportamiento futuro de los procesos.
- P = a) Q denota que existen dos procesos P1 y P2, tales que P = ") P1 a!
P2 = ") Q.
- P = a1 : : :an ) Q denota que existen Pi con 0  i  n tales que P = P0 = a1 )




= Q. De forma mas compacta, P =  ) Q representa que el
proceso P , desde su estado inicial, puede aceptar una secuencia de acciones que le
llevan al estado inicial del proceso Q. Evidentemente P = ") P 8P .
- P =  ) denota que existe algu´n Q tal que P =  ) Q.
- P =  6) denota que no P =  ).
- Tr(P ) se usa para denotar fjP =  )g, es decir, el conjunto de trazas que
pertenecen a P .
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Definicio´n de Patro´n de Accio´n




B =  ) B
0
  o!g
Es decir, los Patrones de Accio´n sera´n las ofertas que pueden observarse en una
especificacio´n.
Definicio´n de Prueba Mensurable Para definir cua´ndo una prueba es mensurable,
impondremos unas condiciones que requieren de las siguientes definiciones previas:
Definicio´n 7 Una traza  es identificable en una expresio´n de comportamiento B y se
denota como  id B si y solo si:
si B =  ) )
8 Q1; Q2 tal que B =  ) Q1; B =  ) Q2 , Q1  Q2
Intuitivamente, una traza identificable termina en un estado u´nico, es decir, la obser-
vacio´n de dicha traza siempre llega al mismo estado.
Definicio´n 8 Una traza  es terminante en una expresio´n de comportamiento B y se
denota como  ter B si y solo si:
si B =  ) )
8a 2 OS B =  ) a 6!
Intuitivamente, una traza es terminante en una comportamiento si, al aceptarla e´ste, se
llega a un estado a partir del cual no se puede evolucionar.
Definicio´n 9 Una prueba mensurable sobre la especificacio´n (S) sera´ una expresio´n de
comportamiento T tal que:
8 2 Tr(T ) si  ter T )  id S
Intuitivamente, una prueba es mensurable cuando todas sus trazas que consiguen termi-
nar llegan a un estado u´nico en S. Esto nos elimina la posibilidad de no poder determinar
en que´ estado se halla la especificacio´n tras observar alguna traza terminante de T , por lo
que se puede asignar de una forma unı´voca una medida de cobertura.
Definicio´n 10 La me´trica de cobertura sera´ una funcio´n:
M : beha beha! N+ [ f0g







En este capı´tulo se ha dado una definicio´n de medida de cobertura que captura los elemen-
tos sema´nticos de una especificacio´n LOTOS, en cuanto a la componibilidad de eventos
simples. Esta definicio´n evita el problema de la infinitud de comportamientos (y, por
tanto, de eventos) en base a la consideracio´n de que la ejecucio´n repetitiva del mismo
evento en una misma accio´n observable no aporta valor en la medida de cobertura final.
La definicio´n de la medida de cobertura se ha dado en forma de una funcio´n que
computa la parte examinada de una especificacio´n por una prueba dada. Sobre esta prueba
se imponen unas restricciones, orientadas a asignar cobertura so´lo en los casos en que
el estado alcanzado en la identificacio´n sea identificable (u´nico). Para ello, hemos defi-
nido los que son trazas terminantes y trazas identificables respecto de una expresio´n de
comportamiento.
Esta funcio´n solo asigna cobertura a una prueba respecto de la parte de la especifi-
cacio´n que examina. No es necesario, como puede parecer a simple vista, exigir que
Tr(T ) 2 Tr(S), puesto que interesa poder asignar medida de cobertura a pruebas de
rechazo en las que claramente esto no se cumple.
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Capı´tulo 5
Algoritmo para Ca´lculo de Cobertura
5.1 - Introduccio´n
En este capı´tulo se describe un algoritmo para el ca´lculo de la medida de cobertura
propuesta. Existen diferentes aproximaciones, pero justificaremos nuestra eleccio´n en
base a unos ejemplos de aplicacio´n.
El algoritmo tiene dos facetas en su resultado: por un lado debera´ determinar todas las
combinaciones de acciones posibles. Por otro, debera´ facilitar esta informacio´n para el
ca´lculo del Lı´mite de Cobertura, esto es, el valor de Cobertura al que se asigna un 100%.
Adema´s, esta informacio´n se usara´ para determinar las coberturas a priori de una baterı´a
de pruebas y la cobertura a posteriori de la ejecucio´n de un caso de prueba.
Para calcular el conjunto de posibles combinaciones la primera idea que surge es
aplicar los Teoremas de Expansio´n de LOTOS e ir registrando las acciones que se van ge-
nerando. Evidentemente, llegara´ un momento en que no se registran “nuevas” acciones1,
pero el problema es parar de expandir. Este problema surge al tratar con especificaciones
recursivas, en las cuales el ofrecimiento de acciones va a depender del valor tomado por
unas guardas o ciertos predicados. Por otro lado, el hecho de que de un paso a otro de
expansio´n no se obtengan nuevas combinaciones no implica que estas no vayan a exis-
tir. Necesitamos un mecanismo por el cual se asegure que a partir de cierto punto en la
expansio´n de la especificacio´n no se encontrara´n nuevas combinaciones de eventos.
5.2 - Identificacio´n sinta´ctica de eventos simples de LOTOS
En la medida de cobertura propuesta se tiene en cuenta que una misma accio´n LOTOS
puede estar compuesta de muchas formas diferentes, y varios comportamientos pueden
participar sobre una misma puerta. Es importante resaltar que incluso un mismo com-
portamiento puede participar sobre una misma puerta de formas diferentes, hecho que se
expresa en la diferenciacio´n sinta´ctica de la aparicio´n de eventos sinta´cticamente distintos.
1
“Nuevas” en el sentido dado en el apartado 4.2.4
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Examinemos el siguiente ejemplo:
B = P [a]jjQ[a]
P [x] = x;x; stop
Q[y] = y;Q[y]
El comportamiento de esta especificacio´n es la secuencia de dos acciones a seguidas,
pero cuya observacio´n requiere la participacio´n del proceso P con dos construcciones







De esta forma se hace patente la diferencia sinta´ctica entre la primera y segunda a del
comportamiento, entendiendo la primera como a(B1; B4) y la segunda como a(B2; B4).
5.3 - Reconocimiento de Patrones de Sincronizacio´n de Com-
portamientos (PSC)
El punto clave para la determinacio´n de las posibles sincronizaciones au´n en el caso
de comportamientos recursivos es el reconocimiento de Patrones de Sincronizacio´n de
Comportamientos (PSC). El razonamiento se basa en el hecho de que el operador de
sincronizacio´n es el que genera nuevas combinaciones. Ahora bien, un comportamiento
es infinito por instanciacio´n recursivas de comportamientos que ya han sido ejecutados
alguna vez: puesto que la especificacio´n es finita, no pueden aparecer infinitos com-
portamientos distintos. Cada nueva instanciacio´n de comportamiento se limita a repetir
comportamientos que ya han sido observados (excepto, por supuesto, la primera vez).
Estructuralmente, el comportamiento es nuevo en el sentido que existen ma´s participantes
en las ofertas: pero estos participantes se esta´n repitiendo continuamente. Y ya se ha visto
que en la definicio´n de nuestra cobertura que esta repeticio´n no tiene ningu´n valor.
Veamos con algunos ejemplos lo expuesto:
Ejemplo 1 Sea el comportamiento P = x;P . Evidentemente, la u´nica accio´n ejecu-
table es x. Pero tras la primera instanciacio´n, se vuelve a repetir el comportamiento, no
aportando nuevas combinaciones de acciones individuales. Solo es necesario instanciar
P una vez: las siguientes veces no aportaran nada en cuanto a cobertura.
Otra forma de ver que no es necesario instanciar P nada ma´s que una vez es la siguien-
te: llamando Of a la funcio´n que extrae las combinaciones de eventos posibles de una
expresio´n de comportamiento LOTOS:
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Of(P ) = fag [ Of(P )
Ahora bien, por el teorema de recursio´n de Kleene [Tar73, Plo81, Hoa94] la solucio´n
de esta igualdad es el mı´nimo punto fijo de la cadena A = B, A = B[A, A = B[B[A,
: : : , por lo que tenemos que:
Of(P ) = fag
Ejemplo 2 El siguiente ejemplo se desarrolla en detalle, incluida la identificacio´n de
eventos simples y la construccio´n del conjunto de PSC reconocidos. Sea el comporta-
miento2:
B = P [a]jjQ[a]
P [x] = x;x;P [x]
Q[y] = y;Q[y]
El primer paso sera´ identificar cada evento simple en la especificacio´n (mediante iden-
tificacio´n de la subexpresio´n a la que pertenecen), ası´ como los diferentes comportamientos





Si vamos “ejecutando” el comportamiento B paso a paso, iremos obteniendo las dife-
rentes combinacio´n de acciones. En este ejemplo vamos a construir el conjunto de PSC
reconocidos de forma detallada. En la primera instanciacio´n de P jjQ obtendremos el
evento a compuesto por (B1; B3). Llamando PR al conjunto de PSC reconocidos tene-
mos PR = f(B1jjB3)g. El comportamiento resultante es B2jjB3. Este comportamiento
es nuevo, por lo que es de esperar nuevas combinaciones. Esto se determina porque
(B2jjB3) 62 PR. En efecto, observamos la accio´n a compuesta por (B2; B3), que es
nueva. An˜adimos este nuevo PSC al conjunto PR = f(B1jjB3); (B2jjB3)g. El comporta-
miento resultante es B1jjB3. Evidentemente, las combinaciones que obtengamos a partir
de aquı´ ya han sido obtenidas, por lo que no es necesario volver a expandir. Detenemos
la bu´squeda de nuevas combinaciones porque (B1jjB3) 2 PR.
Se puede tambie´n hacer un razonamiento algebraico parecido al ejemplo anterior:
Of(B0) = Of(B1jjB3)
Of(B1jjB3) = fa(B1;B3)g [ Of(B2jjB3)
Of(B1jjB3) = fa(B1;B3)g [ fa(B2;B3)g [ Of(B1jjB3)
Por lo tanto, el mı´nimo punto fijo de esta igualdad es:
Of(B1jjB3) = fa(B1;B3); a(B2;B3)g
2Este ejemplo ya se utilizo´ para expresar la idea de combinacio´n de eventos
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Ejemplo 3 Existen posibilidades ma´s complejas, que es cuando se van an˜adiendo com-
portamientos a una sincronizacio´n, como en el siguiente ejemplo:
B = P [a]jjQ[a]
P [x] = x; (P [x]jjQ[x])
Q[y] = y;Q[y]
El resultado de esta especificacio´n es que cada vez ma´s procesos Q sincronizan para
ofrecer la accio´n a. Desde el punto de vista de cobertura estamos repitiendo (ejecutando)
lo mismo, con lo que carece de intere´s. Pero, ¿seremos capaces de reconocer un PSC a
medida que vamos instanciando procesos? Vea´moslo.





No´tese que, aunque la construccio´n P [x]jjQ[x] aparece dos veces, los asignamos un
identificador distinto, pues la identificacio´n nos interesa a nivel sinta´ctico.
En un principio, tenemos por instanciar la sincronizacio´n B1jjB3. Esto nos ofrece
la accio´n a(B1; B3), dejando instanciado B1jjB3jjB3. Desde el punto de vista de com-
portamiento, esta expresio´n y la primera son bien diferentes. Desde el punto de vista de
aportacio´n a la accio´n a, tenemos que su composicio´n es (B1; B3; B3), esto es, obviando la
repeticio´n, (B1; B3). Por otro lado, este comportamiento no ofrecera´ nuevas combinacio-
nes: so´lo hay dos etiquetas, por lo que pueden sincronizar de un solo modo (el obtenido).
Por lo tanto, las combinaciones de acciones individuales que sacaremos de B1jjB3jjB3
son las mismas que las de B1jjB3. En efecto:
Of(B1jjB3jjB3) = f(B1; B3; B3)g = f(B1; B3)g = Of(B1jjB3)
Ma´s fa´cil es de ver algebra´icamente, teniendo en cuenta que el mı´nimo punto fijo de
Of(AjjBjjB) = Of(AjjB).
Of(B0) = Of(B1jjB3)
Of(B1jjB3) = fa(B1;B3)g [ Of(B1jjB3jjB3)
Of(B1jjB3) = fa(B1;B3)g [ Of(B1jjB3)
Y de nuevo tenemos que:
Of(B1jjB3) = fa
(B1;B3)g
En definitiva, cuando tras observar una oferta existe una recursio´n de instanciacio´n
de comportamiento, se llega a una situacio´n que debe ser reconocible como previamente
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tratada para evitar su exploracio´n. En estos ejemplos hemos visto como es deseable
“reconocer” que ciertos PSC han sido instanciados anteriormente. Esto es muy fa´cil
de hacer cuando la instanciacio´n es exactamente la misma (ejemplos 1 y 2), puesto que
simplemente se necesita una funcio´n que detecte igualdad de patrones. Para el ejemplo 3,
hemos aplicado una propiedad derivada de nuestra definicio´n de cobertura.
5.3.1 - Definicio´n de los PSC
Los PSCs (Patrones de Sincronizacio´n de Comportamiento) son casos particulares
de expresiones de comportamientos LOTOS, donde se representa solamente la informa-
cio´n de sincronizacio´n e identificadores u´nicos de subexpresiones de comportamiento.
En definitiva, son expresiones de comportamiento compuestas por operadores LOTOS e
identificadores de comportamientos de accio´n. Subexpresiones de accio´n son prefijo de
accio´n (con o sin predicados de seleccio´n), accio´n interna (i) y terminacio´n (exit).
Ası´, los PSC sera´n del estilo de B1[]B3jjjB4 etc, contando con pare´ntesis para priorizar
composiciones.
5.4 - Esbozo del Resto del Capı´tulo
Vamos a presentar la estructura del resto del capı´tulo, orientada a la construccio´n del al-
goritmo y a los pasos ba´sicos de que se compone el mismo, presentando los fundamentos
en los cuales se basa:
1. Antes de entrar en el algoritmo propiamente dicho, veremos unas consideraciones
previas donde se decide no tener en cuenta los operadores “masivos” de LOTOS,
choice y par.
2. Para poder manejar el algoritmo y definirlo formalmente, se introducira´ una nomen-
clatura para tratar composicio´n de ofertas, reetiquetados, etc.
3. Definiremos la funcio´n IB que implementara´ la funcio´n Id (definida en 4.3) de
identificacio´n de subexpresiones LOTOS.
4. Definiremos la funcio´n Of que dada una expresio´n de comportamiento LOTOS ex-
trae todas las acciones posibles. Esta funcio´n evaluara´ las ofertas de subexpresiones
de operadores LOTOS segu´n el sistema de derivacio´n D0
b
.
5. Definiremos la funcio´n gl que permite obtener el estado siguiente de una expresio´n
LOTOS a partir de un estado actual y la observacio´n de una oferta3.
3La definicio´n de estas dos funciones son una modificacio´n de las propuestas en [Sal93]. En dicho
trabajo, por consideraciones de ejecucio´n, la funcio´n Of se desarrollaba en dos partes. Esto no sera´
necesario para nuestros propo´sitos.
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6. Definiremos dos operadores de composicio´n de expresiones LOTOS, denotados
como < + > y <  >
g
. El primero sera´ definido como la unio´n de dos expresio-
nes de comportamiento. El segundo sera´ la sincronizacio´n de dos expresiones de
comportamiento sobre la puerta gene´rica g.
Se estudiara´ una serie de propiedades de estos operadores u´tiles en el Reconoci-
miento de PSC.
7. Definiremos una transformacio´n de expresiones de comportamiento LOTOS a ex-
presiones compuestas con los operadores < + > y <  >
g
.
8. Definiremos la igualdad de PSCs (subexpresiones LOTOS, en definitiva) en base a
las expresiones transformadas usando operadores < + > y <  >.
9. Definiremos la funcio´n RC que obtendra´ el PSC de una expresio´n de comporta-
miento.
10. En base a todos estos elementos definiremos la funcio´n de ca´lculo de combinacio-
nes de eventos sobre una expresio´n de comportamiento. Estas combinaciones sera´n
todas las ofertas que ofrece una especificacio´n LOTOS en los diferentes estados
a los que se puede llegar. Se utilizara´ la funcio´n RC para determinar cua´ndo no
es necesario seguir extrayendo ofertas debido a la repeticio´n de PSCs, que nos
establecera´ el punto fijo de esta extraccio´n.
5.5 - Formalizacio´n del Algoritmo de Ca´lculo de Cobertura
5.5.1 - Consideraciones previas
En el tratamiento de las especificaciones LOTOS, no consideraremos los operadores
choice ni par. La razo´n de ello es que son operadores relativamente complejos, que
dificultan el tratamiento matema´tico. Dado su poco uso, y como existen unas reglas de
transformacio´n en operadores ma´s simples, se considerara´ que dichas transformaciones
se llevan a cabo antes del procesado para cobertura. Esto ni siquiera es necesario para el
operador choice sobre variables, puesto que no influye en las combinaciones que sera´n
calculadas. Por lo tanto, en este caso, no se realizara´ la transformacio´n.
Por u´ltimo, esto no tiene ninguna implicacio´n sobre las medidas de cobertura, lo que
apoya la idea de no tratarlos. De todas formas, y en aras de una mayor completitud, se
incluyen a continuacio´n las transformaciones de dichos operadores:
 choice
Este operador se expande en dos fases: la primera consiste en separar los dominios
de aplicabilidad, lo que supone una simple expansio´n sinta´ctica:
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choice k1; : : : ; kn in [g1; : : : ; gm]; : : : ; p1; : : : ; pr in [h1; : : : ; hs] [] B )
choice k1; : : : ; kn in [g1; : : : ; gn] []




choice p1; : : : ; pr in [h1; : : : ; hs] [] B
Y ahora se desdobla en operadores simples de eleccio´n:
choice k1; : : : ; kn in [g1; : : : ; gm] [] B )
[g1=k1; : : : ; g1=kn] B












=k1; : : : ; gm=kn] B
 par
Ana´logamente para el operador de paralelismo: primero desdoblamos los dominios
de aplicabilidad:
par k1; : : : ; kn in [g1; : : : ; gm]; : : : ; p1; : : : ; pr in [h1; : : : ; hs] op B
par k1; : : : ; kn in [g1; : : : ; gn] op




par p1; : : : ; pr in [h1; : : : ; hs] op B
Y ahora se desdobla en operadores simples de eleccio´n:
par k1; : : : ; kn in [g1; : : : ; gm] op B
[g1=k1; : : : ; g1=kn] B












=k1; : : : ; gm=kn] B
donde op 2 fjj; j[g1; : : : ; gn]j; jjjg.
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5.5.2 - Nomenclatura
La nomenclatura usada en las siguientes secciones para la denotacio´n de los elementos
que componen una especificacio´n LOTOS y el manejo de los mismos esta´ tomada de
la Tesis de Joaquı´n Salvachu´a, donde se estudio´ la representacio´n de instanciaciones de
comportamientos para el ca´lculo de ofertas y resolucio´n de citas [Sal93]. En este sentido
es necesario aclarar que en el a´mbito de esta Tesis, las expresiones ofertas y acciones
observables son completamente sino´nimas.
Para el ca´lculo de las posibles composiciones de eventos (u ofertas) se necesitara´ la
representacio´n de los mismos y la resolucio´n de las citas de LOTOS. Para ello desarrolla-
remos dos funciones, una para el ca´lculo de ofertas dada una expresio´n de comportamiento
que nos dara´ las posibles combinaciones y otra que nos determine si, dado el conjunto
de ofertas calculadas en un punto de la especificacio´n, nos diga si el comportamiento
resultante ofrecera´ ofertas que sean combinaciones nuevas (y, por lo tanto, susceptibles
de ser calculadas). Esto se basara´ en el Reconocimiento de PSCs.
Los siguientes apartados presentan lo que constituye el universo de discurso de la
memoria, para posteriormente poder construir la funcio´n de obtencio´n de ofertas y ası´
llegar al algoritmo.
Ofertas de sincronizacio´n
Por oferta de sincronizacio´n se entiende un “prototipo” de una transicio´n. Debe en-
tenderse que una transicio´n que au´n puede no estar totalmente definida, bien por no estar
au´n definida la lista de te´rminos ba´sicos sobre los cuales se realizara´ la transicio´n o por
no estar completo el conjunto de acciones que la formara´n.
De esta forma, una transicio´n serı´a una oferta de sincronizacio´n totalmente “madu-
rada”. Es precisamente esta caracterı´stica de las ofertas la que permitira´ el ca´lculo de
transiciones. No es necesario determinar la transicio´n desde el principio, sino que se
puede sintetizar poco a poco, mediante la composicio´n de las propuestas de los distintos
participantes.
Una oferta contendra´ informacio´n relativa a la puerta y la lista de te´rminos ba´sicos
sobre las que se quiere realizar la transicio´n, ası´ como las subexpresiones de acciones que
participara´n en dicha propuesta de transicio´n.





Para representar la composicio´n de ofertas, que ma´s adelante veremos que identifica-
remos con el resultado de la aplicacio´n de los operadores LOTOS, utilizaremos una serie
de operaciones que pasamos a detallar:
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 Unio´n de ofertas: (). Representa el entrelazamiento de las subexpresiones de
acciones contenidas en las ofertas.
 : OS  OS ! OS
Directamente se corresponde con la unio´n de conjuntos; por tanto podemos definir
la funcio´n  como:
OS1  OS2 = OS1 [ OS2
 Interseccio´n de ofertas: (
). Representa la sincronizacio´n entre acciones. Las
acciones participantes se unen en una posible cita para realizar una sincronizacio´n
comu´n.

 : OS  OS ! OS
Esta funcio´n realizara´ la sincronizacio´n de todas las parejas resultantes del producto
cartesiano de los dos conjuntos de ofertas.
OS1 












Donde la operacio´n  es la sincronizacio´n de acciones individuales.
Veamos la definicio´n de esta u´ltima funcio´n. Es una funcio´n que nos proporcionara´
una nueva oferta a partir de la combinacio´n de otras dos. Si la combinacio´n no es
viable el resultado sera´ la oferta nula.
 : O  O ! O





– Si g1 6= g2 entonces O1  O2 = O NIL.
– Si g1 = i entonces O1  O2 = O NIL.
– Si g2 = i entonces O1  O2 = O NIL.





1  i  m1 entonces O1  O2 = O NIL.
Si no ocurre ninguno de estos casos entonces:
O1  O2 = g1I1[I2
<s1 ;:::;sm>
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Operaciones relacionadas con conjuntos de ofertas Para su posterior uso pasamos a
definir una serie de funciones que trabajara´n sobre conjuntos de ofertas.
Definiremos el conjunto G+ como: G+ = G [ fg.
 Obtencio´n del identificador de puerta de una oferta (gate):






 Seleccio´n de ofertas realizadas sobre una puertas (s).
s : G+  OS ! OS
De un conjunto dado nos dara´ el subconjunto de las ofertas que esta´n siendo ofrecidas
sobre el nombre de puerta indicado.
s(g; o set) = fojo 2 o set ^ gate(o) = gg
 Eliminacio´n de ofertas realizadas sobre una puerta (d).
d : G+  OS ! OS
De un cierto conjunto de ofertas nos proporcionara´ el subconjunto de ofertas que no
esta´n siendo ofrecidas sobre el nombre de puerta indicado.
d(g; off set) = fojo 2 off set ^ gate(o) 6= gg
 Operacio´n de sustitucio´n de puertas sobre ofertas:
sust1 : G
+
 O ! O
Consiste en la obtencio´n de una nueva oferta mediante la sustitucio´n de la puerta de
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 Operacio´n de sustitucio´n de puertas sobre ofertas:
sust : G+  OS ! OS
Consiste en el conjunto resultante de la aplicacio´n de la funcio´n sust1 a todos los
elementos del conjunto de ofertas sobre el que se aplica:
sust(g; fO1; : : : ; Ong) = fsust1(g;Oi); Oi 2 fO1; : : : ; Ongg
 Operacio´n de reetiquetado (R):
R : (G+)  (G+)  OS ! OS
Esta funcio´n nos reetiquetara´ todas las ofertas cuya puerta este´ incluida en la primera
lista por la puerta que ocupa igual posicio´n en la segunda lista.
R(< g1; : : : ; gn >;< g
0
1; : : : ; g
0
n












 Operacio´n de ocultacio´n (hide):
hide : (G+)  OS ! OS
Esta funcio´n es un caso especial de reetiquetado, usada para ocultar puertas y
convertir un accio´n en interna (i).
hide(< g1; : : : ; gn >; off set) = R(< g1; : : : ; gn >;< i; : : : ; i >; off set)
 Puertas formales de un proceso Fg:
Fg : proc! (G)
Esta funcio´n devuelve la lista de puertas formales del proceso que se toma como
argumento.
Fg(p) =< g1; : : : ; gn > si 9 p[g1; : : : ; gn]
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5.5.3 - Funcio´n de Identificacio´n de Expresiones LOTOS IB
Definicio´n 11 Definimos la funcio´n IB :
IB : beha;N;N ! beha
Esta funcio´n, descrita en la tabla 5.1, identifica cada subexpresio´n LOTOS de un
comportamiento dado. Se aplica para cada uno de los procesos de una especificacio´n de
la forma:













es una expresio´n de comportamiento equivalente a B
p
con todas sus sub-
comportamientos biunı´vocamente identificados. La identificacio´n, por lo tanto, se hace
en base a un par, el primero con la identificacio´n del proceso y el segundo como la
identificacio´n de la subexpresio´n.
B = stop IB(B; p; n) = stop[p; n]
B = exit IB(B; p; n) = exit[p; n]
B = exit (E1; : : : ; En) IB(B; p; n) = exit (E1; : : : ; En)[p; n]
B = a;B1 IB(B; p; n) = a[p; n]; IB(B1; p; n+ 1)
B = a d1 : : : dn;B1 IB(B; p; n) = ad1 : : : dn[p; n]; IB(B1; p; n+ 1)
B = i;B1 IB(B; p; n) = i[p; n]; IB(B1; p; n+ 1)
B = B1 op B2 IB(B; n; n) = IB(B1; p; n+ 1) op[p; n] IB(B2; p; last(B1) + 1)
con op 2 f[]; jj; j[]j; jjj;>>; [>g
B = hide [g1; : : : ; gn] in B1 IB(B; p; n) = hide [g1; : : : ; gn] in [p; n] IB(B1; p; n+ 1)




B = let vd1; : : : ; vdn in B1 IB(B; p; n) = let vd1; : : : ; vdn in [p; n] IB(B1; p; n+ 1)
B = [expr]! B1 IB(B; p; n) = [expr]! [p; n] IB(B1; p; n+ 1)
Tabla 5.1: Identificacio´n de Subexpresiones LOTOS por Numeracio´n
En la tabla 5.1 se utiliza la funcio´n last, necesaria para obtener la u´ltima asignacio´n
de identificadores en una subexpresio´n de comportamiento, de tal forma que no se asigne
el mismo a dos eventos diferentes. Esta funcio´n sera´:
Definicio´n 12 Definimos la funcio´n last:
last : beha! N
que dada una expresio´n de comportamiento con identificacio´n de eventos simples
devuelve el u´ltimo identificador asignado.
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5.5.4 - Funcio´n de extraccio´n de ofertas Of
Definicio´n 13 En esta seccio´n definimos la funcio´n Of para la extraccio´n de ofertas
a partir de una expresio´n de comportamiento LOTOS.
En aras de una mayor claridad, dividiremos en dos partes la definicio´n de esta funcio´n.
Por un lado, la tabla 5.2 contiene la extraccio´n de ofertas a partir de comportamien-
tos ato´micos. Por otro, la tabla 5.3 contiene la obtencio´n de ofertas en expresiones de
comportamiento compuestas.
Para simplificar la presentacio´n, seguiremos con el mismo convenio de la seccio´n 4.3,
donde se utilizaba la notacio´n B1 en lugar de Id(B1). Aquı´ se utilizara´ en lugar del
IB(B1).












B = stop Of(B) = fO NILg








Tabla 5.2: Obtencio´n de Ofertas Simples
Para el tratamiento de los operadores de sincronizacio´n, haremos uso de las funciones
s y d que nos seleccionan o eliminan ofertas segu´n una lista de puertas. Evidentemente,
esta lista de puertas sera´ la lista de sincronizacio´n del operador. No hay que olvidarse
que incluso el operador de entrelazado (|||) sincroniza los comportamientos de las dos
ramas en la puerta . El caso del operador de sincronizacio´n total (||) es mas delicado:
los comportamientos se sincronizan en todas las puertas accesibles en el a´mbito en que
aparece, adema´s de la puerta .
5.5.5 - Funcio´n de activacio´n de ofertas gl
En esta seccio´n definimos la funcio´n que nos permite avanzar una especificacio´n desde
un estado al siguiente segu´n alguna de las ofertas ofrecidas.
Definicio´n 14 Definimos la funcio´n gl :
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B = B1 op B2
donde op 2 f[]; >>; [>g Of(B) = Of(B1) [ Of(B2)
B = B1 jjj B2 d(; Of(B1)) d(; Of(B2))
(s(; Of(B1))
 s(; Of(B2)))












B = B1 jj B2
(s(AG;Of(B1))
 s(AG;Of(B2)))
donde AG = gates(B1) [ gates(B2)
B = hide [g1; : : : ; gn] in B1 Of(B) = hide(< g1; : : : ; gn >;Of(B1))
B = let vd1; : : : ; vdn in B1 Of(B) = Of(B1)
B = [expr]! B1 Of(B) = Of(B1)




Of(B) = R(< a1; : : : ; an >;Fg(Bp); Of(Bp))
Tabla 5.3: Obtencio´n de Ofertas en Comportamientos Compuestos
gl : O  beha! beha
Esta funcio´n proporciona la expresio´n de comportamiento LOTOS que representa al
sistema tras la observacio´n de la transicio´n seleccionada.
Por lo tanto, esta funcio´n aplica segu´n:
B
0
= gl(o;B) si o 2 Of(B)
es decir, so´lo la definimos aplicable a una expresio´n de comportamiento y a una oferta
extraı´da de dicha expresio´n.
Sea la oferta O = gI
S
sobre una expresio´n de comportamiento B tal que O 2 B. Con
ello, definimos a continuacio´n la imagen de la funcio´n gl:
 Inaccio´n:
gl(O; stop) = stop
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 Terminacio´n:
Sea la expresio´n B = exit E1; : : : ; En:
– Si B 2 As(O) entonces :
gl(O;B) = stop
– Si B 62 As(O) entonces :
gl(O;B) = B
 prefijo de accio´n:
Para la expresio´n B = g d1; : : : ; dn;B1:
– Si B 2 As(O) entonces :
gl(O;B) = B1
– Si B 62 As(O) entonces :
gl(O;B) = B
Para la expresio´n B = i;B1:
– Si B 2 As(O) entonces :
gl(O;B) = B1
– Si B 62 As(O) entonces :
gl(O;B) = B
 Operador de seleccio´n:
Sea B = B1[]B2:
– Si 9A 2 Act(B1) j A 2 As(O) entonces :
gl(O;B) = gl(O;B1)
– Si 9A 2 Act(B2) j A 2 As(O) entonces :
gl(O;B) = gl(O;B2)
– Si 6 9A 2 Act(B1) [ Act(B2) j A 2 As(O) entonces :
gl(O;B) = gl(O; gl(O;B1); gl(O;B2))
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 Operadores de composicio´n:
Sea B = B1 op B2, donde op 2 fjj; j[g1; : : : ; gn]j; jjjg:
gl(O;B) = gl(O;B1) op gl(O;B2)
 Operador de ocultacio´n:
Sea B = hide g1; : : : ; gn in B1:
gl(O;B) = hide g1; : : : ; gn in gl(O;B1)
 Operador de habilitacio´n:
Sea B = B1 >> B2:
– Si O 2 ext(O0) tal que O0 2 Of(B1) y gate(O0) =  entonces :
gl(O;B) = B2
– Si O 62 ext(O0); O0 2 Of(B1), gate(O0) =  entonces :
gl(O;B) = gl(O;B1) >> B2
 Operador de deshabilitacio´n:
Sea B = B1[> B2:
– Si 9A 2 Act(B1) j A 2 As(O) entonces :
gl(O;B) = gl(O;B1)[> B2
– Si 9A 2 Act(B1) j A 2 As(O) entonces :
gl(O;B) = gl(O;B2)
– Si 6 9A 2 Act(B1) [ Act(B2) j A 2 As(O) entonces :
gl(O;B) = B1[> B2
 Operador de reetiquetado:
Sea B = [g1=h1; : : : ; gn=hn]B1 (expresio´n no existente en LOTOS, sino generada
por la instanciacio´n de un proceso):
gl(O;B) = [g1=h1; : : : ; gn=hn]gl(O;B1)
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5.5.6 - Funcio´n de Extraccio´n de PSC RC
Los PSCs, como hemos visto, no son ma´s que un caso particular de expresiones de
comportamiento LOTOS en las que so´lo se tiene en cuenta la estructura o composicio´n
de comportamientos, sin importar las ofertas reales de los mismos. En definitiva, son
expresiones de comportamientos en las que aparece toda la riqueza composicional de
LOTOS pero se han eliminado las ofertas particulares de los comportamientos.
Definicio´n 15 Definimos la funcio´n RC
RC : beha! beha
puesto que la u´nica diferencia respecto de LOTOS es la desaparicio´n de expresiones
finales, la definicio´n de esta funcio´n es como sigue:
 []; jjj; j[g1; : : : ; gn]j; jj; >>; [> quedan sin modificacio´n.
 B = stop queda como "B".
 B = exit E1; : : : ; En queda como "B".
 B = g d1; : : : ; gn queda como "B".
 el resto de los operadores (hide, let, : : : ) son eliminados, puesto que en lo que
estamos interesados es en las sincronizaciones de expresiones, no las modificaciones
sobre ellas (hide, reetiquetado de puertas) o en los valores que se manejaran (let,
guardas,: : : ).
5.5.7 - Proyeccio´n del ´Arbol de Sincronizacio´n
Los operadores LOTOS presentan una gran riqueza composicional, necesaria para especi-
ficar las diferentes caracterı´sticas temporales de protocolos. Esto se traduce en un alto
grado de complejidad a la hora de manejar dichas expresiones de comportamiento y a la
hora de determinar la equivalencia entre ellas.
Sin embargo, podemos simplificar esta riqueza composicional en base a una proyec-
cio´n de las expresiones de comportamientos existentes en la especificacio´n en otras ma´s
sencillas, que reflejen la arquitectura de sincronizacio´n en un estado dado de la especifica-
cio´n para una puerta dada. El hecho de utilizar cada puerta como criterio de proyeccio´n es
debido a que deseamos analizar las posibles combinaciones distintas, precisamente, para
cada puerta.
Para esta proyeccio´n necesitamos representar tanto la sincronizacio´n como la unio´n
de los diferentes expresiones participantes, para lo cual nos basaremos en la siguiente:
Definicio´n 16 Definimos los operadores < + > y <  >
g
, con g 2 G+ como:
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< + >: beha beha! beha
<  >
g
: beha behaG+ ! beha
La funcionalidad de estos operadores queda definida en base a la siguiente proyeccio´n:
Definicio´n 17 Definimos la proyeccio´n:
T : behaG+ ! beha0
donde beha0 es el dominio de expresiones de comportamiento usando los operadores
< + > y <  >
g
.
La transformacio´n sera´ T (B; g):
 B = B1[]B2; B1[> B2 ! B1 < + > B2
 B = B1jjjB2 !
(
B1 < + > B2 si g 6= 
B1 <  >g B2 si g = 
 B = B1j[g1; : : : ; gn]jB2 !
(
B1 < + > B2 si g 62 fg1; : : : ; gng
B1 <  >g B2 si g 2 fg1; : : : ; gng
 B = B1jjB2 ! B1 <  >g B2
 B = B1 >> B2 ! B1
 el resto de los operadores (stop, exit, ;, let,: : : ) son eliminados, puesto que en lo que
estamos interesados es en las sincronizaciones de expresiones, no lo que ofrecen
cada una de ellas (stop, exit, ;) ni en los valores que se manejaran (let, guardas,: : : ).
En definitiva, el operador < + > representa la unio´n de subexpresiones de compor-
tamiento, mientras que el operador <  >
g
representa la sincronizacio´n de subexpresiones
de comportamiento en una puerta dada g.
Como el operador <  >
g
aplica sobre una sola puerta, lo que obtendremos sera´
una instanciacio´n de la expresio´n de comportamiento LOTOS que refleja la composicio´n
sobre la puerta g. En definitiva, obtenemos una serie de instanta´neas de las expresiones
de comportamiento sesgadas por una puerta en concreto. De esta forma, veremos en la
siguiente seccio´n el establecimiento de la igualdad de PSCs en base a la igualdad de todas
las instanta´neas obtenidas sesgando las expresiones para todas las puertas existentes en la
especificacio´n.
En la figura 5.1 se presenta un ejemplo simple de transformacio´n de una expresio´n de
comportamiento LOTOS.
Estos dos operadores tienen las siguientes propiedades:




















Figura 5.1: Transformacio´n de ´Arboles
 Asociatividad:
(A <  >
g
B) <  >
g
C = A <  >
g
(B <  >
g
C)
(A < + > B) < + > C = A < + > (B < + > C)
 Conmutatividad:
A < + > B = B < + > A
A <  >
g




A <  >
g
(B < + > C)) = (A <  >
g
B) < + > (A <  >
g
C)
 Extraccio´n de ofertas:
Of(B1 < + > B2) = Of(B1) [ Of(B2)
Of(B1 <  >
g
B2) = d(g;Of(B1))[ d(g;Of(B2))[
(s(g;Of(B1))
 s(g;Of(B2)))
 Absorcio´n respecto de Of :
Of(A < + > A) = Of(A)
Of(A <  >
g
A) = Of(A)
Estas dos u´ltimas propiedades son de crucial importancia en nuestro ana´lisis, puesto
que sobre ellas se basa la identificacio´n de PSC incluyendo la absorcio´n de repeticio´n de
los mismos eventos en una oferta dada.
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5.5.8 - Definicio´n de Igualdad de PSCs
Definicio´n 18 Definimos la igualdad de PSCs como
p1 = p2 , 8g 2 G+ T (p1; g) = T (p2; g)
5.5.9 - Funcio´n de Ca´lculo de Combinaciones
Con todos estos elementos, podemos definir el algoritmo orientado al ca´lculo de todas
las combinaciones posibles en una especificacio´n LOTOS. El algoritmo es:
1. Identificamos las expresiones de comportamiento de la especificacio´n: B00 =
IB(B0).
2. Inicializamos el conjunto de patrones de sincronizacio´n y el de ofertas a vacio´:
PSCS = ;; OS = ;.
3. Hallamos las ofertas de la expresio´n de comportamiento: OSa = Of(B00).
4. Si OSa = ; termina el proceso. Si no, an˜adimos las ofertas al conjunto OS
(OS = OS [ OSa) y pasamos al siguiente punto.
5. Hallamos el patro´n de sincronizacio´n: PSCa = RC(B00).
6. Si PSCa 2 PSCS termina el proceso. Si no, an˜adimos el patro´n reconocido al
conjunto PSCS (PSCS = PSCS [ fPSCag) y pasamos al siguiente punto.
7. Para cada accio´n de OSa determinamos el comportamiento resultante de avanzar la
especificacio´n segu´n cada oferta y volvemos al punto 3.
5.5.10 - Terminacio´n y Completitud del Algoritmo
El algoritmo descrito es una de las posibles implementaciones de la funcio´n de ca´lculo
de combinaciones de una expresio´n de comportamiento LOTOS. En esta seccio´n vamos
a demostrar dos caracterı´sticas fundamentales para considerarlo como tal algoritmo: la
terminacio´n del mismo ante cualquier especificacio´n y su completitud. Entendemos por
completitud que el algoritmo calcule todas las combinaciones de la especificacio´n.
Finitud Tanto la terminacio´n como la completitud del algoritmo esta´n directamente
relacionada con el hecho de contar con un nu´mero finito de PSCs en una especificacio´n.
Para una especificacio´n dada, existe un nu´mero finito de subexpresiones de accio´n,
componentes ba´sicos de los PSCs. Por lo tanto, dado que el nu´mero de operadores LO-
TOS es finito, se pueden combinar dina´micamente, sin tener en cuenta repeticiones, de
una forma finita (y contable).
En el resto de la seccio´n, llamaremos N al cardinal del conjunto de PSC existentes en
una especificacio´n.
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Terminacio´n Cada vez que el algoritmo encuentra un nuevo comportamiento (denomi-
nado en el algoritmo PSCa) pueden darse tres casos:
 que PSCa sea stop. En este caso el algoritmo termina por el paso 4, ya queOSa = ;,
es decir, no se obtienen nuevas combinaciones.
 que PSCa pertenezca a alguno de los ya reconocidos. En este caso, el paso 6 del
algoritmo nos asegura su parada, puesto que PSCa 2 PSC (no obtendremos, por
tanto, nuevas combinaciones).
 que el PSC hallado sea nuevo y diferente a stop. En este caso, el algoritmo continua-
ra´ la exploracio´n, pero el PSC pasara´ a formar parte de los Patrones reconocidos, por
el paso 6 (PSCS = PSCS [ fPSCag). Esto significa que hemos incrementado
card(PSCS), acerca´ndose a N.
Por lo tanto, en cada ejecucio´n del algoritmo o bien termina o bien incrementa el
cardinal de PSCS. Como este nu´mero tiene una cota ma´xima, N, el algoritmo termina.
Completitud Al terminar el co´mputo del algoritmo, el conjunto OS debe contener todas
las posibles combinaciones. O lo que es lo mismo, el conjunto PSCS debe contener todas
los PSCs de las especificacio´n. En efecto, por los pasos 3 y 4 se asegura que para cada
PSC obtenido incluimos todas las combinaciones que dicho PSC genera en el conjunto
OS.
Con la excepcio´n del PSC inicial, tenemos que cualquier PSC de la especificacio´n sera´
generado a partir de un PSC previo evolucionado segu´n una de las ofertas de e´ste u´ltimo.
Esto sugiere la posibilidad de una demostracio´n por induccio´n. Para ello necesitaremos
un paso inicial y un paso inductivo.
El paso inicial sera´ considerar el PSC inicial de la especificacio´n. El paso inductivo
consistira´ en demostrar que un PSC
n+1 es computado (es decir, sus ofertas sera´n incluidas
en OS) si el PSC
n
del que proviene ha sido computado.
 Paso inicial:
A lo largo de la exposicio´n se ha identificado como B0 al PSC inicial de una es-
pecificacio´n. El paso 2 del algoritmo inicializa PSCS y OS a vacı´o. En una
especificacio´n dada existen dos posibilidades:
– El conjunto inicial de ofertas (paso 3) es vacı´o. Esto quiere decir que la
especificacio´n contiene un comportamiento equivalente a stop, esto es, un
deadlock o bloqueo. Por lo tanto, el sistema especificado es el ma´s trivial de
todos: aquel que no hace nada. En cualquier caso, no hay combinaciones que
calcular, ergo el algoritmo calcula todas, es decir, ninguna4.
4En mi opinio´n, el detalle no merece tantas palabras.
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– El conjunto inicial de ofertas no es vacı´o. Por lo tanto, las combinaciones
ofertadas sera´n incluidas en OS por el paso 5. Adema´s, como PSCS es
vacı´o, claramente PSC0 62 PSCS, luego el paso 6 nos asegura el co´mputo
del comportamiento inicial.
 Paso inductivo:
La hipo´tesis inductiva es que para cualquier PSC
n+1 que proviene, mediante la
evolucio´n segu´n la oferta o
n+1 de un patro´n PSCn que ya ha sido computado (y,
por tanto, pertenece a PSCS). Expresado matema´ticamente:
9 PSC
n+1 62 PSCS j 9PSCn 2 PSCS PSCn   on+1 ! PSCn+1
Si PSC
n
2 PSCS, entonces el algoritmo, por el paso 3 calcula todas las com-
binaciones ofertadas por PSC
n
. Evidentemente, OSa 6= ; (puesto que existe, al
menos, la oferta o
n+1 2 Of(PSCn) por la hipo´tesis inductiva). El paso 4 del
algoritmo an˜ade dicha combinacio´n en OS. Adema´s, se calcula el PSC resultante
(punto 5) que, segu´n la hipo´tesis de induccio´n, es precisamente PSC
n+1. Como
PSC
n+1 62 PSCS, por el paso 6 se an˜ade dicho Patro´n a PSCS.
q.e.d.
5.5.11 - Definicio´n en PASCAL del algoritmo
La descripcio´n textual del algoritmo puede ser especificada usando un lenguaje ma´s cer-
cano a una ma´quina orientada a computarlo, con la ventaja de que la interpretacio´n queda





name : String; (* Nombre externo de la oferta *)
sl : SortList; (* Lista de sorts *)
partners : IdList; (* Lista de Participantes *)
END;
SetOfferts = SET OF TOfferts;
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(* Paso 3 *)
OSa := GetSpecOffers (B);
(* Paso 4 *)
IF OSa = SetOfferts fg THEN (* OSa es vacio *)
RETURN
END;
OS := UNION (OS, OSa); (* An˜adimos las nuevas combinaciones *)
(* Paso 5 *)
PSCa := RC (B);
(* Paso 6 *)
IF PSCa IN PSC THEN
RETURN
END;
PSC := INCL (PSC, PSCa);
(* Paso 7 *)
WHILE (OSa <> SetOfferts fg) DO
off := GetOneOffert (OSa);
EXCL (off, OSa);




(* Paso 1 *)
B := IB (B); (* Identificacion de expresiones de accion *)
(* Paso 2 *)
PSC := SetPatterns fg;
OS := SetOfferts fg;
GetCombi (B, PSC, OS);
END cober.
5.5.12 - Ejemplos de Aplicacio´n
En esta seccio´n veremos unos ejemplos simples de aplicacio´n del algoritmo. En los
ape´ndices C.1 y C.2 presentamos unos ejemplos ma´s complejos: la Criba de Erato´stenes,
escogida por su singular componibilidad y el protocolo Abracadabra elegido por represen-
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tar un sistema de complejidad real. A continuacio´n revisaremos los ejemplos del principio
del capı´tulo.
Ejemplo 1 Repetimos a continuacio´n el ejemplo de especificacio´n:
S = P [a]jjQ[a]
P [x] = x;x;P [x]
Q[y] = y;Q[y]
Aplicamos el algoritmo paso a paso:
 1 Identificamos subexpresiones:
B0 = B1jjB3 B1 = x;B2 B2 = x;B1 B3 = y;B3










 4a Como OSa 6= ;:




 5a Hallamos el patro´n de sincronizacio´n:
PSCa = (B1jjB2)
 6a Como PSCa 62 PSC:
PSC = PSC [ fPSCag = f(B1jjB3)g
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 4b De nuevo tenemos que OSa 6= ;, por lo que an˜adimos a las ya calculadas:







 5b Calculamos tambie´n el patro´n de sincronizacio´n:
PSCa = (B2jjB3)
 6b De nuevo tenemos que PSCa 62 PSC por lo que an˜adimos a los ya calculados:
PSC = PSC [ fPSCag = f(B1jjB3); (B2jjB3)g
 7b Y para la u´nica accio´n observable, el a´rbol de sincronizacio´n resultante de










 4c Que se an˜ade de nuevo:







sin que OS resulte modificado.
 5c Por otro lado, el patro´n de sincronizacio´n PSCa es:
PSCa = (B1jjB2)
 6c Como PSCa 2 PSC termina el proceso.
Por lo tanto, el cardinal del conjunto de Patrones de Sincronizacio´n de la especificacio´n
es Card(OS(S)) = 2, que nos delimita el lı´mite del 100% de cobertura.
De esta forma obtenemos dos pruebas, que nos permiten asignar las siguientes medidas
de cobertura a priori:
prueba comportamiento cobertura M(T )
T1 a; stop 50%
T2 a; a; stop 100%
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Ejemplo 2 Una variante del ejemplo 3 presentado al principio del capı´tulo es:
S = P [a][]Q[b]
P [x] = x; (P [x]jjQ[x])
Q[y] = y;Q[y]
Aplicamos el algoritmo paso a paso:
 1 Identificamos subexpresiones:
B0 = B1[]B3 B1 = x;B2 B2 = B1jjB3 B3 = y;B3














 4a Como OSa 6= ;:







 5a Hallamos el patro´n de sincronizacio´n:
PSCa = (B1[]B2)
 6a Como PSCa 62 PSCS:
PSCS = PSCS [ fPSCag = f(B1[]B2)g
 7a1 En este caso, existen dos acciones observables. Por lo tanto, hay que procesar
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 4b1 De nuevo tenemos que OSa 6= ;, por lo que an˜adimos a lo ya calculado:










 5b1 Volvemos a calcular el patro´n resultante:
PSCa = (B1jjB3)
 6b1 Nuevamente tenemos que PSCa 62 PSCS:
PSCS = PSCS [ fPSCag = f(B1[]B2); (B1jjB3)g
 7b1 Y para la u´nica accio´n observable de OSa, el a´rbol de sincronizacio´n resultante














 4c De nuevo tenemos que OSa 6= ;, por lo que an˜adimos a lo ya calculado:










Es decir, OS no se ve modificado.
 5c Y el patro´n de sincronizacio´n es:
PSCa = (B1jjB3jjB3) = (B1jjB3)
 6c Como PSCa 2 PSCS termina el proceso por esta rama. Sin embargo, todavı´a
quedaba una accio´n de la primera fase.
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 4b2 Esta oferta no modifica el conjunto OS pues ya esta´ incluida.
 5b2 El patro´n de sincronizacio´n resultante es:
PSCa = (B3)
 6b2 Tampoco PSC se ve modificado.
 7b2 Es trivial comprobar que en la siguiente iteracio´n se produce la deteccio´n de la
inclusio´n de B3 en PSC, terminando el proceso.
Por lo tanto, el cardinal del conjunto de Patrones de Sincronizacio´n de la especificacio´n
es Card(OS(S)) = 3, que nos delimita el lı´mite del 100% de cobertura.
De esta forma obtenemos tres pruebas, que nos permiten asignar las siguientes medidas
de cobertura a priori:
prueba comportamiento cobertura M(T )
T1 a; stop 33.33%
T2 a; a; stop 66.66%
T3 b; stop 33.33%
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Capı´tulo 6
Arquitectura de un Sistema de
Ejecucio´n de Pruebas
La utilizacio´n de Te´cnicas de Descripcio´n Formal constituye la base para la formaliza-
cio´n, y subsiguiente automatizacio´n, del proceso de desarrollo de protocolos en general,
y de la fase de pruebas en particular. Integrando este soporte formal con la recomenda-
ciones de ISO para pruebas de conformidad entre especificaciones e implementaciones se
presenta un sistema de ejecucio´n de pruebas basado en LOTOS. El sistema se caracteriza
por utilizar la especificacio´n formal de referencia durante la fase de pruebas, proporcio-
nando los resultados en base a aquella: veredictos, identificacio´n de errores, y ana´lisis de
cobertura.
6.1 - Introduccio´n
Las Te´cnicas de Descripcio´n Formal (FDTs para abreviar) adquieren cada vez una
mayor importancia como soporte para el desarrollo de protocolos de comunicacio´n (figu-
ra 6.1). Como parte de este proceso de desarrollo, la fase de pruebas se ofrece como una
de las ma´s firmes candidatos a la formalizacio´n. Concretamente nos centraremos en el
lenguaje LOTOS [Bri85], que es norma internacional [ISO89b]. De entre los mu´ltiples as-
pectos de la pruebas de protocolos, vamos a concentrarnos en las pruebas de conformidad
[ISO91a] para homologar implementaciones respecto de sus especificaciones formales.
Las pruebas de conformidad u homologacio´n consisten en comprobar que la imple-
mentacio´n de un sistema es acorde con una especificacio´n de referencia. Usualmente se
trata de sistemas desarrollados bajo el marco de una norma internacional, y su homo-
logacio´n es requisito previo para que sean aceptados en el mercado. La homologacio´n
persigue el objetivo de poder garantizar que un producto es capaz de operar con otros.
Aunque la garantı´a ofrecida por un certificado de homologacio´n no es absoluta, las posibi-
lidades de que un producto homologado supere las pruebas de interoperabilidad son muy
altas [Lin86]. Las pruebas de homologacio´n se convierten en una condicio´n necesaria,
pero no suficiente. En cualquier caso, la legislacio´n vigente impone la homologacio´n
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como requisito previo necesario. Las compan˜ı´as proveedoras de servicios de transporte
declinan cualquier responsabilidad acerca de productos no homologados. Ası´, las pruebas
de conformidad adquieren un papel relevante en el marco de desarrollo de productos
telema´ticos.
Conformidad Dı´cese que una implementacio´n I es conforme a una especificacio´n S si y
solo si (1) para cualquier comportamiento impuesto por la especificacio´n S, la implemen-
tacio´n I es capaz de llevarlo a cabo, y (2) cualquier comportamiento que la implementacio´n
se niega a realizar, esta previsto en la norma S que pueda ser rechazado. Esta definicio´n
conlleva varios aspectos:
1. las pruebas de conformidad so´lo tienen en cuenta comportamientos previstos en la
especificacio´n,
2. la especificacio´n so´lo impone unos mı´nimos de obligado cumplimiento,
3. la especificacio´n puede contener aspectos opcionales: no es obligatorio que sean
realizados en todas y cada una de las implementaciones; pero de ser contemplados,
deben serlo en la forma especificada.
4. los fabricantes disponen de un margen de maniobra para enriquecer su producto con
facilidades que lo hagan mas atractivo al cliente, sin que las pruebas de conformidad
interfieran en estos aspectos.
Dadas estas caracterı´sticas, es perfectamente posible que dos productos correctamente
homologados sean incapaces de interoperar entre si. Usualmente se debe a que los fa-
bricantes han tomado una serie de decisiones en los aspectos opcionales que impiden la













Figura 6.1: Ingenierı´a de Protocolos de Comunicaciones
Usualmente es imposible probar la conformidad de una implementacio´n respecto de
una especificacio´n de referencia al 100%. El problema es planteable matema´ticamente,
pero indecidible en la pra´ctica, incluso ante especificaciones descritas formalmente. Por
ello se procede a una comprobacio´n basada en pruebas. A partir de la especificacio´n de
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referencia se establecen una serie de pruebas que deben ser pasadas por el producto para
su homologacio´n. Salvo en ejemplos acade´micos, es imposible un ana´lisis exhaustivo
de casos, por los que las pruebas siempre terminan en la pra´ctica antes de proporcionar
una garantı´a absoluta de correccio´n. Es necesario pues disponer de alguna estimacio´n
cuantitativa de en que´ medida podemos fiarnos de las pruebas realizadas, y en que´ medida
podemos pasar a usar (vender) el producto sin miedo a sorpresas. A estos efectos se
utilizan medidas de cobertura, pasa´ndose el mı´nimo nu´mero de pruebas que proporcionan
una cobertura aceptable de los requisitos expresados en la especificacio´n. Las te´cnicas
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Figura 6.2: Escenario de Pruebas de Conformidad
La figura 6.2 muestra el escenario en el que nos movemos, una profundizacio´n en
el marco global presentado en la figura 6.1, adaptada de [Lin89]. Se parte de una espe-
cificacio´n de referencia descrita formalmente. Utilizando informacio´n de los propo´sitos
de las pruebas que deseamos realizar, se obtiene una baterı´a de casos de prueba. Estos
propo´sitos se eligen con criterios funcionales y buscando la comprobacio´n de aquellas
facetas del producto ma´s susceptibles de una erro´nea implementacio´n, bien por su com-
plejidad, bien porque la experiencia ası´ lo ha constatado. Por otra parte, el fabricante
ha desarrollado un producto a partir de su especificacio´n. No nos interesa conocer el
proceso de desarrollo, ni tan siquiera las interioridades del producto. Este se tratara´ como
una caja negra que se somete a experimentacio´n. El sistema de homologacio´n toma en
consideracio´n todos estos elementos, ası´ como informacio´n que le permita establecer una
correspondencia entre los componentes formales y su realizacio´n pra´ctica. Este sistema,
bajo control de un operador, proporciona veredictos, ana´lisis de cobertura e informa de
los errores encontrados referidos a la especificacio´n de referencia.
La especificacio´n formal de referencia sirve exclusivamente al propo´sito de poder in-
formar al fabricante de los errores hallados, expresados en te´rminos de dicha especificacio´n
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que no se cumplen en su producto.
6.2 - Generacio´n de Casos de Prueba
La obtencio´n de la baterı´a de pruebas es una fase previa orientada a organizar te´cnica
y administrativamente la realizacio´n de las pruebas.
Los casos de prueba constan de un prea´mbulo, un cuerpo y un posta´mbulo [ISO91a].
El prea´mbulo es una fase preliminar en la que la implementacio´n se lleva al estado en el
que se quiere realizar la prueba. En pruebas muy sencillas, este prea´mbulo es nulo. El
cuerpo es el objeto en sı´ de la prueba. Los prea´mbulos de pruebas complejas son el cuerpo
de pruebas preliminares. Por u´ltimo, el posta´mbulo es el conjunto de acciones que nos
permiten llevar la implementacio´n a un estado reconocible tras una prueba. A veces es
tan simple como un boto´n de reset.
De acuerdo con la definicio´n de conformidad, solamente trazas contempladas en la
especificacio´n sera´n probadas sobre el producto. La seleccio´n de casos de prueba se
reduce a extraer trazas posibles de la especificacio´n de referencia.
6.2.1 - Propo´sitos de Prueba
Las pruebas se organizan por propo´sitos. Estos consisten en identificar un estado
inicial, al que llega gracias al prea´mbulo, y un objetivo que es el cuerpo de la prueba.
Un propo´sito de prueba es “una descripcio´n en prosa de un objetivo de prue-
ba definido con precisio´n, centrado en un u´nico requisito de conformidad, de
acuerdo con la especificacio´n de la norma correspondiente” [ISO91b]
La implementacio´n es una caja negra so´lo observable en te´rminos de su comporta-
miento externo. En te´rminos de LOTOS e´sto quiere decir como eventos ocurridos en
sus puertas externas. Un propo´sito de prueba se puede expresar como una secuencia de
eventos LOTOS a observar en dichas puertas. Dos eventos son especialmente significa-
tivos: aquel que marca el final de prea´mbulo, y aquel que marca el e´xito de la prueba.
Identificados e´stos, se puede extraer de la especificacio´n formal la secuencia de eventos
observables que proporcione un recorrido legal por los eventos que constituyen el propo´-
sito de la prueba. Esto se puede realizar por ejecucio´n simbo´lica de la especificacio´n de
referencia [QFM87, vEE91], obtenie´ndose una traza o subconjunto de comportamiento
que persigue los objetivos deseados [Rob91]. El caso de prueba debe guardar informa-
cio´n de aquellos posibles caminos que el sistema puede abordar indeterminı´sticamente,
pues impedira´n conseguir el objetivo de la prueba, pero no podra´n ser considerados como
errores. La figura 6.4 muestra una especificacio´n S de la que se han extraı´do 5 pruebas.
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6.2.2 - Temporizadores
Hay que prever que la implementacio´n falle y que durante las pruebas algu´n evento
previsto en las trazas no se lleve a cabo. La decisio´n de que un evento no ocurre de-
be tomarse en base al vencimiento de un temporizador: “si no ocurre en T segundos,
conside´rese que no va a ocurrir nunca”. Esta informacio´n sobre tiempos de espera va
estrechamente asociada a los propo´sitos de prueba, pudie´ndose expresar bien en te´rminos
globales (ide´ntico criterio para todos los eventos) o particulares (usando temporizadores
especı´ficos para cada caso de prueba o, incluso, para algunos eventos).
6.2.3 - Seleccio´n de Datos de Prueba
La seleccio´n de los datos de prueba es uno de los puntos ma´s difı´ciles en el disen˜o de
las pruebas. No basta con disponer de un propo´sito y saber con detalle las trazas que lo
comprueban, adema´s hay que proporcionar datos concretos para llevar a cabo la ejecu-
cio´n. Es usualmente imposible probar todos los casos con todos los datos posibles, pues
e´stos suelen ser infinitos, o tan numerosos que hacen inviable en la pra´ctica su ejercicio
exhaustivo. Hay que limitarse a un subconjunto, que debera´ ser mı´nimo, pero maximizar
la probabilidad de encontrar errores en el producto. Para ello hay que partir el dominio
de datos de entrada en un conjunto finito de clases de equivalencia de forma que pueda
razonablemente suponerse (aunque nunca se sepa con certeza absoluta) que la prueba con
un valor cualquiera de la clase sea equivalente a la prueba con cualquier otro valor de
la misma. La identificacio´n de estas clases de equivalencia es un proceso heurı´stico en
el que se toma la especificacio´n de referencia y se recorren las condiciones (guardas y
predicados) de la misma. En base a su inspeccio´n, los datos quedan clasificados en clases
segu´n se cumpla o incumpla cada combinacio´n de condiciones sobre ellos.
Una vez identificada una clase de equivalencia, se toma un elemento medio represen-
tativo de cada una de ellas, ası´ como elementos lı´mites, es decir valores que se hallan
inmediatamente arriba o debajo de los ma´rgenes de la clase. De esta forma, cada clase de
equivalencia y cada frontera entre clases de equivalencia es probada.
6.2.4 - Clases de Pruebas
En la fase de generacio´n de la baterı´a de pruebas se hace un ana´lisis exhaustivo de
la especificacio´n buscando trazas que recorran los objetivos de pruebas. De este ana´lisis
resultan los casos de prueba clasificados en tres clases:
obligatorios.- Una cierta traza de prueba es de obligado cumplimiento. Es el grupo ideal
y ma´s simple de tratar. U ocurre, o se rechaza el producto.
opcionales.- Una cierta traza de prueba es opcional, siendo decisio´n del fabricante im-
plementarla o no. Resultan casos de prueba parametrizados por valores que so´lo se
conocera´n al ir a pasar las pruebas. Estos valores los proporcionara´ el fabricante en
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un documento conocido como PICS1. El operador introducira´ los valores concretos
del PICS para un cierto producto. Un cierto nu´mero de pruebas puede quedar anu-
lado en base a estos valores. Tı´picamente, las pruebas asociadas a cierto para´metro
del PICS suelen estar agrupadas.
indeterministas.- Es muy frecuente en protocolos de comunicaciones que un cierto ob-
jetivo no se pueda alcanzar, sin que ello implique un error en la implementacio´n.
Por ejemplo, una desconexio´n en un protocolo orientado a conexio´n, puede impedir
que se observe la entrega de un dato; pero la desconexio´n iniciada por el medio es
un comportamiento correcto contemplado en la norma2.
Durante el proceso de elaboracio´n de la baterı´a de pruebas, combinando la espe-
cificacio´n de referencia con los propo´sitos de prueba, es perfectamente detectable este
tipo de posibles comportamientos. Ası´, es muy sencillo incluir informacio´n adicional
en el caso de prueba de forma que si en vez del comportamiento deseado se observa
otro comportamiento igualmente posible, se emita un veredicto de inconcluso [Rob91].
So´lo comportamientos inadecuados llevara´n a un veredicto de error. En el ejemplo de
la figura 6.4 se contemplan varios casos de pruebas obligatorias (P1; P2; P3), y dos
casos indeterministas (P4; P5). Estas trazas expresan lo que debe o puede ocurrir. Si la
implementacio´n se sale de este marco, se dice que hay un error o fallo.
Sin embargo, debido a comportamientos no deterministas de la especificacio´n, puede
ocurrir que, al intentar ejecutar la prueba, el producto actu´e de forma legal (segu´n lo
especificado) pero aparta´ndose del propo´sito de la prueba. La prueba contempla estos
indeterminismos dirigiendo la implementacio´n a un estado estable pero, evidentemente,
no se puede asegurar que el propo´sito ha sido cumplido. Por ello, se clasifican las pruebas
dependiendo de si se puede asegurar el cumplimiento de su objetivo. Esta clasificacio´n,
ampliada de [dNH84] es:
 MUST ACCEPT La especificacio´n es determinista en el comportamiento referente
al objetivo de la prueba, por lo que la IUT debe aceptar, en todo momento, las
ofertas de la misma.
 MAY ACCEPT La especificacio´n admite comportamientos que se apartan del ob-
jetivo de la prueba, por lo que su terminacio´n puede no asegurar el cumplimiento
de su propo´sito.
 MUST REJECT Igual que MUST, pero la intencio´n es que se rechace.
 MAY REJECT Igual que MAY, pero con la intencio´n de que se rechace.
1Protocol Implementation Conformance Statement [ISO91a].
2Otro tipo de pruebas, por ejemplo las de prestaciones, pueden fallar si, por ejemplo, el nu´mero de
desconexiones iniciadas por el medio es escandalosamente elevado, impidiendo la transferencia efectiva de
informacio´n. Pero aquı´ nos estamos centrando en pruebas de conformidad, que no entran en aspectos de
prestaciones.
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6.3 - Otras Aproximaciones
Existen en la literatura una cantidad relativamente grande de artı´culos orientados a la
generacio´n automa´tica de casos de prueba a partir de especificaciones formales en LOTOS.
Suelen estar planteados con perfiles fuertemente teo´ricos, buscando ma´s un tratamiento
formal del tema [BAL+91] que una viabilidad pra´ctica.
La linea ma´s exitosa de estas investigaciones se basa en identificar un probador ca-
no´nico [Bri87b]. Este es una “inversio´n” de la especificacio´n basada en convertir los
eventos decidibles por el entorno en decisiones del probador, y los eventos decidibles
internamente por la especificacio´n en decisiones de la implementacio´n bajo prueba. Una
fase posterior extraerı´a casos concretos de prueba como trazas de este probador cano´-
nico [Tre90, WBL91]. Existen algoritmos capaces de encontrar el probador cano´nico
[Ald90, Wez89, Wez88, Mor90] que funcionan perfectamente con especificaciones sin
datos; pero que au´n se ignora co´mo conseguir que cubran LOTOS completo. Estos me´-
todos tropiezan ba´sicamente en dos puntos: (1) la infinitud de valores que pueden tomar
las variables, y (2) los problemas usuales de ejecucio´n simbo´lica que lleva ra´pidamente
a problemas de resolucio´n de teoremas. Tampoco esta´ claro el tratamiento que reciben
especificaciones que denotan auto´matas infinitos. Por u´ltimo, las funcionalidades del
sistema hay que adivinarlas en el probador cano´nico, por lo que la extraccio´n de trazas
basada en propo´sitos de prueba y la explicacio´n de fallos en te´rminos de la referencia, son
actividades que pueden requerir un serio esfuerzo de identificacio´n.
No obstante, el marco teo´rico proporcionado por estos trabajos ha permitido clarificar
los objetivos y el significado de lo que significan pruebas de conformidad, influyendo
manifiestamente en la evolucio´n de las normas internacionales [ISO91a]. Ası´ mismo, las
ideas expuestas en este artı´culo siguen dicho modelo teo´rico, si bien se ha optado por un
enfoque pragma´tico a la hora de llevar la teorı´a a la pra´ctica. Ası´, la extraccio´n de trazas
se realiza sobre la especificacio´n de referencia, antes que sobre el probador cano´nico; y la
inversio´n de la especificacio´n so´lo existe virtualmente durante al ejecucio´n de las pruebas
[Rob91], con datos reales, como se describe ma´s abajo.
6.4 - Ejecucio´n de las Pruebas
La ejecucio´n de las pruebas consiste en la aplicacio´n de nuestra baterı´a de casos a un
producto. Esta se realiza bajo control de un operador que introduce los para´metros nece-
sarios de conformidad (PICS), ası´ como los detalles de realizacio´n pra´ctica de los eventos
que se representaron en forma abstracta en la especificacio´n de referencia (PIXIT)3.
La figura 6.3 presenta la interrelacio´n funcional de los componentes de prueba. El
motor de la prueba es la especificacio´n de cada caso de prueba, adecuadamente parametri-
zado por el PICS. El caso de prueba puede imponer un cierto comportamiento, u observar
que´ hace la implementacio´n bajo pruebas. Un comportamiento se impone cuando so´lo
existe un posible evento en la prueba, mientras que situaciones indeterministas a decidir
3Protocol Implementation eXtra Information for Testing [ISO91a].























Figura 6.3: Organizacio´n funcional del probador
por el entorno se consideran observaciones pasivas del probador.
6.4.1 - Relacio´n entre la formalizacio´n y su concrecio´n
Todo el mecanismo de descripcio´n formal se basa en abstraer detalles concretos de la
realidad, darles un nombre simbo´lico, y manipular este mundo de sı´mbolos. Todo esto es
muy co´modo para realizar manipulaciones simbo´licas sobre la especificacio´n; pero tiene
un lı´mite que se alcanza cuando hay que interactuar con un producto.
La correlacio´n entre el mundo abstracto y el concreto se realiza, en nuestro sistema,
en base a un mecanismo de anotaciones [MdM89] que permite asociar aspectos externos
a eventos simbo´licos. Hay ba´sicamente dos casos a contemplar: eventos que ocurren en
el mundo porque la especificacio´n ası´ lo desea (salientes), y elementos que ocurren en
el mundo y la especificacio´n constata que han acaecido (entrantes). ISO ha propuesto
un lenguaje de especificacio´n de pruebas (TTCN [ISO91d]) que contempla esta clasifi-
cacio´n explı´citamente. Los eventos salientes se denotan por !, y los entrantes por ?.
Desgraciadamente, LOTOS abstrae este “detalle”, lo que requiere que sea introducido
posteriormente.
El mecanismo de rendezvous mu´ltiple de LOTOS permite an˜adir una restriccio´n al
comportamiento en la que estos aspectos son explı´citos [MdMSA93]. Los eventos se
caracterizan por la puerta externa sobre la que ocurren y por el nu´mero y clase de sus
argumentos. Los eventos salientes son anotados con un efecto colateral: una sentencia
que se ejecuta asociada a la ocurrencia del evento. Los eventos entrantes se guardan con
un predicado que indica cua´ndo ha entrado desde el entorno. La realizacio´n concreta de
estas funciones relacionadas con el entorno viene dada por el documento PIXIT.
Esta restriccio´n tiene la siguiente forma:
process entorno [puertas_externas] (PICS, PIXIT) :=
evento_saliente (*| C efecto_externo (); |*) ;
entorno [...] (...)
[]
(*| wait observacion () |*) i ; evento_entrante ;





Pueden haber varios eventos salientes, caracterizados por una puerta y una serie de ar-
gumentos. Cuando el evento ocurre debido a que todas las condiciones impuestas por
la especificacio´n para su ocurrencia son satisfechas, el entorno “nota” que ha ocurrido al
ejecutarse la funcio´n efecto_externo ().
Cuando un evento externo ocurre, es notificado vı´a el predicado observacion().
A la especificacio´n se le impone dicho evento (tras una transicio´n auto´noma del entorno).
6.4.2 - Imposicio´n versus Observacio´n
¿Quie´n decide que´ evento ocurre? ¿El probador o el producto sujeto a pruebas? La
respuesta depende de la estructura de la especificacio´n. Esta ya fue analizada durante la
fase de generacio´n de pruebas, y la informacio´n pertinente consta en el caso de prueba. Si
en un estado dado el caso so´lo preve´ un posible evento, la respuesta es simple: no hay nada
que elegir, u ocurre ese evento o algo ha fallado (se suele decir que hay bloqueo, aspecto
que trataremos ma´s adelante). Si el caso de prueba permite una decisio´n indeterminista,
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Figura 6.4: Ejemplo de elaboracio´n de casos de prueba
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La figura 6.4 presenta varias situaciones tı´picas. Dada una especificacio´n S, hemos
extraı´do varias pruebas P, identificadas por un objetivo (por ejemplo, P1 persigue el ob-
jetivo a). Una prueba como P1 dice que queremos observar a y nada ma´s que a. No hay
nada que opinar de parte de la implementacio´n: si ocurre a, la prueba PASA. Si no, el
sistema se bloquea.
Una prueba como P4 persigue el objetivo d. Para ello es necesario pasar por c, indis-
cutiblemente; pero a partir de ahı´, la implementacio´n puede optar por d (lo que serı´a un
e´xito) o por e, que no es que sea fracaso, pero ciertamente nos deja el veredicto inconcluso.
6.4.3 - Seguimiento Sobre la Especificacio´n de Referencia
El caso de prueba es el motor de ejecucio´n de la prueba. Segu´n se van observando
eventos, se genera un informe detallado. Si llegamos a un resultado satisfactorio (PASA),
poco ma´s hay que decir de la prueba. Pero si llegamos a un resultado inconcluso o,
au´n ma´s, si llegamos a una situacio´n de bloqueo, hay que informar al fabricante de que´
ha ocurrido. Obviamente, el producto es para nosotros una caja negra y no podemos
identificar errores dentro de e´l. Este es el problema del fabricante que tendra´ que irse a su
fa´brica, identificar el error en su co´digo, y corregirlo.
Pero hay que indicarle exactamente que´ requisito de la especificacio´n se ha incumplido.
Para ello el sistema de pruebas realizara´ un seguimiento de la especificacio´n de referencia
durante la prueba. Segu´n se observa cada evento, haremos avanzar la especificacio´n un
paso. Ası´, cuando la prueba se bloquee, sabremos exactamente el punto de la especifi-
cacio´n en el que nos encontramos, y por do´nde hemos llegado hasta e´l. Basta imprimir
la traza y el estado final para proporcionar una valiosa informacio´n de que´ aspecto de la
especificacio´n de referencia se incumplio´, referido a e´sta misma.
Este seguimiento se realiza en base a una ejecucio´n simbo´lica con datos reales. Es
decir, un inte´rprete.
6.4.4 - Bloqueo
Los casos de prueba so´lo contemplan terminaciones exitosas o inconclusas. Pero en
cualquier momento puede ocurrir cualquier evento no previsto o, ma´s precisamente, que
ninguno de los eventos previstos ocurran dentro del plazo marcado en el propo´sito de
prueba. Cuando un temporizador salta decimos que se ha producido un bloqueo.
Un bloqueo puede ocurrir durante la ejecucio´n del prea´mbulo o durante la ejecucio´n
del cuerpo de la prueba. En el primer caso se asigna un veredicto de inconcluso, siguiendo
la costumbre de los centros de homologacio´n y las recomendaciones de la ISO [ISO91b].
Esta asignacio´n es arbitraria y, usualmente, conlleva la repeticio´n de la prueba un cierto
nu´mero de veces. En cuanto pasa una vez, se considera pasada y no se repite ma´s; pero si
al cabo de un nu´mero predeterminado de intentos sigue fallando el prea´mbulo, se le asigna
un veredicto final de inconcluso. Esto tambie´n es arbitrario; pero sigue siendo pra´ctica
habitual.
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Muy diferente resulta la situacio´n en la que el probador se bloquea durante la ejecucio´n
del cuerpo de la prueba. En estos casos, el veredicto es inequı´vocamente FALLO. Se emite
un informe del estado de la especificacio´n de referencia en el momento del bloqueo, y se
rechaza el producto4.
6.4.5 - Pruebas correctas
Cada caso de prueba debe incluir informacio´n acerca de la consecucio´n de su propo´-
sito. En ejecucio´n es posible tener una serie de estados marcados como pendientes de
confirmacio´n, en el sentido de que ma´s adelante sabremos lo que realmente esta´ ejecu-
tando la IUT. Por ello definimos como prueba correcta aquella que cumple las siguientes
condiciones:
 Debe contemplar un u´nico propo´sito de prueba. De aquı´ se deriva que:
– La prueba debe contemplar un solo caso de terminacio´n en FALLA o PASA.
El primer caso correspondera´ a pruebas de rechazo, mientras que el segundo
son pruebas de aceptacio´n.
– Si comportamientos aceptables en la especificacio´n apartan la ejecucio´n del
propo´sito de la prueba podra´n existir ramas de la prueba que terminen en
INCONCLUSO.
 La terminacio´n de una prueba esta´ limitada segu´n su tipo. Ası´:
– una prueba MUST ACCEPT debe consistir en una u´nica traza terminante con
etiqueta final PASA.
– una prueba MAY ACCEPT debe contener ma´s de una traza terminante, pe-
ro so´lo una de ellas tendra´ etiqueta PASA. Las dema´s tendra´n forzosamente
etiqueta INCONCLUSO.
– una prueba MUST REJECT debe consistir en una u´nica traza terminante con
etiqueta final FALLA. Adema´s se considera (por tener propo´sito u´nico) que
solo existira´ un evento de rechazo. Todos la secuencia de eventos anteriores
sera´ considerada como prea´mbulo de la prueba.
– una prueba MAY REJECT debe contener ma´s de una traza terminante, pero
so´lo una de ellas con etiqueta FALLA. Igualmente que en el caso anterior, se
considera que el cuerpo de la prueba comienza en el estado justamente anterior
al evento a rechazar. El resto de las trazas deben terminar en INCONCLUSO.
 En cada estado de la prueba pueden existir un u´nico tipo de eventos:
4A efectos pra´cticos, puede que se intenten algunas pruebas ma´s para aprovechar la sesio´n de homolo-
gacio´n e intentar descubrir ma´s errores antes de devolver el producto al fabricante; pero pase lo que pase
con cualquier otra prueba, el producto sera´ rechazado.
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– imponibles: un evento imponible es aquel que la prueba trata de forzar su eje-
cucio´n por la implementacio´n. Si e´sta lo rechaza se considera que le ejecucio´n
ha sido bloqueada. So´lo puede existir un evento imponible en un estado dado.
– aceptables: un evento aceptable es aquel que la prueba se limita a observar
en su ejecucio´n por parte de la IUT. Cuando e´sta ejecuta uno de tales eventos
la prueba se limita a evolucionar acordemente, sincronizando adecuadamen-
te e intercambiando datos si fuera menester. Pueden existir varios eventos
aceptables en un estado dado.
 Cada traza terminal debe ser identificable sobre la prueba. En definitiva, queremos
saber en que estado termina la ejecucio´n (si e´sta llega al final).
Una de las consecuencias directas es que una prueba correcta es una prueba mensurable
sobre la especificacio´n de referencia.
De aquı´ en adelante supondremos que las pruebas sera´n correctas.
6.4.6 - Etiquetado de Pruebas en LOTOS
A continuacio´n se describe un ejemplo completo con todas las anotaciones propuestas
de lo que se considera una prueba correcta.
En una prueba se ha de marcar el punto donde termina el prea´mbulo y comienza el
cuerpo. Adema´s, hay que tener en cuenta que la prueba puede no tener prea´mbulo. Por
ello se propone la anotacio´n END_OF_PREAMBLE que indicara´ que el prea´mbulo ha
terminado. Esta anotacio´n puede aparecer una sola vez en la prueba. Caso de que no
aparezca, se supone que no existe prea´mbulo.
Hemos visto que la prueba debe acabar en un estado identificable pero, adema´s, la
u´ltima oferta de la prueba debe adjuntar la etiqueta de terminacio´n. Se proponen las
anotaciones PASA, FALLA e INCONCLUSO para los tres veredictos asignables, con las
restricciones detalladas en la seccio´n 6.4.5.
Debemos proporcionar un mecanismo para resolver la aplicacio´n de cada accio´n de
la prueba sobre la IUT.. Hemos visto que los eventos sera´n imponibles u observables.
La caracterizacio´n de la controlabilidad y observabilidad ha sido estudiada en el capı´tu-
lo 3, donde se proporcionaba un mecanismo de definicio´n del interfaz que debe cumplir la
especificacio´n. Por lo tanto, se requiere haber caracterizado el interfaz con las anotaciones
descritas. Ası´, el patro´n de accio´n caracterizado en el interfaz como IN sera´ imponible y
como OUT sera´ observable.
Por u´ltimo, se tiene que tener en cuenta co´mo se consideran los bloqueos. Evidente-
mente, esta´n los debidos a reacciones erro´neas de la IUT, lo que se detecta simplemente
por la propia sema´ntica de pruebas: como no es una accio´n incluida en la prueba el sistema
determinara´ que es un bloque. Pero hemos comentado ya la posibilidad de que la IUT
no reaccione. Esto se resuelve con un temporizador, que sera´ introducido en el interfaz
mediante la anotacio´n timeout #. Si pasadas # unidades de tiempo desde la u´ltima
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accio´n no se ha obtenido reaccio´n por parte de la IUT, se considerara´ que se ha producido
un bloqueo.





END_OF_PREAMBLE process test [a, b, c, d, e] : noexit :=
a (*| END OF PREAMBLE |*) ;
(b ; e (*| PASA |*) ; stop)
[]
(b ; d (*| INCONCLUSO |*) ; stop)
endproc
Figura 6.5: Prueba correcta completamente anotada
6.4.7 - Cobertura
El sistema de pruebas combina aspectos de caja negra con aspectos de caja blanca. El
sistema bajo pruebas se trata como una caja negra, y por tanto carecemos de conocimiento
respecto de en que´ medida ha sido probado. Realmente, como centro de homologacio´n,
e´ste no es un aspecto que nos interese lo ma´s mı´nimo: es al fabricante del producto al
que le preocupo´ en su dı´a desarrollar pruebas estructurales de su producto. Al centro de
homologacio´n solo le preocupan las pruebas funcionales.
La especificacio´n de referencia, por el contrario, es tratada como una caja blanca, pues
las pruebas funcionales del producto se corresponden a las pruebas estructurales de la
especificacio´n5 .
Las pruebas de caja blanca son susceptibles de una calificacio´n de cobertura, es decir del
grado en que los casos de prueba ejercitan o cubren la lo´gica del sistema [Mye79, Bei83].
La prueba perfecta de caja blanca es aquella que cubre todos los posibles comportamien-
tos del sistema. Desgraciadamente, so´lo ejemplos acade´micos de simplicidad extrema
permiten llegar a este ideal de perfeccio´n; mientras que cualquier sistema telema´tico de
5Quiza´s debiera hacerse una salvedad en lo que respecta a aquellos aspectos que pudieran adolecer de un
defecto de sobreespecificacio´n, es decir, que la especificacio´n entre en detalles del co´mo se obtiene alguna
funcionalidad. Supondremos nosotros que e´sto no es ası´, y que la especificacio´n se limita a los mı´nimos
necesarios de que´ es lo que debe hacer el producto, y permite realmente todas las posibles implementaciones.
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mediana complejidad contempla un nu´mero virtualmente infinito de posibles comporta-
mientos, haciendo inviable su cobertura absoluta.
Cla´sicamente se han venido utilizando criterios de cobertura de programas basados en
elementos sinta´cticos y constataciones simples durante la ejecucio´n del programa:
cobertura de sentencias: Ejecucio´n de sentencias del programa. Se persigue el objetivo
de que todas se hayan ejecutado al menos una vez.
cobertura de decisio´n: Toma de decisiones. Se persigue el objetivo de que todas se
hayan ejecutado al menos una vez, cubrie´ndose todas las posibles ramas de salida.
cobertura de condicio´n: Las decisiones se desglosan en componentes, procura´ndose que
cada componente se barra en sus dos posibles valores booleanos (cierto y falso).
cobertura de decisio´n/condicio´n: Combina las dos anteriores.
Tı´picamente es fa´cil llegar a una cobertura de sentencias del 100%; pero se suele
considerar como un e´xito mezquino pues queda oculta la riqueza de comportamientos
proporcionada por los datos, ası´ como la utilizacio´n de segmentos de co´digo desde dife-
rentes puntos (procedimientos). La pra´ctica suele aconsejar la cobertura de decisiones,
pues esta´ directamente relacionada con la cobertura del enunciado del problema. Se suele
considerar un 85% como un buen nivel de cobertura.
6.4.8 - Asignacio´n de veredictos
La asignacio´n de veredictos descrita en la norma IS-9646 necesita de interpretacio´n,
puesto que va a depender, por un lado, de la parte de la prueba que se este´ ejecutando.
Por otro lado, esta interpretacio´n es distinta para una prueba de rechazo y para una de
aceptacio´n.
Otro aspecto que modificara´ la asignacio´n de veredicto es la parte de la prueba que
estemos ejecutando. En efecto, si la ejecucio´n de la prueba se interrumpe en el prea´mbulo
de la misma no se puede aseverar el cumplimiento de su propo´sito. Por ejemplo, si se
intenta probar que un dato se retransmite al vencer un plazo y, al ejecutar la prueba, no se
establece la conexio´n, la prueba no termina bien, pero no se puede asegurar que los datos
no se retransmiten.
Por todo ello, se proporciona la tabla 6.1 de asignacio´n de veredictos [Rob91], relacio-
nando la terminacio´n de la ejecucio´n de la prueba (filas) con la clasificacio´n de la misma
(columnas).
En la primera columna se presentan todas las posibles terminaciones de la ejecucio´n
de una prueba. Las dos primeras filas se refieren al caso en que exista un bloqueo antes de
terminar la prueba. Si se esta´ ejecutando el prea´mbulo, el veredicto es INCONCLUSO. Si
ocurre ya en el cuerpo principal de la prueba obtenemos normalmente un FALLO, excepto
en el caso de prueba MUST REJECT, puesto que precisamente la intencio´n de la prueba
es que se rechace el evento que forma el cuerpo de la prueba.











MUST MAY MUST MAY
ACCEPT ACCEPT REJECT REJECT
Bloqueo
Prea´mbulo I I I I
Bloqueo
Cuerpo F F P P
Termina Etiqueta terminal
I: Inconcluso P: Pasa F: Falla
Tabla 6.1: Asignacio´n de veredictos
Las tres u´ltimas filas se refieren a la terminacio´n de la prueba. Si se llega al final,
dependiendo de co´mo se termino´ la ejecucio´n y del objetivo de la prueba asignamos
veredictos.
6.5 - Formalizacio´n de la Ejecucio´n de Pruebas
Todos los aspectos comentados en la seccio´n anterior han de ser combinados en la for-
malizacio´n de la ejecucio´n de pruebas. Se resalta en este caso que existe un tercer elemento
en juego que no suele tomar parte en te´cnicas ma´s convencionales: una especificacio´n de
referencia formalizada y manejable por herramientas.
Adoptaremos las siguientes hipo´tesis de partida:
 La IUT so´lo ofrece/ejecuta un evento cada vez.
 La prueba es correcta (segu´n se definio´ en 6.4.5).
 La prueba, en un momento dado, puede:
– Ofrecer una accio´n imponible.
– Ofertar varias acciones cuya decisio´n de ejecucio´n corresponde totalmente a
la IUT.
 Supondremos la existencia de la funcio´n io, que determina si una accio´n de una
prueba es imponible o no.
 La IUT sera´ representada por un modelo de LTS, que puede no ser conocido a priori,
segu´n la figura 6.6. La intencio´n no es tanto construir tal modelo, sino tener un
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mecanismo de representacio´n de las ofertas de la IUT6.
Formal
Informal






Figura 6.6: Relacio´n entre la IUT, su modelo y la especificacio´n de referencia
La ejecucio´n de la prueba consiste en evolucionar en paralelo la IUT y la prueba,
teniendo en cuenta que mientras que la IUT so´lo ejecuta una posible secuencia de accio-
nes, sobre la prueba se pueden seguir diferentes trazas en un momento dado. Estas trazas
sera´n consideradas como pendientes de confirmacio´n. Evidentemente, si la prueba esta´
bien disen˜ada y termina, sera´ posible decidir, tarde o temprano, cua´l de las trazas esta´
realmente siendo observada.


























Cuando se haya observado la secuencia a, b sobre la IUT, podemos estar en dos
posibles estados, s1, s2, que marcaremos como pendientes. Cuando la prueba termine,
por ejemplo ejecuta´ndose c, no quedara´ duda de que el estado alcanzado sera´ s3.
En definitiva, podemos tener un conjunto de estados de la prueba y y uno solo en la
IUT.
6En particular, si este modelo estuviese disponible, se podrı´a estudiar equivalencias tan fuertes como
bisimulacio´n y otras, con soporte matema´tico.
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Sea T una prueba correcta, I una implementacio´n, t el tiempo transcurrido desde la
ejecucio´n de una accio´n. Sean t0 e i0 los estados iniciales de T e I, respectivamente.
Denotaremos con TS, TS 0, TS
i
a conjuntos de estados sobre la prueba.
Dominios
Definicio´n 19 Definimos como resultado de la ejecucio´n de una prueba sobre una IUT
como un valor en el siguiente dominio:
R = (BloqueoEnPreambulo, BloqueoEnCuerpo, PASA, FALLA, INCONCLUSO)
Definicio´n 20 Definimos el estado de una ejecucio´n de una prueba sobre una IUT como
la tupla
ϒ =< TS; i >
donde
 TS es un conjunto de estados pertenecientes a la prueba.
 i es un estado de la IUT.
denotaremos como ';'1; '0; : : : a elementos de ϒ.
Variables
Definicio´n 21 Definimos la variable
preamble 2 fTRUE;FALSEg
Esta variable tomara´ el valor TRUE si la prueba se encuentra en el prea´mbulo y
FALSE en el caso contrario. Operacionalmente, comienza siempre con el valor TRUE
y lo cambia cuando se ejecute la accio´n anotada como END_OF_PREAMBLE.
Funciones
Definicio´n 22 Definimos la funcio´n de terminacio´n T :
T : offert! fPASA, FALLA, INCONCLUSOg
que dada una oferta terminante de una prueba devolvera´ la anotacio´n asignada al
resultado de la ejecucio´n en forma de anotacio´n, segu´n se definio´ en 6.4.6.
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Definicio´n 23 Definimos la funcio´n L:
L : offert! fIN, OUTg
que dada una accio´n de la prueba devuelve la anotacio´n referente a la direccionalidad
asignada en el interfaz (PCOs).
Definicio´n 24 Definimos la funcio´n Γ que dada una oferta devuelve el valor asignado en
la anotacio´n timeout:
Γ : offert! time
Definicio´n 25 Definimos la funcio´n Ofs de extraccio´n de ofertas dado un conjunto de
estados como:
Ofs : state! off set
con





Definicio´n 26 Definimos la funcio´n Ofc de eleccio´n de oferta entre una prueba y una
IUT como:



































































En el primer caso, tenemos que si el tiempo transcurrido tras la la u´ltima accio´n
ejecutada sobrepasa todos lostimeouts especificados se considera que existe un bloqueo.
El segundo caso considera el caso de, sin existir vencimientos de plazo (al menos en alguna
accio´n aceptable por la prueba), la IUT impone alguna accio´n. En definitiva se espera la
reaccio´n de la IUT, ahora bien, esa reaccio´n debe ser acorde al propo´sito de la prueba.
Por u´ltimo, la prueba intenta imponer una accio´n a la IUT. Recordemos que en este
caso TS
n






) sera´, evidentemente, O NIL.
Definicio´n 27 Definimos la funcio´n A:
A : state offert! state
A(TS; a) = fs
i+1jsi = a) si+1 8si 2 TSg
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como la funcio´n que, dado un conjunto de estados de la prueba y una oferta ejecutada,
determina el conjunto de estados resultantes en la prueba. Esta funcio´n, en definitiva,
hace un seguimiento sobre la especificacio´n de los estados de la prueba por los que esta´
pasando la ejecucio´n de la misma.
Definicio´n 28 Definimos la funcio´n P de paso de ejecucio´n de una prueba sobre una IUT
como:
P : ϒ offert! ϒ






= A(T; o); i
0
= gl(i; o)g
Definicio´n 29 Definimos la funcio´n de ejecucio´n de una prueba sobre una IUT como:
 : test; IUT !R
donde el comienzo de la ejecucio´n se denota como:
(ft0g; i0)
La ejecucio´n de una prueba consiste en aplicar sucesivamente las acciones de la prueba
en la IUT. Esta “aplicacio´n” supone decidir si se impone alguna accio´n a la IUT o se espera
a observar alguna reaccio´n de la misma. Si existe bloqueo, el resultado de la ejecucio´n
sera´ BloqueoEnPreambulo o BloqueoEnCuerpo segu´n estemos en el prea´mbulo o en
el cuerpo de la prueba.
Una vez terminadas las acciones contempladas en la prueba, el resultado es, simple-






















; o) = ; ^ o 6= O NIL




>) = O NIL
^preamble = TRUE














))) en otro caso
6.6 - Conclusiones
La homologacio´n de productos de comunicaciones respecto de sus especificaciones
de referencia es pra´ctica habitual que proporciona un elevado grado de confianza en que
los productos que pasen las pruebas sean capaces de proporcionar un servicio efectivo
durante su uso.
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El uso de te´cnicas formales en la especificacio´n de las normas de referencia y la
existencia de una sema´ntica operacional asociada a las mismas, permite que las pruebas
de homologacio´n sean dirigidas por la especificacio´n, permitiendo una formalizacio´n de
todos sus componentes: propo´sitos de pruebas, asignacio´n de veredictos, sema´ntica de
pruebas y me´tricas. Todo ello con soporte de herramientas.
En este capı´tulo se ha proporcionado una visio´n global de los componentes, arqui-
tectura y funcionalidad de un sistema de soporte de pruebas que se esta desarrollando
actualmente y del cual ya existe un prototipo. Sus principales caracterı´sticas se pueden
resumir en (1) utilizacio´n sistema´tica de la especificacio´n original como objeto de ref-
erencia, en particular en lo referente a ana´lisis de cobertura e informe de errores; (2)
“inversio´n” de las pruebas dina´micamente durante la ejecucio´n, y (3) coordinacio´n entre
elementos abstractos y reales en tiempo de ejecucio´n.
Por otro lado, se define el concepto de prueba correcta, de crucial importancia a la
hora de ejecutar, interpretar resultados y asignar veredictos. En efecto, a veces se entien-
de por prueba cualquier traza extraı´da de la especificacio´n, sin tener en cuenta factores
como el indeterminismo, imponibilidad y observabilidad, y otros que afectan al proceso
de ejecucio´n.
Asimismo, se proporciona un marco formal de referencia para la ejecucio´n de prue-
bas, generacio´n de resultados y asignacio´n de veredictos que tiene en cuenta una prueba
correcta especificada formalmente y ejecutada sobre un producto real, al cual no se le
impone nada, salvo la posibilidad, claro esta´, de interpretar su comportamiento (acciones
y reacciones) en los mismo te´rminos que la prueba.
Se espera ası´ mismo que las herramientas generadas para este sistema sean u´tiles en
el proceso de pruebas de depuracio´n de la propia especificacio´n de referencia (y/o de refi-
namientos de la misma utilizados a lo largo del desarrollo del producto). En este marco,
las facetas de conexio´n con un producto real (correspondencia abstracto–real) pasan a un
segundo te´rmino. En cambio, las herramientas de generacio´n de casos de prueba reciben
un fuerte empuje en el sentido de que sobre la especificacio´n sujeta a ana´lisis se estudia si





En este trabajo hemos abordado la fase de ejecucio´n de pruebas de conformidad en
un entorno en el cual se dispone de una especificacio´n formal del sistema o producto, que
consideramos como referencia. Se abordan desde aspectos metodolo´gicos (medidas de
cobertura) hasta operacionales (ejecucio´n de pruebas), sin pasar por alto el hecho de que
existe un entorno normalizado para generacio´n de pruebas (ISO-9646).
El primer campo de actuacio´n ha sido el estudio de los interfaces de pruebas y de
las caracterı´sticas que influyen en la capacidad de control y observacio´n que tenemos
sobre un sistema. El capı´tulo 3 describe la investigacio´n llevada a cabo. Los resultados
comprenden:
 Caracterizacio´n y modelado de PCOs.
 Formalizacio´n de las caracterı´sticas de los PCOs.
 Desarrollo de un lenguaje de anotaciones para modelado de PCOs usando LOTOS
como lenguaje de especificacio´n.
El segundo campo de actuacio´n ha sido el estudio de las medidas de cobertura como
para´metro fundamental para evaluar que´ partes de la especificacio´n son ejercitadas. En es-
te sentido, se incluye un nuevo elemento respecto de la Ingenierı´a Software convencional,
que es precisamente la Especificacio´n de Referencia. Esto da lugar a poder determinar
una cobertura a priori, entendida como potencia de una baterı´a de pruebas y una medida
a posteriori o concepto convencional de cobertura de ejecucio´n.
El capı´tulo 4 recoge la evaluacio´n de diferentes coberturas de comportamientos y la
propuesta Cobertura de Composicio´n de Eventos. Asimismo, se propone un algoritmo
para computar dicha me´trica, descrito en el capı´tulo 5, donde se resuelven los problemas
operativos y de implementacio´n de dicha medida.
Adema´s se ha realizado una herramienta que implementa dicho algoritmo, calculando
sobre una especificacio´n los eventos que contribuyen al 100% de cobertura. Como valora
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an˜adido de la herramienta, se calcula el suba´rbol de sincronizacio´n de la especificacio´n
que cubre dicho 100%. De esta forma, es fa´cil determinar que´ partes de la especificacio´n
no esta´n cubiertas y sirve de guia para el desarrollo de pruebas orientadas por cobertura.
La aplicacio´n y resultados se comentan en el ape´ndice C.
Los resultados de este segundo estudio comprenden:
 Ana´lisis de me´tricas de cobertura de comportamiento para el lenguaje LOTOS.
 Propuesta de una me´trica de cobertura, llamada de Composicio´n de Eventos, que
capture las posibles combinaciones de eventos simples evitando la infinitud debida
tanto a la repeticio´n de comportamientos como a los tipos de datos.
 Desarrollo de un algoritmo para computar dicha me´trica.
El tercer y u´ltimo campo de actuacio´n ha sido el estudio de los elementos, concep-
tos y me´todos puestos en juego a la hora de ejecutar las pruebas de conformidad sobre
protocolos de comunicaciones. El capı´tulo 6 recoge estos resultados, que comprenden:
 Definicio´n de todos los elementos que componen una prueba orientada a su ejecucio´n
dentro del entorno de conformidad de la norma ISO-9646.
 Formalizacio´n de dicho elementos y propuesta de especificacio´n de los mismos
como partes significativa e inseparable de la prueba.
 Formalizacio´n del proceso de ejecucio´n de prueba sobre un producto real, inclu-
yendo conceptos de bloqueo, indeterminismo, observacio´n e imposicio´n, ası´ como
resultados de la ejecucio´n y asignacio´n de veredictos.
7.2 - Vı´as de Investigacio´n Futuras
Entre las posibles continuaciones de la presente investigacio´n se consideran de especial
relevancia los siguientes campos:
 Investigacio´n de la aplicacio´n de los conceptos formalizados a otras FDTs. En par-
ticular, existe un gran intere´s industrial en el lenguaje SDL, para el que se disponen
de potentes herramientas de especificacio´n y ana´lisis.
 Incorporacio´n al propio lenguaje LOTOS de conceptos que faciliten la generacio´n
de pruebas y la caracterizacio´n de los PCOs. De esta forma, los conceptos cap-
turados mediante anotaciones formarı´an parte de la sema´ntica propia del lenguaje,
facilitando enormemente el proceso de generacio´n y ejecucio´n de pruebas. Actual-
mente, ISO esta´ trabajando en una nueva versio´n del lenguaje, llamada E-LOTOS,
en las que algunos conceptos como el tiempo parece que sera´n incluidos. El pre-
sente trabajo puede formar parte de las guı´as de estudio que se esta´n teniendo en
consideracio´n.
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 Uno de los resultados del algoritmo de cobertura es la exploracio´n del a´rbol de
sincronizacio´n de una especificacio´n. Este a´rbol contiene todas las participaciones
de eventos simples, con lo que resulta una vı´a prometedora para la generacio´n de
pruebas con objetivo predeterminado de cobertura. Es particularmente interesante
estudiar la generacio´n de un a´rbol de sincronizacio´n mı´nimo en cuanto a taman˜o
que contenga todas las combinaciones.
 Integracio´n de me´tricas de cobertura sobre los tipos de datos. Los tipos de datos con
sema´ntica no predefinida dificulta la tarea de ana´lisis de los mismos, requiriendo
pruebas especı´ficas que comprueben la correcta implementacio´n de los mismos.
Otras actividades En una tesis de ingeniarı´a no puede olvidarse en ningu´n momento
la aplicacio´n industrial de los resultados de las investigaciones llevadas a cabo. Por ello,
proponemos:
 Desarrollo de una herramienta gra´fica que integre los presentes conceptos. Los
prototipos desarrollados trabajan de forma independiente, requiriendo un esfuerzo
adicional fa´cilmente automatizable. Este entorno abarcarı´a desde la captura de
los propo´sitos de prueba hasta la ejecucio´n de las pruebas. La herramienta debe,
a partir de los propo´sitos de prueba, generar las pruebas, facilitar su anotacio´n,
caracterizacio´n de los PCOs y ejecucio´n de las pruebas sobre un producto real.
 Aplicacio´n de todos los conceptos formalizados en un entorno industrial real, que
valide las soluciones propuestas y las matice bajo un prisma de desarrollo en una
compan˜ı´a con intereses industriales.




 <+>(16): Este operador compone dos expresiones de comportamiento LOTOS de




(16): Este operador compone dos expresiones de comportamiento LOTOS de
forma que la expresio´n resultante ofrece el conjunto sincronizacio´n en la puerta g
de las ofertas de las subexpresiones.
 Accio´n: Transicio´n entre dos estados de un LTS.
 Conformidad(6.1):
– Proceso por el cual se chequea que una implementacio´n satisface requisitos de
conformidad.
– Dı´cese que una implementacio´n I es conforme a una especificacio´n S si y
solo si (1) para cualquier comportamiento impuesto por la especificacio´n S, la
implementacio´n es capaz de llevarlo a cabo, y (2) cualquier comportamiento
que la implementacio´n rechace, esta´ previsto en S que pueda ser rechazado.
 Cuerpo de Prueba(6.2): Parte de la prueba orientada a comprobar una parte espe-




(4.3): Ver Reglas de Inferencia.
 Evento: Sino´nimo de accio´n.
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– g: la puerta sobre la cual se realiza la sincronizacio´n (g 2 G [ f; g), Siendo
G el conjunto de puertas definidas en la especificacio´n.
– < s1; : : : ; sn >: la lista de los tipos (sorts) que formara´n el patro´n de accio´n.
No´tese que es aquı´ donde ignoramos la informacio´n de los valores concretos
que maneja la especificacio´n, estando interesados u´nicamente en sus tipos.
– fid1; : : : ; idmg: el conjunto de subexpresiones de accio´n que participan en la
oferta. Cada subexpresio´n estara´ representada por su identificador u´nico.
 srt(2): La funcio´n srt devuelve el tipo correspondiente de uno de los experimentos
de una accio´n dada.
 LTS, Sistema de Transiciones Etiquetadas(2.3.3): Un LTS es una tupla
< S;L; T; s0 >, donde:
- S en un conjunto (contable) no vacı´o de estados;
- L es un conjunto (contable) de acciones observables, tambie´n llamado conjunto
de etiquetas o alfabeto de acciones;




! S  S y a 2 A [ fgg donde  representa la accio´n interna;
no siendo e´sta una transicio´n observable.
- s0 2 S, considerado el estado inicial, es un elemento de S.
 Sistema de Derivacio´n(3): Un sistema de derivacio´n es un conjunto de axiomas y
reglas de inferencia que permite determinar cua´les son las acciones observables en
un sistema a partir de su expresio´n de comportamiento.
 gates(4): La funcio´n gates devuelve las puertas utilizadas en una expresio´n de
comportamiento LOTOS.
 gl(14): La funcio´n gl (golden lion) hace avanzar una especificacio´n al siguiente
estado dada una accio´n ofrecida en el estado actual. No modifica la especificacio´n
si la accio´n no pertenece a dicho estado.
 IB(11): La funcio´n IB identifica cada subexpresio´n LOTOS de una expresio´n de
comportamiento dada.
 IUT, Implementation Under Test([ISO91b]): realizacio´n de uno o ma´s protoco-
los OSI en una relacio´n adyacente proveedor/usuario. Es parte del sistema abierto
objetivo de las pruebas.
 last(12): La funcio´n last devuelve el u´ltimo identificador asignado a una expresio´n
de comportamiento LOTOS dada. So´lo es usada como auxiliar de IB.
 Me´trica de Composicio´n de Eventos(10): La Me´trica de Composicio´n de Eventos
es la propuesta de la presente tesis para la medida de cobertura de las pruebas, tanto
en su elaboracio´n (a priori) como de ejecucio´n (a posteriori).
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 Of(13): La funcio´n Of calcula las ofertas disponibles en una expresio´n de compor-
tamiento LOTOS, segu´n las reglas de inferencia definidas en 4.3.
 Patro´n de Accio´n(6): Por Patro´n de Accio´n se entiende la tupla formada por el
identificador de una puerta mas una lista (vacı´a o no) de sorts de una especificacio´n.
Si un Patro´n de Accio´n pertenece a una especificacio´n estara´ asociada con una de
sus ofertas. Por extensio´n, se suelen utilizar como sino´nimos de ofertas, siempre
que pertenezcan a una especificacio´n.
 Patro´n de Sincronizacio´n de Comportamiento(5.3.1): Los PSC son casos parti-
culares de expresiones de comportamientos LOTOS, donde se representa solamente
la informacio´n de sincronizacio´n e identificadores u´nicos de subexpresiones de
comportamiento.
 PCO, Point of Control and Observation: Un punto dentro del entorno de pruebas
donde la ocurrencia de eventos de prueba sera´ controlada y observada, segu´n se
define en un me´todo abstracto de prueba.
 Posta´mbulo(6.2): Parte de la prueba que permite llevar a la implementacio´n a un
estado reconocible.
 PICS, Protocol Implementation Conformance Statement: Formulario elaborado
por el fabricante en el que se relacionan que´ capacidades han sido implementadas
en un producto dado.
 PIXIT, Protocol Implementation eXtra Information for Testing: Formulario
elaborado por el fabricante que contiene o referencia toda la informacio´n (adicional
a la proporcionada por el PICS) relacionada con la implementacio´n y su entorno de
pruebas, que permitira´ la apropiada ejecucio´n de pruebas.
 Propo´sito de Prueba(6.2.1): Un propo´sito de prueba es “una descripcio´n en prosa
de un objetivo de prueba definido con precisio´n, centrado en un u´nico requisito de
conformidad, de acuerdo con la especificacio´n de la norma correspondiente”.
 Prea´mbulo(6.2): Fase preliminar en la que se lleva a la implementacio´n al estado
en que se quiere realizar una prueba.
 Prueba Una prueba es el conjunto de acciones, objetivo, me´todo y entorno de
aplicacio´n junto con los recursos que se ponen en juego para ejercitar el sistema,
normalmente con la intencio´n de encontrar fallos.
– Prueba Mensurable(9): Definimos como mensurable aquella prueba que lle-
va a la especificacio´n a un estado u´nico, de forma que se le pueda asignar
cobertura sobre la observacio´n de la especificacio´n (cobertura a priori).
 Prueba correcta(6.4.5): aquella prueba que cumple los requisitos necesarios para
formalizar su ejecucio´n y asignacio´n de cobertura.
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 PSC: Ver Patro´n de Sincronizacio´n de Comportamiento.
 R(19): Dominio de posibles resultados de aplicar una prueba a una IUT. Se define
R = (BloqueoEnPreambulo, BloqueoEnCuerpo, PASA, FALLA, INCONCLUSO).
 RC(15): La funcio´nRC extrae el PSC de una expresio´n de comportamiento LOTOS
dada.
 Reglas de Inferencia(4.3): Conjunto de reglas que componen el sistema de de-
rivacio´n orientado a determinar las ofertas de una expresio´n de comportamiento
LOTOS.
 Subexpresio´n de Accio´n: expresio´n de comportamiento LOTOS que comprende
acciones internas, acciones de terminacio´n y otras acciones, con o sin predicado de
seleccio´n.
 Subexpresio´n de Operador: expresio´n de comportamiento LOTOS compuesta por
dos subexpresiones ma´s sencillas. En general, subexpresio´n LOTOS que no es de
accio´n.
 T(17): Se define T como la proyeccio´n de una subexpresio´n LOTOS a los opera-
dores < + > y <  >
g
.
 Trazas(5): Se define traza como una secuencia de acciones. El Sistema de Deriva-
cio´n determina las trazas que pertenecen a una especificacio´n.
– Identificable(7): Se denominan trazas identificables a aquellas trazas que, tras
su observacio´n, siempre llevan a la especificacio´n al mismo estado.
– Terminante(8): Se denominan trazas terminantes a aquellas trazas que, tras
su observacio´n sobre un comportamiento, llegan a un estado tras el cual no
puede ofrecerse ninguna accio´n.
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Ape´ndice B





true; false :   > Bool
not : Bool   > Bool
and ; or ;
eq ; ne : Bool; Bool   > Bool
eqns forall x, y : Bool
ofsort Bool
not (true) = false;
not (false) = true;
x and true = x;
x and false = false;
x or true = true;
x or false = x;
x eq y = (x or not (y)) and (not (x) or y);
x ne y = not(x eq y);
endtype
type NaturalNumber is Boolean
sort Nat
opns
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0 :   > Nat
Succ : Nat   > Nat
eq ; ne : Nat; Nat   > Bool
gt ; ge : Nat; Nat   > Bool
lt ; le : Nat; Nat   > Bool
gt ; lt : Nat; Nat   > Nat
eqns forall m, n : Nat
ofsort Bool
0 eq 0 = true;
0 eq Succ(m) = false;
Succ(m) eq 0 = false;
Succ(m) eq Succ(n) = m eq n;
m ne n = not (m eq n);
0 gt 0 = false;
0 gt Succ(m) = false;
Succ(m) gt 0 = true;
Succ(m) gt Succ(n) = m gt n;
m ge n = (m gt n) or (m eq n);
m lt n = not(m ge n);
m le n = not(m gt n);
ofsort Nat
m + 0 = m;
m + Succ(n) = Succ(m + n);
endtype
type Interaccion is Boolean
sort Inter
opns
eq ; ne : Inter; Inter   > Bool
endtype
type Set Interacciones is Interacciones, Boolean, NaturalNumber
sort SetInter
opns
empty :   > SetInter
Insert; Remove : Inter; SetInter   > SetInter
IsIn ; NotIn : Inter; SetInter   > Bool
Card : SetInter   > Nat
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eqns forall x, y : Inter, s : SetInter
ofsort SetInter
Insert(x; Insert(x; s)) = Insert (x; s);
Remove(x; empty) = empty;
x eq y =>
Remove(x; Insert(y; s)) = Remove (x; s);
x ne y =>
Remove(x; Insert(y; s)) = Insert (y; Remove(x; s));
ofsort Bool
x IsIn empty = false;
x eq y =>
x IsIn Insert(y; s) = true;
x ne y =>
x IsIn Insert(y; s) = x IsIn s;
x NotIn s = not(x IsIn s);
ofsort Nat
Card(empty) = 0;
Card(Insert(x; s)) = Succ(Card(s));
endtype
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Ape´ndice C
Ejemplo de Aplicacio´n de la Me´trica de
Composicio´n de Eventos
C.1 - Ejemplo de Aplicacio´n de Medidas de Cobertura: La
Criba de Erato´stenes
En este ape´ndice se presenta un estudio de la aplicacio´n de las diferentes definiciones
de cobertura aplicadas a un ejemplo real. Se ha elegido la especificacio´n del algoritmo de
Erato´stenes para el ca´lculo de nu´meros primos puesto que tiene una serie de caracterı´sti-
cas muy interesantes: es de taman˜o adecuado, fa´cil de comprender, representa algo real
y su arquitectura dina´mica es muy apropiada para mostrar las cualidades y potencia de la
definicio´n de cobertura aportada.
C.1.1 - La Criba de Erato´stenes
Erato´stenes (275? - 194 a. de J.C.) fue un matema´tico y filo´sofo griego. Trato´ de las
dimensiones de la Tierra, de las constelaciones y de su mitologı´a, de la duplicacio´n del
cubo, etc. Compuso tambie´n obras de cara´cter crı´tico y filoso´fico y dirigio´ la biblioteca
de Alejandrı´a. Entre sus aportaciones a la Matema´tica se encuentra la Criba que lleva su
nombre, me´todo orientado a determinar nu´meros primos.
Ba´sicamente, el me´todo consiste en ir probando todos los nu´meros enteros, empezando
por el 2 e incrementando de 1 en 1. Existe un conjunto de nu´meros, precisamente todos
los primos encontrados, contra los que sera´ chequeado el nuevo candidato. Si el candidato
no se divisible por ninguno de los primos en el conjunto, entonces es primo; por lo tanto,
se an˜ade al conjunto. Si el candidato es divisible al menos por alguno de los primos en el
conjunto, se descarta. Y se prueba el siguiente nu´mero.
En las implementaciones de la Criba se suele empezar inicializando el conjunto de
primos como f2g y empezando a contar por 3 y de dos en dos (puesto que ningu´n nu´mero
par, excepto el 2, es primo).
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C.1.2 - Descripcio´n de la Especificacio´n
La especificacio´n de la Criba de Erato´stenes consta de dos procesos comunica´ndose
entre sı´: el primero determina cual es el siguiente nu´mero a analizar y sera´ llamado
Generador.
El otro proceso se encargara´ de filtrar los nu´meros primos. Para comprobar si el
nu´mero es primo, se intentara´ dividir por los primos ya encontrados: si es divisible por
alguno de los primos el nu´mero no sera´ primo. Si todos los primos existentes coinciden
en no dividir el nu´mero, entonces es primo.
El comportamiento de este segundo proceso es tambie´n bastante sencillo. Cada vez
que se encuentra un nu´mero primo, se creara´ un filtro que comprobara´ si el nu´mero bajo
ana´lisis es primo o no. Cuando un filtro detecta un nu´mero que no es divisible por e´l,
lo comunicara´ al entorno mediante la puerta good. Si el filtro encuentra que el nu´mero
es divisible, lo comunicara´ por la puerta bad. Todos los filtros sincronizara´n en la puerta
good, de forma que todos ellos tendra´n que estar de acuerdo (y sincronizar al mismo
tiempo) para decidir que un nu´mero es primo. En cuanto uno de los filtros detecte un
nu´mero no primo y, por tanto, lo presente por la puerta bad los dema´s no podra´n darlo por
va´lido.
La estructura del segundo proceso es un generador de filtros, por lo que lo llamare-
mos CreaFiltro. Este proceso se instancia a si mismo en sincronizacio´n en la puerta
good con los filtros. Por lo tanto, cada vez que se determine un nuevo nu´mero primo,
el CreaFiltro sincronizara´ tambie´n, instancia´ndose con un nuevo filtro (el del nu´mero
primo encontrado).
Por u´ltimo, llamaremos Filtro al proceso que se encarga de comprobar el nu´mero
bajo ana´lisis con cada primo existente.
Una consideracio´n de cara´cter pra´ctico es que empezaremos a comprobar nu´meros
primos a partir del 3 y con incremento de dos unidades, para evitar probar todos los
nu´meros pares.
Por lo tanto, tenemos una estructura recursiva dina´micamente en la que van sincroni-
zando cada vez ma´s procesos. Sin embargo, estos procesos no aportan ejecuciones nuevas
cada vez que participan, pues el comportamiento del filtro es exactamente el mismo pero
con distinta parametrizacio´n.
C.1.3 - Especificacio´n LOTOS de la Criba de Erato´stenes
A continuacio´n presentamos la especificacio´n LOTOS de la criba de Erato´stenes. Para
distinguir entre puertas con el mismo nombre pero distinto a´mbito, se ha incluido un
identificador entre corchetes antes de la misma.
specification Eratos [good] : noexit:
library Boolean, NaturalNumber endlib
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behaviour
hide bad in





process generate [good, bad] (n: nat): noexit :=
good !n;
generate [good, bad] (n+2)
[]
bad !n;
generate [good, bad] (n+2)
endproc
process mkfilter [good, bad] : noexit :=
good ?n: nat;
( mkfilter [good, bad]
|[good]|
filter [good, bad] (n)
)
endproc
process filter [good, bad] (n: nat) : noexit :=
good ?d: nat [(d % n) <> 0];
filter [good, bad] (n)
[]
bad ?d: nat [(d % n) = 0];
filter [good, bad] (n)
endproc
endspec
C.1.4 - Aplicacio´n de Medida de Cobertura de Puertas
Si aplicamos la cobertura de puertas definida en la seccio´n 4.2.1, se obtienen los
siguientes resultados:
Primero se calcula el lı´mite del 100%. Dado que la especificacio´n tiene una puerta
visible good, e´sta sera´ el objetivo a cubrir.
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La baterı´a de pruebas que nos cubre el 100% de la especificacio´n segu´n cobertura de
puertas es:
prueba comportamiento cobertura M(T )
T1 good ! 3; stop 100%
Como se ve, los resultados de esta Cobertura son muy pobres. La Baterı´a que cubre
el 100% de la Puertas no ejercita mas que una mı´nima parte de la ejecucio´n. De hecho, si
se examina estructuralmente la especificacio´n, resulta que no se llega a instanciar un solo
filtro. So´lo el nu´mero 3 aparece como primo, dejando de lado aspectos tan importantes
como la creacio´n de los filtros, la comprobacio´n de las predicados y otros.
C.1.5 - Aplicacio´n de Medida de Cobertura de Patrones de Accio´n
Esta cobertura no difiere, para este ejemplo, en nada del caso anterior, dado que la
u´nica puerta que ofrece eventos tiene siempre el mismo patro´n: good <Nat>. Por ello,
la Baterı´a de pruebas serı´a la misma. Las conclusiones son las mismas que en el caso
anterior: no se captura la sema´ntica ni la estructura de la especificacio´n en ningu´n caso.
Aplicacio´n de la Cobertura de Guardas y Predicados
Ma´s interesante es esta cobertura, que pone de relieve aspectos fundamentales de la
especificacio´n, puesto que la particularidad de la misma reside en los filtros de nu´meros.
El lı´mite del 100% lo imponen los dos predicados del proceso Filter. Estos predi-
cados son [(d % n) <> 0] y [(d % n) = 0]. Por lo tanto, se disen˜ara´n pruebas
para las cuales cada predicado resulte, respectivamente, TRUE y FALSE, en todas
las combinaciones posibles. En este sentido, tiene relevancia un aspecto particular de
LOTOS: la inexistencia de cla´usula else. En efecto, si se observan los predicados, se pone
de manifiesto la mutua exclusividad del uno sobre el otro. En cualquier caso, esto no debe
preocupar al disen˜ador de pruebas: en el mejor de los casos, se reducira´ el taman˜o de la
Baterı´a de Pruebas. Y su labor es intentar comprobar todos los casos posibles1.
Por lo tanto, la Baterı´a de Pruebas y su cobertura a priori queda como se presenta a
continuacio´n:
prueba comportamiento cobertura M(T )
T1 good ! 3; stop 0%
T2 good ! 3; good ! 5; stop 50%
T3 good ! 3; good ! 5; good ! 7; stop 50%
T4 good ! 3; good ! 5; good ! 7; good ! 11; stop 100%
En este ejemplo. las coberturas a priori de las pruebas esta´n incluidas unas en otras,
dado que las pruebas se ven configuradas como continuacio´n de la anterior. Por lo tanto,
para obtener una cobertura del 100% en ejecucio´n es suficiente con pasar la prueba T4.
1Por otro lado, siempre se puede haber introducido un error en la operacio´n de desigualdad de enteros
<>, o bien = y <> pueden no ser perfectamente complementarios.
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C.1.6 - Aplicacio´n de la Me´trica de Composicio´n de Eventos
 1 Identificacio´n de subexpresiones LOTOS:
B0 = hide bad in B1
B1 = B2 j[good; bad]j B3
B2 = B4 [] B5
B4 = good !n; B2
B5 = bad !n; B2
B3 = good ?n : nat; B6
B6 = B3 j[good]j B7
B7 = B8 [] B9
B8 = good ?d : nat [(d % n) <> 0]; B7
B9 = bad ?d : nat [(d % n) = 0]; B7














 4a Como OSa 6= ;:




 5a Hallamos el patro´n de sincronizacio´n PSCa:
PSCa = ((B4[]B5)j[good; bad]jB3)
 6a Como PSCa 62 PSC:
PSC = PSC [ fPSCag = f((B4[]B5)j[good; bad]jB3)g
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 4b Como OSa 6= ;:












 5b El nuevo patro´n de sincronizacio´n es:
PSCa = ((B4[]B5)j[good; bad]j(B3j[good]j(B8[]B9)))
 6b Como PSCa 62 PSC:
PSC = PSC [ fPSCag =
f((B4[]B5)j[good; bad]jB3); ((B4[]B5)j[good; bad]j(B3j[good]j(B8[]B9)))g
 7b1 Tenemos en OSa dos posibles acciones. Para cada una de ellas, avanzamos la
especificacio´n y repetimos el proceso.
Para ifB5;B9g
<nat>
, el a´rbol de sincronizacio´n resulta:



















 4c1 Con lo que resulta:












 5c1 Calculamos PSCa:
PSCa = ((B4[]B5)j[good; bad]j(B3j[good]j(B8[]B9)))
 6c1 Y como PSCa 2 PSC terminamos el proceso.
 5b2 Queda una segunda accio´n, ifB5;B9g
<nat>
, para la cual el a´rbol de sincronizacio´n
resulta:






























 4c2 Que no modifica el conjunto actual de combinaciones.
 5c2 Y el patro´n de sincronizacio´n de comportamiento:
PSCa = ((B4[]B5)j[good; bad]j((B3j[good]j(B8[]B9))j[good]j(B8[]B9)))
 6c2 Y, dado que PSCa 2 PSC, terminamos el proceso.







En definitiva, consideramos 3 acciones distintas que nos delimitan el 100% de cober-
tura.
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Baterı´a de Pruebas A continuacio´n se presenta la Baterı´a de Pruebas obtenida para
alcanzar el 100% de cobertura.
Prueba Comportamiento Cobertura M(T )
T1 good ! 3; stop 33.33%
T2 good ! 3; good ! 5; stop 66.66%
T3 good ! 3; good ! 5; good ! 7; stop 66.66%
T4 good ! 3; good ! 5; good ! 7; i (* bad ! 9 *); good ! 11; stop 100%
Donde, evidentemente, la accio´n interna debida al nu´mero 9 no sera´ observable en
la ejecucio´n de un producto que implemente el algoritmo de Erato´stenes. Por lo tanto,
no se podra´ asignar cobertura a posteriori hasta observar la accio´n siguiente, good!11.
Recordemos que se define la medida de cobertura para prueba cuyas trazas terminantes
sean identificables en la especificacio´n.
Resultados del prototipo El prototipo desarrollado para calcular las posibles combina-
ciones obtiene, como era de esperar, los mismos resultados, con la u´nica diferencia en los
identificadores asignados a los comportamientos. Esto diferencia es debida u´nicamente a
detalles de implementacio´n que provocan una numeracio´n en distinto orden asignado.
Las combinaciones resultantes son:









    PSC
reconocido
Figura C.1: ´Arbol de Sincronizacio´n de la especificacio´n Eratos, expandido hasta local-
izacio´n de PSCs repetidos
Cuya leyenda es:
L1:
L2: good ! 3
L3: i (* bad ! 5 [(d % n) = 0] *)
L4: good ! 5 [((d % n) ne 0) = true]
118 Contribucio´n a la Formalizacio´n de la Fase de Pruebas
C.2 - Ejemplo de Aplicacio´n de Medidas de Cobertura: El
Protocolo Abracadabra
En esta seccio´n se presentan los resultados de aplicar el prototipo de la herramienta
de ca´lculo de combinaciones a un ejemplo real. Hemos elegido el protocolo Abracada-
bra [ISO88], puesto que contempla los aspectos ma´s realistas de las comunicaciones, entre
las que se encuentran: numeracio´n de secuencias (por Bit Alternante), Retransmisio´n en
los Vencimientos de Plazos, Asentimientos, Conexio´n y Desconexio´n.
El ejemplo es lo suficientemente complicado, largo y tedioso como para desarrollar
el algoritmo paso a paso, de forma que decidimos elaborar un prototipo que determina-
ra las posibles combinaciones, para posteriormente integrarlo en unas herramientas que
calcularan las medidas a priori y a posteriori de una baterı´a de pruebas. En el primer
caso, nos movemos en el mundo formal en el que tanto la especificacio´n como la baterı´a
de pruebas esta´n escritas en LOTOS. El segundo caso debe tratar, adema´s, con la IUT,
elemento informal en la que necesitamos un estudio sistema´tico de los PCOs de la IUT
para poder integrarla con el sistema de ejecucio´n de pruebas, ası´ como el evaluador de
cobertura a priori.
Veremos una breve descripcio´n del protocolo, para a continuacio´n detallar las tareas
llevadas a cabo y los resultados de las herramientas.
C.2.1 - El Protocolo Abracadabra
Descripcio´n del Servicio
El protocolo Abracadabra opera entre un par de estaciones, denominadas como A y
B. Se supone que cada estacio´n tiene un interfaz local con la entidad del protocolo. El
servicio ofrecido es fiable, orientado a conexio´n, entre un par de usuarios. Las primitivas
del servicio soportadas son:
ConReq, ConInd – Connection Request, Indication
ConResp, ConConf – Connection Response, Confirmation
DatReq, DatInd – Data Request, Indication
DisReq, DisInd – Disconnection Request, Indication
Las u´nicas primitivas que transportan datos son DatReq y DatInd. Este para´metro
es una unidad de datos del servicio, SDU. Las primitivas del servicio esta´n relacionadas
segu´n:

















Se puede establecer una conexio´n por parte de cualquiera de las dos estaciones. Para
ma´s detalles, ver [Tur93b].
Descripcio´n del Protocolo
El protocolo opera sobre un medio de comunicacio´n no fiable, full-duplex. Las dos
estaciones se comunican mediante el intercambio de Unidades de Datos de Protocolo,
PDUs. La comunicacio´n proporcionada es por el protocolo es bidireccional y simulta´nea,
sime´trica y fiable. Esta comunicacio´n se divide en cuatro fases: conexio´n, transferencia
de datos, desconexio´n y tratamiento de errores.
So´lo se permiten las siguientes PDUs:
PDU significado primitiva del servicio
correspondiente
CR Connection Request ConReq, ConInd
CC Connection Confirmation ConResp, ConConf
DT Data Transfer DatReq, DatInd
AK Acknowledgment —
DR Disconnection Request DisReq, DisInd
DC Disconnection Confirmation —
Las u´nicas PDUs que transportan para´metros son DT y AK: ambas llevan un nu´mero
de secuencia de un bit. Adema´s, DT transporta una SDU. Cada SDU del Abracadabra es
transportada en una u´nica DT.
El protocolo Abracadabra esta parametrizado por dos constantes: N (N > 0) que
define el ma´ximo nu´mero de intentos de transmitir una PDU sin recibir el asentimiento
correspondiente y P (que debe ser mayor que el retardo de tra´nsito) que define el periodo
de tiempo a esperar antes de intentar una retransmisio´n.
Para ver en detalle las fases del protocolo y su comportamiento, ver [Tur93a].
Servicio de Comunicaciones del Medio El Servicio de Comunicaciones del Medio
opera entre dos estaciones denominadas como A y B. Este Servicio es no orientado a
conexio´n, y se accede a el mediante las Primitivas del Servicio UnitReq y UnitInd
(Peticio´n e Indicacio´n). Las Primitivas del Servicio que llevan SDUs corresponden a las
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PDUs del protocolo Abracadabra. El medio de comunicacio´n es full-duplex y transparente,
pero no garantiza entrega. Los mensajes puede perderse, pero no se desordenara´n, ni se







C.2.2 - Interfaz de la Especificacio´n
La especificacio´n tiene dos puertas externas que son la interfaz del sistema con el
entorno: upper para intercambiar primitivas de servicio y lower para intercambiar
PDUs.
Se han especificados tres grandes bloques de tipos de datos: Protocol Data Units
(entre entidades), Upper Service Data (a intercambiar con el Usuario del Servicio de
Abracadabra) y Lower Service Data (a intercambiar con el proveedor del Servicio de
Comunicaciones).
El siguiente cuadro detalla los patrones de accio´n de las ofertas en las puertas externas:
1) upper ASP
2) upper ASP mess
3) lower PDU
4) lower PDU bit
5) lower PDU bit mess
El primer caso es para Primitivas de Servicio sin para´metros (conexio´n y desconexio´n).
El segundo para primitivas de servicio con para´metros (DatReq y DatInd).
El tercer caso es para PDUs sin datos. El cuarto para asentimientos de datos (so´lo
necesita el bit de secuencia). El u´ltimo caso es para PDUs con datos (bit de secuencia y
datos a transportar).
La especificacio´n esta´ parametrizada por dos valores: el nu´mero de retransmisiones
(N) y el periodo de tiempo entre retransmisiones (P en unidades de tiempo). Se usan
nu´meros naturales para modelar ambas variables.
Para obtener ma´s informacio´n sobre la especificacio´n LOTOS del protocolo Abraca-
dabra, se recomienda [TF93, MF93].
C.2.3 - Ca´lculo de Posibles Combinaciones
Para asignar una me´trica a priori a una prueba dada, existe una herramienta llamada
cober que, dada una especificacio´n, calcula todas las posibles combinaciones. Adema´s,
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esta herramienta proporciona informacio´n suficiente para generar el a´rbol de sincroni-
zacio´n mediante un simple preprocesado. Tambie´n se ha construido un prototipo para
representar gra´ficamente e´ste a´rbol.
Dado que la herramienta permite cortar el a´rbol por profundidad y el protocolo es bas-
tante grande, vamos a presentar los resultados obtenidos de analizar la fase de conexio´n.
Las combinaciones ofrecidas son:
EXIT <> {32,171}









lower <CMSP, PDU> {51}
ERROR <> {54,170}
lower <CMSP, PDU> {43}
lower <CMSP, PDU, bit, MESS> {47}
lower <CMSP, PDU> {49}
lower <CMSP, PDU, bit> {45}
lower <CMSP, PDU> {41}
retry <> {199,52}
kill <> {202,55}
lower <CMSP, PDU> {26}
start <> {2,27}
upper <SP> {28}
lower <CMSP, PDU> {38}
lower <CMSP, PDU> {36}
El resultado del prototipo que nos da la jerarquı´a de acciones que en definitiva consti-
tuye el LTS de la especificacio´n se presenta en la figura C.2.
Cuya leyenda es:
L1:
L2: upper ! ConReq
L3: i (* start *)
L4: lower ! UnitReq ! CR
L5: i (* kill *)
L6: i (* ERROR *)
L7: i (* retry *)
L8: lower ! UnitReq ! CR
L9: lower ! UnitInd ! CR
122 Contribucio´n a la Formalizacio´n de la Fase de Pruebas
L10: EXIT
L11: upper ! ConConf
L12: EXIT
L13: EXIT
L14: upper ! ConConf
L15: lower ! UnitInd ! AK ? : bit
L16: lower ! UnitInd ! DC
L17: lower ! UnitInd ! DT ? : bit ? : MESS
L18: lower ! UnitInd ! CC
L19: EXIT
L20: EXIT
L21: lower ! UnitInd ? : PDU [not((isCR(PDU) or isDR(PDU))) = true]
L22: lower ! UnitInd ! CR
L23: upper ! ConInd
L24: upper ! ConResp
L25: lower ! UnitReq ! CC
L26: EXIT
Este a´rbol de sincronizacio´n puede facilitar enormemente la tarea de elaboracio´n y
extraccio´n de trazas orientadas a cubrir el 100% de cobertura a priori.
Se ha pasado la herramienta a toda la especificacio´n, obtenie´ndose un total de 192
posibles combinaciones, para una profundidad ma´xima de exploracio´n de 40 acciones. Se
han explorado 3371 estados expandidos (lo que explica la imposibilidad de presentar aquı´
el a´rbol), en un tiempo aproximado de 1 hora con una Sparc 10 (Sun Os 4.1.3) descargada
con 32M de memoria principal y 210 M de espacio de swap.


















































    PSC
reconocido
Figura C.2: ´Arbol de Sincronizacio´n del protocolo Abracadabra, expandido hasta local-
izacio´n de PSCs repetidos
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