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ABSTRACT 
It is shown that a family of scattering matrices for elastic and acoustic waves may be directly de-
duced from the boundary conditions at the surface of the defect, which in the present work is constrained 
to be a void or rigid immovable obstacle in a homogeneous isotropic medium, although the method can be 
readily generalized. From this family of matrices (which includes those derived and used by Waterman, and 
Pao and Varatharajulu) an optimum one may be chosen, and a criterion is given for doing so. This optimum 
T-matrix is numerically calculated for a variety of axially symmetric voids and obstacles and results are 
given for direct and mode-converted differential and total cross-sections. 
INTRODUCTION 
The scattering of elastic waves by flru1s in a 
homogeneous and isotropic elastic medium is one of 
the simplest and most basic problems whose solution 
is of vital interest in nondestructive testing. Al-
though it is simple on a relative scale, it can still 
be mathematically and computationally very involved, 
which is the principle reason numerical results have 
been sparse up to now, except for scattering from 
flaws with shapes of very high symmetry. The pres-
ent work is an attempt to add a weapon to the arsen-
al which can be used to attack this problem. 
In this report we shall present the principle 
of the method, its relation to other methods, and a 
sample of results which have been obtained. Details 
will be given elsewhere. 
PRELIMINARIES 
We will illustrate the procedure using equations 
for scalar waves, because the formalism is simpler. 
The development is parallel, but the equations are 
more complicated, for elastic waves. 
~h~~"~~~ 
(1) 
and we wish to find a solution 
(2) 
which is a scattering wavefunction: i.e., the sum 
of an incident plane wave ~in and outgoing partial 
waves ~s· ~in and~ are solutions of (1); we need 
only to find the amplitudes as for which ~ satisfies 
the boundary conditions imposed by the presence of 
the defect, which we take to be either a void or an 
immovable obstacle in an otherwise homogeneous, iso-
tropic, infinite medium. 
Specifically we take the ,eigenfunction ~s to be 
(1) m ~s = ~~ = ht (kr)Yt(8,~) (3) 
tWork supported by the u.s. Department of Energy. 
~ = e in 
with 
+ + ik •r 
0 
(4) 
0) 
i.e., the part of~ that is regular at the origin, 
which is always ins!de the defect. 
BOUNDARY CONDITIONS 
Figure 1 shows the geometry we assume; a defect with 
surface E of so far arbitrary shape, an incoming 
plane wave with wavevector t at spherical "POlar an-
o gles eo• ~o• and a direction of observation e, ~. 
The wavefunction ~ may be taken to be a veloci• 
ty potential, in which case it is proportional to 
the pressure in an irrotational compressible fluid. 
The boundary conditions are then clearly 
~ 0 on r void (6a) 
~-v~ = 0 on r obstacle (6b) 
(where ~ is a unit outward normal on E) for the two 
types of defects we" are considering. If we combine 
(2), (4), and (6) we get 
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l: (d (l + a '{J ) • = 0 on l:: void (7a) 
s s s s s 
l:(d ~-il.:P + a n·il'{J ) = o on l:: obstacle (7b) 
s s s s s 
MATRIX EQUATIONS 
Suppose now we introduce a set of functions 
{f1 } which is complete on l:, but otherwise arbitrary, 
multiply (7a), (7b) by one of them, and integrate 
over the surface l:. Then 
0 void (8a) 
l:[d <f .• ~·il(l) +a <f .• ~·il'{J )J 
SSJ S SJ S 
0 obstacle 
(Bb) 
are, because {f.} is complete, equivalent to (7a), 
(7b). We have introduced the following notation 
for the surface integral. 
(u,v) = f da u*v 
l: 
Equations (8a), (8b) are of the form 
Qd + Qa = 0 
which may in principle be solved for 
-1- -
a = - Q Qd = Td 
(9) 
(10) 
(11) 
defining the T-matrix, which linearly transforms the 
incident wave amplitudes ds into the outgoing wave 
amplitude as. If {fj} is complet~, Tis symmetric. 
Then (11) is identical to the relation between T and 
Q given in ref. (1); namely T = - (g-lq)T. 
CONSTRAINTS ON {fj} 
In_a computer calculation all of the sets {fj}, 
{'{Js}, {'{Js} are finite, and although (11) gives the 
exact answer for complete (infinite) sets (T is a 
matrix of infinite rank), one must in practice al-
ways truncate the basis sets and matrices. 
Then, if one keeps the same number of basis 
functions in all sets 
j,s = 1,2···· N 
we will be calculating T(N) which is an NXN approxi-
mation to the oo x oo T matrix, and the goodness of 
the approximation will be dependent on the truncated 
set {fj}N we choose. Our choice of {f.}N will af-
fect J 
(1) the rate of convergence of a (N) to the ex-
act a as N increases, s 
s 
(2) the conditioning of the (N) Q -matrix, and 
(3) the convenience, speed, and accuracy of the 
numerical evaluation of the Q-matrix ele-
ments. 
(2) above means that, for example, if a poor choice 
of {fj}N is made, then some of the equations (8) may 
be nearly linearly dependent on the others, causing 
numerical inst~bilities and/or inaccuracies in the 
inversion of gtN). 
The choice of {fj}N which was made by Water-
man(!), and which corresponds to that used in the 
elastic wave case by him(2) and by Varatharajulu 
and Pao(3), is, for the case of the obstacle, 
fj = (lj, giving 
(12) 
They made this choice of f because it was natural 
and convenient in their development of the formal-
ism, .which was very different from ours. We will 
choose f differently. 
OPTIMIZATION 
In order to motivate a unique specification of 
{fj}N' we ask what can be learned by considering the 
surface integrals 
I void (13a) 
obstacle (13b) 
These vanish if and only if '{J satisfies the boundary 
conditions exactly, which is possible for most sur-
faces l: only if N + oo. For finite N, I > 0, and we 
require that the N coefficients as in (2) be chosen 
so that I is a minimum, which. implies 
oi = 0 
--* a a 
s 
s = 1,•••• N 
Specifically, for the void, 
Cli () 
Cla; = Cla: 
N " _,. 2 
L a 1 n·'i1'{J 1 I 
s'=l s s 
which is (10) with 
(14) 
0 • (15) 
(16a) 
(16b) 
These are to be compared with (12). Corresponding 
differences appear between the Q-matrices our crite-
rion prescribes and those which are used in refs. 
(2) and (3) for elastic wave scattering. 
It is ·intuitively reasonable, because of Our 
optimization criterion that the solution we obtain 
should maximize fidelity to the boundary conditions 
on l:, that the results of our calculation should con-
verge better for displacements and stresses in the 
near zone (surface stress concentration, etc.). But 
it is not a priori obvious that our results for 
cross sections, which.depend on far fields only, 
should be optimum. This can only be determined by 
comparing detailed calculations. 
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APPLICATION 
We will not present the formal expressions for 
displacements, stresses, and matrix elements here, 
that being reserved for later publication. We will 
just show some results for direct and mode-converted 
scattering from spheres, prolate and oblate sphe-
roids, pillboxes and cones. There is a good reason 
that the above set of shapes are all axially sym-
metric, as follows. 
If s = p,~,m where p = 1 (longitudinal polari-
zation), 2,3 (transverse polarization), ~a 0,1, 
••• tmax, and m =- t, ••• + t, then it can easily 
be shown that, if E is axially symmetric, 
Q .. 0 Q p~m,p'~'m' mm' ptm,p 1 t 1m (17) 
for all boundary conditions and also for ~ and T. 
This is the basis for a gross simplification and ac-
celeration of the calculation, because T can be com-
puted for each azimuthal eigenvalue m separately. 
For axially symmetric flaws, as will be seen from 
the figures, we can get good results for quite large 
ka; it being sufficient to take ~x of the order of 
1 or 2 x ka to obtain visual convergence (i,e., the 
computer-generated plots for successively larger 
tmax are indistinguishable to the eye). The largest 
matrix (17) which must be inverted has rank 3 (tmax 
+ 1), which is trivial for tmax = 14, the largest 
we have needed. 
But if E has no symmetries, (17) has no omm' 
factor, th~ rank of Q is 3(1 + 3 + 5 + ••• + 
2tmax + 1) ~ 3(1max + 1)2 and the situation is 
quite different. Only relatively long wavelengths 
could be considered. 
The figures which follow will be self-explana-
tory, with the following guide to notation. 
DIRECT 
eo al au C1t2 11 t 
0. 000 -37. 062-100 '000 -34' 'l21 -34. 021 
A J..L ka Type H AR lmaxnleg 
2 000 l . 000 . 100 0 0 . 000 I . 000 2 12 
Differential cross-sections are plotted as functions 
of (6,~), the spherical polar angl~s in the coor-
dinate system of the flaw, whose axis of symmetry is 
along the Z axis. The incoming wave is longitudi-
nally polarized with wavevector k. A zero cross-
section is plotted at -100 db. 
d
0 
=angle of incoming wavevector (~0 = 0) 
crt = 10 log10 (longitudinal cross-section/na
2) 
crt ,crt ,crt = partial and total mode-converted con-
I 2 tributions. 
A,~ = Lame elastic parameters. 
a = largest radius of flaw. 
Type = (0,1) = (void, rigid obstacle) 
AR = (height/diameter) of defect 
{ 
height of pillbox/ a if H > 0 
H = _o if defect is a sphere or spheroid 
height of cone/a if H < 0 
tmax cutoff in t; varies from 2 to 14 in plots 
n1 = number of points in numerical integra-eg tion of surface integrals; performed by 
Gauss-Legendre quadrature. 
The time consumed by a CDC 6600 for a given flaw in 
computing 25 x 25 values of crL and cr1 for each of 5 incident angles 60 is approximately ~x·nleg/5 sec. 
~ CONVERTED 
' 
~ 
:S~ 
5 
~~ 
til 
I 
~~ U' 
~ 
~ 
.... 
8o al au al2 C1t 
0. 000 -37 '062-100 '000 -34' 021 -34' 021 
'A J..L ka Type H AR 
2.0001.000 .100 0 0.0001.000 
DIRECT 
eo al au at2 at 
0 . ooo 1. 595-100 . ooo -1. 097 -1. 097 
}.. J.L ka Type H AR l 111axnleg 
2 . ooo 1 . 00010 . ooo 0 0 . ooo 1 . ooo 10 30 
DIRECT 
.... 
eo al au atz 
0 . ooo 1. 633-100. ooo - . 706 
at 
-. 706 
"A J.L ka Type H AR 
2 . 000 1. 00010 . 000 0 0 . 000 1. 000 
DIRECT 
t:l6 
eo at 
au atz 
at 
0. ooo 
1. 632-100 . ooo -
707 - 707 
}.. J.L ka 
Type H AR 
lmaxnleg 
2 . ooo 1 . 00010 . ooo 
0 0 ooo 1.000 
12 30 
DIRECT 
.... 
eo a1 au atz 
45 . ooo 1. 633-100 . ooo - . 706 
"A J.L ka Type H AR 
2 . ooo 1 . 00010 . ooo 0 0 . ooo 1 . ooo 
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CONVERTED 
DIRECT 
... 
... 
!:15 
eo a, all at2 at eo a, all at2 al 
45. 000 1. 633-100 . 000 
-. 706 
-. 706 45. 000 
. 223 
-5 . 213 
-2. 158 
- .412 
,\ f.t ka Type H AR lmaxnleg ,\ f.t ka Type H AR lmaxnleg 
2 . 000 1 . 00010 . 000 0 0 . 000 1 . 000 14 30 2 . 000 1 . 00010 . 000 0 1. 000 
. 500 14 30 
DIRECT 
CONVERTED 
... 
eo a, all at2 at 
45. 000 -8. 143 -13 .496 -9 .. 570 -8. 093 
,\ IJ. ka Type H AR lmaxnleg 
2 . 000 1 . 000 5 . 000 0 0 . 000 . 141 10 24 
eo a, all at2 at 
45 . 000 -8 . 143 -13 .496 -9 . 570 -8 . 093 
,\ f.t ka Type H AR lmaxnleg 
2 . 000 1 . 000 5 . 000 0 0 . 000 . 141 10 24 
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DIRECT DIRECT 
" 
80 (TJ (Ttl (Tt2 (Tl 80 (TJ (Ttl (Tt2 at 
45.000 -1. 562 -7 .446 -8. 785 -5.054 135. 000 -1. 974 -7 750 -6.570 -4. 110 
A f.L ka Type H AR lmaxnleg A f.L ka Type H AR lmaxnleg 
2 . 000 1. 000 5 . 000 0-1. 000 . 500 12 30 2 . 000 1 . 000 5 . 000 0-1. 000 . 500 12 30 
Some indication of the rate of convergence of 
the calculation with increase of the truncation pa-
rameter ~x can be obtained by studying the results 
for the scattering from a sphere for ~x 10, 12, 
and 14 of an incident wave with ka = 10, The dif-
ferences between cross-sections for tmax = 12 and 
~ma = 14 are typically about .1 db or less (too 
smatl to see on the graphs), which is about 2%. In 
contrast, the cross-section for tmax = 10 and 
tma = 12 are somatimes as much as £ db, Although 
we ~ave not studied the rate of convergence in any 
systematic, quantitative way, these trends are not 
inconsistent with the results of Johnson and Truell(4) 
on scattering from spherical elastic inclusions. To 
obtain ,6% accuracy for scattering with ka = 10 from 
an elastic inclusion, they find it necessary to go 
to imax from 10 to 16, depending on the materials 
involved, Admittedly, the sphere is a poor test of 
the method, because the matrices are then diagonal 
in ~ as well as m; consequently any expansion in 
t,m eigenfunctions should give the same answers. 
A better test is afforded by some less sym-
metric defect. It would be interesting to compare, 
for an unsymmetric shape like a cone, the rates of 
convergence of our method, the method used by (5) Varadan and Pao, and the one proposed by Waterman, 
in which he would force the T-matrix to be symmetric 
at each stage of truncation N, 
GENERALIZATION 
Many directions for further development suggest 
themselves. Relatively easy is the extension to 
elastic inclusion with axial symmetry. The calcula-
tions for this case are no more difficult than for 
the void and obstacle, but the rank of the matrices 
one must manipulate is doubled, because now the 
wavefunctions inside the inclusion must also be de-
termined. Little more difficulty is involved in 
calculating scattering from some surface defects. 
Here E becomes the infinite plane plus a surface 
flaw whose axis of symmetry is perpendicular to the 
plane, Surface integrals over the plane can be per-
formed analytically, and ~im will become, ~n one in-
stance, an incident plane longitudinal wave plus re-
flected longftudinal and transverse waves. 
Outside of the scattering domain the principle 
of maximi~ation of fidelity to boundary conditions 
can be used to solve for near-~one fields; e.g., 
stress concentrations and ultrasonic lens design. 
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