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ABSTRACT 
 
Spectral unmixing produces spatial abundance maps of endmembers or ‘pure’ 
materials using sub-pixel scale decomposition. It is particularly well suited to extracting a 
greater portion of the rich information content in hyperspectral data in support of real-
world issues such as mineral exploration, resource management, agriculture and food 
security, pollution detection, and climate change. However, illumination or shading 
effects, signature variability, and the noise are problematic. The Least Square (LS) based 
spectral unmixing technique such as Non-Negative Sum Less or Equal to One (NNSLO) 
depends on “shade” endmembers to deal with the amplitude errors. Furthermore, the LS-
based method does not consider amplitude errors in abundance constraint calculations, 
thus, often leads to abundance errors. The Spectral Angle Constraint (SAC) reduces the 
amplitude errors, but the abundance errors remain because of using fully constrained 
condition. In this study, a Genetic Algorithm (GA) was adapted to resolve these issues 
using a series of iterative computations based on the Darwinian strategy of ‘survival of 
the fittest’ to improve the accuracy of abundance estimates. The developed GA uses a 
Spectral Angle Mapper (SAM) based fitness function to calculate abundances by 
satisfying a SAC-based weakly constrained condition. This was validated using two 
hyperspectral data sets: (i) a simulated hyperspectral dataset with embedded noise and 
illumination effects and (ii) AVIRIS data acquired over Cuprite, Nevada, USA. Results 
showed that the new GA-based unmixing method improved the abundance estimation 
accuracies and was less sensitive to illumination effects and noise compared to existing 
spectral unmixing methods, such as the SAC and NNSLO. In case of synthetic data, the 
GA increased the average index of agreement between true and estimated abundances by 
 IV 
19.83% and 30.10% compared to the SAC and the NNSLO, respectively. Furthermore, in 
case of real data, GA improved the overall accuracy by 43.1% and 9.4% compared to the 
SAC and NNSLO, respectively. 
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CHAPTER 1: INTRODUCTION 
 
 Hyperspectral imaging plays an important role in surface material discrimination 
due to its high-spectral resolution that covers many narrow contiguous bands usually 
from the visible to short-wave infrared wavelength region (i.e., from 400 nm to 2500 nm; 
Jensen, 2004). Information extraction from hyperspectral image data can be a very 
meticulous process. In order to achieve the best result from information extraction, it is 
often mandatory to perform data pre-processing, i.e., calibration, assessment and removal 
of sensor artifacts, and removal of atmospheric effects. Some of the most popular 
information extraction methods are spectral matching, feature fitting, matched filtering, 
and spectral unmixing (Jensen, 2004). Due to the mixture of spectral signatures of objects 
in a pixel recorded by the Instantaneous Field-Of-View (IFOV) of a sensor, spectral 
unmixing is evident (Miao et al., 2007).  
The spectral signature of an object refers to its reflectance spectrum within a 
specific wavelength region (e.g., VNIR and SWIR). The linear unmixing is a standard 
unmixing technique that decomposes a measured spectrum into area abundances of a 
collection of constituent endmembers, where the set of corresponding fractions or 
abundances refer to the proportion of each endmember present in the pixel (Adams et al., 
1993). An endmember represents a ‘pure’ material present in a scene, for instance, a 
particular type of mineral (e.g., kaolinite, muscovite, or alunite) or vegetation (e.g., 
wheat, canola, or barley).  
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Decomposing mixed pixels using linear unmixing is usually a three-step process. 
These general steps are data dimensionality reduction, endmember selection and 
identification, and abundance estimation (Jensen, 2004).  
Typically, in order to obtain endmembers, reducing the number of bands or 
constructing new components through different data transformation techniques can 
eliminate the redundant information among the hyperspectral bands. Some of the 
dimension reduction techniques are: Principal Component Analysis (PCA; Lee et al., 
1991; Jensen, 2004), Minimum Noise Fraction (MNF; Green et al., 1988), Singular 
Value Decomposition (SVD; Ball et al., 2004), and Optical Real-time Adaptive Spectral 
Identification System (ORASIS; Bowles et al., 1997).  
Endmembers can be obtained from field/laboratory measurements (library 
endmembers), directly from the image data (image endmembers; Zhang et al., 2008), or 
by modelling (Peddle et al., 1999). Image endmembers can be manually identified based 
on their absorption features after the dimensionality reduction step (Keshava et al., 2002). 
Spectral signature of a target material might not match with its library endmember 
because of atmospheric illumination, viewing effects, or noise (Parra et al., 2000). In case 
of vegetation, it is due to the time-dependent phenological stage if the spectra are not 
acquired under the same illumination and viewing geometry as the image data (Hostert et 
al., 2003). Image endmember extraction can be performed using either a statistical or a 
geometrical approach. Geometric approaches usually assume the presence of pure pixels 
that represent endmembers; however, pure pixels are not mandatory in statistical 
approaches (Nascimento et al., 2005; Bioucas-Dias, 2009). Several endmember selection 
methods can be used to find pure pixels such as the N-FINDER (Winter, 1999), Iterative 
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Error Analysis (IEA; Neville et al., 1999), Automated Morphological Endmember 
Extraction (AMEE; Plaza et al., 2002), ORASIS, Vertex Component Analysis (VCA; 
Nascimento et al., 2005), and Simplex Growing Algorithm (SGA; Chang et al., 2006). In 
the geometric approach, the vertices of spectral vectors belong to a simplex set 
corresponding to the endmembers. A geometric approach, fitting a simplex of minimum 
volume to the dataset, is used where the pure pixel assumption is not fulfilled. Algorithms 
employ this geometric approach are the Successive Projection Algorithm (SPA; Zhang et 
al., 2008), Minimum Volume Enclosing Simplex (MVES; Chan et al., 2009), Minimum 
Volume Simplex Analysis (MVSA; Li et al., 2008), and Non-negative Matrix 
Factorization Minimum Volume Transform (NMF-MVT; Tao et al., 2007), Simplex 
Identification via Split Augmented Lagrangian (SISAL; Bioucas-Dias, 2009) algorithm. 
A statistical approach, e.g., the Independent Component Analysis (ICA; Pearlmutter et 
al., 1997; Parra et al., 2000) considers that the abundances are statistically independent 
and can be modeled as mixtures of Dirichlet densities (Nascimento et al., 2005).  
The outcome of linear unmixing is abundance maps as illustrated in Figure 1. 
Linear unmixing with a priori information of the endmember spectra is known as an 
abundance estimation problem (Rosario-Torres, 2004). The research conducted for this 
thesis was focused on achieving optimal solution for an abundance estimation problem 
using a Genetic Algorithm (GA; Holland 1975; Goldberg, 1989; Mathworks, 2011). The 
GA, a series of iterative computations that efficiently explores large search spaces 
without being trapped into the local minimum, is a promising alternative to conventional 
heuristic methods (Gen et al., 2000; Yao et al., 2003; Huang et al., 2006; Farzam et al., 
2008). It is a general adaptive optimization search methodology that generates optimal 
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solutions for search and optimization problems in various sectors, such as in engineering 
design (Zhao et al., 2012), traffic and telecommunication routing (Vidal et al., 2011), 
chemical kinetic analysis (Omata et al., 2012), and finance and investment strategies 
(Mehta et al., 1999). In addition, it was employed in previous linear unmixing studies and 
achieved better performance for abundance estimation (Farzam et al., 2008). 
 
Figure 1: Linear unmixing process using either image endmembers or library 
endmembers. 
 
1.1 Linear Mixture Model  
In the literature, the linear mixture model is widely used for unmixing as it is 
easier to implement and more flexible in different applications than the non-linear model 
(Rogge et al., 2006; Sanchez et al., 2010). It assumes no interaction between 
endmembers and treats a pixel as a linear combination of endmembers weighted by their 
corresponding fractions or abundances plus an error term. It can be written as follows 
(Adams et al., 1993; Boardman et al., 1993; Staenz et al., 1999; Rosario-Torres, 2004):  
Hyperspectral Dataset 
Dimension Reduction 
Image Endmembers 
Abundance Calculation 
Abundance Maps 
Library Endmembers 
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1
p
i i
i


   m e n Ea n ,                                                  (1) 
where    is a        matrix of endmembers, p is the total number of endmember, q is 
total number of spectral bands, ie is the spectral signature of the i
th
 endmember,   is a 
      vector of abundances, i  is the abundance of the i
th
 endmember, m  is a       
vector of the pixel spectrum, and n is a       noise vector or an error term. The noise 
vector is considered negligible if it is an additive white Gaussian noise (Adams et al., 
1986). Therefore, Eq. 1 can be written as follows: 
                                                  1
p
i i
i


 m e Ea .
                                                            
(2) 
The abundance vector needs to satisfy one of the following constraints.  
Let 1, ,i p  ,  
                                                  i
   , or                                                    (3) 
                          0 1i   and 
1
1.0
p
i
i


 , or                                (4) 
                          0 1i   and 
1
1.0
p
i
i


 .                                 (5)                                   
An unconstrained condition in Eq. 3 considers the range of abundance values from minus 
infinity to plus infinity, which could produce unrealistic abundances (Keshava et al., 
2002). The fully constrained case in Eq. 4 considers all abundances as non-negative and 
the sum of all abundances is equal to one (Staenz et al., 1999; Rosario-Torres et al., 
2007; Farzam et al., 2008). It requires a complete set of endmembers and overestimates 
or underestimates abundances in case of missing endmembers (Shang et al., 2008). 
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Missing endmembers are often obvious in real world scenario as it is difficult to detect all 
endmembers present in a scene. The weakly constrained unmixing in Eq. 5 constrains 
abundances as non-negative and the sum of all abundances must be less than or equal to 
one (Staenz et al., 1999; Rosario-Torres, 2004; Shang et al., 2008). It minimizes the 
problem with overestimation or underestimation of abundances in case of missing 
endmember (Shang et al., 2008; Rosario-Torres, 2004). 
  
1.2 Applications of Linear Unmixing  
The linear unmixing is widely used to solve real-world problems associated with 
mineral exploration, vegetation mapping, environmental monitoring, pollution detection, 
and climate change (Keshava et al., 2002). For instance, the mineral exploration tasks 
include identifying minerals under tundra vegetation cover in the Canadian Arctic 
(Staenz et al., 2000) and analyzing minerals in the bright salty soils of Gusev crater on 
Mars (Parente et al., 2009). In addition, the vegetation mapping approaches comprise 
addressing the spectral reflectance problem of crops affected by the spectral contribution 
of background soils and shadows (Peddle et al., 2005) and estimating crop fraction along 
with vegetation indices (Liu et al., 2008). Moreover, the environmental monitoring 
applications include mapping water turbidity distribution in a floodplain lake together 
with autocorrelation modeling (Alcântara et al., 2009), estimating fractional abundances 
of land-cover components and delineating potential erosion areas in tropical watersheds 
(De-Asis et al., 2008). Additionally, one of the pollution detection tasks contains 
estimating acid mine drainage (AMD) in mine tailings (Richter et al., 2008). 
Furthermore, snow cover estimation (Foppa et al., 2002) using spectral unmixing is an 
 7 
example of the climate change detection. Recently, medical science is also using 
abundance maps for cancer detection, blood testing, and identification of bacterial 
infections (Sirkeci, 2001). Therefore, realizing the importance of above-mentioned 
applications, it is obvious to ensure the accuracy of linear unmixing results, i.e., 
abundance maps. 
 
1.3 Factors Influencing the Accuracy of Unmixing Results 
 There are many factors contributing to the radiant energy received by an imaging 
spectrometer. These factors often influence linear unmixing by producing overestimated 
or underestimated abundances. The accuracy of estimated abundances is influenced by 
several factors, such as illumination fluctuation, signature variability, and noise (Healey 
et al., 1999; Tyo et al., 2000; Shaw et al., 2003; Nascimento et al., 2005; Rabah et al., 
2011). The illumination perturbations occur due to surface topography and equally affect 
all bands (Nascimento et al., 2005). The spectral mixture of materials interacting with 
incident sunlight contributes to the total reflected signal. The terrain slope and shadow 
affect the reflected signal and can have a serious effect on estimating abundances 
(Rouse et al., 2005; Rabah et al., 2009, 2010, and 2011).  In addition, atmospheric and 
weathering effects, age-induced colour fading due to oxidization, and contamination due 
to chemical composition causes spectral signature variability of the surface material 
(Keshava et al., 2002; Nascimento et al., 2005).  
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1.4 Constraint Optimization Problem 
An abundance estimation method calculates abundances by solving a constraint 
optimization problem. It searches for a solution to the constraint condition that the 
variables must satisfy to minimize a distance function (Deep et al., 2008; Tsoulos, 2009). 
The constraint optimization problem derived from the linear mixture model in Eq.2 by 
imposing Eq. 5 can be written as follows (Rosario-Torres et al., 2004, 2005, and 2007; 
Shang et al., 2008): 
                                        Minimize: ( , )D m Ea ,                      (6) 
         Subject to: 0 1i   and 
1
1.0
p
i
i


  or 
1
1.0
p
i
i


 ,                      (7) 
where ( , )D m Ea is a distance function that leads to the solution of abundances.  
 
 
1.5 How does Genetic Algorithm work? 
Holland (1975) and his colleagues, inspired by the Darwinian natural selection, 
first introduced the concept of the Genetic Algorithm (GA) in the 1960s and 1970s. It is 
based on the theory of evolution in biology that plays a vital role in the way humankind 
survives in nature. In order to understand the GA, certain biological expressions need to 
be clarified. The building block of life, a cell, contains the blueprint of species, i.e., a set 
of chromosome, also called the strings of DNA (Mitchell, 1996). Each chromosome 
comprises a number of functional blocks of DNA called genes. Each gene is located in a 
particular position of the chromosome and encodes a certain type of protein representing 
various possibilities of an individual property, such as different blood types, different eye 
colours, and level of intelligence. In nature, exchanging genes between pairs of parent 
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chromosomes during sexual reproduction or crossover produces new pairs of child 
chromosomes. The result of a DNA replication error from parent to offspring causes a 
permanent change in the DNA sequence (heredity elements) of a gene. A mutation occurs 
when a protein encoded by a gene is altered due to certain incidents, such as radiation, 
viruses, transposons, and mutagenic chemicals (Mitchell, 1996; Bertram, 2000). 
Accumulation of mutations through a large number of generations can lead to the 
evolution of new species. The core mechanism of evolution, the fitness of species or 
populations, is determined by their survival and reproduction, i.e., contribution of their 
genes to the next generation (Orr, 2009).   
 In order to solve a constraint optimization problem (e.g., Eq. 6), the GA 
randomly generates an initial population of candidate solutions or chromosomes 
(Goldberg, 1989). Each chromosome contains a number of genes and each gene contains 
an encoded value within the bounds of a constrained condition (e.g., Eq. 7; Chang, 2007). 
The quality assessment of each chromosome, the fitness value calculation, is carried out 
employing its encoded values to a fitness function, which is a distance function to be 
minimized (Huang et al., 2006). Chromosomes are ranked based on their fitness value, 
where the top ranking fitter chromosomes are copied multiple times, because crossover 
requires a pair of chromosome to produce a child (Mathworks, 2011). Chromosomes are 
selected randomly as parents to participate in crossover, mutation, and elite operation. A 
crossover operator randomly exchanges genes between a pair of parents and produces a 
child, and a mutation operator alters a random gene of a parent and produces a child 
(Figure 2). In addition, an elite operator copies the fittest parent as a child without any 
gene alternation. The number of total children in a new population is the same as the 
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number of total parents in an old population. Children from a new generation replace the 
parents from older generation, and this process goes through fitness evaluation and 
termination condition (e.g., number of generations) checking until an optimal solution is 
obtained as illustrated in Figure 3 (Ja’fari et al., 2012; Mathworks, 2011).  
 
      
Figure 2: Crossover and mutation operation (modified from Huang et al., 2006). 
 
 
Figure 3: The GA flowchart (modified from Ja’fari et al., 2012).  
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1.6 Existing GA-based Constraint Optimization Approaches 
Some of the most popular GA-based constraint optimization approaches such as 
the Simple Genetic Algorithm (SGA; Goldberg, 1989; Sastry, 2007), Self-organizing 
Migrating Genetic Algorithm (C-SOMGA; Deep et al., 2008), and Novel Genetic 
Algorithm (NGA; Tsoulos, 2009) were studied prior to the development of the proposed 
GA. The SGA, C-SOMGA, and NGA are discussed in the Appendix section. 
 
1.7 Objectives 
The main objective of this study is to implement algorithms that will improve the 
accuracy of abundance maps. More specifically, the objectives were as follows. 
a) Perform constraint optimization using a GA to improve the accuracy of 
abundance maps as well as to make it less sensitive to illumination effects, 
signature variability, and noise; and 
b) Compare and validate the accuracy of the proposed GA-based abundance 
quantification approach against existing approaches using synthetic and real 
hyperspectral datasets.  
 
1.8 Hypotheses 
Three main hypotheses were tested in this thesis: 
a) A weakly constrained condition can be constructed to check the illumination 
effect in each pixel;  
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b) The GA can achieve an optimal solution of a constraint optimization problem by 
minimizing a properly designed fitness function; and 
c)  The GA-based unmixing results can be less sensitive to illumination effects, 
signature variability, and noise compared to advanced abundance estimation 
methods. 
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CHAPTER 2: BACKGROUND 
 
In many cases, the endmembers of a scene are known where the only remaining 
task is abundance calculations. This chapter is mainly focused on the constraint 
optimization where the advantages and disadvantages of advanced abundance estimation 
algorithms are presented. 
 
2.1 Multiple Endmember Spectral Mixture Analysis Algorithm (MESMA) 
Roberts et al. (1998 and 2007) implemented the MESMA-based abundance 
calculation in the VIPER Tools software, which considers the number and type of 
endmembers, which vary from pixel to pixel in a scene. It deals with the illumination 
effect using a photometric shade (i.e., a shade is set to zero reflectance) or non-
photometric shade (i.e., a shade spectrum is used from a spectral library). The approach 
can create linear mixing models from one to three types of non-shade endmembers, 
where each non-shade endmember contains the combination of its sub-type endmembers 
(e.g., a water endmember with 3 sub-types: water with sediments, water without 
sediments, and water with chlorophyll). MESMA selects the models for each pixel based 
on the four parameters (Roberts et al., 1998 and 2007):  
a) The range of endmember fractions, e.g., the minimum endmember fraction varies 
from -0.5 to 1;  
b) The shade fraction (i.e., range from 0 to 1) to ensure that deep shadow and water 
remain distinct;  
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c) The root mean square error (RMSE) threshold (e.g., default threshold is 0.025), 
which is calculated as 
  2
1
RMSE
q


n
 ,                                                 (8) 
d) where 
2
   is an Euclidean norm, e.g., 
1
2 2 2 2
1 22
( ... )pn n n   n  where a higher or 
a lower threshold, respectively increases or decreases the likelihood for a candidate 
model to be selected; and 
e) A residual condition consist of a threshold and a number of consecutive bands to 
apply the threshold, where all models that produce residual spectra exceeding the 
threshold for the consecutive bands are excluded.     
After selecting the models for each pixel, the MESMA produces a number of 
results such as an abundance map for each endmember (maximum 3 abundance maps), a 
shade abundance, an RMSE map with residuals, and a classification map with the 
dominating abundances.  
The disadvantages of this method are as follows:  
a) It required extensive sub-type spectra for each endmember type; 
b) The non-shade endmember fraction calculation is limited to maximum three 
endmember types only; and 
c) It produces error-prone results if the four parameters discussed earlier are not set 
properly; in addition, the adjustment of these parameters is done on a trial and error 
basis.  
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2.2 Non-Negative Sum-To-One Algorithm (NNSTO) 
Rosario-Torres and Velez-Reyes (2004, 2005, and 2007) investigated several 
Least Square (LS) based abundance estimation methods: NNSLO (Lawson et al., 1974; 
Björck, 1996), the Non-Negative Sum-To-One (NNSTO; Lawson et al., 1974; Björck, 
1996), Non-Negative Least Square (NNLS; Lawson et al., 1974), Unconstrained Least 
Square (ULS; Keshava et al., 2002), Chang Least Square Sum-to-One (CLSSTO; Chang 
et al., 2003), Expectation Maximization Maximum Likelihood (EMML; Shepp et al., 
1982; Velez-Reyes et al., 2003), and Image Space Reconstruction Algorithm (ISRA; 
Velez-Reyes et al., 2003). Among these algorithms, the NNSLO estimated abundances 
had a better match with their physical meanings as well as was more robust to noise 
compared to other algorithms. The reason is it imposed the weakly constrained condition 
and considers the existence of the low reflectance pixels for abundance estimation. The 
NNSLO algorithm defined the constraint optimization problem as follows: 
 Minimize: 
2
2
Ea m
 
and
                                 
(9) 
            Subject to: 0 1i   and 
1
1.0
p
i
i


 .                  (10) 
Rosario-Torres and Velez-Reyes (2004, 2005, and 2007) established the NNSLO 
algorithm using the following steps to solve Eq. 9 based on the LS solution from Lawson 
et al. (1974).   
a) Compute QR-decomposition (Trefethen et al., 1997; Press et al., 2007) for the matrix 
0
 
  
 
R
E Q , where Q is an (g×h) orthonormal matrix (i.e.,  g  ≥ h  and TQ Q I , 
where I is an identity matrix with g columns) and R is an invertible (g×g) upper 
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triangular matrix (i.e., all entries below the main diagonal are zero). In addition, 
compute  Tc Q m , where 1c  and 2c are the columns of E. Therefore, Eq. 9 can be 
transformed as follows: 
Minimize: 
2
1 2
Ra c  and
                                                 
(11) 
  Subject to: 0 1i   and 
1
1.0
p
i
i


 .                                     (12) 
Compute unconstraint abundance vector, ULS 
-1
1X R c .  
b) Set   1
T
G I . 
c) Set  0  1
T
f . 
d) Set -   1   -1
TT T
ULS ULS
 H X X . 
e) Set  
T
T T   L G H . 
f) Set  r Lu f , where u is the solution for L and f. 
g) Set 1/i i p ξ r r , 0 i p  , where Z is a (1×p) vector of iξ  of i
th
 endmember. 
h) The solution is ULS 
-1
a X R Z . 
In the literature, existing LS-based methods including the NNSLO depend on the shade 
endmembers to deal with the illumination effects and do not use the constraint condition 
(e.g., Eqs. 2, 3, or 4) to check if a pixel is assigned to an illumination or amplitude error 
(Rosario-Torres et al., 2007; Farzam et al., 2008; Rabah et al., 2011).  
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2.3 The Spectral Angle Constraint Algorithm (SAC) 
A recent abundance estimation method, the Spectral Angle Constraint (SAC; 
Rabah et al., 2009, 2010, and 2011), was established from the concept of the Spectral 
Angle Mapper (SAM; Kruse et al., 1993; Staenz et al., 1999; Park et al., 2007). The 
SAM is widely used as a spectral similarity measure, because of its insensitivity to the 
pixel illumination. It calculates the angle between a target material and a reference 
material, where a smaller angle indicates a closer match. For instance, the spectral angle, 
∂, between a target spectrum, targetζ and a reference spectrum, referenceζ  can be 
mathematically written as follows: 
                                
1
2 2
 
cos
 
target reference
target reference

 
  
 
 
ζ ζ
ζ ζ  .                                          
(13) 
The SAM assumes that the lines connecting the origin and each spectrum point are the 
vectors of the direction of the spectra corresponding to the range of possible illuminations 
with all possible positions of the materials (Kruse et al., 1993). A pixel with poor 
illumination will fall closer to the origin than a pixel with greater illumination, although 
both pixels might have the same reflectance characteristics. Accordingly, the SAM is 
insensitive to changes in pixel illumination as increasing or decreasing illumination only 
changes the magnitude, not the direction. SAM considers that the reflected signal 
amplitude variation occurs due to the sunlight only, where the effects of diffusion from 
the skylight, cloud light, and transmitted light through the material is ignored (Adler-
Golden et al., 2001; Adams et al., 2006).  
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Figure 4: SAC illumination minimization. For example, the pixel m  crosses the convex 
cone formed by endmembers ( , )1 2e e  in a two-dimensional space with X and Y. After 
correcting m
 
to m , the pixel belongs to the convex cone (modified from Rabah et al., 
2011). 
 
The SAC minimizes the illumination effects across the convex cone formed by 
endmembers such as shown in Figure 4 using the spectral angle as a constraint condition 
without relying on shade endmembers (Rabah et al., 2009, 2010, and 2011). It corrects a 
pixel m  contaminated by changing illumination effects, which crosses the convex cone
( , )1 2e e . After correcting its amplitude error, the pixel m  
belongs to the cone ( , )1 2e e , 
where the direction remains constant. Rabah et al. (2009 and 2011) transformed Eq. 5 as 
follows: 
                                  1
p
i i
i


     m e E a ,
                                          
(14)
 
X 0 
Y 
e1 
e2 
m
'
 
m 
Cone (e1 , e2 ) 
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where 
2
 m m m , 
2i i i
 e e e , 
2 2i i i
   e m , E is a       matrix of ie , a is a 
      vector of i , and m  is a       vector of the corrected pixel spectrum. Rabah 
et al. (2011) defined the minimization problem as follows: 
    Minimize:  
2
2
  E a m   and
                              
(15) 
                                     Subject to: 0 1i   and
1
1.0
p
i
i


 ,                               (16) 
where E  is a full rank matrix (i.e., all vectors in this matrix are linearly independent) 
and the solution without constraints is given by the Moore-Penrose pseudo-inverse of E
, i.e., 
 T -1 T( )  E E  E  . In this case,  T  E E Γ , where ij ijΓ =cos(θ ) , ij measures the 
spectral angle between the i
th
 endmember
 i
e  and  jth endmember je  where i =1,…,p , and  
j =1,…,p  (Rabah et al., 2009  and  2011).  a is calculated as follows: 
                                                     
 1  T  a Γ E m ,                                                         (17) 
 where  T  E m Λ  with 
i i
Λ=cos( )  and 
i
 is the spectral angle between ie  and m . As 
there are infinity solutions in Eq. 17, a coefficient vector, Ω , is selected to verify a fully 
constraint condition in Eq. 16 so that 
.* a Ω a ,          (18) 
where 1 2 3, , ,..., p      Ω , i  is a coefficient of the i
th
 endmember and .* is an array 
multiplication operator ( .* Ω a  is the element-by-element product of the arraysΩ  and a
, where both arrays have same size). Rabah et al., (2009 and 2011) calculated abundances 
using Eq. 18 as follows: 
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 1
 / ( )
p
i i i
i
  

   ,
                                                             
(19) 
where 
1
 1/ ( )
p
i i
i
 

   satisfy the fully constrained condition in Eq. 16. 
Though the SAC method is less sensitive to illumination variability of the same 
material, it may overestimate or underestimate abundances in case of missing 
endmembers because of imposing the fully constraint condition (Shang et al., 2008). 
 
2.4 The Least Square based Genetic Algorithm (LS-GA)  
Farzam et al. (2008) developed the LS-GA to estimate abundances because most 
of the traditional LS-based methods (e.g., the NNSLO algorithm) were mathematically 
complex, expensive to implement and cannot be solved analytically. The LS-GA method 
achieved the solution of the following constrained optimization problem as follows: 
 Minimize: ( ) ( )
T Ea m Ea m and
                   
(20) 
            Subject to: 0 1i   and
1
1.0
p
i
i


 ,                            (21) 
where     means the absolute value. Farzam et al. (2008) described the steps of LS-GA 
as follows: 
a) Encoding – Abundances are encoded as real values. Initially, a random uniform 
population of 40 chromosomes is generated. 
b) Fitness – The LS-based fitness function in Eq. 20 is used with a fully constraint 
condition in Eq. 21. It computes the fitness of each chromosome.  
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c) New Population – The following steps are repeated to create new populations, 
where the number of chromosome is the same as the initial population. 
d) Selection – Fitter chromosomes are copied multiple times. Chromosomes are then 
selected as parents via stochastic uniform selection. 
e) Crossover – 60% of total parents are selected for crossover. 
f) Mutation – 2% of total parents are selected for uniform mutation. 
g) Accepting – Children from steps 5 and 6 are assigned to a new population. 
h) Replace – a new population replaces the old population. 
i) Test – the algorithm is stopped if the termination conditions (error tolerance and 
maximum number of generation) are satisfied. 
j) Loop – If conditions are not satisfied, go to step 3. 
Although the LS-GA developed by Farzam et al. (2008) is robust to noise and 
improved abundance estimation, the problem with illumination effect remains the same 
as those with the NNSLO algorithm (Rabah et al. 2011). Imposing fully constraint 
condition is also another disadvantage of this algorithm (Rosario-Torres et al., 2007; 
Shang et al., 2008).  
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CHAPTER 3: DATASETS 
 
Preliminary experiments were conducted using synthetic data and a real dataset, 
acquired over Cuprite, Nevada (USA) with the Airborne Visible/Infrared Imaging 
Spectrometer (AVIRIS).  
 
3.1 Synthetic Data Creation 
The synthetic mixtures were generated using varying parameters of illumination 
fluctuation, spectral signature variability, and Signal-to-Noise Ratio (SNR) with a set of 
mineral endmembers to mimic a realistic scenario. Nine mineral endmembers (Kaolinite 
KGA1, Dumortierite, Nontronite, Alunite, Sphene, Pyrophilite, Halloysite, Muscovite 
and Kaolinite CM9) with 221 bands between 400 nm - 2500 nm as shown in Figure 5 
were used to generate the mixtures.  These mineral endmembers were acquired from the 
United States Geological Survey (USGS) spectral library (Clark et al., 1993; Plaza et al., 
2011). Changing the aforementioned parameters generated 12 synthetic data cubes. The 
size of each synthetic data cube is 100 pixels × 100 pixels × 221 bands. True abundances 
of the endmembers were acquired from Plaza et al. (2011). These abundances mimic a 
real-world scenario, where pure pixels are rarely found in the scene and the mixtures are 
extreme in the boundaries of clusters as illustrated in Figure 6. The synthetic data were 
created using the linear mixture model as follows (Nascimento et al., 2005):                       
                   
 
1
p
i i i
i
   

m e n  and  
1
p
i i
i
  

n z Ψ ,
                               
(22) 
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where i is the scale factor to model the signature variability characterized by spectral 
shape invariance,
 i
z  is the zero-mean random noise vector of the  ith endmember that 
models the spectral signature variability not achieved by i , τ models the illumination 
fluctuation, and 
1 2 3, , ,..., p      Ψ  is the vector that models additive sensor noise for 
various SNR in decibel (dB).   
 
Figure 5: Mineral endmembers used to generate and unmix the synthetic data. 
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Figure 6: Clusters of a synthetic dataset with 100 pixels × 100 pixels × 221 bands shown 
in red (606.43 nm), green (517.60 nm), and blue (448.61 nm), without applying noise, 
spectral signature variability, and illumination fluctuation. 
 
The reflectance of an inclined surface was modeled by multiplying the reflectance 
of the flat surface,
1
p
i i
i


e  by the illumination fluctuation, τ in Eq. 22. The illumination 
fluctuation was calculated as follows (Teillet et al., 1982; Riaño et al., 2003): 
                             
cos cos
i z
    and            (23) 
                       
cos cos cos sin sin cos( ),
i p z p z a o
                          
                
(24) 
where is the incident angle, which is the angle between the normal to the ground and 
the sun rays,  is the slope angle, is the solar zenith angle, is the solar azimuth 
angle, and is the aspect angle. The values of the τ matrix were generated using a 
i
p z a
o
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random uniform distribution with a range between 0 and 1.28. This range was calculated 
using Eqs. 23 and 24, where = 38.5° and = 162.8° from an AVIRIS
1
 scene acquired 
over rugged terrain, = 0° to 60°, and = 0° to 360° were used. These angles are 
illustrated in Figure 7a and the topographic effect on inclined surface is shown in Figure 
7b.  
The signature variability was modeled as follows (Nascimento et al., 2005): 
                         
(1 )v
i
                                                  (25)
 
where v represents the percentage of signature variability. Eq. 25 with v = 0%, 5%, and 
10% were applied to Eq. 22.  
The noise vector n in Eq. 22 was generated by applying SNR = 15, 30, 60, and 90 
dB as follows (Nascimento et al., 2005): 
                
2 2
10log  ,
10
1 1 1 1
p pt t
SNR
dB i i i i i i
x i x ix x
     
 
    
           
       
 
e z
        (26) 
where x is the pixel number and  t is the total number of pixels. 
                                                 
1
 “3.1 AVIRIS Imagery, Rugged Terrain”, German Remote Sensing Data Center. Accessed March 31, 
2012: http://atcor.dlr.de/results4_en.html. 
 
z a
p o
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(a)       (b) 
Figure 7: (a) Contribution of angles to model illumination effects and (b) topographic 
effect on the reflectance of an inclined surface (Figure modified from Riano et al., 2003). 
 
3.2 Real Data 
ATmospheric REMoval (ATREM) and Empirical Flat Field Optimized 
Reflectance Transform (EFFORT) corrected AVIRIS reflectance data of Cuprite, 
Nevada, USA of year 1995 obtained from the ENVI
2
 tutorial package was used for 
testing the GA-based unmixing (Gao et al., 1990; Boardman et al., 1998; Zhang et al., 
2008). This hyperspectral data cube has 400 × 350 pixels, 50 bands of short-wave 
infrared data between 2000 nm to 2500 nm with ~10 nm spectral resolution and 20 m 
spatial resolution. The study area Cuprite (Figure 8), a mining district located in west-
central Nevada, is considered as an ideal location for unmixing experiments because it is 
used extensively by the hyperspectral community due to the presence of large outcrops of 
spectrally distinct alteration minerals and low vegetation cover (Abrams et al., 1977; 
                                                 
2
 ENVI Software - ITT Visual Information Solutions. Accessed Jan 07, 2011: 
http://www.ittvis.com/ProductServices/ENVI.aspx. 
 
Sunlight  
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Kruse et al., 1990; Hook et al., 1990; Clark et al., 1993b; Rowan et al., 2003; Zhang et 
al., 2008). The study site consists of Tertiary volcanic rocks and Country rocks, where 
Tertiary rocks have been hydrothermally altered primarily to bleach silicified rocks and 
opalized rocks with limonitic argillized rocks, and Country rocks are primarily Cambrian 
phyllitic siltstone and limestones (Rowan et al., 2003). Nine mineral endmembers 
(Muscovite-medlow-Al, Muscovite-medhi-Al, Montmorillonite-Na, Kaolinite KGa-2 
(pxl), Kaolinite KGa-1 (wxl), Hematite .02+Quartz .98, Chlorite+Muscovite, 
Chalcedony, and Alunite GDS82), acquired from the USGS
3
 digital spectral library, are 
used for unmixing Figure 9). 
 
Figure 8: AVIRIS reflectance data of Cuprite shown in red (2100 nm), green 
(2200 nm), and blue (2340 nm).  
                                                 
3
 “USGS Spectroscopy Lab - Clark and others, 2007 Spectral Library splib06a, Data Series 231”, USGS 
Digital Spectral Library splib06a. Accessed March 31, 2012: 
http://speclab.cr.usgs.gov/spectral.lib06/ds231/datatable.html.   
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Figure 9: Nine mineral endmembers used to unmix the AVIRIS Cuprite data. 
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CHAPTER 4: METHODS 
 
In this chapter, a new constraint optimization problem is formulated as well as the 
development of a properly designed GA to solve this optimization problem is described.  
 
4.1 Formulation of a New Constraint Optimization Problem 
A new constraint optimization problem is developed based on the concept of the 
spectral angle and weakly constrained condition. The purpose is to take the benefits of 
both the SAC (Rabah et al. 2011) and NNSLO (Rosario-Torres et al., 2007) algorithm. 
The proposed constraint optimization problem can then be written as follows: 
                                         Minimize: 
1
2 2
( )
cos
  

   
 
    
E a m
E a m
,
                                      
(27) 
                                    
Subject to: 0 1i i  , and 
1
1.0
p
i i
i


  ,
                              
(28) 
where the SAM (Kruse et al., 1993) function in Eq. 27 measures the spectral angle ( ) 
between m and  E a  (Eq. 14). An example of the spectral angle ( ) minimization is 
shown in Figure 10. The weakly constrained condition in Eq. 28 is constructed using 
i i ia a   from Eq. 18, while the a  vector is calculated using Eq. 17. In this study, the 
goal of the proposed GA is to calculate the optimal results of the Ω vector (i.e.,
1 2 3, , ,..., p      Ω ) by minimizing Eq. 27 to satisfy Eq. 28.  
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Figure 10: An example of spectral angle, , between a target spectrum, m , and a 
reference spectrum,  E a , in a three-dimensional space with endmember 1e , 2e , and 3e . 
Figure 11 illustrates a four-phase process of unmixing. The hyperspectral data 
cube and the endmember spectra in phase 1 are the inputs to phase 2, where the SAC 
calculates a . In phase 3, the proposed GA calculates Ω by taking the inputs of Eqs. 27 
and 28 from phase 2. Finally, abundance vectors are calculated in phase 4. 
 
 
 
Figure 11:  Four phases of the GA-based unmixing with the computation process of a
(real abundances) using the element-by-element product of the arrays Ω  (coefficients) 
and a  (normalized abundances). 
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4.2 The GA Platform Selection 
There are many public domain GA packages such as a C++ GA toolbox 
developed by the Illinois Genetic Algorithms Laboratory
4
 at the University of Illinois, a 
GA developed in C by the Kanpur Genetic Algorithms Laboratory
5
 at the Indian Institute 
of Technology, the JGAP
6
 developed in JAVA, and RMD_GA
7
 and IDLGA
8
 developed 
in IDL. However, none of them has a rich GA library like the Matlab (Mathworks, 2011) 
to solve linear or nonlinear constrained optimization problems. Therefore, the integrated 
GA functionalities within the flexible parameter adjustment options (e.g., population size, 
crossover probability, number of generations, etc.) in Matlab were chosen as an ideal 
development platform. Farzam et al. (2008) also successfully utilized the GA 
functionalities in the Matlab for abundance calculation. More specifically, Matlab 
provides a set of standard library functions for the GA with preparation of the problem to 
be solved, visualization of the optimization process, and reporting and saving of results 
(Farzam et al., 2008; Bioucas-Dias, 2009; Mathworks, 2011). In addition, its integrated 
mathematical functions assist solving the optimization problems. 
 
                                                 
4
 “Single and Multiobjective Genetic Algorithm Toolbox in C++”. Illinois Genetic Algorithms Laboratory 
(IlliGAL), University of Illinois, Urbana-Champaign, USA. Accessed Jan 07, 2011: 
http://illigal.org/2007/06/05/single-and-multiobjective-genetic-algorithm-toolbox-in-c.   
 
5
 “Single-objective GA code in C (for Windows and Linux)”. Kanpur Genetic Algorithms Laboratory 
(KANGAL), Indian Institute of Technology, Kanpur, India. Accessed Jan 07, 2011: 
http://www.iitk.ac.in/kangal/codes.shtml. 
 
6
 JGAP: Java Genetic Algorithms Package. Accessed Jan 07, 2011: http://jgap.sourceforge.net. 
 
7
 Rob Dimeo's IDL Programs. Accessed Jan 07, 2011: 
http://www.ncnr.nist.gov/staff/dimeo/idl_programs.html. 
 
8
 The IDL Genetic Algorithm page. Accessed Jan 07, 2011: http://www.xs4all.nl/~ajwwag. 
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4.3 Proposed GA 
The concepts from the SGA, C-SOMGA, and NGA were taken into account to 
develop the proposed algorithm. The GA approach does not achieve global minimum 
unless its parameters, e.g., population size, number of generations, crossover probability, 
and mutation probability are set properly (Srinivas et al., 1994; Chang, 2007). The 
adjustment of these parameters determines whether the algorithm will find a near-optimal 
solution efficiently (Zhang et al., 2007). The GA was designed in the Matlab 
(Mathworks, 2011) platform as follows, which is illustrated in Figure 12.  
1) Encode each chromosome as a double data type (real value). 
2) Set the values of the following parameters (Tsoulos, 2009): 
a)  Population size, 
b) Crossover rate, 
c) Elite count (i.e., the number of top ranking chromosomes that advances to the 
next generation without crossover and mutation), 
d) Number of generations, and 
e) Number of stall generation (i.e., the number of generation after which there is no 
change in the fitness value). 
f) Use the following steps to set the values of each parameter: 
g) Select a random pixel om  from the scene, 
h) Start the iteration loop for a parameter, S, with its upper and lower limit using the 
GA (e.g., population size from 1 to 100, crossover rate from 0.01 to 1.0, number 
of generation and stall generation from 1 to 100, and elite count from 1 to 5), 
i) Record the SAM fitness score for each value of S,   
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j) End iteration loop, and  
k) Use the value of S that achieves the best fitness score to unmix the entire scene. 
3) Use the population size from the previous step and create a random initial population 
satisfying Eq. 28. 
4) Start the iteration loop by minimizing the fitness function in Eq. 27 subject to Eq. 28.  
5) Compute the fitness value of each chromosome using Eq. 27.  
6) If one of the following termination criteria is satisfied, end iteration loop and provide 
the fittest chromosome as an optimal result, otherwise, go to the next step: 
a) the maximum generations specified by the user (i.e., 100) is reached,  
b) the fitness value of a chromosome is less than or equal to the fitness limit (i.e., 0), 
or  
c) the weighted average change of the fitness value of a chromosome over 80 stall 
generations is less than the function tolerance of 1e-6.  
7) Rank the fitness values of each chromosome and select parent chromosomes for 
reproduction using stochastic uniform selection based on their fitness ranking.  
8) Produce crossover children applying a scattered crossover rate of 50% to the selected 
parents (Mathworks, 2011).  
9) Produce mutation children applying adaptive feasible mutation satisfying Eq. 28 for 
the remaining selected parents (Mathworks, 2011).  
10) Replace the parent population by the children population and continue iteration loop 
to step 6 towards next generation.  
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Figure 12: The GA scheme with population size S, number of crossover parents Q × 2, 
number of crossover children Q, and number of mutation parents or children S - Q. 
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4.4 Description of the GA Parameters 
The parameters of the proposed GA and their working mechanisms are described in the 
following sections and illustrated in Figure 13. 
 
 
Figure 13:  An example of the working mechanisms of the proposed GA. 
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4.4.1 Encoding 
The values of Ω are arranged sequentially as genes in a chromosome. The size of 
each chromosome, p, is the same as the number of endmembers. In order to evaluate the 
efficiency and robustness of the GA, Bekiroğlu et al. (2009) compared four types of 
encoding: binary, value, quaternary, and octal. The authors concluded that a real value 
encoding is more suitable than other encoding approaches when the database size of 
genes decrease (smaller number of genes). Encoding plays an important role to keep the 
GA efficient and robust (Mathworks, 2011). As abundances are real values, value 
encoding is used in this study (Farzam et al., 2008). The length of a chromosome is the 
same as the length of   in Eq. (15). For example, in Figure 13, a chromosome of size 5 
with double data type or real values is represented as [0.9 0.7 0.8 0.3]. 
 
4.4.2 Fitness Value Computation 
The GA minimizes a fitness function to solve the constrained optimization 
problem. The fitness function performs the quality assessment of a chromosome (Huang 
et al., 2006). The fitter chromosomes with higher probability, based on their fitness value 
evaluation, are selected into the recombination pool for the reproduction (Mathworks, 
2011). In this study, the GA finds the optimal values of   by minimizing the SAM 
fitness function in Eq. 27 imposing Eq. 28. For example, a chromosome, [0.2 0.1 0.7 
0.5], as illustrated in Figure 13, satisfying the bound in Eq. 28 achieves the minimum 
fitness value of 0.02.  
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4.4.3 Population Size 
A population size, S, represents the number of chromosomes in each generation. 
A large population size is more likely to obtain global minimum by searching the solution 
space more thoroughly (Mathworks, 2011). However, it might make the algorithm run 
very slow. A very small population size might be stuck into a local minimum. Therefore, 
the population size is adjusted in this study to keep the balance between time and optimal 
result. The adjustment of S is discussed in section 4.3. For example, population size of 5 
is shown in Figure 13. 
 
4.4.4 Initialization of the population 
The population is initiated using an equally distributed random initial population 
satisfying the condition in Eq. 28 (Mathworks, 2011). For example, an initial population 
of 5 × 4 is generated with random values satisfying Eq. 28. 
 
4.4.5 Chromosome Ranking 
The fitness value of each chromosome is calculated using Eq. 27. It ranks the raw 
fitness values, R, of each chromosome as 1 ∕ √R, an operational series of values 
(Mathworks, 2011). For example, in Figure 13, the fitness values of 5 chromosomes from 
top to bottom were 0.07, 0.02, 0.25, 0.19, and 0.11 respectively. After applying the 
fitness scaling rank function to these fitness values, the rank of the 5 chromosomes from 
top to bottom became 2, 1, 5, 4, and 3, respectively. 
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4.4.6 Parent Selection  
The chromosomes from current generation, i.e., parents, are selected to contribute 
to the population of the next generation according to their ranking of the fitness value 
using a stochastic uniform selection (Mathworks, 2011). The uniform selection selects 
parents for crossover and mutation proportional to the top ranking chromosomes, where 
the top ranking chromosomes are copied multiple times. Crossover combines a pair of 
parents from the population based on the amount of crossover fraction. Mutation makes 
the random changes in a single parent, and these types of children are called mutation 
children. For example, in Figure 13, to produce 5×50% = 3 (rounded) crossover children 
with 50% crossover rate, the GA requires crossover parents, CP = 5×50%×2 = 6 
(rounded), since 2 parents are required to produce each crossover child. The mutation 
parents, MP = 5-3 = 2, are required to produce 2 mutation children. The total number of 
parents required to be selected are CP+MP = 6+2 = 8 but the total number of 
chromosomes = 5. In this case, 8 parents are selected along a selection line proportional 
to the ranking of each chromosome (Mathworks, 2011). For that reason, the 
chromosomes with rank 1 was copied twice and rank 2 was copied once to make the total 
number of parents = 8 (Figure 13).  
 
4.4.7 Scattered Crossover  
 Each pair of parent chromosome participates in crossover by exchanging each 
other’s genes to produce children chromosomes for the next generation as illustrated in 
Figure 13. The scattered crossover is used in the GA, where a child chromosome is 
produced through a random binary vector that exchanges genes of each parent 
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chromosome, where 1 represents the genes from one parent and 0 represents the genes 
from another parent. For example, in Figure 13, a pair of parent chromosomes [0.2  0.1  
0.7 0.5] and [0.9  0.7  0.8  0.3] exchange genes between them based on a random binary 
vector [1 0 1 0] and produces a child chromosome [0.2  0.7  0.7  0.3]. 
 
4.4.8 Adaptive Mutation  
Random changes to the genes of the parent chromosomes, mutation, are applied to 
produce children satisfying Eq. 28, where the direction of mutation depends on the 
previous successful or failed generation (Mathworks, 2011). The mutation operation 
alters genes and promotes diversity among populations. For example, a parent 
chromosome [0.5  0.1  0. 2  0.8] in Figure 13 produces a mutation child [0.5  0.1  0. 2  
0.3]. 
 
4.4.9 Termination Conditions  
Children population from crossover and mutation replaces the parent population 
from the previous generation and goes through the fitness evaluation as shown in Figure 
13. The algorithm terminates when one of the following criteria are met (Mathworks, 
2011).  
a) The algorithm stops when it reaches the number of generations defined by the 
user;  
b) The algorithm stops when it reaches the time limit defined by the user; 
c) The algorithm stops when the best fitness value in the current population is less 
than or equal to the fitness limit defined by the user; 
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d) The algorithm stops when the weighted average change in the fitness value over 
stall generation is less than the function tolerance;  
e) The algorithm stops if there is no improvement in the fitness function during an 
interval of time, also called the stall time limit; and 
f) The algorithm stops if there is no feasible solution found within the nonlinear 
constraint tolerance. 
An example of these termination criteria is shown in Figure 13. 
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CHAPTER 5: VALIDATION 
 
The accuracy assessment procedure of the unmixing results for the synthetic and 
real datasets is discussed in this chapter. A series of experiments was conducted for the 
synthetic datasets by applying the proposed GA-based method and two advanced 
approaches, the SAC and the NNSLO. The SAC approach was implemented in the 
Matlab platform using Eqs. 17, 18, and 19 (Rabah et al., 2011), while the NNSLO 
algorithm was executed from an open source Matlab-based toolbox called the 
Hyperspectral Image Analysis Toolbox (HIAT; Rosario-Torres et al., 2007), which is, for 
example, used by NASA’s Jet Propulsion Laboratory, the Canada Border Services 
Agency, and the US Army. The result of each unmixing method was compared against 
the true results in the case of the synthetic data and a classification map in the case of real 
data to assess the accuracy of estimated abundances. 
 
5.1 Validation Process for Synthetic Data 
The accuracy assessment between the true abundances (i.e., known abundances 
used to create the synthetic data) and the estimated abundances were performed using a 
statistical measure, the Index of Agreement (IA), which calculates the correspondence 
between the true and estimated values (Wilmott, 1982; Champagne, 2001).  
The IA was calculated using the following formula: 
2 21- ( ) ( ) ,
1 1 1 1
p pt t
IA w u d
ih ih ih ihh i h i

 
      
     
       
  
      (29) 
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where t  is the total number of pixels, ihw  and ih are respectively the true and estimated 
abundances for the i
th
 endmember of the h
th
  pixel, ihu  is the difference between ihw and 
the mean of the true abundance over all pixels for the i
th
  endmember of the h
th
  pixel, and 
ihd is the difference between ih and mean of the estimated abundance over all pixels for 
the i
th
  endmember of the h
th
  pixel. The IA is measured on a scale between 0 (0% 
agreement) and 1 (100% agreement). 
In addition, the CORrelation (COR) and Root Mean Square Error (RMSE) were 
also used to measure the accuracy (He et al., 2008). They were calculated as follows: 
     
2 2
   
1 1 1 1 1 1
p p pt t t
COR w w
ih ih ih ih
h i h i h i
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(31) 
In order to investigate the impact of illumination fluctuation, noise, and spectral 
signature variability on each unmixing method, 12 synthetic data cubes were generated 
with a combination of SNR (90, 60, 30, and15 dB), spectral signature variability (0%, 
5%, and 10%) and random uniform illumination fluctuation (between 0 and 1.28) as 
discussed in chapter 3. The entire validation process is illustrated in Figure 14.  
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Figure 14: The process of synthetic data generation, abundance estimation, comparison, 
and validation. 
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5.2 Validation Process for Real Data 
The ground reference abundances were not available to verify those estimated 
ones of the Cuprite dataset. For that reason, the Cuprite mineral classification map 
produced by the USGS Tricorder 3.3 (Clark et al., 1996) shown in Figure 15 was used as 
a reference to evaluate the unmixing result derived classification map. The unmixing 
results of each unmixing methods were converted to a classification map. Each 
classification map was produced based on the dominant abundance in each pixel, where 
the dominant abundance was assigned to a class (Shrestha et al., 2005; Heldens et al., 
2009). No threshold (e.g., abundance > 50%) was used in this case as each unmixing 
method might have a different value for the dominant abundance.  
The USGS Cuprite mineral map was registered with the AVIRIS Cuprite image 
(Figure 9) in the ESRI
9
 ArcMap software platform. It was registered by selecting 12 
Ground Control Points (GCP) using the First-Order Polynomial as shown in Figure 16, 
where the total RMSE was 1.72 or < 2 pixels because of lack of proper GCP (e.g., road 
intersection) in the classification map. The Nearest Neighbour resampling method was 
used to resize the USGS Cuprite classification map to the extent (400 pixels × 350 pixels) 
of the AVIRIS Cuprite image. The Region of Interest (ROI) polygons were created for 
eight endmembers out of nine used for the unmixing that are present in the USGS Cuprite 
classification map. These are Muscovite-medlow-Al, Muscovite-medhi-Al, 
Montmorillonite-Na, Kaolinite KGa-2 pxl, Kaolinite KGa-1 wxl, Chlorite+Muscovite, 
                                                 
9
 ESRI – ArcGIS for Desktop – Advanced Desktop GIS Mapping / GIS Editing Software. Accessed Oct 07, 
2012: http://www.esri.com/software/arcgis/arcgis-for-desktop 
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Chalcedony, and Alunite GDS82. No ROI was selected for the Hematite.02+Quartz.98  
endmember as no ground reference data were available for it. This endmember was 
selected to test the influence of an unknown endmember in unmixing results. 
The USGS Cuprite mineral map from the Red Green Blue (RGB) colour BitMaP 
(BMP) file format was converted to a gray scale image using a Matlab function, where 
each gray scale value corresponds to each class. In the ENVI software, the gray scale 
values of eight endmember classes were converted to eight ROIs (Figure 17). The Alunite 
ROI was created by combining all Alunite classes in the USGS mineral map, because 
only one Alunite endmember was used for unmixing the scene, where the multiple 
Alunite endmembers were present in the USGS classification map (Figure 15).  
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Figure 15: The USGS Tricorder 3.3 classification map of Cuprite minerals taken from 
Clark et al. (1996). 
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Figure 16: Ground control points selected and associated individual registration errors 
(Residual) and total error (RMSE) to match the Cuprite mineral map to AVIRIS data 
(screenshot captured from the ESRI ArcMap software). 
 
 
 
Figure 17: Eight ROI polygons:  Muscovite-medhi-Al,   Muscovite-medlow-Al,             
 Montmorillonite-Na,  Kaolinite pxl,  Kaolinite wxl,  Chlorite+Muscovite,                        
 Chalcedony, and   Alunite derived from the USGS Cuprite classification map shown 
in Figure 15. 
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The accuracy of the classification map derived from the estimated abundances 
was calculated using an error matrix (Congalton, 1991; Mallinis et al., 2012; Im et al., 
2012), where the ROI polygons were used as the ground reference. The error matrix 
includes overall accuracy, user accuracy (commission error), producer accuracy 
(omission error), and Kappa coefficient. User accuracy is the percentage of endmember 
pixels in the class that matches with the ROI polygon. Producer accuracy is the 
percentage of endmember pixels in the ROI polygon that matches with the class. The 
commission error occurs when endmember pixels assigned to a particular class actually 
belong to other classes, while the omission error represents the percentage of endmember 
pixels that are absent in the class but present in the ROI polygon. In addition, the Kappa 
coefficient provides better comparison of multiple classification maps with error matrices 
to check if the accuracy is better than other results (Cohen, 1960; Congalton, 1991). 
Furthermore, overall accuracy calculates the percentage of all pixels in the class that are 
classified correctly. It is calculated by dividing the total number of correctly and 
incorrectly classified endmember pixels in all classes by the total number of correctly 
classified endmember pixels in all classes. 
In addition, the estimated abundance maps were visually compared against the 
USGS Cuprite mineral map shown in Figure 15.  
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CHAPTER 6: RESULTS AND DISCUSSION 
 
In this chapter, the comparison and interpretation of the GA, SAC, and NNSLO 
estimated abundance maps of synthetic and real datasets are discussed.  
 
6.1 Unmixing Results of Synthetic Datasets 
As discussed in Chapter 3, the synthetic datasets were created using a linear 
mixture with fully constraint condition, where the true abundances are known. To 
estimate the abundances of each synthetic data, the proposed GA was adjusted with 
population size = 48 (Figure 18a), crossover rate = 0.5 (Figure 18b), elite count = 0, 
number of generations = 100, and stall generation = 80.  
 
 
 
 50 
(a)  
(b)  
Figure 18: A population size = 48 (top) and crossover rate = 0.5 (bottom) shown in red 
rectangle achieved the minimum fitness value of a random pixel from synthetic data cube. 
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The validation results shown in Table 1 represent RMSE, COR, and IA of the 
GA, SAC, and NNSLO estimated abundances of a synthetic data in particular SNR, 
signature variability, and illumination fluctuation.  
Table 1: Validation results of the GA, SAC, and NNSLO with SNR, spectral signature 
variability, and random uniform illumination fluctuation between 0 and 1.28.  
  
The validation results from Table 1 are interpreted in Figure 19. In case of both 
GA and SAC, the COR, RMSE, and IA results were similar for various levels of 
signature variability such as 0%, 5%, and 10%; however, RMSE and IA results from the 
NNSLO were different. For all noise levels, the GA has higher COR and IA and lower 
RMSE with respect to the true abundances than the SAC and the NNSLO. The COR, 
RMSE, and IA differences between the GA and the SAC increased for noise levels below 
an SNR of 60 dB. However, the difference of these evaluation measures between the GA 
SNR 
(dB) 
Sig. var. 
(%) 
GA 
RMSE 
SAC 
RMSE 
NNSLO 
RMSE 
GA 
COR 
SAC 
COR 
NNSLO 
COR 
GA 
IA 
SAC 
IA 
NNSLO 
IA 
90 10 3.7973 4.2858 13.5486 
 
0.9908 
 
0.9846 0.8674 
 
0.9684 0.9598 0.5979 
90 5 3.8249 4.2858 13.7361 0.9907 
 
0.9846 0.8680 0.9680 
 
0.9598 
 
0.5867 
 
90 0 3.9053 4.2858 
 
14.0566 
 
0.9902 
 
0.9846 
 
0.8669 
 
0.9666 
 
0.9598 
 
0.5672 
 
60 10 3.0972 4.9360 13.5607 
 
0.9935 
 
0.9794 0.8671 0.9790 0.9466 0.5972 
 
60 5 3.0641 
 
4.9360 
 
13.7480 0.9937 
 
0.9794 0.8678 0.9794 0.9466 0.5860 
60 0 3.0453 4.9360 
 
14.0682 
 
0.9938 0.9794 
 
0.8666 0.9797 
 
0.9466 
 
0.5665 
30 10 7.5386 
 
12.9870 13.9950 0.9527 0.8527 0.8549 0.8755 0.6306 0.5710 
30 5 7.5282 12.9870 
 
14.1738 0.9529 0.8527 0.8558 0.8759 
 
0.6306 
 
0.5599 
 
30 0 7.5245 12.9870 14.4816 
 
0.9529 
 
0.8527 
 
0.8549 
 
0.8760 
 
0.6306 
 
0.5406 
 
15 10 14.4758 21.0239 15.9081 0.8076 0.5225 0.7809 
 
0.5410 0.0318 0.4457 
 
15 5 14.5290 
 
21.0239 
 
16.0477 
 
0.8061 
 
0.5225 
 
0.7814 
 
0.5376 
 
0.0318 
 
0.4359 
 
15 0 14.5161 
 
21.0239 
 
16.2864 
 
0.8065 
 
0.5225 
 
0.7795 
 
0.5384 
 
0.0318 
 
0.4190 
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and the NNSLO decreased significantly for noise levels below an SNR of 30 dB. The GA 
achieved overall the best result for an SNR of 60 dB, instead of SNR = 90 dB. In case of 
SNR = 90 dB, illumination fluctuation and signature variability dominated the linear 
mixture model in Eq. 22. It is clear from the results that the SAC is very sensitive to noise 
and the NNSLO is affected by the illumination fluctuation and signature variability. 
High-noise levels affect all three unmixing approaches of which the GA achieved the best 
results. Although both GA and SAC are less sensitive to illumination fluctuation and 
signature variability in case of low to moderate noise, the GA improves the accuracy 
significantly compared to the SAC in case of high noise. Therefore, it can be concluded 
from Table 1 that the GA has the lowest average RMSE of 7.2372 compared to the SAC 
average RMSE of 10.8082 and NNSLO average RMSE of 14.4676, the highest average 
COR of 0.9360 compared to the SAC average COR of 0.8348 and NNSLO average COR 
of 0.8426, and the highest average IA of 0.8405 compared to SAC average IA of 0.6422 
and NNSLO average IA of 0.5395. In this controlled experiment, considering most of the 
possible real-world scenarios with amplitude errors and noise, the GA-based unmixing 
approach indicates a significant improvement of abundance estimation accuracy 
compared to the SAC and NNSLO approaches based on an improvement of the average 
IA by 19.83% and 30.10%, respectively, an improvement of the average COR by 10.12% 
and 9.34%, respectively, and an improvement of the average RMSE by 3.57 and 7.23, 
respectively. 
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(a)  
(b)  
(c)  
Figure 19: Comparison of validation results of the GA, SAC, and NNSLO based on the 
true abundances for various SNR levels as shown in (a) Correlation versus SNR, (b) 
RMSE versus SNR, and (c) Index of Agreement versus SNR. The signature variability of 
0%, 5%, and 10% were used for each SNR level, respectively. 
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The signature variablity of 0%, 5%, and 10% have almost no influence in the 
validation results of unmixing approaches except the NNSLO. Therefore, a comparison 
of estimated mineral abundances of four cases out of twelve in Table 1 with 5% signature 
variability are shown in Figures 20, 21, 22, and 23. The scatterplot results in these 
Figures show that the estimated abundances of GA has a better linear relationship 
(positive correlation) with true abundances in most of the cases compared to the SAC and 
the NNSLO. The outliers in the GA scatterplot (e.g., Figure 20b) represents 
underestimated abundances that could not be modeled by the SAM fitness function with a 
weakly constraint condition as the algorithm terminates after a certain number of 
generation. They occurred due to the very high illumination fluctuation and signature 
variability; in addition, the outliers in high to very high noise (e.g., Figures 22b and 23b) 
occurred due to high noise. The SAC estimated abundaces for moderate noise level (SNR 
of 60dB  in Figure 21c) overestimated and underestimated abundances between 0 and 1 
because of imposing fully constrained condition. In addition, the SAC seems to 
underestimate abundances for the high noise level (SNR of 30 dB in Figure 22c) and 
shows no correlation with the true abundances for very high noise level (SNR of 15 
Figure 23c). The NNSLO scatterplots underestimated abundances because of its 
sensitivity to illumination fluctuation and signature variability applied with all noise 
levels (SNR of 90, 60, 30, and 15 dB in Figure 20d, 21d, 22d, 23d, respectively). In the 
case of higher noise levels, SNR=30 and 15 dB, the GA estimated abundances (Figures 
22b and 23b)  still showed a linear relationship with true abundances compared to the 
SAC (Figures 22c and 23c) and the NNSLO (Figures 22d and 23d), where the NNSLO 
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estimated abundances show better agreement with the true abundances compared to those 
retrieved using the SAC.  
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(a) 
 
(b)    (c)    (d) 
 
Figure 20: (a) Mineral abundance maps generated using the GA, SAC, and NNSLO 
unmixing methods for nine mineral endmembers with an SNR level of 90 dB (low noise), 
signature variability of 5% and random uniform illumination fluctuation between 0 and 
1.28 are compared against the true result. Three scatter plots of true versus estimated 
abundances of all endmembers of each unmixing method are shown in (b), (c), and (d). 
An example of outliers (circled in red) is shown in (b). 
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(a) 
   
(b)    (c)    (d) 
 
Figure 21: (a) Mineral abundance maps generated using the GA, SAC, and NNSLO 
unmixing methods for nine mineral endmembers with an SNR of 60 dB (moderate noise), 
signature variability of 5% and random uniform illumination fluctuation between 0 and 
1.28 are compared against the true result. Three scatter plots of true versus estimated 
abundances of all endmembers of each unmixing method are shown in (b), (c), and (d). 
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(a) 
   
(b)    (c)    (d) 
 
Figure 22: (a) Mineral abundance maps generated using the GA, SAC, and NNSLO 
unmixing methods for nine mineral endmembers with an SNR of 30 dB (high noise), 
signature variability of 5% and random uniform illumination fluctuation between 0 and 
1.28 are compared against the true result. Three scatter plots of true versus estimated 
abundances of all endmembers of each unmixing method are shown in (b), (c), and (d). 
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(a) 
   
(b)    (c)    (d) 
 
Figure 23: (a) Mineral abundance maps generated using the GA, SAC, and NNSLO 
unmixing methods for nine mineral endmembers with an SNR of 15 dB (very high noise), 
signature variability of 5% and random uniform illumination fluctuation between 0 and 
1.28 are compared against the true result. Three scatter plots of true versus estimated 
abundances of all endmembers of each unmixing method are shown in (b), (c), and (d). 
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6.1.1 Accuracy versus Time and Population Size of the GA 
A GA-based unmixing experiment was conducted using a (10 pixels × 10 pixels × 
221 bands) synthetic data cube with an SNR of 30dB, signature variability of 5%, and 
random uniform illumination fluctuation between 1 and 1.28. The purpose was to observe 
the dependency of the GA-based abundance estimation accuracy on the most important 
GA parameter, the population size. It is clear from the three accuracy measures (IA, COR 
and RMSE) in Figure 24 that after a particular population size (i.e., population size = 10) 
there is very little improvement in the accuracy. The population size also affects the 
computation time. A linear relationship between population size and CPU (Intel® Core™ 
i5 processor at 3.46 GHz) time is shown in Figure 24d, where it takes more time to 
produce unmixing result if the population size increases. Therefore, it is ideal to set the 
population size in such a way so that the GA produces a near-optimal result within a 
reasonable computation time. For example, setting the population size to10 requires 20 
seconds to unmix 100 pixels, where a better validation result is achieved with an 
approximate IA of 0.83, COR of 0.95, and RMSE of 0.77.  
Furthermore, the processing time of the GA-based unmixing method increases 
with the increment of number of pixels. In addition, the increment of number of 
endmembers and number of spectral bands usually requires the increment of population 
size, which increases processing time.  
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(a)  
 
 
(b) 
 
 
(c) 
 
 
(d) 
Figure 24: Population size is plotted against (a) IA, (b) COR, (c) RMSE, and (d) CPU 
time. 
 
6.2 Unmixing Results of Real Data 
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generations = 91, and stall generation = 11. In addition, the SAC and the NNSLO 
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method with abundance range is shown in Table 2 and was compared visually and 
quantitatively. In case of the SAC, the maximum abundances of all endmembers except 
Montmorillonite-Na are less than 50%. On the other hand, the maximum abundances of 
all endmembers calculated by the GA are greater than or equal to 50%. The NNSLO 
calculated the maximum abundances greater than 50% for Muscovite-medhi-Al, 
Montmorillonite-Na, Chlorite+Muscovite, and Alunite GDS82 endmemers only. If a 
classification map is produced based on the dominant abundances greater than 50% of 
each endmember, the GA will classify more endmember classes compared to the SAC 
and NNSLO. In order to keep the GA, SAC, and NNSLO comparison process unbiased, 
no threshold was used with the dominant abundances to produce the classification maps 
(discussed in the section 5.2). The abundance maps in Table 2 can be visually compared 
with the ground reference map in Figure 25a. The GA abundance maps of the Muscovite-
medhi-Al, Kaolinite KGa-2 pxl, Kaolinite KGa-1 wxl, Chalcedony, and Alunite GDS82 
seem to have better match with the ground reference map compared to the SAC and the 
NNSLO. An example of the visual comparison is discussed in the next paragraph.  
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Table 2: Visual comparison of the GA, SAC, and NNSLO estimated abundance maps of 
nine mineral endmembers (no stretching was applied to the unmixing results). 
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In Figure 25, the visual comparison indicates that the GA unmixing results better 
agrees with the ground reference. Linear 2% stretching was applied to improve the 
display quality in Figures 25b, c, and d. It also shows that the NNSLO calculated almost 
no abundances for the Muscovite-medhi-Al and Kaolinite pxl due to the similar spectral 
shape between Muscovite-medhi-Al and Chlorite+Muscovite as well as Kaolinite pxl and 
Kaolinite wxl (spectral signatures shown in Figure 10). The SAC seem to overcalculate 
or undercalculate abundances of Muscovite-medhi-Al, Kaolinite pxl, and Kaolinite wxl 
because of imposing fully constrained condition. 
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(a) Ground reference    (b) GA 
 
   
          (c) NNSLO     (d) SAC 
 
Figure 25: Comparison of unmixing results: (a) the ground reference map derived from 
the USGS Tricorder 3.3 classification, (b), (c), and (d) show the GA, NNSLO, and SAC 
results. The RGB composite represents abundance maps  in Red: Alunite, Green: 
Kaolinite KGa2 pxl, and Blue: Muscovite-medhi-Al. (Legend of (a):  Muscovite-medhi-
Al, Muscovite-medlow-Al, Montmorillonite-Na, Kaolinite pxl, Kaolinite wxl,       
Chlorite+Muscovite, Chalcedony, and  Alunite).  
 
A classification map was produced for each unmixing method based on dominant 
abundances. The Hematite .02+Quartz .98 class for each classification map was kept 
unclassified, as no ground reference ROI was available for it. These classification maps 
were validated using error matrices based on the ground reference. The error matrices of 
the GA, NNSLO, and SAC unmixing approaches are shown in Tables 3, 4, and 5, 
respectively.   
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Table 3: The error matrix of the GA classification map. 
 
GA: Ground Reference (Pixels) 
 
Overall Accuracy = (24662/36077)  68.3593%   
Kappa Coefficient = 0.5191   
 
Class Kaol. 
KGa-2 
pxl 
Kaol. 
KGa-1 
wxl 
Chalc. Musco. 
medhi-
Al 
Musco.
medlow-
Al 
Chlo.+M
usco. 
Montm.-
Na 
Alun. 
 
Total 
Kaolinite 
KGa-2 pxl 
9 13 0 0 0   0 1 7 30   
Kaolinite 
KGa-1 wxl 
12 15 0 0 0   0 0 20 47   
Chalcedony 
 
3 3 336 4 4   0 121 29 500   
Muscovite-
medhi-Al 
240 122 13 3271 698   205 50 199 4798   
Muscovite-
medlow-Al 
2 2 0 1 7   0 1 1 14   
Chlorite+ 
Muscovite 
245 195 41 639 184   23 44 160 1531   
Montmoril-
lonite-Na 
107 60 2590 465 328   2 3898 669 8119   
Alunite   
 
999 1567 367 124 212   1 665 17103 21038   
Total 
 
1617 1977 3347 4504 1433   231 4780 18188 36077   
 
GA: Ground Reference (Percent) 
 
Class Kaol. 
KGa-2 
pxl 
Kaol. 
KGa-1 
wxl 
Chalc. Musco. 
medhi-
Al 
Musco.
medlow-
Al 
Chlo.+M
usco. 
Montm.-
Na 
Alun. 
GDS82 
Total 
Kaolinite 
KGa-2 pxl 
0.56 0.66 0.00 0.00 0.00   0.00 0.02 0.04 0.08   
Kaolinite 
KGa-1 wxl 
0.74 0.76 0.00 0.00 0.00   0.00 0.00 0.11 0.13   
Chalcedony 
 
0.19 0.15 10.04 0.09 0.28   0.00 2.53 0.16 1.39   
Muscovite-
medhi-Al 
14.84 6.17 0.39 72.62 48.71   88.74 1.05 1.09 13.30   
Muscovite-
medlow-Al 
0.12 0.10 0.00 0.02 0.49   0.00 0.02 0.01 0.04   
Chlorite+ 
Muscovite 
15.15 9.86 1.22 14.19 12.84   9.96 0.92 0.88 4.24   
Montmoril-
lonite-Na 
6.62 3.03 77.38 10.32 22.89   0.87 81.55 3.68 22.50   
Alunite  
 
61.78 79.26 10.97 2.75 14.79   0.43 13.91 94.03 58.31   
Total 
 
100.00 100.00 100.00 100.00 100.00   100.00 100.00 100.00 100.00   
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Table 4: The error matrix of the NNSLO classification map. 
 
NNSLO: Ground Reference (Pixels) 
 
Overall Accuracy = (21294/36079)  59.0205%   
Kappa Coefficient = 0.4093   
 
Class Kaol. 
KGa-2 
pxl 
Kaol. 
KGa-1 
wxl 
Chalc. Musco. 
medhi-
Al 
Musco.
medlow-
Al 
Chlo.+M
usco. 
Montm.-
Na 
Alun. 
 
Total 
Kaolinite 
KGa-2 pxl 
0 0 0 0 0   0 0 0 0   
Kaolinite 
KGa-1 wxl 
1 2 0 0 0   0 0 7 10   
Chalcedony 
 
0 0 12 0 0   0 19 8 39   
Muscovite-
medhi-Al 
4 0 0 21 27   1 0 1 54   
Muscovite-
medlow-Al 
0 0 0 0 0   0 0 0 0   
Chlorite+ 
Muscovite 
719 521 118 4074 952   228 133 677 7422   
Montmoril-
lonite-Na 
118 84 3001 374 325   2 4393 858 9155   
Alunite  
 
775 1370 216 35 129   0 236 16638 19399   
Total 
 
1617 1977 3347 4504 1433   231 4781 18189 36079   
 
NNSLO: Ground Reference (Percent) 
 
Class Kaol. 
KGa-2 
pxl 
Kaol. 
KGa-1 
wxl 
Chalc. Musco. 
medhi-
Al 
Musco.
medlow-
Al 
Chlo.+M
usco. 
Montm.-
Na 
Alun. 
 
Total 
Kaolinite 
KGa-2 pxl 
0.00 0.00 0.00 0.00 0.00   0.00 0.00 0.00 0.00   
Kaolinite 
KGa-1 wxl 
0.06 0.10 0.00 0.00 0.00   0.00 0.00 0.04 0.03   
Chalcedony 
 
0.00 0.00 0.36 0.00 0.00   0.00 0.40 0.04 0.11   
Muscovite-
medhi-Al 
0.25 0.00 0.00 0.47 1.88   0.43 0.00 0.01 0.15   
Muscovite-
medlow-Al 
0.00 0.00 0.00 0.00 0.00   0.00 0.00 0.00 0.00   
Chlorite+ 
Muscovite 
44.47 26.35 3.53 90.45 66.43   98.70 2.78 3.72 20.57   
Montmoril-
lonite-Na 
7.30 4.25 89.66 8.30 22.68   0.87 91.88 4.72 25.37   
Alunite 
  
47.93 69.30 6.45 0.78 9.00   0.00 4.94 91.47 53.77   
Total 
 
100.00 100.00 100.00 100.00 100.00   100.00 100.00 100.00 100.00   
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Table 5: The error matrix of the SAC classification map. 
 
SAC: Ground Reference (Pixels) 
 
Overall Accuracy = (8656/34158)  25.3411%   
Kappa Coefficient = 0.1570 
 
Class Kaol. 
KGa-2 
pxl 
Kaol. 
KGa-1 
wxl 
Chalc. Musco. 
medhi-
Al 
Musco.
medlow-
Al 
Chlo.+M
usco. 
Montm.-
Na 
Alun. 
 
Total 
Kaolinite 
KGa-2 pxl 
54 17 23 45 36   4 129 1401 1709   
Kaolinite 
KGa-1 wxl 
556  941 216 296 228   17 188 11527 13969   
Chalcedony 
 
1 7 178 0 0   0 90 58 334   
Muscovite-
medhi-Al 
29 25 720 1557 128   141 241 650 3491   
Muscovite-
medlow-Al 
33 29 297 6 6   0 163 334 868   
Chlorite+ 
Muscovite 
0 0 0 0 0   0 0 0 0   
Montmoril-
lonite-Na 
709 470 1689 2597 1023   69 3816 1226 11599   
Alunite  
 
16 43 11 0 0   0 14 2104 2188   
Total 
 
1398 1532 3134 4501 1421   231 4641 17300 34158   
 
SAC: Ground Reference (Percent) 
 
Class Kaol. 
KGa-2 
pxl 
Kaol. 
KGa-1 
wxl 
Chalc. Musco. 
medhi-
Al 
Musco.
medlow-
Al 
Chlo.+M
usco. 
Montm.-
Na 
Alun. 
 
Total 
Kaolinite 
KGa-2 pxl 
3.86 1.11 0.73 1.00 2.53   1.73 2.78 8.10 5.00   
Kaolinite 
KGa-1 wxl 
39.77 61.42 6.89 6.58 16.05   7.36 4.05 66.63 40.90   
Chalcedony 
 
0.07 0.46 5.68 0.00 0.00   0.00 1.94 0.34 0.98   
Muscovite-
medhi-Al 
2.07 1.63 22.97 34.59 9.01   61.04 5.19 3.76 10.22   
Muscovite-
medlow-Al 
2.36 1.89 9.48 0.13 0.42   0.00 3.51 1.93 2.54   
Chlorite+ 
Muscovite 
0.00 0.00 0.00 0.00 0.00   0.00 0.00 0.00 0.00   
Montmoril-
lonite-Na 
50.72 30.68 53.89 57.70 71.99   29.87 82.22 7.09 33.96   
Alunite 
  
1.14 2.81 0.35 0.00 0.00   0.00 0.30 12.16 6.41   
Total 
 
100.00 100.00 100.00 100.00 100.00   100.00 100.00 100.00 100.00   
 
 
The producer accuracy from the error matrices (Tables 3, 4, and 5) is compared in 
Figure 26. The results from the error matrices show that the GA classification map 
achieved a higher overall accuracy of 68.4% compared to the NNSLO with one of 59.0%, 
and the SAC with one of 25.3%. The reason is the GA achieved relatively high producer 
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accuracy in four larger classes (Chalcedony, Muscovite-medhi-Al, Montmorillonite-Na, 
and Alunite) that contains more than 3000 pixels. Inspite of the higest overall accuracy, 
the GA has significantly low producer accuracy of 0.49% for the Chlorite+Muscovite 
class compared to the NNSLO producer accuracy of 98.70% because Muscovite-medhi-
Al abundances mostly dominated on Chlorite+Muscovite abundances. In addition, the 
GA producer accuracy of 0.56% for the Kaolinite wxl class is significantly lower 
compared to the SAC producer accuracy of 61.42%, because  the Alunite abundances 
mostly dominated the Kaolinite wxl abundances. The NNSLO has a lower overall 
accuracy because of the lowest producer accuracy (< 0.5%) for the Chalcedony and 
Muscovite-medhi-Al classes. In addition, the SAC has the lowest overall accuracy due to 
its lowest producer accuracy in the largest class, i.e., Alunite class. In general, the GA 
was able to classify at least a few pixels of the four smaller classes, Kaolinite pxl, 
Kaolinite wxl, Muscovite-medlow-Al, and Chlorite+Muscovite. In addition, the GA 
abundance maps (Table 2) of these four smaller classes seem to have greater than or 
equal to 50% maximum abundances with a better visual match with the reference map 
(Figure 25a) compared to the SAC and NNSLO. In this case, the SAC could not classify 
any Chlorite+Muscovite pixels, while the NNSLO could not classify any Kaolinite pxl 
and Muscovite-medlow-Al pixels. The overall accuracy of all three unmixing approaches 
could be higher if the endmember spectral signature used for unmixing were the same as 
the endmember spectral signatures used to produce the USGS Cuprite mineral map. The 
image-to-image registration errors (< 2 pixels) also influenced the accuracy of the 
classification maps.  
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Figure 26: Comparison of producer accuracy of the GA, SAC, and NNSLO methods in 
each class. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kaolinite- 
pxl 
Kaolinite-
wxl 
Chalcedony Muscovite 
medhi-Al 
Muscovite 
medlow-Al 
Chlorite+ 
 Muscovirte 
Montmo- 
rillonite-Na 
Alunite 
0 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
Endmember Classes 
  
  
GA 
NNSLO 
SAC 
P
r
o
d
u
c
e
r 
A
c
c
u
r
a
c
y
 (
%
) 
 71 
CHAPTER 7: CONCLUSION AND FUTURE WORK 
 
The purpose of this study was to develop an unmixing method to improve the 
accuracy of abundance maps by reducing the impact of illumination fluctuation, signature 
variability, and noise. For that purpose, a new GA-based unmixing with a properly 
designed fitness function (SAM) and a weakly constrained condition based on the 
concept of the SAC was presented in this work. In the case of synthetic data, a 
combination of random uniform illumination fluctuation between 0 and 1.28, spectral 
signature variability of 0%, 5%, and 10%, and SNR of 90, 60, 30, and 15 dB were used to 
create 12 datasets. It can be concluded from the unmixing results of these synthetic 
datasets that the GA was more robust to illumination effects, signature variability, and 
noise by improving the average index of agreement between the true and estimated 
abundances by 19.83% and 30.10% compared to the SAC and NNSLO, respectively. In 
addition, the GA improved the average correlation between the true and estimated 
abundances by 10.12% and 9.34% compared to the SAC and NNSLO, respectively. 
Furthermore, GA reduced the average RMSE between the true and estimated abundances 
by 3.57 and 7.23 compared to the SAC and the NNSLO, respectively.  
In this study, a series of controlled experiments with synthetic hyperspectral 
datasets was performed to compare the unmixing performance of the GA against the SAC 
and the NNSLO. The results obtained from these experiments showed that the GA is less 
sensitive to illumination fluctuation, signature variability, and noise compared to the SAC 
and the NNSLO due to integration of SAM in the fitness function and the constraint 
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condition. Due to the evolutionary nature towards the global optima, the GA-based 
unmixing became less sensitive to noise. 
From the experiment with the Cuprite hyperspectral data it was concluded that the 
GA unmixing result generally has a better visual and quantitative agreement with the 
ground reference data compared to the SAC and the NNSLO. For this purpose, a pre-
classified mineral map from USGS was used as a ground reference for validating each 
unmixing result by converting the result to a classification map. The classification map 
produced from the GA unmixing results improved the overall accuracy by 43.1% and 
9.4% compared to the SAC and NNSLO, respectively. 
It can be difficult to achieve the ground reference abundances for real data. The 
availability of spectral signatures and more ground reference data of the desired 
endmembers present in the scene would be more useful to validate the unmixing results. 
As endmember selection plays an important role to improve the unmixing accuracy, an 
automated endmember selection method could be incorporated with the GA-based 
unmixing approach in the future. In addition, spatial information of endmembers with 
more constraints can be incorporated with the GA-based unmixing. 
In general, the GA-based methods are time-consuming (Farzam et al., 2008). The 
proposed GA was designed to achieve optimal unmixing results within a realistic 
timeline. For that reason, the GA-based unmixing was executed using a local multi-core 
parallel processing approach (Mathworks, 2011), where an individual core processor 
handled each group of pixels. In the future, it is possible to increase the processing speed 
significantly if more processors are added to a processor network.  
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The GA parameter adjustment (e.g., settings of population size, crossover 
fraction, and number of generation) presented in this work was only performed using a 
random pixel of the scene, where the GA obtained a near-optimal solution only for a new 
constraint-optimization problem. In the future, the near-optimal solution can be improved 
significantly, if the GA parameters are adjusted for every single pixel of the scene using a 
faster programming platform such as C++. 
The GA-based unmixing method overcame some of the major limitations of the 
SAC and improved the accuracy of the estimated abundances compared to advanced 
unmixing methods (e.g., NNSLO and SAC) currently available.  
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APPENDIX  
 
Simple Genetic Algorithm (SGA) 
A SGA is the most widely used method to solve many single-objective 
constrained-handling problems. For instance, Farzam et al. (2008) utilized the SGA 
functionalities in MATLAB with the Least Square Error (LSE) fitness function (Eq. 7) to 
optimize the ASC constrained optimization problem (Eq. 4). In addition, the Illinois 
Genetic Algorithms Laboratory
10
 at the University of Illinois developed an open source 
GA toolbox in C++ that uses a SGA to solve constrained optimization problems of a 
single-objective function (Sastry, 2007). The Kanpur Genetic Algorithms Laboratory
11
 at 
the Indian Institute of Technology also developed an open source SGA in C to solve 
single objective constrained-handling problems.  
The basic steps of a SGA are as follows (Goldberg, 1989; Konak et al., 2006; 
Sastry, 2007): 
1.  Initialization: Set i = 1. Create an initial population set iP  from randomly 
generated solutions S and evaluate the fitness of the solutions in iP ; 
2. Crossover: Produce an offspring population oP by choosing two solutions 1S  and 
2S  from iP  according to their fitness values and add them to iP ; 
3. Mutation: Apply the mutation rate to mutate each solution in oP ; 
                                                 
10
 “Single and Multiobjective Genetic Algorithm Toolbox in C++”. Illinois Genetic Algorithms Laboratory 
(IlliGAL), University of Illinois, Urbana-Champaign, USA. Accessed Jan 07, 2011: 
http://illigal.org/2007/06/05/single-and-multiobjective-genetic-algorithm-toolbox-in-c.   
 
11
 “Single-objective GA code in C (for Windows and Linux)”. Kanpur Genetic Algorithms Laboratory 
(KANGAL), Indian Institute of Technology, Kanpur, India. Accessed Jan 07, 2011: 
http://www.iitk.ac.in/kangal/codes.shtml. 
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4. Fitness: For each solution in oP , assign a fitness value depending on its objective 
function value and infeasibility; 
5. Selection: Select solutions S from oP  according to their fitness and copy S to 
1iP  ; 
6. Termination: If the termination conditions (e.g., maximum number of 
generation) are satisfied, stop the search and go back to the current population. 
Otherwise, set i=i+1 and go to step 2; and 
 
Self-organizing Migrating Genetic Algorithm (C-SOMGA) 
Deep et al. (2008) constructed a penalty parameter-free hybrid algorithm, C-
SOMGA, for solving the constrained nonlinear optimization problems. The advantages of 
this algorithm are: 1) It does not require any penalty parameters for constrained handling; 
2) it can work with a small population size; and 3) it requires less time to evaluate an 
objective function in the entire run. The authors have found that the results of the C-
SOMGA algorithm is more robust in terms of how close the algorithm gets to the global 
minimum, the number of function calls required to converge to the minimum, and the 
number of successful runs compared to the Constrained GA (C-GA) and the C-SOMA.  
The steps of C-SOMGA are as follows: 
1. Produce an initial population; 
2.  Evaluate all chromosomes from the population; 
3. Apply a tournament-based selection process for constrained optimization to select 
better chromosomes for next generation; 
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4. Generate new child chromosomes by applying the crossover operator with 
probability cP ; 
5. Evaluate new child chromosomes; 
6. Apply a mutation operator with probability mP  on each chromosome; 
7. Evaluate mutated chromosomes; 
8. Find the fittest individual of the population; 
9. Create a new population with size N for each active chromosome using the 
positions of the active individuals towards the fittest chromosomes; 
10. Sort the new population according to their fitness in decreasing order; 
11. Check the feasibility criteria for each individual in the sorted population; 
12. Replace active chromosomes with the new position by sorting them in an order if 
the feasibility criteria are satisfied. Otherwise, go to step 11; 
13. Select the fittest individuals based on the tournament selection for the next 
generation from previous and current generations; 
14. If the termination criteria are not satisfied, go to step 3; otherwise, go to step 15; 
and 
15. The best chromosome is considered as the final optimal solution. 
 
Novel Genetic Algorithm (NGA) 
Tsoulos (2009) developed a new constrained optimization GA called NGA and 
compared it with the above-mentioned C-SOMGA. His algorithm performed better than 
the C-SOMGA as he uses modified crossover and mutation operators to preserve the 
feasibility of the solutions. It is a local search procedure, which selects chromosomes 
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randomly and uses a stopping rule based on asymptotic considerations. His algorithm 
initializes a set of chromosomes inside upper and lower bound of the objective function 
and iteratively applies modified crossover and mutation operators until the stopping 
criteria are met. Penalty strategy is used to penalize infeasible solutions according to the 
constrained violations. The crossover and mutation operators preserve the feasibility of 
chromosomes by rejecting chromosomes that are outside the constrained boundary. The 
local search procedure used in his algorithm improves the fitness of the chromosomes 
and speeds up the convergence of the algorithm to find the global minimum. The 
algorithm terminates when the global minimum is achieved from the recorded variance of 
the best-discovered value in every generation.  
The steps of his algorithms are as follows: 
1. Set the following parameters: 
a) The number of chromosomes, i.e., population size , 
b) The maximum number of generations, 
c) The selection rate, 
d) The mutation rate, and 
e) The local search rate. 
2. Start iteration loop. 
3. Initialize the chromosomes and store them. Every chromosome is initialized 
randomly inside the feasible region. 
4. Evaluate the fitness for every chromosome. This evaluation is performed using a 
penalty technique. 
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5. Apply the modified genetic operations of crossover and mutation to the 
population.  
6. Select randomly some of the chromosomes from the population and apply them to 
the local search procedure. 
7. End iteration loop. 
8. Terminate if the termination criteria is satisfied. Otherwise, go to step 4. 
 
