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Abstract 
Turbulence is common in daily activities, both naturally and industrially. However, it is not well 
understood on the microscopic level because there is a lack of suitable quantification techniques 
especially for multi-phase particulate systems such as flotation pulps. In this paper, the different 
quantification techniques which have been used to characterise turbulence in the literature have been 
reviewed in terms of their basic principles, system structure, the range of application and limitations.  
Optical techniques such as Laser Doppler Anemometry and Particle Image Velocimetry can produce 
accurate measurement results with high spatial and temporal resolution, but their applications are 
limited to transparent flows. Hot wire probes have high spatial and temporal resolution in turbulence 
quantification, but they are susceptible to environmental factors. Conductivity probe, Electrical 
Resistance Tomography (ERT) and Piezoelectric Sensor are techniques that can quantify turbulence in 
multiphase flows, but their spatial resolutions are limited. Particle Tracking Velocimetry can reveal 
particle trajectories in multiphase flows; it can also measure velocity fluctuation. Positron Emission 
Particle Tracking cannot be used to quantify turbulence although it can also be used to determine the 
Lagrangian trajectory of particles. For turbulence quantification in three phase flows, piezoelectric 
sensor, ERT and conductivity probe require further development. 
Keywords: turbulence, quantification techniques, ERT, piezoelectric sensors, conductivity probe 
1. Introduction 
The American Nobel Prize Laureate for Physics Richard Feynman once described turbulence as “the 
most important unsolved problem of classical physics” (Eames & Flor,2011), because a description of 
the phenomenon from first principles does not exist. British fluid dynamicist, Horace Lamb, at a 
meeting of the British Association in London in 1932, he stated, “When I die and go to heaven there 
are two matters on which I hope for enlightenment. One is quantum electrodynamics and the other is 
the turbulent motion of fluids. About the former I am rather optimistic” (Tabor,1989). It is no doubt 
that turbulence brings a significant scientific challenge even in today, although it was revealed 
phenomenologically long time ago.  
The complexity of turbulence lies in the irregular motion of fluids in a broad range of different scales. 
Especially when the system is of three-phase (solid, liquid and gas) such as the pulp phase in flotation 
cells, the instant local physical quantities (such as velocity, pressure, density, temperature, bubble size 
distribution, etc.) in the system just display randomly within a quite wide range. Under normal 
circumstances, turbulence flow in continuum phase can be described by the Navier – Stokes equations. 
Nonlinearity of the Navier – Stokes equations leads to interactions between fluctuations of differing 
wavelengths and directions (Wilcox,1998). The large – scale turbulent motion carries most of the 
energy and is mainly responsible for the enhanced diffusivity and attending stresses. The energy is 
dissipated from large eddies to smaller eddies till the shortest wavelengths by viscosity.  
In a turbulent flow, the instant local physical quantities may be decomposed into a mean part and a 
fluctuating part, which now called the Reynolds decomposition (Avila et al.,2011). Averaging the 
equations gives the Reynolds-averaged Navier–Stokes (RANS) equations, which govern the mean flow. 
The root-mean-square value of the fluctuations and the frequency of change of sign of the fluctuations 
are quantitative measures of turbulence (Streeter,1966). Therefore, the quantification of turbulence has 
focussed on the fluctuating part of the physical quantities. 
In this paper, turbulence theory and applications will be briefly discussed, then followed by the section 
of turbulence quantification methods and technologies. There are many existing turbulence 
quantification techniques, such as Laser Doppler Anemometry (LDA), Particle Image Velocimetry 
(PIV), Constant Temperature Anemometer (CTA), Positron Emission Particle Tracking (PEPT), 
Piezoelectric Vibration Sensor (PVS) and Electrical Resistance Tomography (ERT).  All those 
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techniques will be reviewed regarding their basic principles, system structure, the range of application 
and limitations.  
 
2. Turbulence Theory and Applications 
2.1 Turbulence Theory 
In fluid dynamics, turbulence is flow characterized by recirculation, eddies, and apparent randomness. 
The main features of turbulence (Mathieu & Scott,2000) are: 
 It is a random process in terms of time and space. 
 It contains a wide range of different scales. 
 It arises at high Reynolds numbers. 
 It dissipates energy. 
In laminar flow regime, fluid particles move along smooth paths in laminas with one layer gliding 
smoothly over an adjacent layer, in which the action of viscosity damps out turbulent tendencies 
(Streeter, 1966). While in turbulent flow regime, it has low momentum diffusion, high momentum 
convection, and rapid change of pressure and flow velocity in space and time. It is characterised by the 
Reynolds number (Batchelor,1967; Streeter,1966) which is the ratio of inertial forces to viscous forces 
in a fluid flow:  
    
  
 
       (1) 
where V is the mean velocity, L is the characteristic length and ν is the kinematic viscosity.  
In general, the intensity of turbulence increases as the Reynolds number increases (Streeter, 1966). 
Reynolds number has been recognised as an indicative quantity for the turbulence in flow through 
tubes (Batchelor, 1967). When the Reynolds number is low (<2000), the flow tends to be laminar, 
while a high Reynolds number (>4000) is an indication that the flow is turbulent(Holman,2002). 
However, there is no theorem relating the dimensionless Reynolds number (Re) to turbulence. In pipe 
flow, for example, turbulence can first be sustained if the Reynolds number is typically ranging from 
1700 to 2300, and occasionally even values more than 3000 are quoted (Avila et al., 2011). 
Although the turbulent flow appears random in time and space and is not reproducible in detail, 
researchers suggested that turbulent flow is governed by the same fundamental equations as laminar 
flow, the Navier–Stokes equation (Mathieu and Scott, 2000). The basic rationality is to assume the 
disorder in turbulent flow from the consequence of the equation rather than in a breakdown of the 
quantitative model. 
The Navier–Stokes equation has been well-used as the governing equation for the motion of fluid 
(Batchelor, 1967): 
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where, ρ is the density of fluid, 
   
  
 
   
  
      ,    is conservative body force per unit mass,   is 
the pressure in the fluid,   is the viscosity of the fluid,     
 
 
 
   
   
 
   
   
) is rate-of-strain tensor. 
      is the rate of expansion. 
The Reynolds-averaged Navier–Stokes equations (or RANS equations) are time-averaged equations 
based on the Navier–Stokes equation. For incompressible Newtonian fluid, these equations can be 
written as (Wilcox, 1998): 
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      (3) 
Reynolds‟ equations for the mean velocity demonstrated the so-called „„closure problem‟‟ in turbulence: 
if one generates from the Navier-Stokes equations an auxiliary equation for a low-order moment such 
as the mean value, that equation contains higher-order moments, therefore, at any level there is always 
one unknown more than the available equations. Thus, even though the Reynolds-averaged Navier-
Stokes equations are themselves closed, some additional assumptions are required to close the set of 
auxiliary equations at any specific level.  
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Turbulence has a wide range of different scales. There are some of the most useful scales for describing 
turbulence, such as Kolmogorov length, velocity and time scales, and integral length scale. The 
velocity correlation is performed to determine the order of the size of the largest spatial scales of 
turbulence length,  , which characterizes the spatial separation required for significant decorrelation of 
the velocity fluctuations (Mathieu and Scott, 2000). When this velocity correlation is successively 
performed, the spatial structure of the velocity field scaled down to the smallest, known as Kolmogorov 
length scale η (Equation 4), at which it appears smooth (Kolmogorov,1941). 
η                                                                      (4) 
where   is kinematic viscosity,   is the dissipation rate. 
Turbulence dissipates energy, turbulence kinetic energy, from large eddies to small eddies through 
cascade process. Dissipation of kinetic energy to heat through the action of molecular viscosity occurs 
at the scale of the smallest eddies at Kolmogorov length, velocity and time scales (Wilcox, 1998). 
2.2 Turbulence Applications in Minerals Processing 
Flows that are most commonly seen in practical engineering are turbulent (Wilcox, 1998). The large 
Reynolds number, which indicates the onset of turbulence, is quite easy to achieve in water or air 
systems, such as river currents or motion of vehicles.  Due to main features of turbulence are of highly 
efficient on both energy dissipation and mass transfer, turbulence gains wide applications in minerals 
industries. 
In stirred tanks, an intense turbulence produced enables fast micromixing and thus a very high mass 
transfer rate (Wu et al.,2012). The process intensification to enhance turbulence can lead to 
dramatically increased throughput for large-scale processing reactors, especially for the minerals 
industry. The flow regions of a stirred tank may be classified into the impeller stream flowing radially 
towards the wall, the recirculation regions, and the region surrounding the impeller where the 
circulation loops meet (Rao & Brodkey,1972). The flow region with the highest turbulence is the 
impeller stream (Cutter,1966; Rao & Brodkey,1972).  Rao and Brodkey calculated integral velocity 
scales from the autocorrelation after subtracting the contribution of the periodic velocities, and velocity 
microscales and energy dissipation rates mostly from the derivative signals of the fluctuating velocities. 
In bubble column, turbulence is induced in the liquid by the movement of the bubbles due to shear 
produced in the vicinity of the bubbles, in particular due to bubble oscillations and wakes(Sanyal et 
al.,1999; Laín et al.,2002). Bubbly flows occur in a variety of industrial processes, such as elaboration 
of alloys, two-phase heat exchangers, aeration and stirring of reactors, flotation devices, and bubble 
column reactors. Bubble columns, in which a large number of gas bubbles rise through a liquid, are 
frequently encountered in the chemical, petrochemical, and biotechnological industries.  
Turbulence plays an important role in the flotation process (Fallenius,1987; Schubert,1999; Nguyen & 
Schulze,2004; Evans et al.,2008), including three important effects of turbulence: the first is that it 
affects the transport of solids (and therefore the suspension of solid fine grains) through its effect on the 
macro-turbulence properties in the tank; the other two are gas dispersion and particle-bubble collision, 
attachment and detachment, which are all controlled by micro-turbulence. In Figure 1, it shows a 
schematic of a flotation cell with the various sub-processes. Typically, the particle-bubble attachment is 
considered to occur mostly in the turbulent region, near the impeller where high energy dissipation 
rates are often observed. CFD simulations have demonstrated that turbulence dissipation rate is one of 
the deterministic factors for bubble particle collisions (Koh, Manickam & Schwarz,2000; Liu & 
Schwarz,2009); experiments showed that the slip velocity of 2-10mm bubbles, a size very common in 
flotation cells, was influenced by turbulence intensity, and attachment rate could be computed from a 
model incorporating turbulence intensity (Evans et al.,2008).  Also, detachment of particles and 
bubbles has been shown to be greatly affected by turbulence, too (King,1982). Detachment occurs 
when bubble particle composites are subjected to accelerations such that the detachment forces 
(including gravity) exceed surface tension forces. These phenomena depend partly on the size of the 
particles, but largely on the motion of particles and bubbles in the fluid flow, which is in the end 
determined by the strength of the velocity fluctuation, a property related to the turbulence intensity. 
Despite extensive research into turbulence in flotation, the effect of turbulence on flotation micro-
processes remains less quantified and poorly understood from a quantitative viewpoint (Phan et 
al.,2003; Evans, Nguyen & Ata,2007). Turbulence also significantly affects the recovery of solids by 
entrainment (Schubert,1999), which is the micro-process whereby solid particles from the pulp zone 
are carried into the froth zone, then transported upwards and over the lip of the flotation cell. The 
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suspension is superior, for instance, in the highly turbulent conditions of the rotor zone but poorer in 
the upper quiescent zone.  Entrainment is governed by the degree of suspension of particles just below 
the pulp froth interface and, therefore, the quiescent conditions in this upper zone help to reduce 
entrainment recovery. 
Figure 1:  A schematic of a flotation cell with the various sub-processes 
Although turbulence plays a key role in wide range of industries, until now it has not been possible to 
undertake detailed model validation and sufficient study to turbulence due to the lack of proper 
measurement tools (Meng et al.,2014a; Meng, Xie, Runge, et al.,2015a), especially for multi-phase 
flows such as in flotation cells. 
3. Experimental Quantifications of Turbulence 
3.1  Variables used for characterising turbulence 
Based on the above discussions, it is clear that an understanding of turbulence is very important to 
many industrial processes, such as mixing or flotation. Theoretical analysis of turbulence can be used 
to establish such an understanding; computer simulation can be employed to obtain a numerical result; 
but to validate these results, measurement of turbulence is necessary. The quantities that can be used to 
characterise turbulence include (Mathieu & Scott,2000): 
 Root mean square velocity, usually represented by the standard deviation of a set of random 
velocity fluctuations.  
 Pressure, p, a significant fluctuating quantity of turbulent flows. 
 Turbulent kinetic energy, TKE, which is the root mean square of the fluid velocity fluctuation 
in all directions:        
′ 
   
′ 
   
′ 
   . 
The fluctuating velocity is usually characterised by measuring its standard deviation; the same goes 
with the fluctuating pressure. This property can be used to calculate turbulence kinetic energy.  
According to Mathieu and Scott(2000), TKE has long been considered an important quantity 
representing turbulence intensity, and it has been linked to flotation performance by a number of 
researchers (Li et al.,2010; Massey, Harris & Deglon,2012; Amini et al.,2013).  By using one or 
several of these quantities, turbulence can be characterised. 
 
Table 1. A summary on the turbulence quantification techniques. 
 
3.2 Turbulence quantification techniques  
To quantify turbulence in fluid flows, measurement tools are needed. There are quite many techniques 
that can be used to measure turbulence. Most of them do not directly measure velocity fluctuation or 
turbulent kinetic energy. Instead, they convert the quantities they measure to velocity fluctuation or 
turbulent kinetic energy through some transformation or calculation. Based on the physical quantities 
they measure, they can be categorized into the following groups.  
 Pressure measurement techniques  
 Optical techniques 
 Electrical quantities measurement techniques 
 Thermal quantities measurement techniques 
 Tracing techniques. 
A brief review of each group of techniques is provided in the following. The methods and technologies 
they use to quantify turbulence are discussed. Table 1 shows a summary on the experimental 
techniques reviewed in this paper. 
 
3.2.1 Pressure measurement techniques 
Piezoelectric sensor is based on converting measured pressure into turbulence related quantities. This 
section mainly outlines its principles and applications of turbulence quantification.  
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A piezoelectric sensor makes use of the piezoelectric effect to convert mechanical deformation to an 
electrical signal. It measures fluctuating pressure and can produce results of velocity, acceleration, 
strain or force. The piezoelectric effect is a natural property of certain substances. In Figure 2, it shows 
the geometry of plate-like piezoelectric specimen when the piezoelectric layer is sandwiched between 
top and bottom electrodes (Cao, et al. 2012). When deformed by an attracting or opposing force, 
charges of different polarities gather on the surface of the substance and can be detected by a voltage 
measurement device. 
Figure 2:  Piezoelectric effect (Cao, et al. 2012) 
 
In turbulent flows, the fluid exhibits fluctuations in both velocities and kinetic energies. A piezoelectric 
sensor placed into a turbulent fluid deflects backwards and forwards and produces an alternative 
voltage. If the sensor is based on the pressure measurement, the measured fluctuating voltage signals 
would be proportional to fluid velocity fluctuation as indicated by Bakker et al. (2009). They employed 
eight Omega PX26-001DV piezoelectric pressure transducers to measure voltage signals caused by 
turbulence and vortex shedding in the tangential direction opposite to the impeller rotational direction 
in a 100l pilot scale Bateman flotation cell. From the measured standard deviation of the velocity, a 
cavern boundary was determined to distinguish the yielded turbulent fluid and the stagnant fluid around 
the impeller at various impeller speeds and was found to be generally agreed with CFD simulation 
results, as depicted in Figure 3 (points are measured boundary, crosses are CFD simulated boundary).  
Figure 3: Piezoelectric pressure transducer measured caverns vs. CFD simulated ones at different 
impeller speed as per Bakker eta al. (2009). 
The fluctuating voltage signal caused by pressure can also be converted to kinetic energy fluctuation, 
as demonstrated by Meng et al.(2014a). They used a MEAS LDT0-028K piezoelectric vibration sensor 
to measure the fluctuating drag force in the turbulent flow of a water only 60L flotation cell, which was 
proportional to the kinetic energy fluctuation. The measurements were taken along a vertical and a 
horizontal axis under different impeller speeds. The results were validated against LDA measurement 
results in the same flotation cell, as depicted in Figure 4.  
From their findings, Meng et al.(2014b) also indicated that the kinetic energy fluctuation should be 
proportional to turbulent kinetic energy(TKE) in the fluid. Therefore, the piezoelectric vibration sensor 
measurement results can be used to interpret TKE in the liquid. They tested PVS in a Metso 300m
3
 
RCS industrial flotation cell, showing that the turbulence profile measured by the sensor varied with 
hydrodynamic conditions in an expected way.  
The spatial scale of the piezoelectric vibration sensor is 1cm, which means only turbulence scale above 
this size can be measured; while the frequency response of the sensor can reach 10
9
 Hz, which is 
sufficient to analyse any turbulent flow.   
In their subsequent research, Meng et al. (2015b) applied the piezoelectric vibration sensor in two 3m
3
 
flotation cells to measure turbulence distribution and established mathematical models to predict 
turbulence distribution from flotation cell operational parameters.  The models can predict turbulence 
zone volumes with rather a good accuracy. This work has demonstrated that the piezoelectric sensor is 
a good tool for quantifying turbulence. 
 
(a) Comparison of vertical axis results.  
 
(b) Comparison of horizontal axis results. 
Figure 4: Comparison of piezoelectric sensor measured fluid drag force and LDA measured kinetic 
energy fluctuation as per Meng et al. (2014a). Different symbol shapes represent different impeller 
speeds, in which diamonds, squares and triangles correspond to 370, 450 and 550rpm, respectively. 
  
3.2.2 Optical techniques 
Modern optical techniques for studying turbulent flows in mineral processing include Laser Doppler 
Anemometry, and Particle Image Velocimetry.  
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3.2.2.1 Laser Doppler Anemometry 
Laser Doppler Anemometry (LDA), also called Laser Doppler Velocimetry, utilises the Doppler shift 
in a laser beam to calculate velocity in a transparent or semi-transparent fluid seeded with tracing 
particles. In the early 1960s, the helium-neon laser was developed, which is monochromatic, collimated 
and coherent (Keating, 1988). These properties make helium-neon laser ideal for researching fluid flow 
properties when scattered by entrained particles in a fluid. 
The principle of a LDA system is depicted in Figure 5. When entrained particles pass through the 
fringes, laser light is reflected and then collected and focused on a photo-detector by receiving optics.  
The fluctuating frequency represents the magnitude of the particle velocity and its direction on the 
plane created by the two laser beams. As the LDA is a non-intrusive measurement tool that can make 
multi-component bi-directional measurements with high temporal and spatial resolution, it is widely 
used to study the mean and turbulent characteristics of fluid flows. Since its spatial resolution is 
determined by the dimension of the two crossed laser beams, a typically resolvable scale would be 
100μm in diameter and 1mm in length. With the development of modern data processing software, the 
temporal resolution of LDA is mainly restricted by the concentration of the seeding particles rather 
than the optics and the software. In a typical commercial use, a frequency range of 1KHz~10KHz can 
be achieved, which is sufficient to recover the frequency content of many flows (Jensen,2004).  
 
Figure 5: A schematic of the LDA (Nie, et al., 2013)  
In an application to measure mean and turbulent gas bubble velocities in a stirred vessel, Morud and 
Hjertager(1996) employed a LDA device to measure the turbulent gas velocity in the radial, axial and 
tangential directions at various height, gas flow rates, and impeller speeds. The accuracy of the 
measurements was claimed to be within 1% of the actual value.The measured axial turbulent gas 
velocity at height 0.47D (D is the diameter of the vessel) and 4 different gas flow rates (0.49, 0.75, 1.0 
and 1.33 vvm - volume gas per volume liquid per minute) are depicted in Figure 6. 
 
Figure 6: Measured axial turbulent gas velocity at height 0.47D for different gas flow rates and 
impeller speeds as per Morud and Hjertager (1996). 
The LDA measurement in single liquid phase in the Outokumpu flotation cells has been used to valid a 
CFD model (Tiitinen, et al., 2003). In another application, Kysela et al. (2013) measured the root mean 
square of the turbulent velocity 15mm under the impeller, from the impeller axis to the wall, in a stirred 
vessel and analysed the velocity power spectra. The measurements were taken under three different 
impeller speeds, and the results are depicted in Figure 7. The RMS turbulent velocity results were 
normalized to the impeller peripheral speed. The velocity PSDs were obviously dependent on the 
impeller speed, and it can be observed that they follow the trend of the Kolmogorov 5/3 law fairly good.  
 
(a) RMS velocity 
 
(b) PSD of the velocity obtained at R =0.20 
Figure 7: RMS and PSD of turbulent velocity measured in a stirred vessel by LDA as per Kyselaa et al.  
(2013). 
In summary, the LDA is a powerful optical tool to quantify turbulence in fluid flows. With significant 
advancements in optical methods such as fibres, as well as advanced signal processing techniques and 
software development, the spatial and temporal resolution of LDA have been improved substantially to 
allow the higher accuracy of turbulence quantification. However, since it is an optical technique, its 
applications are mainly limited to one or two phase flows.  
3.2.2.2 Particle Image Velocimetry  
Particle Image Velocimetry (PIV) is an optical technique often used for flow visualisation and 
characterisation. Similar to LDA, it is a non-intrusive optical approach which utilises seeding particles 
to measure the velocity amplitude and direction of fluid flow across a 2D measurement plane. As far as 
particle concentration is concerned, PIV requires that individual particles can be identified in a single 
image but not necessarily tracked between images, which can be achieved with a medium 
concentration of seeding particles. When the seeding concentration is sufficiently low that individual 
tracking of particles is possible, the method is referred to as Particle Tracking Velocimetry.  
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Figure 8 below shows a typical PIV system (Johnson, et al., 2014). A PIV device consists of a CCD 
digital camera, a laser or a strobe designed to illuminate only the area to be photographed, an external 
trigger to manage the operation of the laser and exposure of the camera, the fluid, and the seeding 
particles. 
 
Figure 8: A schematic of a PIV system (Johnson, et al., 2014) 
 
As an example of application, Brady et al.(2006) employed a Digital Particle Image Velocimeter 
(DPIV), with CMOS digital camera and Copper vapour pulsing laser, that can record with great 
accuracy and kHz temporal resolution, velocity vectors of all three phases, namely the fluid, the solid 
particles and the air bubbles, in homogeneous isotropic turbulence generated by cylindrical grids. 
Figure 9 shows two sample images just above the turbulence grid and the resulting velocity field 
produced by cross correlation.  
 
Figure 9: Two sample images with 80μm solid particles and flow tracers (top row), and 1.2 mm 
bubbles and flow tracers (bottom row) separated by 0.001 s and corresponding velocity field from cross 
correlation as per Brady et al. (2006). 
 
Baldi, Hann and Yianneskis (2002) employed a PIV system comprising a PCO Sensicam SVGA 
camera with Nikon 55mm lenses and a 3WArgon laser generating a light sheet with a fibre optic and 
cylindrical lens fibre module. The system was used to analyse the entire flow field in a stirred vessel as 
well as small areas in the discharge stream region below the impeller. The mean flow velocity and rms 
velocity were measured and compared with LDA measurement results found in Fentiman et al.(1998), 
as depicted in Figure 10. In the figure, T is a dimension of the vessel, r is the radial distance from the 
centre of the vessel, Vtip  is the impeller tip speed in m/s, and       and   
′
 are mean and rms velocity, 
respectively.  
 
 
Figure 10: a) Comparison of            values in the plane z/T = 0.28 obtained by Fentiman et al. (1998) 
and PIV; b) Comparison of   
′
      values in the plane z/T = 0.18 obtained by Fentiman et al. (1998) 
and PIV. 
 
It can be seen from the figure that the PIV measurement data agree well with LDA measurement data, 
proving the reliability of the PIV system being used.  
 
PIV has been applied in a single-phase Wemco flotation cell and shown good agreement with CFD 
modelling (Kuang, et al., 2015).  Both the PIV measurements and CFD modelling revealed two strong 
vortices, one below the rotor level and the other extending from the rotor region to the free surface. 
They also agreed well on a third small vortex in the region near the bottom of the disperser and outside 
the draft tube.  
 
In summary, PIV is a powerful tool to quantify turbulence in fluid flows, with the ability to image the 
velocity field at high temporal and spatial resolution. With the advancement of the modern camera, 
laser and software technologies, PIV will be more and more widely used in areas requiring accurate 
measurement of turbulence quantities. The limitation of the PIV technique is that it depends on seeding 
particles to function, and the fluid being studied need to be transparent in general.  
 
3.2.3 Electrical techniques 
3.2.3.1 Conductivity measurement  
In multiphase flows, conductivity varies at a point of measurement because of fluctuation in the 
proportion of a phase and the fact that there is a difference in conductivity between the phases. 
Therefore, conductivity measurement can be used to study phase concentrations or interactions 
between phases in the turbulent flows. When the suitable design of the probe and data processing 
techniques are used, the conductivity probe can also be used to quantify turbulence.  
Chanson and Carosi (2007) presented their work based on conductivity probe measurement to analyse 
turbulence intensity level in an open channel air-water turbulent stream flows on a stepped chute 
conducted in a large-size facility with flow Reynolds numbers ranging from 3.8 E+5 to 7.1 E+5. They 
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employed a duo-tip conductivity probe (depicted in Figure 11) to obtain the temporal sequence of 
conductivity value at each tip. Because the big difference between the conductivity of air and water, the 
sequence obtained was in the form of a series of a square wave with varying duty cycle (determined by 
the size of the bubble pierced by the probe). The two temporal sequence were auto and cross-correlated 
to find the time averaged interfacial velocity and turbulence level. The time averaged interfacial 
velocity was given by V=Δx/T, where Δx is the distance between the two probe tips and T is the air-
water interfacial travel time for which the cross-correlation function is maximum. The turbulent level 
was calculated by          
     
      
 
 
, where τ0.5 is the time scale for which the cross-correlation 
function is half of its maximum value such as: Rxy(T+τ0.5)= 0.5*Rxy(T), Rxy is the normalised cross-
correlation function, and T0.5 is the characteristic time for which the normalised auto-correlation 
function equals : Rxx(T0.5) = 0.5.  
 
Figure 11: Duo-tip conductivity probe and the deduced auto and cross correlation function (after 
Chanson and Carosi (2007)). 
The measured time averaged interfacial velocity and turbulence intensity are presented in Figure 12. In 
the figure,              
 
, where Qw is water discharge rate (m
3
/s), W is channel width (m); 
       , h is vertical step height of the chute. The variable y is distance (m) measured normal to the 
invert (or channel bed). The measurement was taken at step 10. Clearly can be seen in this figure is a 
turbulence profile varying with different y/dc values. The correlation analysis also yielded a 
characterisation of the large eddies advecting the bubbles, with the turbulent length scales (the size of 
large vortical structures advecting air bubbles in the skimming flows) being Lxy/Y90≈0.05 to 0.2 and 
turbulent time scales were within 0.01 ≤       ≤0.06, where Y90 is characteristic depth (m) where 
the void fraction is 90%.  
The results obtained in this work are significant as they have demonstrated the applicability of 
conductivity probe in a turbulent flow when specific probe design and the relevant algorithm is adapted 
to process the data obtained.  
 
Figure 12: Time averaged interfacial velocity and turbulence level (after Chanson and Carosi (2007)). 
 
3.2.3.2 Electrical resistance tomography 
ERT gained its first acceptance in the 1920s as a geophysical technique for detecting underground 
structures by converting the electrical measurement data gathered from the surface or from electrodes 
in boreholes to images. Arrays of electrodes were inserted into the ground. Currents were applied to 
one pair of electrodes and voltage responses at all others were measured to acquire an image of the 
underground structure, thereby making it possible to get a more accurate profile of, for instance, oil 
shales (Dickin & Wang,1996). This technique was further refined by Dines and Lytle (Dines & 
Lytle,1979; Lytle & Dines,1980), who combined conventional electrical probing measurement with the 
more recent tomographic process. ERT has been successfully applied to measure solid/liquid and 
gas/liquid mixing in hydrocyclones, flotation columns, packed columns, liquid-liquid extraction, 
precipitation processes and hydraulic conveying. In theory, any process where the primary continuous 
phase is to some extent electrically conductive while other elements have different values of resistivity 
can be investigated and monitored by ERT. 
An ERT system consists of three main components: the electrode sensors, the data acquisition (DAQ) 
system and the data inversion/image reconstruction software. Fixed at equal distances around the vessel 
being measured, the electrodes inject current into the fluid and measure the voltage response to enable 
reconstruction of the variation in resistance across the plane/planes of interest. The purpose of the DAQ 
system is to do the analogue to digital conversion required to enable communication to and from the 
data processing computer and the electrodes. The most commonly used real-time reconstruction 
algorithm uses a regularized and iterative Newton-Raphson algorithm (Hua & Woo,1990) to calculate 
the conductivity vector describing the measurement plane.   
When air bubbles move through the ERT measurement plane, the conductivity distribution fluctuates 
with turbulence. By measuring these fluctuations, turbulence information can be extracted. Meng et al. 
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(2014b and 2015a) fabricated an intrusive ERT probe sized approximately 4cm in diameter and used 
the probe in a 60L flotation cell with air and water. The cell was operated at different air flow rate and 
impeller speeds while they measured the voltage fluctuation and analysed the voltage measurement 
data through a Green-Kubo method, which linearly correlates the electrical flux to an applied force in 
the measurement field through a transport coefficient. The transport coefficient can be calculated from 
the autocorrelation coefficients of the measured voltage values. The applied force, on the other hand, 
can be correlated with velocity fluctuation through the momentum theory. Therefore, the velocity 
fluctuation was correlated with the electrical flux through the transport coefficient. The measurement 
results were compared with kinetic energy fluctuation measurement results obtained with a 
piezoelectric vibration sensor, the results for air rate 40L/min is depicted in Figure 13. Similar results 
can be obtained for air rate 80 and 100L/min. It can be seen that there is a squared correlation between 
the ERT and the piezoelectric sensor‟s results, which validates that the ERT-derived quantity is some 
measure of velocity fluctuation.  
 
Figure 13: Velocity fluctuation at air rate 40L/min measured by ERT and a comparison with PVS 
results as per Meng et al. (2015). 
Though the ERT has been validated as capable of measuring velocity fluctuation, the temporal and 
spatial resolutions are quite limited. The ERT device used by Meng et al. (2015a) has a maximum data 
frame rate of 1 kHz, meaning that the frequency response is limited to this frame rate. The current 
derived velocity fluctuation, on the other hand, is just an average value on the measurement plane 
defined by the electrode array. Therefore, the spatial resolution is on the scale of several cm, which is 
insufficient to distinguish smaller turbulence eddies in most scenarios. However, the ERT data can be 
analysed with a finite element method, and the spatial resolution can possibly be reduced to the size of 
an element. Also, the beauty of the ERT measurement tool is that it can work in multiphase flows. 
Therefore, there exists incentives to develop further the ERT as a turbulence measurement tool from 
both application and algorithm research level.   
3.2.4 Thermal techniques 
Thermal measurement techniques usually employ a hot wire heated with a supplied current/voltage to 
measure mean and rms velocities in turbulent flows. As the fluid flows over the wire, the convective 
heat transfer to the fluid cools the wire. Therefore, this technique is also called hot wire anemometer. 
There are two subtypes of the hot wire anemometer; one is the constant current anemometer (CCA), for 
which the current is maintained at a constant value and the change in wire resistance due to the change 
in velocity results in changing voltage across the wire. In constant temperature operation (CTA), the 
current to the wire is adjusted to maintain a constant temperature of the wire and the resulting voltage 
across the wire is again a manifestation of the velocity. Either a CCA anemometer or a CTA 
anemometer can be chosen for measuring rms turbulence intensities ranging from 0.1% to 10% of the 
local mean velocity. If the turbulence intensity is less than 0.1%, then CCA is a better choice because it 
has a super low noise amplifier or a transformer coupled input. However, if turbulence intensity is 
more than 10%, then a constant temperature anemometer (CTA) should be used as it is a linearized 
anemometer (Bradshaw & Woods,1971).  
A typical CTA measurement setup is depicted in Figure 14. The setup consists of a probe attached to a 
probe support and probe cable, a Wheatstone bridge, servo, and signal conditioner which serve as the 
anemometer, and an A/D converter plugged into a computer for processing signals. 
 
Figure 14: Typical CTA measurement system (Jorgensen, 2002). 
An example of CTA application in agitated vessels was reported by Amini et al.(2013) who employed 
a CTA in both a 5 L and a 60 L flotation cell to measure the local velocity and velocity fluctuation, 
based on which averaged turbulent kinetic energy (TKE) was correlated with impeller speed. By 
assuming that TKE does not change with the addition of air or solids, Sauter mean bubble size d32 
under different impeller speeds was correlated with TKE at different air flow rates.  
The beauty of the hot wire anemometry technique is that fine scale velocity fluctuations at high 
frequencies can be detected via very fine wire sensors and electronics with servo-loop techniques. 
Since the output of the hot wire sensor is analogue voltage with very high temporal resolution with 
very little information loss during sampling, it is suitable for analysing spectra. The spatial resolution 
of the hot wire probe is determined by the length of the wire lw. The smallest scale reported by Bailey 
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et al.(2010) was 50 microns. Further down-scale of such wire was impossible because the ratio of lw to 
the wire diameter d needs to be large enough so as to suppress the end-conduction effect, which 
attenuates the measured turbulence fluctuations and leads to undesirable errors in the data(Hultmark, 
Ashok & Smits,2011).  The temporal response of a typical 5 microns diameter hot wire was reported to 
be 1.3ms by Bailey et al.(2010).  However, the nano-scale probe sized 100 nm×2µm×60µm reported by 
them can achieve a temporal response as short as 50μs. Test of such a nano-scale probe in a grid 
turbulence and comparison with traditional CTA and CCA probes have shown that the measurement 
results agreed well and that the nano-scale probe can be used to measure micro-turbulence inflows with 
Reynolds number as high as 1.2×10
6
. It was also envisaged that well-resolved measurements can be 
made inflows with Reynolds numbers up to 3.6×10
6
 when the size of the sensing wire can be reduced 
to 100 nm×100 nm×20µm. The weak point of a hot wire probe is that it is susceptible to environmental 
factors such as temperature change and solid contamination. Therefore, its use is mainly limited to air 
flow or one phase liquid flows.  
3.2.5 Particle Tracking Velocimetry 
Particle Tracking Velocimetry (PTV) is a modern technique in that seeding particles are tracked to 
reveal their Lagrangian trajectory in the fluid flow. There are two different experimental methods for 
PTV, namely the two-dimensional PTV and the three-dimensional PTV. The 2D PTV measures a 2D 
slice of the flow illuminated by a laser sheet by recording the images of low-density seeding particles 
and tracks each particle for several frames. In 3D PTV, multiple cameras are used to record images in 
an illuminated 3D volume to track the flow tracers by using photogrammetry (Dore, et al., 2009). 
An example of the application of a 3D PTV was presented by Kasagi and Matsunaga (1995). They 
made detailed flow measurements in a turbulent channel flow using a 3D particle tracking velocimeter 
and calculated various turbulent statistics from numerous instantaneous vector distributions. Results 
were found to agree well with DNS (Direct Numerical Simulation) results obtained by Le et al. (1993), 
as depicted in Figure 15. 
 
Figure 15: Comparison of 3D PTV measured flow properties (dots) with DNS obtained results (lines) 
(after Kasagi and Matsunaga (1995)). (a) mean velocity; (b) streamwise rms turbulent fluctuation; (c) 
Reynolds shear stress. 
An attempt has been made to use a submersible imaging system in in situ measurements of industrial 
flotation cells, which shows potential for measuring undisturbed fluid velocity field (Honkanen, et al. 
2010). A 3D PTV is capable of quantifying turbulence in transparent turbulent flows, but it is not 
applicable in opaque flows.  
Positron Emission Particle Tracking (PEPT) is another kind of 3D particle tracking technique 
developed in recent years. Initially developed for medical imaging purposes, it was first adopted in 
engineering at the University of Birmingham. The basic principle of PEPT is based on positron 
annihilation. A single (“tracer”) particle is labelled with a radionuclide that decays via beta-plus decay, 
generating two gamma photons, each of which has an energy of 511 keV, moving in precisely opposite 
directions. An array of detectors (a PET “camera”) is used to detect the two gamma rays 
simultaneously, which defines the line along which the annihilation occurred. Detection of a few such 
events in a very short time interval allows the position of the tracer particle to be triangulated in three 
dimensions. Location in space of the tracer particle may be achieved at a frequency of up to 250 Hz 
with an accuracy which depends on the speed and activity of the tracer particle. Many of the reported 
work to apply PEPT in turbulent flows deal with velocity measurement. The quality of the 
measurement for flotation processes is related to the spatial and temporal precision of the PET scanner 
and the characteristics of the tracer (Cole, et al., 2014). Their results showed that tracer particles 
require sufficient activity for accurate tracking. Guida et al.(2009) employed PEPT to study the mixing 
of a concentrated suspension of coarse glass particles and liquid in a vessel stirred by a pitched blade 
turbine, visualizing the Lagrangian trajectory of a single positron-emitting particle, which was then 
used to obtain the detailed Eulerian path of the two-phase flow inside the vessel. Pianko-Oprych et al. 
(2009) compared the velocity measurements made by PEPT with those made using PIV of water in the 
same vessel and found excellent agreement. Excellent velocity measurement results were also obtained 
for solid suspensions with concentrations as high as 5wt%, which was not achievable using PIV. Chiti 
et al.(2011) used PEPT to study the turbulent flow in a baffled vessel agitated by a Rushton turbine. 
The Lagrangian velocity obtained from the PEPT was converted to an Eulerian velocity that was then 
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
 
 
compared with LDA measurement results in the literature. The excellent agreement between the two 
results validated that the PEPT technique could be used to obtain accurate velocity data in the vessel.  
The PEPT is capable of revealing particle trajectories in opaque turbulent flows in very small scale 
vessel. However, it is very challenging to apply the PEPT to measure velocity fluctuation as the mass 
of water surrounding the tracer absorbs a portion of the γ-rays, decreasing the signal to noise ratio 
(Chiti, et al., 2011). Therefore, is not able to quantify turbulence. 
 
4. Conclusions 
Turbulence plays an important role in many industries, and it needs to be better understood. However, 
turbulence flow has the feature of irregular motion at different time scales and spatial scales. It is 
critical to find appropriate quantification technique for turbulence in the system of interest to acquire 
useful information and data for the system.  
This paper provides a review of turbulence quantification techniques that can be applied to fluid flows, 
outlining their system structure, principles of measurement, the range of application as well as the 
advantages and disadvantages associated with using the techniques in various applications. A summary 
on the techniques reviewed in this paper is shown in Table 1. The optical techniques, LDA and PIV can 
achieve high spatial and temporal resolution, but their applications are limited to transparent flows and 
only work well in one or two phase flows. With specific design, they can be used to quantify 
turbulence fluctuations. However, generally, they only work well in a one phase fluid as the presence 
of particles or air bubbles block and interfere with the measurement. Hotwire probes have high spatial 
and temporal resolutions in turbulence quantification due to their fine size and analogue signal, but 
they are susceptible to environmental factors such as contamination. They work well in the air, or one 
phase fluid flows, but may not be able to work in multiphase flows. Conductivity probe, Electrical 
Resistance Tomography (ERT) and Piezoelectric Sensor are techniques that can quantify turbulence in 
multiphase flows, but their spatial resolutions are limited. For ERT, there is a possibility to improve the 
spatial resolution by employing an element analysis based on finite element method (FEM). Particle 
Tracking Velocimetry (PTV) can reveal particle trajectories in multiphase flows; it can also measure 
turbulence related parameters such as velocity fluctuation and Reynolds stress. Positron Emission 
Particle Tracking (PEPT) cannot be used to quantify turbulence although it can be used to determine 
the Lagrangian trajectory of particles. 
This review provides an insight into what has been used historically for measurement but also 
highlights several techniques such as Piezoelectric Sensor, ERT and Conductivity probe that have the 
potential to be used to study fluid properties for three-phase flows in industries. Further development of 
those techniques for obtaining turbulence information in multiphase flows will assist engineers in 
equipment design and operation optimisation and control. The quantitative measurement can also 
provide data for validation of CFD simulations. 
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Figures and Tables: 
 
 
 
 
 
 
 
 
 
Figure 1:  A schematic of a flotation cell with the various sub-processes 
 
Table 1. A summary on the turbulence quantification techniques. 
Techniques Phases of 
fluids 
Response Parameters Application 
in flotation  
Main references 
PVS 3 Sensor 
deformation 
Mechanical 
forces 
Lab and 
Industry 
Cao, et al., 2012; Bakker 
et al., 2009; Tabosa et al., 
2012, Meng et al., 2014a, 
2014b and 2015b. 
LDA  2 Laser  Velocities Lab Morud & Hjertager, 1996; 
Tiitinen, et al., 2003; 
Kyselaa et al., 2013. 
PIV 1 Laser Velocities Lab Baldi, et al., 2002; Brady 
et al., 2009; Fentiman et 
al., 1998; Kuang, et al., 
2015 
Conductivity 
sensor  
3 Conductivity  Electrical 
field 
Lab Chanson and Carosi, 2007 
ERT 3 Conductivity  Electrical 
field 
Lab Hua & Woo,1990; Dickin 
& Wang,1996; Meng et 
al., 2014b and 2015a 
CTA 2 Heat/cooling Thermal field Lab Bradshaw & Woods,1971; 
Bailey et al., 2010; 
Hultmark, et al.,2011; 
Amini et al., 2013 
PTV  2 Laser Velocities Lab and 
Industry 
Le et al. 1993; Kasagi and 
Matsunaga 1995; Dore, et 
al., 2009; Honkanen, et al. 
2010 
PEPT 3 Gamma 
photons 
Positron 
annihilation 
Lab Guida et al., 2009; Pianko-
Oprych et al. , 2009; Chiti 
et al.,2011; Cole, et al., 
2014 
 
Froth layer 
Particle-bubble attachment 
Particle 
Particle 
Gas dispersion 
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Figure 2:  Piezoelectric effect (Cao, et al. 2012) 
 
   
Figure 3: Piezoelectric pressure transducer measured caverns vs. CFD simulated ones at different 
impeller speed as per Bakker eta al. (2009). 
 
 
(c) Comparison of vertical axis results.  
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(d) Comparison of horizontal axis results. 
Figure 4: Comparison of piezoelectric sensor measured fluid drag force and LDA measured kinetic 
energy fluctuation as per Meng et al. (2014a). Different symbol shapes represent different impeller 
speeds, in which diamonds, squares and triangles correspond to 370, 450 and 550rpm, respectively. 
 
 
Figure 5: A schematic of the LDA (Nie, et al., 2013)  
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Figure 6: Measured axial turbulent gas velocity at height 0.47D for different gas flow rates and 
impeller speeds as per Morud and Hjertager (1996). 
 
 
(c) RMS velocity 
 
(d) PSD of the velocity obtained at R =0.20 
Figure 7: RMS and PSD of turbulent velocity measured in a stirred vessel by LDA as per Kyselaa et al.  
(2013). 
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Figure 8: A schematic of a PIV system (Johnson, et al., 2014) 
 
 
Figure 9: Two sample images with 80μm solid particles and flow tracers (top row), and 1.2 mm 
bubbles and flow tracers (bottom row) separated by 0.001 s and corresponding velocity field from cross 
correlation as per Brady et al. (2006). 
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Figure 10: a) Comparison of            values in the plane z/T = 0.28 obtained by Fentiman et al. (1998) 
and PIV; b) Comparison of   
′
      values in the plane z/T = 0.18 obtained by Fentiman et al. (1998) 
and PIV. 
 
 
Figure 11: Duo-tip conductivity probe and the deduced auto and cross correlation function (after 
Chanson and Carosi (2007)). 
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Figure 12: Time averaged interfacial velocity and turbulence level (after Chanson and Carosi (2007)). 
 
 
Figure 13: Velocity fluctuation at air rate 40L/min measured by ERT and a comparison with PVS 
results as per Meng et al. (2015). 
 
 
Figure 14: Typical CTA measurement system (Jorgensen, 2002). 
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Figure 15: Comparison of 3D TV measured flow properties (dots) with DNS obtained results (lines) 
(after Kasagi and Matsunaga (1995)). (a) mean velocity; (b) streamwise rms turbulent fluctuation; (c) 
Reynolds shear stress. 
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Highlights 
 
 Different quantification techniques of turbulence in the literature have been 
reviewed. 
 Many measurement techniques cannot be used to quantify turbulence in 
multiphase flows. 
 Piezoelectric Sensor, Electrical Resistance Tomography and Conductivity Probe have 
the potential to be used to quantify turbulence for three-phase flotation pulps. 
