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- ABSTRACT 
Magnetotelluric (AMT/MT) soundings were made in 
1982-84 at 22 sites in SE Scotland in the range 0.01-1000 
Hz. These are the first AMT measurements in this region. 
Eight sites lie on a profile almost normal to the Southern 
Uplands Fault (SUF), while the rest lie in a 2D array near 
Duns, where Habberjam resistivity methods (HAB) have 
previously been used. VLF/R measurements were also made 
at 10 of the sites. 
Classical tensorial data analysis techniques have been 
used. Comparison of averaging techniques indicates it is 
preferable to average impedance lognormally. A qualitative 
approach for processing noisy data has been devised, thus 
enabling useful results to be obtained. 
1D inversions of apparent resistivity and phase data 
using the Bostick transform and a Monte-Carlo algorithm 
have yielded very similar models, but the Bostick transform 
is computationally more efficient. It is preferable to 
model invariant apparent resistivity and phase data (ç 
eff 
'P eff 
AMT/MT and . HAS are compared in detail. They give 
comparable 1D models. However, AMT/MT is more cost- and 
exploration-effective with a much greater depth and 
lateral resolution. 
The Duns sites have been projected onto the SUF profile 
to give a single traverse. 2D modelling based on the finite 
difference method of Brewitt-Taylor and Weaver (1976) has 
yielded a geoelectrical model in good agreement with 
previous results in South Scotland and elsewhere. It 
11 
provides a much better resolution of the subsurface 
structures owing to close station spacing, broadband data 
and improved data quality. 
The main conclusions from the geoelectrical model are: 
It shows a significant lateral variation in the 
conductivity structure. A series of conductive sedimentary 
basin-like structures is in evidence within the uppermost 2 
km. 
It exhibits more near-surface complexity in the 
Midland Valley than in the Southern Uplands in good 
agreement with geology. 
The existence of a low resistivity layer in the lower 
crust and upper mantle, indicated by earlier studies, is 
confirmed. The hitherto poorly resolved upper boundary of 
the conductor is delineated. The conductor extends into 
the upper crust and the lateral depth variation to it is 
clearly shown. 
The conductor rises near the surface (<4 km) in the 
neighbourhood of SAW and BUG and the axis of an elongated 
magnetic variation anomaly and it dips to the north and 
south of these sites. This conducting zone is suggested as 
being associated with ancient subduction and hence linked 
with the Iapetus suture. This provides a hitherto unknown 
near-surface 	conductive zone 	coincident with 	the 
geomagnetic anomaly. 
A localized lateral variation in the depth to the 
crustal/mantle conductor exists in the Duns area in the 
neighbourhood of KET; this may be coincident with a fault 
zone. 
1].1 
The most probable cause of the upper mantle 
conductor is partial melting. The upper/lower crustal 
conductor is probably due mainly to electrolytic conduction 
in the rock pores and fissures and presence of hydrated 
minerals. 
It is proposed that a partly serpentinized basaltic 
composition satisfies the geophysical evidence indicating 
the presence of rock of high conductivity, moderate 
magnetisation and low density. 	This overcomes the 
shortcomings of the granite composition proposed from 
previous gravity studies. 
1D modelling clearly shows that a very thin and very 
conductive upper/lower crustal layer is precluded by 
AMT/MT data. 
The final 2D model is very similar to the 2D section 
derived from a collation of individual site 1D models of 
eff 
and tp ff; demonstrating that the latter give correct 
averages for both 1D and 2D structures in this case. 
iv 
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CHAPTER 1 
In this chapter, a brief historical I )ackground of the 
magnetotelluric method is given and followed by a 
discussion of the project outline and objectives. The 
magnetotelluric source field as well as the tectonic 
history, geology and geophysics of the project area are 
also reviewed. 
1.1 General remarks 
As a result of time varying electromagnetic (EM) fields 
impinging on the earths surface from external sources 
(ionosphere and magnetosphere), electric currents (telluric 
currents) are induced in the earth. This phenomenon is 
called EM induction. These induced currents ; which depend 
on conductivity (global, local or both), give rise to 
associated magnetic fields measurable on the earths 
surface. The relation between the surface magnetic and 
electric fields can be defined in several ways, each 
providing a parameter which can be termed an earth 
response function. The earths response is diagnostic of 
the electrical conductivity of the subsurface. From a 
knowledge of the electrical conductivity, information about 
other physical properties of the subsurface can be deduced; 
1 
from lateral conductivity variations, composition and 
structural information may be determined. These factors 
are of immense importance in our understanding of the past 
and present plate movements. 
It is now well established that the magnetotelluric (MT) 
technique is one of the most effective of the EM induction 
methods. From an evaluation of the various techniques for 
detecting possible conductivity changes within the resistive 
deep crust and upper mantle, Vozoff (1980) has stated that 
in an exposed shield area, MT measurements alone can 
detect a change, but that the resolution improves by 
adding a few dc. resistivity measurements with large 
electrode spacing. 
With the MT technique, the variation of conductivity 
with depth is determined from the ratio at the earth's 
surface of the orthogonal horizontal magnetic and electric 
field components of the natural time variations of the 
earth's magnetic field of increasing period. 
The recognition of the close relationship between the 
geomagnetic time variations and the telluric currents 
flowing in the ground stemmed from the early work of 
Tikhonov (1950), Kato and Kikuchi (1950) and Rikitake 
(1950,1951). However, the MT method of prospecting only 
started developing rapidly after the classic paper of 
Cagniard (1953) in which the basic concepts of the method 
were treated. Berdichevsky (1960) extended Cagniards 
formulae to an n-layer case. Price (1962,1963) considered 
the theory for non-uniform and finite source field. This 
introduced an additional term dependent on the source 
dimensions, period and the earth resistivity. This term is 
generally negligible for periods less than 1000 s 
(Porstendorfer, 1975). Srivastava (1965) investigated the 
influence of the earths curvature on MT soundings. This is 
also negligible for periods less than one day (Porstendorfer, 
1975). Gamble et al. (1979a,b) introduced the remote 
reference method to MT whereby impedance tensor elements 
that are unbiased by random noise may be obtained. The 
same group has also investigated the severity of the bias 
errors from correlated noises as the separation of the MT 
site and the remote reference is reduced to less than 1 km 
(Goubau et al., 1984). 
Strangway et al. (1973) published the first detailed 
report on audiofrequency magnetotellurics (AMT). The 
AMT/MT technique has been used in several applications 
including permafrost studies, crustal/ mantle soundings, 
regional tectonic studies, mapping of resistivities in shales, 
stratigraphic mapping, geothermal and mineral explorations 
and the evaluation of sedimentary basins in oil prospecting. 
Since the detection of time-dependent changes in crustal 
electrical resistivity over 25 years ago at the Aburatsubo 
Crustal Movement Observatory in Japan (see a review by 
Rikitake, 1976), it has been realised that resistivity may 
be useful as a sensitive indicator of stress changes in the 
ground. The time-dependent precursory effects of the MT 
impedances and geomagnetic transfer functions are now 
being increasingly monitored and used in earthquake 
predictions (see a review by Niblett and Honkura, 1980). 
3 
The MT technique is ideally suited to reconnaissance 
work. It is the most widely used EM sounding technique in 
the U.S.S.R. particularly in oil prospecting (Alperovitch et 
al. 1982; Spies, 1983). It is often used with success in 
areas unfavourable to the seismic method; for example as a 
result of shielding by thick basaltic and andesitic layers. 
Moreover, near vertical boundaries are poorly imaged by 
seismic techniques, but vertical conductivity boundaries are 
usually well resolved by MT. It is now increasingly being 
combined with other techniques in an integrated 
geophysical approach to investigate the subsurface 
structure. Berkman et al. (1984) have reported the 
successful use of the combination of MT and seismic 
techniques in defining the structure of the South Clay 
basin, Utah. They have indicated that the use of MT with 
seismics can produce a structural map at a small fraction 
of the cost of a similar coverage using seismics alone, 
while Young and Lucas (1984) have shown that the combined 
techniques can provide critical information for prospect 
evaluations in regions hampered by surface volcanics. 
1.2 Project outline and objectives 
The AMT/MT technique was used in the project. Natural 
time variations of the magnetic and electric components of 
the earth's field (3 magnetic and 2 electric components) 
were recorded in the frequency range 0.01 to 1000 Hz at 
22 sites in SE Scotland using close station spacings. Figure 
1.1 shows a map of SE Scotland with the site locations. 
4 
AMT/MT site locations in Southeast Scotland with National 
Grid reference (km):- D.G.F. and S.U.F. are the Dunbar-Gifford 
and Southern Uplands Faults respectively. 
690 
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Eight sites 	lie on a 	profile 	(N40°W 	geographic) 
approximately perpendicular to the Southern Uplands Fault 
(SUF) and these constitute the SUF profile; 12 sites lie in a 
two-dimensional (2D) array near Duns and constitute the 
Duns study, while a further 2 sites are located near 
Coldingham to the NE of Duns area. Also shown in the 
figure are some of the MT and GDS sites of Jones (1977) 
and Ingham (1981) which are referred to in chapter 8 
dealing with the interpretation of the AMT/MT data. The 
SUF profile is almost parallel to the Southern 
Uplands/Midland Valley section (YAR to PEN) of the traverse 
of Ingham (1981). The data recordings were split into four 
overlapping bands (see Table 1.1). At some of the sites 
VLF/R measurements were made in addition to the AMT/MT 
measurements. 
The main objectives of this project were three fold 
viz, 
comparison of techniques; 
investigation of the upper and lower crustal 
conductivity structure of SE Scotland complementing earlier 
longer period MT and GDS studies of the deeper structure; 
the earlier studies were narrow band limited ( 20-1000 s) 
and at widely spaced locations (> 10 km station spacing) 
and hence their resolution of the upper crustal structure 
was poor and 
comparison of the resulting conductivity model with 
the recent models proposed by other workers and the 
evaluation of the contribution the conductivity model 
makes to our further understanding of the Iapetus suture 
7 
TABLE 1.1 
Summary of AMT/MT data bands 





36 - 780 	3 - 40 0.125 - 4 0.01 - 0.25 
2048 	 128 16 1 
Worldwide thunderstorms Pci, 2; Pu, Pp Pc2 - 4; Pci, Pu, 2 
CM16 	 CM16 CM11E CM11E 
Steel 	 Steel Copper sulphate Copper sulphate 
SPAM 	 SPAM SPAM Geologger 
Cartridges 	Cartridges Cartridges Cassettes 
Cagniard apparent resistivities and phases, None 
coherences, skew and number of estimates 
Frequency range (Hz) 





Digital data storage 
Infield results 
SPAM = short period automatic magnetotelluric system (mark 1) 
region and of the tectonics of SE Scotland. 
To accomplish the first objective, AMT/MT measurements 
were made in 1982 and 1983 in a 2D array of sites in the 
Duns area, where the resistivity group of Leeds University 
under Dr. Habberjam had carried out measurements using 
Habberjams square and dipole-dipole array techniques 
(Tsokas, 1980). The latter techniques will be referred to 
as HAB for short. HAB and AMT/MT results are compared in 
chapter 6 and an evaluation of the two techniques from 
the exploration viewpoint is given in section 6.3. 
To accomplish the second objective, AMT/MT as well as 
VLF/R measurements were made in 1983 and 1984 along a 
profile across the SUF (see Fig. 1.1). The accomplishment of 
the third objective involved 1D and 2D modelling of the 
AMT/MT data and the interpretation of the resulting 
conductivity model. 
1.3 Source field 
The AMT/MT method makes use of the energy provided by 
the time variations of the earths magnetic field, which 
induce eddy (telluric) currents in the earth. Their energy 
spans the period range from less than 1 millisecond to 
several years. The very short period variations do not 
normally penetrate into the earth appreciably (see Fig. 2.1) 
and hence are only useful in shallow electrical soundings. 
A typical average amplitude spectrum of these magnetic 
variations (Fig. 1.2a) shows a minimum at about 1 Hz. Thus, 
the spectrum can be visualised as consisting of two types 
9 
Typical amplitude spectrum of magnetic variations in the 
ELF range (after Keller and Frischknecht, 1966). 
Geomagnetic pulsation spectrum in the lower frequencies 
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of activities, one above and the other below 1 Hz. Each of 
these is described below. A very general picture of the 
natural EM field variation in the lower frequencies is 
depicted in Fig. 1.2b. 
(a) The source field above 1Hz 
MT fields of frequencies above 1 Hz are generally 
produced by lightning strokes, whose signal is known as 
sferics. Worldwide thunderstorm activity is the primary 
source of these MT fields. The three main storm centres 
are located in Brazil, Central Africa and Malaysia, each of 
which has regionally at least 100 storm days per year and 
locally within them 200 storm days per year. These storm 
centres are geographically uniformly distributed with the 
result that on the average there is a storm in the making 
at any given time (Patra and Mallick, 1980). Frequent 
thunderstorm activity associated with the movement of 
cold fronts is also observed in the temperate zones. 
It has been observed that the peaks of sferics activity 
occur in the early afternoon, local time. In most lightning 
strokes, a leader stroke travels from the cloud to the 
ground and this is followed by a return stroke. Very few 
lightning strokes are confined between clouds. 
The sferics propagate round the world in the waveguide 
formed between the earth and the ionosphere. There is 
continuous reflection of energy between the lowermost 
layer of the ionosphere and the earth. Thus, the width of 
the waveguide is 60 km in the daytime and 90 km at night, 




Although the source of sferics contains a very wide 
frequency spectrum, it has been found that as the pulse 
propagates round the world, certain frequencies are lost 
while some are enhanced. The enhanced ones are often 
called preferred frequencies and those at which energy 
peaks have readily been observed (8, 14, 20, 25 Hz) are 
called Schumann resonances. A strong absorption in the 
waveguide at about 2 kHz was first reported by Chapman 
and Mathews (1953). Strangway et al. (1973) have also 
reported this absorption and observed that it is stronger 
in the morning than in the evening. Although the sferics 
levels are dependent on the distance from the source, in 
general, the levels are higher in the lower latitudes, 
higher in the afternoon than in the morning and higher 
during the summer than winter (Patra and Mallick, 1980). 
Wind vibration of the coils and ground vibrations can 
generate very low frequency spurious signals in the 
magnetic field, while similar signals are generated in the 
electric field by ground discharge currents from direct 
lightning strokes. 	Both spurious signals are often 
uncorrelated. Other sources of EM fields of frequency 
above 1 Hz are man-made power distribution systems; the 
energy from these sources is normally very limited. 
(b) The source field below 1 Hz 
This type of source field is produced by micropulsatioris 
(geomagnetic pulsations) which are quasi-periodic temporal 
variations in the earths magnetic field. They result from 
the complex interactions between the earths permanent 
magnetic field and the solar wind originating from the sun. 
13 
The amplitudes of micropulsations range from a small 
fraction of a nanotesla, nT (=1 gamma, ) to a few hundred 
nT in the auroral zones/polar regions. This is an indication 
that the physical processes involved in their generation 
may differ greatly from one type to another. A detailed 
review of experimental and theoretical micropulsation 
studies has been presented by Orr (1973). 
Micropulsation activity consists of regular pulsations Pc 
(pulsation continuous), irregular pulsations Pi (pulsation 
irregular) and "pearls" pulsations Pp. Their periods range 
from 0.2 to 1000 s as shown in Table 1.2 together with 
their predominant times of occurrence (after Jacobs et al., 
1964 and Rokityansky, 1982). 
TABLE 1.2 
Classification of geomagnetic micropulsations 
Type Period range (s) Dominant occurrence time 
PC  0.2 	- 5 M and D 
PC  5 	- 10 MtoD 
Pc 3 10 - 45 M to D 
PC  45 	- 150 MtoD 
Pc 5 150 	- 600 M to D and D to E 
Pc 6 above 600 D and N 
Pi 	1 1 	- 40 N,M,D 
Pi  40 - 150 N,D 
Pi 3 above 150 N, D 
Pp 0.3 	- 3 M and E 
where M, D, E, N denote respectively morning, daytime, 
evening and night. The different occurrence times relating 
to different subtypes of Pi are separated by commas. 
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Micropulsations are assumed to be the direct result of 
the motion of charged particles above the base of the 
ionosphere. Thus, the current idea about micropulsations is 
that they arise from magnetohydrodynamic (MHD) waves 
which propagate in the earths magnetosphere. On reaching 
the lower limits of the ionosphere, MHD waves are 
observed on the earths surface as pulsations of the 
magnetic field and earth currents (Jacobs, 1970). The 
properties of these pulsations have been extensively 
studied by Jacobs et al. (1964), Troitskaya (1967), Campbell 
(1967), Jacobs (1970), Hessler et al. (1972), Baransky et al. 
(1981), Bosinger et al. (1981) and Kangas (1982) among 
others. However, the exact theories of the origin of 
geomagnetic pulsations are not yet fully understood and 
hence, pulsation research is an active area. 
Several factors have been shown to affect micropulsation 
activity at any station, e.g., the time of day, the state of 
the local ionosphere, the level of geomagnetic activity 
which is controlled by the particles and EM radiation 
emitted by the sun, the time in the solar cycle and 
seasonal effects. The well established important effects of 
the ionosphere on micropulsations are a 900  rotation of the 
wave in the horizontal plane as it passes through the 
ionosphere to the ground (Inoue, 1973) and the attenuation 
and smoothing of the wave field between the ionosphere 
and the ground; more pronounced for short wavelengths. 
Vero (1981) has shown that pulsation amplitudes 
correlate with solar wind velocities with the exception of 
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some months around December in solar maximum years, when 
they are significantly lower than those calculated from the 
corresponding solar wind velocities; this decrease can be 
caused by either a cutoff of the magnetospheric shell 
resonances or by local ionospheric damping. He has also 
shown that pulsation amplitudes depend slightly on 
geomagnetic activity and have a semi-annual activity 
change with maxima around the equinoxes. 
The regular pulsations are the most prominent on any 
record of the variations of the electric or magnetic field 
components. Pci are narrow-band pulsations observed 
during quiet magnetospheric conditions and may last for 
about an hour. They are elliptically polarised and have 
amplitudes in the range 0.01 to 0.1 y. They are considered 
to arise from magnetospheric ion cyclotron waves and 
propagate in wave packets along field lines between 
conjugate points. On account of dispersion, the wave 
packets will spread with the low frequency components 
travelling faster than the high frequency ones and hence 
result in the observed rising tone of the signal on the 
earths surface (Troitskaya, 1967). Baransky et al. (1981) 
and Kangas (1982) have pointed out that (i) the source of 
the short period (< 1 s) Pci pulsations occurs well within 
the plasmapause, while that of the longer period Pci is 
near the plasmapause; (ii) the frequency of Pci exhibits a 
diurnal variation with the maximum frequency occurring 
during the local dawn hours (04 to 05 LT) and on the 
average rising prior to this and decreasing after; (iii) this 
diurnal variation is associated with the displacement of 
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the Pci source region, i.e., the source is displaced to 
higher L-values in the course of the local morning hours 
and (iv) this source displacement does not coincide with 
the diurnal movement of the p].asmapause. 
Pc2 - 4 pulsations are predominantly dayside phenomena, 
while Pc5 have occurrence peaks in the morning and evening 
hours (Jacobs and Sinno, 1960a,b). Pc6 are predominantly 
nightside phenomena (Rokityansky, 1982). 
The period of Pc2 - 4 decreases with increasing 
disturbance so that Pc2 are associated with strongly 
disturbed magnetic conditions. Their amplitudes are higher 
at auroral and subauroral latitudes, but vary typically from 
0.5 - for Pc2 to 5 - for Pc4. Pc5 are predominantly high 
latitude events with a sharp maximum near the auroral 
zone. The amplitude of Pc5 is commonly 100 
-, but 
occasionally much larger. Pc5 also show period variation 
with latitude and a reversal of the horizontal sense of 
polarization across the latitude of resonance. The latitude 
of maximum amplitude increases with increasing period and 
the phase of the wave changes most rapidly across the 
latitude of resonance (Green, 1981). It has been suggested 
that the interaction of the solar wind with the 
magnetopause gives rise to Pc5 (Jacobs, 1970). Two forms 
of Pc6 have been recognised with their excitation occurring 
in the daytime and night hours. It is believed that these 
are respectively generated at the magnetopause and in the 
interior of the magnetosphere (Kaufman and Keller, 1981). 
Irregular pulsations usually occur as damped trains of 
waves which often follow each other in irregular sequence. 
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They are associated with disturbed conditions in the 
magnetosphere and their existence is a part of the 
microstructure of substorms. Pil often appear as riders on 
the long period Pi2 pulsations. Pi2 have been observed to 
predominate in the night-time with maximum occurrence 
around local midnight, but some have been detected in the 
daytime (Volker, 1968). P12 pulsations are believed to 
originate from Alfven waves in the magnetospheric cavity 
in the region where the neutral sheet begins (Raspopov, 
1968). 
"Pearl" pulsations, Pp, appear to correlate with auroral 
displays and are commonly amplitude modulated with a 
modulation period of about 20-30 s (Patra and Mallick, 
1980). They occur at sunrise and sunset indicating their 
probable association with a transient condition near the 
night-day boundary in the ionosphere. 
1.4 Tectonic history, geology and geophysics of SE Scotland 
Even though the project area is in SE Scotland, a 
discussion of the tectonic history, geology and geophysics 
of the area will invariably encompass the whole of South 
Scotland, which extends from the Grampian Highlands in the 
north to the Scottish Borders in the south. It consists of 
three regions, viz form north to south, the Grampian 
Highlands, the Midland Valley and the Southern Uplands. 
The Highland Boundary Fault separates the first two 
regions, while the Southern Uplands Fault separates the 
last two regions. Figure 1.1 shows the section of South 
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Scotland referred to here as SE Scotland. 
1.4.1 Tectonic history 
Moseley (1977) has given a detailed review of some of 
the many plate tectonic models (Figs. 1.3A-I) which have 
been advanced to explain the geology of the termination of 
the British Caledonides and hence only a brief discussion of 
the tectonic history is presented here. The notion that a 
proto-Atlantic ocean (the Iapetus) existed in the Lower 
Palaeozoic time, with the north of Scotland being part of 
the American plate and the Scottish Borders and England 
part of the European plate, was first put forward by 
Wilson (1966) from consideration of faunal, tectonic and 
stratigraphic evidence. Although it is now firmly accepted 
that South Scotland marks the point of closure of the 
Iapetus in the Upper Palaeozoic time, the processes leading 
to the closure is still uncertain and hence there is keen 
interest in studies related to the tectonic history of 
South Scotland. 
Kennedy (1958) and George (1960) have suggested that 
Precambrian basement underlies the Midland Valley and 
probably the region further south. Dewey (1969,1971) and 
Dewey and Pankhurst (1970) have suggested that subduction 
took place both in the northwest near the SUF and in the 
southeast under the Solway -Northumberland basin (Fig. 1.3A). 
Fitton and Hughes (1970) and Church and Gayer (1973) have 
endorsed this subductjori theory with their conclusions 
differing only in detail (Figs. 1.3B,C). Garson and Plant 
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Summaries of some of the hypotheses which have been 
advanced to explain the closing of the proto-Atlantic ocean 
or lapetus:- 
A to I (from Moseley, 1977), HB indicates the Highland 
Borders; 
J (after Phillips et al., 1976). 
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(1973) have postulated the existence of a northward 
Benioff zone between the Midland Valley and Southern 
Uplands in their explanation of the calc-alkalic volcanicity 
in the Midland Valley in the Lower Devonian times. The 
models of Jeans (1973, see Fig. 1.3E) and Gunn (1973) also 
indicate an oceanic crust under the Midland Valley. Thus, 
the Midland Valley and possibly the Southern Uplands have 
been portrayed in all the above models as underlain by an 
oceanic crust. 
The seismic refraction result of Agger and Carpenter 
(1964) in the vicinity of Eskdalemuir points to continental 
crust in the area. Powell (1971) has indicated with 
evidence from gravity, magnetic, resistivity and seismic 
results that continental crust underlies the Southern 
Uplands (Fig. 1.3D). From the analysis of the seismic 
refraction data from the Lithospheric Seismic Profile of 
Britain (LISPB), Bamford et al. (1976,1977,1978) have 
indicated the existence of continental crust, possibly 
Lewisian basement under the Midland Valley and that the 
same basement may lie under the Southern Uplands. They 
have determined the Moho to lie between 30 and 40 km 
depth (Fig. 1.3H). All these geophysical studies among 
others, support the speculation of Kennedy (1958) and 
George (1960) that continental crust is present under the 
Midland Valley, while contravening that of Dewey, Gunn and 
others that remnant oceanic crust exists there. 
Mitchell and McKerrow (1975) have drawn an analogy 
between the tectonic evolution of the Caledonides in 
Britain in the Ordovician times and that of the Burma 
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orogeny of Tertiary age. They have compared the Scottish 
Grampian Highlands, the Midland Valley and Southern Uplands 
with the eastern Highlands, the central Lowlands and the 
Indoburman ranges of Burma respectively. Their model of 
the Scottish Caledonides encompasses two subduction zones 
dipping northwestwards, one on the northern margin of the 
Midland Valley and the other, which occurred later, on the 
south of the Southern Uplands (Fig. 1.3F). The Southern 
Uplands and the Midland Valley are underlain by oceanic 
crust in this model and the 30 km depth to the Moho 
(Powell, 1971) is explained either by tectonically thickened 
turbidites or by the under-riding of the region by the Lake 
District from the south when the final continental collision 
occurred. Figures 1.3G and I show respectively models 
proposed by Williams (1969,1976) and Moseley (1977). 
Phillips et al. (1976) have proposed a comprehensive 
model (Fig. 1.3J) for the British Caledonides consisting of 
two Benioff zones, i.e., one each under the Southern Uplands 
and Northern England, which are at an angle of 14-18. 
Hence, the collision between the Southern Uplands and 
Northern England is considered to have occurred at a triple 
junction which has migrated progressively southwestwards. 
The latter can account for the progressively later volcanic 
activity to the southwest. Phillips et al. (1976) have 
argued that the final closure of the Iapetus occurred at 
the end of the Silurian and have placed the position of the 
final closure (Iapetus suture) in the present Solway Firth. 
This seems to be the currently accepted view. Leggett et 
al. (1979) have used this suture position in their crustal 
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evolution model to account for the geological processes in 
Southern Scotland, including stratigraphic differences and 
the occurrence of reverse strike faults. 
From the above discussions, it is clear that the tectonic 
setting of South Scotland is very complex and its tectonic 
history is by no means certain. It is possible that there 
is now no relic of the oceanic crust to identify the final 
position of the Iapetus suture (Moseley, 1977). 
1.4.2 Brief geology 
SE Scotland is divided into two distinct parts by the 
SUF. North of the SUF is the Midland Valley and south of 
it is the Southern Uplands. A detailed description of each 
of these is contained in the respective handbook of the 
British Regional Geology series by MacGregor and MacGregor 
(1948) and Greig (1971) and what is presented here is an 
extract from these sources. The geological map of SE 
Scotland is shown in Fig. 1.4. 
The Midland Valley is a broad undulating lowland tract 
occupied mainly by Devonian and Carboniferous sedimentary 
formations, with the latter occupying much the greater 
part. Since it is bounded by two faults, it is an ancient 
rift valley (graben). Broadly speaking, the Carboniferous 
rocks are arranged in a wide compound syncline underlain 
and flanked by strata of Old Red Sandstone age and the 
axes of folding are generally NE-SW (MacGregor and 
MacGregor, 1948). In both formations there are locally 
great thicknesses of contemporaneous igneous rocks (lavas 
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Geological map of SE Scotland; the two rectangles indicate 
the regions where the AMT/MT measurements of the 
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and tuffs) and many intrusions (vents, plugs, sills and 
dykes). The mainly olivine-basalt lavas indicate intense 
volcanic activity in Carboniferous times and the numerous 
basic intrusive sills represent subterranean injection of 
molten magma that accompanied surface eruptions 
(MacGregor and MacGregor, 1948). Rocks of Ordovician age 
cover a considerable area on the southwest margin of the 
Midland Valley and there are a number of Silurian inliers 
along the southern margin. The Midland Valley is traversed 
by numerous faults of varying magnitudes. 
The Southern Uplands is a broad zone of dissected high 
land occupied mainly by Lower Palaeozoic sedimentary rocks 
of the Ordovician and Silurian systems (Greig, 1971). The 
Silurian rocks are highly folded and their outcrop is 
modified in several places by the presence of Ordovician 
inliers. In contrast to the younger formations, the beds 
are strongly folded with the trend of the structures 
between NE and ENE. These rocks are mainly greywackes, 
consisting of sandstone, siltstones and shales. They were 
deposited on the floor of an elongate marine trough, which 
was at the time evolving in response to the deep-seated 
stresses of the Caledonian earth movements and to the 
weight of the sediments themselves (Greig, 1971). 
The broad structural pattern in the Southern Uplands is 
believed to be due to horizontal compression in a 
north-northwesterly to south- southeasterly direction, 
giving rise to folding along east-northeasterly axes and 
the development of strike faults. This compression is a 
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late expression of the Caledonian orogeny, which has been 
responsible in several Lower Palaeozoic phases for the 
development of the geosyncline in which the sediments of 
the Southern Uplands have been deposited. 
Before the deposition of the Old Red Sandstone, the 
older rocks underwent severe earth-movements and were 
subjected to great erosion with the result that part of 
the area became a basin of deposition, the floor of which 
was occupied by one or more lakes (Greig, 1971). The 
deposits comprise two distinct subdivisions - the Lower 
Old Red Sandstone and the Upper Old Red Sandstone. The 
earliest sediments, consisting of sandstones and 
conglomerates, were laid down on the upturned edges of 
the older rocks. The conglomerates were deposited as 
torrential gravels. Great thicknesses of lava were poured 
out of volcanoes situated along the flanks of the high 
ground bordering the depressed area, with some of the 
lavas flowing into lakes where they were later covered by 
sediments. 
The marked unconformity at the base of the Upper Old 
Red Sandstone is indicative of further upheaval and very 
extensive denudation of the area. During the subsidence 
which followed, sediments consisting mainly of 
conglomerates, sandstones and mans were spread over the 
Lower Palaeozoic rocks far beyond the boundary of the 
early basin. As a result of pre-Upper Old Red Sandstone 
denudation, the Lower Old Red Sandstone occupies relatively 
small areas of Southern Uplands and the extent of the 
denudation is exemplified by the disconnected nature of the 
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remnants of the earlier formation. 
The extensive outcrops of lavas and the abundance of 
volcanic necks and various forms of intrusions in the south 
and east of the Southern Uplands (i.e., Duns area around 
Greenlaw and south) provide ample evidence of widespread 
volcanic activity in those areas in the Carboniferous times 
(Greig, 1971). Olivine-basalt is the most common volcanic 
rock. 
1.4.3 Previous geophysical studies 
This will be reviewed briefly under three main 
categories: electrical, gravity and seismic studies and hence 
not in chronological order across these categories. 
Apart from the first MT measurements made at 
Eskdalemuir by Jam (1964) and Jain and Wilson (1967) who 
indicated the presence of a lower crustal conductor, the 
early induction studies in South Scotland used the 
geomagnetic deep sounding (GDS) technique. Osemeikhian and 
Everett (1968) reported an attenuation of the vertical 
magnetic field component in their GDS measurements at 
Eskdalemuir. This was termed the Eskdalemuir magnetic 
variation anomaly. Edwards et al. (1971) confirmed the 
presence of an anomalous region centred on Eskdalemuir 
from their magnetometer array study of the British Isles 
south of the SUF. They ascribed this anomaly to electric 
currents induced in the North Sea leaking through the 
lower crustal conductor indicated by Jain and Wilson (1967) 
under the Southern Uplands into the Irish Sea. From a 
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reinterpretation of the data of Edwards et al. using the 
hypothetical event technique of Bailey et al. (1974), Bailey 
and Edwards (1976) suggested that the lower crustal 
conductor could be the remains of the Iapetus oceanic 
crust. 
From short period (10-600 s) micropulsation studies at 
Eskdalemuir and Earlyburn, Green (1975) suggested a 
resistivity contrast across the SUF with the Southern 
Uplands as the more resistive region. 
A magnetometer array survey of the whole of Scotland 
which was undertaken by Hutton et al. (1977) also 
delineated the Eskdalemuir anomaly. The report by Jones 
and Hutton (1979a,b) of the 1D models of the extensive long 
period MT measurements in South Scotland made by Jones 
(1977) indicated a lower crustal conductor under the 
Midland Valley and the Southern Uplands with the depth to 
it in these two regions being about 12 and 24 km 
respectively. Ingham (1981) made long period MT 
measurements on a linear traverse across South Scotland. 
A 2D model resulting from the latter reported by Ingham 
and Hutton (1982a,b) indicated the presence of a lower 
crustal conductor under the Midland Valley and Southern 
Uplands at varying depths along the traverse in general 
agreement with Jones and Hutton (1979a,b). The AMT/MT 
profile in SE Scotland reported in this thesis is 
approximately parallel to Inghams traverse but to the NE 
of it and hence, a detailed reference is made to his 2D 
model in chapter 8. 
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The resistivity group of Leeds University carried out a 
deep resistivity sounding in the Duns area of the Southern 
Uplands in 1980 using the square and dipole-dipole array 
techniques of Habberjam. The results of the interpretation 
of the Duns data by Tsokas (1980) and Roxis (1984) 
indicated a series of moderately conducting layers in the 
uppermost 1.2 km overlying a resistive half-space. 
A gravity survey in the western part of the Midland 
Valley, SW part of the Grampian Highlands and Southern 
Uplands indicated that the regional Bouger gravity anomaly 
was characterised by a westwards gravity rise and by a 
gravity high over the Midland Valley, with the latter 
decreasing towards the Grampian Highlands and the 
Southern Uplands (McLean and Qureshi, 1966). They 
interpreted the latter gravity feature as indicating a 
crustal thickening under the Grampian Highlands and the 
Southern Uplands compared with the Midland Valley. 
From a gravity survey in the Midlothian coalfield, 
covering the southern part of the Midlothian syncline and 
extending into the Penicuik syncline, Hipkin (1977a,b) 
suggested a Lower Devonian age for the Leadburn Fault 
(part of the SUF west of Earlyburn). 
An extensive gravity survey was undertaken by Lagios 
(1979) in SE Scotland. From the interpretation of the 
resulting Bouger gravity anomaly as well as aeromagnetic 
modelling, Lagios (1979,1984) and Lagios and Hipkin 
(1979,1982) have concluded that a massive granite batholith 
underlies the greater part of the eastern Southern Uplands. 
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Blaxland et al. (1979) determined the lead isotopic 
composition of feldspar separates from granite samples 
from different parts of Scotland and found those from the 
Southern Uplands to be more radiogenic than the rest. 
They have concluded that the rocks to the north of the 
SUF contain a significant component of Lewisian crust, 
while those from the south are younger with a composition 
close to either the underlying mantle or a mixture of the 
latter and the overlying sediment. 
Using the Eskdalemuir seismological array, Jacob (1969) 
reported a distinct refraction horizon at 12 km under the 
Southern Uplands and that the seismic velocity increased 
from 5.54 km/s near the surface to 5.94 km/s at about 12 
km depth followed by a sudden jump to 6.44 km/s at this 
depth. Also using the Eskdalemuir array and stations from 
the Firth of Forth, Christie (1978) reported an upper 
crustal layer with a compressional wave velocity of 5.7 
km/s overlying a 6.4 km/s layer. These results indicate a 
nomal continental crust, about 30 km thick. From seismic 
studies at several sites in the Midland Valley, Hall 
(1970,1971,1974) reported a compressional wave velocity of 
3.65-4.30 km/s for the near surface Lower Palaeozoic rocks. 
The 1974 LISPB deep seismic refraction profile was 
carried out on a N-S traverse across Britain. From an 
analysis of the South Scotland section of this profile, 
Bamford et al. (1978) have shown that the nature of the 
Moho discontinuity changes from a sharp transition under 
the northern part of the Midland Valley to a gradual 
change under the Southern Uplands. They have also stated 
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that there is possibly a major horizontal discontinuity in 
the pre-Caledonian basement between the Midland Valley 
and the Southern Uplands in the neighbourhood of the SUF 
and that the lower crustal layer appears to shallow 
beneath the Southern Uplands. Hall et al. (1983) have 
reappraised old data (LISPB and others) and have presented 
evidence to indicate the presence in the Southern Uplands 
of Scotland of crystalline rocks of continental affinity at 
shallow depth (1-5 km) in at least two zones approximately 
parallel to the Caledonoid strike. This is in contrast with 
the implied discontinuity in the pre-Caledonian basement by 
Bamford et al. (1978) based on the lack of crystalline rocks. 
The results of some of the above studies will be 
discussed further in chapter 8 in conjunction with the 
results of the AMT/MT project reported in this thesis. 
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CHAPTER 2 
The theoretical foundation of the AMT/MT technique is 
reviewed. The theory relevant to induction in 
one-dimensional, two-dimensional and three-dimensional 
structures 4S discussed. This is followed by a discussion 
of the response functions of the earth and direct 
transformation of AMT/MT data. 
2.1 Basic MT theory 
Using Maxwell's equations and the constitutive relations 
(S.I. units), it can be shown that the equation representing 
the propagation of the electric field vector E in a 
homogeneous and isotropic medium is of the form 
	
72E = 	it + 	 (2.1) 
where o r 	p, c are respectively the conductivity, 
permeability and permittivity of the medium. The equation 
for the propagation of the magnetic field vector j is 
obtained by replacing E by H in equation (2.1). 
Assuming a time dependence of the form exp(iwt), where 
w is the angular frequency of the source field and i=1(-1), 
equation (2.1) becomes 
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V 
2  E = w2peia/we - 1)E 	 (2.2) 
In AMT/MT induction studies in the earth, a/we >>1 for 
most frequencies of interest. This implies that 
displacement currents are negligible compared with 
conduction currents. Thus, equation (2.2) reduces to 
= iwpaE 	 (2.3) 
The induction problem can thus be considered as that of 
diffusion of the incident field into the earth (Price, 1962). 
2.1.1 One-diensiona1 (10) MT theory 
In the 1D case, conductivity is assumed to vary only 
with depth. A right-handed Cartesian coordinate system x, 
y, z with the +z-axis vertically downwards from the 
earths surface is assumed. 
(a) Uniform half-space 
The earth is treated as a conducting half-space with a 
plane surface. A general theory of EM induction in such a 
conductor has developed from the classic paper of Price 
(1950). 
The simplifying assumptions usually made about the 
source field (Cagniard, 1953) are that it is homogeneous, 
infinite in dimension and effectively at infinity so that 
plane EM waves impinge on the earths surface. Under 
these conditions, there are no horizontal variations of the 
EM field, i.e., /x = /3y = 0. Hence, H = 0 = E and for 
the x component, equation (2.3) reduces to 
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2E/dz2 = K2 d 	 E 	 (2.4) 
where K2 = iwiia. From Maxwell's equations 
H = (i/wp)dE x  /dz 	 (2.5) y  
Since the fields originate from a source above the earth, 
all the field quantities must remain finite at z = 
Hence, the solution of equation (2.4) is of the form 
E = Qe 
	
(2.6) 
where Q is a constant. 
The ratio of E 
x  to H is termed the impedance Z. i.e., y 





From Schelkunoff (1943), the intrinsic impedance of the 
medium is given by (E x y z0 /H )I and has the same expression 
as equation (2.7). 
From equation (2.7), it can be seen that in a 
homogeneous and isotropic half-space, the magnetic field 
lags behind the electric field by u/4 radians. 
The true resistivity of the half-space is 
p = i/o = (1/wi4IZI 2 
	
= (r/2irp)1Z1 2 	 (2.8) 
In practical EM units, Cagniard (1953) obtained 
p = 0.2tIE/H1 2 	 (2.9) 
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where 
= resistivity in ohm-metre; 
E 
x 
= variation in the horizontal electric field in mV/km; 
H y = variation in the orthogonal horizontal magnetic field 
in gamma (=lO tesla = 1 nT) and 
= period in seconds. 
When the earth resistivity is non-uniform, the right hand 
sides of equations (2.8) and (2.9) provide apparent 
resistivities, p, which are time dependent. 
The depth of sounding is related to period through the 
depth of penetration or skin depth d which is defined as 
the depth at which the fields are attenuated to l/e of 
their surface values. In other words, d(in metres) = 
1 /real(K); i.e., 
d = f(2/pwo) 	 (2.lOa) 
Figure 2.1 illustrates the depth of penetration d for 
different earth resistivities and EM source field 
frequencies. Equation (2.1 Oa) is strictly valid for a 
homogeneous medium. In an inhomogeneous medium, the 
fields do not have a simple exponential decay and Sims and 
Bostick (1969) have defined a generalised skin depth d(w) as 
d( W) Re 	I [iwpa(z)]dz } = 1 	 (2.1Ob) 
Another parameter which is sometimes used is called the 
wavelength ) defined as 
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Depth of penetration (skin depth) of EM waves as a 
function of earth resistivity (10 to 1000 ohm-m) and 
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= 2ird 	 (2.lOc) 
This parameter is not a characteristic of a 	propagating 
field since 	in MT we are dealing with a pure diffussion 
process. 
The theory discussed so far is strictly valid if 
Cagniards assumptions hold. From an investigation of the 
effect of non-plane wave sources on MT theory, Wait (1954) 
has pointed out some limitations of Cagniard's plane wave 
analysis and has shown that corrections for second and 
higher order spatial derivatives of the source fields must 
be applied in cases where the tangential electric and 
magnetic fields vary appreciably in a horizontal distance 
comparable with the skin depth in the ground. Price (1962) 
has shown that the limitations mentioned by Wait (1954) 
become more stringent when the dimensions and 
distribution of the source fields are considered. He has 
indicated the modifications which occur when the source 
field dimensions are taken into account and hence 
introduced a source field parameter into MT theory. He 
has given the range estimate of this parameter to be from 
1.6x10 7 m 1 (global fields) to 1.6x10 5 m 1 (local fields). 
Madden and Nelson (1964), Srivastava (1965b), Caner (1969) 
and others have shown from their MT data interpretations 
with and without source field effects that Cagniards wave 
assumption is valid in the vast majority of geological 
situations for MT periods less than 1000 seconds. Quon et 
al. (1979) have reviewed in detail the source effect studies. 
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Since the longest period used in this project is 100 
seconds and the sounding depths are less than 100 km and 
in addition South Scotland is not near a highly localised 
current system like the auroral or equatorial electrojets, 
source field effects have been deemed to be insignificant 
and are hence neglected. 
(b) An n-layered half-space 
In this case, layer n is assumed to be semi-infinite; 	h1 , 
h2 ......, h 1 denote the thicknesses of layer 1, 2, ....., (n- 1) 
respectively; z 1 , z2 ......, z denote the depths to layer 2, 
3, ....., n and z 0=0 is the earth's surface. 
Equation (2.4) holds within each layer. It is however not 
valid at the boundaries between the layers because the 
second derivatives of the electric and magnetic field 
components with respect to z are discontinuous. 
From Jones (1964), the solution of equation (2.4) in layer 
L, say, is of the form 
E L = ALexp{KL(z-zLl)} + B Lexp{- KL(z - z Ll )} 	 (2.11) 
From equation (2.5) r the magnetic field component is given 
by 
H y L = (iK L 	L /wi4[A exp { KL(z - z Ll ) } 	- 
	
BL exp { _KL (z_zLl )}] 	 (2.12) 
with K L2 = 1W P OL 
where a 
L  is the conductivity of layer L. For layer n, A =0 n 
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and B can be chosen arbitrarily. The continuity of the 
tangential components of the electric and magnetic fields 
at each of the layer boundaries leads to recursion 
relations for the coefficients A and B. [i=1 to (n-i)]. 
	
1 	 1 
The impedance at depth z in layer L is 
ZL ( z ) = E 
wp 1 + ( BL /A L)exp { _ 2 K L(z_zLl )} 
1K L 1 - (B L L 	L 
/A )exp{-2K (z-z )} 
L-1 
(w,/i.,j coth L(1_,)O/L)P'fl  cgL /IqLjj (.I3) 
Since BL/A L 	exp {ln(B L /AL ) } . u.-c 	"CILt ckp—I. z1 iqt 2"j-ey  L 
ZL ( zLl ) = (wii/iKL)coth{ 	-(1 /2)ln(BLIAL)) 	(2.11...a.) 
Using equation (2.13) the impedance at depth z in layer L 
is 
ZL(zL) = (wp /iKL)cothU(L(zczL)r( 1 / 2)ln(BL/AL)} 	(2.14 b) 
Substituting 	(1/2)ln(BL/AL)} 	from 	equation 	(2.14:b) into 
equation (2.1L) leads to the general expression for the 
impedance within any of the layers 1 to (n-i), i.e., 
ZL (zLl ) = (wp/iKL)coth(4(L(zL_zLl) + 
coth_ 1 [(iK L /wp)ZL (Z L )1} 	 (2.15) 
But Z 1 (0) 	 the impedance measurable at the surface 
of the n-layered half-space. Similarly, Z 1 (z 1 ) 	 the 
impedance at the base of layer 1, etc. Thus, from equation 
(2.15) 
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Z 1 (0) 	= (wp /iK1)cothEK1h1+coth[(iK1 /wp)Z, (z 1 )]) 
Z 2 (z 1 ) = (wij /iK2 ) cotb(..K2h2+coth 1[(iK2/ w P ) Z2 (z)]j 	(2.166) 





) = wp/(iK) 
Across each layer interface, the continuity of the 
tangential components of the electric and magnetic fields 
implies the continuity of the impedance [e.g.. Z 
n n-i 
(z ) = 
Z 
n-i n-i 
(z ) ]. Making use of the latter leads to the following 
expression for the impedance Z 1 (0) at the surface of an 
n-layered half-space; 
Z 1 (0) = (wp/iK i )cothKi hi +coth h [(K i /K2)cothE(2h2 + 
coth{(K 2 /K 3)coth[-K 3h3+-----+coth({K 2 /K 1 } 
cothf.K 
n-i n-i 	 n-i 	n 	 j 
h +coth(K /K )J) ..... ]})]3 	(2.17) 
A Monte-Carlo algorithm which uses equation (2.17) has 
been implemented in the 1D modelling of the AMT/MT data 
recorded in this study. The associated computer 
programme, with minor modifications by the author, has 
been derived by Dawes (1980) from that initially written by 
Jones (1977). 
An alternative approach to solving the 1D problem is 
based on substituting E = (E,O,O), II = (0,H,0) and Z(w,z) = 
E 
x y 
/ H in Maxwell's equations neglecting displacement 
currents. This approach leads to the Riccati equation for 
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impedance of the form 
Z(w,z)/z = -iwp + o(z)Z 2 (w,z) 
	
(2.18) 
Knowing o(z) and the boundary condition at infinity, 
equation (2.18) can be integrated either analytically or 
numerically. 
Using equation (2.18), Eckhardt (1963,1968) has developed 
a graphical approach. Transforming equation (2.18) to a 
first-order differential equation for the logarithm of the 
impedance and plotting the characteristic solution paths of 
the impedance, Eckhardt (1968) has produced a chart for 
graphical integration of multi-layered models. This chart 
can be used in the graphical evaluation of the impedances 
of a layered earth model at different frequencies. 
2.1.2 Two-dimensional (2D) MT theory 
In this case, conductivity a is a function of depth (z) as 
well as one other coordinate, y say. Thus, the 2D 
structure extends infinitely in the x-direction which may 
be the geological strike direction. Unlike the 1D case, 
analytical solutions of 2D structures are very cumbersome 
and sometimes impossible owing to coupling between the 
field components. 
The two equations for the E (same as equation 2.3) and 
H variations are 
= iwpaE 	 (2.19a) 
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and 
0172H = iwijo2H - Vo A (V A H) 
	
(2.19b) 
Assuming an invariance with x, a general 2D field 
satisfying equations (2.19a,b) can be separated into two 
distinct modes, viz, E- and H- polarisations with E and H 
fields polarised parallel and perpendicular to the strike 
direction respectively. 	The concept of E- and H- 
polarisation is very relevant in 2D structures. 	The 
impedances due to these polarisations are not only 
different from each other (O'Brien and Morrison, 1967), but 
also depend on the observation sites. Thus, for the 
E-polarisation case 
= E ; H = ( i/wp)(yBE/Bz - .BE/By) 	 (2.20a) 
with BH /By - BH /Bz = oE 
z 	 y 	 x 
and for the H-polarisation case 
= H ; B = ( 1/o)(yBH/Bz - .BH/By) 	 (2.20b) 
with BE toy - BE /Bz = -iwpH 
z 	 y 	 x 
where x, y and z are unit vectors along the coordinate 
axes. 
Equations (2.1 9a,b) are amenable to analytical solutions 
only for specialised cases such as those discussed by e.g. 
DErceville and Kunetz, 1962; Rankin, 1962 and Weaver, 1963 
and hence there has been recourse to a numerical approach 
subjected to the following boundary conditions 
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at any boundary, both E and H parallel to it and the 
normal component of H are continuous across it; 
the electric current density perpendicular to any 
boundary is continuous across it and is zero across z=O; 
the latter implies that E=O inside the conductor at z=0; 
at infinite depth in the earth, both E and H are 
zero; 
the boundaries z = 	and y = ± o° are assumed far 
enough from any lateral discontinuity so that the fields 
can be considered uniform there; 
at the earths surface and everywhere above it, H is 
a constant for the H-polarisation case; there is no similar 
simplification in the E-polarisation case. 
Several authors have used different techniques to 
compute numerical solutions to 2D induction problems. 
Reviews and papers on these techniques include among 
others Jones (1973), Ward et al. (1973), Hobbs (1975) and 
Praus (1975). The transmission line analogy method has 
been described by Swift (1967) and Madden and Swift (1969), 
the finite element method by Coggon (1971) and Reddy and 
Rankin (1972, 1973) and the finite difference method by 
Jones and Price (1970), Jones and Pascoe (1971), Pascoe and 
Jones (1972), Williamson et al. (1974) and Brewitt-Taylor 
and Weaver (1976). 
In the transmission line analogy method, the conducting 
space and surroundings are represented by a mesh of grid 
points. The electric fields in Maxwell's equations are 
represented by currents in the branches of the mesh, while 
the magnetic fields are represented by voltages at the 
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nodes. Assuming the mesh to be composed of electrically 
homogeneous unit cells, Kirchoff's law of current continuity 
is applied at each node. The resulting equations are solved 
by matrix inversion to obtain the voltage at each node. 
In the finite element method, the region of interest is 
divided into a mesh of finite elements and the energy in 
the EM field within each element is considered. The 
variational principle which states that EM field is formed 
such that its integral energy is a minimum, leads to a set 
of equations with respect to the unknown EM field values 
in the elements. These equations are solved numerically to 
obtain the EM fields. 
In the finite difference method, Maxwell's differential 
equations and the boundary conditions are formulated in 
the form of finite differences for a mesh of grid points 
and numerical integration is carried out over the domain to 
determine the EM fields. 
In these numerical methods continuous functions are 
represented by discrete values at points within a mesh of 
finite dimensions. Some functional relation (often linear) is 
assumed for the fields between the grid points and hence, 
the accuracy of the calculated field components depends on 
the grid size. The denser the grids, the higher is the 
accuracy of the calculations. 
The finite difference method, as developed by Jones and 
Price (1970) and computer programmed by Jones and Pascoe 
(1971), was used extensively in the early 70s. A 
disadvantage of this method is the specification of sharply 
separated conductivity regions. This leads to difficulties 
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in fitting E and H field values across these sharp 
conductivity boundaries. To overcome these difficulties, 
Brewitt-Taylor and Weaver (1976) (improved boundary 
conditions for the E-polarisation case by Weaver and 
Brewitt-Taylor, 1978) have produced a modified finite 
difference method based on the assumption that the earths 
conductivity is a smoothly-varying function of position. 
The computer programme for this method written by 
Brewitt-Taylor and Johns (1980) has been used in the 2D 
modelling undertaken in this study. 
2.1.3 Three-dimensional (30 MT theory 
In some geophysical problems, the conductivity a is a 
function of all the coordinates x, y, z. In these cases, 
analytical solutions of Maxwells equations are intractable 
and hence either numerical solutions (e.g. 	Jones and 
Pascoe, 1972; Lines and Jones, 1973a,b; Raiche, 	1974; 
Weidelt, 1975; Jones and Vozoff, 1978; Pridmore et aL, 1981) 
or laboratory analogue models (e.g. Rankin et al., 1965; 
Dosso, 1966, 1973; Dosso et al., 1980; Nienaber et al., 1981) 
are used. Analogue model experiments are performed with 
a laboratory model which is a miniature copy of the real 
earth structure and the source field. Hence, both the 
laboratory and earth structure are electrodynamically 
similar. 
Dawson and Weaver (1979) have approached 3D induction 
problems by considering an anomalous thin sheet above a 
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uniformly conducting half-space earth. 	Applying this 
method to the problem of an island off an irregularly 
shaped coastline, they have shown that in addition to 
horizontal current channelling around the island, electric 
currents also flow vertically between the ocean and the 
lower crust beneath the land. 
There are very few 2D inversion programmes (e.g. Jupp 
and Vozoff, 1977). The existing 3D forward modelling 
programmes are few, expensive and not entirely reliable for 
use over a wide frequency range (Vozoff, 1980). 
As indicated by Grant and West (1965), with the 
exception of water ( 	80c0), for most minerals c 	9c0 and 
also apart from ferromagnetic minerals, p where c ,  P O 
are respectively permittivity and permeability of free 
space. Hence, cc 0 and p=p are assumed in all the previous 
equations and hereafter. 
2.2 Response functions of the earth 
Response functions (R, say) are conventionally expressed 
as R(w) = (iw) -1 Z (Schmucker, 1970; Weidelt, 1972). The 
upper sign is for exp(-iwt) time dependence and the lower 
one is for exp(iwt) time dependence. In the wider sense, an 
earth response function is any function which is determined 
from the earths surface EM data and provides some insight 
to the subsurface conductivity distribution (Rokityansky, 
1982). 
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2.2.1 Impedance tensor 
The measured electric () and magnetic () field 
variations are related by the impedance tensor Z, i.e., 
= Zj 	 (2.21) 
where E = (E , E 	 and ) , 	 = (H , H ) X 	y x 	y 
i 
Z  = 	
xyI 
Z 
YI X  yyj I 
Z contains the relevant information about the subsurface 
resistivity distribution. 
In 1D structures, Z = Z = 0, Z = -z and the tensor 
	
XX 	 yy 	 xy 	yx 
components are invariant with respect to coordinate axes 
rotation. For a 2D structure, Z , Z are non-zero (Z = 
XX 	yy 	 XX 
-z 
YY 	 XY 	 YX 
and Z ~ - z ) in general and Z changes as the 
coordinate axes are rotated. Thus, inhomogeneities cause 
the measured impedances to be dependent on measuring 
orientation. For a clockwise rotation angle e, the rotated 
impedances Z " .. are given in terms of the measured 
impedances by 
zI c2 	CS 	CS XX 	 XX 
Z" 	= I -CS 	C2 _52  CS 1 	Z 	 (2.22) XY XY 
cs _52 	c2 cs 	z YX 	 YX 
-cs -cs c 2 	z 
YY 	 Yy 
ow one to 
where C is cosG and S is sine. 
The three invariants are 
I 	= ZZ -ZZ 	= z 1 xx yy 	xy yx ff 
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I = Z +Z 	and 
2 	 xx 	yy 
(2.23b) 
I 	= Z -z 	= 2Z 	 (2.23c) 
3 xy 	yx av 
I is the determinant of the impedance tensor. Z and Z 
1 	 off 	 av 
are respectively called effective and mean impedances. 
2.2.2 Strike and principal directions 
The direction in which the conductivity of a 2D 
structure does not vary is termed the strike direction 
(principal conductivity axis). The angle between the 
principal conductivity axis and the x-axis is called the 
angle of strike. The axes parallel and perpendicular to the 
strike direction are the principal (preferred) directions. 







where Z 1 , Z2 are the impedances parallel and perpendicular 
to the strike direction respectively. 
The angle of strike e 0 is obtained from the measured 
impedances by maximising some suitable functions of Z and 
xy 
Z under rotation of axes. Two main functions in use are 
YX 
IZl 	(Everett and Hyndman, 1967a) and IZ'l 2+IZ'f 2 
(Swift, 1967). The latter analytical maximisation on using 
equation (2.22) gives 	 - 
* 	* 
1 	(Z-Z)(Z+Z) +(Z-Z)(Z+Z) 
= _arctan XX YY X' 	'X 	
XX '/' 	X' •/X 	 (2.25) 
4 	
1Z 
 _Z 12-IZ+Z 12 
XX yy 	 Xy YX 
where * denotes the complex conjugate. 
For the above angle, Z 	 and Z 	 are zero for a 2D 
XX 	 yy 
structure. However, owing to the ever present noise in 
the measured data, Z and Z never reduce to zero on 
XX 	 yy 
rotation of axes, but only become very small compared with 
Z and Z (1D and 2D cases). In a 3D structure, Z and Z 
XY 	 YX 	 XX 	 yy 
may still be quite appreciable after axes rotation, but 
Jones and Vozoff (1978) have indicated that equation (2.25) 
can still be used to obtain the gross 2D angle of strike of 
the 3D structure. 
2.2.3 Apparent resistivity and phase 
Apparent resistivity is calculated from the impedance 
estimates, e.g., Z.. (i, i = x, y) as 
3.3 
_i 
Q 	= (WP 0) I Z ii I 	in S.I. unitsaij
= 0.2t I z 2 	in practical MT units 	(2.26a) 
IL 
where w = 2ir/ -r is the angular frequency. 
The phase is defined as the argument of the impedance 
tensor, i.e., 
= arg(Z) = arctan {Im(E/H.)}/[Re(E./H.)] 	(2.26b) 13 	 13 	 1 	.3 	 1 	3 
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In 1D cases, a scalar treatment (i.e. 	Z 1)  = E 1  /ll 3 
 ) will 
suffice. In more complex cases, tensor analysis is carried 
out and the complex surface impedance tensor is rotated 
to the preferred directions. The apparent resistivities and 
phases in these directions are termed the major and minor 
apparent resistivities ( and g min  ) and phases given bymax 
Q 
al .) 
. = ( wp)- I IZR .12 	 (2.26c) 
1) 
(p. 	= arg(ZR ) 	 (2.26d)ij 1) 
where ER. 13 . are the components of the impedance tensor in 
the principal directions. 
The ratio of g max 	 mm to p in 	a measure of the 
anisotropy at the observation site. In a 2D case, the 
anisotropy increases as the conductivity discontinuity in 
the structure is approached. This ratio can thus be used 
as a dimensionality indicator. 
The apparent resistivities corresponding to Z and Z 2 in 
equation (2.24) are termed and p respectively. A 
discontinuous behaviour of g_L is always observed at a 
boundary since the induced current must be continuous 
across the boundary. From a consideration of several 
models e.g. fault, sloping shelf and step, Jones (1970) and 
Jones and Price (1971) have demonstrated that @ -L  is very 
sensitive to the shape of the boundary. 
53 
2.2.4 Source field polarisation 
Polarisation characteristics can be used to check the 
nature of the source field; this is particularly essential in 
magnetometer array studies (Gough et al., 1974) and in MT 
studies involving synchronous recordings at different sites. 
Diagrams relating to source polarisation have been produced 
by Lilley (1976) and a discussion of the effects of 
polarisation has been given by Lienert (1980). Polarisation 
characteristics of geomagnetic pulsations provide 
information about the source, the mode of propagation and 
the effect of the ionosphere on the pulsations. They can 
also reveal the existence of anomalous conductivity zones. 
When the polarisation characteristics are studied at 
different locations, the spatial dependence of these 
characteristics can be revealed. A study of this spatial 
dependence has been made by Kunaratnam (1981). 
Time variations in the polarisation of the source 
magnetic fields H and H can be represented by a 
polarisation ellipse (Bennett and Lilley, 1972) which shows 
the path described with time by the total horizontal 
magnetic field. The path described by the electric field 
can be similarly represented by an electric polarisation 
ellipse. The polarisation ellipses for the electric and 
magnetic fields are mutually perpendicular for plane waves 
in a horizontally layered medium (Kaufman and Keller, 1981). 
The polarisation angles e', 8E  are the inclinations of the 
major (maximum) axes of the magnetic and electric 
polarisation ellipses respectively. The polarisation angles, 
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sometimes called tilt angles, are given by 
2H H cos&pH 
tan2& = 	x y 	 ( 2.27a) 
H 2 - H 2 
Y 	x 
2E E COSAPE 
tan2OE = 	x y 	 ( 2.27b) 
E 2 - 
Y 	x 
H 	H 	H 	 E 	E 	E where p = - q)and p = - p are the phase 
differences; tp is the phase of H, etc. 
In the present study, the above equations were used in 
the analysis of the recorded data to calculate the 
magnetic and electric polarisation angles, which enabled the 
rejection of highly polarised sub-frequency bands. 
The ratio of the minor to the major axis of the 
polarisation ellipse is termed the ellipticity. For the 
magnetic polarisation ellipse, the ellipticity is given by 
(Smith and Ward, 1974) 
H H Sintp 
H 
e X  = 
H 2 
1 
H. 	H 	 H where H
1 = I H exp(1p )sinO + H cos8 I x 	 y 
In VLF prospecting, the tilt angle and the ellipticity of 
the magnetic polarisation ellipse are generally determined. 
Paterson and Ronka (1971) have •shown that the tangent of 
the tilt angle and the ellipticity are good approximations 
to (i) the ratio of the real component of the vertical 
secondary to the horizontal primary field and (ii) the ratio 
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of the quadrature component of the vertical secondary 
field to the horizontal primary field respectively. 
2.2.5 Dimensionality indicators 
Apart 	from 	the 	ratio of 	g 	to g 	referred to 	in max mm 
section 	2.2.3 	above, 	other parameters used 	in determining 
the 	dimensionality 	of the 	earth structure under 
investigation are skew and tipper. 
(a) Skew 
Skew is defined as the ratio 	of the magnitude of the 
second 	invariant 	(equation 2.23b) 	to that 	of 	the third 
invariant (equation 2.23c), i.e., 
Iz + z 
	
S =xx 	yy 
tz - z I 
xy 	yx 
(2.29) 
Skew is a measure of the EM coupling between the 
measured electric and magnetic field variations in the same 
direction. There is no coupling for the case of a 1D 
structure and when measurements are made parallel and 
perpendicular to the strike of a 2D structure, but there is 
always coupling over a 3D structure except at a point of 
radial symmetry. Thus, for 1D and 2D structures, S should 
be zero. This is rarely the case in practice as a result of 
the ever present noise in the data. In a 2D case where 
the resistivity contrast across the structure is low, i.e., 




Everett and Hyndman (1967b); Madden and Swift (1969) 
have defined the tipper coefficients (the single station 
vertical magnetic field transfer functions) A and B by 
expressing the vertical magnetic component H as a linear 
combination of the horizontal magnetic components (H , H ), 
x 	y 
i.e., 
H = AH + BH 
Z 	 x 	y 
(2.30a) 
These complex coefficients can be visualised as operating 
on the horizontal magnetic field and tipping part of it into 
the vertical. The magnitude of the tipper is given by 
	
T = f(A2 + B2) 
	
(2.30b) 
The expressions for calculating the tipper coefficients are 
* 	*  
<H H ><H H > - <H H * ><H H *> 
zx 	Y 	 Z 	Y  A = 	 (2.31a) 
* * * 
<H H ><H H > - <H H * ><H H > 
X 	Y 	 yx 
* *  
<H H ><H H > - <H H * ><H H * > 
B = 	 Z 	 X 	 Z 	X y 
* *  
<H H ><H H > - <H H * ><H H * 
Y 	X 	 Y 	X  
(2.31b) 
where * denotes the complex conjugate. For a 2D structure 
with strike in the x-direction, A=O. Tipper can thus be 
used to identify the presence of 2D effects in the analysed 
data. Information from the vertical magnetic field transfer 
functions is helpful in determining the structural strike 
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direction (Vozoff, 1972) and is discussed further in section 
2.2.6. 
Jupp and Vozoff (1976) have shown that the angle which 
maximises the coherence between the horizontal and the 
vertical magnetic fields is given by 
= T 2[(Re 2A + Re2B)arctan(ReB/ReA) + 
(Im2A + Im2B)arctan(ImB/ImA)] 
	
(2.32) 
The phase difference between H and H gives the bearing 
of some structures. 
They have also shown that the tipper skew - is given by 
= 2T 2[ReA 1mB - ImA ReB] 
	
(2.33) 
For 2D structures y is zero. All the three quantities T, p 
and - are independent of axis rotation and provide some 
information about the subsurface structure. 
The reliability of the calculated H (H c ) is estimated 
from the coherence between it and the measured H (Hm), 
i.e. 
coh[Hm, Hc] = 
* 	* 	 * 	* 
A<H 
m  H > + B<H mH > 
	
Z )C 	 Z y 
* 
(<H tmH m > 
 1/2 
[AA* <H H >+BB
* 
 <H H > 
z z 	 xx 	 yy 
+2Re (AB * <H  H 	]1/2 
X  
(2.34) 
with * denoting the complex conjugate. 
58 
2.2.6 Induction arrows 
The vertical magnetic component (H ) in conjunction with z 
the horizontal magnetic components (H, 	H ) 	can be used to 
x y 
obtain 	information 	about 	the subsurface electrical 
conductivity 	structure (Schmucker, 1964,1970; Everett and 
Hyndman, 	1967b). 	At a 	single station, the 	linear 
relationship 	between the 	three magnetic components 
(equation 2.30a above) is usually of the form 
H 	= 	AH 	+ BH 	+ oH (2.35) 
Z x y z 
where OH is the residual part of H which does not 
Z 	 z 
correlate with the horizontal field. Equation (2.35) is valid 
on the assumption that 
the normal vertical component of the inducing field 
(primary) is negligible compared with the measured 
variation H (secondary); 
2 
the anomalous horizontal fields are negligible 
compared with the inducing horizontal fields; 
the inducing vertical field does not correlate with 
the inducing horizontal fields. 
Banks (1973) has discussed the validity of the above 
assumptions and has concluded that they are adequate for 
induction studies in mid-latitudes. The possible biasing 
effects of the source field configuration on the transfer 
functions A and B have been discussed by Beamish (1979). 
Equation (2.35) defines a preferred plane in which the 
magnetic variations tend to occur (Parkinson, 1959,1962). 
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The horizontal projection of a unit vector perpendicular to 
this plane is termed the Parkinson vector and it points 
towards anomalous current concentrations in the earth. 
The real () and imaginary () induction vectors are defined 
by 
II = (A? + B 2 ) 112  ; 	0 = arctanB/A 	 (2.36a) 




1 r 1 
, B , B are the real and imaginary parts of the 
tipper coefficients A and B. R is the Wiese vector - it is 
in the direction of the horizontal component that 
correlates with the downward field. When the direction of 
R is reversed, it is equivalent to the Parkinson vector. 
The magnitude of R is proportional to the intensity of the 
anomalous current concentration. The expression relating 
the magnitude of the Wiese vector to that of the 
Parkinson vector is contained in a review on induction 
vectors by Gregori and Lanzerotti (1980). For a large and 
deep conductive body, the real vector is generally larger 
than the imaginary vector. The imaginary vector tends to 
be large in the presence of near-surface conductors. Both 
vectors are parallel or antiparallel on a 2D structure and 
when the angle between them approaches 90 degrees, the 
anomalous field is of 3D character at the observation point 
(Rokityansky, 1982). A map of induction arrows often 
indicates quite clearly the direction of the gradient of 
conductivity (Parkinson, 1983). Thus, the induction vectors 
provide qualitative information on the possible locations of 
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subsurface conductivity anomalies and their intensities. 
In the present study, the measured vertical magnetic 
field variation was of very poor quality owing to 
instrumental problems and cultural noise. Hence, induction 
vectors and tipper were not used in the data 
interpretation. 
2.3 impedance calculation and coherence 
Considering the 1th  spectral estimates of the complex 
amplitudes of the magnetic and electric field variations at 
a given frequency, then from equation (2.21) 
	
E 	= 
x XX X 	 Xy y 
Z H + Z H 	 (2.37a) 
E 	= 
y yx x 	yy y 
Z H + Z H 	 (2.37b) 
To solve these equations for the tensor elements of Z 
requires at least two independent estimates of each of the 
magnetic and electric components. Cantwell (1960) and 
Bostick and Smith (1962) have described procedures of 
obtaining the tensor elements using two independent data 
sets. A procedure for optimising the estimates of the 
tensor elements from a large number of independent record 
sets has been discussed by Sims and Bostick (1969) and Sims 
et al. (1971). A review of the above methods of estimating 
tensor elements as well as estimates using 
cross-correlation analysis of single record sets has been 
given by Hermance (1973). 
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From the various mean-square estimates, six distinct 
equations for each of the tensor elements emerge (Sims and 
Bostick, 1969 and Sims et al., 1971). In each case two of 
the expressions are relatively unstable for the 1D case 
when the incident fields are unpolarised. The four 
expressions which are quite stable in the absence of highly 
polarised incident fields are of the form 
* 	* 	 * 	* 
<E P ><HkQ > - <E.Q ><HkP > 
z 	= 	i (2.38)ij 
* 	* 	 * 	* 
<H .P ><HkQ > - <HQ ><H kP > 
j 
where i, j = x, y with k=x when j=y and k=y when j=x. The 
asterisks denote the complex conjugates and the brackets 
denote averages over N individual spectral estimates, e.g., 
* 	 N 
<H P > = (1IN) E H 
mpm* 	
(2.39) m 	i i 
P and Q are the two assumed noise free components out of 
E 
x y x y 
, E , H , H so that the resulting impedance expressions 
minimise noise on the remaining two components. Usually, P 
and Q are chosen to be H and H and this results in 
X 	 y 
impedance estimates which are biased downwards by random 
noise on H 
x  and H (E-noise minimisation). On the other y 
hand, choosing E 
x 	 y 
and E , the resulting impedance estimates 
are biased upwards by random noise on E and E (H-noise 
X 	 y 
minimisation). In remote reference method (Gamble et al., 
1979a), P and Q are chosen as H and H recorded at a 
X 	 y 
reference(second) site, sufficiently distant so that local 
noise contributions are independent. 
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Substituting the calculated impedance estimates into 
equations (2.37a,b), the predicted E xp yp 
and E values of the 
electric fields can be obtained. The predictabilities (Swift, 
1967) of these fields are defined as the coherences 
between the measured and predicted fields (predicted 
coherences), e.g., 




[<EE * ><E E * > 1 1 
X x 	xp xp 
(2.40) 
where * denotes the complex conjugate. 
2.4 Direct transformation of AMT/MT data 
In the 1D case, there are a number of schemes for 
transforming each apparent resistivity and phase (p) 
values (as a function of period, r ) to a continuously 
varying real resistivity-depth profile on a 1 to 1 basis. 
The three schemes discussed here are the Molochnov (1968), 
Schmucker (1970) and Bostick (1976) transforms. Although 
these schemes are approximate, they provide a simple 
convenient means of solving the inverse problem 
(Rokityansky, 1982). Goldberg and Rotstein (1982) have 
demonstrated the advantages of the Bostick transform in 
the presentation of MT field data. 
In the Molochnov transform, the depth D and the real 
resistivity p(D) at this depth are given by 
D = 	 (2.41) 
Ba 
g(D) = Q a[1+n/Qa fQa/ft]2 
	
(2.42) 
From Rokityansky (1982), the minimum phase criterion 
requires 
u = (Tr/4)[1 - d logg/ d log-r] 	 (2.43) 
Equations (2.42) and (2.43) lead to 
Q(D) = Qa[2 - 
4/] 2 	
(2.44) 
Equations (2.41) and (2.44) express Molochnov transform in a 
suitable form for easy comparisons with the other two 
transforms. The expressions for all the transforms are 
shown in table 2.1 below 
Dekker (1983) has compared the three transforms by 
applying them to a suite of 1D models and concluded similar 
performance by the transforms in the case of accurate 
data, but found the Bostick transform to be the most 
accurate with respect to phase errors (for large phase 
angles) and the other two better for low phase angles. 
In the current study, the Bostick transform has been 
used in the direct inversion of the data in addition to the 
layered 1D modelling of the data. 
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TABLE 2.1 
Equations (S.I. units) for different transform schemes 
SCHEME 	DEPTH 	 RESISTIVITY 
1/2 Molochnov 	D = 	 Q(D) = p[2-41p/Tr] 2 
Schmucker 	D = [g1p 0w11"2 sirnp 	g(D) = 2Q cos 2 p 
Bostick 	D = 	aü hhl2 	 Q(D) = 
where p and p in radians are functions of frequency and w 
is the angular frequency. 
65 
CHAPTER 3 
A brief description of the instrumentation used in this 
project and of the survey logistics is given in this chapter. 
For the AMT data recording, the Short Period Automatic 
Magnetotelluric system (Mk. 1) has been used. This is a 
battery operated, digital, 5 component data acquisition 
system which automatically selects and records data, 
analyses the data and plots the results in real-time. A 
N.E.R.C. geologger has been used to record the MT data. 
This records all the field variations and does not have any 
infield data analysis capability. A cross electrode 
configuration, aligned along the N-S and E-W geomagnetic 
axes, has been used in the AMT data recordings (with steel 
electrodes for bands 1 and 2 and CuSO 4 electrodes for band 
3) and an L-shaped electrode configuration (with CuSO 4 
electrodes) for the MT data recordings. 
3.1 Electrodes 
Petiau and Dupis (1980) have shown that for all 
electrodes, the electrode noise decreases with increasing 
frequency and above 10 Hz there is no significant 
difference between the noise levels of the various 
electrodes since other instrument noise, amplifier noise in 
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particular, is predominant. In addition to the above is the 
operational simplicity (ease of placement and recovery) of 
steel electrodes. Hence, steel electrodes were used 
throughout for the recording of data bands 1 and 2. Each 
steel electrode was 60 cm in length and 3 cm in diameter. 
It was tapered at one end with a 4 mm diameter hole near 
the other end for the insertion of a banana plug. 
Petiau and Dupis have also shown that for noise below 
10 Hz and for the stabilisation time, unpolarizable 
electrodes are clearly superior to polarizable ones. Hence, 
CuSO4 electrodes were used for the recordings of data 
bands 3 and 4. Each of these electrodes consisted of a 
copper pipe inside a porous pot containing CuSO 4 gel (Fig. 
3.1). 
In preparing the gel, the author experimented with 
gelatin and agar and found the preparation of the CuSO 4 - 
gelatin gel to be more time consuming. A high temperature 
was required to melt the gelatin before adding the CuSO 4 
crystals and quite a lengthy time for the product to set. 
No noticeable difference was observed between the 
performance of these two types of CuSO 4 gel. Hence, 
CuSO4-agar gel was prepared and used. 
The author also found that a proportion by volume of 
water, CuSO4 and agar to produce a gel which would not 
deteriorate appreciably within at least eight weeks of 
fieldwork usage was 3 : 2 : 2 respectively. 
In order to facilitate the checking of the state of the 
gel, the plastic lid was held onto the pot by means of 
insulating tape instead of a permanent seal. To ensure 
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Unpolarisable copper-copper sulphate electrode. 
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easy recovery from the ground at the end of the data 
recording, strong nylon twine was wound tightly round each 
pot with the knotted end above the ground. The latter 
was used to pull the electrode out of the ground without 
damaging it. The author also found that by storing the 
CuSO4 electrodes inside a container of water, they could in 
fact last for more than six months without the need to 
prepare new ones - the same electrodes were used for the 
1983 and 1984 fieldwork. 
3.2 Magnetic field sensors 
Two sets of E.C.A. induction coils were used. One set, 
consisting of three CM16 coils, was used for data bands 1 
and 2 and a second set, consisting of three CM1 1E coils, 
was used for data bands 3 and 4. Each coil sensitivity 
was 50 mV/-f. The usable frequency range (flat amplitude 
response) of the CM16 coil was 3 to 800 Hz, while that of 
the CM1 1E coil was 0.012 to 100 Hz. 
Each coil, enclosed in a waterproof casing, had a 
feedback system with the secondary winding operating in 
antiphase with respect to the primary. Both the primary 
and secondary windings were on a high permeability core. 
The electromotive force generated by the primary in 
response to magnetic field variations was amplified and the 
feedback voltage was used to drive the secondary whose 
field annulled that acting on the primary. The output from 
the sensor was this feedback voltage. There was provision 
for the feedback winding to be driven from an external 
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voltage source to test the functioning of the circuitry (1 
mV/mV). 
3.3 AMT recording equipment 
The AMT system comprised the magnetic and telluric 
sensors, the power source and the recording equipment as 
shown in Fig. 3.2. At each field site, all the equipment 
except the sensors and the sensor distribution box was set 
up inside a Landrover. The necessary power requirement 
for the system was provided by two heavy-duty 12V and 
two small 12V lead-acid batteries. 
The equipment used to digitally record the frequency 
bands I to 3 data on cartridge tapes was the Short Period 
Automatic Magnetotelluric system (SPAM - Mk. 1). This was 
built in the Edinburgh Geophysics Department by Dawes 
(1981) based on a similar design by Schnegg and Fischer 
(1979). It had five identical channels, each with a 
switchable 50 and 150 Hz notch filter to eliminate noise 
from power transmission lines. 
SPAM (Mk. 1) consisted of six principal parts, viz, (i) a 
computer, a programmable amplifier/filter bank and a power 
regulator; (ii) an alphanumeric hand held terminal (V.D.tJ.); 
(iii) a dual (256 kilobytes) cartridge (TU58) deck; (iv) a 
miniature electrosensjtj.ve printer; (v) a power distribution 
box and (vi) a sensor distribution box. 
It used a powerful microcomputer (LSI 11/2 with a 64 
kilobyte Ram) which read programmes from one of the two 
cartridge tapes on the deck and wrote data on to the 
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second one. Only one data band could be written on each 
tape. The printer was used for the graph plots and 
character readouts. The sensor distribution box contained 
the telluric preamplifiers and voltage regulators which 
maintained a stable power supply to the preamplifiers and 
the coil amplifiers. Two 50 m cables connected the 
distribution box to the power regulator and 
computer-programmable amplifier/filter bank. One of these 
cables carried the power supply and the other carried the 
sensor signals. 
SPAM automatically selected and recorded digitally AMT 
data satisfying preset criteria. It also analysed the data 
in real-time, plotted the apparent resistivities in the 
measuring directions and listed these apparent 
resistivities, their phases, coherences, skews and the 
number of estimates. These results were also stored on 
tape. The visual observation of these infield results 
provided an invaluable assessment of the success of the 
sounding before leaving any field site. 
It had a hardware and a software data band selector. 
it applied automatic gain for the individual field 
components, with manual override, for optimal signal 
recording. It accepted or rejected an event automatically 
in both the time and frequency domains and also with 
manual override. The time domain criteria applied were: (a) 
the signal should not be less than a specified minimum 
level and (b) there should be no spike or saturation; if an 
event was rejected, there was no frequency domain 
analysis. The event was written as a file on to tape 
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simultaneously as the frequency domain analysis was 
proceeding. Each frequency band was divided into 
sub-frequency bands. The frequency domain criterion was 
that the number of these sub-frequency bands exhibiting 
predicted coherences greater than or equal to a preset 
minimum should not be less than a specified value. The 
event was rejected if the criterion was not satisfied and 
this filed event was overwritten by another event the 
next time around. There were sets of parameters which 
could be altered to cope with varying situations in the 
field. Figure 3.3 shows a simplified infield flowchart. LCDs 
gave continuous display of gain numbers, event number and 
average percentage errors and LEDs gave hardware and 
software status. There were switches for controlling the 
printer listing of each of the following: time domain 
analysis summary, frequency domain analysis summary; and 
results from all the recorded events (listed and/or 
plotted). 
The length of time required to record each data band 
depended on the level of the natural signal as well as on 
the level of the artificial noise prevailing at a field site. 
On the average the times required to record on tape about 
80 events of bands 1, 2 and 3 data were respectively 35 to 
65 minutes, 45 to 85 minutes and 3 to 5 hours. 
3.4 MT recording equipment 
The MT (band 4) system comprised a battery pack, a 
geologger, 5 channel amplifier/filter bank, sensor 
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Simplified infield flowchart of the Short Period Automatic 
Magnetotelluric (SPAM, Mk.1) system. 
L1 
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distribution box and the magnetic and telluric sensors. 
Figure 3.4 shows the block diagram of the usual set-up of 
the system at a field site. With the exception of the 
sensors, everything was kept in an aluminium box during 
the field operations. The necessary power requirement was 
provided by the battery pack containing sealed rechargeable 
lead-acid batteries. These usually lasted for 30 hours of 
continuous recording before needing to be recharged. 
The data were digitally recorded on cassette tapes using 
a N.E.R.C. geologger. A detailed description of the geologger 
including its electronic circuitry and operating instructions 
are contained in a technical handbook written by Valiant 
(1976). Although the geologger originally had 16 channels 
and 7 selectable sampling rates, it was wired in this 
project so that it recorded on 5 channels at a fixed 
sampling rate of 1 Hz and a digitising step of 5 mV. The 
range of each channel was 10 V. Each full cassette tape 
contained 6 hours of data. The geologger wrote 64 words 
per block of tape with a 12 bit gap between blocks. The 
tape format was a 16 bit binary word (12 bit data and 4 
bit channel identification) preceded by a 2 bit gap. The 
gain control for the individual field components was 
manual. 
3.5 Equipment calibration 
The sophisticated facilities needed to calibrate the 
induction coils were unavailable in the Edinburgh Geophysics 
laboratory, but two years before the commencement of this 
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project in 1982, they were taken to Garchy Observatory, 
France for a complete re-calibration. These calibration 
data were used in the present study. Thus, with the 
exception of the sensors the calibration of the AMT and MT 
systems were carried out by the author in Edinburgh using 
a frequency response analyser (SE2450) from the N.E.R.C. 
equipment pool. Each system was set up as for field 
operation, but with the signal input provided by the 
internal generator in the frequency analyser and the 
individual response functions (amplitude and phase) were 
obtained. Figure 3.5A shows the SPAM programmable 
amplifier-filter response curves for the five identical 
channels. The overlap between the bands can be clearly 
seen. Figure 3.5B shows the telluric preamplifier and coil 
calibration curves for the AMT/MT systems from which the 
instrument correction parameters used in the data analysis 
stage were derived. 
3.6 Survey logistics 
The equipment was transported from one site to another 
during this project in a Landrover. Hence, it was essential 
that the sites for which permission had previously been 
obtained from the landowners were easily accessible by 
road. It was also essential that a flat area (about 50 m 
by 50 m) be available at each site to enable the telluric 
lines to be laid out. The project area was on the whole 
flat moorland for grazing and farming and hence the above 
was readily achieved. To minimize the contamination of the 
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The SPAM programmable amplifier-filter response curves for 
the five identical channels; the numbers near the curves 
indicate the data bands. 
FIIJR 25R 
The telluric preamplifier and coil calibration curves 
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natural signals by cultural noise, each site was as far as 
possible from moving and stationary magnetic objects, 
power transmission lines and streams. The magnetic 
sensors were located distant from tall trees to minimise 
vibrations during windy conditions. Thus, the ideal AMT/MT 
sites should be in fairly remote areas. Cultural noise 
contamination was not a significant problem at the Duns 
sites, but as shown in chapter 4, it was a serious problem 
at some of the profile sites because of the inevitable 
nearness to industrial works. 
For the AMT data recording, a cross electrode 
configuration with steel electrodes (bands 1 and 2) was 
used at each site. At the centre of the configuration a 
steel electrode was driven into the ground leaving a few 
centimetres exposed. This was the equipment earth 
electrode connected by a short cable to the sensor 
distribution box which was insulated from the ground and 
placed nearby. The magnetic N-S and E-W directions were 
then established. Along these directions and 25 m on 
either side of the earth electrode, the remaining four 
steel electrodes were similarly driven into the ground. 
For data band 3, as indicated in section 3.1, CuSO 4 
electrodes were used instead of the steel ones. Each 
electrode was connected by a cable to the distribution box. 
Thus, the E-W and N-S telluric lengths were each 50 m. 
The horizontal coils, fitted with spiked aluminium collars 
at the ends, were then aligned parallel to the telluric 
lines and levelled using a spirit level. They were 
protected from the adverse effects of the sun, rain and 
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wind by plastic shields. The vertical coil with its base 
buried to a depth of at least 50 cm was then levelled. 
The coils were each connected to the distribution box by a 
10 m cable. The box was then connected by two 50 m 
cables to the SPAM in the Landrover (Fig. 3.2). 
For the MT data recording an L-shaped electrode 
configuration with 50 m arms was used. The CuSO 4 
electrodes were each buried in a hole 50 to 60 cm deep 
dug by means of an auger. The corner electrode, close to 
the sensor distribution box, was the earth electrode. The 
other two electrodes were the N- and E- electrodes. The 
coils were installed as described above. The electrodes and 
the coils were connected by cables to the distribution box 
and the geologger kept inside an aluminium box (Fig. 3.4). 
The author usually went to each site with one other 
person to help set up the equipment and retrieve it at the 
end of the recording. On the average it took about one 
hour to set up the AMT system and a little longer for the 
band 4 set-up. It is however possible for one person to 
set up and operate the equipment. 
3.7 VLF/R measurements 
The VLF/R technique uses the signal in the frequency 
range 15 to 25 kHz from powerful military radio 
transmitter stations located at several places around the 
globe. At considerable distances from the transmitter 
stations, the primary field can be assumed as a uniform 
plane wave. 
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In this project, VLF/R measurements were made at 7 of 
the profile sites and 3 Duns sites. The Geonics (EM16 
VLF-EM) equipment was used. It gave apparent resistivity 
and phase readings directly. The transmitter station at 
Rugby in England operating at a frequency of 16 kHz was 
used. Hence, the purpose of the VLF/R measurements was 
to provide resistivity information about the topmost few 
metres of the subsurface at a field site. The survey 
procedure was very simple and fast. It consisted of 
aligning the equipment with its fixed 10 m electrode line 
in the direction of the transmitter station and making two 
adjustments before reading off the apparent resistivity and 
phase values from the dials. The time for setting up and 
taking readings at a spot was usually less than 5 minutes. 
More than 10 spot readings were usually taken along N-S 
traverses within 100 m by 100 m array encompassing an 
AMT/MT field site. 
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CHAPTER 4 
A brief discussion of how the data used in the project 
have 	been 	acquired, transcribed 	and 	processed 	is 	now 
presented. 	Classical tensorial 	analysis 	techniques 	have 
been used. 	In order to elucidate the possible effects of 
data 	averaging 	on the 	earth's 	response 	functions, 	a 
comparison of different averaging techniques is given. 	In 
view 	of 	the 	ever present 	noise 	in 	measured 	data, 	a 
qualitative 	approach for 	extracting 	some 	useful 	results 
from noisy data is presented. 	Further development of this 
approach 	will 	no 	doubt 	extend 	the 	application 	of 	the 
AMT/MT technique to very culturally noisy areas. 
4.1 Data acquisition 
The AMT/MT data recording was carried out in 1982 and 
1983 at 12 sites in the Duns area. As noted in section 1.2, 
these sites constituted the Duns study. The site locations 
are indicated in Fig. 1.1. Five of these sites (EVE, HUR, 
HAL, BED and KET) were within the square array used by 
the Leeds University resistivity group in their deep 
resistivity measurements. A comparison of the AMT/MT 
results with the latter is given in chapter 6. With the 
exception of HAR, all the Duns sites were mainly on flat 
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grass moorland. HAR was on the 	flat top of a hill. 
Data recording was also carried out at CAI and Will to the 
northeast of Duns area. These sites were also on flat 
grass moorland. 
During the 1982 fieldwork season, there was considerable 
recording time lost owing to equipment failure. One major 
problem was with the geologger and the cassettes; the 
geologger either did not write on to the cassette or what 
was written could not be read without numerous errors. 
The geologger was also affected by dampness which caused 
it to saturate. Hence, several attempts to record band 4 
data failed. There was also problem with SPAM; it was 
often affected by dampness with the result that the 
desired small natural variations were swamped by large 
square waves. Thus, bands 1 to 3 could only be recorded 
on damp-free days. Some of these problems persisted in 
the early part of the 1983 fieldwork season. However, the 
dampness problem was eliminated after all the geologger 
circuit boards were dipped in varnish and allowed to dry, 
while the SPAM boards were only sprayed with varnish 
owing to the printed edge contacts of the boards. The 
problem with the geologger and the cassettes disappeared 
when new tapes were used. 
In the latter part of the 1983 fieldwork season, AMT/MT 
measurements were started along a profile to the 
northwest of the Duns study. This profile was 
approximately normal 	to the 	SUF (Fig. 	1.1). 	The 
measurements were continued in 1984. Data recordings 
were made at a total of 8 sites along this profile. In 
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addition to the AMT/MT measurements, VLF/R measurements 
were made at 7 of the profile sites and 3 Duns sites. The 
national grid references of all the sites and the number of 
times each data band was recorded are listed in Table 4.1. 
For each of data bands 1 to 3, one recording implies a 
cartridge tape containing usually 50 or more events. An 
event consists of 512 samples of each recorded component 
of the magnetic and electric field variations. For data 
band 4, a recording implies 3 or 4 cassette tapes, each 
usually containing 6 hours of continuous data. For the 
purpose of the 2D modelling discussed in chapter 7, all the 
Duns sites have been projected on to the SUF profile and 
Table 4.1 lists the sites in order starting from the 
northwest. 
4.2 Data processing 
4.2.1 Data transcription 
As indicated in chapter 3 all the data were digitally 
recorded. It was also indicated that data bands 1 to 3 
were recorded on cartridge tapes and data band 4 on 
cassette tapes. In order to present the results of all the 
recorded data bands using the main frame Edinburgh 
computer, it was essential to transcribe the data to a 
suitable format. Figure 4.1 shows the various stages 
involved in the data transcription. The data transfer at a 
field site is shown in (a) where the infield system is 






SITES 	 GRID REF. 	 DATA BANDS 
Name 	 Code Eastings Northings 1 	2 	3 	4 
(number of recordings) 
Muirpark MUR 3426 6721 1 2 2 1 
Spilmersford Mains SPM 3452 6691 2 3 1 
Saltoun (West) SAW 3472 6673 4 3 2 2 
Bughtknowe BUG 3477 6647 4 3 1 1 
Wanside WAN 3498 6619 2 4 2 
Windy Law WLA 3524 6583 1 1 1 1 
Bermuda BER 3559 6536 4 4 1 1 
Scoured Rig SCRLc 3584 6516 2 3 1 1 
Evelaw EVE 7,0 4 3669 6531 1 1 
Hallywell Rig H R I 3S 3696 6539 2 1 1 
Hurdlaw HUR22 3667 6507 3 3 2 1 
Bedshiel BED !' 3684 6515 1 2 1 
Hallyburton HAL ' 3672 6493 3 3 
Ketteishiel KET - 3704 6516 2 2 1 1 
Hardens Hill HAR 3'r 3737 6545 1 1 
Kettelshiel(2) KE2 3709 6518 1 1 1 
Langtonlees LAN 3736 6531 2 2 1 
Choicelee CHO 3736 6517 4 3 2 1 
Greenlaw GRE 3702 6488 3 2 1 
Camp Moor CAM Ir 3729 6511 1 1 1 
Cairncross CAI 3905 6628 1 1 1 
Whitecross WHI 3908 6645 1 1 1 
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Block diagram of the data transcription stages (after 
Dawes, 1981). Q denotes cartridge or cassette tape for the 
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cartridge or cassette tape respectively. The field printer 
Js only applicable to the AMT data. At a field base, the 
data from different sites can be read and written on to 
floppy discs. The latter is illustrated in (b) where the 
field base system denotes a DEC MINC-11 minicomputer. The 
graph plotter is used for plotting the infield AMT results 
(apparent resistivity, phase, etc.) or band 4 recorded time 
series. The field base data transfer can alternatively be 
done at the home base, i.e., Edinburgh Geophysics 
Department. The next stage of the data transfer is shown 
in (c), where the data are transcribed to 1/2" magnetic 
tape which can be read on the main frame computer The 
line printer is used for visual display. The home base 
system is the same MINC- 11 referred to above. 
Alternatively, it is possible to omit the magnetic tape and 
transfer data directly from floppy disc to the local 
network, i.e., the main frame computer. For data bands 1 
to 3, the transcription stage (b) can be omitted so that 
the data are transferred directly from cartridge to 
magnetic tape (Fig. 4.1c). 
The 	necessary 	computer 	programmes 	for 	data 
transcription were developed by G. 	Dawes in the 
Geophysics Department. 
4.2.2 Selection of events 
As pointed out in sections 3.3 and 3.4, SPAM 
automatically selected events satisfying preset criteria, 
while the geologger recorded all the field variations. 
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Hence, the event selection described here is applicable only 
to the geologger data band 4. This event selection is very 
similar to that for the long period MT described by Mbipom 
(1980); the only important difference is the use of the 
MINC terminal in the present study instead of the 
Tektronix 4014 terminal as in Mbipoms study. 
Each recorded cassette tape was read and copied on to 
a floppy disc (Fig. 4.1b). The positions of any reading 
errors were noted. With the configuration in Fig. 4.1b 
reduced to Q and the MINC, Q was then replaced by the 
floppy disc containing the copied data and the programme 
Select' (Dawes, 1980) was then run. Each 20 minutes data 
segment not containing any reading error position was read 
and plotted on the MINC terminal. This was inspected and 
any data length of 15 to 17 minutes (most often 17 
minutes) which 
showed high level of magnetic and telluric activity, 
i.e, high amplitude variations to ensure a good power level 
in the signal; 
contained several frequencies of variation; 
did not show any extraneous noise contamination and 
did not show any significant polarisation 
was selected as a suitable event and filed on the floppy 
disc. About 10 such events were usually obtained from a 
full cassette tape. 
All the selected events were then transcribed to the 
local network as shown in Fig. 4.1c. On the local network 
a formatting programme was then run at the end of which 
the band 4 data were in exactly the same format as the 
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AMT data bands 1 to 3 . Hence, all the data bands could 
be analysed using the same programme. Information 
relating to the data band, telluric lengths, coil sensitivity, 
recording gains, etc. are contained in a header block at the 
beginning of each event. 
In Figs. 4.2A,B, a typical example of an event in each 
data band is shown. The electric field variations are in 
mV/km and the magnetic field variations in gamma (=10 T). 
The band code identification is explained in the figure 
caption. 
4.2.3 Event analysis 
The main frame data analysis was done on the Edinburgh 
Multi Access System (EMAS) twin ICL 2972 and 2980. A 
review of the data analysis techniques used in EM 
induction work has been given by Hermance (1973). In the 
present study, the data were analysed using classical 
tensorial analysis techniques. The computer programmes 
used were originally written by Rooney (1976) and compiled 
into efficient packages by Dawes (1980). Thus, only a few 
modifications were made by the author. 
As noted in section 4.2.2 above, after running the 
formatting programme on the selected data band 4 events, 
they constituted a cartridge for the purpose of the 
analysis programme. Originally, the analysis programme 
accepted all events from only one cartridge per band, but 
was modified by the author to accept one or more 
cartridges per data band. With this modification, repeat 
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Examples of the recorded natural variations in the electric 
and magnetic field components 
data band 1 at the top and band 2 at the bottom; 
data band 3 at the top and band 4 at the bottom. 
The first digit of the first 5-digit identification code at 
the bottom of each group of plots indicates the last digit 
of the year of data recording, the next two digits 
together indicate the site number, the next digit shows 
the data band and the fifth digit, which is a letter, serves 
to distinguish repeat recordings of the same band; the 
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measurements of the same data band could be analysed 
either individually or collectively. The importance of this 
is highlighted in section 4.3 later. 
The analysis of each field component of the individual 
event time series was done in the frequency domain. The 
following principal steps were carried out. (1) The time 
series was scaled using the recording gains. (2) The data 
were reduced to zero mean and zero trend (Bendat and 
Piersol, 1971) by using a least squares straight line fit - 
these two steps were used respectively to avoid 
discontinuities which would give rise to side lobes leading 
to leakage and to avoid spectra amplitude contamination by 
the non-periodic part. (3) The first and last 10% of the 
data set were tapered using a cosine bell window (Harris, 
1978). (4) The data set was padded if necessary with zeros 
to make the total number of data points an exact power 
of 2 to satisfy the requirement of the Fast Fourier 
Transform (FFT) algorithm of Cooley and Tukey (1965). (5) 
FFT was performed using the above algorithm. (6) 
Frequencies containing 50 Hz and odd harmonics were 
removed along with their aliased frequencies. (7) Spectral 
smoothing was done by averaging over adjacent frequencies 
(Bendat and Piersol, 1971), followed by instrument response 
corrections. (8) Auto- and cross-spectral estimates were 
then calculated and from these the impedance tensor 
elements were computed using equation (2.38) with P and Q 
chosen as H and H respectively. Further computations 
included the determination of apparent resistivities and 
phases in the measuring directions (Cagniard resistivities 
100 
and phases), polarisation, predicted H.,  E and E coherences,  x 	 y 
tipper coefficients and induction vectors using equations 
(2.26a,b), (2.27), (2.31) and (2.36) respectively. If desired, 
individual events could be plotted and/or listed. 
4.2.4 Comparison of different averaging techniques 
Averaging is an inherent part of experimental science 
since every measurement is usually made more than once 
and experimental MT is no exception. However, in most 
published MT work, there is hardly any mention of how the 
average value of a given quantity has been obtained. A 
notable exception is the publication by Bentley (1973). 
After obtaining the smooth spectra from each individual 
event, there are three possible ways of combining all the 
different single events, i.e., averaging. The three 
possibilities are 
(i) averaging the auto- and cross-spectra assuming a 
normal distribution, or (ii) averaging the impedance tensors 
assuming a lognormal distribution, or (iii) averaging the 
apparent resistivities assuming a lognormal distribution. 
The first two averaging techniques are quite convenient 
for the later necessary data rotations to the principal or 
fixed directions and for the invariant calculations, while 
the third is very cumbersome and hence more time 
consuming for such manipulations. All the previous MT 
workers in the Edinburgh Geophysics Department, e.g., 
Rooney (1976), Jones (1977), Mbipom (1980), used the second 
averaging technique. The first two averaging techniques 
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are compared here. In each case, the quantities from the 
different single events satisfying specified criteria were 
averaged together assuming the relevant distribution 
stated above and the standard deviations calculated. The 
criteria which have been used are discussed later. Using 
the standard deviations and the theory of error 
propagation, the errors in all the subsequent MT 
parameters derived from the averages were calculated. 
Two examples illustrating the results of the comparison 
between the averaging techniques are presented here. 
Figures 4.3A,B show at two different sites the apparent 
resistivities, phases, etc., resulting from the two averaging 
techniques - the error bars have been omitted for clarity. 
There is general excellent agreement between the two 
techniques; the only slight discrepancy is in the 
neighbourhood of frequency 0.1 Hz where the signal level is 
generally low. Figures 4.3C,D show the same plots as in 
Fig. 4.3A, but now plotted separately with their error bars. 
It can be seen that the error bars are very much larger in 
the spectra averaging case. This is due to the fact that 
the standard deviations are often as large as the average 
spectra values and sometimes even larger. Hence, the 
simple error propagation formulae are inadequate - a more 
sophisticated error analysis approach is needed. 
Since the electric and magnetic field components vary 
drastically from time to time, i.e., different signal levels, 
the underlying spectra vary similarly and this implies an 
added component of variability. High and low spectral 
levels are averaged together giving rise to the large 
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Comparison (at two different sites) of the AMT/MT plots 
resulting from spectra and impedance averaging (error bars 
have been omitted for clarity) - and £ denote impedance 
tensor and spectra averaging respectively. 
Since the same events have been used in both averaging 
techniques, the predicted coherence plot is identical for 
the two cases (+ and M for the E and E coherences 
respectively). 
Same plots as in Fig. 4.3A, but now plotted separately with 
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standard deviations. On the other hand, the impedance 
tensor which is the ratio of the electric to the magnetic 
field, varies very much less drastically hence accounting 
for the reasonable amplitudes of the error bars obtained 
from propagation error formulae. The underlying spectra 
can be visualized as the product of the true spectra and a 
random component. How the random component varies from 
one event to another is unknown and is not easy to 
determine. Although spectra averaging is no doubt a means 
of enhancing the signal to noise ratio, its effective use 
will necessitate some assumptions concerning the random 
component of the spectra. The latter will add to the 
normal assumptions already made about the MT technique 
and in the author's view, this is not very advantageous. 
Moreover, the impedance tensor is more diagnostic of the 
subsurface than the individual spectra. Thus, it is 
concluded that of the three possible averaging techniques 
in MT, impedance tensor averaging is practically the most 
convenient. Hence, in the station data averaging, the 
impedance tensors have been averaged. 
4.2.5 Data averaging 
The averaging programme read in all the individual 
analysed events from each data band in turn. Each 
frequency band was divided into equispaced sub-frequency 
bands (6/decade on a log scale). The impedance tensors 
(e.g., Z, Z, etc., were individually averaged assuming 
lognormal distribution (Bentley, 1973) and the tipper 
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coefficients assuming normal distribution. The following 
criteria were applied 
Coherency rejection 	in each sub-frequency band, 
starting with a predicted coherence value of 0.95 and 
decreasing in steps of 0.05 to a minimum of 0.80, the 
percentage of the estimates to be averaged having each of 
these coherence values and above was noted. The higher 
coherence value () 0.80) exhibited by more than 50% of the 
estimates was then used as the acceptable level for the 
sub-frequency band and all estimates with lower coherences 
were rejected. The predicted E and E coherences were 
used respectively in the case of the averaging of the 
impedance tensor element pairs Z 
xx xy 	 yx yy 
, Z and Z , Z , while 
the predicted H coherences were used in the tipper 
coefficient averaging. 
Sign rejection 	this is essential since the logarithm 
of a negative number is undefined. The preferred (i.e., the 
most frequently occurring) sign (+ or -) of the real parts 
of the individual impedance elements was found and 
similarly with the imaginary parts and all the estimates 
with opposite sign were rejected - no sign rejection for 
the tipper coefficient averaging and the spectra averaging 
discussed earlier. In the case of a high quality data set, 
the sign rejection had no effect. 
Outlier rejection 	all estimates lying outside 2.2 
standard deviations from the mean value were rejected and 
the number of estimates remaining was noted. The new 
mean and standard deviation were then calculated and the 
whole procedure was repeated a second time. The purpose 
log 
of the outlier rejection was to eliminate extreme values. 
On the average, less than 25% of the estimates were 
rejected after applying all the above criteria in the case 
of a high quality data set, but more than double in the 
case of a very noisy data set. 
From the mean values of the tipper coefficients, the 
real and imaginary induction vectors were computed using 
equation (2.36). Owing to instrumental problems and 
cultural noise, the recorded vertical magnetic field 
variations were of very poor quality and hence no useful 
information was derivable from the induction vectors and 
they have thus been discarded. Figure 4.4 shows a typical 
example of the induction vectors obtained in this study. 
From the mean values of the impedance tensor elements, 
subsequent computations included the determination of 
apparent resistivities and phases in the measuring 
directions using equations (2.26a,b); 
apparent resistivities and phases in the principal 
directions (i.e., major and minor) using equations (2.26c,d); 
azimuths of the major principal direction using 
equation (2.25); 
skew factors using equation (2.29) and 
direct inversion of the apparent resistivity and 
phase data using the Bostick transform (see the relevant 
equations in table 2.1), 
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Sample plot of the induction vectors obtained in the 
present study - the azimuths are positive clockwise from 
the magnetic north which is denoted by zero degree. 
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4.3 Qualitative approach of extracting results 
from noisy data 
The presence of noise in MT data shows itself in several 
ways. It may lead to large skew values, but more 
importantly, very large error bars. The principal directions 
may vary erratically with period as well as having large 
error bars as a result of noise. In the case of incoherent 
noise, the average predicted coherences in the 
sub-frequency bands will be low and very few estimates 
will survive after applying the rejection criteria discussed 
above. Noise can cause considerable scatter in the 
apparent resistivity and phase plots and segments of these 
curves may exhibit very abrupt and unrealistic gradients. 
Some of these enumerated observations can be used in a 
qualitative sense to reject sub-frequency bands of the 
processed data and hence extract some useful results from 
a noisy data set. 
As mentioned earlier, there was considerable cultural 
noise problem at some of the SUF profile sites owing to 
the inevitable nearness to industrial works. These noise 
problems were not overcome despite repeat measurements 
and hence the need to develop a qualitative strategy to 
minimise these problems. The strategy was based on 
processing a very large number of events - more than 
double that used in the case of relatively quiet sites and 
eliminating sub-frequency bands exhibiting unrealistic 
apparent resistivity and/or phase gradients, or having large 
skew error bars, very low average predicted coherences, 
few number of estimates or exhibiting highly polarised 
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magnetic polarisation. Without this strategy, it would 
have been impossible to obtain any results from some of 
the data bands at some of the profile sites. Figure 4.5 
demonstrates the usefulness of this qualitative approach of 
extracting useful results from noisy data. In (A) and (B), 
apparent resistivity and phase plots resulting from 
different recorded events are shown, while the plots 
resulting from a combination of events (A) and (B) are 
shown in (C) and (D) shows the plots after applying the 
above qualitative approach to (C). Far fewer data points 
than shown in (D) are left if the qualitative approach is 
applied to either event (A) or (B), thus emphasizing the 
need to analyse a large number of events at noisy sites. 
This implies more than one cartridge per data band and 
hence the necessity for the modification of the analysis 
programme to facilitate this. Further development of this 
approach will no doubt enhance the applicability of the 
AMT/MT technique in very culturally noisy areas. The fact 
that many events have to be analysed, implies a more 
lengthy data acquisition time at a noisy site than at a 
quiet site. 
The results of the data analysis are presented in 
chapter 5. A typical plot of the magnetic and telluric 
polarisation spreads using all the analysed events is shown 
in Fig. 4.6. 
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Demonstration of the qualitative approach for processing 
noisy data:- 
(A) and (B) show plots using different recorded events; 
shows plots resulting from the combination of the 
events used in (A) and (B), while 
shows the plots after applying the qualitative 
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Sample plot of the telluric and magnetic polarisation 
spreads:- 
(A) data band 1 and (B) data band 2; magnetic north, east 
and west are respectively 0, +90 and -90 degrees. 
The numbers, e.g., 1.07, etc., indicate data band 1 and 
sub-frequency 7 whose frequency is 683 Hz. 
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CHAPTER 5 
The VLF/R data together with a qualitative discussion 
are presented in this chapter. The results of the AMT/MT 
data analysis are also presented at each site in terms of 
apparent resistivity and phase plots, the corresponding 
Bostick transform resistivity-depth plots, average predicted 
coherences, number of estimates, skew and azimuth of the 
major impedance plots. The azimuths are with reference to 
magnetic coordinates and 0, 90, -90 degrees denote 
respectively magnetic north, east and west. A discussion 
of 1D layered modelling using a Monte-Carlo algorithm is 
given followed by a discussion of the 2D section obtained 
from a collation of the various 1D models. A comparison 
between the Bostick real resistivity-depth plots and the 
Monte-Carlo layered models shows a very good agreement. 
The computational time for the Bostick plots is less than 
10% of that for the Monte-Carlo models. Thus, the Bostick 
transform is computationally efficient and is hence 
advantageous for incorporation in real-time and routine MT 
analysis as a useful aid to interpretation. 
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5.1 The VLF/R results 
As indicated in section 3.7, at least 10 spot readings of 
the apparent resistivity and phase were taken at each site 
where the VLF/R measurements were made. The minimum 
resistivity and phase readings possible with the VLF/R 
equipment were 5 ohm-m and 0.5 
0 respectively. In Table 
5.1a, the averages of all the readings and their standard 
deviations are shown at each site. 
Since the objective of the VLF/R measurements was to 
provide subsurface resistivity information about the 
uppermost tens of metres and also because of the more 
than one decade frequency gap between 16 kHz and the 
beginning of the AMT data (1 kHz), the VLF/R average data 
were not appended to the respective AMT/MT data at the 
modelling stage. Thus, the VLF/R data were used only 
qualitatively. An average observed VLF/R phase value of 
45±2 degrees was interpreted as indicating a constant 
subsurface resistivity to at least a skin depth and its 
resistivity value was the measured apparent resistivity. 
The values at sites WLA, KE2, CHO and CAM satisfy this 
condition, while those at MUR and BUG only do so 
approximately. A phase value outside the above range 
implied two layers within a skin depth of the subsurface. 
Phase values greater than 
470,  e.g. at SAW, implied the 
bottom layer was the less resistive layer, while phase 
values less than 430  e.g. at WAN, BER and SCR, implied a 
more resistive second layer. These qualitative inferences 
are summarized in Table 5.1b; the skin depths shown are 
obtained by substituting the average apparent resistivity 
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TABLE S. la 
Tabulation of the average VLF/R data 
and their standard deviations 
AVERAGE STANDARD DEVIATION 
SITE RESISTIVITY PHASE RESISTIVITY PHASE 
(ohm-m) (deg.) (ohm-m) (deg.) 
MUR 60 42 10 2 
SAW 110 52 10 1 
BUG 65 49 5 2 
WAN 150 37 20 2 
WLA 380 45 25 1 
BER 1100 31 60 1 
SCR 900 31 85 1 
KE2 210 45 20 1 
CR0 150 47 15 2 
CAM 240 46 15 1 
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TABLE S. lb 
Qualitative inferences from the VLF/R data 
SITE SKIN DEPTH (m) 	INFERENCES 
MUR 31 approximately one layer 
SAW 42 2 layers; resistor overlying a conductor 
BUG 32 approximately one layer 
WAN 49 2 layers; conductor overlying a resistor 
WLA 78 1 	layer 
BER 132 2 layers; conductor overlying a resistor 
SCR 119 2 layers; conductor overlying a resistor 
KE2 57 1 	layer 
CHO 49 1 layer 
CAM 62 1 layer 
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values in Table 5.1a, transmitter frequency (16 kHz) and p 0 
into equation (2.10a). 
The VLF/R data indicate lateral resistivity variation in 
the top few metres of the subsurface under the SUP 
profile, but uniform under the Duns area. 
5.2 Individual site AMT/MT results 
As stated in section 4.1, the Duns sites were projected 
on to the SUP profile to give a single traverse of 20 sites 
running from N400W geographic to S40
0E through a distance 
of 35.3 km. The two remaining sites (WHI, CAI) to the NE 
of the Duns area were too far to be projected on to the 
profile and hence were not modelled; the data recordings 
at these sites were in fact made to demonstrate the AMT 
technique to undergraduate students during their Christmas 
1983 fieldwork exercise. 
Starting from the NW towards SE, the AMT/MT results at 
the various sites are presented (Figs. 5.1a-v) and discussed 
briefly. Sites MUR to BUG are in the Midland Valley, while 
the remaining sites are in the Southern Uplands. From 
surface geology, BUG and WAN are north and south of the 
SUP respectively, while the Dunbar-Gifford fault (DGF) 
passes between SAW and BUG (Fig. 1.1). 
MUR lies within the Carboniferous millstone grit series. 
There was considerable noise problem here owing 
particularly to nearness to a power station and an open 
pit coal mine. Without the qualitative approach developed 
and discussed in section 4.3, it would have been impossible 
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to obtain any AMT results. The apparent resistivity values 
(Fig. 5.1a) increase from between 10 and 100 ohm-rn at the 
short periods to between 100-1000 ohm-rn at the middle 
periods and decrease to less than 100 ohm-rn at the long 
periods. The phase values vary between 25 and 600.  The 
skew values are low (< 0.2) above 1 Hz, but tend to 
increase to about 0.5 at 0.01 Hz. The azimuth of the major 
impedance is on the average 70
&  W of magnetic north. 
SPM, SAW and BUG lie within the Carboniferous limestone 
series. There was a varying degree of noise problem with 
data band 1 and BUG was the worst affected. At these 
sites, the apparent resistivity and phase plots as well as 
their Bostick transform plots (Figs. 5.1b-d) indicate a 
resistivity depth profile of resistor, conductor, resistor 
and finally conductor. At SPM, the apparent resistivity 
values vary between about 30 and 1800 ohm-rn and the 
phase values between about 200  and  600.  At SAW and BUG, 
the apparent resistivity values vary respectively between 
5 and 120 ohm-m; 10 and 200 ohm-m. Their phase values 
0 	 0 vary between 25 and 85 . At all the three sites, the 
skew values are on the average less than 0.3, but at SAW 
and BUG the skews are greater than 0.5 at frequencies 
below 0.4 Hz. The azimuth of the major impedance is on 
the average N70 °E at SW, but there are a few data points 
with average N75 °W. The average azimuth of the major 
impedance is about N45 0W at SAW and about N45 0E at BUG. 
WAN and WLA are situated within the Ordovician Ashgill 
and Caradoc series. There was severe noise problem at 
WAN owing to nearness to a reservoir and electric fencing. 
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The 	AMT/MT 	results 
FIgIJRP 51A-V 
of 	the 	sites. 	Along 	the at 	each 
measuring directions (magnetic N-S 	and 	E-W) 	and 	the 
preferred directions (major and 	minor), 	the 	apparent 
resistivity- and phase-frequency plots 	and 	the 
corresponding 	Bostick resistivity-depth 	plots 	are 	shown. 
Also 	plotted are 	the average predicted 	E 	(+) 	and E 	( x y 
coherences of all the analysed events; number of estimates 
used in the impedance averaging (+ for Z , Z 	and fJ for Z xx 	xy yx 
Z ); skews and the azimuth of the major impedance. 
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The apparent resistivity and phase plots (Figs. 5.1e,f) 
indicate a resistivity depth profile of conductor, resistor 
and then conductor. This resistivity variation with depth 
can be clearly seen on the Bostick plots. At WAN and WLA, 
the apparent resistivity values lie respectively in the 
range 10-1500 and 100-2500 ohm-m, while their respective 
phase values vary between 100  and  850.  The skew values 
are less than 0.3, but tend to be larger ( 0.5) at the long 
period. The azimuth of the major impedance tends to 
increase with increasing period above 2 s, but is on the 
average N42
0E at WAN and N67 0W at WLA. 
BER and SCR lie within the Silurian Birkhill shale. The 
noise problem was considerably more severe at SCR than at 
BER. The apparent resistivity and phase plots (Figs. 5.1g,h) 
indicate the sequence of surface conductor, resistor and 
conductor at depth. At BER and SCR, the apparent 
resistivities are respectively in the range 40-3600 and 
20-1500 ohm-m. Their phase values are in the respective 
range 20 0 - 800  and 250 - 85g. The skew values are 
generally low (< 0.3) and the average azimuth of the major 
impedance is about N60 °W at both sites. 
EVE lies within the Silurian Birkhill shale, while all the 
remaining Duns sites lie within the Devonian Upper Old Red 
Sandstone series. The apparent resistivity and phase plots 
as well as the corresponding Bostick plots (Figs. 5.1i-t) 
show resistivity variation with depth from conductor to 
resistor to conductor for sites EVE, HRI, HUR, BED and HAL 
and from resistor to conductor to resistor to conductor 
for the remaining sites. There was no significant noise 
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problem except at KE2, CHO and LAN, with the latter being 
the worst affected. The data at KE2 were recorded during 
winter when the signal levels were low and thus making 
the noise effect very significant for data band 3. The 
band 2 apparent resistivity data at LAN exhibit a very 
unnatural steep rise that is incompatible with data bands 
1 and 3 (Fig. 5.1 q) and hence have been eliminated at the 
modelling stage. This unnatural steep rise is probably due 
to a local coherent noise, the source of which is unknown. 
At EVE, the apparent resistivity values lie in the range 
130-550 ohm-rn and the phase values between 300  and 50° 
(Fig. 5.1i). The skew values are less than 0.1. The average 
azimuth of the major impedance is N40
0  W. At HRI, the 
apparent resistivity values vary between 90 and 800 ohm-rn 
and the phase values between 20 and 600.  The skews are 
less than 0.2. The average azimuth of the major impedance 
is N70°W (Fig. 5.1j). 
At HUR, BED and HAL respectively the apparent 
resistivity values are in the range 20-1600, 40-1100 and 
80-740 ohm-rn (Figs. 5.1k-m). The phase values are in the 
range 300 - 850 at HtJR and 25° - 700 at BED and HAL. The 
skews are less than 0.1 at the high frequencies, but 
greater at frequencies below 2 Hz (< 0.4). The average 
azimuth of the major impedance is N65 0W at HUR and BED 
and N72°W at HAL, but increases slightly with decreasing 
frequency. 
At KET, HAR and KE2, the ranges of the apparent 
resistivity values are respectively 20-300, 10-130 and 
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RET and KE2 and 200  to 60 at HAR (Figs. 5.1n-p). The skews 
increase with period, but are generally less than 0.2. The 
azimuth of the major impedance increases with period; its 
average value is N64 0  W, N500  and N800  respectively at 
RET, HAR and KE2. 
At LAN and CR0, the apparent resistivity ranges are 
respectively 10-4400 and 25-1600 ohm-m and the respective 
phase ranges are 100  to 65 and 100  to  850  (Figs. 5.1q,r). 
The skews at LAN are about 0.5 in data band 2 and less 
than 0.2 elsewhere, while at CHO they are generally less 
than 0.2, but larger ( 0.4) at the long period. The average 
azimuth of the major impedance at LAN is N45
0W in band 2 
and N55 0E elsewhere. At CHO, the azimuth of the major 
impedance changes rapidly between 1000 and 100 Hz ( N20
0E 
to N70 °W), but varies slowly at the lower frequencies with 
an average value of about N60 0W. 
At GRE and CAM, the respective resistivity ranges are 
70-1000 and 10-1800 ohm-m and the corresponding phase 
ranges are 15 ° to 65° and 150  to 80° (Figs. 5.1s,t). The 
skews increase with period, but generally less than 0.3. 
The azimuth of the major impedance at GRE is approximately 
E-W between 1000 and 100 Hz and N65 0W elsewhere. At 
CAM, the azimuth varies considerably with frequency at the 
high frequencies (>75 Hz), but less rapidly at the low 
frequencies and its average value is about N70
0W. 
CAI lies within the Devonian Lower Old Red Sandstone 
series, while WHI lies within the Silurian Birkhill shale. 
The apparent resistivity plots at both sites and the phase 
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2 and 3. This may be indicative of local coherent noise. 
The apparent resistivity and phase plots indicate a 
near-surface resistor underlain by a conductor, then 
resistor and finally a conductor. This resistivity variation 
with depth can be more clearly seen on the Bostick 
transform plots (Figs. 5.1u,v). The apparent resistivity 
ranges are respectively 10-800 and 30-30000 ohm-rn at CAI 
and WHI, while their phases are in the range 100  to 85 g. 
The skews are less than 0.1 in bands 1 and 2, but larger ( 
0.5) in band 3. It seems that the band 3 data are suspect. 
The azimuth of the major impedance varies considerably 
with frequency. At CAI and WHI respectively, its average 
value is N700W and N700E in band 1, N50°W and N60 °E in 
band 2 and about N25
0
E in band 3 at both sites. 
At most of the sites, the anisotropy is small (1/2 
decade) except at a few sites where it is about 1 decade 
at periods greater than 10 s. Hence, the observed increase 
in skew values at the long period may be indicative of a 
change from an approximately 1D to a 2D structure at 
depth. Thus, from all the MT results, it can be said that 
the gross structural features of SE Scotland are 2D. From 
the apparent resistivity variations in the area, it can be 
seen that anomalously low apparent resistivity values occur 
at two zones; one of these is in the neighbourhood of SAW 
and BUG and the other is at RET, HAR and KE2. It will be 
seen in the 2D section resulting from a collation of the 
individual site 1D models as well as in the final 2D model 
presented later that at these zones the upper/lower 






































































































































































































































































































































































































































































































































































































































































































































































compared with the surrounding. 
5.3 1D modelling 
In any geophysical technique, a necessary step prior to 
interpretation is the determination of the different 
relevant earth parameters through modelling. In the case 
of MT, these parameters are layer resistivity and 
thickness /depth. 
5.3.1 General discussion 
The simplest modelling approach is the curve matching 
technique whereby the MT experimental curves are 
compared with master curves which have been drawn for 
various 1D theoretical earth structures. The experimental 
curves are drawn on the same scale as the master curves. 
When a satisfactory fit is obtained between the 
experimental and the master curves, the parameters of this 
mathematical model are assumed in deriving the real earth 
parameters for the area in question. This type of indirect 
approach may sometimes give ambiguous results. A brief 
discussion of the ambiguities involved in interpretational 
geophysical work has been given by Roy (1962). 
The available published master curves are quite few, e.g., 
two-layer master curves by Cagniard (1953); three-layer 
curves by Yungul (1961); two- and three-layer curves by 
Srivastava (1967). The published master curves are also 
limited in scope and hence a more versatile extension of 
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the curve matching technique is the forward modelling 
technique. In the latter case, an algorithm is used to 
compute different layered models and by trial and error 
adjustment of the model parameters, a satisfactory fit is 
obtained between the calculated model data and the 
measured MT data. The theoretical model parameters are 
then assumed as those of the real earth. 
Modelling techniques which obtain parameters directly 
from the measured MT data are the direct inversion 
techniques. Some approximate direct inversion methods 
have been discussed in section 2.4. Several 1D MT inversion 
schemes have been discussed in the literature, e.g., Weidelt 
(1972), Hermance and Grillot (1974), Summers (1976), Fischer 
et al. (1981) and Hobbs (1982) among others. 
A 1D Monte-Carlo inversion scheme computer programmed 
by Jones (1977) was used by Jones and Hutton (1979b) in 
their MT modelling. In the present study, a modified 
version of this Monte-Carlo inversion scheme has been used 
and is briefly discussed below. 
5.3.2 1D Monte-Carlo inversion 
This is an iterative scheme with the following main 
specifications 
one 	of three types 	of 	data 	is 	specified 	to 	be 
modelled, viz, apparent resistivity only, phase only or both; 
one 	of three acceptance 	criteria is 	applied 	in 
selecting 	the best 	model 	fit, 	i.e., 	number of 	data 	error 
bars 	crossed by 	the model 	curve 	or 	the sum 	squared 
154 
difference between model and real data or the sum squared 
error bar weighted difference; 
the number of layers to be used in the modelling is 
specified; 
one of three possible variations of layer parameters 
is specified, viz, either vary depth only, resistivity only or 
both depth and resistivity and 
for each of the layers, starting model parameters P 
(depth and resistivity) are specified with upper and lower 
bounds (denoted as P 
mm 	 av 	 max 	 av 
, P and P with P as the one 
used in computing the model curve). 
The computer programme does 10 iterations. In the first 
iteration, it computes 
DIF2 = 1og10(P 
max av 
/P ) 	 (5.1a) 
DIF1 = log10(P 
av mm 
/P ) 	 (5.1b) 
It generates 500 random models using the relationship 
= P1O ra 
	
(5.2) 
where i = 1, number of layers; P' is the new parameter 
value and P. its previous value; r is a member of a set of 
random numbers having zero mean and a standard deviation 
of 1; a=DIF2 if r>0 and a=DIFF1 if r<0 (In <1). In the case 
of the depth parameter, any situation where the depth to 
a lower interface is less than that to the interface above 
is rejected. Based on the acceptance criterion, the best 20 
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models are selected and put 	in an order table, with the 
best one at the top. It then finds the mean and standard 
deviation on 	a 	log-scale, the minimum (PMN) and maximum 
(PMX) of each of the parameters of these 20 best models. 





(P /PMX) 	 (5.3a) 
DIFMIN = log 
10 	 mm 
(PMN/P ) 	 (5.3b) 
DIFMAX and DIFMIN are used in altering P 	and P 	to 
Max 	 mlii 
new values. These new values of P 
av max 	 mm 
, P and P . are used 
in starting the second iteration from equation (5.1) above 
and similarly for the remaining iterations. In each 
iteration, the order table is updated so that it always 
contains the best 20 models so far. At the end of the 10 
iterations, the best 20 models give a range of acceptable 
models and hence some indication of the non-uniqueness of 
the technique. 
Another computer programme is then run to plot the 20 
models (layered resistivity-depth profiles), their model 
curves and the modelled (observed) apparent resistivity and 
phase data. It is sometimes necessary to do some forward 
modelling to improve the fit between the models and the 
observed data. 
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5.3.3 Individual station 1D modelling results 
Although the gross structural features of the project 
area can be said to be 21), it is instructive as a prelude 
to 2D modelling to carry out 1D modelling. A 2D section 
derived from a collation of the individual site 1D models 
can then be used as the initial starting 2D model. The 
latter approach is obviously a means of reducing the 
computing cost of 2D modelling because it is generally very 
helpful in getting to a satisfactory model faster. Many 
workers (e.g., Rooney and Hutton, 1977; Jones and Hutton, 
1979b; Beblo and Bjornsson, 1980; Stanley, 1984) have fitted 
1D model curves to E-polarisation or major apparent 
resistivities and phases on the ground that these are less 
distorted by near-surface inhomogeneities than 
H-polarisation or minor data. This is true in many cases, 
especially where the strike direction is clearly undisputed. 
Other workers (e.g., Hutton et al., 1980; Jodicke et al., 
1983) have preferred an average of the data. In the latter 
case no data part is neglected. The two forms of average 
in frequent use are Z 
eff av 
and Z given respectively by 
equations 	(2.23a,c) 	and 	the 	corresponding 	apparent 
resistivities (@ 	
av eff , av 	 eff ,  ) and phases ((p , T ) computed from 
these. Since Z eff  uses all the impedance tensor elements, it 
is more preferable than Zav  which neglects the diagonal 
elements. 
	
For a 1D structure, g 
av 	 e ff 
and g 	are each the same as 
the apparent resistivity of the medium (g 
xy 	 av 
), while p is 
the phase of Z and p 	is twice the phase of Z xy 	 eff 	 xy 
Considering a 2D structure and rotating to the strike and 
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perpendicular directions, Z 
xx yy 
=Z =0 and hence from equation 




• The latter is the geometric mean of 
Z and -z (parallel and perpendicular impedance tensor 
xy 	 yx 
elements respectively), while Z is the arithmetic mean of 
av 
the two impedance elements. On the assumption that 
impedance tensor is lognormally distributed (Bentley, 1973), 
a geometric mean is thus more appropriate than an 
arithmetic mean. For this 2D case, it may be noted that 
the apparent resistivity, g is not a simple linear averageav 
of the parallel and perpendicular apparent resistivities. On 
the other hand, Qff  is the geometric mean of the parallel 
and perpendicular apparent resistivities and can be 
interpreted as average scalar resistivity for the 2D 
structure by analogy with mixtures, where the geometric 
mean gives an accurate estimate of the physical properties 
(Madden, 1976). On account of the invariance of the 
determinant of the impedance tensor [I 
1 
in equation (2.23a)], 
eff 
is always the geometric mean of the parallel and 
perpendicular apparent resistivities, irrespective of the 
orientation of the measuring axes (Ranganayaki, 1984). 
Thus, for a 2D structure, p 
av av 
and .p are inappropriate. 
However, @ 	 and tp 
eff 
 do give correct averages for both 1D 
and 2D resistivity variations, irrespective of the 
orientation of the measuring axes (Ranganayaki, 1984). 
Hence, p 
eff eff av 
and p are better averages to use than p and 
(p. 
av 
In the present project, the major and minor, the E- and 
H-polarisation and the invariant (using Zeff) apparent 
resistivity and phase data have been modelled. In each 
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case, an optimum number of layers was specified, both 
layer resistivity and depth were allowed to vary and the 
number of error bars criterion was used. When necessary, 
some forward modelling was done to improve the fit of the 
best 20 models from the Monte-Carlo inversion. 
In the modelling exercise, it was found that the minor 
data were more difficult to model than the major. In fact 
at some sites, particularly BED, LAN and WAN, it was 
impossible to get a satisfactory model fit to the minor 
data with the inversion scheme. However, the 
H-polarisation data were only slightly more difficult to 
model than the E-polarisation data. The apparent 
difficulty was due to the fact that the minor data were 
considerably more scattered and smaller than the major, 
while the H-polarisation data were only slightly more 
scattered than the E-polarisation data. The above evidence 
thus supports the view that the H-polarisation and minor 
data are more affected by near-surface inhomogeneities 
than E-polarisation and major data. At any of the sites, 
the models resulting from the E-polarisation/major data 
when compared with those from the H-polarisation/minor 
data generally indicated similar structure, i.e., the same 
resistor/ conductor sequence. However, the 
minor/H-polarisation parameter values were generally lower 
than the corresponding major/E-polarisation values. The 
major and E-polarisation parameter values were normally 
very similar and the same can be said of the minor and 
H-polarisation parameter values. In view of the above, the 
author is of the same opinion as workers such as Hutton 
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et al. (1980) and Jodicke et al. (1983) that a kind of 
average data is more preferable. These authors and 
Mbipom and Hutton (1983) have modelled and p 
av 	 av 
resulting from Z . However, for reasons given earlier, 
av 	 eff 
and .p 
eff 	 eff 
data resulting from Z 	are preferable and hence 
have been modelled. 
Although other data were modelled as indicated earlier, 
only the models resulting from the invariant data are 
presented here. Figures 5.2a-j show the 1D layered 
Monte-Carlo models for the individual sites. In each case, 
the model curves and the measured apparent resistivity and 
phase data points with error bars (±1 standard deviation) 
are shown on the left hand graphs, while the right hand 
graphs show the layered models and the resistivity-depth 
data points with error bars (±1 standard deviation) 
resulting from the direct inversion of the apparent 
resistivity and phase data using the Bostick transform. 
These latter resistivity-depth plots will be simply referred 
to as the Bostick plots. A comparison of the Monte-Carlo 
layered models with the Bostick plots is given in section 
5.4. 
5.3.4 Discussion of ID model results 
A simplified 2D section from a collation of the individual 
site 1D models is shown in two parts for clarity - Fig. 
5.3a shows the SUF profile sites and three Duns sites and 
Fig. 5.3b shows all the Duns sites only. A brief discussion 
of this 2D section is given here. A detailed discussion of 
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1D models of the invariant data 
eff' eff 
at the individual 
sites. On the left hand graphs are the model curves and 
the apparent resistivity and phase data points with error 
bars (*1 standard deviation), while the right hand graphs 
show the Monte-Carlo layered resistivity-depth models and 
the Bostick resistivity-depth data points with error bars 
(*1 standard deviation). 
L1 
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the section shown in Fig. 5.3a has been given by Sule and 
Hutton (1984). 
From Figs. 5.3a,b, it can be seen that two conductive 
upper layers (< 100 and 100-500 ohm-m) of varying 
thickness are in evidence. Both layers are interpreted as 
a conductive sedimentary cover. In Fig. 5.3a, the < 100 
ohm-rn upper layer thins rapidly from north to south across 
the SUF with the result that in the Duns area up to just 
beyond BED it does not feature at all (Fig. 5.3b). From the 
neighbourhood of KET onwards the < 100 ohm-rn layer 
underlies the 100-500 ohm-rn upper layer. The sedimentary 
cover is thinnest under BER and SCR and thickens north and 
south of these sites. 
The sedimentary cover is underlain by a resistive layer 
(> 1000 ohm-m), the depth to which is shallowest (< 0.3 km) 
at BER and SCR, but greater than 1 km further north and 
south. Beneath the resistive layer is a significant low 
resistivity layer (< 100 ohm-m) with its upper boundary at 
depths varying from the upper crust to the lower crust. 
This confirms the existence of a lower crustal conductor 
predicted from long period MT studies by Jones and Hutton 
(1979a,b) and Ingham and Hutton (1982a,b). In addition, Figs. 
5.3a,b indicate that this conductor extends into the upper 
crust. It rises nearer the earths surface at two zones - 
in the neighbourhoods of BUG where its depth is shallowest 
(< 4 km) and KET where its depth is less than 11 km. 
Outside these zones, the depth to the conductor deepens as 
one goes farther north and south. It may be noted that 
the second zone does not show up in Fig. 5.3a with only 3 
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A simplified 2D section from a collation of the individual 
site 1D models - 
The SUF profile sites and three Duns sites. DGF and 
SUF are the Dunbar-Gifford Fault and the Southern Uplands 
Fault respectively. 
Note that there is a 2.5 vertical exaggeration. 
All the Duns sites:- the site codes are respectively 
EVE, HRI, HUR, BED, HAL, KET, HAR, KE2, LAN, CHO, GRE and CAM. 






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Duns sites, thus underscoring the importance of close 
station spacings and emphasizing the need for extreme 
caution in extrapolating structures between widely spaced 
stations. 
The 2D section indicates a significant lateral variation 
in the electrical conductivity structure of the area. The 
conductivity structure is more complex north of the SUF 
than south in good agreement with the more complex 
surface geology in the Midland Valley than in the Southern 
Uplands. 
It is pertinent to investigate whether or not a very 
thin and very conductive upper/lower crustal conductor is 
compatible with the measured AMT/MT data. From Jones 
and Hutton (1979a,b) and Ingham and Hutton (1982a,b), there 
is evidence that a resistor (750 and 1250 ohm-rn 
respectively) lies beneath the conductor. In the present 
study, only the band 4 (MT) data can possibly penetrate 
this conductor. Hence, at each site where band 4 data 
were available, the following steps were carried out: (a) 
the model parameters of the layers above the conductor 
were kept fixed; then (b) a resistor (1000 ohm-m) was 
placed beneath the conductor; (c) keeping the conductance 
of the conductor fixed, the resistivity and thickness of the 
latter were varied until it was very thin and very 
conductive and (d) the forward model curves were plotted 
and compared with the measured data. Figure 5.4 shows 
examples of the plots at two of the sites. The results 
from the other sites indicate similar behaviour. Model 1 
(one of the best 20 Monte-Carlo models) at each site 
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Model 	curves 	illustrating 
FIGURE 54 
how 	thin 	and conductive the 
deepest 	crustal conductor can be:- 	model 1 	in each case 
shows this conductor as a half-space for comparison. On 
the left hand graphs, the model curves are plotted on the 
apparent 	resistivity 	and phase 	data 	points, while the 
layered 	models are 	shown 	on the 	right with the 	layer 
resistivities in ohm-rn and depth in m. 
On the apparent resistivity and phase data plots, model 
1 and 2 curves are indistinquishable except very near 0.01 
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shows for comparison the case when the conductor is a 
half-space. It can be clearly seen that a very thin and 
very conductive upper/lower crustal conductor is precluded 
by the AMT/MT data. Model 1 and 2 plots on the apparent 
resistivity and phase data are virtually identical except 
very close to frequency 0.01 Hz, where model curve 2 lies 
slightly below model curve 1. In the absence of (or 
omitting) the AMT data and considering only the MT period 
data used in the present project and including few slightly 
longer period data, i.e., a very narrow band data set 
starting from >4 s, it is possible to get a model consisting 
of a resistive upper crust overlying a thin good conductor 
and a resistive half-space below to fit such a data set. 
Hence, it may be emphasized that extreme caution is 
essential when interpreting a very narrow band data set. 
5.4 Comparison of the Bostick plots with the 
lii) Monte-Carlo layered models 
In Figs. 5.2a-j, the best 20 Monte-Carlo layered 
resistivity-depth models are shown at each of the sites. 
Also plotted on the same graphs are the continuously 
varying resistivity-depth profiles derived from applying the 
Bostick transform to the apparent resistivity and phase 
data. It can be seen that there is generally a very good 
agreement between the Bostick plots and the Monte-Carlo 
1D models. The agreement is better the higher the quality 
of the AMT/MT data. Only minor discrepancies can be 
detected particularly at SAW and BUG. These sites are in 
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the vicinity of faults (Fig. 1.1). 	Thus, even in a very 
complex geological setting and despite the fact that the 
Bostick transform of the data is only an approximate 
direct inversion, satisfactory results are obtained. 
The computational time for the Bostick transform plots 
is less than 10% of that for the Monte-Carlo inversion and 
plots. For any site where the latter are repeated on 
account of a very poor fit to the data as a consequence of 
a poor initial starting model, the above percentage is 
halved. Thus, the Bostick transform is computationally 
efficient and also simple to use. It transforms the 
apparent resistivity and the corresponding phase data to 
real resistivity and depth on a 1 to 1 basis and hence, 
there is no need to repeat the operation. It also shows 
the precise sounding depth attained without any inference. 
It preserves quite clearly the data quality and gives an 
indication of the homogeneity or otherwise of the 
subsurface (see Figs. 5.1a-v). In the latter figures, it can 
be clearly seen that it is more advantageous to present 
MT data in terms of the Bostick resistivity-depth plots 
rather than in terms of the conventional apparent 
resistivity and phase plots. The apparent resistivity and 
phase plots cannot be easily visualized in terms of the 
subsurface structure in any quantitative sense (only 
qualitative deductions are possible), while the Bostick plots 
characterize the subsurface quantitatively. The 
conventional formats are generally understood only by EM 
experts, while the Bostick plots can be readily understood 
by geologists and geophysicists alike. 
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The author is in agreement with Goldberg and Rotstein 
(1982) who have opined that the Bostick form of MT data 
presentation may help familiarize earth scientists with the 
results of MT surveys and this may in consequence help 
overcome the present lack of wide.....pread use of the MT 
method in exploration. The author suggests a collation of 
the Bostick results at the individual sites into a 2D 
section and a simple contouring of this section. This can 
show quite clearly the basic subsurface structure and may 
be equivalent to a time section in seismics. This thus 
enables easy comparison of the MT and seismic results. 
The 2D section can also be used as a basis for forming an 
initial starting model for 2D modelling. 
On account of simplicity, it is desirable and useful to 
incorporate the Bostick transform in real-time MT analysis. 
Infield MT processing with the Bostick plots will enable 
data quality and sounding success to be fully assessed 
before leaving a field site. 
Thus, it can be concluded that it is advantageous to 
incorporate the Bostick transform in real-time and routine 
MT analysis. it can be a useful interpretation tool. The 
resulting models will aid the quick assessment of 
reconnaissance surveys; this is particularly desirable in 




The Habberjam deep resistivity technique (HAB) and the 
AMT/MT technique are compared here. A brief description 
of the HAB technique is given. The 1D models for the Duns 
area obtained from the two techniques are compared. It 
can be seen that there is an excellent general agreement 
in the depth range resolved by HAB. However, the AMT/MT 
technique provides more information at depth as well as a 
clear indication of the lateral variation in the electrical 
conductivity structure within the area. It is demonstrated 
quite clearly that AMT/MT is a more useful rapid coverage 
resistivity mapping technique than HAB and hence more 
suitable for reconnaissance survey. From a detailed 
evaluation of both techniques from the exploration 
viewpoint, it is concluded that AMT/MT is more cost- and 
exploration-effective with a much greater depth and 
lateral resolution. 
6.1 Description of Iiabberjm deep resistivity technique 
The technique will be simply referred to as HAB. A 
detailed description of HAB has been given by Habberjam 
(1979) and Habberjam and Thanassoulas (1979). 
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flAB uses a square array and crossed dipole-dipole arrays. 
The configurations for the square array are shown in Fig. 
6.1a. The additive resistance rule R = R +R holds. The 
centre of the square gives the assignment location (x,y), 
i.e., the sounding centre, while the side a of the square is 
the conventional electrode spacing. The array orientation 0 
is conventionally taken as the direction 1 - 4. Thus, the 
parameters x, y, a and 0 completely specify the square 
array. The a and 13 configurations give rise to similar 
orientations. Hence, in a homogeneous subsurface R = R 
13 
and R = 0. The latter is used as a check on the 
resistance measurements. R and R may be averaged 
together to give the mean resistances which are used in 
an attempt to produce orientationally insensitive earth 
resistance measurements. 
Based on the moving source technique, measurements are 
conducted in a symmetrical fashion about the sounding 
centre in two perpendicular directions (the diagonals of a 
square) up to a maximum spacing of about 5 km (Fig. 6.1b)- 
A square array sounding is initially conducted starting from 
a spacing of 12 rn and expanding the square sides 
incrementally by a factor of 12. Usually, up to a maximum 
of 1024 m spacing, the current AB and potential MN 
electrodes are disposed among the electrode locations 1 to 
4 according to the configurations a, 13 and - (Fig. 6.1a), 
providing resistance measurements R, R 13 and R. 
Beyond 1024 m spacing, collinear dipole-dipole arrays 
sited along the diagonals of the above square are used. 
The transmitting and receiving dipoles are collinear, of 
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The configurations of the square array sounding. 
Extension of the square array sounding using 
dipole-dipole configurations. 
In each case, the position of the sounding centre is 
denoted by +. 
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equal length and symmetrical with respect to the sounding 
centre. Figure 6.1b illustrates this extension, where the 
dots show the electrode locations for successive dipoles. 
On the PQ diagonal, the dots are labelled by the 
dipole-dipole numbers -2, -1, 0, 1, etc. Each pair of 
identical numbers on either side of the sounding centre 
show current or potential electrode locations. The outer 
square corresponds to the maximum square array sounding. 
In order to minimize wire laying and sounding cost, only 
one dipole-dipole array configuration is used in practice as 
shown by the current AB and potential MN electrode 
locations for the dipole-dipole array 2 on the RV diagonal 
(Fig. 6.lb). 
Roxis (1984) has indicated that somewhere between the 
last dipole positions used above, two equatorial 
dipole-dipole measurements are made to close the series of 
collinear dipole-dipole measurements. In one of these 
measurements, the transmitting and receiving dipoles are 
located on either side of and symmetrical with respect to 
the sounding centre and along a direction perpendicular to 
one of the diagonals of the square. The midpoints of these 
dipoles are collinear with the sounding centre. The second 
equatorial dipole-dipole measurement relates to the other 
diagonal of the square. Roxis (1984) has also indicated 
that the exact position and length of the equatorial 
dipoles are not critical, that these additional 
measurements increase the effective sounding depth and 
that all the different measurements can be transformed 
into a single set of square array apparent resistivities in 
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the case of a 1D earth. 	He has shown that this 
transformation is unstable if the equatorial dipole-dipole 
measurements are missing. 
Denoting the measured earth resistance by R in either 
the square or dipole-dipole array configuration, the square 
side by a, the dipole lengths AB=MN by p and the dipole 
separation BN by q, the apparent resistivity for the square 
array and the collinear dipole-dipole configurations are 
respectively 
2iraR/(2 - 12) 	 (6.1) 
a 
= 2rrGR 	 (6.2) 
where G = [q 1 + ( 2p+q) 1 - 2(p+q)1 ]. 
	
The general 
expression for any four electrode configuration is 
= 2rR/(AIvf 1 - AN-1 - BM-1 + BN 1 ) 	 ( 6.3) 
where AB, MN denote respectively the transmitting and 
receiving electrode positions. 
6.2 Comparison of HAB and AMT/MT results 
For some years now, it has been the desire of both the 
Edinburgh and Leeds groups to carry out deep resistivity 
and AMT/MT measurements in the same area and hence 
compare the results and the techniques in detail. Hitherto, 
this has not been possible owing to financial constraints. 
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However, in 1980 Dr. Habberjams group at Leeds carried 
out deep resistivity measurements in the Duns area using 
Habberjams square and dipole-dipole array techniques 
referred to here as HAB for short. The latter was the 
impetus for the AMT/MT measurements in the Duns area 
which were made in 1982 and 1983 as part of the project 
reported here. 
Figure 6.2 shows a map of the Duns area, with the 
geological formation. Also shown on the map are the 
AMT/MT sites with the different recorded data band 
combinations identified by appropriate symbols; the HAB 
measurements have been made along the diagonals of and 
within the square whose centre is near BED (Fig. 6.2). The 
square's diagonals 1 -4 3, and 2 -4 4 will be termed 
directions 1 and 2 respectively. It can be seen that 5 of 
the AMT/MT sites lie within the HAB square. 
The HAB measurements were conducted using the square 
array from spacings of /2 m up to 3818 m, i.e., the square 
array was extended beyond the usual 1024 m maximum 
spacing. Owing to shortage of wire, the maximum spacing 
used was 3818 m instead of 4096 m required by the 12 
incremental expansion sequence. Four dipole-dipole 
measurements were made along each of the directions 1 and 
2 with the current transmitter at the north side in the 
former and east in the latter, i.e., u-configuration only. 
The observed deep resistivity sounding data (resistivities 
and electrode spacings, a) listed in Roxi& thesis (1984) have 
been taken and plotted by the author. Figure 6.3A shows 
the apparent resistivity versus electrode spacing plots for 
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Map of the Duns area showing the geological formation, 
AMT/MT sites and the flAB square labelled 1234. 
The cross-hatched segment on the inset shows the Duns 
area. 
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the two measuring directions. 	The data have been 
converted to the Schiumberger values by replacing the 
square side spacings, a, by the equivalent Schiumberger 
spacings, 1.17a and adopting the square array resistivities 
as the Schiumberger resistivities in accordance with 
Habberjam and Thanassoulas (1979). It can be seen that at 
the large spacings, there is a considerable divergence 
between the square array data in the two orthogonal 
directions and also the dipole-dipole data are inconsistent 
with the square array data (Figs. 6.3A,B). This clearly 
indicates significant lateral variation. Hence, the 
fundamental assumption of the deep resistivity technique of 
a homogeneous 1D structure within a sounding area is 
clearly violated for Schiumberger spacings greater than 424 
m (Fig. 6.3A). Figure 6.3B shows the plot of the linear 
mean of the observed data. 
Tsokas (1980) has presented a series of layered earth 
models to fit the mean observed data. He has tried 11, 6 
and 5 layered models of varying thickness (2-1000 m). 
Three of his models are shown in Fig. 6.4A. Roxis (1984) 
has remodelled the mean observed data omitting the 
dipole-dipole data and has presented a 5 layered model, 
also shown in Fig. 6.4A. The model data values at the 
various electrode spacings listed in the respective 
references have been taken and plotted on the mean 
observed square data by the author. It can be seen that 
Tsokas and Roxis' models are quite similar; they indicate a 
series of moderately conducting layers (90-200 ohm-m) in 
the uppermost 1.2 km (approximately) overlying a resistive 
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1D models of the mean HAB resistivity data for the Duns 
area; the fit of the model curves to the mean observed HAB 
data is shown in the upper figure and the layered models 
(1 to 3, Tsokas (1980) and 4, Roxis (1984)1 are shown at the 
bottom with the layer resistivities in ohm-m and depths in 
m. 
A 2D collation of the individual site 1D AMT/MT models 
for the Duns area; the positions of the sites (EVE, HRI, HUR, 
BED, HAL, KET, HAR, KE2, LAN, Cl-IC, GRE and CAM) are shown 
at the top and the horizontal distance in km at the 
bottom. 
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Figures 5.2i,k-n show the 1D AMT/MT models for the five 
sites which lie within the HAB square (Fig. 6.2). For an 
easy visual overall picture of the AMT/MT result, it is 
better to see a collation of the individual 1D AMT/MT 
models for all the Duns sites in the form of a 2D section 
shown earlier in Fig. 5.3b and reproduced here in Fig. 6.4B. 
An anomalous conductivity region within the uppermost 1.5 
km in the neighbourhood of KET can be clearly seen in Fig. 
6.4B - KET is at the east corner of the HAS square. 
It can be clearly observed that there is a general good 
agreement between the HAB and AMT/MT models within the 
depth range resolvable by HAB (1.2 km). AMT/MT evidently 
provides more information at depth than HAB and it also 
depicts more clearly the lateral variation in the electrical 
conductivity structure of the area. The anomalous 
conductivity zone delineated by the AMT/MT technique can 
account for the increasing anisotropy in the flAB data at 
the large spacings. At the large spacings and with the 
current transmitter at the east end, the current flow is 
concentrated around the anomalous zone. 
6.3 Evaluation of HAB and ANT/MT techniques 
Both techniques are evaluated in detail from the 
exploration viewpoint. AMT/MT uses a naturally occurring 
source which is free and needs no special maintenance, 
while flAB uses an artificial source which costs money and 
needs some maintenance and hence adds to the cost of any 
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survey. However, cost apart, an artificial source can 
sometimes be advantageous because data recording can be 
done at will, while AMT/MT data recording is impossible 
during geomagnetically quiet periods and hence leads to a 
vital loss of exploration crew time. Some assumptions are 
made about the nature of the natural source, while the 
nature of the artificial source is known. It may be noted 
that an artificial source inherently poses some danger to 
people, animals and the environment in the event of any 
mishap. 
The logistics of AMT/MT are relatively simple, while 
those of HAB are quite complicated because of the 
extensive wire laying involved. HAB requires more than one 
day to determine the array centre, mark out on the ground 
the positions for the electrodes and lay the wires. At a 
field site, AMT/MT requires about one hour to set up the 
equipment. Hence, AMT/MT field operations and data 
acquisition are by far more rapid than HABs. Consequently, 
it is very easy to go back to the same site(s) even after a 
year to repeat AMT/MT measurements as was done at some 
of the present project sites, while it is highly 
impracticable to do the same with HAB. 
HAB requires 5 people working morning to evening for 
about 14 days (i.e., about 70 man-days) to survey an area 
about 5 km by 5 km. For the same area, AMT/MT 
measurements at 5 sites will be more than adequate; this 
will particularly be the case if the fundamental assumption 
of HAB of homogeneous earth is satisfied. Our AMT/MT 
equipment requires a maximum of 2 people to set up and 
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operate. For general exploration purposes and under very 
favourable field conditions, i.e., geomagnetically active 
periods and very low level of artificial noise, 1 day per 
site (i.e., a maximum of 10 man-days for the above 5 sites) 
will be sufficient to record enough AMT/MT data (bands 1 
to 4). If the conditions are unfavourable, however, the 
number of man-days may double. It may be noted that if a 
similar sounding depth as HAB is desired, then only data 
bands 1 and 2 need be recorded and this implies less than 
3 hours per site. Thus, AMT/MT requires far less man-days 
than HAB to survey a given area. The VLF/R and AMT/MT 
measurements (including repeat measurements, see table 4.1) 
carried out at 12 sites in the Duns area, extending far 
beyond the HAB square (Fig. 6.2) took 82 man-days. It 
might be noted that the total amount of data recorded 
was far in excess of that in a purely commercial 
exploration venture. Thus, AMT/MT can be more effectively 
used than HAB in a rapid low cost survey of a region to 
map conductivity features and hence locate anomalies. 
For a given sounding area, HAB produces one sounding 
result usually expressed as a Schlumberger apparent 
resistivity curve, while at each site AMT/MT usually 
produces apparent resistivity- and phase-frequency curves. 
A visual observation of these AMT/MT sounding curves can 
easily reveal lateral resistivity variations in the sounding 
area. 
Lateral inhomogeneity is a very significant drawback of 
the HAB technique. Lateral inhomogeneity is clearly the 
reason why HAB data often exhibit wide divergence and 
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discrepancy particularly at the large electrode spacings. 
However, it is easy to make several closely-spaced AMT/MT 
measurements and hence more precise information is 
possible in areas with a significant lateral inhomogeneity. 
The depth of penetration in AMT/MT is much higher than 
that of HAB. Despite all the field efforts put into HAB 
measurements, subsurface resistivity information is 
obtained for less than 1.5 km depth. With less field 
effort, AMT/MT provides subsurface resistivity information 
for depths far in excess of 20 km. In AMT/MT, the depth 
of penetration is limited by the skin effect since the 
source is effectively at infinity, while in HAB the depth of 
penetration is constrained by the transmitter-receiver 
separation. To achieve a comparable AMT/MT depth of 
penetration, HAB will require a very powerful transmitter 
and an electrode spacing in excess of tens of kilometres. 
Such cable lengths are not easy to realize in a 
reconnaissance survey and are in any case very cumbersome 
to carry around. 
From HAB models, it appears that HAB can resolve a 
subsurface layer that is only 2 m thick. Hence, HAB will 
give resistivity values for the very shallow near-surface 
features (100 m depth or less) with a higher precision than 
AMT/MT. However, this AMT/MT deficiency may be overcome 
by supplementing with VLF/R measurements. In areas where 
conductive contact for electric current is not easy, e.g., 
areas covered by sand dunes and sandy soils, ice-covered 
and arid areas, HAB may be inappropriate. 
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Contamination of AMT/MT data by cultural noise, 
particularly coherent artificial signals, may be a significant 
drawback of the technique. When such artificial signals 
are very strong or close to the measuring site, the desired 
natural signals may be completely swamped by noise and 
this makes the recording of good natural signals impossible. 
Under these circumstances of low natural signal level, HAB 
is clearly more appropriate. 
To transport our AMT/MT equipment from one site to 
another requires the use of a Landrover, while HAB 
equipment is carried by people from one point to another 
within the survey area. Hence, under adverse topographic 
conditions and in very remote areas, where access by road 
is difficult, HAB will be more appropriate than AMT/MT. 
With more people involved in HAB measurements and the 
fact that they are virtually milling all over the survey 
area (laying wire, carrying equipment, etc.), there is more 
likelihood of environmental damage than in the case of 
AMT/MT. It may be noted that any possible environmental 
damage caused by electrical method is by far less than 
that by seismics. 
Since the level and sophistication of computer data 
processing and modelling are quite varied, it is not easy to 
compare the two techniques from this standpoint and hence 
no attempt has been made here to do so. 
Thus, from all of the above, it can be easily seen that 
from the exploration viewpoint where cost- and 
exploration-effectiveness coupled with simple field logistics 
are highly desirable, AMT/MT has advantages over HAB. 
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CHAPTER 7 
The computer programme for the modified finite 
difference method of Brewitt-Taylor and Weaver (1976) 
written by Brewitt-Taylor and Johns (1980) has been used 
in the numerical 2D modelling of the AMT/MT data carried 
out in the present study. The Duns sites have been 
projected on to the SUF profile to give a single traverse 
of 20 sites extending from N40 °W (geographic) to S40°E 
through a distance of 35.3 km. The data at all the sites 
have been rotated to a fixed azimuth of N50 0E. The latter 
implies N570E (geomagnetic) assuming a magnetic declination 
of 7 0  W of geographic north. Thus, the E-polarisation 
direction is parallel to the SUF and H-polarisation 
perpendicular to it. A brief description of the modelling 
programme is presented followed by a discussion of the 
modelling strategy adopted in this study. The result of 
the modelling is presented in the form of a 2D 
geoelectrical model for SE Scotland. The fit of the model 
curves to the observed E- and H-polarisation data at each 
site is also presented. 
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7.1 The numerical modelling programme 
The modelling programme is based on the modified finite 
difference technique of computing numerical solutions to 2D 
induction problems by Brewitt-Taylor and Weaver (1976). 
The diakoptic computer programme for this technique has 
been written by Brewitt-Taylor and Johns (1980). The 
non-diakoptic option of this programme has been used in 
the 2D modelling carried out in the present study. The 
theoretical basis of the programme is outlined below. 
A right-handed Cartesian coordinate system x, y,  z with 
the +z-axis vertically downwards from the earths surface 
is assumed. The unit vector along the x-axis is x. For 
the 2D structure, an invariance with x is assumed. For the 
E-polarisation case (B = Ex), equation (2.19a) reduces to 
32 E/ay2 + 32E/az 2 = iwp0aE 	 (7.1) 
In the case of the H-polarisation (j = Hç), equation (2.19b) 
becomes 
o(3 2H/y 2 + a 2H/az 2) = iwp0 a2 ll + ( o/3y)(aH/y) 
+ (3o/z)(3H/z) 	(7.2) 
Three boundary conditions are common to both E- and 
H-polarisation cases, viz, 
(a) A basic assumption is made that a is only a function 
of z as I y  I -4co, i.e., at large horizontal distances, the 
induction problem becomes 1D. 
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By virtue of (a), the total magnetic field above the 
earth is horizontal, uniform and independent of the 
subsurface conductivity distribution (e.g. Jones and Price, 
1970). Hence, assuming the same inducing field everywhere, 
the magnetic field H tends to a constant value H as 
I y I ---)  
At large depths, the fields are zero, i.e., H-30, E-40 
as z-4co. 
For the E-polarisation case, two additional boundary 
conditions are applicable, viz, 
Within the earth (z>0), the electric field E tends to 
E and g (=p 0wo) tends to g as y4±ao so that from equation 
(7.1) 
±± 
= ig E 	 (7.3) 
subject to the conditions that E*_40  as z--->m and from 
equation (2.20a) 
(aE/az) 0 = - iwp 0H 	 (7.4) 
At large distances (y2+z2)hI'2  in the region z<0, the 
electric field approximately satisfies 
E 	E' - iwp0flz + (E/Tr)arctan(y/IzI) 	 (7.5) 
where E" = 0.5(E+E) ' and E = (E"-E - ) 
z0 	 z0 
Apart from the boundary conditions (a) to (c), the 
additional boundary condition for the H-polarisation case is 
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that within the earth, H-4H as I I —ca so that from 
equation (7.2) 
±2± p 	H /z2 = iH-(3p/3z)(aH/az) 	 (7.6) 
subject to (Hi)
z=O 	c 
= H with p=i/g=i/(p0 WO) 
In addition to all the above boundary conditions, the 
tangential components of the fields (E and H) as well as 
the normal component of H are continuous across 
conductivity boundaries. 
The yz-plane is covered by a mesh of M y-grid vertical 
lines and N z-grid horizontal lines with the intersection of 
the grid lines forming the nodes. The 9 z-grid line 
corresponds to the earths surface with z=O, i.e., z=O for 
q=9. The plane y=O passes through the centre of the 
conductivity model. Thus, the left- and right-hand 
boundaries and the top and bottom boundaries are 
respectively y=y1, 
Y=YM'  z=z1 and ZZ.  The bottom boundary 
is assumed to lie above a superconducting half-space. The 
variable node spacings are given by 
h 
m = y m+1 -y m 	 n 
and k = z n+1- z n 	 (7.7a) 
where 1 ( m M-i and 1 4n 4N-1 
The region z<O is free space with a=O, i.e., 
g 
m, n 
= 0 (1nq) 
	
(7.7b) 
Elsewhere, the conductivity values are specified at the 
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centres of the rectangular elements of the mesh so that 
CF 	 is the conductivity at the point y=y +h /2, 
m+1/2,n+1/2 	 rn 	m 
z=z +k /2 (1mM-1, qnN-1) and a smooth conductivity 
n 	n 
variation between the neighbouring values. 
Using the central difference formulae, the finite 
difference representation of equation (7.3), i.e., 
E-polarisation, at the extreme left and right edges of the 
model (a,n) where a=1,M respectively is 
E 
a • n-i 
k (k +k n-i 	n 	n-i 
E 	 E 
a, n+1 	- 	a,n 
k(k+k ) 	k  n n n-i n n-i 
= ig E /2 a,n a.n 
where q4 n4 N-i and 
g = g 	= (kn-lga,n-1/2+ kg112)/(k+k1) 
(7.8) 
(7.9) 
The node (a,n) can be regarded as lying on a sharp 
boundary between the regions z n-i 	n 	n 	n+1
<z<z and z <z<z 	of 
constant conductivity a 
a,n-1/2 a,n+112 
and a respectively and it 
can be directly shown that the same finite difference 
equation (7.8) holds. This result is generalized to 2D 
E-polarisation case by weighting the conductivity in a 
similar way to equation (7.9) in both the y- and 
z-directions. Thus, at nodes (m,n), 
g 
U m,n + U m,n-1 + U m-1,n + U11 	 (7.10) = __________________ 
rn•n 	 (h +h i  )(k +k n-i ) m 	rn- 	n  
where 	= h k g rn,n in n rn+1/2.n+1/2 
24mM-1 and qnN-i 
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A similar procedure starting with equation (7.6) leads to 
a generalized 2D H-polarisation result. Thus, at nodes (m,n) 




rn,n-1 	rn-i.n 	rn-1,n-1 
(h -4-h )(k +k 
rn 	rn-i 	n 	n-i 
(7.11) 
where 	=hkp 
rnn rn n rn+112,n+112 




rn rn-i 	n n-i 
+h )(k +k 	)1- 
1 
	
{(R+R 	)/h - (R 	+R 	)/h ) 	(7.12) 
rn,n 	m.n-i 	rn 	m-i,n 	m-1.n-1 	rn-i 
(ap/az) = 2{(h +h )(k +k 
rn,n 	 rn 	rn-i 	n 	n-i 
{(R+R )/k - (R 	+R 	)/k } 	(7.13) 
rnn 	rn-i,n 	n 	rn,n-i 	rn-i,n--i 	n-i 
Equations (7.12) and (7.13) simply express the slopes as the 
linear gradient between the appropriate weighted average 
values of p. 
To solve the H-polarisation problems, it is essential to 
assign conductivities to the nodes (m,q) and (m,N) [ imM  ], 
treating the surfaces of the earth and the superconductor 
as sharp boundaries with nodes on their inside faces 
adjoining the region O<z<zN. It is also assumed that these 
assigned conductivity values do not vary with z from 
depths k 
q N- 
/ 2 up to the earths surface and z k N-i  /2 down to 
the surface of the superconductor, i.e., 
(()a/ oz) 	= 0 = (ac/az) 
rn,q 	 rn,N 
(7.14) 
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(a) E-polarisation finite difference equations 
The boundary values at the edges of the grid mesh [ 
y-y1 	and y=y1, 	O<Z<ZN ] are obtained by solving numerically 
equation (7.8) 	subject to the boundary condition, 	equation 
(7.4), 	in finite difference 	form. 	At 	all the interior nodes 
of 	the mesh, 	the finite 	difference representation 	of 
equation (7.1) 	is 
2k (h +h 	){E + E 	h /h n m 	rn-i rn+i,n m-1,n 	rn 	rn-i 
+ 2h (k +k 
rn 	n 	n-1 )-1 + E 	k /k rnn-1 	a 	n-i i 	m,n+i 
= [2k /h + 2h /k 	+ ih k g ]E 	 (7.15) 
n 	rn-i rn 	n-i 	 m 	a m,n 	M. n 
where g 	is given by equations (7.7b) and (7.10); 2m4M-1 
rn,n 
and 2nN-1. 
The magnetic field components can be obtained from E by 
making use of equation (2.20a). These are computed at 
points (m+1/2,n+1/2) where the conductivity values are 
specified, with 1mM-1 and 1nN-1. Thus, 
(H 
y rn+1/2,n+1/2 ) 	 = (E m+i,n 	rn,n- +E E rn+1,n+i -E  rn n+i )/(2IWP0kn) 	(7.16) 
(H ) 	 = (E 	+E 	-E 	-E )/(2WIiohrn) 	(7.17) z m+1/2,n+i/2 	rn+i,n+i 	m+1, n-  rn,n+1 	rn,n 
At the earths surface, H and H are given by 
(H ) 	= (E 	- E )/ (iwp h ) 	 (7.18) z m+i/2,q 	rni.q 	rn.q 	0 rn 
(H ) 	= ik k {wp (k +k )Y(E 	/k 2 y rn,q q q-1 	0 q 	q-i 	mq+i 	q 
- Ern,q_i /kq _ 1 2 [kq 2 kq_ 1 2+i q112I2]E q} 	(7.19) 
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where 1 4 m 4 M-1 and q=9. 
(b) H-polarisation finite difference equation 
At the earth's surface and everywhere above, H is a 





The finite difference representation of equation (7.2) at 
the interior nodes of the mesh within the earth (2mM-1, 
q+1nN-1) is 
H 
m+i,n (p m,n + 	
){h (h +h 
mn 	m rn rn-i
)} 	m-1,n rn,n 
-1 + H 	(p 	+6 	) 
min 
{h (h +h 
)}1  + H 	(p +ct ){k (k 




+ H 	(p +q ){k (k +k )} 
rn,n-i 	rn,n 	m,n 	n-i 	n 	n-i 
= H [(-s' +6 )/(h h ) + (cx +q )/(k k ) + i] 	(7.21) 
m,n 	rn,n 	m,n 	rn rn-i 	rn,n 	m,n 	n n-i 
where -y 	p 	+h = rn,n 	rn-im , nm,n 
6 	=rn,n Min 




p 	+ k 1 (8p/)z) 
min 
=p 	- k(p/az) rn,n 	rnn 	fl 	 rn,n 
Although the normal component of the electric field 
varies rapidly but continuously in a smooth transition zone, 
it is however discontinuous at a plane boundary between 
two regions of different conductivity. Hence, a central 
difference formulation of the magnetic field derivatives in 
equation (2.20b) will yield a consistent sort of average 
electric field, but whose value is very sensitive to changes 
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in position. For this reason, the electric field is computed 
at points (m+1/2,n+1/2) away from possible sharp 
conductivity variations. Hence, from equation (2.20b) 
H 	4-H 	-H 	-H 
m,n 	
(7.22) 
m+1,n+1 	m, n+1 	m+1,n 
(E ) 
1/2,n+1/2 
= __________________________________ Y m+ 2k a 
n m+1/2,n+1/2 
H 	4-H -H 	-H 
m,n+1 	m,n 	rn+1,n*1 	m+1,n 	
(7.23) (E ) 1/2,n+112 = __________________________________ 
Z m+ 2h a 
m m+1/2,n+1/2 
with 1 	m ( M-1 and 1 4 n 4 N-i 
On the earth's surface, the horizontal electric field is 
obtained by expanding H in a Taylor's series downwards 
from the points (m,q) and on substituting for 3H/az from 
equation (220b) and a 2H/z 2 from equation (7.2) and after 
making use of equations (7.14) and (7.20), this gives 
(E ) 	= (k a ) -
1 
 (H-H ) - iwp k H /2 	 (7.24) 
y m,q 	q mq 	m, q+1 	C 	 0 q c 
It may be noted that in the H-polarisation case, the 
z-grids above the earth's surface are redundant and hence 
if only this polarisation is of interest, then the upper 
boundary of the numerical grid can be placed at the earth's 
surface, i.e., q=1. 
The computer modelling programme implemented the 
theory outlined above and the actual running of the 
programme consisted of detaching an "obey" file for both E-
and H-polarisation cases at each of the desired frequencies. 
After running all the "obey" jobs for the frequencies, 
another "obey" file was run to compute the model curves 
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and plot these on the measured E- and fi-polarisation 
apparent resistivity and phase data at each site. After 
making model parameter changes in the " obey " files, the 
whole process was repeated. 
7.2 The numerical modelling strategy 
A simplified 2D section resulting from a collation of the 
individual site 1D models was shown in two parts in Figs. 
5.3a,b. The 2D section in Fig. 5.3a was used as the basis of 
a starting model for the 2D numerical modelling of the 
measured AMT/MT data. The structures under the extreme 
end sites (MUR and GRE) were uniformly extended several 
kilometres to the left and right respectively. It was 
desirable to minimize the computing time and cost. The 
latter depended on the numerical grid size as well as the 
number of frequencies for which the computer programmes 
were run. Hence, only 11 sites (all the SUF profile sites 
and three Duns sites) were considered initially and a y-grid 
size of 50 and z-grid size of 54 were used. E- and 
H-polarisation cases were also considered initially only at 
£ frequencies (1000, 100, 10, 1, 0.1 and 0.01 Hz). The C.P.U. 
time for running both polarisations at one frequency with 
the above grid mesh size was 265 seconds. 
The series of y- and z-grid planes with the x-axis as 
the strike direction divided the extended model area into 
elementary rectangular cuboids. The relative permittivity 
and permeability (=1 each) and the conductivity of the 
cuboids were specified. The plane z0 (the ninth z-grid) 
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was the earths surface and the z-grids spanned -400 to 
300 km. The plane y=O was along the SUF with the y-grids 
spanning -100 to 100 km. The grid spacings were uneven 
and more closely spaced near conductivity boundaries. 
The model adjustment was first concentrated on the 
uppermost 1 km so that one or two horiiontal boundaries 
were initially considered under each site and the 
boundaries and depths were subsequently increased 
downwards. In other words, the complexity of the model 
was gradually increased. This strategy is equivalent to 
fitting the AMT/MT E- and H-polarisation data from the 
high frequency end towards the long period end. Several 
different model parameter changes were made in a trial 
and error fashion. For each model, the finite difference 
modelling programme was run for both E- and 
H-polarisation cases for the above six frequencies. To 
facilitate an easy visual comparison of the model and 
measured data, a computer programme was written by the 
author to plot at each site on an A4-size sheet the E- and 
H-polarisation data (apparent resistivity and phase) side by 
side and the corresponding model response curves on top. 
After a visual observation of all the plots along the 
profile, the model parameters were altered and the whole 
process was repeated. After a reasonable degree of fit to 
the data was obtained, two additional frequencies (300 and 
0.32 Hz) were added to the initial six. Once a satisfactory 
degree of fit (i.e., the model curves lay within a smooth 
envelope of the error bars of the field data) was obtained 
after trying several models, the remaining Duns sites were 
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included, the y- and z-grid sizes were increased to 67 and 
65 respectively and three more frequencies (25, 3.85 and 
0.04 Hz) were considered. The C.P.U. time for running both 
polarisations at each of the 11 frequencies and using this 
67 by 65 grid mesh size was 930 seconds. The computer 
programmes were run several times for different models 
until a satisfactory fit to the E- and H-polarisation data 
at all the sites was obtained. The listing of the initial 
and final grids used in the modelling is shown in Table 7.1. 
The relative magnitudes of the E- and H-polarisation 
apparent resistivities and the divergence between them as 
well as the varying shape of the phase curves were used 
as guides in effecting the model parameter changes. The 
remarkable feature of the H-polarisation apparent 
resistivity decreasing sharply as an interface is approached 
from the more conducting side was found very useful in 
changing both the lateral positions of interfaces as well 
as the resistivity contrast across them. For the 
uppermost 100 m of the subsurface, the qualitative 
inferences (Table 5.1b) from the VLF/R data were made use 
rOTO 
Increasing the thickness of a near-surface conductor 
generally lowered the E- and H-polarisation apparent 
resistivity curves, but the latter was lowered more 
appreciably; the phase curves were raised. A similar effect 
resulted if the conductivity was increased. Conversely, 
decreasing the thickness or the conductivity raised the 
apparent resistivity curves and lowered the phase curves; 
the long period end of the phase curves were much less 
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TABLE 7.1 
Initial and final grid sizes used in the 2D modelling 
(a) Initial grid size used 
Number of y-grids=50 and z-grids=54 
Y-grid values in km 
No. Value No. Value No. Value No. Value 
1 -100.00 11 -29.90 21 -3.90 31 5.70 
2 -80.00 12 -25.00 22 -3.40 32 8.30 
3 -60.00 13 -20.10 23 -2.90 33 10.90 
4 -50.00 14 -18.10 24 -2.20 34 12.70 
5 -45.00 15 -16.10 25 -1.50 35 14.50 
6 -40.00 16 -13.50 26 -0.70 36 16.60 
7 -37.00 17 -11.00 27 0.00 37 18.70 
8 -35.00 18 -8.80 28 0.70 38 20.90 
9 -33.90 19 -6.70 29 1.40 39 21.50 












Z-grid values in km 
1 -400.00 12 
2 -300.00 13 
3 -200.00 14 
4 -100.00 15 
5 -50.00 16 
6 -25.00 17 
7 -5.00 18 
8 -1.00 19 
9 0.00 20 
10 0.05 21 
11 0.10 22 
0.15 23 0.80 34 2.60 
0.20 24 1.00 35 2.80 
0.25 25 1.20 36 3.00 
0.30 26 1.40 37 3.20 
0.35 27 1.50 38 3.80 
0.40 28 1.60 39 4.50 
0.50 29 1.80 40 4.80 
0.55 30 2.00 41 5.00 
0.60 31 2.20 42 5.20 
0.65 32 2.40 43 8.00 












TABLE 7.1 (continued) 
(b) Final grid size used 
Number of y-grids=67 and z-grids=65 
Y-grid values in km 
No. Value No. Value No. Value No. Value 
1 -100.00 15 -16.10 29 1.40 43 21.10 
2 -80.00 16 -13.50 30 3.50 44 21.60 
3 -60.00 17 -11.00 31 5.70 45 22.10 
4 -50.00 18 -8.80 32 8.30 46 22.30 
5 -45.00 19 -6.70 33 10.90 47 22.60 
6 -40.00 20 -5.30 34 12.70 48 22.65 
7 -37.00 21 -3.90 35 14.50 49 22.70 
8 -35.00 22 -3.40 36 16.60 50 22.75 
9 -33.90 23 -2.90 37 18.50 51 22.80 
10 -31.90 24 -2.20 38 19.30 52 22.90 
11 -29.90 25 -1.50 39 20.00 53 23.00 
12 -25.00 26 -0.70 40 20.50 54 23.20 
13 -20.10 27 0.00 41 20.90 55 23.50 













Z-grid values in km 
1 -400.00 14 
2 -300.00 15 
3 -200.00 16 
4 -100.00 17 
5 -50.00 18 
6 -25.00 19 
7 -5.00 20 
8 -1.00 21 
9 0.00 22 
10 0.05 23 
11 0.10 24 
12 0.15 25 
13 0.20 26 
0.25 27 1.50 40 4.80 53 40.00 
0.30 28 1.60 41 5.00 54 45.00 
0.35 29 1.80 42 5.20 55 50.00 
0.40 30 2.00 43 8.00 56 60.00 
0.50 31 2.20 44 10.00 57 70.00 
0.55 32 2.40 45 12.00 58 80.00 
0.60 33 2.50 46 13.00 59 90.00 
0.65 34 2.60 47 15.00 60 100.00 
0.70 35 2.80 48 18.00 61 120.00 
0.80 36 3.00 49 20.00 62 150.00 
1.00 37 3.20 50 25.00 63 180.00 
1.20 38 3.80 51 30.00 64 200.00 
1.40 39 4.50 52 35.00 65 300.00 
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affected than the short period end. On the other hand, if 
the conductor was deeper then the high frequency portion 
of the curves were unaffected. Increasing the thickness or 
resistivity of a surface resistor generally moved both 
apparent resistivity and phase curves up. The shape of the 
phase curves varied with both the layer resistivity 
contrasts and the layer thicknesses. 
7.3 20 geoelectrical modelling results 
Following the numerical 2D modelling procedure outlined 
above, the resulting final 2D geoelectrical model for the 
project area is shown in Fig. 7.1 using the y- and z-grid 
numbers along the horizontal and vertical axes respectively. 
The site locations are indicated by vertical bars at the 
top of the graph; the site names are listed in order in 
Table 4.1. The fault positions (DGF and SUP) are also shown 
on the graph. Boundaries with insignificant resistivity 
contrast across them are shown by dotted lines. The 
actual grid values (final) in km are shown in Table 7.1. The 
fit of the model curves to the observed E- and 
H-polarisation apparent resistivity and phase data at each 
of the sites is shown in Figs. 7.2a-j. 
The features depicted by the 2D model are as follows: 
(a) The uppermost 2 km of the subsurface under sites 
starting from WAN and northwards, i.e., mainly in the 
Midland Valley are more complex (more resistivity 
boundaries) than in the Southern Uplands. Thus, there is a 
significant lateral conductivity variation across the project 
215 
2D geoelectrical model in terms of grid scale - the grid 
values are listed in Table 7.1. The block resistivities are 
in ohm-rn and the boundaries with insignificant resistivity 
contrast across them are indicated by dotted lines. 
DGF and SUF are the Dunbar-Gifford and the Southern 
Uplands Faults respectively. 
The site locations are indicated by vertical bars at the 
top of the graph - the site names are listed in order in 
Table 4.1; the site codes are respectively MUR, SPM, SAW, 
BUG, WAN, WLA, BER, SCR, EVE, HRI, HUR, BED, HAL, KET, HAR, 
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area. 
The model indicates a 50 m thick layer 1 with 
resistivity <100 ohm-rn under MUR to BUG and 150 ohm-rn 
under WAN. This is compatible with the VLF/R data. At 
MUR, this layer is underlain by a good conductor (15 ohm-m) 
extending to a depth of 150 m and below this is a 
moderately conducting layer (300 ohm-m) extending to a 
depth of 800 m. At SPM, layer 1 is underlain by three 
layers; a moderately conducting layer (300 ohm-m) to a 
depth of 300 m, a good conductor (25 ohm-m) to a depth of 
550 m and a moderately conducting layer (400 ohm-m) to a 
depth of 1.5 km. At SAW and BUG, layer 1 is underlain by 
two layers; a good conductor (25 ohm-m) to 650 and 300m 
depths respectively and a moderately conducting layer (400 
ohm-m) to 1.5 and 1 km respectively. At WAN, layer 1 is 
underlain by a moderately conducting layer (350 ohm-m) to 
a depth of 1 km. 
Sites WLA and BER are moderately conducting (350 
ohm-m) for the uppermost 600 and 200 m respectively. 
Sites SCR and EVE are moderately conducting (400 and 240 
ohm-m) to depths of 200 and 600 rn respectively. HRI, HUR 
and BED are all moderately conducting (150-250 ohm-m) from 
the surface to a depth of 1.5 km. From HAL to CAM, two 
layers exist in the uppermost 1 or 1.5 km. At HAL, there 
is a 100 m upper layer with resistivity < 100 ohm-rn 
overlying a moderately conducting layer (300 ohm-m) which 
extends to a depth of 1 km. From KET to CAM a 
moderately conducting layer (200-300 ohm-m) of thickness 
100-300 rn overlies a good conductor (< 100 ohm-m) whose 
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2D model curve fit to the observed E- and H-polarisation 
data at the individual sites. 
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base is between 1 and 1.5 km). Both layers are thickest 
under CHO. All the above moderately conducting layers and 
the good conductors together form basin-like structures 
north of BER and south of SCR. 
A resistive layer (> 1000 ohm-m) underlies all of the 
above. This layer is thinnest (< 3 km) in the neighbourhood 
of SAW and BUG and it is almost outcropping at the surface 
at sites BER and SCR. It is about 9 km thick under MUR at 
the northwest end of the profile and about 17 km thick 
under CAM at the southeast end.' 
A good conductor of resistivity less than 100 ohm-rn 
underlies the resistive layer. The depth to this conductor 
is 10 km under MUR and 5PM, about 4 km under SAW and 
BUG, 8 km under WAN, WLA, BER and SCR, 15 km under EVE, 
20 km under HRI and HUR, 15 km under BED and HAL, 10 km 
under KET, HAR, KE2 and LAN, 25 km under CHO and 18 km 
under GRE and CAM. Thus, the conductor rises nearer to 
the earths surface in the neighbourhood of SAW and BUG 
and also in the locations of KET, HAR, KE2 and LAN, while 
north and south of these zones, it deepens. The conductor 
is much nearer the surface in the neighbourhood of SAW 
and BUG than in the second zone. As pointed out earlier, 
the measured apparent resistivity values in these two 
zones are anomalously low by comparison with other sites. 
Beneath the conductor is a resistive layer of 
resistivity 1000 ohm-m. The depth variation to this layer 
is very similar to that to the overlying conductor. This 
resistive layer is not actually penetrated by the longest 
period used in this project, i.e., the period is not long 
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enough to resolve the thickness and resistivity of this 
layer. Hence, the depth to it indicated by the 2D model 
(Fig. 7.1) is the minimum possible value. Removing this 
layer and hence assuming the overlying conductor to be a 
half-space, gives a poorer fit than shown in Figs. 7.2a-j 
only to the few long period (T>40 s) E- and H-polarisation 
apparent resistivity and phase data. The presence of this 
resistive layer is clearly manifested by the previous longer 
period MT studies in the region (Jones, 1977 and Ingham, 
1981) and the 1000 ohm-m used and kept fixed in the 
present model is in fact the linear average of the values 
obtained by these authors. 
Considering the plots shown in Figs. 7.2a-j, it can be 
clearly seen that the overall fit of the model curves to 
the measured E- and H-polarisation apparent resistivity and 
phase data is generally very good. The only obvious 
exception is site SAW. Despite the fact that several 
different parameter values under the site have been tried, 
none of these has produced a good fit to both polarisation 
data simultaneously. It has been found that a very good 
fit is possible for either, but very poor fit for the other. 
The parameter values producing a good fit to the 
E-polarisation apparent resistivity data, give rise to an 
H-polarisation model curve that is much lower than the 
measured apparent resistivity data. On the other hand, the 
parameters producing a good fit to the H-polarisation 
apparent resistivity data, give rise to an E-polarisation 
model curve that is much higher than the corresponding 
measured apparent resistivity data. It may be noted that 
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the average of the model curves shown in Fig. 7.2b is a 
good fit to the average of the E- and H-polarisation 
measured data. The difficulty of getting a good fit to 
both polarisation data simultaneously may be overcome by 
rotating the impedance tensors to a much different angle 
from that used at the other sites. There is no obvious 
convincing evidence to support such a change in the angle 
of rotation. It is however possible that this apparent 
inconsistency between the E- and H-polarisation data may 
be due to the effect of noise in the data, but the exact 
noise source is unknown. Enquiries from the farmer on 
whose farm the site is situated and from others in the 
area in early 1985 have indicated that the site was a 
previous rubbish dump for the village. The presence of 
ferrous scrap visible at the surface may well extend to 
depth and hence, may grossly distort the magnetic field. 
Splitting the uppermost 50 m under sites BER and SCR 
into a conductor ( 100 ohm-m) underlain by a resistor (> 
1000 ohm-m) will produce a better fit to the observed high 
frequency data, particularly the E-polarisation apparent 
resistivity and the H-polarisation phase data. This will 
necessitate finer grids with spacing less than 50 m near 
the earths surface. This is not considered pertinent until 
high quality data of frequencies greater than 600 Hz are 
available. Similarly, putting a conductor ( 100 ohm-m) in 
the uppermost 50 m under HUR gives an improved fit to the 
high frequency E-polarisation phase and if thinner than 50 
m, the fit will improve further. A much improved fit to 
the E-polarisation long period band 4 data is obtained at 
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HUR by making the whole crust and upper mantle under it 
resistive, but this leads to poorer fits to the 
H-polarisation data at the neighbouring sites north and 
south. Hence, an entirely resistive crust and upper mantle 
under HUR does not seem plausible. Similarly under CHO, 
making the base of the resistor deeper and hence the 
conductor thinner improves the fit to the long period data, 
particularly the E-polarisation data. 
From the trial and error approach discussed earlier, the 
model parameters (layer resistivities and depths to the 
interfaces) at each of the sites have been varied and from 
these, the possible ranges of these parameters are shown 
in Table 7.2. The parameters (RHO denotes layer resistivity 
and DEP the depth to an interface) at each site are 
numbered starting from the top surface. There are more 
parameters for the sites in the Midland Valley than in the 
Southern Uplands and any inapplicable parameters at any 
site are left blank. For site SPM, the uppermost layer 1 
of resistivity 40-80 ohm-rn and thickness 450 m has been 
omitted in Table 7.2 to enable the convenient layout of the 
table and hence the listed parameter numbering actually 
starts from layer 2 downwards. As explained earlier, the 
depth values to the deepest resistor indicated in the table 
are only the lower bounds, while the resistivity value has 
been kept fixed. An acceptable fit here implies that the 
model curves lie within a smooth envelope of the error 
bars of the E- and H-polarisation data. The parameter 
ranges shown in Table 7.2 are the extreme values such that 
the model curves for any given site just fit one of the 
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TABLE 7.2 
Bounds of 2D model parameters 
SITES RHO 1 DEP 1 RHO 2 DEP 2 RHO 3 DEP 3 RHO 4 DEP 4 RHO 5 DEP 5 	RHO 6 
(ohm-m) (km) (ohm-m) (km) (ohm-m) (km) (ohm-m) (km) (ohm-M) (km) 	(ohm-m) 
MUR 40 - 80 0.05-0.10 5 	- 	25 0.10-0.20 200 - 500 0.60-1.20 1.0k-4.0k 8 - 	12 20 - 	60 37 5-0 1.0k 
SPM 200 - 400 0.10-0.40 15 	- 	30 0.50-0.70 300 - 500 1.00-2.00 2.0k-5.Ok 8 - 	12 20 - 60 > 	50 	1.0k 
SAW 10 	- 	80 < 	0.05 5 	- 50 0.50-0.80 100 - 400 1.00-2.00 1.0k-2.0k 2.6 - 5.0 20 - 70 > 	40 1.0k 
BUG 40 - 80 0.05-0.10 10 	- 	40 0.10-0.40 200 - 400 0.50-1.50 1.0k-3.0k 2.6 - 5.0 40 	- 100 > 	40 	1.0k 
WAN 80 - 200 < 	0.05 300 - 400 0.60-1.20 1.0k-4.0k 5.2 - 12 30 - 80 > 50 1.0k 
WLA 300 - 400 0.40-0.80 2.0k-4.Ok 5.2 - 	10 80 - 150 > 50 1.0k 
BER 200 - 450 0.10-0.40 1.0k-3.0k 8 	- 	12 10 	- 	30 > 50 1.0k 
SCR 350 - 500 0.10-0.30 0.8k-1.5k 8 	- 	12 10 	- 	30 > 50 1.0k 
EVE 150 - 400 0.40-1.00 1.0k-1.5k 13 	- 	18 10 	- 	80 > 50 1.0k 
HRI 120 - 200 1.00-2.00 1.0k-2.0k 18 	- 	20 10 - 	80 > 70 1.0k 
HUR 200 - 300 1.00-2.00 1.0k-1.5k 18 	- 	25 60 - 250 > 70 1.0k 
BED 120 - 200 1.00-2.00 1.0k-1.5k 15 	- 	20 40 - 80 > 70 1.0k 
HAL 80 	- 120 0.05-0.15 150 - 400 0.60-1.40 1.0k-1.5k 13 	- 18 40 - 80 > 70 1.0k 
KET 150 - 300 0.05-0.15 30 - 70 0.70-1.50 0.8k-1.2k 8 	- 12 40 - 80 > 50 1.0k 
HAR 100 - 300 0.05-0.15 30 - 70 0.50-1.50 0.8k-1.2k 8 	- 12 40 - 80 > 50 1.0k 
KE2 150 - 300 0.05-0.15 25 - 60 0.70-1.50 0.8k-1.2k 8 	- 12 40 - 80 > 50 1.0k 
LAN 120 - 250 0.10-0.20 25 - 70 1.00-1.50 1.0k-2.0k 8 	- 15 40 - 80 > 50 1.0k 
CHO 150 - 300 0.20-0.40 20 - 50 1.20-2.20 3.0k- 10k 20 - 30 80 	- 150 > 60 1.0k 
GRE 250 - 350 0.05-0.15 80 - 120 0.70-1.20 2.0k-5.Ok 15 	- 20 60 	- 100 > 60 1.0k 
CAM 150 - 400 0.05-0.20 30 - 70 0.70-1.50 3.0k-6.Ok 15 	- 25 60 	- 100 > 60 1.0k 
polarisations but poor for the other and without 
significantly affecting the fit at neighbouring sites. 
Outside the stated ranges, the model fit to the data at 
any site is definitely very poor for at least one of the 
polarisations. A simplified 2D model on the real physical 
scale reflecting these ranges is shown in Fig. 7.3a, while 
the uppermost 25 km of the subsurface is shown in Fig. 
7.3b for clarity of the near-surface features. The 
interface depth ranges are Shown on the plots by vertical 
arrows. 
Fig. 7.3c shows for comparison with Fig. 7.3b a simplified 
2D section (previously shown in two parts as Figs. 5.3a,b) 
from a collation of the individual site 1D models of the 
invariant data (@ 
off
and ip eff). It can be clearly seen that 
the 2D model and the 2D section exhibit very similar 
features. The main inferences of the 2D section are thus 
confirmed by the 2D numerical model. This thus supports 
the view that even in tectonically complicated regions, a 
series of 1D models can yield valuable information about 
the subsurface conductivity structure. This is certainly 
true if the sites are sufficiently close and the invariant 
data 
eff' (Peff) 
are modelled. Hence, 1D modelling of a 2D 
structure is worth while and it is justifiable to collate 
the individual 1D models into a 2D section at least as a 
crude approximation of the structure. It may also be 
noted that using such a 2D section as a starting model for 
2D modelling saves computing time. 
The close agreement between the 2D model and the 2D 
section in as far as any geophysical inferences which can 
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- FIGURE 73 
A simplified 2D geoelectrical model for SE Scotland. 
Note that there is a horizontal exaggeration of 3. 
Uppermost 25 km of the 2D model. 
(C) A collation of the individual site 1D models into a 
simplified 2D section for comparison with Fig. 7.3b. 
On each of the plots, DGF and SUF are the Dunbar-Gifford 
and the Southern Uplands Faults respectively; the site 
locations are indicated by vertical bars at the top (for the 
site names listed in order, see Table 4.1; the site codes 
are respectively MUR, SPM, SAW, BUG, WAN, WLA, BER, SCR, 
EVE, HRI, HUR, BED, HAL, RET, HAR, KE2, LAN, CHO, GRE and CAM) 
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be made calls to question whether the effort needed for 
2D modelling is economically justifiable. It is suggested 
here that 1D modelling of the E- and H-polarisation data 
may be used additionally to provide some bounds on the 2D 
section derived from the 1D models of the invariant data. 
In Figs. 7.3a-c, the site locations are shown by vertical 
bars at the top and the horizontal distance at the bottom; 
the site names are listed in order in Table 4.1. 
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CHAPTER 8 
To highlight the interpretation, a detailed comparison is 
made between the 2D geoelectrical model of the present 
project and models proposed by other workers in the 
region. Examples from other areas elsewhere with similar 
results are given. The general causes of enhanced 
electrical conductivities in the earth are discussed. The 
possible causes which can account for the high conductivity 
zone in the upper/lower crust and the upper mantle in SE 
Scotland are outlined. The plausible composition of the 
conductor as partly serpentinized basalt is proposed here. 
It is suggested that the neighbourhood of SAW and BUG and 
the axis of an elongated magnetic variation anomaly where 
the conductor rises nearest to the earths surface (<4 km) 
may be associated with ancient subduction and hence 
related to the Iapetus suture as first discussed by Sule 
and Hutton (1984). This conducting zone is also suggested 
here as being responsible for the magnetic variation 
anomaly; this thus provides a hitherto unknown 
near-surface conductor coincident with the anomaly. 
Suggestions are put forward for further detailed work in 
South Scotland which will enable more definite knowledge 
of the subsurface structure and its composition and hence 
may make possible the definitive assessment of the 
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tectonic implications of a geoelectrical model for the 
region. 
8.1 Comparison of the 20 geoelectrical model 
with other results 
8.1.1 Comparison with other geophysical models 
of South Scotland 
A number of geological, seismic, gravity and EM induction 
data are available for South Scotland. The good agreement 
between the present AMT/MT result in the Duns area and 
that of Habberjam technique within the uppermost 1.2 km 
of the subsurface resolved by the latter has already been 
fully discussed in chapter 6. As indicated earlier, the more 
complex geoelectrical structure in the Midland Valley than 
in the Southern Uplands is in good accord with the more 
complex surface geology. The rapid thinning of the 
sedimentary cover in the geoelectrical model from north to 
south across the SUF and its thickening southwards from 
beyond sites BER and SCR are also in good agreement with 
geology. 
The Spilmersford Borehole (National Grid reference 34570 
66902) is about 0.5 km almost due east of site SPM. Davies 
et al. (1974) have assigned the uppermost 25 m of the 934 
m deep borehole to the Lower Limestone Group and the 
remaining sequence to the Calciferous Sandstone Measures 
except for the bottom 2 m which may belong to the Upper 
Old Red Sandstone facies. Within the sedimentary sequence 
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of Lower Carboniferous age, the borehole indicates 
interbedded lavas (dominantly olivine -basalts), tuffs and 
agglomerates from 287 m to 544 m depth, beneath which is 
a sill intrusion 115 m thick and minor intrusions and tuff 
bands at greater depths (McAdam, 1974). In the present 
geoelectrical model, the interpreted sedimentary cover, 
which is more than 1 km thick at SPM and its layering are 
thus in good agreement with the borehole information. 
The first deep refraction seismic profile across South 
Scotland is that of LISPB and a section (after Bamford et 
al., 1978) of this in the neighbourhood of the SUF is shown 
in Fig. 8.1. It may be pointed out at the outset that the 
LISPB profile is at an appreciable distance (>40 km) to the 
west of the present AMT/MT profile. The upper surface of 
the conducting layer in the Southern Uplands is in good 
agreement with the seismic boundary between the 
Pre-Caledonian basement and the lower crust. More 
significantly is the fact that the seismic profile has not 
resolved the zone beneath the neighbourhood of the SUF. 
This zone is resolved by the MT and is highly conducting. 
Recently available are the off-shore deep reflection 
seismic profiles of the British Institutions' Reflection 
Profiling Syndicate - BIRPS - (Brewer et al., 1983 and 
Brewer and Smythe, 1984). Fig. 8.2a shows the Western 
Isles and North Channel (WINCH) off-shore seismic traverse 
of BIRPS. The relevant sections for the present purpose 
are segments EF and HG. The former is across strike, while 
the latter is along strike. The line drawings (Brewer et 
al., 1983) of the unmigrated WINCH data for these segments 
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Seismic refraction cross-section (part of LISPB) across the 
SUP (after Bamford et al., 1978). The inset shows the 
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are shown in Figs. 8.2b,c. A striking feature of Fig. 8.2b is 
that most of the Southern Uplands is virtually seismically 
transparent, while in Fig. 8.2c along strike, very pronounced 
upper and lower crustal reflectors can be clearly seen. 
The lack of across strike seismic resolution of features in 
the Southern Uplands may be due to the inability of 
sufficient seismic energy to penetrate the overlying 
sedimentary cover in this section of the traverse or may 
be there are steep boundaries with no contrast in seismic 
character across them. 
The upper/lower crustal and upper mantle conductor in 
the 2D model confirms the existence of a lower crustal and 
upper mantle conductor predicted from long period MT 
studies by Jones and Hutton (1979a,b) and Ingham and 
Hutton (1982a,b). Figure 8.3a shows part of the 2D model 
of Ingham and Hutton (1982a); the section (PEN to YAR) lies 
to the west of the present study area (Fig. 1.1). Figure 
8.3b shows the plots of the 1D models for SAL and PRE of 
Jones and Hutton (1979b). SAL is adjacent to site SPM of 
the present study, while PRE is northeast of the Duns area 
(Fig. 1.1). The present study clearly delineates the upper 
boundary of the conductor which hitherto has been poorly 
resolved in the previous studies. The present study also 
indicates that the conductor extends to the upper crust 
and the lateral depth variation to the conductor is clearly 
depicted. 
From hypothetical event analysis, Bailey and Edwards 
(1976) and Hutton and Jones (1980) have located the axis of 
a major magnetic variation anomaly (AB) in South Scotland 
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FIIIJRP R2A 
A section of the 2D conductivity model for South 
Scotland from long period MT data (after Ingham and 
Hutton, 1982a). 
FIGURE R2R 
1D conductivity models for SAL and PRE from long period MT 
data (after Jones and Hutton, 1979b); the depths are in km 
and the layer resistivities in ohm-m. 
FIGURE R2C 
Zero contour of the in-phase part of the vertical magnetic 
field produced by a unit amplitude horizontal field directed 
along the magnetic north (9 °W) - (after Banks et al., 1983). 
AB is the South Scotland magnetic anomaly, CDE an 
additional magnetic anomaly and XY is the SUF AMT/MT 
profile of the present study. 
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and Banks et al. (1983) an additional one (ODE) in the 
vicinity of the southern boundary of the Northumberland 
Basin (Fig. 8.3c); the SUF profile of the present study is 
denoted by XY on this figure. The intermediate zero 
Z-contour (CD) on this figure may be interpreted as 
resulting solely from the combined effect of the two 
anomalies AB and DE. All these authors and more recently 
Haak and Hutton (1985) have drawn attention to the 
probable association of the South Scotland anomaly AB with 
the Iapetus suture. The present study indicates that the 
crustal/mantle conductor rises up to less than 4 km of the 
earths surface in the neighbourhood of sites SAW and BUG 
(Fig. 7.3a,b). It is tentatively suggested that this 
conductivity feature may be associated with ancient 
subduction and hence related to the Iapetus suture as first 
discussed by Sule and Hutton (1984). This conducting zone 
is also suggested here as being responsible for the South 
Scotland anomaly AB; this thus provides a hitherto unknown 
near-surface conductor coincident with anomaly AB. The 
possible correlation between old plate margins and 
conductivity anomalies has been discussed by Law and 
Riddihough (1971). A noteworthy piece of evidence also 
supporting the proposition that the conductivity feature is 
associated with the Iapetus suture is that very low 
resistivity values (a few ohm-m) in the lower crust have 
been reported in the neighbourhood of the axis of the 
Carpathian and other magnetic variation anomalies in 
regions identified as plate boundaries (see for example, 
Cerv et al., 1984; Zhdanov et al., 1984; Jankowski et al., 
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1985). It is acknowledged that it is equally possible in 
this zone for the conductivity feature to be associated 
with the SUF. It is thus of considerable interest that 
similar AMT/MT profile studies be undertaken across the 
anomaly AB and the SUF to the southwest of the present 
study to investigate whether the structure of Fig. 7.3a,b is 
continuous along the anomaly axis and hence confirming the 
above proposed speculation or it is a feature associated 
primarily with the SUF itself. If this tentative proposition 
were confirmed, then AMT/MT can be used to locate and 
map the entire extent of the suture. 
Figure 8.4a shows the Bouguer gravity anomaly map of SE 
Scotland (Lagios and Hipkin, 1982) with a contour interval 
of 10 gu (=1 mgal =10 ms 2). The solid circles plotted on 
their gravity profile AB indicate the AMT/MT sites of the 
SUF profile. Figure 8.4b shows their interpretation of the 
gravity profile AB. Lagios and Hipkin (1982) have 
postulated that a massive granite batholith underlies the 
greater part of the eastern Southern Uplands. Since 
granite is generally resistive, hence the intuitive candidate 
in the 2D geoelectrical model is the resistive layer (> 1000 
ohm-m) which underlies the sediments throughout the 
profile. This was the inference made in our paper (Sule 
and Hutton, 1984) where it was indicated that the 
resistive layer of the 2D section might be compatible with 
the buried granite batholith proposed from the gravity 
studies, but that their predicted thickness and depth to 
this batholith were substantially different from those 
indicated by our AMT/MT study thus necessitating further 
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-FIGURE Q - 4 
Bouguer gravity anomaly map of SE Scotland - the 
contour intervals are 	10 gu (=1 	mgal = 	10 -5  ms -2  ) 	- 	(after 
Lagios and Hipkin, 	1982). 	The solid circles on their gravity 
profile AB show the 8 SUF AMT/MT profile 	sites 	of 	the 
present study. 
Their interpretation 	of gravity profile AB. 	On the 
figure, the 	black 	layer 	represents olivine 	basalt; 	LT 
denotes lavas, 	trachytes, tufts 	and 	agglomerates; 	d2 
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investigation of this interpretation. However, it can be 
seen that the shape of their batholith is more similar to 
that of the conducting layer than the overlying resistor, 
while the depths from the gravity studies are comparable 
with the lower limits of the varying depths to the 
conductor indicated by the conductivity model. The 
similarity can be more clearly seen by comparing Figs. 8.4b 
and 5.3a. The gravity interpretation satisfies the observed 
negative gravity anomaly implying low density, the little 
or no seismic velocity contrast with the surroundings 
having velocities less than 6 kms 1 as indicated by LISPB 
and the generally smooth and weak aeromagnetic signature 
in eastern Southern Uplands (Fig. 8.5). This does not 
however satisfy the geoelectrical model unless it is a wet 
granite which will indicate the presence of fluid, e.g., 
water. Hyndman and Hyndman (1968) have indicated that 
water saturated granites at lower crustal depths and 
temperatures can give rise to high conductivity. Although 
the gravity model does not resolve beyond 10 km depth, 
however, with the conducting layer extending up to 40 km 
depth and even deeper at some locations, a wet granite 
composition at the mantle depth may run into a severe 
problem which can be overcome by limiting the wet granite 
to only the crust and a different composition in the 
mantle. Further discussions of other reasons arising 
particularly from the new seismic evidence in contrast 
with LISPB which may militate against granite composition 
are given in section 8.3 below. 
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Aeromagnetic map of SE Scotland (part of sheet 11, after 
Bullerwell, 1968). The solid circles show the 8 SUF AMT/MT 











The resistive layer of the geoelectrical model with its 
varying thickness along the profile correlates very well 
with the Lower Palaeozoic greywackes from surface 
geology; this layer almost outcrops at the surface in the 
neighbourhood of BER and SCR. 
8.1.2 Evidence from geophysical models from elsewhere 
Geological and geophysical evidence now abounds from the 
work of several authors e.g., Hyndman and Cochrane (1971), 
Cochrane and Hyndman (1974), Edwards and Greenhouse (1975), 
Kurtz and Garland (1976), Phillips et al. (1976), Cochrane and 
Wright (1977), McKerrow and Cocks (1977) and Jones and 
Hutton (1979b) among others, in support of the similarity 
between the tectonic history of South Scotland and the 
Atlantic coast of North America. The good agreement 
between the results of Jones and Hutton (1979b) and the 
present 2D model has already been discussed. An MT study 
in eastern Canada (Kurtz and Garland, 1976) shows that a 
conducting lower crust overlies the resistive upper mantle 
in the Grenville Shield, while to the southeast in the 
Appalachian regions, a resistive lower crust overlies a 
conducting upper mantle. The authors have proposed that 
the boundary marking the change in the resistivity 
character may be related to the site of the Iapetus. It is 
important to note that the change in the conductivity 
pattern (transition zone) does not coincide with the 
Logans Line which is the Shield boundary. Hence, the 
inference in the present study that the conductivity 
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feature in the neighbourhood of SAW and BUG is probably 
not associated with the SUF seems justifiable. 
Dragert et al. (1980) have reported from their MT 
measurements in the Pemberton Volcanic Belt of British 
Columbia a good conductor (< 100 ohm-m) underlying a 
highly resistive (> 10000 ohm-m) crystalline complex at a 
depth of about 20 km. They have ascribed the cause of the 
enhanced conductivity to be due to hydration or partial 
melting. 
Shallow good conducting zones similar to that in the 2D 
geoelectrical model of the present study have been 
reported by several workers mainly from MT, GDS and 
magnetometer array studies at many places of different 
tectonic environments. The following are some examples. 
The North American Central Plains anomaly (Camfield et al., 
1971) is believed to be due to graphitic schists within a 
Proterozoic metamorphic belt and possibly related to a 
Proterozoic plate boundary (Camfield and Gough, 1977). The 
Southern Cape Conductive Belt crossing the southern tip of 
Africa from west to southeast (Gough et al., 1973; De Beer 
and Gough, 1960) is hypothesised as consisting of partly 
serpentinized basalt accumulated at the top of a 
Proterozoic subduction (De Beer et al., 1982). This is 
discussed further in section 8.3 below. De Beer et al. 
(1976,1982b) reporting respectively on the 1972 and 1977 
magnetometer array studies in part of southern Africa have 
detected an anomalous zone at lithospheric depths crossing 
western Zimbabwe, Botswana and the Damara Orogenic Belt 
of South West Africa: This zone is believed to mark the 
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southwestward extension of the African Rift system along 
old weak zones in the lithosphere (De Beer et al., 1975). 
The resistivity structure in the Damara Belt has also been 
investigated by means of deep Schiumberger soundings (Van 
Zijl, 1977). Figure 8.6a shows the location of the 1972 
magnetometer array and the position of the conductive 
structure detected by it (De Beer et al., 1976). Figure 8.6b 
shows geoelectrical sections across the Damara Belt based 
on the deep Schiumberger soundings (De Beer et al., 1982b) 
- (i) the transverse resistance (thickness-resistivity 
product) of the upper crust and (ii) the resistivity-depth 
section. The latter indicates that the conductive 
structure of resistivity less than 20 ohm-rn is only 3 km 
below the earth's surface at some localities and is deeper 
elsewhere. The upper crust outside the conductive 
structure is resistive. Apart from the wider lateral 
extent of this conductor, its shape is remarkably very 
similar to that under the SUF profile in the present study 
particularly in the neighbourhood of SAW and BUG - compare 
Fig. 8.6b with Figs. 5.3a and 7.3a-c. Other examples of 
conductive zones are in the Gregory Rift Valley, Kenya 
(Banks and Ottey, 1974; Rooney and Hutton, 1977); in Iceland 
(Hermance and Garland, 1968; Hermance, 1973b; Beblo and 
Bjornsson, 1980); in the Rio Grande Rift Valley (Hermance 
and Pedersen, 1980); in the Carpathians (Adam, 1980; 
Jankowski et al., 1985); in the Adirondack Precambrian 
shield region of northern New York State (Connerney et al., 
1980); in the Rhenish Massif, Germany (Jodicke et al., 1983); 
in Eyre Peninsula, South Australia (White and Milligan, 1984) 
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FIGURE R 
The location of the 1972 magnetometer array in 
South West Africa, Botswana and Zimbabwe and the position 
of the conductive structure it detected (De Beer et al., 
1976). The dots indicate the magnetometer stations. 
Geoelectrical sections across the Damara Belt, South 
West Africa. Transverse resistance (thickness-resistivity 
product) of the resistive upper crust (upper figure) and 
resistivity-depth section (bottom figure). The position of 
the conductor as detected by the 1977 magnetometer array 
is shown. AIM, OMB, etc., denote some of the magnetometer 
stations, while ES1, ES2, etc., are the positions of the deep 
Schiumberger sounding centres. The symbol c indicates a 
conductive substratum of undetermined resistivity (De Beer 
et al., 1982b). 
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and east of Broken Hill, New South Wales, Australia (Cull, 
1985). 
Thus, the geoelectrical model of the present study is 
not only in good agreement with the previous results in 
South Scotland, but it also exhibits features which are 
similar to those reported from studies in other regions. 
8.2 Causes of high electrical earth conductivity 
From a detailed discussion of laboratory measurements of 
electrical conductivity by Brace (1971) and Dvorak (1975) 
and global electrical conductivity models by Keller et al. 
(1966) and Banks (1969,197j) among others, conductivity is 
expected to increase on the average with depth owing to 
its dependence on porosity, pressure, temperature and 
other parameters. Consequently, the crust is expected to 
be resistive and the mantle conductive and a good example 
for this is part of the Canadian Appalachians (Kurtz and 
Garland, 1976). However, regions of higher conductivity 
than average in the crust, termed anomalous, have been 
identified and some examples of these have been 
enumerated above. Hence, the need to explore the causes 
of such anomalous conductivities. 
There are a number of reviews on the correlation 
between conductivities and other geophysical parameters by 
authors such as Uyeda and Rikitake (1970); Law and 
Riddihough (1971); Gough (1973) and Garland (1975) among 
others. There are several factors which can contribute to 
electrical conductivity variations in the upper mantle, e.g., 
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temperature, compositional changes, phase changes, pressure 
and partial melting. However, the main causes of high 
conductivity values in general have been categorised 
(Stanley et al., 1977) as 
(a) mineral or electronic conduction; (b) electrolytic 
conduction; (c) partial melting and (d) the effects of rock 
alterations. 
Mineral or electronic conduction in rocks is the 
migration of charge carriers through the solid lattice and 
is basically the same process as in a typical semiconductor. 
It is generally not very important at temperatures below 
7000C. 	Thus, at characteristic crustal temperatures 
electronic conduction is not a significant cause of high 
conductivity in the crust. This is clearly borne out by 
Brace's (1971) calculation of the maximum and minimum 
effects of electronic conduction in several different types 
of rocks. At greater depths than the crust, with the 
higher temperature, electronic conduction (semiconduction) 
is probably significant. 
Electrolytic conduction is as a result of the presence 
of conducting pore fluids in rocks. This conduction process 
is dependent on mobility, concentration and degree of 
dissociation of ions in the solvent, rock porosity, prevailing 
pressure and fluid salinity. Archi&s (1942) Law gives the 
empirical relation in simple form for electrolytic 
conduction in terms of bulk conductivity as 






is the overall rock conductivity, a f  the pore fluid 
conductivity, r the porosity and k is between 1 and 2. The 
most deciding factor is the porosity. From the calculated 
variation of the porosity of continental, sub-continental 
and oceanic rocks with depth by Dvorak (1975) and from 
Hermance's (1973b) calculation of how temperature and 
pressure effects on porosity control the pore fluid 
conductivity variation with depth, electrolytic conduction 
appears to be significant only at depths less than about 15 
km. However, Berdichevsky et al. (1972) have stated that 
water can be released from hydrated minerals during 
metamorphism. Their estimated percentage of water in 
minerals of amphibolitic facies is 1-5 and that the water 
is released by dehydration at the boundary with granulitic 
facies. The released water, which is intergranularly 
distributed, may significantly reduce the rock resistivity. 
Thus, even though electrolytic conduction may be very 
small in the lower crust owing to closure of cracks and 
pores by pressure, mineral dehydration may give rise to 
low resistivities in the lower crust. 
(C) Partial melting of rocks caused by enhanced 
temperatures in the upper mantle and localized areas of 
the lower crust can increase the electrical conductivity 
considerably. Hyndman and Hyndman (1968) have pointed out 
that partial melting occurs during the advanced stages of 
metamorphism and that the presence of water can 
significantly lower the starting temperature of melting. 
Conductivity measurements -on basalts at 28 kb by Khitarov 
et al. (1970), although not extending above the liquidus 
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temperatures, indicate that melting can cause an abrupt 
conductivity increase of 1 to 2 orders of magnitude. The 
experimental work of Presnall et al. (1972) has also shown 
an increase of two orders of magnitude in the conductivity 
of synthetic basalt in the melting interval between 11300 
and 12650C. Similar results have also been reported by 
Shankland and Waff (1977). 
Although hot springs and abnormally high heat flows are 
surface manifestations of conductivities caused by partial 
melting, the lack of surface features does not necessarily 
rule out partial melting. Berdichevsky et al. (1972) have 
opined that as little as 1-2% of liquid phase, although too 
small to give rise to these surface manifestations, is 
sufficient to provide a significant conducting pathway 
through the rock. Waff (1974) has indicated from 
theoretical viewpoint that beyond the melting point and 
with the degree of melting greater than a critical value, 
the bulk conductivity of the mantle depends on the 
properties of the liquid phase. Waff has also stated that 
if the melt is in the form of isolated pockets, the bulk 
conductivity is close to that of the parent rock, but if 
the melt is interconnected, then the bulk conductivity may 
be increased by several orders of magnitude by even very 
small melt fractions. Based on network model calculations, 
Waffs estimate of the bulk conductivity is 2co/3, where c 
is the melt fraction and a is the melt conductivity. 
(d) The alteration of rocks may also give rise to high 
electrical conductivities (Stanley et al., 1977) in a similar 
way as fluid conduction. The lining of the pore walls by 
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alteration products can provide low resistance pathways 
and any pore fluids present may be sealed into the rock. 
The latter provides another mechanism whereby fluid can be 
retained at depths (> 20 km) in the lower crust and even 
beyond and hence give rise to enhanced conductivities 
either by electrolytic conduction or by lowering the 
melting temperature. 
Localized mineralisation 	can give 	rise to 	high 
conductivity on a small scale. Anomalous conductivity 
enhancement can be caused by the accumulation of highly 
conducting minerals like graphite, pyrite or magnetite. A 
review of laboratory studies on the variation of 
conductivity with temperature in rocks and minerals has 
been given by Shankland (1975). 
8.3 Significance and plausible composition of the 
conductive zone of the 20 geoelectrica]. model 
From the above discussions of the general causes of 
enhanced electrical conductivities, a number of deductions 
can be made about the possible causes which can give rise 
to the upper/lower crustal and upper mantle conductor 
depicted by the 2D geoelectrical model of SE Scotland. The 
most probable cause of the upper mantle conductor is 
partial melting resulting from enhanced temperatures in 
the mantle. Partial melting may also contribute in part to 
the cause of the lower crustal conductor; Schwarz et al. 
(1984) have interpreted their low crustal resistivities in 
the Andes in Northern Chile as being due to partial melting. 
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From Waffs (1974) expression for bulk conductivity already 
referred to, partial melt fractions of only 1.5% and 7.5% 
will suffice to produce bulk resistivities of 100 and 20 
ohm-rn respectively assuming 1 ohm-rn for the melt 
conductivity. 
It is highly unlikely that the upper crustal conductor is 
as a result of either solid conduction in dry rocks or 
partial melting since temperatures in excess of 700 0C are 
necessary at a few km depth. It seems likely that the 
enhanced conductivity in the upper and lower crust is due 
to a combination of factors, viz, presence of water (brine), 
ore mineralisation (e.g., carbon, sulphides and oxides), 
graphites, hydrated minerals and possibly rock alteration 
effects. The most dominant factor is very likely to be 
electrolytic conduction in the fluids contained in the rock 
pores and fissures and there may be in addition high 
temperature gradients. Brace (1971) has indicated that 
rocks below the water table are saturated with aqueous 
solutions to depths greater than 5 km. There is evidence 
from Hermance (1973b) that a large temperature gradient 
can reduce the resistivity of saturated upper crustal rocks 
by up to one order of magnitude. The presence of aqueous 
fluids is increasingly becoming the favoured factor 
responsible for the low electrical resistivity of crustal 
rocks (Connerney et al., 1980; Lee et al., 1983; Shankland 
and Ander, 1983; Jankowski et al., 1985; Haak and Hutton, 
1985 among others). 
Up to date no heat flow measurements have been made 
in SE Scotland and consequently the present thermal state 
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of the area is unknown; a knowledge of the latter will be 
an invaluable aid to assessing the subsurface composition 
of the area. All the available heat flow measurements in 
the United Kingdom (e.g., Richardson and Oxburgh, 1978; 
Oxburgh et al., 1980 and Lee et al., 1985) are concentrated 
mainly in England and a few in Northern Scotland and 
Wales. From their few measurements, Oxburgh et al. (1980) 
have presented a heat flow map of Britain defining broad 
belts of above average heat flow; they have also given an 
empirical linear correlation between heat flow (q 0) and 
surface heat production (A0). Lee et al. (1985) using their 
new data have resolved some of the previous broad belts 
into separate components which reflect to some extent the 
geological structure and tectonic history of the U.K. They 
have, also indicated that no single linear q 0-A0 correlation 
is appropriate for the whole U.K. and that the existing 
data are insufficient to define the individual linear 
relationships. However, Ingham and Hutton (1982b) have 
used the q0 -A0 relationship derived by Oxburgh et al. to 
estimate temperature-depth profiles for South Scotland. In 
the light of the evidence of Lee et al., the 
temperature-depth profile of Ingham and Hutton may 
require substantial revision. 
Considering only resistivity, there are a number of 
possible candidates for the composition of the enhanced 
conductivity zone of the geoelectrical model, e.g., graphitic 
schist, basalts, gabbros, amphibolites, peridotites, etc. 
However, with other geophysical evidence to be satisfied as 
well, the number of possible candidates is narrowed down. 
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The gravity interpretation of the SUF profile has already 
been discussed above where it has been indicated that the 
proposed granite batholith from the gravity studies needs 
to be wet in order to satisfy the MT model and limited to 
crustal depths. Even then there are still some inherent 
problems. The present study as well as the previous 
longer period MT studies indicate that the conducting layer 
exists in both the Midland Valley and the Southern Uplands. 
This fact implies similar composition and hence it is a 
point not in favour of granite batholith underlying both 
the Midland Valley and the Southern Uplands. This is 
because the former is generally characterized by low lands 
and the latter by high elevation, while granite batholiths 
are usually associated with elevated ground (e.g., the 
Highlands) as has been demonstrated by Bott (1956), Bott 
and Masson-Smith (1957), for example. 
Although there are no seismic studies directly along the 
present MT profile, but LISPB is to the west and there are 
also seismic refraction studies by Warner et al. (1982) 
along the SUF (i.e., along strike) and by Hall et al. (1983) 
across strike to the west of the MT profile. In contrast 
to LISPB, the new seismic studies indicate a modest lateral 
variation in the seismic velocity layering in the Southern 
Uplands typically indicating a P-wave velocity of 6 kms 1 at 
about 1 km depth increasing to 6.3 kms 1 at 2-5 km depth, 
6.5 kms 1 at 10-15 km and higher than 6.5 kms 1 at depths 
greater than 20 km (Warner et al., 1982). Hall et al. (1983) 
have shown similar evidence. This new seismic evidence (> 
6.3 kms 1 ) militates against granite composition since the 
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velocities in granite are usually less than 6 kms 1 . 
From both MT and gravity studies, there is evidence 
that the zone has a high conductivity and a low density. 
Its density value is 2650 kgm 3 (from Lagios and Hipkin, 
1982) and hence a graphitic schist composition is 
inappropriate owing to its insignificant density contrast 
with the surrounding. Although the aeromagnetic anomalies 
(Fig. 8.5) are generally smooth and weak in the eastern 
Southern Uplands, but in the part of the Southern Uplands 
near the SUF and in the Midland Valley, the anomalies are 
stronger with the amplitude reaching 200 nT and even 
greater in some localities. Thus, the author concludes that 
the low density, enhanced conductivity zone exhibits some 
moderately strong aeromagnetic anomalies, with the latter 
implying 	at 	least moderate 	magnetisation. This 	evidence 
coupled 	with 	the new seismic evidence 	of Warner 	et 	al. 
(1982) 	and 	Hall 	et al. 	(1983) 	as well as the topographical 
characteristics 	of the 	Midland Valley 	and the 	Southern 
Uplands 	appear 	collectively 	to militate 	atainst 	granite 
composition. 
It is thus provisionally proposed here that a partly 
serpentinized basaltic composition will satisfy the above 
geophysical evidence indicating the presence of a large 
volume of rock of high electrical conductivity, moderate 
magnetisation and low density. This proposed composition 
overcomes the shortcomings of the granite composition 
already referred to. 
De Beer et al. (1982) have proposed that the crust of 
the Southern Cape Conductive Belt (SCCB) contains a mass of 
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partly serpentinized basalt (10-20% serpentine) accumulated 
there during Proterozoic subduction of oceanic crust from 
the south. They have based their hypothesis on the 
combined geophysical evidence which indicates the presence 
in the crust beneath the SCCB, of a large volume of rock 
Of high conductivity, high magnetisation and a density of 
2900 kgm 3. Figure 8.7a shows schematically current 
concentrations within the SCCB. Figure 8.7b shows the 
conductive belt in relation to basement age provinces and 
the axis of the static magnetic anomaly, while a gravity 
model along a north-south section is shown in Fig. 8.7c. 
Apart from the high magnetisation and the higher density, 
the geophysical evidence is similar to that applicable in SE 
Scotland. Hence, a similar composition for both SE Scotland 
and the SCCB seems justifiable, but different percentage of 
serpentinization to account for the different magnetisation 
and density. De Beer et al. (1982) have discussed the 
process of formation of serpentinized rock and an extract 
from this is given here. 
The reaction between basic silicates and water in the 
temperature range 200-500 °c leads to the formation of 
serpentine, H4 Mg3 Si2 O9. Although there are several possible 
reactions for this formation, but it appears to proceed 
with minimal volume change in geological occurrences. 
Hence in view of the latter condition, Turner and Verhoogen 
(1960) prefer the reaction: 
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FI11JR Qi 
The Southern Cape Conductive Belt (SCCB), South Africa 
with the current concentrations within it indicated by 
density of stippling. 
The conductive belt in relation to basement age 
provinces and the axis (line of crosses) of the static 
magnetic anomaly. 
The dots show the magnetometer positions in the array 
(after De Beer and Gough, 1980). 
Observed Bouguer anomalies and calculated anomalies 
for the gravity model shown, along a north-south section 
near 22.5 0E. The densities are in kgm 3 . 
The body C is in the conductive belt (after De Beer et al., 
1982). 
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5Mg2SiO 4+ 4H20 -9 2H 4Mg 3Si209 + 4MgO + SiC2 	(8.2) 
Olivine +water -3 serpentine + removed in solution 
This reaction is dependent on the combined concentration 
of MgO and Si02 remaining low and hence large quantities 
of circulating water are essential. Fyfe et al. (1978) have 
indicated that convection of ocean water through porous 
newly formed basalts produces the requisite temperature 
conditions and the abundant water flow through the newly 
extruded basalt. 
There are three crystalline forms of serpentine, viz, 
chrysotile, antigorite and lizardite and they are all porous 
Most olivines and pyroxenes contain iron which is rejected 
from the serpentine and precipitated as magnetite. This 
precipitated magnetite is dominantly responsible for the 
electrical conductivity and the magnetic susceptibility of 
serpentinized rocks. 
There are density data for serpentinites, e.g., Stesky and 
Brace (1973) have quoted 2250 kgm 3 with 14.5% porosity for 
a serpentinite (lizardite and chrysotile) from the Indian 
Ocean Ridge; 2500-3130 kgm 3 for serpentinized peridotite 
and 2570-2620 kgm 3 for serpentinized lherzolite. De Beer 
et al. (1982) have indicated that any density in the range 
from 2250 kgm (100% serpentine) to about 3000 kgm 3 
(unaltered basalt) can be provided by basaltic rock 
serpentinized in an appropriate fraction. Thus, the density 
of 2650 kgm 3 from the gravity model of Lagios and Hipkin 
(1982) will require slightly less than 47% serpentine; a 
higher density will imply a lower percentage of serpentine. 
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Mooney and Bleifuss (1953) have shown that the 
concentration of magnetite in fresh basalt is typically 1%. 
De Beer et al. (1982) have stated that the serpentinized 
fraction f required to give an overall magnetite percentage 
p" is given by 
= 	" 	
b's 	P b 	 (8.3) 
where p 
b , PS  are the volume percentages of magnetite in 
the unaltered basalt and serpentinite respectively. From 
Mooney and Bleifuss (1953), 	Since the aeromagnetic 
anomalies in SE Scotland are only moderately strong, it may 
be justifiable to say that p" is perhaps not much larger 
than p and hence p is not large compared with 
Consequently, a large value of f is quite easily attainable. 
For instance if p=1.12 and P =1.25, then with p 
b=1' 
 f=0.48, 
i.e., 48% serpentine which more than satisfies the density 
requirement earlier referred to. The parameters (p and p " ) 
can be varied to get the right mix of density, 
magnetisation and conductivity and consequently variations 
in the latter quantities, even locally, can be easily taken 
into account. 	Thus, a partly serpentinized basaltic 
composition is a simple and very versatile interpretation. 
8.4 Tectonic implications of the 20 geoelectrical model 
The present geoelectrical model indicates that the 
crustal/mantle conductor dips to the north and south of 
SAW and BUG respectively. It has been suggested in section 
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8.1.1 that this dipping may be associated with ancient 
subduction and hence related in some way to the Iapetus 
suture. Some of the several tectonic models which have 
been proposed for parts of the British Caledonides have 
been discussed in section 1.4.1. Figure 8.8 illustrates some 
of these tectonic models. It may be noted that no single 
model is entirely satisfactory so far; they indicate either 
northward or southward subduction or both. Thus, it can 
be said that the inferred subduction in the present study 
is in agreement with some of the tectonic models in this 
respect. It does appear that there may well have been a 
series of episodes of complex and possibly interrelated 
subduction in South Scotland. The latter has been 
demonstrated by Hutton et al. (1985) in their overview of 
the four separate MT studies which have now been 
undertaken in the Iapetus suture region. It may be noted 
that no definitive tectonic implications can be obtained 
from the geoelectrical model until additional extensive 
AMT/MT work is undertaken in South Scotland as a whole 
to delineate the exact lateral depth variation to the 
crustal/mantle conductor throughout the region. In 
addition, other geophysical as well as geological work need 
to be done in order that many critical facts, which are at 
present elusive, may be collected. Some suggestions in this 
connection are outlined in section 8.6 below. 
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Diagrams illustrating some of the models which have been 
proposed for parts of the British Caledonides (from Holland 
et al., 1979): 
(i) after Dewey (1969); (ii) after Fitton and Hughes 
(1970); (iii) after Jeans (1973) and Gunn (1973); (iv) after 
Church and Gayer (1973); (v) after Lambert and McKerrow 
(1976); (vi) after Wright (1976) and (vii) after Phillips, 
Stillman and Murphy (1976). 
The letters denote:- HBF, Highland Boundary Fault; SUF, 
Southern Uplands Fault; LD, Lake District; MT, Moine Thrust; 
TD, Tweedale; c, continental crust; o, oceanic crust and r, 
spreading ridge. 
Dashed lines indicate early positions of subduction zones. 
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8.5 Overall summary and conclusions 
8.5.1 Overall summary 
Magnetotelluric (AMT/MT) soundings were made in 
1982-84 at 22 sites in SE Scotland in the frequency range 
0.01 to 1000 Hz using close station spacings. The natural 
temporal variations in the magnetic and electric 
components of the earths field (3 magnetic and 2 electric 
components) were simultaneously recorded. These are the 
first detailed AMT measurements in this region. In 
addition to the AMT/MT measurements, VLF/R measurements 
were also made at 10 of the sites. Eight of the sites lie 
on a profile (N40 0W geographic) approximately perpendicular 
to the Southern Uplands Fault (SUF) and these constitute 
the SUF profile study; 12 sites constituting the Duns study 
lie in a 2D array near Duns, where Habberjam deep 
resistivity methods have previously been used by the Leeds 
University group. The remaining two sites near Coldingham 
lie to the northeast of Duns area. 
The data recordings were split into four overlapping 
bands and termed bands 1 to 4. Bands 1 to 3 constituted 
the audiofrequency magnetotelluric (AMT) and band 4 the 
MT. For the AMT data recordings, the Edinburgh Short 
Period Automatic Magnetotelluric system (Mk. 1) was used. 
This was a battery operated, digital 5 component data 
acquisition system which automatically selected and 
recorded data, analysed the data and plotted the results in 
real-time. A N.E.R.C. geologger was used to digitally record 
the MT data. This recorded all the field variations 
1.Ii1 
without any infield data analysis capability. 
The data have been analysed using classical tensorial 
analysis techniques. In order to elucidate the possible 
effects of data averaging on the earths response 
functions, a comparison of averaging techniques is 
presented. From the comparison, it is concluded that it is 
more preferable to average impedance tensor elements 
lognormally than linear spectra averaging. Owing to the 
inevitable nearness to industrial works, there was 
considerable cultural noise problem at some of the SUF 
profile sites. A qualitative approach for processing noisy 
data was devised in order to extract some useful results 
from these. Further development of this approach will no 
doubt extend the application of the AMT/MT technique to 
very culturally noisy areas. 
The AMT/MT data analysis results are presented at each 
site in terms of the apparent resistivity and phase plots, 
the corresponding Bostick transform resistivity-depth plots, 
average predicted coherences, number of estimates, skew 
and azimuth of major impedance plots. 
in addition to the direct 1D inversion of the apparent 
resistivity and phase data using the Bostick transform, 1D 
layered modelling of the data has also been carried out 
using a Monte-Carlo algorithm. It is shown that it is 
preferable to model the invariant apparent resistivity and 
phase data (Qff eff emanating from the determinant of 
the impedance tensor. The importance of modelling both 
the apparent resistivity and phase data cannot be 
overemphasized. A comparison of the Monte-Carlo layered 
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resistivity-depth models with the continuously varying 
resistivity-depth profiles resulting from the direct data 
inversion using the Bostick transform shows an excellent 
agreement. The computational time for the latter is less 
than 10% of that for the former. Hence, the Bostick 
transform is computationally efficient and is thus 
advantageous to incorporate it in real-time and routine MT 
analysis as a useful aid to interpretation. 
A detailed comparison of the AMT/MT and Habberjam deep 
resistivity technique (HAB) is given and the 1D models for 
the Duns area obtained from the two techniques are 
compared. There is an excellent general agreement in the 
depth range of the subsurface (1.2 km) resolved by flAB. 
However, the AMT/MT technique provides more information 
at depth as well as a clear indication of the lateral 
variation in the electrical conductivity structure within 
the area. It is demonstrated very clearly that AMT/MT is 
a more useful low cost rapid coverage resistivity mapping 
technique and hence more suitable for reconnaissance 
survey than flAB. A detailed evaluation of both techniques 
from the exploration viewpoint reveals that AMT/MT is 
more cost- and exploration-effective with a much greater 
depth and lateral resolution. 
For the purpose of the 2D modelling, the Duns sites have 
been projected on to the SUF profile to give a single 
ci traverse of 20 sites extending from N40 vv to S40 U  E through 
a distance of 35.3 km. The remaining two sites to the 
northeast of Duns area are too far to be projected on to 
the profile and hence have been omitted. The data at the 
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20 sites have been rotated to a fixed azimuth of N500 E 
geographic, with the E-polarisation direction parallel to 
the SUF and H-polarisation perpendicular to it. This 
corresponds to a fixed azimuth of N57 0E magnetic (used in 
the computer programme) having taken the magnetic 
declination as 7 0W of geographic north. 
A collation of the individual site 1D models is presented 
in the form of a simplified 2D section and it demonstrates 
clearly the importance of close station spacings for a 
proper resolution of the subsurface structures. 
Using the simplified 2D section as a basis for a starting 
model, 2D numerical modelling of the measured AMT/MT data 
has been done using a computer programme written by 
Brewitt-Taylor and Johns (1980) based on the modified 
finite difference method of Brewitt-Taylor and Weaver 
(1976). Model parameters (layer resistivities and depths) 
have been varied extensively in a trial and error fashion 
to obtain a satisfactory fit to the E- and H-polarisation 
apparent resistivity and phase data at all the sites. The 
resulting final 2D geoelectrical model and the fit of the 
model curves to the data at each of the sites are 
presented. The overall fit of the model curves to the 
measured data is generally very good. 
The 2D geoelectrical model indicates a series of 
conductive layers (< 100 and 100-500 ohm-m) of varying 
thickness within the uppermost 2 km of the subsurface. 
The <100 ohm-rn layer thins rapidly from north to south 
across the SUF. This series of layers is interpreted as a 
conductive sedimentary cover. This is thinnest under BER 
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and SCR (0.2 km) and thickens forming basin-like structures 
north and south of these sites respectively. The 
sedimentary cover is underlain by a resistive layer (> 1000 
ohm-m). This layer is thinnest (<3 km) in the 
neighbourhood of SAW and BUG and it almost outcrops on 
the surface at BER and SCR. It is about 9 and 17 km thick 
respectively at the northwest and southeast ends of the 
profile. 
Beneath the resistive layer is a good conductor (< 100 
ohm-m) whose upper boundary is at depths varying from the 
upper crust to the lower crust. The base of the conductor 
lies within the upper mantle. 
Beneath the conductor is a resistive layer (1000 ohm-m). 
This layer is not actually penetrated through by the 
longest period used in the present study and hence only 
the minimum depth to it is resolved. Its resistivity has 
been kept fixed. at 1000 ohm-m. 
The general causes of enhanced electrical conductivities 
are discussed. The possible causes which can give rise to 
the upper/lower crustal and upper mantle good conductor 
depicted by the 2D geoelectrical model are given. A simple 
versatile composition of the conductor as serpentinized 
basalt is postulated here based on a joint assessment of 
the aerornagnetic, gravity and MT results. 
8.5.2 Conclusions 
A detailed comparison of the 2D geoelectrical model 
obtained in the present study with previous results in 
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South Scotland and other regions indicates a good 
agreement. The present model provides a much better 
resolution of the subsurface structures than in the 
previous studies owing to close station spacing, broadband 
data and improved data quality. It can be clearly seen 
that the subsurface structural resolution is better in the 
Duns area than elsewhere on account of the very close 
station spacing (< 1 km). This thus underscores the 
importance of close station spacing for effective resolution 
of the subsurface structure, particularly the detection of 
its lateral variation. 
The following main conclusions are drawn from the 
geoelectrical model: 
The 2D geoelectrical model indicates a significant 
lateral variation in the electrical conductivity structure in 
the region. A series of conductive sedimentary basin-like 
structures of varying thickness is in evidence within the 
uppermost 2 km. 
The model exhibits more near-surface complexity in 
the Midland Valley than in the Southern Uplands in good 
agreement with the more complex geology in the former 
than in the latter. 
The existence of a significant low resistivity layer 
in the lower crust and upper mantle, indicated by earlier 
studies, is confirmed by the present study which clearly 
delineates the hitherto poorly resolved upper boundary of 
the conductor. The conductor extends into the upper crust 
and the lateral depth variation to it is clearly delineated. 
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This conductor rises near to the earths surface 
very noticeably (<4 km depth) in the neighbourhood of SAW 
and BUG and the axis of an elongated magnetic variation 
anomaly. It dips to the north and south of these sites. 
This conducting zone is suggested as being associated with 
ancient subduction and hence related to the Iapetus suture. 
It is also suggested that the conducting zone is responsible 
for the magnetic variation anomaly. This thus provides the 
hitherto unknown near-surface conductive zone coincident 
with the magnetic variation anomaly. 
A localized lateral variation in the depth to the 
crustal and upper mantle conductor is clearly in evidence 
in the Duns area in the neighbourhood of KET. This may 
probably be coincident with a fault zone. 
The most probable cause of the upper mantle 
conductor is partial melting resulting from enhanced mantle 
temperatures. Partial melting may be partly responsible 
for the lower crustal conductor. The enhanced conductivity 
in the upper and lower crust may be due to a combination 
of factors - presence of fluid, ore mineralisation, 
graphites, hydrated minerals, rock alteration effects and 
there may be in addition high temperature gradients. The 
most dominant factor is probably electrolytic conduction in 
the fluids contained in the rock pores and fissures. 
It is proposed here that a partly serpentinized 
basaltic composition is a simple and versatile means of 
satisfying the geophysical evidence indicating the presence 
in SE Scotland of a large volume of rock of high electrical 
conductivity, moderate magnetisation and low density. This 
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proposed composition overcomes the shortcomings of the 
granite composition proposed from previous gravity studies. 
From 1D modelling investigations, it is clearly 
demonstrated that a very thin and very conductive 
upper/lower crustal layer is precluded by the AMT and MT 
data. 
A comparison of the final 2D geoelectrical model 
with a 2D section derived from a collation of individual 1D 
models resulting from the invariant data, g 	 and 
eff'eff 
shows very close agreement. This clearly demonstrates 
that Q ff and P ff do give correct averages for both 1D and 
2D structures in this case. This is in agreement with the 
generalization of Ranganayaki (1984). 
The close agreement between the final 2D model and 
the 2D section of the individual site 1D models of C, 	 and 
eff 
eff' especially with respect to any geophysical inferences 
which may be made, calls to question the justification for 
the additional effort and cost which 2D modelling entails. 
It is suggested that 1D modelling of the E- and 
H-polarisation responses may be used additionally to 
provide extreme bounds on the 2D section. 
8.6 Suggestions for future work 
In the present work some speculations have been put 
forward and hence warranting further studies to fully 
investigate them. 
It is of considerable interest that to the southwest of 
the present AMT/MT profile, a number of profile studies be 
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undertaken across the Southern Uplands Fault and the South 
Scotland magnetic variation anomaly to investigate whether 
or not the conductivity structure of the present study is 
indeed continuous along the anomaly axis. For effective 
resolution of the subsurface structures, it is essential to 
use close station spacings (<1 km) and a wide frequency 
band spanning 16 kHz (VLF) to at least 1000 s. 
Along the present profile, additional high frequency (16 
kHz to 600 Hz) and long period (up to 1000 s) AMT/MT data 
need to be acquired at some of the present sites as well 
as the acquisition of the wide frequency band data at new 
sites so as to reduce the' station spacings particularly 
along the SUF profile as well as extend the entire profile 
north and south. The interpretation of the combined new 
data set and the existing one will help resolve properly 
the subsurface structure and hence the exact depth 
variation to the high conductivity crustal/mantle layer can 
be mapped throughout the whole of South Scotland. This 
may enable the possible ancient subduction zones to be 
clearly identified and thus make possible the definitive 
assessment of the tectonic implications of a geoelectrical 
model for the region. 
It is desirable that a concerted effort be made to 
measure high quality vertical magnetic field variations 
along the above profiles. The interpretation of these data 
will help immensely in ascertaining the structural strike 
direction as well as in better constraining the depth 
extent of the enhanced conductivity zone. 
288 
Detailed heat flow measurements in SE Scotland are 
highly desirable. These will shed light on the thermal 
state of the subsurface and hence give some idea of its 
possible composition. It may be noted that these 
measurements will be helpful in evaluating the geothermal 
prospects of the area. 
A detailed static magnetic survey, geochemical and 
petrological studies in SE Scotland will be quite helpful in 
ascertaining whether or not the partly serpentinized 
basaltic composition proposed in the present study is 
plausible. It may be pointed out that at the end of the 
day, a direct way of knowing the exact subsurface 
composition is by means of very deep boreholes. However, 
the cost of the latter is quite high. 
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