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EXTREMAL FUNCTIONS FOR MODULES OF SYSTEMS OF
MEASURES
MELKANA BRAKALOVA†, IRINA MARKINA‡, AND ALEXANDER VASIL’EV‡
Abstract. We study Fuglede’s p-module of systems of measures in con-
densers in Euclidean spaces and on polarizable Carnot groups. We apply
and generalize a result by Rodin, which provides an explicit method for find-
ing the extremal function and the 2-module of a foliated family of curves in
R2, to a variety of settings. In the planar case, we apply Rodin’s method to
obtain estimates for the conformal module of a parallelogram and of a ring
domain using directional dilatations. In Rn, we identify the extremal func-
tion and compute the p-module of images of families of connecting curves
and of separating sets with respect to the plates of a condenser under home-
omorphisms of certain regularity. Then we calculate the module and find
the extremal measures for the spherical ring domain on polarizable Carnot
groups and extend Rodin’s theorem to the spherical ring domain on the
Heisenberg group.
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1. Introduction
Let Ω be a bounded domain in a polarizable Carnot group G, a particular
case of which is the Euclidean space Rn, n ≥ 2, and let D0 and D1 be two
disjoint compacts in the closure Ω of Ω. The triple (Ω;D0, D1) is called a
condenser in G, and the compacts D0 and D1 – its plates. Two important
quantities related to the condenser (Ω;D0, D1) are the module of the family of
curves Γ(Ω;D0, D1) connecting the compacts D0 and D1 in Ω, and the module
of the surfaces, or more generally, the sets Σ(Ω;D0, D1) separating D0 and
D1 in Ω. Observe, that the module of Γ(Ω;D0, D1) is closely related to the
notion of capacity of D0 and D1 relatively to Ω, see e.g., [6, 29, 39, 54, 74, 75,
89, 90]. Since the notion of Lipschitz surfaces is somewhat restrictive for the
development of the theory of modules and related topics, it is convenient to
use the notion of modules of systems of measures introduced by Fuglede [25]
in 1957.
We first recall the definition. Let (X,M, m) be an abstract measure space
with a fixed measure m : M→ [0,+∞] defined on the σ-algebra M of subsets
in X . We denote by M the system of all measures µ in X , whose domains
of definition contain M. With an arbitrary system of measures E ⊂ M we
associate the class of non-negative measurable functions ρ defined in X and
satisfying the condition
(1)
∫
X
ρ dµ > 1, µ ∈ E.
We call such ρ admissible, and we write ρ∧µ if (1) holds for a measure µ, and
ρ ∧ E if (1) holds for every µ ∈ E.
Definition 1. For 0 < p <∞, the p-module Mp(E) of the system of measures
E is defined as
Mp(E) = inf
ρ∧E
∫
X
ρp dm,
interpreted as +∞ if the set {ρ : ρ ∧ E} is empty. A function ρ0, ρ0 ∧ E, is
called extremal for the p-module Mp(E) if Mp(E) =
∫
X
ρp0 dm.
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Definition 1 is a natural generalization of the concept of the module of a
family of curves in Rn, n ≥ 2. Given a family Γ of locally rectifiable curves in
space X = Rn, one can regard M as the Borel σ-algebra, m as the Lebesgue
n-dimensional measure, and µ as the arc-length of a curve which is a measure
associated with this curve. This construction for the case of Rn was carefully
developed in detail in [61, Chapter 2] and also in [25].
We call a system of measures E0 ⊆ E extremal for Mp(E) if∫
X
ρ0 dµ = 1 and Mp(E) =Mp(E0) =
∫
X
ρ0 dµ,
for Mp-almost all µ ∈ E0. If, in addition, E0 = E for Mp-almost all µ, we call
E0 a complete extremal system of measures. The family of extremal measures
does not always exist and is not, in general, uniquely determined, although it
is in the cases we consider. We consider this in more detail in the special case
of extremal family of curves in Section 2.
The above definition of an extremal function and measure is closely related
to Beurling’s Criterion, a nice and straightforward sufficient condition, which
guarantees that an admissible function for a family of curves in R2 is extremal
for its module. Badger [8] generalized Beurling’s criterion to Rn making it
necessary and sufficient for the Fuglede p-module of measure systems.
It is well known that in Rn, n ≥ 2, the module of the family of all rectifiable
curves Γ, in a spherical ring domain Ω = Rab, connecting the two boundary
concentric spheres of radii a, b, 0 < a < b < ∞, is equal to the module of
the family of radial curves Γ0, connecting these boundary spheres, and that
Γ0 is extremal. In the same spirit, the family of concentric spheres of radii
r, a < r < b, separating the boundary spheres is extremal for the module
of all Lipschitz separating surfaces in Rab, [29, 74, 85, 88]. The extremal
functions are also known. Finding the extremal function and the p- module is,
in general, quite a difficult task, possible to be completed only in a few cases.
One of the main aims of this paper is extending a relatively less known result
by Rodin [69], which provides a method for finding the extremal function that
leads to an explicit calculation of the module of a complete extremal family of
curves in the plane, to Rn, n ≥ 2, and to polarizable Carnot groups.
In Section 2 we study applications of 2-modules of families of curves in
R2, introduce Rodin’s theorem, Beurling’s criterion, the notion of extremal
curve family, and briefly discuss its existence and uniqueness for curves. We
apply Rodin’s method to obtain exact formulas for the extremal function and
the module of parallel slanted intervals in a parallelogram, and of logarithmic
spirals in a ring domain, as well as of their images. We give estimates for
the module of a quadrilateral and of a ring domain in terms of directional
dilatations.
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In Section 3, we provide extensions of Rodin’s theorem [69] to higher dimen-
sions for rather general type of condensers. One of the main results is Theo-
rem 3 which explicitly calculates the p-moduleMp(Γ
′
0) of an extremal family of
curves Γ′0 = f(Γ0), where f is a diffeomorphism in Ω and Γ0 = Γ0(Ω;D0, D1).
An analogous result for the module of a system of measures associated with
sets separating D0 and D1 in Ω is obtained in Theorem 4. The tools to han-
dle this more difficult case are developed in Section 3.4.2, where we consider
special cases of the coarea and change-of-variable formulas. Two typical ex-
amples of (Ω;D0, D1) are a cylinder and a spherical ring domain in R
n. Using
monotonicity property of modules with respect to families of curves we come
to some useful inequalities. Turning from the smooth case to more general
settings, we discuss several minimal regularity properties of the homeomor-
phism f . In particular, we can assume f to be Sobolev regular and of finite
distortion.
After a thorough analysis has been developed on Carnot groups, see e.g.,
[36, 37, 81], analogous problems can be formulated for these groups. The only
locally rectifiable curves on Carnot groups are so-called horizontal curves. To
define a ring domain on Carnot groups one can use an analogue of the Eu-
clidean norm which is a homogeneous functions with respect to the anisotropic
dilation δs, s > 0, respecting grading of the corresponding Lie algebras. Un-
fortunately, the radial curves δ(·) (considered as functions of s) are not hori-
zontal in general. On the Heisenberg group, Kora´nyi and Reimann [47] found
another family of ‘radial’ curves which are horizontal and orthogonal (in a cor-
rect sense) to the spheres defined as the level sets of the homogeneous norm.
It was also shown that this family of curves is extremal for the ring domain.
The existence of a homogeneous norm and corresponding horizontal family of
radial curves was proved for some other classes of Carnot groups in [7], which
received the name polarizable Carnot groups. One of our aims in Section 4
is to show that the family of concentric spheres separating two boundaries of
the spherical ring domain is also extremal for the module of all separating
sets in this ring on polarizable Carnot groups. We extend Theorem 3 to this
geometric setting.
2. Rodin’s theorem and extremality in R2
The modules of a quadrilateral and of a ring domain, were originally intro-
duced and studied in the works of Gro¨tzsch, Teichmu¨ller, Ahfors, and many
others [1, 31, 41, 50, 77] in the first half of the 20th century. It is natural
to assume that these concepts have provided some of the inspiration behind
the development of the notion of the extremal length of a family of curves by
Beurling and published in a joint work with Ahlfors [3] in 1950. The module
of a family of curves is defined as the reciprocal of the extremal length of that
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family. These concepts and their generalizations have become a powerful tool
in the study of a wide range of function-theoretic properties of domains in the
complex plane, space, and on general metric measure spaces.
2.1. Extremal functions and extremal families of curves. First, we re-
formulate Definition 1 for the special case of 2-module of a family of curves
in R2, state Beurling’s criterion, discuss extremal functions, and introduce the
notion of extremal families of curves.
Definition 2. Let Ω be a domain in R2, and let ρ : R2 → R be a non-negative,
measurable function. Let Γ be a family of locally rectifiable curves in Ω. We
say that ρ is an admissible function for Γ if
(2)
∫
γ
ρ ds ≥ 1, for any γ ∈ Γ,
where γ is parametrized by arc-length s. Then the quantity
(3) M2(Γ) := inf
{∫
Ω
ρ2(x)dm : among admissible ρ
}
,
where m is the Lebesgue measure in R2, is called the 2-module of Γ. If the
equality in (3) is attained for some function ρ0, then this function is called
extremal for the module problem M2(Γ).
The extremal function is essentially unique when it exists (see, e.g., [26]),
and it exists when we possibly exclude some subfamilies of curves of vanishing
module, see [25] or Proposition 6, item (7).
In what follows, we also use conformal invariance, monotonicity and subad-
ditivity of the 2-module, properties derived in e.g. [1, 26, 63, 78].
Definition 3. Let ρ0 be an extremal function for M2(Γ). We say that Γ0 ⊂
Γ is an extremal family of curves for M2(Γ) if it satisfies the following two
conditions:
(4)
∫
γ
ρ ds = 1, for M2- almost all γ ∈ Γ0, and M2(Γ) = M2(Γ0).
Below we discuss the existence and uniqueness of extremal families, up to a
family of curves of vanishing 2-module .
Let Qab = {(x, t) : 0 ≤ x ≤ a, 0 ≤ t ≤ b} and let D0 = {(x, t) : 0 ≤
x ≤ a, t = 0}, D1 = {(x, t) : 0 ≤ x ≤ a, t = b}. Let Γ = Γ(Qab, D0, D1)
be the family of all curves connecting D0 and D1. One can show that the
function ρ0 =
1
b
is extremal for M2(Γ), and therefore M2(Γ) =
a
b
, see e.g.,
[1, 50]. Also, the family Γ0 ⊂ Γ of vertical segments connecting D0 and D1
satisfies the properties (4) and therefore is extremal for M2(Γ). The extremal
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family for the module M2(Γ) in Qab, is unique up to a family of curves of
vanishing 2-module. The family Γ \ Γ0, has ρ0 as an extremal function, too.
However, there is no extremal family for M2(Γ \ Γ0). Consider any conformal
mapping f : Qab → Q. The image f(Γ0) is an extremal family for the 2-module
M2(Γ(Q; f(D0), f(D1))) of the family of curves connecting f(D0) and f(D1)
in Q, and the extremal function is ρ = 1
b
|f ′|.
Consider the square Q11, and the family of all curves Γ
⋆ connecting the
horizontal sides or the vertical sides of Q11. Let Γ0 be the family of vertical
segments connecting the horizontal sides, and Σ0 be the family of horizontal
segments connecting the vertical sides of Q11, (see [8]). The extremal function
for M2(Γ
⋆) is ρ0 = 1, and each of Γ0, Σ0, and Γ0 ∪ Σ0 is an extremal family
for M2(Γ
⋆). In this example the extremal family for M2(Γ
⋆) is not uniquely
determined (up to a set of curves of vanishing 2-module). In this paper we
consider extremal family of curves that are unique up to a set of curves of
2-module equal to 0.
Below we state Beurling’s extremaility criterion, formulated by Ahlfors, [1,
Theorem 4-4] and cited as Beurling’s unpublished work. It provides a sufficient
condition guaranteeing that an admissible function for a family of curves in
the plane is extremal for its module.
Theorem A (Beurling’s Extremality Criterion). Let Γ be a family of curves
in a domain Ω ⊆ R2 and let ρ0 be an admissible function for Γ. Suppose that
there exists a subfamily Γ0 in Ω, such that
• Γ0 ⊆ Γ;
• ∫
γ
ρ0 ds = 1 for every γ ∈ Γ0;
• For all real valued functions g ∈ L2(Ω), the condition ∫
γ
g ds ≥ 0 for
all γ ∈ Γ0, implies
(5)
∫
Ω
ρ0g dm ≥ 0.
Then ρ0 is extremal for M2(Γ) and
M2(Γ0) =M2(Γ) =
∫
Ω
ρ20 dm.
Remark 1. As one can see from the proof of Theorem A [1], one needs to
consider only the case g = ρ − ρ0 for all admissible ρ for M2(Γ) to claim ex-
tremality of ρ0. Indeed, (5) implies
∫
Ω
ρ20dm ≤
∫
Ω
ρρ0dm. Squaring both sides,
applying the Cauchy-Schwarz inequality
(∫
Ω
ρ20dm
)2 ≤ ∫
Ω
ρ2dm
∫
Ω
ρ20dm, im-
plies
∫
Ω
ρ20dm ≤
∫
Ω
ρ2dm, for all admissible ρ. Therefore M2(Γ) =
∫
Ω
ρ20dm
and ρ0 is extremal.
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In view of this criterion, Γ0 is an extremal family of curves for M2(Γ). Let
us observe that the practical verification of admissibility of ρ0 for the entire
family Γ is perhaps the most difficult part of this criterion although the other
parts are equally important. As a supporting argument, consider the following
example.
Example 1. Let Ω = Q1,h sin θ = [0, 1] × [0, h sin θ] ⊂ C, θ ∈ (0, π/2], and let
Ω′ = f(Ω), where
f(x, t) = (x+ t cot θ, t), t ∈ [0, h sin θ], x ∈ [0, 1], h > 0, θ ∈ (0, π/2).
Then Ω′ is the parallelogram in C with the vertices at 0, 1, 1+heiθ, heiθ. Define
the family of locally rectifiable curves Σ in Ω joining the opposite vertical
sides of Ω and by Σ0 the subfamily of horizontal intervals. Let Σ
′ = f(Σ) and
Σ′0 = f(Σ0). One has M2(Σ
′
0) = M2(Σ0) = M2(Σ) = h sin θ, see [2, Lemma,
Page 35]. At the same time, see [4],
M2(Σ
′) =
K′
K
(rθ/π),
where
rθ/π = µ
−1
(
πh
2 sin θ
)
, µ(r) =
π
2 sin θ
F
(
θ
π
, 1− θ
π
; 1; 1− r2)
F
(
θ
π
, 1− θ
π
; 1; r2
) .
Here K and K′ are complete elliptic integrals, and F means the Gaussian
hypergeometric function 2F1. In this example, we see that M2(Σ
′
0) is rather
simple expression, whereas the calculation of the module of the larger family
of curves Σ′ is a much harder task and requires explicit conformal maps based
on the Weierstrass ℘-function.
Due to the monotonicity property we can estimate the module of a family
of curves using a convenient subset. For example, the inequality M2(Σ
′
0) ≤
M2(Σ
′) gives an interesting lower estimate for the elliptic integrals
h sin θ ≤ K
′
K
(rθ/π).
The modules for Σ′0 and Σ
′ coincide only if θ = π/2, and in this case Σ0
is the extremal family for Σ. In view of Theorem A, this means that the
function ρ0(x) ≡ 1 is extremal for Σ0, but is not admissible for Σ whereas
other conditions of Beurling’s criterion remain true.
2.2. Rodin’s theorem and applications. First, we state Rodin’s theorem
which provides an explicit method for calculating the extremal functions and
the module of a family of curves. Later, we obtain upper and lower estimates
for the conformal module of quadrilaterals and doubly connected domains, in
terms of directional dilatations, see Definition 4.
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Let f be a smooth, orientation preserving homeomorphism of Q1b onto a
region Q ∈ R2, such that the Jacobi matrix exists and its determinant Jf is
strictly positive. Let Γ0 be the family of vertical intervals vx(t) = {(x, t) : t ∈
[0, b]; x ∈ [0, 1] is fixed}, and let cx(t) = f(vx(t)) ∈ Q. Thus, the image of Γ0
is f(Γ0) = {cx : [0, b]→ Q, x ∈ [0, 1]}.
Theorem B (Rodin’s Theorem, [69]). Let
ℓ(x) =
∫ b
0
|c˙x|2
Jf
dt, x ∈ [0, 1],
where c˙x =
∂
∂t
cx(t). Then
(6) ρ0(y) =
1
ℓ(x)
( |c˙x|
Jf
)
◦ f−1(y), (x, t) ∈ Q1b, y = f(x, t) ∈ Q,
is the extremal function for the 2-module of the family f(Γ0) and
(7) M2(f(Γ0)) =
∫
Q
ρ20(y) dy =
∫ 1
0
ℓ−1dx.
To prove Theorem B, one shows that ρ0 in (6) satisfies conditions of Theo-
rem A. The computation of M2(f(Γ0)) =
∫
Ω
ρ20 dm leads to (7).
The above result was used by Rodin and Warschawski to characterize the
boundary behavior of conformal maps, see, e.g., [70, 71].
If a quadrilateral Q is a conformal image of the rectangle Q1b, and if Γ =
Γ(Q1b;D0, D1), then M2(f(Γ)) = M2(Γ) = 1/b. If Σ is the family of curves
separating D0 and D1 in Q1b, then M2(f(Σ))M2(f(Γ)) = M2(Σ)M2(Γ) = 1,
see e.g., [1, 41, 50, 78]. Sometimes, families Γ and Σ are called conjugate.
Let us return back to Example 1 of the parallelogram Ω′. As it was observed,
the expression for M2(Σ
′) is difficult and involves some implicit functions and
elliptic integrals. Rodin’s theorem allows to give some explicit estimates of
M2(Σ
′). Denote by Γ′θ the family of parallel slanted intervals connecting the
horizontal sides of Ω′. By Γ′, we denote the whole family of curves connect-
ing the horizontal sides of Ω′, and if θ = π/2, then Γ′θ = Γ0. As it was
remarked, M2(Σ
′
0) = M2(Σ0) = h sin θ and M2(Σ
′) ≥ h sin θ because of mono-
tonicity of M2.
Proposition 1.
(8) M2(Γ
′
θ) =
sin θ
h
, M2(Γ
′
θ)M2(Σ
′
0) = sin
2 θ,
and
(9) |M2(Σ′)−M2(Σ′0)| ≤ h
cos2 θ
sin θ
.
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Proof. Applying Theorem B we have
M2(Γ
′
θ) =
∫ 1
0
dx∫ h sin θ
0
|ft|2
Jf
dt
=
sin θ
h
, M2(Σ
′
0) =
∫ h sin θ
0
dy∫ 1
0
|fx|2
Jf
dx
= h sin θ,
because |ft|2 = 1 + cot2 θ, Jf = 1 and |fx|2 = 1. This implies (8). By the
monotonicity property of the module of a family of curves, we have
M2(Σ
′
0) ≤M2(Σ′) ≤ (M2(Γ′θ))−1.
Since M2(Σ
′
0) = h sin θ, using (8) we obtain (9) . 
Remark 2. Of course, the shear map in Example 1 is a quasiconformal home-
omorphism with the maximal real dilatation
K(θ) = 1 +
1
2
cot2 θ +
1
2
cot θ
√
4 + cot2 θ ≥ 1.
So the estimate M2(Σ
′) ≤ Kh sin θ holds trivially. However, K(θ) ≥ 1/ sin2 θ
and the estimate in Proposition 9 is better for this map.
Applying Rodin’s method, we obtain useful estimates for the conformal
modules of quadrilaterals and ring domains by using the monotonicity property
of 2-modules of curves.
The vertices of Qab are usually assigned a specific order, namely (0, 0), (a, 0),
(a, b) and (b, 0), and the segments D0 and D1 are called its a-sides, thus these
are the sides connecting the first and the second and the third and the fourth
vertices. By a quadrilateral Q we understand a conformal image f(Qab) of
a rectangle Qab with a fixed order of vertices, the images of the vertices of
Qab and thus with identified a-sides, the images of D0 and D1. The conformal
module of the quadrilateral Q with the above assigned order of vertices and
a-sides is defined to be
M(Q) = b/a.
Thus, M(Q) = M2(Σ) = M(Qab) = b/a, where Σ = Σ(Qab;D0, D1) is the
family of curves separating D0 and D1 in Qab. It is well-known thatM(Q) can
be obtained by minimizing the Dirichlet integral min
∫∫
Q
|∇v|2dxdy, for a set
of admissible for the capacity functions, see Definition 14, and is equal to the
capacity of the condenser determined by the domain Q with the plates which
are the images of the vertical sides of Qab.
The parallelogram P (ε) with vertices 0, 1, 1+ε+ ib, ε+ ib is the image of Q1b
under the sheer transformation f(x, t) = (x+ εt, t). The properties of its con-
formal module, M(Pε), have been extensively studied in many papers. For ex-
ample, Reich [65] showed that M(Pε) is a convex non-decreasing function of ε,
using Steiner symmetrization. This result was extended in a paper of Dubinin
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and Vuorinen [20] who studied the change of conformal modules of polygonal
quadrilaterals under some transformations. Properties of conformal modules
of polygonal quadrilaterals, including parallelograms, have been investigated
using hypergeometric functions and numerical methods in [4, 35, 42, 64] and
many others, see the references therein.
Applying Rodin’s result, we obtain the following inequality that provides
an estimate for the rate of convergence of M(Pε) to M(Q1b), as ε→ 0.
Proposition 2.
|M(P (ε))−M(Q1b)| ≤ ε
2
b
.
The proof is done in analogy to Proposition 1.
Now we turn to ring domains. A ring domain R is a conformal image of the
annulus Rab = {z : a ≤ |z| ≤ b}. The conformal module M(R) of R is defined
as
M(R) =
log b/a
2π
.
Extremal properties of modules of doubly connected regions, or ring domains,
have been originally studied in the works of Teichmu¨ller and Gro¨tzsch, see [50]
for some results and history of the topic. The concept has played an essential
role in the development of the theory of plane quasiconformal mappings and
is naturally connected to the 2-module of families of curves.
If Γ is a family of curves connecting the boundary circles Sa and Sb, let Σ
be the family of curves separating Sa and Sb in Rab. Denote by f(Γ) and f(Σ)
their images under a conformal map f that maps Rab onto R. One can show
that
M2(f(Γ)) =M2(Γ) =
2π
log b/a
,
and that
M2(f(Σ))M2(f(Γ)) =M2(Σ)M2(Γ) = 1.
Therefore, M(R) = M2(Σ) = M2(f(Σ)). Thus, the conformal module can be
defined as the 2-module of the family of curves Σ = Σ(Rab;Sa, Sb) separating
the boundaries Sa and Sb in the annulus Rab.
We denote by Γ0 the family of radial intervals connecting Sa and Sb and
by Σ0 the family of concentric circles separating Sa and Sb. The families of
curves Σ0, f(Σ0),Γ0, f(Γ0, ) are extremal families for the corresponding module
problems.
Now, let f : R1b → R′, be an orientation preserving homeomorphism (not
necessarily conformal) defined in a neighborhood of R1b. A point in R1b is
called regular following [15], if f is differentiable at this point and the Jacobian
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Jf is strictly positive. At a regular point z = re
iθ ∈ R1b, the complex dilatation
of f is µf =
fz¯
fz
, and the Jacobian is Jf = |fz|2 − |fz¯|2 = |fz|2(1− |µf |2).
Below we introduce the directional dilatation of f in the direction α, at
a regular point. This concept was studied by Andreian-Cazacu [15] for the
purpose of generalizing the class of K–quasiconformal mappings.
Definition 4. The directional dilatation of f in the direction α ∈ R, is de-
fined as
Df,α =
|1 + e−2iαµf |2
1− |µf |2 .
Denote by fr =
∂
∂r
f(reiθ) and fθ =
∂
∂θ
f(reiθ). Then fr = e
iθ(fz + e
−2iθfz¯)
and fθ = ire
iθ(fz−e−2iθfz¯). Hence, Df,θ = |fr|
2
Jf
, Df,θ+pi
2
=
|fθ|2
r2Jf
. We assume
that 0 ≤ θ < 2π.
Let Γ′0, Γ
′, Σ′0, and Σ
′ be the images of Γ0, Γ, Σ0, and Σ under f, re-
spectively. Below we state results concerning modules of images under f of
radial segments and concentric circles in an annulus and the corresponding
extremal functions. For simplicity we assume that f is an orientation pre-
serving C1-smooth homeomorphism but the results can be extended, after
careful justification, to mappings of exponentially integrable finite distortion
and µ-homeomorphisms, which are locally absolutely continuous, see [14].
Proposition 3. The 2-module of the family of curves Γ′0 is calculated as
(10) M2(Γ
′
0) =
∫ 2π
0
(∫ b
1
Df,θ
r
dr
)−1
dθ
The extremal function for M2(Γ
′
0) is given by
ρ0 =
Df,θ
r
|fr|
∫ b
1
Df,θ
r
dr
◦ f−1.
Proof. For 0 ≤ θ < 2π, denote by γθ the radial segment connecting the con-
centric circles |z| = 1 and |z| = b, making angle θ with the x-axis, and by γ′θ
its image under f . We show that ρ0 satisfies the conditions of Theorem A.
Indeed,
∫
γ′θ
ρ0 ds = 1. Next, let ρ be any admissible function for M2(Γ
′
0). Then∫
γ′θ
(ρ− ρ0) ds ≥ 0, and therefore,
∫ b
1
(ρ− ρ0) ◦ f |fr|dr ≥ 0. Hence,∫
R′
ρ0(ρ− ρ0) dm =
∫ 2π
0
(∫ b
1
Df,θ
r
dr
)−1 ∫ b
1
(ρ− ρ0) ◦ f |fr| drdθ ≥ 0.
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By Theorem A, M2(Γ
′
0) =
∫
R′
ρ20 dm. A simple calculation leads to (10). 
The theorem below was proved in [14].
Proposition 4. The 2-module of the family of curves Σ′0 is calculated as
M2(Σ
′
0) =
∫ b
1
(∫ 2π
0
Df,θ+pi
2
dθ
)−1
dr
r
,
and the extremal function is
ρ0 =
Df,θ+pi
2
|fθ|
∫ 2π
0
Df,θ+pi
2
◦ f−1.
From the monotonicity property, Propositions 3 and 4, we have M2(Σ
′
0) ≤
M2(Σ
′) ≤ (M2(Γ′0))−1. Denote by M(R′) the conformal module of R′. Since
M(R′) = M2(Σ′), this leads to the following useful estimate for M(R′), in
terms of directional dilatations.
Theorem 1. For the conformal module M(R′) of R′ we have∫ b
1
(∫ 2π
0
Df,θ+pi
2
dθ
)−1
dr
r
≤ M(R′) ≤
(∫ 2π
0
(∫ b
1
Df,θ
r
dr
)−1
dθ
)−1
.
Observe that the upper and lower estimates are conformally invariant. Ap-
plying the Cauchy-Schwarz inequality leads to
(11)
∫ b
1
(∫ 2π
0
Df,θ+pi
2
dθ
)−1
dr
r
≤M(R′) ≤ 1
(2π)2
∫
R1b
Df,θ
|z|2 dm.
Such estimates have been used in e.g., [11, 12, 13, 14, 32, 49] and others. To
obtain (11) directly, one usually applies the length-area method, which involves
integrating over curves and using Fubini’s theorem, see Volkovyskii [87], Reich
and Walczak [66], Gutlyanskii and Martio [32] and others (the history and
equivalence of such estimates under the assumption that f is quasiconformal,
have been discussed in [10]).
Now we derive expressions for the modules of a family of logarithmic spirals
and their images under a smooth homeomorphism f in terms of directional
dilatations. Let β ∈ R. Consider f : R1b → R1b, f(reiθ) = |z|ei(−β log |z|+θ),
which maps the radial segments in R1b into portions of logarithmic spirals in
R1b of inclination β. Denote by Γβ =
⋃
θ∈[0,2π){z : z = rei(−β log r+θ), 1 < r < b}
and by Γ′β its f -image. Applying previous results and using Rodin’s theorem,
we obtain the following useful for the applications result.
Proposition 5. The 2-module of the family of logarithmic spirals Γβ is
(12) M2(Γβ) =
2π
(1 + β2) log b.
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Also
M2(Γ
′
β) =
∫ 2π
0
(∫ b
1
(1 + β2)Df,θ0
dr
r
)−1
dθ,
where θ0 = −β log r + θ + arctan β.
Proof. Let z = reiθ represent the polar coordinates of z in the annulus R1b.
Then fr = e
i(−β log r+θ)(1− iβ). Thus |gr|2 = (1+β2). In addition Jf = 1. From
Proposition 3, it follows that the extremal function for M2(Γβ) is
ρ0 ◦ f(reiθ) =
√
1 + β2
r
∫ b
1
(1 + β2)
dr
r
=
1√
1 + β2 (r log b)
.
Thus
M2(Γβ) =
∫
R1b
ρ20dm =
∫ b
1
∫ 2π
0
1
1 + β2
1
(r log b)2
rdrdθ =
2π
(1 + β2) log b
,
which proves (12).
Consider the mapping g = f(rei(−β log r+θ)) of the annulus R1b in the polar
coordinates Q = {(r, θ) : 1 ≤ r ≤ b, 0 ≤ θ < 2π} on Q′. Then M2(Γ′β) =∫ 2π
0
(∫ b
1
|gr|2
Jg
dr
)−1
dθ. Since |gr|2 = |fz + fz¯eiθ0 |2, Jg = rJf , and by Defini-
tion 4, we obtain (12). 
Since M2(Σ
′) ≤ (M2(Γ′β))−1 , after applying the Cauchy Schwarz inequality
one obtains estimates for M2(Σ
′), which depend on β :
M2(Σ
′) ≤ 1 + β
2
(2π)2
∫
R1b
Df,θ0
dm
|z|2 .
SinceM2(Σ
′) = M(R′) the above inequality provides a conformally invariant
upper estimate for M(R′), which is more general than the one obtained in
(11). After simple calculations, it can be shown that it is equivalent to the
one obtained in [14, Corollary 3.4].
3. Rodin’s theorem in Euclidean spaces
3.1. Module of a system of measures in Euclidean spaces. The mod-
ule of a systems of measures, introduced in Definition 1, has the following
properties, based on [25, Chapter 1]:
Proposition 6. Let (X,M, m) be an abstract measure space where m is a fixed
measure defined on a subalgebra of M. Denote byM the system of all measures
µ in X, whose domains of definition contain M and by µ¯ the completion of
the measure µ. Then the following properties hold
(1) Mp(E) 6Mp(E
′) if E ⊂ E ′ and E,E ′ ⊂M;
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(2) Mp(E) 6
∞∑
i=1
Mp(Ei) if E =
∞⋃
i=1
Ei, and Ei ⊂M;
(3) If A ⊂ X and m¯(A) = 0, then µ¯(A) = 0 for Mp-a.a. µ ∈M;
(4) If ρ ∈ Lp(X, m¯), then ρ is µ¯-integrable for Mp-a.a. µ ∈M;
(5) If ‖ρi − ρ‖Lp(X,m¯) → 0, then there is a subsequence ρij , such that∫
X
|ρij − ρ| dµ¯→ 0 for Mp-a.e. µ ∈M;
(6) Let E ⊂ M. Then Mp(E) = 0, if and only if, there exists a non-
negative function ρ ∈ Lp(X,m), such that∫
X
ρ dµ = +∞ for every µ ∈ E;
(7) If p > 1 and E ⊂ M \ {µ ≡ 0}, then there exists a non-negative
function ρ, such that∫
X
ρp dm = Mp(E), and
∫
X
ρ dµ > 1 for Mp-a.e. µ ∈ E;
(8) For the measures, which are restrictions of the Hausdorff measure to
compact sets, the following is true: if p > 2, E1 ⊂ E2 ⊂ · · · are sets of
complete measures and E =
⋃
Ei, then
Mp(E) = lim
i→∞
Mp(Ei).
Badger, see [8], extended Beurling’s criterion (Theorem A) to Fuglede’s p-
module of systems of measures, as a sufficient and necessary condition. Let
X = Rn, let M be a Borel σ-algebra in the topology defined by the Euclidean
metric, and let m be the Lebesgue measure.
Theorem 2 ([8]). Let E be a measure system in Rn and let ρ be an admissible
function for E such that ρ ∈ Lp(Rn), 1 < p < ∞. Then ρ0 is the extremal
function for the p-module of E if and only if, there exists a measure system F
such that
• Mp(F ∪ E) = Mp(E);
• ∫
Rn
ρ0 dν = 1 for every ν ∈ F ;
• For all real valued functions g ∈ Lp(Rn) the condition ∫
Rn
g dν ≥ 0, for
all ν ∈ F, implies ∫
Rn
gρp−10 dm ≥ 0.
Analogous theorem holds for p = 1.
Remark 3. In the same manner, as in the plane, one can see from the proof
of Theorem 2, that we only need to consider g = ρ− ρ0 to get extremality for
ρ0 and the systems of measures E.
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3.2. Rodin’s theorem for families of connecting curves in a condenser.
Here we state an extension of Rodin’s result [69, Theorem 14] to the p-module
of families of curves in Rn, connecting the two plates D0 and D1 of a condenser
(Ω;D0, D1), introduced at the beginning of Section 1.
Recall that for any Borel set B, we use the Hausdorff measure defined by
Hd(B) = lim
δ→0
Hdδ (B), where
Hdδ (B) = inf{
∞∑
i=1
(diamUi)
d : Ui are open,
∞⋃
i=1
Ui ⊇ B, diamUi < δ}.
We observe that the n-dimensional Lebesgue measure coincides with the Hn-
Hausdorff measure in Rn for all n, up to a constant which we choose to be 1.
The number d is called the Hausdorff dimension of B.
Let D ⊂ Rn be an (n− 1)-Hausdorff dimensional compact and let (x, t) 7→
u(x, t), where x ∈ D and t ∈ [a, b], be an embedding that parametrizes a
condenser (Ω;D0, D1) in R
n, so that D0 = u(x, a) and D1 = u(x, b). We
assume that u = (u1, . . . , un) is a C
1-smooth homeomorphism in D × [a, b]
with a positive Jacobian Ju. Let f be a C
1-smooth homeomorphism of Ω
onto Ω′ ⊂ Rn, such that the Jacobian Jf is strictly positive in Ω. Denote by
If = JuJf .
Let Γ0 be the family of curves
vx(t) = {u(x, t) : t ∈ [a, b], x ∈ D is fixed},
and let cx(t) = f(vx(t)) ⊂ Ω′. Then
f(Γ0) = {cx : [a, b] u−→ Ω f−→ Ω′, x ∈ D}.
We write c˙x =
∂
∂t
cx.
Our generalization of Rodin’s theorem is as follows.
Theorem 3. Set 1/p+ 1/q = 1, p, q > 1, and let
ℓ(x) =
∫ b
a
( |c˙x|
If
)q
If dt, x ∈ D.
Then
ρ0(y) =
1
ℓ(x)
( |c˙x|
If
) 1
p−1
◦ f−1, y = f ◦ u(x, t) ∈ Ω′,
is the extremal function for the p-module Mp(f(Γ0)) of the family f(Γ0), where
Mp(f(Γ0)) =
∫
Ω′
ρp0 dy =
∫
D
ℓ1−p dHn−1(x).
f(Γ0) is the complete extremal family of curves for Mp(f(Γ0)).
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The proof of the above theorem is given in Section 3.4.1.
The only result known to us, that computes explicitly the weighted p-module
of a family of curves in Rn and provides the almost extremal function for it,
belongs to Ohtsuka, see Theorem 3.4.3 in [61]. The author studies a family
of curves in a tube, which are trajectories of a solenoidal vector field. It is
clear that, while considering different settings, Ohtsuka’s result and Theorem
3, should lead to equivalent formulas, when the settings overlap.
Observe that Theorem 3 applies to the following special cases.
• Ω = {t ∈ [a, b], x ∈ D} is a cylinder in Rn, where D is a compact set
in Rn−1 and u ≡id. Then, If = Jf .
• A spherical ring domain Ω = Rab in Rn bounded by the concentric
spheres Sa and Sb of radii a and b respectively. Then D = S1 is the
unit sphere in Rn, u(x, t) = tx, and If = t
n−1Jf .
• A conical cylinder Ω = {(βtx, t) : x ∈ D ⊂ Rn−1, t ∈ [a, b], β > 0}.
Then If = (βt)
n−1Jf
3.3. Modules of families of separating sets in a condenser. Let us
define separating sets in a topological sense and describe the associated system
of measures. Let D0 and D1 be disjoint compact sets in the closure Ω of a
bounded open set Ω ⊂ Rn. We denote Ω∗ = Ω ∪D0 ∪D1.
Definition 5. We say that a set σ separates D0 from D1 in Ω if
• σ ∩ Ω is closed in Ω;
• There are disjoint sets U1 and U2 which are open in Ω∗ \ σ such that
Ω∗ \ σ = U1 ∪ U2, D0 ⊂ U1 and D1 ⊂ U2.
Let Σ denote the class of all sets that separate D0 from D1. With every
σ ⊂ Σ we associate a complete measure µ in the following way: for every
Hausdorff Hn−1-measurable set A ⊂ Rn we define
µ(A) = Hn−1(A ∩ σ ∩ Ω).
From the properties of Hausdorff measure, it is clear that the Borel sets in Rn
(here σ∩Ω is closed in Ω, and therefore, is Borel) are µ-measurable, hence the
module Mq(Σ) of Σ is the module of a family of measures E in Definition 1.
We will use the two notations notations Mq(E) and Mq(Σ) interchangeably.
The next theorem states an analogue to Theorem 3 for separating sets. Let
(Ω;D0, D1) be a condenser in R
n defined as previously. We define Σ0 to be
a family of sets σt = {u(x, t) : x ∈ D, t ∈ [a, b] is fixed} that separate the
plates D0 = u(x, a) and D1 = u(x, b). Assume that f is C
1-smooth orientation
preserving homeomorphism Ω→ Ω′ ⊂ Rn.
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Theorem 4. Let 1
p
+ 1
q
= 1, and let
ℓ(t) =
∫
σt
(|(∇(t(f−1)) ◦ f(u(x, t))|)p If dµ.
Then,
ρ0 =
1
ℓ(t(f−1)
(|(∇(t(f−1))|)1/(q−1)
is the extremal metric for the q-module of Σ′0 = f(Σ0), and the q-module is
equal to Mq(Σ
′
0) =
∫
Ω′
ρq0 dy =
∫ b
a
ℓ1−qdt.
The condition of the regularity for the mapping f and the set D can be
relaxed according to the discussion in Section 3.4.2.
Let us give simple but illustrative Examples 2 and 3 of calculation of the
extremal functions and families for the module of families of connecting curves
and separating sets in the cylinder Ω = D × [a, b]. Then, Examples 4 and 5
illustrate Theorem 3 for a cylinder and for a spherical ring domain.
Example 2. Let Γ be a family of all locally rectifiable curves connecting the
base sides D0 and D1 of the cylinder Ω, and let Γ0 ⊂ Γ be the family of
intervals
vx(t) = {(x, t) : t ∈ [a, b], x ∈ D is fixed}.
Observe that the function ρ0(x) =
1
b−a , x ∈ Ω is extremal for Γ and
Mp(Γ) =Mp(Γ0) =
Hn−1(D)
(b− a)p−1 .
Example 3. Let Σ be a family of Borel sets σ separating the base sides D0 = σa
and D1 = σb of the cylinder Ω, and let Σ0 ⊂ Σ be the family of sets
σt = {(x, t) : x ∈ D, t ∈ [a, b] is fixed}.
By E we denote the family Hn−1-Hausdorff measures in Ω associated with
σ ∈ Σ and E0 ⊂ E are Hn−1-Hausdorff measures associated with σt ∈ Σ0.
It is easy to see that ̺0 =
1
Hn−1(D)
is the extremal function for both Σ and
Σ0 ⊂ Σ, satisfies all other conditions of Theorem 2 and
Mq(Σ) =
b− a
(Hn−1(D))q−1
.
The classical equality (Mp(Γ))
q(Mq(Σ))
p = 1 holds.
Example 4. Now let us calculate the module in the image Ω′ of Ω with a = 0,
b = r, under a ‘horizontal’ shear transform f given by
f(x, t) = (x1 + βt, x2, . . . , xn−1, t).
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Let Γ0 be as in Theorem 3 and Γ
′
0 = f(Γ0). Then the Jacobian Jf = 1
and the norm of the derivative is |c˙x| =
√
1 + β2. Besides, ℓ = (1 + β2)q/2r,
ρ0 =
1
r
√
1+β2
, and the p-module becomes
Mp(Γ
′
0) =
Hn−1(D)
(1 + β2)p/2rp−1
.
At the same time, let us calculate the q-module in Theorem 4 under the
same transform. Obviously, ℓ = µ(D) and
Mq(Σ
′
0) =
r
(Hn−1(D))q−1
.
We see that (Mp(Γ
′
0))
q(Mq(Σ
′
0))
p 6= 1, and the function ρ0 = 1
r
√
1+β2
is no
longer admissible for a larger family Γ′ = f(Γ) while other conditions of
Beurling-Badger’s criterion applied to the families Γ′ and Γ′0 hold. The state-
ments on Σ, Σ0 and Σ
′, Σ′0 remain as in Example 3 and in some cases can give
interesting estimates as in Example 1. At the same time, using monotonic-
ity of modules we can derive estimates for the module of the whole family of
curves connecting D0 and D1 as
Hn−1(D)
(1 + β2)p/2rp−1
=Mp(Γ
′
0) ≤Mp(Γ′) = (Mq(Σ′))p/q ≤ (Mq(Σ′0))p/q =
Hn−1(D)
rp−1
.
Example 5. Let us first give known expressions for the p-module of the family
of locally rectifiable curves Γ connecting Sa and Sb in the spherical ring domain
Rab bounded by Sa and Sb. The function
ρ0(x) =


|p−n|
p−1
∣∣∣bp−np−1 − a p−np−1 ∣∣∣−1 ∣∣∣∇|x| p−np−1 ∣∣∣ , for p 6= n,
(log b/a)−1|∇ log |x||, for p = n,
is admissible for Γ and
∫
γ∈Γ0 ρ0 ds = 1. Besides,
Mp(Γ) =
∫
Rab
ρp0 dy =


(
|p−n|
p−1
)p−1 ∣∣∣bp−np−1 − a p−np−1 ∣∣∣1−p ω(S1), for p 6= n,
(log b/a)1−nω(S1), for p = n.
We will prove analogous formulas in details later for a more general case of
polarizable groups, see also [29, 74, 88].
Let us consider a spherical ring R1r bounded by the unit sphere S1 and a
sphere Sr of radius r, 1 < r < π. Recall that R1r is given by the spherical
transformation G : (θ1, . . . , θn−1, t) → (x1, . . . , xn), where θ1 ∈ [0, 2π), θk ∈
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[0, π], k = 2, 3, . . . , n− 1, t ∈ [1, r], and
x1 = t sin θ1 sin θ2 . . . sin θn−1,
x2 = t cos θ1 sin θ2 . . . sin θn−1,
x3 = t cos θ2 sin θ3 . . . sin θn−1,
. . . . . . . . .
xn = t cos θn−1.
The Jacobian JG of the spherical transformation G is
JG(θ1, . . . , θn−1, t) = tn−1ω = tn−1 sin θ2 sin2 θ3 . . . sinn−2 θn−1.
The line element ds is computed as
ds2 = dt2 + t2(dθ2n−1 + sin
2 θn−1 dθ2n−2 + sin
2 θn−1 sin2 θn−2 dθ2n−3
+ · · ·+ sin2 θn−1 sin2 θn−2 . . . sin2 θ2 dθ21).
Let us define the twisting map f of R1r by the shear transform
G−1 ◦ f ◦G : (θ1, θ2, . . . , θn−1, t)→ ((θ1 + t− 1), θ2, . . . , θn−1, t),
i.e., the boundary sphere S1 remains unchanged while the spheres St rotate by
an angle t− 1, t ∈ (1, r] by the element of SO(n)

cos(t− 1) sin(t− 1) 0 0 . . . 0
− sin(t− 1) cos(t− 1) 0 0 . . . 0
0 0 1 0 . . . 0
. . . . . . . . .
. . . . . . . . .
0 0 0 0 . . . 1

 .
Observe that Jf = JG−1◦f◦G = 1, and the radial intervals from Γ0 are mapped
onto the curves c(t) with |c˙| = √1 + t2. Theorem 3 implies that
ℓ(x) =
∫ r
1
(
1 + t2
)q/2
I1−qf dt =
∫ r
1
(
1 + t2
)q/2
t(n−1)(1−q) dt =: K,
and the p-module of f(Γ0) is
Mp(f(Γ0)) =
∫
S1
ℓ1−pdx = K1−p
∫
S1
dx = K1−pω(S1).
Having in mind the previous example and the monotonicity of the module, we
come to correct inequalities for the following integrals∫ r
1
(
1 + t2
) p
2(p−1) t
n−1
1−p dt ≥ p− 1|p− n|
(
r
p−n
p−1 − 1
)
, p > 1, p 6= n,
and ∫ r
1
(1 + t2)
n
2(n−1)
t
dt ≥ log r, p = n ≥ 2.
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Analogously we can define an automorphism f of R1r by the twisting map
G−1 ◦ f ◦G : (θ1, θ2, . . . , θn−1, t)→ ((θ1 + β log t), θ2, . . . , θn−1, t),
i.e., the boundary sphere S1 remains unchanged while the spheres St rotate by
an angle β log t, t ∈ (1, r]. Then the radial intervals from Γ0 are mapped onto
the curves c(t) with |c˙| =
√
1 + β2 =const, and
ℓ(x) ≡

(1 + β
2)
q
2
r
p−n
p−1 − 1
p− n (p− 1), for p 6= n,
(1 + β2)
n
2(n−1) log r, if q = n
n−1 and p = n.
Hence,
Mp(f(Γ0)) =


1
(1+β2)p/2
(
|p−n|
p−1
)p−1 ∣∣∣r p−np−1 − 1∣∣∣1−p ω(S1), for p 6= n,
ω(S1)
(1+β2)n/2(log r)n−1
, if q = n
n−1 and p = n.
In particular, if p = 2 and n = 2, then M2(f(Γ0)) =
2π
(1+β2) log r
. This, naturally,
agrees with (12).
3.4. Proof of Theorem 3 and 4.
3.4.1. Proof of Theorem 3.
Proof. Let us first observe that
∫
cx
ρ0 ds = 1. Indeed,∫
cx
ρ0 ds =
∫ b
a
(ρ0 ◦ f ◦ u)|c˙x| dt = 1
ℓ
∫ b
a
( |c˙x|
If
) 1
p−1
|c˙x| dt
=
1
ℓ
∫ b
a
( |c˙x|
If
)q
If dt = 1, for all x ∈ D.
Therefore, ρ0 is admissible for f(Γ0) and
(13) Mp(f(Γ0)) ≤
∫
Ω′
ρp0 dy.
On the other hand, for any ρ admissible for f(Γ0), we have
∫
cx
ρ ds ≥ 1, and
therefore ∫
cx
(ρ− ρ0) ds ≥ 0.
This implies that
1
ℓp−1(x)
∫ b
a
[(ρ− ρ0) ◦ f ◦ u ] |c˙x| dt ≥ 0.
Then ∫
D
∫ b
a
(
(ρ− ρ0)ρp−10 ◦ f ◦ u
)
If dt dH
n−1
x ≥ 0.
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Equivalently, ∫
Ω′
ρρp−10 dy ≥
∫
Ω′
ρp0 dy.
Thus we can apply the Remark 3, to conclude that ρ0 is extremal for the
module problem in consideration and that Mp(f(Γ0)) =
∫
Ω′
ρp0 dy. Now we can
calculate the p-module as
Mp(f(Γ0)) =
∫
Ω′
ρp0 dy =
∫
D
∫ b
a
[ρp0 ◦ f ◦ u] Ifdt dHn−1x
=
∫
D
∫ b
a
1
ℓp
( |c˙x|
If
) p
p−1
If dt dH
n−1
x =
∫
D
ℓ1−pdHn−1x .

The condition of regularity of the mapping f required for Theorem 3 can
be relaxed, so that f belongs to some more general known classes of maps,
see Section 3.4.4. For example, we can assume that f is homeomorphic W 1,1
Sobolev and orientation preserving in R3, see [38], or quasiconformal in Rn,
see [86].
3.4.2. Coarea formula and change of variables. In order to prove Theorem 4
we need a variant of the coarea and change-of-variable formulas which we
formulate first for smooth maps.
Let u : Rn → R be C1-smooth, f : Rn → Rn a C1 orientation preserving
homeomorphism. Let D be Hn−1-measurable set, Ω = D × (−∞,∞), and
Ω′ = f(Ω). Let σr = {x ∈ Ω : (u ◦ f)(x) = r} and σ′r = {y ∈ Ω′ : u(y) = r}
be the level sets of u ◦ f and u for a fixed r, respectively. A variant of Sard’s
theorem, see [21], states that Hn−1y (σ
′
r ∩ Zu) = 0 for almost all r ∈ R, where
Zu is the set of the points where the Jacobian Ju vanishes.
In particular, let us consider the condenser (Ω;D0, D1) in R
n parametrised
by an embedding (x, t) 7→ u(x, t), where x ∈ D ⊂ Rn, D is (n− 1)-Hausdorff
dimensional compact , u = (u1, . . . , un) is C
1-smooth homeomorphism with
positive Jacobian Ju, and t ∈ [a, b]. The function u will be defined to be
u(y) = t ◦ f−1(y) where t(·) is the last coordinate t of (x, t) of the inverse map
u−1. Define If = JfJu .
Let us recall the change of variables formula. For any Borel set U ⊂ Rn and
for any homeomorphism f : Rn → Rn we define the pull-back of the Hausdorff
measure µ by f as f ∗µ(U) ≡ (µ ◦ f)(U) = µ(f(U)). Then µ ◦ f is absolutely
continuous with respect to µ and the Radon-Nikodym theorem implies the
change of variables formula∫
f(U)
ρ′dµ =
∫
U
(ρ′ ◦ f)d(µ ◦ f)
dµ
dµ.
22 M. BRAKALOVA, I. MARKINA, AND A. VASIL’EV
Lemma 1. For a positive measurable function ρ in Rn the following change
of variables formula holds
(14)
∫
σ′r
ρdHn−1(y) =
∫
σr
ρ|∇u| ◦ f
|∇(u ◦ f)|JfdH
n−1(x).
In addition, if u = t ◦ f−1(y), then
(15)
∫
σ′r
ρdHn−1(y) =
∫
σr
(ρ |(∇(t(f−1)) ◦ f(u(x, t))|)IfdHn−1(x).
Proof. Indeed, the conditions on the function u and the mapping f ensure
that both u and u ◦ f are C1-smooth. For a fixed r denote by Br = {x ∈
Ω: u ◦ f(x) ≤ r} and B′r = {y ∈ Ω′ : u(y) ≤ r}.
By the co-area formula (see, e.g., [53]) we have that∫
B′r
ρ|∇u|dy =
∫ r
−∞
∫
σ′r
ρdHn−1(y)dr.
Then
(16)
∂
∂r
∫
B′r
ρ|∇u|dy =
∫
σ′r
ρdHn−1(y)
holds as the above derivative exists for almost all r, see, e.g., [60, pp. 29–33].
By the change of variables formula (see [33])∫
B′r
ρ|∇u|dy =
∫
Br
(ρ|∇u|) ◦ fJfdx.
Applying the co-area formula, once more and in a similar fashion as before, to
the right hand side of the above equation and differentiating with respect to
r gives
(17)
∂
∂r
∫
Br
(ρ|∇u|) ◦ fJfdx =
∫
σr
(ρ|∇u|) ◦ f
|∇(u ◦ f)| JfdH
n−1(x).
Comparison of the right-hand sides in (16) and (17) leads to the first state-
ment of Lemma 1.
To prove the second part of Lemma 1, observe that we set u = t(f−1). Thus
σr = {x : (x1, . . . , xn−1) ∈ D, t = r ∈ (a, b)} and σ′r is a level set of the function
t(f−1), i.e., σ′r = {y ∈ f(Ω) : t(f−1) = r}. Then we must change f → f ◦ u
and u → t(f−1) in (14). The gradient in the denominator |∇(u ◦ f)| in (14)
becomes |∇(t(f−1) ◦ f ◦ u)| = |(0, . . . , 1)| = 1 from where follows (15). 
Lemma 1 implies that in our case the Radon-Nikodym derivative becomes
(18)
d(µ ◦ f)
dµ
= |(∇(t(f−1)) ◦ f(u(x, t))|If(x).
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3.4.3. Proof of Theorem 4.
Proof. The proof is similar to that of Theorem 3 where we substitute Radon-
Nikodym derivative (18) in place of |c˙x| in the claim on admissibility of ρ0,
and use Lemma 1 when the change-of-variable formula (15) is applied. First
we show that ρ0 is an admissible function:∫
σ′t
ρ0dH
n−1 =
∫
σ′t
1
ℓ(t(f−1))
(|∇t(f−1)|)1/(q−1) dHn−1 =
∫
σt
1
ℓ(t(f−1))
(|∇t(f−1)|)1/(q−1) |∇t(f−1)|IfdHn−1 =
1
ℓ(t(f−1))
∫
σt
|∇t(f−1)|pIfdHn−1 = 1.
Now let ρ be any admissible function for E ′0, i.e.
∫
σ′t
ρdHn−1 ≥ 1. Since∫
σ′t
ρ0dH
n−1 ≥ 1, we have
1
ℓq−1
∫
σ′t
(ρ− ρ0)dHn−1 ≥ 0.
and by Lemma 1
1
ℓq−1
∫
σt
((ρ− ρ0)|∇t(f−1)|) ◦ fIfdHn−1 ≥ 0.
Since |∇t(f−1)| = ℓq−1ρq−1 ◦ f ◦ u, it follows that∫ b
a
∫
σt
((ρ− ρ0)ρq−10 ) ◦ f ◦ u IfdHn−1dt ≥ 0.
By Fubini’s theorem and change of variables formula we obtain that
∫
Ω′
(ρ −
ρ0)ρ
q−1
0 dy ≥ 0, and therefore applying Remark 3, we conclude that ρ0 is
extremal for the module problem under consideration and that Mq(Σ
′
0) =∫
Ω′
ρq0dy. 
3.4.4. Theorem 3 and 4 for non-smooth homeomorphisms. The conditions we
imposed on the function u and the map f can be relaxed. Let us analyse the
following ingredients of the above lemmas. We need the following properties:
(i) The function u : Rn → R and the homeomorphism f : Rn → Rn must
be such that u and the superposition u ◦ f are of the same type of
regularity;
(ii) The homeomorphism f : Rn → Rn and its inverse f−1 must be of the
same type of regularity;
(iii) The critical set for the level sets σr and σ
′
r must have the H
n−1-measure
zero.
First, let us describe the level sets of the function u.
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Definition 6. Given integers 1 ≤ k ≤ n, we say that a Borel set B ⊂ Rn is
countably Hausdorff Hk-rectifiable if there exists a sequence of Lipschitz maps
ψi : Ei ⊂ Rk → Rn such that Hk (B \
⋃∞
i=1 ψi(Ei)) = 0.
The set B ⊂ Rn is countably Hk-rectifiable if and only if there exists a se-
quence of k-dimensional C1-smooth manifolds M1,M2, . . . , such that
Hk (B \⋃∞i=1Mi) = 0, see [22, 34]. A version of Sard’s theorem tells us that
if u : Rn → R is Lipschitz, then for almost every point r ∈ R, u−1(r) is count-
ably Hn−1-rectifiable, see [34]. If u ∈ W 1,p(Rn,R), then there exists a Borel
representative of u such that u−1(r) is countably Hn−1-rectifiable for almost
all r, see [5, 9, 22, 34, 53] for more on rectifiable sets. We remark that this
analogue of Sard’s theorem is not enough to state the coarea formula. The
following definition is found in [67].
Definition 7. A function u : Rn → R is called p-quasicontinuous if it is Borel
measurable and continuous on a set Rn \U where U is a set of arbitrary small
p-capacity.
Reshetnyak’s theorem [67] claims that any W 1,p(Rn,R) Sobolev function,
p ≥ 1, has a p-quasicontinuous representative for 1 ≤ p ≤ n, or a continuous
representative for p > n. Now let u : Rn → R be a p-quasicontinuous repre-
sentative of a W 1,p-Sobolev function, p ≥ 1, and let g : Rn → R be positive
and measurable. Then the coarea formula (16) holds, where ∇ means the
distributional gradient.
We discuss now the composition operators. We say that a locally Lipschitz
function u : Rn → R satisfies the polynomial growth condition for its partial
derivatives almost everywhere in Rn, if∣∣∣∣ ∂u∂xj (x)
∣∣∣∣ ≤ a(1 + |xj|ν), a.e. in Rn, j = 1, . . . , n,
where ν = n(p−r)
r(n−p) , 1 ≤ r ≤ p < n < ∞, and a > 0 is a constant. Given
a function u : Rn → R, and a map f ∈ W 1,p(Ω,Rn), p ≥ 1 let us define a
composition operator Tu by Tu(f) = u◦f . The operator Tu maps W 1,p(Ω,Rn)
into W 1,r(Ω,R), if and only if, 1 ≤ p < n, the domain Ω is bounded domain in
Rn satisfying the cone condition, and u is locally Lipschitz having its partial
derivatives of polynomial growth, see Marcus and Mizel [58]. For p > n, the
polynomial growth of the partial derivatives can be omitted.
A different composition operator Tf : W
1,p(Ω′,R) → W 1,p(Ω,R) defined by
Tf(u) = u◦f was considered in a series of papers [30, 79, 80]. It was proved that
the necessary and sufficient condition for Tf to induce an isomorphism ofW
1,p
spaces is that f is quasiisometric. Ukhlov and Vodopyanov [82, 83] studied also
the operator Tf : L
1,p(Ω′,R) → L1,q(Ω,R), for Sobolev spaces whose Sobolev
norm does not contain ‖u‖p. A necessary and sufficient condition involved
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ACL function of bounded distortion, which in particular, included the case
p = n. Let us remark that ACLp =W 1,p in the sense that any ACLp function
represents a function from W 1,p and any W 1,p function contains an ACLp
representative.
Finally, let us turn to the problem of regularity of the inverse map. For this
we need the definition of a function of finite distortion, see [40].
Definition 8. A map f : Ω→ Rn on an open set Ω ⊂ Rn has finite distortion
if f ∈ W 1,1
loc
(Ω,Rn), the Jacobian Jf ≥ 0 almost everywhere in Ω, Jf ∈ L1loc(Ω)
and there exists some function K : Ω → [1,∞] finite almost everywhere in Ω
such that
‖Df(x)‖n ≤ K(x)Jf (x), a.e. in Ω.
Let Ω be an open set in Rn, and let f ∈ W 1,n−1(Ω,Rn) be a homeomorphism
of finite distortion, Ω′ = f(Ω). A result by Cso¨rnyei, Hencl, and Maly´ [19]
implies that f−1 ∈ W 1,n−1(Ω′,Rn) and (f−1)n ∈ W 1,n−1(Ω′,R). For the results
on the functions of the Sobolev class L1,p, see [84].
Conclusion. In view of the above, the conditions on the set Ω ⊂ Rn, on the
function u, and on the mapping f in Lemma 1 can be chosen, for example, as
follows.
• The function u can be chosen to be locally Lipschitz function from W 1,p
satisfying the polynomial growth condition for its partial derivatives
for 1 ≤ p < n, and the homeomorphism f to be a p-quasicontinuous
representative of a W 1,p-Sobolev map in Lemma 1;
• The homeomorphism f in Lemma 1 can be chosen to be W 1,n−1-Sobolev
of finite distortion.
4. Extremal measures on polarizable groups
In this section we want to prove an analogue of Rodin’s theorem and to
discuss extremal functions and extremal families for the module of curves and
separating sets in a geometry different from the Euclidean one, namely for a
special type of Carnot groups. We start with some necessary definitions.
4.1. Definition of polarizable groups.
Definition 9. The Carnot group G is a connected, simply connected Lie group,
whose Lie algebra g is nilpotent and possesses a stratification g =
⊕l
j=1 Vj ,
where [V1, Vj] = Vj+1 for all j ∈ N with Vj = {0}, whenever j > l. The
positive integer l is called a step of the group.
We assume that the underlying layer V1 is endowed with an inner product
〈. , .〉0, and let X1, · · · , Xk be an orthonormal basis of V1 with respect to this
inner product. The vector fields X1, · · · , Xk are usually called horizontal, and
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a sub-bundle HG of the tangent bundle TG of the group G with the typical
fiber HgG = span {X1(g), · · · , Xk(g)} ⊂ TgG, g ∈ G, is called a horizontal
sub-bundle. As a consequence, any vector v ∈ HgG is also called horizontal.
The inner product 〈. , .〉0 on V1 defines a left-invariant sub-Riemanian metric
on G through the left translations, which we denote by the same symbol. We
write ‖v‖20 = 〈v, v〉0 for v ∈ HgG. Let us use the normal coordinates of the first
kind, where an element g ∈ G is identified with (x1, · · · , xk, tk+1, · · · , tm) ∈ Rm
by the formula
g = exp
(
k∑
i=1
xiXi +
m∑
i=k+1
tiTi
)
,
where Tk+1, · · · , Tm denotes a set of vectors, extending the horizontal basis
X1, · · · , Xk to the entire basis of g. The stratified structure of the Lie algebra
naturally defines the dilation δs, s > 0, that in the introduced coordinates can
be written as
δsg = δs(x1, · · · , xk, tk+1, · · · , tk+dim(V2), . . . , t
k+
l−1∑
j=1
dim(Vj)+1
, · · · , tm)
= (sx1, · · · , sxk, s2tk+1, · · · , s2tk+dim(V2), . . . , slt
k+
l−1∑
j=1
dim(Vj)+1
, · · · , sltm).
As a simply connected nilpotent group, admitting dilations δs, G is globally
diffeomorphic to g ∼= Rm, m =∑li=1 dimVi, via the exponential map, see [23,
Proposition 1.2]. The number m is called a topological dimension of the group.
The sub-Riemannian metric induces the distance function dcc on G in the same
way as it does for a Riemannian metric. The distance function dcc is usually
called the Carnot-Carathe´odory distance, and the Hausdorff dimension of the
metric space (G, dcc) is equal to Q =
∑l
i=1 i dimVi, see [59]. The number Q is
also called a homogeneous dimension of G, and it will play an important role
in the forthcoming calculations. The Haar measure on G is induced by the
exponential map from the Lebesgue measure on g ∼= Rm. A norm NG on the
group G is called homogeneous if it is a homogeneous of order one function
with respect to the dilation δs: NG(δsg) = sNG(g) for all g ∈ G.
The horizontal gradient ∇0 is a unique horizontal vector such that
〈∇0f, v〉0 = v(f), for any v ∈ HgG, f ∈ C∞(G).
The horizontal gradient is expressed in the orthonormal basis X1, . . . , Xk as
∇0f = (X1f, . . . , Xkf).
Given a domain U ⊂ G, a function u ∈ C2(U) is called p-harmonic if it
satisfies the p-sub-Laplace equation in U :
(19) ∆0,pu :=
k∑
i=1
Xi
(‖∇0u‖p−20 Xiu) = 0,
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and ∞-harmonic if it satisfies the ∞-sub-Laplace equation in U :
∆0,∞u :=
1
2
〈∇0‖∇0u‖20,∇0u〉0 = 0.
The derivatives of u can also be understood in the generalised sense. By a
result of Folland [24, Theorem 2.1], there exists a unique fundamental solution
u2 in any Carnot group G to the Kohn sub-Laplacian ∆0,2, which is smooth
away from zero and homogeneous of degree 2−Q : u2 ◦ δs = s2−Qu2.
Definition 10. [7] We say that a Carnot group G is polarizable if the funda-
mental solution u2 of the Kohn sub-Laplacian ∆0,2 has the property that the
homogeneous norm NG = u
1
2−Q
2 associated with u2 is ∞-harmonic away from
zero in G.
Examples of polarizable groups are Rm, n-th Heisenberg group Hn, and
H(eisenberg)-type groups introduced by Kaplan [43], which definition will be
given in Section 4.1.2. The main result of [7] is that in any polarazible group it
is possible to carry out the construction of some sort of spherical coordinates
in the same way as it has been done in [47] for the Heisenberg group.
Let G be a polarizable Carnot group, and let NG be a norm from Defini-
tion 10. We denote by Z the characteristic set of the function NG:
Z := {0} ∪ {g ∈ G \ {0} | ∇0NG(g) = 0}.
The radial flow is the solution to the Cauchy initial-value problem in G \ Z
(20)
{
∂
∂s
φ(s, g) = NG(φ(s,g))
s
· ∇0NG(φ(s,g))‖∇0NG(φ(s,g))‖20 ,
φ(1, g) = g.
Proposition 7. [7] The flow φ satisfies the following properties:
(i) NG(φ(s, g)) = sNG(g) for s > 0, and g ∈ G \ Z;
(ii) ‖(∂φ/∂s)‖0 is independent of s, i.e.,
‖(∂φ/∂s)‖0 = NG(g)‖∇0NG(φ(s, g))‖0 =: λ(g)
−1,
for a non-zero real-valued function λ on G \ Z;
(iii) detDgφ(s, g) = s
Q for s > 0 and g ∈ G \ Z, where Dgφ denotes the
differential of the map φ(s, ·) : G\Z → G\Z, where G\Z is considered
as a domain in Rm.
Definition 11. An absolutely continuous curve c : I → G is called horizontal
if the vector d
ds
c(s) is horizontal, i.e., d
ds
c(s) ∈ Hc(s)G for all s ∈ I, when it is
defined.
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The solution φ of the Cauchy problem (20) is a horizontal curve simply
because its tangent vector ∂φ(s,g)
∂s
is proportional to the horizontal gradient of
some function, namely, of the homogeneous norm.
At the end of this section we notice that if c : I → G is a horizontal curve
whose locus belongs to the level set of the function NG, then
d
d τ
NG(c(τ)) = 〈∇0NG, d c(τ)
d τ
〉0 = 0.
We say that the horizontal gradient is orthogonal to the level set meaning that
it is orthogonal to any horizontal curve (whose locus belongs to the level set)
with respect to the inner product 〈. , .〉0. As a consequence, we conclude that
the flow φ solving Cauchy problem (20) is orthogonal to the level set of the
function NG, where the orthogonality is understood with respect to the inner
product 〈. , .〉0 of the tangent vector to the flow and the tangent vectors to the
horizontal curves lying on the level set.
Note that not all Carnot groups are polarizable. It is known that the fun-
damental solution to 2-sub-Laplacian always exists, but it is not necessarily
∞-harmonic. An example of such kind of groups can be anisotropic H-type
groups, see reasoning in [7]. Anisotropic H-type groups were studied for in-
stance in [16, 18]. Now we continue with examples of polarizable groups.
4.1.1. Euclidean space. First of all, notice that G = Rk is a Carnot group of
step 1, where the Lie algebra is the space V1 = span {X1, . . . , Xk} with Xj =
∂
∂xj
. Since the commutation relations of Xj, j = 1, . . . , k all vanish, the spaces
V2 = . . . = Vl = {0}. The exponential map is a map identifying Rk with V 1.
The Kohn sub-Laplacian ∆0,2 is the usual Laplacian ∆2, whose fundamental
solution u2(x) = |x|2−n defines the homogeneous norm NRk(x) = |x|, which is
the Euclidean norm of the element x ∈ Rk. It is trivial to check that | · | is an
∞-harmonic function. The radial flow φ(s, x) = sx, x ∈ Rk is the solution to
the corresponding Cauchy problem (20).
4.1.2. H-type groups.
Definition 12. We say that a Carnot group G is of Heisenberg type (H-type)
if its Lie algebra g = V1⊕V2 of G is 2 step, and if it is endowed with an inner
product 〈. , .〉, and admits a linear map J : V2 → End(V1), compatible with the
inner product in the following sense:
(1) 〈JZU, V 〉 = 〈Z, [U, V ]〉 for all Z ∈ V2 U, V ∈ V1 and
(2) J2Z = −‖Z‖Id for all Z ∈ V2, where ‖Z‖2 = 〈Z,Z〉.
The inner product 〈. , .〉0 on V1 is the restriction of 〈. , .〉 on V1.
Let G be a group of H-type. Since the exponential map of G is an analytic
diffeomorphism, we can define real analytic mappings u : G→ V1 and z : G→
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V2 by g = exp (u(g) + z(g)), g ∈ G. The function
(21) NG(g) =
(‖u(g)‖4 + 16‖z(g)‖2)1/4
is a homogeneous norm on G. It is well known that NG is smooth on G\{0},
see [43, Theorem 2]. It was shown in [7, Proposition 5.6] that H-type groups
are polarizable with the norm NG, defined in (21).
4.1.3. Heisenberg group. An example ofH-type groups is the Heisenberg group.
Definition 13. The n-dimensional Heisenberg group Hn is an analytic, nilpo-
tent Lie group whose underlying manifold is R2n+1, and whose Lie algebra h
is graded
(1) h = V1 ⊕ V2, where dim(V1) = 2n and dim(V2) = 1, and
(2) h admits the following commutation relations:
[V1, V1] = V2, [V1, V2] = [V2, V2] = {0}.
Choose any inner product 〈. , .〉 on h, and define the map J : V2 → End(V1)
as follows. Given any U ∈ V1, define adU : V1 → V2 by adUV := [U, V ]. Then
the map J is the formal adjoint map J = ad∗U given by 〈JZU, V 〉 = 〈Z, adUV 〉.
Using normal coordinates of the first kind g = (x, y, t), x, y ∈ Rn, t ∈ R, we
write the homogeneous norm, for instance, as
(22) NG(x, y, t) = ((|x|2 + |y|2)2 + 16t2)1/4.
4.2. The p-module of Γ(Rab;Sa, Sb) on polarizable groups. Let B(g, r),
g ∈ G, be an open ball with respect to the norm NG in a polarizable Carnot
groupG, and let Sr = ∂B(g, r) be the boundary of B(g, r). We want to present
the extremal function and the extremal family of curves for the condenser
(Rab;Sa, Sb) in the problem of the p-module.
One of the results in [47] by Kora´nyi and Reimann is the precise value of
Mp(Γ((Rab;Sa, Sb))) in H
1, where p = 4 is the homogeneous dimension of H1.
The p-module of the family of curves for the spherical ring domain on H-
type groups and polarizable Carnot groups, in terms of p-capacity is given
in [7, 17]. It is known, that the value of p-capacity on the Carnot groups,
see Definition 14, and of the p-module of the family of curves connecting Sa
and Sb in the spherical ring domain coincide, see [54]. We present here brief
calculations of Mp(Γ((Rab;Sa, Sb))) on a polarizable Carnot group, for the
completeness.
We recall that if c : [a, b]→ G is an absolutely continuous curve in a Carnot
group G, which is not horizontal for some open subinterval I ⊂ [a, b], then it
is non-rectifiable. It was shown in [62] that even if c is only continuous and
rectifiable, then the tangent vector c˙(s) exists and it is horizontal for almost
all s ∈ [a, b]. Thus, when computing the p-module of a family of curves, we
can restrict ourselves to horizontal curves, because the p-module of a family
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of non-rectifiable curves vanishes [25]. Note also that any system of curves for
0 < p < 1 has vanishing p-module [25].
Let φ be a solution to the Cauchy problem (20) satisfying the initial data
φ(1, ξ) = ξ, ξ ∈ S1. The presence of the horizontal flow φ(·, ξ) : (0,∞) → G,
allows us to write the integral over G in terms of spherical coordinates. Namely,
the following proposition holds.
Proposition 8. [7] Let G be a polarizable Carnot group. There exists a unique
Radon measure dv on S1 \ Z, such that the integration formula
(23)
∫
G
f(g)dg =
∫
S1\Z
∫ ∞
0
f(φ(s, ξ))sQ−1ds dv(ξ)
is valid for all f ∈ L1(G), where dg denotes the Haar measure on G.
Observe that the only information one needs to carry on the construction of
spherical coordinates and forthcoming calculation of Mp(Γ((Rab;Sa, Sb))) on a
polarizable Carnot group is the existence of homogeneous norm NG.
Theorem 5. Let G be a polarazible Carnot group of Hausdorff dimension Q
with a homogeneous norm NG associated to Folland’s solution to the Kohn sub-
Laplacian. Let Γ = Γ(Rab;Sa, Sb) be a family of horizontal locally rectifiable
curves connecting the boundaries Sa and Sb in Rab. Then, for p > 1,
Mp(Γ) = CS1(p)C
1−p
ab (p,Q),
where
CS1(p) =
∫
S1\Z
λp(ξ) dv(ξ), and Cab(p,Q) :=
∫ b
a
s
1−Q
p−1 ds.
Proof. Let us use the integration in spherical coordinates (23) in order to
calculate the module of Γ. For all admissible functions ̺ we have
1 6
(∫
φ(·,ξ)
̺
)p
=
(∫ b
a
̺(φ(s, ξ))λ(ξ)−1ds
)p
=⇒ λ(ξ) ≤
∫
φ(·,ξ)
̺,
where λ(ξ)−1 = ‖dφ(s,ξ)
ds
‖0 = 1‖∇0NG(φ(s,ξ))‖0 , ξ ∈ S1. Ho¨lder’s inequality implies
λ(ξ)p 6
(∫ b
a
(
̺s
Q−1
p
)
s−
Q−1
p ds
)p
6

(∫ b
a
̺psQ−1ds
) 1
p
(∫ b
a
s
1−Q
p−1 ds
) p−1
p


p
=
(∫ b
a
̺psQ−1ds
)(∫ b
a
s
1−Q
p−1 ds
)p−1
.
Therefore ∫ b
a
̺p(φ(s, ξ))sQ−1ds > Cab(p,Q)1−pλ(ξ)p,
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and,∫
Rab
̺p(g) dg =
∫
S1\Z
∫ b
a
̺p(φ(s, ξ))sQ−1ds dv(ξ)
≥ Cab(p,Q)1−p
∫
S1\Z
λ(ξ)p dv(ξ) = Cab(p,Q)
1−pCS1(p).
If we denote by Γ0 the family of curves formed by the radial flow φ, then Γ0
is a subfamily of the family Γ. Taking infimum over admissible functions we
obtain that
(24) Mp(Γ) ≥ Mp(Γ0) ≥ Cab(p,Q)1−pCS1(p).
To find an estimation from above forMp(Γ) we present the extremal function
on which this estimate is attained. It is given by
(25) ̺0 =


(
(τ + 1)Cab(p,Q)
)−1
‖∇0
(
N τ+1G
) ‖0, τ + 1 = p−Qp−1 , p 6= Q,
Cab(p,Q)
−1 ‖∇0(logNG)‖0, p = Q.
Considering ̺0 along the flow φ(s, ξ) of radial curves we obtain
̺0(φ(s, ξ)) = Cab(p,Q)
−1 sτλ(ξ).
Using the integration in spherical coordinates (23) we calculate∫
Rab
̺p0 dg =
∫
S1\Z
∫ b
a
̺p0(φ(s, ξ))s
Q−1ds dv(ξ)
= Cab(p,Q)
−p
∫
S1\Z
∫ b
a
s
p(1−Q)
p−1 λ(ξ)psQ−1ds dv(ξ)
= Cab(p,Q)
−p
∫
S1\Z
λ(ξ)pdv(ξ)
∫ b
a
s
1−Q
p−1 ds = Cab(p,Q)
1−pCS1(p).
The function ̺0 is admissible for Γ as it will be shown in the next Lemma 2.
Finally, we have
Mp(Γ) 6
∫
Rab
̺p0 dg = Cab(p,Q)
1−pCS1(p).

Lemma 2. For all p > 1, the function ̺0, defined by (25) is admissible for the
module Mp(Γ) of a the family of curves connecting Sa to Sb in the spherical
ring domain Rab.
Proof. Let γ : [0, lγ]→ G be any curve in Γ parametrized by arc-length: ‖γ˙‖0 =
1, and such that a = N(γ(0)) and b = N(γ(lγ)). Then, by the Schwarz
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inequality we have 〈∇0N, γ˙(s)〉0 6 ‖∇0N‖0 for almost all s ∈ [0, lγ]. It follows
that for p 6= Q,∫
γ
̺0 =
∫ lγ
0
̺0(γ(s))ds
=
(
(τ + 1)Cab(p,Q)
)−1 ∫ lγ
0
(τ + 1)N τ (γ(s))‖∇0N(γ(s))‖0 ds
≥
(
(τ + 1)Cab(p,Q)
)−1 ∫ lγ
0
(τ + 1)N τ (γ(s))〈∇0N(γ(s)), γ˙(s)〉ds
=
(
(τ + 1)Cab(p,Q)
)−1 ∫ lγ
0
d
ds
N τ+1(γ(s))ds.
Since N τ+1(γ) : [0, lγ]→ Rab is absolutely continuous, the Fundamental Theo-
rem of Calculus results in∫
γ
̺0 ≥
(
(τ + 1)
∫ b
a
sτ ds
)−1(
N τ+1(γ(lγ))−N τ+1(γ(0))
)
= 1.
For p = Q, we obtain∫
γ
̺0 =
∫ lγ
0
̺0(γ(s))ds =
(
Cab(p,Q)
)−1 ∫ lγ
0
N−1(γ(s))‖∇0N(γ(s))‖0 ds
≥
(
Cab(p,Q)
)−1 ∫ lγ
0
N−1(γ(s))〈∇0N(γ(s)), γ˙(s)〉ds
=
(∫ b
a
ds
s
)−1 ∫ lγ
0
d
ds
logN(γ(s))ds = 1.

Corollary 1. The family of radial curves Γ0 satisfying (20) is the extremal
family for the module Rab of the spherical ring domain Rab on polarizable
Carnot groups. The function ̺0 given by (25) is the extremal function. More-
over, calculating the integral Cab(p,Q)
1−p, we obtain
Mp(Γ) =


CS1(p)
(
|p−Q|
p−1
)p−1∣∣∣(bp−Qp−1 − a p−Qp−1 )∣∣∣1−p, p 6= Q,
CS1(p)
(
log b
a
)1−Q
, p = Q.
As it was mentioned, the H-type groups are polarizable [7, Proposition 5.6],
and the form of the homogeneous norm is given by (21). This allows us to
calculate precisely the value of the constant CS1(p):
CS1(p) =
∫
S1\Z
λ(ξ)p dv(ξ) =
2πk+l/2 Γ
(
k+p
4
)
4lΓ
(
k
2
)
Γ
(
k+2l+p
4
) ,
where k = dimV1, l = dimV2. The details can be found in [7].
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4.3. The p-module of a family of separating sets in Rab. We recall the
definition of separating sets, given in Section 3.3. Unfortunately, some techni-
cal difficulties do not allow us to consider the separating sets in full generality
in this section. Let Σ = Σ(Rab;Sa, Sb) denote the class of all countably H
Q−1-
rectifiable sets that separate Sa from Sb in Rab ⊂ G. With every σ ⊂ Σ
we associate a complete measure µ in the following way: for every Hausdorff
HQ−1-measurable set A ⊂ G define
µ(A) = HQ−1H (A ∩ σ ∩ Rab),
where Q is the Hausdorff dimension of the group G. Let E denote the family
of such measures associated with Σ. Let us describe this measures on spheres
Ss in details. The integration formula (23) implies that the volume element
dg along the flow defined by φ can be written as
dg = sQ−1dsdv(ξ) = sQ−1
∥∥∥∂φ
∂s
∥∥∥−1
0
dv(ξ)
∥∥∥∂φ
∂s
∥∥∥
0
ds = sQ−1λ(ξ)dv(ξ)λ(ξ)−1ds.
Therefore, the measure dS1(ξ) = λ(ξ)dv(ξ), ξ ∈ S1 is absolutely continuous
with respect to the Radon measure dv(ξ) and represents an HQ−1 dimensional
surface measure on the unit sphere S1. The element of the surface area on the
sphere Ss of radius s is given by dSs = s
Q−1λ(ξ)dv(ξ). The part dφ = λ(ξ)−1ds
defines the element of length of the curve φ(·, ξ). In the case G = Rk, we obtain
that λ(ξ) ≡ 1, and dS1 = dv is the usual surface element on the unit sphere.
Theorem 6. Let G be a polarazible Carnot group of Hausdorff dimension Q
with the homogeneous norm NG associated to Folland’s solution to the Kohn
sub-Laplacian. Let E be the family of measures associated with sets separating
Sa and Sb in Rab. Then for q > 1 we obtain
Mq(E) = Kab(q, Q)K
1−q
S1
(q),
where
(26) KS1(q) =
∫
S1\Z
λ
q
q−1 (ξ) dv(ξ), Kab(q, Q) =
∫ b
a
s(1−q)(Q−1)ds.
Proof. Let ρ be an admissible function for the family E. Then, for any sphere
Ss, a < s < b we have
1 ≤
(∫
Ss\Z
ρ(φ(s, ξ)) dSs
)q
=
(∫
S1\Z
sQ−1ρ(φ(s, ξ))λ(ξ)dv(ξ)
)q
≤ sq(Q−1)
(∫
S1\Z
ρq(φ(s, ξ))dv(ξ)
)(∫
S1\Z
λ
q
q−1 (ξ)dv(ξ)
)q−1
.
Thus, ∫
S1\Z
ρq(φ(s, ξ))dv(ξ) ≥ s−q(Q−1)
(∫
S1\Z
λ
q
q−1 (ξ)dv(ξ)
)1−q
.
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Then, we arrive at the inequality∫
Rab
ρqdg =
∫ b
a
sQ−1ds
∫
S1\Z
ρqdv ≥
∫ b
a
s(1−q)(Q−1)
(∫
S1\Z
λ
q
q−1 (ξ)dv(ξ)
)1−q
.
Making use of notations (26), we come to a lower bound for the moduleMq(E)
of the family of separating sets
Mq(E) ≥Mq(E0) ≥ Kab(q, Q)KS1(q)1−q,
where E0 is the family of measures associated with the spheres Ss = {g ∈ G |
NG(g) = s} for a < s < b which separate the boundaries of the spherical ring
domain Rab.
Now we turn to the estimation ofMq(E) from above. The extremal function
in this case is given by the following expression
(27)
ρ0(g) =

(τ + 1)
1
1−qK−1S1 (q)‖∇0(N τ+1G (g))‖
1
q−1
0 , τ = (q − 1)(1−Q), q 6= QQ−1 ,
K−1S1 (q)‖∇0(logNG(g))‖
1
q−1
0 , q =
Q
Q−1 .
Restricting the value of ρ0 to the sphere NG(g) = s we conclude that
ρ0(ϕ(s, ξ)) = ρ0(g) = K
−1
S1
(q)s1−Qλ
1
q−1 (ξ).
Thus,∫
Rab
ρq0dg = K
−q
S1
(q)
∫ b
a
sQ−1+q(1−Q)ds
∫
S1\Z
λ
q
q−1dv(ξ) = Kab(q, Q)K
1−q
S1
(q).
The function ρ0 is admissible for the family of separating sets as it will be
proved in Subsection 4.4. Finally, taking the infimum over the admissible
functions, we obtain
Mq(E) ≤
∫
Rab
ρq0dg = Kab(q, Q)K
1−q
S1
(q).
This finishes the proof. 
Corollary 2. The family of measures E0 associated with the spheres Σ0 =
{Ss, a < s < b} is the extremal family for the module Mq(E) of sets Σ
separating the spheres Sa and Sb in the spherical ring domain Rab on polarizable
Carnot groups. The function ρ0 given by (27) is extremal. In particular,∫
Ss
ρ0 dSs = 1 for any sphere Ss, a < s < b.
Let us observe the following relations that reveal Theorems 5 and 6.
Corollary 3. For 1
p
+ 1
q
= 1, Theorems 5 and 6 imply
1. Kab(q, Q) = Cab(p,Q),
2. KS1(q) = CS1(p),
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3. M
1
p
p (Γ)M
1
q
q (Σ) = 1,
4. ρ0 = C
p−1
ab (p,Q)C
−1
S1
(p)̺p−10 , p 6= Q
4.3.1. Relations between Mp(Γ), Mq(E), and the capacity capp(Rab). Before
we proceed to show that the function ρ0 is admissible for the family E, we
review the relations between Mp(Γ), Mq(E), and the capacity capp(Rab).
Definition 14. Let Ω be a domain in G, and let D0, D1 be two disjoint com-
pacts in the closure Ω of Ω. A function u ∈ W 1,p(Ω), such that u|D0 = 0 and
u|D1 = 1, is called admissible for the condenser (Ω;D0, D1). The value
capp(Ω;D0, D1) = inf
∫
Ω
‖∇0u‖p0 dx,
is called a p-capacity of the condenser (Ω;D0, D1), where the infimum is taken
over all admissible functions u.
Lo¨wner introduced 3-capacity in R3 in [51], and showed that cap3(Ω) > 0.
Gehring [29] proved that the Lo¨wner 3-capacity (or conformal capacity) for
a ring domain in R3, coincides with the module M3(Γ) of a family of curves,
which was calculated by Va¨isa¨la¨ earlier in [85], and that it is also equal to
the module M3/2(E)
−2 of the family of surface measures on compact piecewise
smooth surfaces Σ separating D0 and D1 in a bounded domain Ω ⊂ R3. The
latter notion was used by Sˇabat [76] in his study of quasiconformal maps in R3.
The restriction to smooth surfaces was relaxed in [48] provided that admissible
functions behave sufficiently nice. Later in 1966-68, Zimmer showed that the
module Mn(Γ) of a family of curves connecting D0 and D1 in a bounded
domain Ω ⊂ Rn is in the following relation with the module M n
n−1
(E) of the
family of measures associated with the sets separating D0 and D1 [88]:
(28)
(
Mn(Γ)
) 1
n
(
M n
n−1
(E)
)n−1
n
= 1.
In order to relax the conditions on admissible functions, the method of sym-
metrisaition in [27] and surface-theoretical approximation theorems permit to
consider general separating sets, see [22]. Shlyk showed in [74], that for a
rather general condenser (Ω;D0, D1) in R
n, the equality (28) can be extended
as follows
(29)
(
Mp(Γ)
) 1
p
(
Mq(E)
) 1
q
= 1,
1
p
+
1
q
= 1.
For further interesting generalizations for modules in Rn see [6]. Some ex-
tensions to the Carnot groups can be found in [55, 56, 57], and for arbitrary
metric measure spaces for instance in [73].
Zimmer proved [89, 90], that the capacity capp(Ω;D0, D1) coincides with
the module Mp(Γ(Ω;D0, D1)) of a family of curves connecting D0 and D1 in
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Ω, where the domain Ω ⊂ Rn is assumed to be bounded. Hesse [39] extended
his result to unbounded domains. In particular, he showed that the set of
admissible functions for the p-module of a family of curves can be restricted
from non-negative Borel measurable functions in Rn to lower semicontinuous
Lp-functions in R
n, which are continuous in Ω, provided that D0 ∪ D1 ⊂ Ω.
Shlyk [75] generalized the result of Hesse from a connected open set (domain)
Ω to an arbitrary open set in R
n
.
In general, the relation between the admissible function u for the p-capacity
of a condenser (Ω;D0, D1), and the admissible function ρ for the p-module
of a family of curves connecting D0 and D1 is as follows. Let ρ be an ad-
missible function for the family of curves connecting D0 and D1. Then the
function u(x) = min{1, inf ∫
βx
ρ} is admissible for the p-capacity of the con-
denser (Ω;D0, D1), where the infimum is taken over all locally rectifiable curves
βx in Ω connecting D0 and the point x ∈ Ω. Moreover,
|∇u| ≤ ρ almost everywhere in Ω.
This immediately implies the inequality
capp(Ω;D0, D1) ≤
∫
Rn
|∇u|p dx ≤
∫
Rn
ρp dx ≤Mp(Γ),
by taking infimum over all admissible functions ρ for the p-module. On the
other hand, if u is an admissibleW 1,p-function for the p-capacity of (Ω;D0, D1),
then
ρ(x) =
{
|∇u(x)|, x ∈ Ω,
0, x ∈ Rn \ Ω
is an admissible function for the module Mp(Γ) of the family of curves con-
necting D0 and D1, that implies the inequality
Mp(Γ) ≤
∫
Rn
ρp dx =
∫
Rn
|∇u|p dx ≤ capp(Ω;D0, D1)
upon taking infimum over all admissible functions u for the p-capacity.
Let us also mention a relation between the extremal functions ̺0, ρ0 for the
modules Mp(Γ) and Mq(E), and the extremal function u for the p-capacity of
the condenser (Rab;Sa, Sb). It is well known that the variational equation for
the problem of finding the p-capacity on a polarizable Carnot group G (and
particularly in Rn) is the p-sub-Laplacian equation, and the extremal function
u for the p-capacity is a solution to the p-sub-Laplace equation in G with
prescribed boundary values on D0 and D1. It was shown [7], that the function
u˜(g) =
{
cpN
τ+1
G , τ + 1 =
p−Q
p−1 , for p 6= Q,
cQ logNG, for p = Q,
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is a fundamental solution to the p-sub-Laplacian equation on G for some ap-
propriate choice of constants, see [17] for an analogous result onH-type groups.
One can easily check that
u(g) =
N τ+1G (g)− aτ+1
bτ+1 − aτ+1 , g ∈ Rab
is extremal for the p-capacity of (Rab;Sa, Sb).
4.4. Admissibility of ρ0 for Mq(E). In this section we will show that the
function ρ0 defined in (27) is admissible for a system E of Hausdorff measures
HQ−1 associated with a family Σ of countably HQ−1-rectifiable sets separating
Sa and Sb in Rab. The core idea of the proof is to show that if u is an extremal
function for the p-capacity of (Rab;Sa, Sb), then ‖∇0u‖p−10 is an admissible
function for Mq(E) with
1
p
+ 1
q
= 1. This method goes back to Gehring [29]
who proved a similar result for R3, which was extended for the n-capacities
and n-modules by Ziemer [88] in Rn. Later, Shlyk [74] generalized the proof
to Rn for arbitrary values of p 6= n. The same result was implicitly presented
in [6] for Rn, and in [54] for arbitrary Carnot groups. Here we want to follow
the ideas of Gehring [29]. We emphasize that in Rn the result was obtained
for arbitrary system of separating sets. The lack of approximations theorems,
such as, for instance [88, Theorem 2.4.2], does not allow us to extend the proof
of Theorem 7 to arbitrary separating sets on polarizable groups. Our main
goal is to show the following theorem.
Theorem 7. Let Σ be a family of countably HQ−1-rectifiable sets separating
Sa and Sb in Rab, σ ∈ Σ, and let u be an extremal function for the p-capacity of
(Rab, Sa, Sb). Let E be a family of (Q−1)-Hausdorff measures HQ−1 associated
with Σ. Then the integral
∫
σ
‖∇0u(g)‖p−10 dHQ−1(g) exists for Mq(E)-almost
all measures from E and
(30)
∫
σ
‖∇0u(g)‖p−10 dHQ−1(g) ≥ capp(Rab;Sa, Sb),
1
p
+
1
q
= 1.
The proof is forestalled by two lemmas. Before we formulate the statement
of the first lemma let us describe some constructions which we will use. Let
σ ∈ Σ, and let β > 0 be such that β < dist(σ, ∂Rab). We denote by σ(β) =
{g ∈ Rab | dist(g, σ) < β} and by d(g) = dist(g, σ). Here the distance is
understood as dist(g, η) = NG(η
−1g), g, η ∈ G. By construction, the norm
NG = u
1
2−Q
2 is smooth away from the identity of G due to the smoothness of
the solution u2. This guarantees that the function d is at least Lipschitz in G.
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Lemma 3. Let u be an extremal function for the p-capacity of the condenser
(Rab;Sa, Sb), and let σ ∈ Σ. Then∫
σ(β)
‖∇0u(g)‖p−10 ‖∇0d(g)‖0 dg ≥ 2βcapp(Rab;Sa, Sb).
Proof. Denote by Rab the closure of Rab, and by A
c the complement to A in G.
Let F0 be a component of σ
c ∩Rab containing Sa, and let F1 be a component
of σc ∩Rab containing Sb. Let
Ek = {g ∈ Rab | 0 < dist(g, F ck) < β}, k = 0, 1.
Then Ek ⊂ Fk, E0 ∪ E1 ⊂ σ(β), and it is sufficient to show that∫
Ek
‖∇0u(g)‖p−10 ‖∇0d(g)‖0 dg ≥ βcapp(Rab;Sa, Sb), k = 0, 1.
We focus ourselves only on the case k = 0. The case k = 1 is treated
analogously. Define
v(g) = min{β, dist(g, F c0 )} =


0, if g ∈ F c0 = F1 ∪ σ
infη∈F c0 dist(g, η) if g ∈ E0
β if g ∈ F0 \ E0.
The function v is Lipschitz, from the class Lp(Rab), and
‖∇0v(g)‖0 =
{
‖∇0d(g)‖0 > 0 almost everywhere in E0,
0 in Rab \ E0.
Thus, the function w = v−βu is almost everywhere differentiable and belongs
to the class Lp(Rab). We use w as a test function on Rab and obtain
0 =
∫
Rab
‖∇0u(g)‖p−20 〈∇0u,∇0w〉0dg =
∫
Rab
‖∇0u(g)‖p−20 〈∇0u,∇0v−β∇0u〉0dg.
This, together with the Cauchy-Schwartz inequality, implies∫
E0
‖∇0u(g)‖p−10 ‖∇0d(g)‖0 dg =
∫
Rab
‖∇0u(g)‖p−10 ‖∇0v(g)‖0 dg
≥
∫
Rab
‖∇0u(g)‖p−20 〈∇0u(g),∇0v(g)〉0 dg
= β
∫
Rab
‖∇0u(g)‖p0 dg = βcapp(Rab;Sa, Sb).

If we were pass to the limit in
1
2β
∫
σ(β)
‖∇0u(g)‖p−10 ‖∇0d(g)‖ dg ≥ capp(Rab;Sa, Sb)
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as β → 0, we could finish the proof of Theorem 7 at once. In order to show
that the limit exists, we consider the sequences of continuous functions fr(g)
converging to ‖∇0u(g)‖p−10 g-almost everywhere as r → 0 and such that the
limit
1
2β
∫
σ(β)
fr(g)‖∇0d(g)‖ dg→
∫
σ
fr(g) dH
Q−1 as β → 0
exists. We define the integral mean of ‖∇0u(g)‖p−10 in the ball by
(31) fr(g) =
1
g(B(g, r))
∫
B(g,r)
‖∇0u(η)‖p−10 dg(η).
We also recall the co-area formula for Carnot groups. Let U be a domain
in G. Let f ∈ L1(U) be a non-negative function, and let v be a real valued
Lipschitz function in U , see [36, 44, 52]. Then
(32)
∫
U
f(g)‖∇0v(g)‖0 dg(g) =
∫ +∞
−∞
∫
v−1(s)
f(η)dHQ−1(η)ds.
Lemma 4. The integral mean (31) satisfies the inequality∫
σ
fr(g) dH
Q−1 ≥ capp(Rab;Sa, Sb),
whenever r < dist(σ, ∂Rab).
Proof. IfHQ−1(σ) =∞, then there is nothing to prove. Assume thatHQ−1(σ) <
∞. Let β, r be positive numbers such that β + r < dist(σ, ∂Rab). Let
Lη(σ) = ησ be a left translation of the set σ by an element η ∈ G. Then,
changing variables and using Fubini’s theorem we come to∫
σ(β)
fr(g)‖∇0d(g)‖0 dg(g)(33)
=
1
g(B(g, r))
∫
B(0,r)
dg(η)
∫
σ(β)
‖∇0u(ηg)‖p−10 ‖∇0d(g)‖0 dg(g).
Observe that d(g) = dist(g, σ) = dist(ηg, ησ) = dist(ψ, ησ), with ψ = ηg.
Then making change of variables ψ = ηg, we write the last integral in the
form
1
g(B(g, r))
∫
B(0,r)
dg(η)
∫
ησ(β)
‖∇0u(ψ)‖p−10 ‖∇0dist(ψ, ησ)‖0 dg(ψ)
=
1
g(B(g, r))
∫
B(0,r)
dg(η)
∫
(ησ)(β)
‖∇0u(ψ)‖p−10 ‖∇0d(ψ)‖0 dg(ψ)
≥ 2βcapp(Rab;Sa, Sb),
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where the last inequality follows from Lemma 3. Moreover, applying the co-
area formula (32), we obtain∫
σ(β)
fr(g)‖∇0d(g)‖0 dg(g) =
∫ β
0
∫
d−1(s)
fr(ζ)dH
Q−1(ζ)ds.
Let F (s) denote the interior integral in the right-hand side,
F (s) =
∫
d−1(s)
fr(ζ)dH
Q−1(ζ).
The function fr is continuous on G, and the set σ is countably rectifiable.
Then
F (s) =
∫
d−1(s)
fr(ζ)dH
Q−1(ζ)→ 2F (0) = 2
∫
σ
fr(ζ)dH
Q−1(ζ), as s→ 0.
Thus gathering the above results we arrive at
capp(Rab;Sa, Sb) ≤ lim
β→0
2
1
2β
∫
σ(β)
fr(g)‖∇0d(g)‖0dg(g)
= lim
β→0
1
β
∫ β
0
F (s)ds =
∫
σ
fr(ζ)H
Q−1(ζ).

Proof of Theorem 7. Let σ ∈ Σ. We can assume that for any r < r0 <
dist(∂F0, ∂Rab), the support of fr belongs to Rab. Then,
fr → ‖∇0u‖p−10 g − almost everywhere as r → 0,
and
∫
Rab
f qr dg ≤
∫
Rab
‖∇0u‖p0 dg < ∞. The Lebesgue dominated convergence
theorem implies that fr converges to ‖∇0u‖p−10 in Lq(Rab) as r → 0. Therefore,
there is a subsequence (that we will denote by the same symbol) fr, such that∫
σ
∣∣∣fr − ‖∇0u‖p−10 ∣∣∣ dHQ−1 → 0 as r → 0,
for Mq(E)-almost all measures µ ∈ E. Thus, the integral∫
σ
‖∇0u‖p−10 dHQ−1
exists and moreover inequality (30) holds. 
Corollary 4. The function ρ0 defined in (27) is admissible for the module
Mq(E) of the family of measures associated with sets separating Sa and Sb in
Rab.
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Proof. As it was mentioned, the function
u(g) =
N τ+1G (g)− aτ+1
bτ+1 − aτ+1 , g ∈ G,
is extremal for capp(Rab;Sa, Sb) and ̺0 = ‖∇0u‖0 by (25). Therefore,
capp(Rab;Sa, Sb) =
∫
Rab
‖∇0u‖p0 dg =
∫
Rab
̺p0 dg = Mp(Γ),
where Γ is the family of all locally rectifiable curves connecting Sa and Sb.
Moreover, ρ0 = C
p−1
ab (p,Q)C
−1
S1
(p)‖∇0u‖p−10 as shows (27). Thus, for any σ ∈ Σ
we obtain ∫
σ
ρ0 dH
Q−1 = Cp−1ab (p,Q)C
−1
S1
(p)
∫
σ
‖∇0u‖p−10 dHQ−1
≥ Cp−1ab (p,Q)C−1S1 (p) capp(Rab, Sa, Sb)
≥ Cp−1ab (p,Q)C−1S1 (p) Mp(Γ) = 1.

4.5. Twisting map of the spherical ring in the Heisenberg group. Let
us consider the spherical ring R1b = {(x1, x2, t) : 1 ≤ NH(x1, x2, t) ≤ b} in
the Heisenberg group H = H1 with respect to the homogeneous norm NH.
The coordinates in H are (x1, x2, t), or in the polar form (θ, α, r), (x1, x2, t) =
G(θ, α, r), where G : (θ, α, r)→ (x1, x2, t) is given by
(34) x1 = r
√
cosα cos θ, x2 = r
√
cosα sin θ, t = r2 sinα,
θ ∈ [0, 2π), α ∈ (−π/2, π/2), r ∈ [1, b]. The horizontal vector fields in the
polar form are
X1 =
∂
∂x1
+ 2x2
∂
∂t
=
√
cosα
(
cos(θ − α) ∂
∂r
+
2
r
sin(θ − α) ∂
∂α
− sin θ
r cosα
∂
∂θ
)
,
X2 =
∂
∂x2
− 2x1 ∂
∂t
=
√
cosα
(
sin(θ − α) ∂
∂r
− 2
r
cos(θ − α) ∂
∂α
+
cos θ
r cosα
∂
∂θ
)
.
The horizontal norm of the horizontal gradient of a smooth function f(θ, α, r)
is calculated as ‖∇0f‖0 = (X21 (f) + X22 (f))1/2. The H3-Hausdorff measure
element on the sphere Sr \ Z is dωr = r3
√
cosα dαdθ. In particular, the area
of the unit sphere S1 is calculated as
Area(S1) = 4
√
2π Γ2
(
3
4
)
,
where Euler’s Γ-function is Γ (x) =
∫∞
0
tx−1e−tdt. The radial flow φ(r, θ, α) on
H orthogonal to the sphere S1\Z is a solution to the initial-value problem (20)
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in the particular case of the homogeneous Heisenberg norm NH, given by
x1(r) = r
√
cosα cos (θ − tanα log r) ,
x2(r) = r
√
cosα sin (θ − tanα log r) ,
t(r) = r2 sinα,
where 1 ≤ r ≤ b, and θ ∈ [0, 2π), α ∈ (−π/2, π/2) are fixed. The horizontal
norm of φ˙(r, θ, α) = ∂
∂r
φ(r, θ, α) is ‖φ˙(r, θ, α)‖0 = cos−1/2 α.
An analogue to Theorem 3 can be formulated for the spherical ring domain
in H as follows. Let Γ0 denote the family of curves φθα(·) : [1, b] → H given
by radial flow φ(r, θ, α) for every fixed α ∈ (−π/2, π/2), θ ∈ [0, 2π). In
order to preserve the horizontal nature of the families of curves we require
from a smooth map f : H → H to be the contact map, that is a map whose
differential preserves the horizontal planes span {X1(g), X2(g)} for all g ∈ H,
see, for instance, [46].
Theorem 8. Let f : H → H be a C1-smooth orientation preserving contact
map, and let cθα(r) = f(φθα(r)). Set 1/p+ 1/q = 1, p, q > 1, and
ℓ(θ, α) =
∫ R
1
( ‖c˙θα‖0
Jfr3
√
cosα
)q
Jfr
3
√
cosα dr, α ∈ [−π/2, π/2], θ ∈ [0, 2π).
Then
ρ0(y) =
1
ℓ(θ, α)
( ‖c˙θα‖0
Jfr3
√
cosα
) 1
p−1
◦ f−1, G(θ, α, r) ∈ R1b,
y = f(x1, x2, t) ∈ R′1b = f(R1b), is the extremal function for the p-module
Mp(f(Γ0)) and moreover Mp(f(Γ0)) =
∫
R′1b
ρp0 dy =
∫ π/2
−π/2
∫ 2π
0
ℓ1−p dθdα.
Proof. Let us first observe that
∫
cθα
ρ0 ds = 1, where ds is the arc-length
element defined with respect to the norm NH. Indeed,∫
cθα
ρ0 ds =
∫ b
1
(ρ0 ◦ f)‖c˙θα‖0 dr = 1
ℓ
∫ b
1
( ‖c˙θα‖0
Jfr3
√
cosα
) 1
p−1
‖c˙θα‖ dr
=
1
ℓ
∫ b
1
( ‖c˙θα‖0
Jfr3
√
cosα
)q
Jfr
3
√
cosα dr = 1,
for all α ∈ (−π/2, π/2) and θ ∈ [0, 2π). Therefore, ρ0 is admissible for f(Γ0)
and
(35) Mp(f(Γ0)) ≤
∫
R′1b
ρp0 dg.
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On the other hand, for any ρ admissible for f(Γ0) we have
∫
cθα
ρ ds ≥ 1, and
therefore, ∫
cθα
(ρ− ρ0) ds ≥ 0.
This implies that
1
ℓp−1(θ, α)
∫ b
1
[(ρ− ρ0) ◦ f ] ‖c˙θα‖0 dr ≥ 0.
Then ∫
S1\Z
∫ b
1
(
(ρ− ρ0)ρp−10 ◦ f
)
Jfr
3 dr dH3 ≥ 0.
Equivalently, ∫
R′1b
ρρp−10 dg ≥
∫
R′1b
ρp0 dg.
The Ho¨lder inequality yields(∫
R′1b
ρp dg
)1/p(∫
R′1b
ρ
(p−1)q
0 dg
)1/q
≥
∫
R′1b
ρρp−10 dg ≥
∫
R′1b
ρp0 dg,
or since (p− 1)q = p, ∫
R′1b
ρp dg ≥
∫
R′1b
ρp0 dg.
Taking infimum in the above inequality over all admissible ρ we conclude that
(36) Mp(f(Γ0)) ≥
∫
R′1b
ρp0 dg.
Comparing (35) and (36) we see that the function ρ0 is extremal for the module
Mp(f(Γ0)). Now we can calculate the p-module as
Mp(f(Γ0)) =
∫
R′1b
ρp0 dg =
∫
S1\Z
∫ b
1
[ρp0 ◦ f ] Jfr3dr dH3
=
∫
S1\Z
∫ b
1
1
ℓp(θ, α)
( ‖c˙θα‖0
Jfr3
√
cosα
) p
p−1
Jfr
3 dr dH3
=
∫ π/2
−π/2
∫ 2π
0
ℓ1−p(θ, α) dθdα.

Example 6. The p-module of Γ = Γ(Ra,b;Sa, Sb)
Mp(Γ0) =Mp(Γ0) =


2π
√
πΓ( p4+
1
2)
Γ( p4+1)
(
p−4
p−1
)p−1 (
b
p−4
p−1 − 1
)1−p
, for p 6= 4,
π2
(log b)3
, for p = 4,
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was calculated in [47].
Let us now calculate the p-module of f(Γ0), where f is a contact C
1-smooth
orientation preserving map. If we try to create a twisting map similarly to
Example 5 in the spherical coordinates written as
G−1 ◦ f ◦G : (θ, α, r)→ (θ + ω(r), α, r), ω(1) = 0,
with G defined by (34), (i.e, the boundary sphere S1 remains unchanged while
the spheres Sr rotate to the angle ω(r), r ∈ (1, b]), then the condition of
horizontality for the curves f(φθα) is quite rigid, which leads us to ω(r) ≡ 0.
Let us try to modify the twisting map by
G−1◦f◦G : (θ, α, r)→ (θ+tanα log r+ω1(r), α+ω2(r), r), ω1(1) = ω2(1) = 0.
Then the image cθα(r) = f(φθα(r)) is written in coordinates as
x1(r) = r
√
| cos(α + ω2(r))| cos(θ + ω1(r)),
x2(r) = r
√
| cos(α + ω2(r))| sin(θ + ω1(r)),
t(r) = r2 sin(α+ ω2(r)).
The horizontality condition t˙ = 2(x˙1x2 − x˙2x1) is equivalent to
ω˙1 = −1
2
ω˙2 − 1
r
tan(α + ω2).
For example,
ω2(r) = r − 1, ω1 = 1− r
2
−
∫ r
1
tan(α + s− 1)
s
ds.
Then Jf = JG−1◦f◦G = 1 and
‖c˙θα‖0 = 1
2
√
4 + r2
cos(α + r − 1) .
In Theorem 8 we calculate
ℓ(θ, α) = ℓ(α) =
∫ b
1
(
4 + r2
4 cos(α + r − 1)
)q/2
r3−q(cosα)
1
2
(1−q) dr.
and the p-module of f(Γ0) is
Mp(f(Γ0)) = 2π
∫ π/2
−π/2
ℓ1−p(α)dα.
Unfortunately, the integral inequality which follows from the monotonicity of
the module Mp(f(Γ0)) ≤Mp(Γ0) is quite difficult, and there is very little hope
to obtain simple inequalities as in Example 5.
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