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Edited by Robert B. RussellAbstract Multivariate analyses are often used to identify major
trends of variation in synonymous codon usage among genes.
These analyses need to be performed on properly normalized co-
don usage data to avoid biases masking this synonymous varia-
tion, i.e., gene length, amino acid usage, and codon
degeneracy; however, previous studies have failed to do so. In this
paper, we demonstrate that the use of alternative normalized
data (called relative adaptiveness in the literature) can avoid
all these biases and furthermore, can identify more trends of var-
iation among genes, including GC-ending codon usage, GT-end-
ing codon usage, and gene expression level.
 2005 Published by Elsevier B.V. on behalf of the Federation of
European Biochemical Societies.
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Much of the genetic code is degenerate, meaning that most
amino acids can be encoded by more than one codon (triplet
of nucleotides); such codons are synonymous and usually dif-
fer by one nucleotide in the third position. In most genomes,
alternative synonymous codons are not used with equal fre-
quency, and their usage varies among diﬀerent genes [1].
Three principal features have been proposed to account for
this variation in synonymous codon usage. First, in bacteria
such as Mycoplasma genitalium [2,3], the primary source of
variation seems to be related to the use of GC-ending codons.
Second, in bacteria such as Borrelia burgdorferi [4] and Trep-
onema pallidum [5], there is a base usage skew between the
leading and lagging strands of replication; genes on the lead-
ing strand tend to preferentially use GT-ending codons.
Third, in bacteria such as Escherichia coli [6], highly ex-
pressed genes tend to preferentially use codons recognizedAbbreviations: PCA, principal component analysis; AROMA, the re-
lative frequency of aromatic amino acids; GRAVY, the mean hydro-
pathicity; MMW, the mean molecular weight; GC3, the relative
frequency of guanine and cytosine at the third codon position; GT3,
the relative frequency of guanine and thymine at the third codon
position
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codon usage bias and gene expression level is seen in fast-
growing bacteria [7] including Clostridium perfringens [8]
and Haemophilus inﬂuenzae [9]. Although previous analyses
appeared to work well in detecting these features, recent re-
views and studies have indicated that the results should be
interpreted with caution because diﬀerent statistical methods
sometimes yield contradictory results [10,11]. To avoid errors
in the interpretation of data, it is important to determine the
factors that can aﬀect the methods used and consequently,
the numerical results obtained.
Multivariate analysis methods, such as correspondence
analysis (CA) and principal component analysis (PCA), have
often been used to identify major trends of variation in syn-
onymous codon usage among genes [12,13]. These methods
need to be performed on properly normalized data instead
of raw data (i.e., absolute codon frequencies, termed here
R0) to avoid biases, such as gene length and amino acid
usage, which may mask variation in synonymous codon
usage. The eﬀect of gene length can be avoided by dividing
the frequencies of codons in a gene by the total codon fre-
quency in the same gene, but such normalized data (termed
here R1) can be aﬀected by amino acid usage in the sequence.
To avoid the eﬀect of amino acid usage, the codon frequen-
cies are often normalized for each individual amino acid.
However, two such sets of frequently used normalized data,
relative codon frequencies [10] (termed here R2) and relative
synonymous codon usage [14] (termed here R3), are reported
to be aﬀected by a bias associated with the rarity of cysteine
in the protein [10,13,15].
In this paper, we introduce an alternative method to normal-
ize codon usage data. Data normalized in the manner de-
scribed here (termed here R4) have been developed by Sharp
and Li [14] to deﬁne the relative adaptiveness of each codon.
It has been used to calculate the codon adaptation index
[14], but has yet to be used in multivariate analyses to study
intragenomic variation among genes. To demonstrate the eﬀec-
tiveness of R4 data compared with those termed R0–R3, we
tested R4 data in PCA, a method that is suitable for numerical
data, rather than using CA, which has been developed for the
analysis of categorical data. First, we show that PCAs com-
puted on R0–R3 (designated PCA-R0 to PCA-R3, respectively)
are aﬀected by biases associated with three factors, i.e., gene
length, amino acid usage, and codon degeneracy, and that
our approach (designated PCA-R4) can avoid all three. Fur-
thermore, PCA-R4 was applied to 216 bacterial genomes to
identify major trends of intragenomic variation in synonymous
codon usage among genes.ation of European Biochemical Societies.
6500 H. Suzuki et al. / FEBS Letters 579 (2005) 6499–65042. Materials and methods
All analyses were conducted using G-language genome analysis envi-
ronment [16] software, available at http://www.g-language.org/.
2.1. Sequences
We tested data from 216 bacterial genomes (see Supplementary Ta-
ble 1 for a comprehensive list). Complete genomes in GenBank format
[17] were downloaded from the NCBI repository site (ftp://ftp.ncbi.-
nih.gov/genomes/Bacteria). Protein coding sequences containing letters
other than A, C, G, or T were discarded.
2.2. Normalization of codon usage data
Start and stop codons were excluded from the calculation of codon
usage. The value of the jth codon for the ith amino acid in each gene
(xij) is deﬁned as:
For R1; xij ¼ nijP20
i¼1
Pki
j¼1nij
ð1Þ
For R2; xij ¼ nijPki
j¼1nij
ð2Þ
For R3; xij ¼ nij
1
ki
Pki
j¼1nij
ð3Þ
For R4; xij ¼ nijnimax ð4Þ
where nij (i.e., xij for R0) is the number of the jth codon for the ith ami-
no acid, ki is the degree of codon degeneracy for the ith amino acid,
and nimax is the number of the most frequently used synonymous co-
don for the ith amino acid.
2.3. Principal component analysis
PCA was carried out on the variance–covariance matrix, which was
calculated using codon usage data as variables and genes as observa-
tions. The lth principal component (PCl) was the linear combination
of the original variables, with the lth largest variance:
ygl ¼
Xc
p¼1
wlpxgp ð5Þ
Xc
p¼1
w2lp ¼ 1 ð6Þ
where ygl is the lth principal component score for the gth gene, wlp is
the principal coeﬃcient of the lth principal component for the pth ori-
ginal variable, xgp is the pth original variable for the gth gene, and c is
the number of diﬀerent codons. Using Eq. (5), we calculated the prin-
cipal component scores based on all variables and those of selected
variables. The selected variables were a group of twofold degenerate
codons and a group of sixfold degenerate codons.
2.4. Interpretation of principal components
Principal components (PCs) with variances greater than the maximal
variance of the original variables were selected as the signiﬁcant axes
[13]. To interpret the PCs, we conducted two analyses to identify major
trends of variation in PC scores among genes.
First, we analyzed correlations between the PC scores and the fol-
lowing 10 gene features: gene length (Length); the relative frequency
of aromatic amino acids (AROMA), the mean hydropathicity (GRA-
VY) [18], and the mean molecular weight (MMW), calculated from the
amino acid sequence; the relative frequency of guanine and cytosine
(GC) and that of guanine and thymine (GT), at the ﬁrst (GC1 and
GT1), second (GC2 and GT2), and third (GC3 and GT3) codon posi-
tions, calculated from the nucleotide sequence. The square of correla-
tion coeﬃcient (R2) between each PC and each feature was calculated.
The feature with R2 > 0.5 was identiﬁed as the main trend of variation
in PC scores among genes.
Second, we analyzed the distribution of PC scores for constitutively
highly expressed genes (encoding translation elongation factors and
ribosomal proteins) [19]. In each PC, the score for the gth gene (yg)
was normalized by the mean (m) and the standard deviation (S.D.)
of scores for all genes, expressed as zg = (yg  m)/S.D.. If the mean
absolute zg score for the highly expressed genes was greater than2.17 (an interval in which theoretically only 1.5% of all genes are in-
cluded), then gene expression level (Expression) was identiﬁed as the
main trend of variation in PC scores among genes.3. Results
3.1. Eﬀect of gene length and amino acid usage on diﬀerent
PCAs
To determine the eﬀect of gene length and amino acid
usage in PCA, we investigated how often (i.e., in how many
of the 216 genomes) each gene feature was detected on the
PCs (Table 1).
The gene feature Length was detected on PC1 by PCA-R0 in
all genomes analyzed, but was not detected by PCA-R1, PCA-
R2, PCA-R3, or PCA-R4. The gene features other than Length
and Expression can be classiﬁed into two categories: (1) AAU:
those mainly involving variations in amino acid usage (ARO-
MA, GRAVY, MMW, GC1, GT1, GC2, and GT2) and (2)
SCU: those mainly involving variations in synonymous codon
usage (GC3 and GT3). PCA-R1 detected not only features
belonging to the SCU category but also those included in the
AAU category, indicating that the PCs reﬂect variation not
only in synonymous codon usage, but also in amino acid
usage. By contrast, PCA-R2, PCA-R3, and PCA-R4 did not de-
tect any of the features included in the AAU category. These
observations agree with the nature of the data inputted into
the PCA (i.e., R0–R4).
The total number of category SCU features detected by
PCA-R4 (153) was greater than the number detected by
PCA-R0 (8), PCA-R1 (85), PCA-R2 (93), or PCA-R3 (109),
indicating that PCA-R4 is more eﬀective than the other four
PCAs at detecting synonymous codon usage variation. Fur-
thermore, the number of the gene feature Expression detected
by PCA-R4 (59) was again greater than by PCA-R0 (0), PCA-
R1 (40), PCA-R2 (34), or PCA-R3 (34).3.2. Eﬀect of codon degeneracy on diﬀerent PCAs
To determine the eﬀect of the degree of codon degeneracy
for each amino acid in PCA, we compared the contributions
of groups of low (twofold) and high (sixfold) degenerate co-
dons to the PC.
Fig. 1 shows scatter diagrams of the PC1 scores from all
codons plotted against those from the groups of twofold
(Fig. 1A) and sixfold (Fig. 1B) degenerate codons using
PCA-R3 with M. genitalium genes as an example. The PC1
score based on all codons is much better correlated with that
from the group of sixfold degenerate codons than from the
group of twofold degenerate codons, indicating that the latter
contributes little information to PC1. The contribution to
PC1 is represented by the R2 value calculated from each dia-
gram.
Fig. 2 shows the scatter diagram of the R2 values for the
group of twofold degenerate codons (y-axis) plotted against
those for the group of sixfold degenerate codons (x-axis) in
216 genomes. The diagrams can be categorized into the follow-
ing three types, based on the distribution of the points repre-
senting R2 values:
1. For PCA-R2 (Fig. 2A), all points are on the upper left of the
line y = x, indicating that in all genomes analyzed, the
group of twofold degenerate codons contributes more to
PC1.
Table 1
Numbers of each gene feature detected by diﬀerent PCAs across 216
bacterial genomes
Gene feature PC1 PC2 PC3 PC4
A PCA-R0
Length 216 0 0 0
AROMA 0 0 0 0
GRAVY 0 0 0 0
MMW 0 0 0 0
GC1 0 0 0 0
GT1 0 0 0 0
GC2 0 0 0 0
GT2 0 0 0 0
GC3 0 3 0 0
GT3 0 5 0 0
Expression 0 0 0 0
B PCA-R1
Length 0 0 0 0
AROMA 2 0 0 0
GRAVY 91 26 2 0
MMW 3 7 0 0
GC1 6 19 1 0
GT1 4 0 0 0
GC2 2 9 0 0
GT2 0 0 0 0
GC3 44 11 1 0
GT3 19 10 0 0
Expression 20 20 0 0
C PCA-R2
Length 0 0 0 0
AROMA 0 0 0 0
GRAVY 0 0 0 0
MMW 0 0 0 0
GC1 0 0 0 0
GT1 0 0 0 0
GC2 0 0 0 0
GT2 0 0 0 0
GC3 60 3 4 2
GT3 24 0 0 0
Expression 28 4 2 0
D PCA-R3
Length 0 0 0 0
AROMA 0 0 0 0
GRAVY 0 0 0 0
MMW 0 0 0 0
GC1 0 0 0 0
GT1 0 0 0 0
GC2 0 0 0 0
GT2 0 0 0 0
GC3 71 6 0 0
GT3 31 0 1 0
Expression 15 19 0 0
E PCA-R4
Length 0 0 0 0
AROMA 0 0 0 0
GRAVY 0 0 0 0
MMW 0 0 0 0
GC1 0 0 0 0
GT1 0 0 0 0
GC2 0 0 0 0
GT2 0 0 0 0
GC3 95 13 0 0
GT3 35 10 0 0
Expression 34 25 0 0
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the line, indicating that in all genomes analyzed, the group
of sixfold degenerate codons contributes more to PC1.3. For PCA-R4 (Fig. 2C), the scatter diagram displays a dif-
fuse distribution of points, indicating that the relative con-
tributions of the groups of twofold and sixfold degenerate
codons to PC1 vary from genome to genome.
3.3. Detection of gene features by diﬀerent PCAs
PCA-R4 identiﬁed one or two of the three features (GC3,
GT3, and Expression) as major trends of variation in synony-
mous codon usage among genes in 164 (75.9%) of the 216 gen-
omes analyzed (see Supplementary Table 2 for details). To
demonstrate that these features can not necessarily be detected
by PCA-R0 to PCA-R3, we focused on the previously studied
species mentioned in Section 1 (Table 2).
1. Only GC3 (PC1) was identiﬁed by PCA-R4 in 62 genomes;
e.g., in M. genitalium, GC3 was detected by PCA-R1, but
not by PCA-R0, PCA-R2, or PCA-R3.
2. Only GT3 (PC1) was identiﬁed by PCA-R4 in 29 genomes;
e.g., in B. burgdorferi, GT3 was detected by PCA-R1, PCA-
R2, and PCA-R3, but not by PCA-R0.
3. Only Expression (PC1) was identiﬁed by PCA-R4 in 27 gen-
omes; e.g., in C. perfringens, Expression was detected by
PCA-R2, but not by PCA-R0, PCA-R1, or PCA-R3.
4. Both GC3 (PC1) and Expression (PC2) were identiﬁed by
PCA-R4 in 24 genomes; e.g., in E. coli, PCA-R1 and
PCA-R3 detected both features, whereas PCA-R0 and
PCA-R2 detected neither.
5. Both GC3 (PC1) and GT3 (PC2) were identiﬁed by PCA-R4
in nine genomes.
6. Both Expression (PC1) and GC3 (PC2) were identiﬁed by
PCA-R4 in seven genomes; e.g., in H. inﬂuenzae, PCA-R1
and PCA-R2 detected only Expression, whereas PCA-R0
and PCA-R3 detected neither.
7. Both GT3 (PC1) and GC3 (PC2) were identiﬁed by PCA-R4
in six genomes; e.g., in T. pallidum, PCA-R3 detected both
features, whereas PCA-R0, PCA-R1, and PCA-R2 detected
only GT3.4. Discussion
Multivariate analyses such as PCA have previously been ap-
plied to diﬀerent kinds of codon usage data (R0–R3), however,
the results have the inherent problem of being aﬀected by
biases masking variation in synonymous codon usage among
genes. To solve this problem, we have used an alternative
method of normalizing codon usage data (R4) which satisﬁes
all of the following three conditions for ideal input data for
such analyses.
First, the data should be independent of gene length. Table 1
indicates that PCA-R0 always generates PC1 corresponding to
variations in gene length (Length), whereas PCA-R1, PCA-R2,
PCA-R3, and PCA-R4 never generate such PCs.
Second, the data should be independent of amino acid usage.
Table 1 indicates that PCA-R1 often generates PCs corre-
sponding to variations in amino acid usage (AROMA, GRA-
VY, MMW, GC1, GT1, GC2, and GT2), whereas PCA-R2,
PCA-R3, and PCA-R4 never generate such PCs because their
input data are normalized for each individual amino acid.
Third, the data should be independent of the degree of co-
don degeneracy (i.e., ki). Fig. 2 indicates that PCA-R2 and
Fig. 1. Scatter diagrams showing the PC1 scores based on all codons plotted against those from the groups of low (twofold) and high (sixfold)
degenerate codons in the case of PCA-R3 for Mycoplasma genitalium genes.
Fig. 2. Contributions of the groups of low (twofold) and high (sixfold) degenerate codons to PC1 for 216 bacterial genomes. As in Fig. 1, the
contribution to PC1 is represented by the square of correlation coeﬃcient (R2) calculated from each diagram.
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low (twofold) and high (sixfold) degenerate codons groups
respectively (regardless of the genomes being analyzed), both
of which can be generated by PCA-R4 (depending on the gen-
omes being analyzed). This observation can be explained in
terms of the dependence of their input data on ki:
1. For R2, xij is equal to 1/ki (e.g., 1/2 for cysteine and 1/6 for
arginine) when alternative synonymous codons are used
with equal frequency.2. For R3, xij reaches the maximum value when only one of
synonymous codons is used with value of ki (e.g., 2 for cys-
teine and 6 for arginine) and all others are not present with
value of 0.
3. For R4, xij is independent of ki.
Previous attempts to remove amino acid usage biases (the use
of R2 and R3) have introduced new biases associated with ki,
whereas the use of R4 in the present study is not confronted
with this problem.
Table 2
Gene features detected by diﬀerent PCAs in previously studied
genomes
A Borrelia burgdorferi
PC1 PC2 PC3 PC4
PCA-R0 Length ns ns ns
PCA-R1 GT3 ns ns ns
PCA-R2 GT3 nd nd ns
PCA-R3 GT3 nd ns ns
PCA-R4 GT3 ns ns ns
B Clostridium perfringens
PC1 PC2 PC3 PC4
PCA-R0 Length ns ns ns
PCA-R1 GRAVY GC1 ns ns
PCA-R2 Expression nd nd nd
PCA-R3 nd nd nd ns
PCA-R4 Expression nd nd ns
C Escherichia coli K12
PC1 PC2 PC3 PC4
PCA-R0 Length ns ns ns
PCA-R1 GC3 Expression nd ns
PCA-R2 nd nd nd nd
PCA-R3 GC3 Expression ns ns
PCA-R4 GC3 Expression nd nd
D Haemophilus influenzae  Rd
PC1 PC2 PC3 PC4
PCA-R0 Length ns ns ns
PCA-R1 Expression nd ns ns
PCA-R2 Expression nd nd nd
PCA-R3 nd ns ns ns
PCA-R4 Expression GC3 nd nd
E Mycoplasma genitalium
PC1 PC2 PC3 PC4
PCA-R0 Length ns ns ns
PCA-R1 AROMA GC3 ns ns
PCA-R2 nd nd nd nd
PCA-R3 nd ns ns ns
PCA-R4 GC3 nd nd ns
F Treponema pallidum
PC1 PC2 PC3 PC4
PCA-R0 Length GT3 ns ns
PCA-R1 GT3 nd nd nd
PCA-R2 GT3 nd nd nd
PCA-R3 GT3 GC3 nd ns
PCA-R4 GT3 GC3 nd nd
Gene features detected on PC1 and PC2 by PCA-R4 are shaded dark
and light, respectively. Abbreviations. ns, the PC axis is not signiﬁcant;
nd, any gene features used are not detected.
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among variations in synonymous codon usage and other biases:
gene length, amino acid usage, and codon degeneracy. By con-
trast, PCA-R4 can avoid all of these biases and generate more
PCs corresponding to variations in synonymous codon usage
(GC3 and GT3) than any of the other four PCAs (Table 1).
Three features found in previous studies (see Section 1) are
identiﬁed by PCA-R4: (1) GC-ending codon usage (GC3), as
in M. genitalium; (2) GT-ending codon usage (GT3), as in B.
burgdorferi and T. pallidum; and (3) gene expression level
(Expression), as in C. perfringens, E. coli, and H. inﬂuenzae
(Table 2). However, these features are not all consistently de-
tected by PCA-R0 to PCA-R3, depending on the genomes ana-
lyzed, because of the eﬀect of the biases masking synonymous
codon usage variation.The problems of the eﬀect of the biases on conventional nor-
malized data and the solution of using R4 data can be applied
to not only in eigen analysis-based methods such as PCA, but
also to other multivariate analysis methods such as the hierar-
chical cluster analysis [20], multidimensional scaling [21], and
self-organizing map [22,23] methods. The combined use of
PCA-R4 and complementary methods will improve our under-
standing of diversity in synonymous codon usage amongst
genes.
Acknowledgments: We thank Akio Kanai, Shigeo Fujimori, Noriyuki
Kitagawa, and Kunihiro Baba for useful discussions, and Kazuharu
Arakawa, Hayataro Kochi, and Atsuko Kishi for their technical ad-
vice on G-language GAE. This work was supported by the Ministry
of Education, Culture, Sports, Science, and Technology, Grant-in-
Aid for the 21st Century Center of Excellence (COE) Program entitled
‘‘Understanding and Control of Life via Systems Biology’’ (Keio
University).Appendix A. Supplementary data
Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.febslet.2005.
10.032.References
[1] Sharp, P.M., Cowe, E., Higgins, D.G., Shields, D.C., Wolfe, K.H.
and Wright, F. (1988) Codon usage patterns in Escherichia coli,
Bacillus subtilis, Saccharomyces cerevisiae, Schizosaccharomyces
pombe, Drosophila melanogaster and Homo sapiens; a review of the
considerable within-species diversity. Nucleic Acids Res. 16,
8207–8211.
[2] McInerney, J.O. (1997) Prokaryotic genome evolution as assessed
by multivariate analysis of codon usage patterns. Microbial
Comp. Genomics 2, 89–97.
[3] Kerr, A.R., Peden, J.F. and Sharp, P.M. (1997) Systematic base
composition variation around the genome of Mycoplasma geni-
talium, but not Mycoplasma pneumoniae. Mol. Microbiol. 25,
1177–1179.
[4] McInerney, J.O. (1998) Replicational and transcriptional selec-
tion on codon usage in Borrelia burgdorferi. Proc. Natl. Acad. Sci.
USA 95, 10698–10703.
[5] Lafay, B., Lloyd, A.T., McLean, M.J., Devine, K.M., Sharp,
P.M. and Wolfe, K.H. (1999) Proteome composition and codon
usage in spirochaetes: species-speciﬁc and DNA strand-speciﬁc
mutational biases. Nucleic Acids Res. 27, 1642–1649.
[6] Ikemura, T. (1985) Codon usage and tRNA content in unicellular
and multicellular organisms. Mol. Biol. Evol. 2, 13–34.
[7] Sharp, P.M., Bailes, E., Grocock, R.J., Peden, J.F. and Sockett,
R.E. (2005) Variation in the strength of selected codon usage bias
among bacteria. Nucleic Acids Res. 33, 1141–1153.
[8] Musto, H., Romero, H. and Zavala, A. (2003) Translational
selection is operative for synonymous codon usage in Clostridium
perfringens and Clostridium acetobutylicum. Microbiology 149,
855–863.
[9] Perriere, G. and Thioulouse, J. (1996) On-line tools for sequence
retrieval and multivariate statistics in molecular biology. Comput.
Appl. Biosci. 12, 63–69.
[10] Perriere, G. and Thioulouse, J. (2002) Use and misuse of
correspondence analysis in codon usage studies. Nucleic Acids
Res. 30, 4548–4555.
[11] Ermolaeva, M.D. (2001) Synonymous codon usage in bacteria.
Curr. Issues Mol. Biol. 3, 91–97.
[12] Grantham, R., Gautier, C., Gouy, M., Mercier, R. and Pave, A.
(1980) Codon catalog usage and the genome hypothesis. Nucleic
Acids Res. 8, r49–r62.
6504 H. Suzuki et al. / FEBS Letters 579 (2005) 6499–6504[13] Kanaya, S., Kudo, Y., Nakamura, Y. and Ikemura, T. (1996)
Detection of genes in Escherichia coli sequences determined by
genome projects and prediction of protein production levels,
based on multivariate diversity in codon usage. Comput. Appl.
Biosci. 12, 213–225.
[14] Sharp, P.M. and Li, W.H. (1987) The codon adaptation index – a
measure of directional synonymous codon usage bias, and its
potential applications. Nucleic Acids Res. 15, 1281–1295.
[15] Zavala, A., Naya, H., Romero, H. and Musto, H. (2002) Trends
in codon and amino acid usage in Thermotoga maritima. J. Mol.
Evol. 54, 563–568.
[16] Arakawa, K., Mori, K., Ikeda, K., Matsuzaki, T., Kobayashi, Y.
and Tomita, M. (2003) G-language genome analysis environment:
a workbench for nucleotide sequence data mining. Bioinformatics
19, 305–306.
[17] Benson, D.A., Karsch-Mizrachi, I., Lipman, D.J., Ostell, J. and
Wheeler, D.L. (2005) GenBank. Nucleic Acids Res. 33 (Database
Issue), D34–D38.
[18] Kyte, J. and Doolittle, R.F. (1982) A simple method for
displaying the hydropathic character of a protein. J. Mol. Biol.
157, 105–132.[19] Kanaya, S., Yamada, Y., Kudo, Y. and Ikemura, T. (1999)
Studies of codon usage and tRNA genes of 18 unicellular
organisms and quantiﬁcation of Bacillus subtilis tRNAs: gene
expression level and species-speciﬁc diversity of codon usage
based on multivariate analysis. Gene 238, 143–155.
[20] Sharp, P.M., Tuohy, T.M. and Mosurski, K.R. (1986) Codon
usage in yeast: cluster analysis clearly diﬀerentiates highly and
lowly expressed genes. Nucleic Acids Res. 14, 5125–5143.
[21] Morrison, D.A., Ellis, J. and Johnson, A.M. (1994) An empirical
comparison of distance matrix techniques for estimating codon
usage divergence. J. Mol. Evol. 39, 533–536.
[22] Wang, H.C., Badger, J., Kearney, P. and Li, M. (2001) Analysis
of codon usage patterns of bacterial genomes using the self-
organizing map. Mol. Biol. Evol. 18, 792–800.
[23] Kanaya, S., Kinouchi, M., Abe, T., Kudo, Y., Yamada, Y., Nishi,
T., Mori, H. and Ikemura, T. (2001) Analysis of codon usage
diversity of bacterial genes with a self-organizing map (SOM):
characterization of horizontally transferred genes with emphasis
on the E. coli O157 genome. Gene 276, 89–99.
