Abstract. The paper treats the question whether there always exists a minimal nondeterministic finite automaton of n states whose equivalent minimal deterministic finite automaton has α states for any integers n and α with n ≤ α ≤ 2 n . Partial answers to this question were given by Iwama, Kambayashi, and Takaki (2000) and by Iwama, Matsuura, and Paterson (2003) . In the present paper, the question is completely solved by presenting appropriate automata for all values of n and α. However, in order to give an explicit construction of the automata, we increase the input alphabet to exponential sizes. Then we prove that 2n letters would be sufficient but we describe the related automata only implicitly. In the last section, we investigate the above question for automata over binary and unary alphabets.
Introduction
Finite automata are one of the simplest computational models. Many of their properties have been extensively studied. Nevertheless, some important problems concerning finite automata are still open. For instance, we recall the question of how many states are sufficient and necessary for two-way deterministic finite automata to simulate two-way nondeterministic finite automata. The problem is related to the famous open question whether or not DLOGSPACE equals to NLOGSPACE [3, 19] .
In the last few years, a renewed interest for researchers in automata theory can be observed; for a discussion we refer to [9, 22] . Some aspects in this field are now intensively and deeply investigated. One such aspect is descriptional Keywords and phrases. Regular languages, deterministic finite automata, nondeterministic finite automata, state complexity.
complexity which studies the costs of the description of languages by different formal systems. This paper treats the question of which kind of relations between the sizes of minimal nondeterministic finite automata and minimal deterministic finite automata are possible.
The subset construction [18] assures that 2 n states are sufficient for a DFA to simulate any NFA of n states. Several examples of worst-case blow-ups are known for a long time [15] [16] [17] . Another famous example with an exponential blow-up is the language {x1y | x ∈ {0, 1} * , y ∈ {0, 1} n−1 } which is accepted by an (n + 1)-state NFA but cannot be accepted by any DFA with less then 2 n states. On the other hand, the DFA which counts the number of 1s modulo n needs n states and equivalent NFAs need the same number of states. Thus for some languages, the introduction of nondeterminism can help to reduce exponentially the number of states needed for describing the languages, while for other languages the nondeterminism is useless in such a reduction.
Iwama, Kambayashi, and Takaki [11] stated the question whether there always exists a minimal NFA of n states whose equivalent minimal DFA has α states for any integers n and α satisfying that n ≤ α ≤ 2 n . The question was also considered by Iwama, Matsuura, and Paterson [12] . In these two papers, the authors succeeded in finding minimal n-state NFAs for some special values of α (for about 3n values of α between 2 n−1 and 2 n ). In the present paper, the above question is completely solved by presenting appropriate n-state NFAs for all values of α between n and 2 n . However, in contrast to the previous papers, which discuss automata over a binary alphabet, in order to give an explicit construction of the NFAs, we increase the input alphabet to exponential sizes. Then we prove that 2n letters would be sufficient but we can describe the related NFAs only implicitly. In the case of a binary alphabet, we do not provide a complete solution but we complement the solutions given in [11] and [12] by presenting minimal n-state NFAs for further n 2 /2 values of α. In the unary case, the deterministic blow-ups cannot be close to 2 n since it is known [4] that any unary n-state NFA can be simulated by an O(F (n))-state DFA, where F (n) ≈ e √ n·ln (n) . Note that in [11] and [12] the values of α were greater than 2 n−1 , and so it was not necessary to give explicit proofs for the minimality of NFAs. This is not a case in this paper. Therefore, we introduce a technique based on simple communication complexity theoretical results to state sufficient conditions for the minimality of NFAs. For a specific class of NFAs, we can besides guarantee that the DFAs obtained by the common subset construction are minimal as well. Thus in contrast to [11, 12] , we remove the need for proofs of inequivalence of states.
The paper consists of five sections, including this introduction. The next section contains basic definitions, notations, and preliminary results. We present main results in Section 3. Section 4 deals with automata over binary and unary alphabets. The last section contains some concluding remarks and open problems.
Preliminaries
In this section, we give basic definitions, notations, and preliminary results. For further details, we refer to [20, 21] .
Let Σ be an alphabet and Σ * the set of all strings over Σ including the empty string ε. A language over Σ is a subset of Σ * . The cardinality of a finite set A is denoted by |A| and its power-set by 2
A . A deterministic finite automaton (DFA) is a 5-tuple M = (Q, Σ, δ, q 0 , F ), where Q is a finite set of states, Σ is a finite input alphabet, δ : Q×Σ → Q is the transition function, q 0 ∈ Q is the initial state, and F ⊆ Q is the set of accepting states. The transition function δ can be extended to a function from Q × Σ * to Q by defining δ(q, ε) = q and δ(q, wa) = δ(δ(q, w), a) for each w ∈ Σ * and a ∈ Σ. A string w ∈ Σ * is accepted by the DFA M if δ(q 0 , w) is an accepting state of M . If p = δ(q, w), we say that the state p is reachable from the state q after reading the string w. A state p is said to be reachable if it is reachable from the initial state q 0 after reading a string w ∈ Σ * . A nondeterministic finite automaton (NFA) is a 5-tuple M = (Q, Σ, δ, q 0 , F ), where Q, Σ, q 0 , and F are defined as for a DFA, and δ : Q×Σ → 2 Q is the transition function which can be extended to the domain Q × Σ * by defining δ(q, ε) = {q} and δ(q, wa) = p∈δ(q,w) δ(p, a), for each w ∈ Σ * and a ∈ Σ. Furthermore, it can be extended to the domain 2 Q × Σ * by defining δ(P, w) = p∈P δ(p, w). A string w ∈ Σ * is accepted by the NFA M if δ(q 0 , w) ∩ F = ∅. The language accepted by a finite automaton M, denoted L(M ), is the set of all strings accepted by M . Two automata are said to be equivalent if they accept the same language. A DFA (NFA) M is called minimal if all DFAs (NFAs, resp.) that are equivalent to M have at least as many states as M. It is known [18] that a DFA M = (Q, Σ, δ, q 0 , F ) is minimal if (i) all its states are reachable from the initial state q 0 and (ii) no two of its states are equivalent (two states p and q are said to be equivalent if for all w ∈ Σ * , δ(p, w) ∈ F iff δ(q, w) ∈ F ). Any NFA M = (Q, Σ, δ, q 0 , F ) can be converted to an equivalent DFA M = (2 Q , Σ, δ , q 0 , F ) using an algorithm known as the "subset construction" [18] in the following way. Every state of the DFA M is a subset of the state set Q. The initial state of M is {q 0 } . A state P ⊆ Q is an accepting state of M if it includes at least one accepting state of M. The transition function δ is defined using the transition function δ as follows: δ (P, a) = p∈P δ(p, a). Note that the DFA M need not be minimal since some of its states may be unreachable or equivalent.
By a well-known result, for any regular language, there is a unique minimal DFA, up to isomorphism, but the same result does not hold for NFAs. To prove the minimality of NFAs we will use a fooling-set technique known from communication complexity theory [8] , cf. also [1, 2, 6] . Although lower bounds based on fooling sets may be exponentially smaller than the size of minimal NFAs [10, 13] , in this paper, the technique does help us to prove the minimality of all considered NFAs.
After defining a fooling set, we give the lemma from [1] describing the foolingset lower-bound technique. For the sake of completeness, we recall its proof here. Then, we give an example. Definition 1.1. A set of pairs of strings {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} is said to be a fooling set for a language L if for any i and j in {1, 2, . . . , n}, 
is a state on an accepting computation on x i y i that is reached after reading x i ).
Assume that a fixed choice of p i has been made for any i in {1, 2, . . . , n}. We prove that p i = p j for i = j. Suppose by contradiction that p i = p j for some i = j. Then the NFA M accepts both strings x i y j and x j y i which contradicts the assumption that the set {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} is a fooling set for the language L. Hence the NFA M has at least n states.
Example 1.3.
Let n be arbitrary but fixed positive integer and let a ∈ Σ. Consider the regular language
The set of pairs {(a, a n−1 ), (a 2 , a n−2 ), . . . , (a n , ε)} is a fooling set for the language L because for any i and j in {1, 2, . . . , n},
(1) a i a n−i = a n and a n is in L;
Thus by Lemma 1.2, any NFA accepting the language L needs at least n states. Since the language L is accepted by an n-state DFA, the minimal DFA and any minimal NFA for the language L have n states.
The following lemma describes a specific class of minimal n-state NFAs, for which the DFAs obtained by the common subset construction do not contain equivalent states. The lemma removes the need for proofs of inequivalence of states in the following sections.
. . , n − 1, and δ(q n , a) = ∅ (i.e., the transitions on reading a look like in Fig. 1 Proof.
. . , q n } and F M = {q n }, be an n-state NFA satisfying the conditions in the lemma.
To prove (i) consider the set of pairs {(ε, a n−1 ), (a, a n−2 ), . . . , (a n−1 , ε)}. It is a fooling set for the language L(M ) since for any i and j in {1, 2, . . . , n},
By Lemma 1.2, any NFA for the language L(M ) needs at least n states, so the NFA M is a minimal NFA for the language L(M ).
To prove (ii) note that for any i = 1, 2, . . . , n, the string a n−i is accepted by the NFA M starting in state q i , but it is not accepted by M starting in any other state. Now, let P and R be two different states of the DFA M , i.e., P and R are subsets of the state set Q M . Without loss of generality, there is a state q i in Q M such that q i ∈ P and q i / ∈ R. Then, the string a n−i is accepted by the DFA M starting in state P since it is accepted by the NFA M starting in state q i which is in P. On the other hand, the string a n−i is not accepted by the DFA M starting in state R since it is not accepted by the NFA M starting in any state different from q i . Hence no two different states of the DFA M are equivalent and the proof is complete.
Main results
In this section, we show that all relations between the sizes of minimal NFAs and equivalent minimal DFAs are possible. For any integers n and α with n ≤ α ≤ 2 n , we describe a minimal n-state NFA whose equivalent minimal DFA has α states. However, in order to present an explicit construction of the NFAs, we increase the input alphabet to exponential sizes. In the second part of this section, we prove that 2n letters would be sufficient, but we can describe the related NFAs only implicitly.
In the first theorem, we give minimal binary NFAs for some special values of α. We use these binary automata in the second theorem to prove the main result of the paper. Proof. Let Σ = {a, b}. Let n and k be arbitrary but fixed integers with 1 ≤ k ≤ n. We first define a k-state NFA A k . Then, by adding n − k new states, we construct an n-state NFA B n,k satisfying the theorem.
. . , k}, F A = {k}, and for any i ∈ Q A and any X ∈ Σ,
e., the NFA A k moves from state i to state i + 1 on reading a, and it can move from state i either to the initial state 1 or to state i + 1 on reading b, except for the accepting state k, see Figure 2 . Now, construct an n-state NFA B n,k from the NFA A k by adding new states k + 1, k + 2, . . . , n, and new transitions on reading symbol a for these states.
Define an n-state
, where Q B = {1, 2, . . . , n}, F B = {k}, and for any i ∈ Q B and any X ∈ Σ,
The NFA B n,k is shown in Figure 3 . Let B = (2 QB , Σ, δ , {n}, F ) be the DFA obtained from the NFA B by the subset construction. By Lemma 1.4, the NFA B is minimal and no two different states of the DFA B are equivalent. Thus, to prove the theorem we only need to show that the DFA B has 2 k + n − k reachable states.
Let R be the following system of sets
We will show that any set in R is a reachable state of the DFA B and no other states are reachable in B . Since the system R contains 2 k +n−k sets, the theorem then follows immediately.
The singletons {n}, {n − 1}, . . . , {k + 1} are reachable since
Next, we show that any subset of {1, 2, . . . , k} is a reachable state in the DFA B . We prove this by induction on the size of sets. The empty set and the singletons {1}, {2}, . . . , {k} are reachable because we have
Assume that for any integer m with 2
where the latter set of size m−1 is reachable by induction (note that 1 To prove that no other set is reachable it is sufficient to show that for any set S in R and any symbol X in Σ, the set δ (S, X) is in R. If S is a singleton {i}, where k + 1 ≤ i ≤ n, then the set δ (S, a) is a singleton set and the set δ (S, b) is the empty set, so both are in R. If S is a subset of {1, 2, . . . , k}, then the sets δ (S, a) and δ (S, b) are also subsets of {1, 2, . . . , k}, and so are in R. It follows that no other set is reachable in the DFA B .
Hence the DFA B has 2 k + n − k reachable states and the theorem follows.
In the next theorem, we prove the main result of the paper by presenting minimal n-state NFAs which need α deterministic states, for all values of n and α.
Theorem 2.2. For any integers n and α such that
n , there exists a minimal NFA of n states whose equivalent minimal DFA has α states.
Proof. Let n and α be arbitrary but fixed integers with 1 ≤ n ≤ α ≤ 2 n . If α = n, then a minimal NFA for the language {w | the number of a's in w is a multiple of n} can be taken to prove the theorem, see Example 1.3.
If α can be expressed as 2 k + n − k for some integer k such that 1 ≤ k ≤ n, then the NFA B n,k described in the proof of Theorem 2.1 satisfies the theorem. Otherwise, α can be expressed as
for some integers k and m such that 1 ≤ k < n and 1 ≤ m ≤ 2 k − 2. In this case, to define an appropriate NFA we will use new input symbols. So consider an (m + 2)-letter input alphabet
Let S 1 , S 2 , . . . , S 2 k −2 be all the subsets of {1, 2, . . . , k+1} containing the state k+1, except for the singleton {k +1} and the set {1, 2, . . . , k +1}, somehow ordered. Let B n,k = (Q B , Σ, δ B , n, F B ) be the NFA described in the proof of Theorem 2.1. We construct an n-state NFA C n,k,m from the NFA B n,k by adding a new transition from state k to the set S j on reading symbol c j for any j = 1, 2, . . . , m.
, where Q C = {1, 2, . . . , n}, F C = {k}, and for any i ∈ Q C and any X ∈ Σ,
otherwise.
The NFA C n,k,2 is shown in Figure 4 ; here, S 1 = {1, k + 1} and S 2 = {2, k + 1}. Let C = (2 QC , Σ, δ , {n}, F ) be the DFA obtained from the NFA C by the subset construction. By Lemma 1.4, the NFA C is minimal and no two different states of the DFA C are equivalent. Thus to prove the theorem we only need to show that the DFA C has 2 k + n − k + m reachable states. Let R be the following systems of sets
We will show that any set in R is a reachable state of the DFA C and no other state is reachable. Since the system R contains 2 k + n − k + m sets, the theorem then follows.
Clearly, the sinletons {n}, {n − 1}, . . . , {k + 1}, and all subsets of {1, 2, . . . , k} are reachable in the DFA C since they are reachable in the DFA B obtained from Thus, for any set S in R and any symbol X in Σ, the set δ (S, X) is again in R. It follows that no other set is reachable in the DFA C . So the DFA C has 2 k +n−k+m reachable states and the proof is complete.
To prove the above theorem we use automata defined over alphabets, the size of which grows exponentially with n. In the second part of this section, we show that the input alphabet size can be decreased to 2n. First, we prove the following lemma describing another class of minimal NFAs, for which the DFAs obtained by the subset construction do not contain equivalent states. Proof. The lemma can be proved in the similar way as Lemma 1.4. The set of pairs {(ε, a n−1 a n−2 . . . a 1 ), (a n−1 , a n−2 a n−3 . . . a 1 ), . . . , (a n−1 a n−2 . . . a 1 , ε)} is a fooling set for the language L(M ) of size n. By Lemma 1.2, any NFA for the language L(M ) needs at least n states. Next, the string a i−1 a i−2 . . . a 1 (1 ≤ i < n) is accepted by the NFA M starting in state i but it is not accepted by M starting in any other state. This immediately implies that no two different states of the DFA M are equivalent which completes the proof.
The next theorem shows that an arbitrary blow-up between NFAs and DFAs is possible likewise for alphabets of size 2n. Since the cases n = 1 and α = n are trivial, we assume α > n ≥ 2 in the theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Let n ≥ 2 and assume that for any α with n < α ≤ 2 n , there exists a minimal n-state NFA D n,α over the alphabet Σ n satisfying the conditions in Lemma 2.3 and requiring α deterministic states. Using this assumption we will show that for any β with n + 1 < β ≤ 2 n+1 , there is a minimal (n + 1)-state NFA D n+1,β over the alphabet Σ n+1 which satisfies the conditions in Lemma 2.3 and needs β deterministic states.
First Now, let 2n < β ≤ 2 n+1 and let β is even. Set α = β/2. Then n < α ≤ 2 n , and by induction, there is a minimal n-state NFA D n,α = (Q n , Σ n , δ, n, {1}) satisfying the conditions in Lemma 2.3 and requiring α deterministic states. We construct an (n + 1)-state NFA D n+1,β = (Q n+1 , Σ n+1 , δ , n + 1, {1}) from the NFA D n,α by adding a new initial state n + 1, a new transition from n + 1 to n on reading a new symbol a n , and new transitions from i to {i, n + 1} on reading a new symbol b n for i = 1, 2, . . . , n, see Figure 7 . Formally, we define δ so that for any i ∈ Q n+1 and any X ∈ Σ n+1 ,
if i = n + 1 and X = a n , {i, n + 1}, if i ∈ Q n and X = b n , ∅, otherwise. Note that if a set P is reachable in the DFA D n,α , then the sets P and P ∪{n+1} are reachable in the DFA D n+1,β since δ ({n+1}, a n ) = {n} and δ (P, b n ) = P ∪{n+1}.
Thus we have 2α = β reachable sets in the DFA D n+1,β . To see that no other set is reachable note that if S is one of these β reachable sets, then for any X ∈ Σ n+1 , the set δ(S, X) is also one of these β sets. Thus the DFA D n+1,β has β reachable states. If 2n < β ≤ 2 n+1 and β is odd, we set α = (β + 1)/2. Then n < α ≤ 2 n , and so there is an n-state NFA D n,α satisfying the induction hypothesis. We construct an (n + 1)-state NFA D n+1,β from the NFA D n,α by adding a new initial state n + 1, a new transition from n + 1 to n on reading a n , and new transitions from i to {i, n + 1} on reading b n for i = 1, 2, . . . , n − 1, i.e., we construct this automaton similarly as the NFA for an even β above, but we do not add the transition from n to {n, n+1} on reading b n . The NFA D n+1,β satisfies the conditions in Lemma 2.3. Next, if a set P is reachable in the DFA D n,α , then the sets P and P ∪ {n + 1} are reachable in the DFA D n+1,β except for the set {n, n + 1}. Since no other set is reachable, the DFA D n+1,β has 2α − 1 = β reachable states. This completes the proof.
Automata over binary and unary alphabets
In this section, we investigate the question whether there exists a minimal n-state NFA whose equivalent minimal DFA has α states, where n ≤ α ≤ 2 n , for binary and unary alphabets.
Iwama et al. in [11, 12] discussed finite automata over a binary alphabet and succeeded in finding minimal binary n-state NFAs for about 3n values of α between 2 n−1 and 2 n , namely for α = 2 n −2
, and for α = 2 n −m, where n ≥ 7, 5 ≤ m ≤ 2n−2, and some coprimality condition holds [12] .
In Theorem 2.1, we showed that appropriate minimal binary n-state NFAs exist for further n values of α (for α = 2 Figure 8 . The nondeterministic finite automaton M 6,2,2 .
describes minimal binary n-state NFAs requiring α deterministic states for about n 2 /2 values of α between n and n 2 .
Theorem 3.1. For any integers n and α such that 1 ≤ n ≤ α ≤ 1 + n(n + 1)/2, there exists a minimal binary NFA of n states whose equivalent minimal DFA has α states.
Proof. Let Σ = {a, b}. Let n and α be arbitrary but fixed integers with 1 ≤ n ≤ α ≤ 1 + n(n + 1)/2. Since the minimal DFA and any minimal NFA for the language {w ∈ Σ | the number of a's in w is a multiple of n} have n states, see Example 1.3, the theorem holds for α = n.
In the case of α = n + 1, we can consider a minimal n-state NFA accepting all strings of length n − 1, whose equivalent minimal DFA has n + 1 states. Now, let n + 2 ≤ α ≤ 1 + n(n + 1)/2. Since 1 + n(n + 1)/2 = 1 + n + (n − 1) + (n − 2) + . . . Hence the DFA M has 1 + n + (n − 1) + (n − 2) + . . . + (n − k) + m reachable states and the proof is complete.
The above theorem shows that there are Ω(n 2 ) values of α for which there is a minimal binary n-state NFA requiring α deterministic states. We are not able to prove that appropriate NFAs exist for all integers α with n ≤ α ≤ 2 n but it seems to be true for us. We have computationally verified the conjecture for n ≤ 12, i.e., for all n and α such that n ≤ 12 and n ≤ α ≤ 2 n , we have found a minimal binary n-state NFA whose equivalent minimal DFA has α states.
The last part of the paper is devoted to a few remarks on unary automata. For the state complexity of unary automata, a crucial role is played by the function F (n) = max{lcm(x 1 , . . . , x k ) | x 1 +· · ·+x k = n}. It is known that F (n) ∈ e Θ( √ n ln n) and that O(F (n)) states suffice to simulate any unary n-state NFA by a DFA [4, 5] . This means that deterministic blow-ups of minimal unary n-state NFAs cannot reach any value between e O( √ n ln n) and 2 n . On the other hand, such blow-ups are not bounded by any polynomial because there are n-state unary NFAs which need at least F (n − 1) deterministic states [4, 7, 14] . For n ≤ 10, we have computationally verified that for any α with n ≤ α ≤ (n − 1) 2 + 2, there is a minimal unary n-state NFA whose equivalent minimal DFA has α states.
Conclusions
In this paper, we investigated the relations between the sizes of minimal NFAs and corresponding minimal DFAs. We showed that for all integers n and α with 1 ≤ n ≤ α ≤ 2 n , there exists a minimal NFA of n states whose equivalent minimal DFA has α states. However, in order to present an explicit construction of the NFAs, we increased the input alphabet to exponential sizes. Then we proved that 2n letters would be sufficient but we described the related NFAs only implicitly. In the case of a binary alphabet, we complemented the known solutions by presenting appropriate NFAs for further n 2 /2 values of α. It remains open whether such an arbitrary blow-up between NFAs and DFAs holds likewise for alphabets of fixed size.
