BACKGROUND 10 Differential expression analysis on the basis of RNA-Seq count data has become a standard tool in transcriptomics. Several studies have shown that prior normalization of the data is crucial for a reliable detection of transcriptional differences. Until now it is not clear whether and how the transcriptomic approach can be used for differential expression analysis in metatranscriptomics. The potential side effects that may result from direct application of transcriptomic tools to metatranscriptomic count data have not been studied so far. 11 12 13 14 15 16
When applying transcriptomic tools for differential expression analysis directly to metatranscriptomic data the organism-independent (global) scaling of counts implies a high risk of falsely predicted functional differences. In simulation studies we show that incorrect normalization not only tends to loose significant differences but especially can produce a large number of false positives. In contrast, taxon-specific scaling can equalize the variation of relative library sizes from different organisms and therefore shows a reliable detection of significant differences in all simulations. On real metatranscriptomic data the results from taxon-specific and global scaling can largely differ. In our study, global scaling shows a high number of extra predictions which are not supported by single transcriptome analyses. Inspection of the scaling error suggests that these extra predictions may actually correspond to artifacts of an incorrect normalization.
includes a matrix S of organism-specific scaling factors s jk :
where i, j,k are the feature, sample and organism indices, repectively. We omitted the condition dependency 116 (c j ) for convenience.
117
In analogy to equation (2) for NDE features we have the following model for a feature row i of the 118 count matrix:
where the column vector λ i contains all organism-specific rates for feature i and λ T i indicates transposition 120 of this vector. 
where α is a column vector of organism-specific abundances and s contains the sample-specific scaling 124 factors, now in a column vector, which is equal for all organisms. Then we can write estimate the corresponding scaling factors. Finally, the normalized count data matrices are summed 141 up to provide normalized metatranscriptomic count data which can be analyzed in terms of differential 142 expression ( Fig. 1 ). Here all statistical models and tools for count-based differential expression analysis 143 in transcriptomics can in principle be used to identify differentially expressed features.
144
If we denote the original count matrix for organism k as Y k and the associated vector of estimated 145 scaling factors asŝ k the normalized metatranscriptomic count matrix is computed by
Here, the diag −1 operator transforms the scaling vector to a diagonal matrix with inverse scaling factors 147 on the diagonal and zeros everywhere else. We provide an R script where we use DESeq2 for scaling 148 factor estimation and identification of significant differences (see Additional File 1).
149
In principle, our method is computationally simple and the hard work has to be done beforehand in 150 order to provide the partitioned data in terms of the organism-specific count matrices. This is the realm of 151 binning methods and, in addition, may require sequence assembly tools to achieve a sufficient sequence 152 length for reliable separation.
153
At this point, the question may arise why to get back to metatranscriptomic data when differential 154 expression analysis could be performed for separate organisms or specific taxa. There are several reasons 155 why the analysis of the recombined metatranscriptome data can be useful: first of all, the statistical power 156 of organism-specific tests may be low due to decreased counts. If several organisms show the same slight arguments for the taxon-specific scaling approach do not depend on a particular statistical tool and in fact the main findings of our study can be reproduced with other tools, such as edgeR (Robinson et al., 2010) , scriptomic counts. In general, taxon-specific and global scaling will result in distinct normalized count 178 matrices which in turn can lead to largely differing results in differential expression analysis. We tried to 179 show this on simulated and real count data as described in the following. and vary across samples. We refer to this as the variation of the library size. Therefore, compcodeR 191 was used to generate multiple data sets with different total count numbers to simulate the variation of 192 organism-specific library sizes. Thereby, each generated data set mimics the contribution of a single 193 organism. The data sets were then combined to simulate a metatranscriptomic count matrix.
194
As with all simulations, the data can only provide a coarse approximation of real metatranscriptomic Note that the aim of Simulation IV was not to compare the different normalization approaches but 248 instead to demonstrate the possible effects that may result from mixed organism count data. However, 249 the simulation cannot be used to draw conclusions about the frequencies of the effects for real data. In 250 particular, we expect the boosting effect to be much stronger for real data where organisms with a similar 251 response may provide correlated features that can emphasize trends or differences between conditions 252 when superimposing their counts.
253
Part A For this part of the simulation, we superimposed equally directed features of the two organisms.
254
With 100 features selected as DE, the first 50 are "upregulated" followed by 50 "downregulated" features 255 and 900 NDE features. This simulation was expected to show the boosting effect as well as the cancellation 256 effect.
257
Part B In part B we tried to further increase the frequency of the cancellation effect. An important 258 aspect of identifying DEF is the difference between the mean count values of the two conditions. To 259 bring the mean count values of the mixture for the two conditions closer together, we added the sorted
The scaling error E k was estimated from the difference between the sample-specific scaling factorsŝ jk and the actual "true" scaling factors s jk for each organism k as provided by the simulation parameters. In both cases the factors are scaled to provide a unit mean across samples. To obtain a scaling error between 0 and 1, we compute the error by:
where n is the number of samples. In addition, we used the logarithmic measure log 2ŝ jk /s jk to represent 277 the directed error. cellulosilyticus WH2 did not map to gene names, all related counts are excluded from the analysis.
294
A differential expression analysis for all pairwise combinations of distinguished conditions was 295 performed to compare the results of global and taxon-specific scaling. We calculated the number of DEF 296 predicted a) with both methods with the same fold change direction, b) with both methods but with an 297 opposite fold change direction and c) with only one scaling method. In addition, we investigated the 298 overlap between the single organism transcriptome analyses and the differential expression analysis for 299 the mixture. We applied a significance threshold on the adjusted p-value of 0.05 for the prediction of DEF.
300

RESULTS & DISCUSSION
301
In the first part of our evaluation we examined the performance of taxon-specific and global scaling 302 methods on simulated data. Because simulations I to III had been designed to provide a clear ground truth 303 we were able to distinguish true positive predictions of DEF from falsely classified features. In the second 304 part we show results on real metatranscriptomic count data. Here the ground truth is not known and 305 therefore we restrict the analysis on the comparison of the results from the two normalization approaches.
306
Because it is impossible to verify the correctness of predictions we focus on analyzing the agreement or 307 disagreement on DEF detection in this case.
308
Simulation I
309
In this experiment, we measured the ability to detect DEF in a metatranscriptome without variation of 310 organism-specific libray sizes accross different samples. This situation, in principle, does not require any 311 normalization and therefore we expected taxon-specific ("tax") and global ("glo") scaling to yield similar technical reproducibility and comparison with gene expression arrays. Genome Research, 18 (9) Figure 9 . Predicted DEF for real data. Number of significant features from taxon-specific scaling ("tax", right bar) and global scaling ("glo", left bar) for different condition comparisons. Colors indicate shared significant features with same direction of difference (grey), shared significant features with opposite direction (red) and mutually exclusive features (purple) that are only found to be significant for one scaling method. Smaller figure: histogram for predicted DEF according to the number of single organism analyses that show a significant difference (x-axis). Upper part shows results for taxon-specific scaling and lower part for global scaling. For example, a high bar at "0" means that many features are found to be significant for the metatranscriptome which are not significant for any of the single transcriptome analyses 21/27 log2 ratio sample organism Figure 10 . Global scaling condition bias. Direction of global scaling "error"" in terms of the log2-ratio of scaling factors from transcriptomic and global scaling. Results for different organisms in the comparison of "day 13" vs. "day 27". For symmetry of the color range the negative log2-ratio was capped at -1.25, with error scores below that threshold showing the same color (blue). Samples 1-4 are from condition A and samples 5-8 from condition B. For the species name abbreviations see Additional 
