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Abstract
We review the structure of Roy–Steiner equations for pion–nucleon scattering, the solution for the partial waves of the
t-channel process ππ → ¯NN, as well as the high-accuracy extraction of the pion–nucleon S -wave scattering lengths
from data on pionic hydrogen and deuterium. We then proceed to construct solutions for the lowest partial waves
of the s-channel process πN → πN and demonstrate that accurate solutions can be found if the scattering lengths
are imposed as constraints. Detailed error estimates of all input quantities in the solution procedure are performed
and explicit parameterizations for the resulting low-energy phase shifts as well as results for subthreshold parameters
and higher threshold parameters are presented. Furthermore, we discuss the extraction of the pion–nucleon σ-term
via the Cheng–Dashen low-energy theorem, including the role of isospin-breaking corrections, to obtain a precision
determination consistent with all constraints from analyticity, unitarity, crossing symmetry, and pionic-atom data. We
perform the matching to chiral perturbation theory in the subthreshold region and detail the consequences for the
chiral convergence of the threshold parameters and the nucleon mass.
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1. Introduction
Pion–nucleon (πN) scattering is one of the fundamental processes of low-energy QCD. Its low-energy parameters,
most notably the scattering lengths, encode crucial information about the spontaneous and explicit breaking of chiral
symmetry as realized in the nucleon sector [1, 2]. Indeed, the pattern in different isospin channels could hardly
be more distinct. While in the isovector channel there is a low-energy theorem (LET) that determines the scattering
length, a−, solely in terms of masses and the pion decay constant, its isoscalar counterpart, a+, is poorly constrained by
chiral symmetry and vanishes at leading order. This expansion around the chiral limit of QCD in terms of momenta
and quark masses can be performed systematically in the framework of Chiral Perturbation Theory (ChPT) [3–5],
once suitably extended towards the single-baryon sector [6–15], wherein πN scattering constitutes one of the most
important applications [16–25]. In the case of the scattering lengths the chiral corrections [20, 26, 27] reveal further
striking differences. While for a− next-to-leading-order (NLO) and next-to-next-to-next-to-leading-order (N3LO)
contributions vanish, the chiral expansion of a+ starts already with a combination of low-energy constants (LECs) not
predicted by chiral symmetry and is afflicted by substantial cancellations at subleading orders.
As argued in [28], the vanishing of the leading-order isoscalar amplitude makes πN scattering an ideal testing
ground for isospin violation [29–36], as any small correction by either source of isospin breaking, the mass difference
between up- and down-quark and electromagnetic interactions, will be strongly magnified. In fact, since the physical
value of a+ stays close to zero, the difference of the scattering lengths in the π0 p and π0n channels is of similar
size as their central values [37]. In the last decade precision spectroscopy [38–40] in pionic hydrogen (πH) and
deuterium (πD), electromagnetic bound states of a π− and a proton or deuteron core, have pushed the determination
of the πN scattering lengths to a level where isospin-breaking corrections, in addition to few-body corrections in πD,
become absolutely critical in the extraction. A combined analysis of πH and πD now constrains them at percent-level
accuracy [37, 41].
Most of the recent interest in πN scattering has been triggered by its connection to the πN σ-term σπN , which
measures the portion of the nucleon mass generated by the up- and down-quarks. More generally, knowledge of the
σ-term completely determines the corresponding scalar matrix elements 〈N|mqq¯q|N〉 for q = u, d [42], which makes it
a crucial input quantity for the interpretation of dark-matter searches in direct-detection experiments [43–54], searches
for lepton-flavor violation in µ → e conversion [55, 56], the determination of CP-violating πN couplings in the context
of electric dipole moments [57–62], as well as for nuclear-matter applications [63–73]. The relation between σπN and
the πN scattering amplitude proceeds by means of the Cheng–Dashen LET [74, 75], which requires an analytic
continuation of the Born-term-subtracted isoscalar amplitude into the unphysical region. This task is difficult to
perform in ChPT alone. Moreover, to determine the LECs that appear in the chiral representation experimental input
is required, typically in the form of partial-wave analyses (PWAs) for the phase shifts. However, there is a dearth of
low-energy data, which, in combination with inconsistencies in the πN data base, has led to contradictory PWAs, the
Karlsruhe–Helsinki [76–78] and the GWU/SAID solutions [79–81].
One of the most powerful traits of effective field theories (EFTs) is that LECs once determined in one process can
subsequently be used to predict others. For πN scattering this implies applications that reach far into the domain of
nuclear physics, where the same LECs that appear in the πN amplitude govern the long-range part of the nucleon–
nucleon (NN) potential and the three-nucleon force. This connection can be made precise in Nuclear Chiral Effective
Field Theory (ChEFT) [82–85], the extension of ChPT to the few-nucleon sector (see [86, 87] for recent reviews).
Although the LECs can be determined either by fits to πN scattering itself [88, 89] or by including few-nucleon
observables [90–92], in the general spirit of EFTs one would expect the extraction from the simplest process to provide
the best sensitivity and reliability, which makes a precision determination of the πN amplitude in the kinematic range
best suited for the matching to ChPT paramount.
Finally, also the partial waves for the crossed channel ππ → ¯NN enter applications that extend beyond the πN
system. The response of the nucleon to external currents can be analyzed via a t-channel dispersion relation, and
depending on the quantum numbersππ intermediate states frequently provide the dominant contribution to the integral.
In this way, the S -wave for ππ → ¯NN is related to the scalar form factor of the nucleon [93–95], the P-waves to
electromagnetic form factors [96–104], and the D-waves to generalized parton distribution functions [105].
Roy–Steiner (RS) equations are a set of coupled partial-wave dispersion relations (PWDRs), constructed in such
a way that all constraints from analyticity, unitarity, and crossing symmetry are fulfilled. In contrast to ππ Roy
equations [106], they are derived from hyperbolic dispersion relations (HDRs) [107], which automatically relate the
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different channels in the πN system. In close analogy to similar analyses of the ππ [108] and the πK system [109],
solving the RS equations for πN, in particular once combined with the pionic-atom constraints on the scattering
lengths, can provide a remarkably precise representation of the πN amplitude at low energies, with all the implications
listed above. In this paper we review the structure of the RS equations as well as the solution of the t-channel
equations [94, 95, 110, 111] and provide the details of the s-channel solution (partial results were already discussed
in [112, 113]) as well as the determination of σπN [114] and the matching to ChPT [115].
The structure of the paper is as follows: we first provide a general introduction to dispersion theory and Roy
equations in Sect. 2, before turning to the πN case in Sect. 3. The solution of the t-channel partial waves is reviewed in
Sect. 4. We then proceed to lay out the solution strategy for the s-channel equations in Sect. 5, review the determination
of the scattering lengths from pionic atoms that feature prominently therein in Sect. 6, and present the results for the
low-energy phase shifts as well as subtraction constants in Sect. 7. Consequences for threshold parameters, the σ-
term, and the matching to ChPT are discussed in Sects. 8, 9, and 10, respectively, before we close with a summary in
Sect. 11. Various details of the calculation are provided in the appendices.
2. Dispersion relations, Roy equations, and chiral perturbation theory
Since ChPT is an effective field theory, the chiral expansion of a given quantity can, in principle, be systematically
improved by including higher and higher orders in the calculation. However, as alluded to in the introduction, the
chiral expansion may not converge equally well in all parts of the low-energy region, for instance due to low-lying
resonances, and the analytic continuation towards the unphysical region or even into the complex plane may not be
sufficiently stable when relying solely on the chiral representation. Moreover, the number of LECs, which parameter-
ize the effect of degrees of freedom not included in the theory, increases rapidly at subleading orders. In recent years,
it has become apparent that the predictive power of chiral symmetry can be vastly increased by combining ChPT with
dispersive techniques, which exploit analyticity to arrive at a representation that relates the amplitude at an arbitrary
point in the complex plane to an integral over its imaginary part. While the latter can be constrained by the respective
unitarity relation, convergence of the dispersive integral often requires a certain number of a priori undetermined sub-
traction constants that, in turn, can frequently be pinned down by matching to ChPT. Once the subtraction constants
are fixed, a dispersive representation provides the ideal framework to reliably perform an analytic continuation into
the complex plane, which becomes of fundamental importance for broad resonances situated far away from the real
axis. In this section, we will illustrate these ideas for the case of ππ scattering.
2.1. Fixed-t dispersion relations
For simplicity, we consider the process π(p1)+ π(p2) → π(p3)+ π(p4) (ignoring isospin labels for the time being)
with Mandelstam variables
s = (p1 + p2)2, t = (p1 − p3)2, u = (p1 − p4)2. (2.1)
On the mass shell, they fulfill the relation
s + t + u = 4M2π, (2.2)
with the result that the scattering amplitude T (s, t) reduces to a function of only two independent variables. The basic
assumption in the construction of dispersion relations can be summarized as the principle of maximal analyticity: the
amplitude T (s, t) is represented by a complex function that exhibits no further singularities except for those required by
general principles such as unitarity and crossing symmetry. The amplitude in the physical regions of the Mandelstam
plane (cf. Fig. 1) is given as a particular limit of T (s, t), e.g. for fixed t = t0 the physical s-channel amplitude on the
right-hand cut is defined as the limit from the upper half of the complex s-plane
T (s, t0) = lim
ǫ→0
T (s + iǫ, t0). (2.3)
These assumptions can be justified in the framework of perturbation theory, since the definition of the physical
limit (2.3) corresponds to the iǫ-prescription in Feynman propagators (see, e.g., [116]). We will comment below
on the issue to what extent analyticity can even be vindicated from axiomatic field theory.
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Figure 1: Mandelstam plane for ππ scattering. The filled areas mark the s-, t-, and u-channel physical regions, the red dashed line the subthreshold
triangle, and the arrows the orientation of the plane in t and ν = s − u.
Once analyticity is established, the powerful machinery of complex analysis may be invoked, primarily by means
of Cauchy’s integral formula. The corresponding integral equation for the scattering amplitude, itself a function of
the external kinematics (s, t, u), will involve integrals over the internal kinematics (s′, t′, u′), which, a priori, can take
arbitrary values in the Mandelstam plane. However, in order to write down a single-variable integral equation the
allowed range of these internal variables needs to be restricted appropriately. The standard choice that the on-shell
condition (2.2) be valid for the internal kinematics as well is universal to all dispersion relations, while the second
condition, relating external and internal kinematics, distinguishes different kinds thereof, e.g. the fixed-t version is
characterized by t′ = t (but, in principle, any path through the Mandelstam plane would be adequate). In this case,
Cauchy’s theorem yields
T (s, t) = 1
2πi
∮
C
ds′ T (s
′, t)
s′ − s , (2.4)
where the integration proceeds along the contour C as indicated in Fig. 2. If T (s′, t) vanishes for |s′| → ∞, the
contribution from the circle will vanish as well, as soon as its radius is taken to infinity. The remaining integration
around the cuts can be expressed in terms of the discontinuity
disc T (s′, t) = lim
ǫ→0
[
T (s′ + iǫ, t) − T (s′ − iǫ, t)], (2.5)
which, by virtue of hermitian analyticity [117], directly follows from unitarity. More precisely, hermitian analyticity—
itself a fundamental consequence of the CPT theorem of quantum field theory—states that if the amplitude Tab for a
process a → b is the boundary value of an analytic function from above, cf. (2.3), the amplitude T ∗ba will be given by
the limit of the same function from below. For time-invariant interactions this property permits the identification1
disc T (s′, t) = 2i Im T (s′, t), (2.6)
1We exclude the possibility that a particle in the initial or final state of the reaction is kinematically allowed to decay into the other particles
involved. In such a case, the discontinuity is not purely imaginary and cannot be simply related to the imaginary part [118–126].
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Figure 2: Integration contour C in the complex s′-plane for fixed t = 0. The gray bands denote left- and right-hand cuts, respectively, and the black
dots the corresponding branch points.
and thus leads to
T (s, t) = 1
π
∞∫
4M2π
ds′
{ 1
s′ − s +
1
s′ − u
}
Im T (s′, t). (2.7)
In practice, the asymptotic behavior of T (s′, t) for large |s′| does not allow for an unsubtracted dispersion relation,
since the contribution from the contour at infinity cannot be discarded. Provided that T (s′, t) does not grow faster than
a polynomial, this obstacle may be overcome by introducing so-called subtractions, i.e. by considering dispersion
relations not for T (s′, t), but for T (s′, t)/Pn(s′) instead, where
Pn(s′) =
n∏
i=1
(s′ − si) (2.8)
involves the subtraction points {si}, and n is chosen sufficiently large to ensure convergence of the dispersive integral.
In the application of Cauchy’s theorem, the poles introduced by dividing by Pn(s′) can be dealt with using the residue
theorem. Eventually, n additional powers of s′ appear in the denominator of (2.7), but at the same time one also incurs
a subtraction polynomial of degree n − 1 with a priori unknown coefficients, which, in the case of fixed-t dispersion
relations, will actually depend on the value of t chosen. Therefore, we will refer to these coefficients as subtraction
functions in the following.
The maximal number of subtractions necessary for the dispersive integrals to converge and the contour at infinity
to be irrelevant is restricted by the Froissart–Martin bound [127, 128], which requires the total cross section not to
increase faster than log2 s for s → ∞, and, by means of the optical theorem, implies that at most two subtractions
are needed.2 However, one may perform further subtractions to reduce the sensitivity of the integrals to the high-
energy regime, where the imaginary part is often poorly known, of course at the expense of introducing additional
2The appearance of the logarithm may be understood intuitively from a classical example already given in [127]: suppose, the scattering of two
particles were described by a Yukawa-type interaction with probability density function P(r) = P0e−br and typical range b. Suppose further, that
the energy dependence of the interaction probability were limited by a polynomial in s, i.e. P(s, r) < P0(s/s0)N e−br . Then, the interaction would
be exponentially suppressed for r > r0 = N/b log s/s0 and the cross section bounded by σ < πr20 = πN
2/b2 log2 s/s0 .
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Figure 3: Elastic unitarity for ππ scattering. Dashed lines denote pions and the spheres the ππ scattering amplitude.
undetermined parameters. Subtracting twice at s = 0, (2.7) becomes
T (s, t) = c(t) + 1
π
∞∫
4M2π
ds′
[
s2
s′2(s′ − s) +
u2
s′2(s′ − u)
]
Im T (s′, t). (2.9)
Here, we have taken advantage of crossing symmetry to discard terms proportional to s− u in the subtraction polyno-
mial, while terms proportional to s + u = 4M2π − t can be absorbed into c(t). Indeed, the validity of a twice-subtracted
dispersion relation for |t| < 4M2π has been established from axiomatic field theory [129], which together with [128]
for t < 0 rigorously vindicates (2.9) for all t < 4M2π.
Finally, one can try to go another step forward and drop the restriction of single-variable dispersion relations
(keeping the internal kinematics on-shell). The corresponding assumption that T (s, t) can be expressed in terms of
double-spectral density functions ρsu, ρtu, and ρst by double dispersive integrals of the form
T (s, t) = 1
π2
∫∫
ds′du′ ρsu(s
′, u′)
(s′ − s)(u′ − u) +
1
π2
∫∫
dt′du′ ρtu(t
′, u′)
(t′ − t)(u′ − u) +
1
π2
∫∫
ds′dt′ ρst(s
′, t′)
(s′ − s)(t′ − t) , (2.10)
where the integration ranges extend over those regions in the Mandelstam plane where the corresponding double-
spectral functions have support, is referred to as Mandelstam analyticity [130]. In either case, this concept can be
justified in perturbation theory [130–132], but while for ππ scattering the validity of the Mandelstam representation
can at least be derived rigorously in a finite domain [133, 134], for πN scattering only the uniqueness of amplitudes
satisfying Mandelstam analyticity has been proven [135, 136].
2.2. Roy equations
Roy equations are a coupled system of PWDRs that respect analyticity, unitarity, and crossing symmetry of the
scattering amplitude [106]. The starting point in the construction of these equations is the twice-subtracted fixed-t
dispersion relation (2.9). First, Roy realized that the subtraction function c(t) may be determined by means of s ↔ t
crossing symmetry
T (0, t) = c(t) + 1
π
∞∫
4M2π
ds′
(4M2π − t)2
s′2(s′ − 4M2π + t)
Im T (s′, t)
= T (t, 0) = c(0) + 1
π
∞∫
4M2π
ds′
[ t2
s′2(s′ − t) +
(4M2π − t)2
s′2(s′ − 4M2π + t)
]
Im T (s′, 0). (2.11)
Second, the remaining subtraction constant c(0) is intimately related to the amplitude at threshold, and thus to the
scattering length, via
T (4M2π, 0) = c(0) +
1
π
∞∫
4M2π
ds′
16M4π
s′2(s′ − 4M2π)
Im T (s′, 0). (2.12)
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Third, the imaginary part of the amplitude that appears inside the dispersive integrals is expanded in partial waves,
and finally the partial-wave projection of the resulting equation is performed. Retrieving isospin indices again, one
thus arrives at a system of integral equations for the ππ amplitudes tIJ(s)
tIJ(s) = kIJ(s) +
1
π
∞∫
4M2π
ds′
2∑
I′=0
∞∑
J′=0
KII
′
JJ′(s, s′)Im tI
′
J′(s′), (2.13)
that relates a partial wave of given angular momentum J and isospin I to all other partial waves via analytically
calculable kinematic kernel functions KII′JJ′(s, s′). These kernels are composed of a singular Cauchy kernel and a
regular remainder according to
KII
′
JJ′(s, s′) =
δJJ′δII′
s′ − s − iǫ +
¯KII
′
JJ′(s, s′). (2.14)
In particular, the construction that led to (2.13) ensures that the tIJ(s) automatically fulfill the analytic properties
expected for the partial waves: while the Cauchy kernel implements the right-hand cut, ¯KII′JJ′(s, s′) will incorporate
all analytic structure required from the left-hand cut. The only free parameters of the approach are hidden in the
subtraction term kIJ(s) that depends on the S -wave scattering lengths a00 and a20. As long as elastic unitarity holds, i.e.
only ππ intermediate states enter the unitarity relation (see Fig. 3), the ππ partial waves may be parameterized as
tIJ(s) =
e2iδ
I
J (s) − 1
2iσπs
, σπs =
√
1 − 4M
2
π
s
, (2.15)
with the result that the Roy equations (2.13) reduce to coupled integral equations for the phase shifts δIJ(s).
An important issue is the range of validity of the Roy equations. While the convergence of the fixed-t dispersion
relations is guaranteed for all t < 4M2π [127–129], the reduction to partial waves imposes further constraints on the
domain of validity of the system. As a matter of fact, the partial-wave expansion of the imaginary part in the dispersive
integral converges only for scattering angles z′ that lie within the large Lehmann ellipse [137]. It has been derived
from axiomatic field theory that this condition is met for all s′ ∈ [4M2π,∞) if −28M2π ≤ t ≤ 4M2π [133, 134]. By virtue
of Bose symmetry, the partial-wave projection of the equations can be restricted onto 0 ≤ z ≤ 1, which translates into
a range in t of
− s − 4M
2
π
2
≤ t ≤ 0. (2.16)
Consequently, the Roy equations can be established from axiomatic field theory up to [106]
smax = 60M2π = (1.08 GeV)2. (2.17)
It is crucial to observe that the derivation of this result heavily relies on the fact that internal and external kinematics
are related by t′ = t, which allows for the translation of constraints originating from the Lehmann ellipse into a range
of convergence in s. This is the essential part of the derivation that needs to be generalized in the analysis of different
kinds of dispersion relations.
Since rigorous results from axiomatic field theory are rarely available for processes other than ππ scattering,
we will assume that the analytic properties of the πN amplitude are correctly reproduced by Mandelstam analyt-
icity. Therefore, it is instructive to compare the consequences of this relaxed assumption also for the ππ case to
the axiomatic-field-theory result (2.17). The central objects of the analysis are the boundaries of the support of the
double-spectral functions that determine the integration range in (2.10). These boundaries can be inferred from the
box diagrams depicted in Fig. 4, which are to be understood as generalizations of four-propagator box diagrams (see,
e.g., [138]), with one or more lines replaced by a particle whose mass is equal to the input mass of the lowest-lying
intermediate state accessible to the interacting particles.
Due to crossing symmetry, it suffices to investigate the boundary of ρst. From diagrams (I) and (II) in Fig. 4 we
find that this boundary is defined by
bI(s, t) = t(s − 4M2π) − 16M2πs = 0, bII(s, t) = t(s − 16M2π) − 4M2πs = 0, (2.18)
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Figure 4: Box graphs constraining the boundaries of the double-spectral functions for ππ scattering.
and thus obeys
t = T st(s) = min {TI(s), TII(s)}, (2.19)
where TI and TII follow from solving (2.18) for t. The corresponding double-spectral regions, defined as the portions
of the Mandelstam plane that obey s + t + u = 4M2π and where any one of the functions ρst, ρsu, ρtu has support, are
shown in the left panel of Fig. 5. By definition, the line in the Mandelstam plane corresponding to a fixed value of t
must not enter the double-spectral regions if a single-variable dispersion relation with this value of t is supposed to
hold. Moreover, the maximally allowed value of z′ becomes
z′max = 1 +
2T st(s′)
s′ − 4M2π
, (2.20)
and hence the Lehmann-ellipse constraint in the form −z′max ≤ z′ ≤ z′max restricts the allowed values of t to
T ′st(s′) ≤ t ≤ T st(s′), T ′st(s′) = 4M2π − s′ − T st(s′), ∀ s′ ∈
[
4M2π,∞
)
. (2.21)
As illustrated in Fig. 5, both constraints actually yield the same range −32M2π ≤ t ≤ 4M2π, and thus
smax = 68M2π = (1.15 GeV)2, (2.22)
slightly larger than (2.17). Irrespective of the analyticity assumptions, the range of validity of the Roy equations can
be extended significantly, at least up to smax = 165M2π, if dispersion relations in the manifestly crossing-symmetric
variables
x = st + tu + us, y = stu, (2.23)
instead of fixed-t dispersion relations are employed [139, 140], however, at the expense of a substantial increase in
complexity of the equations.
Due to the finite domain of validity, the Roy equations cannot be used up to infinity. Above a certain energy,
referred to as the matching point sm, input from experiment for the imaginary parts of the partial waves is required, so
that in practice the equations are solved between threshold and sm. Furthermore, the partial-wave expansion will be
truncated at a certain angular momentum J and higher partial waves treated on the same footing as the lower partial
waves above sm. In fact, the existence and uniqueness of a solution depends on the value of the phases δi of the
partial waves dynamically included in the calculation at the matching point [141–144]. More precisely, the situation
is characterized by the multiplicity index m, which is given by
m =
∑
i
mi, mi =

⌊ 2δi(sm)
π
⌋
if δi(sm) > 0,
−1 if δi(sm) < 0,
(2.24)
where ⌊x⌋ denotes the largest integer ≤ x and we have assumed that δi(sm) > −π/2 for all partial waves. If m = 0,
a unique solution exists, while for m > 0 the neighborhood of each solution contains an m-parameter family of
solutions, and for m < 0 only for a specific choice (constrained by |m| conditions) of the input, i.e. subtraction
constants, imaginary parts above sm, and higher partial waves, a solution can be found.
9
-40 -20 0 20 40
-40
-20
0
20
40
s [M2pi ]
u
[M
2 pi
]
ρtu
ρsu
ρst
10 20 30 40 50
-80
-60
-40
-20
0
20
40
60
t
[M
2 pi
]
s′ [M2pi ]
T ′st(s
′)
Tst(s
′)
Figure 5: Double-spectral regions (left) and allowed range of t (right) for ππ scattering. The red lines refer to t = 4M2π and t = −32M2π , respectively.
2.3. Matching to chiral perturbation theory
Shortly after Roy’s article [106], a comprehensive phenomenological analysis of the ππ data available at that
time was performed using the Roy-equation formalism [145–152]. Later, there was renewed interest in the Roy
equations [108, 153–163], mainly triggered by recognizing the full potential of the approach in combination with
effective field theory, which has led to a determination of the low-energy ππ scattering amplitude with unprecedented
accuracy. In the following, we will briefly summarize the strategy for the solution of the equations, especially focusing
on the interplay with ChPT.3
A typical truncation scheme for the numerical solution of the Roy equations proceeds as follows: in [108], the
system was truncated at J = 1 and the matching point chosen as sm = (0.8 GeV)2, implying that m = 0. The effects
of higher partial waves as well as higher energies, i.e. the part of (2.13) with J′ ≥ 2 and s′ ≥ sm, are accounted for in
so-called driving terms, which are determined from experimental input for the intermediate-energy regime and from
Regge theory for the high-energy behavior. A crucial result of [108] was that the amplitudes in the low-energy regime
are remarkably insensitive to the details of the contributions from higher partial waves and higher energies, so that a
very precise representation of the S - and P-wave amplitudes at low energies in terms of the scattering lengths a00 and
a20 could be provided.
The simplest matching procedure between Roy equations and ChPT, matching at threshold, would amount to
inserting the two-loop ChPT result for the scattering lengths into the Roy equations. However, this approach is
unfavorable, since the chiral expansion at threshold converges rather slowly, caused by the onset of the unitarity cut,
and further constraints in the whole low-energy region, where both the Roy-equation and the chiral parameterization
are valid, would be ignored. Instead, the strategy put forward in [164, 165] relies on the fact that ultimately the
subtraction constants in the dispersive calculation and the LECs in the chiral expansion can be identified. To this
end, both parameterizations are brought into a form that proves that agreement at low energies is ensured if the
polynomial parts match. In this way, by requiring consistency of both representations in the full low-energy regime,
the slow convergence at threshold is avoided and the sensitivity to terms in the chiral expansion beyond two-loop
order diminished. Thus, since the Roy equations have elastic unitarity fully built in—in contrast to ChPT that restores
unitarity only perturbatively—they can be regarded as a means to unitarize the chiral expansion. Retaining only
the LECs ¯l3 and ¯l4 (the latter eliminated in favor of the scalar pion radius 〈r2〉Sπ ), which measure the quark-mass
dependence and thus cannot be determined dynamically in the matching of the polynomials parts, the scattering
3Formulated in terms of a suitable set of isospin amplitudes, one can derive a variant of the Roy equations that allows one to start with a once-
subtracted fixed-t dispersion relation instead of (2.9). These GKPY equations, in addition to the original Roy equations, are used in [158–161] to
perform a constrained fit to data without relying on ChPT at the same time.
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lengths can be expressed as [164, 165]
a00 = 0.198 ± 0.001 + 0.0443 fm−2〈r2〉Sπ − 0.0017 ¯l3,
a20 = −0.0392 ± 0.0003 − 0.0066 fm−2〈r2〉Sπ − 0.0004 ¯l3, (2.25)
which together with ¯l3 = 2.9±2.4, 〈r2〉Sπ = (0.61±0.04) fm2 finally led to a very precise prediction of the ππ scattering
lengths [164, 165]
a00 = 0.220 ± 0.005, a20 = −0.0444 ± 0.0010. (2.26)
Recently, these predictions have been tested in various high-precision experiments. First, the decay width of pionium
is sensitive to |a00 − a20|, and has been measured by the DIRAC collaboration [166, 167]. Next, a measurement of Kl4
decays [168–170] yields access to the phase-shift difference δ00 − δ11 of ππ S - and P-waves, which, combined with a
numerical solution of the Roy equations, determines a00 and a
2
0. Lastly, the scattering lengths may be extracted from a
high-statistics analysis of K → 3π decays [171, 172], where the rescattering of pions in the final state generates a cusp
whose strength relates to the pertinent ππ scattering amplitude at threshold [173–176]. Presently, the most stringent
constraints on a00 and a
2
0 originate from Kl4 and K → 3π decays. The NA48/2 collaboration quotes for the combination
of both measurements [170]
a00 = 0.2210 ± 0.0047stat ± 0.0040syst, a20 = −0.0429 ± 0.0044stat ± 0.0028syst, (2.27)
in beautiful agreement with (2.26). In fact, at this level of accuracy it is critical that isospin-violating corrections
specific to each experiment be properly taken into account [177–181]. In recent years, lattice calculations have
reached a level of accuracy that warrants their inclusion in a comprehensive global analysis of all constraints in the
a00–a
2
0 plane. For a
2
0 lattice results agree well with data and Roy equations, while for a
0
0 direct calculations including
disconnected diagrams are still called for. Alternatively, the required LECs can be calculated on the lattice and the
scattering lengths reconstructed indirectly in this way. For a graphical representation of the results (2.26) and (2.27)
also in comparison with the cornucopia of lattice determinations we refer to [182].
The importance of an accurate knowledge of the ππ scattering lengths, and thus of the low-energy phase shifts,
is hard to overestimate. First of all, the scattering lengths are central parameters of low-energy QCD themselves,
intimately related to the pattern of chiral symmetry breaking. Indeed, their precise determination was essential to
confirm the role of the quark condensate as the leading order parameter of the spontaneous breaking of chiral sym-
metry [164, 165]. Moreover, once the subtraction constants are fixed, the Roy equations automatically provide the
analytic continuation of the ππ amplitude beyond the physical region. The domain of validity of the equations reaches
sufficiently far into the complex plane to encompass the σ pole mσ = Mσ − iΓσ/2, with the result that the combina-
tion of Roy equations and ChPT allowed for the first model-independent determination of the pole parameters of the
σ-meson [183]
Mσ = 441+16−8 MeV, Γσ = 544
+18
−25 MeV. (2.28)
These numbers were recently confirmed in [162, 184] (and extended to the f0(980)), with the result that the range
for the pole parameters quoted in [185] could be reduced substantially, including a change of name from f0(600) to
f0(500) [186].
2.4. Beyond ππ scattering
Evidently, it would be of high interest to extend the successful program of a combined framework of Roy or Roy-
like equations and ChPT to processes other than ππ scattering. An important step forward in this direction was taken
in [109, 187, 188], where RS equations for πK scattering were constructed. Unfortunately, the generalization beyond
ππ scattering comes with plenty of complications, mainly rooted in unequal masses and more involved crossing
properties, as we will demonstrate in the following using the example of πK scattering [109, 187, 188].
First of all, a full system of PWDRs will include dispersion relations for two distinct physical processes, πK
scattering (s-channel) and ππ → ¯KK (t-channel). An immediate consequence concerns the applicability of fixed-t
dispersion relations and the use of crossing symmetry to determine the subtraction function c(t) in (2.11): s ↔ t
crossing symmetry will intertwine s- and t-channel equations, so that the equations for the s-channel partial waves
will also involve t-channel dispersive integrals that extend over t′ ≥ 4M2π . Accordingly, the determination of the
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Figure 6: Elastic unitarity for πK scattering (left) and ππ → ¯KK (right). Dashed/solid lines denote pions/kaons, and the spheres refer to the
pertinent scattering amplitudes.
t-channel partial waves will require the partial-wave projection for t > 4M2π , which lies beyond the range of validity
of fixed-t dispersion relations.
A convenient choice of dispersion relations that evade these limitations are HDRs [107],4 defined by
(s − a)(u − a) = (s′ − a)(u′ − a) ≡ b. (2.29)
While b = b(s, t, a) is fixed by the external kinematics, the hyperbola parameter a can be freely chosen. In particular,
it can be used to optimize the range of validity of the resulting system of RS equations. HDRs are particularly suitable
for processes such as πK scattering, since s ↔ u crossing is manifest, so that all constraints by crossing symmetry are
automatically fulfilled. The unsubtracted version of HDRs for a crossing-symmetric amplitude T+(s, t) reads
T+(s, t) = 1
π
∞∫
s+
ds′
[ 1
s′ − s +
1
s′ − u −
1
s′ − a
]
Im T+(s′, t′) + 1
π
∞∫
4M2π
dt′ Im T
+(s′, t′)
t′ − t , (2.30)
where
s+ = (Mπ + MK)2, (2.31)
and MK denotes the mass of the kaon. The above integrals are understood in such a way that the integrands shall be
expressed in terms of the integration variable and the external kinematics by virtue of (2.29) and
s′ + t′ + u′ = 2M2π + 2M2K . (2.32)
The first integral in (2.30) is reminiscent of fixed-t dispersion relations, but in that case Im T+(s′, t′) → Im T+(s′, t)
and the last term is removed. Thus, the key difference here is that t′ depends not only on t, but on s and s′ as well. The
dispersion relation for an amplitude T−(s, t) that is odd under crossing may be constructed by considering T−(s, t)/ν,
ν = s − u, yielding
T−(s, t) = 1
π
∞∫
s+
ds′
[ 1
s′ − s −
1
s′ − u
]
Im T−(s′, t′) + 1
π
∞∫
4M2π
dt′ ν
ν′
Im T−(s′, t′)
t′ − t . (2.33)
In [109], a combination of fixed-t and hyperbolic dispersion relations (with a = 0) was used, arguing that the range of
validity of fixed-t dispersion relations in the s-channel is slightly larger than for HDRs. We suspect that this advantage
would dissolve if HDRs with general a were allowed (as is true, e.g., for πN scattering). Hence, we will bypass the
fixed-t step and solely consider HDRs here.
The second major impediment concerns unitarity in the t-channel. While s-channel unitarity corresponds exactly
to unitarity in ππ scattering, the t-channel unitarity relation does not. In particular, it is linear in the ππ → ¯KK partial
4Even more, HDRs are the unique choice if one demands that the curves pass through all kinematic channels, avoid double-spectral regions,
do not introduce ostensible kinematic cuts into the partial-wave amplitudes, and still yield manageable kernel functions [107]. In view of the
efforts [107, 189–191] that led to s-channel PWDRs for πN scattering and thus provided the first step towards the construction of a Roy-equation
analog for processes with πN crossing properties, the resulting full system of partial-wave hyperbolic dispersion relations is referred to as Roy–
Steiner equations.
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waves, and thus far less restrictive than s-channel unitarity, cf. Fig. 6. The resulting equations for the t-channel partial
waves take the form of a Muskhelishvili–Omne`s (MO) problem [192, 193], whose solution will require input for
the ππ partial waves. However, once the t-channel equations are solved, the remaining s-channel problem will be
amenable to the same methods that can be used to solve ππ Roy equations.
Last, ππ scattering is also exceptional in the matching to ChPT, since the number of LECs is small and neither
potentially large S U(3) corrections nor the presence of baryons threaten the rapid convergence of the chiral expansion.
In contrast, the comparison of RS equations and ChPT in πK scattering is indeed hampered by large uncertainties in the
chiral series [109, 187, 188, 194–196]. Despite all drawbacks in the non-identical-particle case one should note that
the important feature of the Roy-equation approach that the kernel functions will correctly incorporate the analytic
properties of the partial waves prevails in the general case. As long as the dispersion relations on the amplitude
level hold, the correct analytic structure of the partial waves will emerge automatically. Although the complications
besetting the generalization of ππ Roy equations to other processes lead to a considerable increase in complexity, a
full solution of the corresponding system of RS equations is highly rewarding nonetheless. After all, the result will
maintain analyticity, unitarity, crossing symmetry, and, by matching to ChPT, chiral symmetry, and thus all symmetries
of the underlying quantum field theory. In fact, RS equations for πK scattering have provided invaluable information
on the πK scattering lengths, low-energy phase shifts, and the pole position of the κ-meson [109, 197]. Similarly, an
analysis of γγ → ππ based on RS equations [198], in combination with input from 2-loop ChPT [199, 200], provides
access to both the low-energy partial waves as well as the two-photon coupling of the σ [162, 198, 201]. Roy-like
equations have also been derived for γπ → ππ in [202], based on fixed-t dispersion relations, but in this case the
equations simply amount to a MO problem in all channels [203, 204]. The generalization to the virtual processes
γ∗γ(∗) → ππ [205, 206] and γ∗π → ππ [122–124, 207] has become of vital interest recently in the context of a
dispersive approach towards hadronic light-by-light scattering in the anomalous magnetic moment of the muon [208–
211].
In the case of πN scattering, many of the challenges present for πK scattering persist, in fact, some of them are even
aggravated: the pseudophysical region in the t-channel is much larger and the number of amplitudes relevant at low
energies increases further. As concerns the matching to ChPT, the chiral amplitude is known at 1-loop level only, so in
a direct matching one would have to try to quantify the uncertainties induced by higher-order corrections. On the other
hand, the πN scattering lengths are known very precisely from pionic atoms [37–41], tightly constraining the low-
energy πN amplitude. For these reasons, we will pursue the following strategy for the solution of πN RS equations:
first, the equations are solved by imposing the scattering lengths as additional constraint, without any ChPT input. The
matching to ChPT proceeds as a second step by matching the polynomial that describes the subthreshold expansion
of the amplitude, thus in the kinematic region where ChPT is expected to converge best. Anticipating this step, we
subtract the RS equations at the subthreshold point, see Sect. 3, another difference to the original ππ system [106] (or
the πK system [109]), where the subtraction constants are expressed in terms of scattering lengths.
3. Roy–Steiner equations for piN scattering
The construction of a complete system of RS equations for πN scattering has been presented in detail in [110],
here we review its salient features. As anticipated in Sect. 2.4, the starting point in the derivation is provided by HDRs
for the invariant πN amplitudes, which, in combination with the pertinent partial-wave expansions as well as unitarity
relations, are used to derive a closed system of PWDRs that fully respects analyticity, unitarity, and crossing symmetry.
Subtractions will be performed at the so-called subthreshold point, which proves convenient for the matching to ChPT
and for the extrapolation to the Cheng–Dashen point [74], and thus for establishing the relation to σπN by means of
a low-energy theorem [21, 74, 75, 212]. In fact, it has been pointed out previously that a reliable extrapolation to the
subthreshold region requires additional input from the t-channel (ππ → ¯NN) partial waves [213–215], a requirement
that is straightforward to comply with in the RS formalism, as HDRs by construction intertwine all physical regions.
The PWDRs for the s-channel (πN) partial waves in their unsubtracted form were already written down in [107],
while the t-channel equations that are necessary to obtain a closed system of equations were omitted, as was the issue
of subtractions. In the end, both the s- and t-channel equations will involve the subtraction constants and the πN
coupling constant as free parameters, see [110]. In this paper, we introduce additional subtractions compared to the
system put forward in [110] in order to match exactly the number of degrees of freedom in the RS equations.
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Figure 7: Solution strategy for RS equations in πN scattering. The s- and t-channel partial waves will be solved for up to angular momenta lm = 1
and Jm = 2, respectively.
The strategy for the solution of the RS equations is outlined in Fig. 7: in the s-channel, the six S - and P-waves
f Il±, with I = ± for the isospin index, orbital angular momentum l, and total angular momentum j = |l ± 1/2|, are
considered dynamically below the matching point sm, whereas the imaginary parts of higher partial waves for all s,
the imaginary parts of the S - and P-waves above sm, and, potentially, inelasticities below sm are required as input. In
practice, we will choose the matching point at its optimal value sm = (1.38 GeV)2 as argued below [110]. In contrast to
the six s-channel amplitudes, there are only three S - and P-waves in the t-channel, f J± , with total angular momentum
J and the subscript referring to parallel/antiparallel antinucleon–nucleon helicities. The equations for the t-channel
partial waves take the form of a MO problem [192, 193], whose solution requires—in addition to higher partial waves
and the imaginary parts above the matching point tm—input for the ππ phase shifts. This step has been carried out
in [94, 110]. Once the t-channel problem is solved, the resulting t-channel partial waves are used as input for the
s-channel problem, which then reduces to the form of conventional ππ Roy equations, rendering known results on the
existence and uniqueness of solutions [141–144] as well as known solution techniques [108] applicable. Eventually,
a full solution of the system can be obtained by iterating this procedure until all partial waves and parameters are
determined self-consistently. In practice, virtually all interdependence proceeds via the subtractions constants, so that
the need for an iterative procedure can be avoided if the corresponding terms are included explicitly in the s-channel
fit, as will be explained in detail in Sect. 5.
Next, we comment on the structure of the equations. The s-channel unitarity relation in πN scattering is dominated
by elastic unitarity at low energies, so that the RS self-consistency condition will translate to constraints on the low-
energy πN phase shifts. However, inelasticities due to ππN intermediate states set in rather early, especially in the
partial wave corresponding to the Roper resonance P11(1440)5 the inelasticity cannot be neglected and has to be taken
as input. While the s-channel partial waves are all mutually coupled, the t-channel problem actually decouples to a
certain degree, as the equation for an amplitude with even/odd J only depends on partial waves with even/odd J′ larger
than J. Nonetheless, the solution of the t-channel equations is subject to an additional complication as compared to
ππ→ ¯KK that is related to the large pseudophysical region in ππ→ ¯NN and the fact that it is advantageous to choose
tm = 4m2N (the maximal allowed value is tm = (2.00 GeV)2, see Sect. 3.2 and [110]). In either case, intermediate
5In the following, we will make use of the spectroscopic notation L2Is2J to label the partial waves.
14
states besides ππ become relevant in the unitarity relation around 1 GeV, most notably in the S -wave, where ¯KK
intermediate states account for the occurrence of the f0(980) resonance. While in ππ → ¯KK these effects can simply
be included by choosing tm around 1 GeV and using phase-shift solutions above, physical input for ππ→ ¯NN becomes
only available at the two-nucleon threshold, which leaves a large fraction of the pseudophysical region unconstrained
by the single-channel approximation. Since for similar reasons no reliable input information for higher partial waves
is available, we also solve for D-waves in the t-channel problem. In the end, we consider a full two-channel MO
problem for the S -wave to reproduce the f0(980) dynamics, a single-channel solution for P- and D-waves, and put
higher partial waves as well as the imaginary parts above tm to zero [94, 110]. The stability of this approximation will
be checked by studying the role of F-waves, the impact from PWAs above the two-nucleon threshold [216], as well
as the effect of varying the input in the calculation of the partial waves with J ≤ 2.
3.1. Kinematics and conventions
We consider the reaction6
πa(q) + N(p) → πb(q′) + N(p′), (3.1)
with pion isospin labels a, b, and Mandelstam variables
s = (p + q)2, t = (q − q′)2, u = (p − q′)2, (3.2)
which fulfill
s + t + u = 2m2N + 2M
2
π ≡ Σ. (3.3)
The masses of the nucleon (mN), the pion (Mπ), and, later, the kaon (MK) are identified with the charged-particle
masses [185]. Furthermore, we will need the definitions
s = W2, ν =
s − u
4mN
, s± = W2± = (mN ± Mπ)2, s0 =
Σ
2
. (3.4)
The kinematics for the s-channel reaction may be described by the center-of-mass (CMS) momentum q, nucleon
energy E, and scattering angle zs = cos θs
q2 =
(s − s+)(s − s−)
4s
, E =
√
m2N + q2 =
s + m2N − M2π
2W
, zs = 1 +
t
2q2
. (3.5)
Similarly, the t-channel reaction is determined by CMS momenta qt = |qt|, pt = |pt |, and scattering angle zt = cos θt
qt =
√
t
4
− M2π =
√
t − tπ
4
=
√
t
2
σπt = iq−, zt =
s − u
4ptqt
=
mNν
ptqt
,
pt =
√
t
4 − m
2
N =
√
t − tN
4 =
√
t
2 σ
N
t = ip−, (3.6)
where the phases between qt, pt, and
q− =
√
M2π −
t
4
, p− =
√
m2N −
t
4
, (3.7)
have been fixed by convention. The physical regions for πN scattering, determined by the requirement that the Kibble
function Φ [217]
Φ = t
[
su − (m2N − M2π)2
]
(3.8)
be non-negative, are shown in Fig. 8. Points of special interest in the Mandelstam plane are the Cheng–Dashen point
at (s = u = m2N , t = 2M2π) for the relation to the σ-term, the subthreshold point at (s = u = s0, t = 0) as the starting
point for the subthreshold expansion, and the s-channel threshold point (s = s+, t = 0, u = s−) for the definition of the
threshold expansion.
6For more details on πN kinematics and conventions we refer to [77, 110]. Most of the variables defined here will appear in a primed version
as well to denote the corresponding quantity in the internal kinematics, e.g. z′s, q′t , ν′, etc.
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Figure 8: Mandelstam plane for πN scattering. The filled areas mark the s-, t-, and u-channel physical regions, the red dashed line the subthreshold
triangle, and the arrows the orientation of the plane in t and ν.
The scattering amplitude may be expressed in terms of Lorentz-invariant amplitudes A, B, and D according to
T ba(s, t) = δbaT+(s, t) + 1
2
[τb, τa]T−(s, t),
T I(s, t) = u¯(p′)
{
AI(s, t) + /q
′ + /q
2
BI(s, t)
}
u(p) = u¯(p′)
{
DI(s, t) − [/q
′, /q]
4mN
BI(s, t)
}
u(p),
DI(s, t) = AI(s, t) + νBI(s, t), (3.9)
where I = ±, τa denotes the Pauli matrices, and the spinors are normalized as u¯u = 2mN . The pertinent crossing
properties become most transparent when the amplitudes are written as functions of ν and t
A±(ν, t) = ±A±(−ν, t), B±(ν, t) = ∓B±(−ν, t), D±(ν, t) = ±D±(−ν, t). (3.10)
Moreover, isospin symmetry leaves only two independent amplitudes that are needed to describe all eight πN scatter-
ing reactions, characterized by total s-channel isospin Is ∈ {1/2, 3/2},
A(π+p → π+p) = A(π−n → π−n) = A+ − A− = A3/2,
A(π−p → π−p) = A(π+n → π+n) = A+ +A− = 13(2A
1/2 +A3/2),
A(π−p → π0n) = A(π+n → π0 p) = −
√
2A− = −
√
2
3 (A
1/2 − A3/2),
A(π0 p → π0 p) = A(π0n → π0n) = A+ = 13 (A
1/2 + 2A3/2), (3.11)
where A ∈ {A, B, D}. These relations can be summarized in matrix notation as(A+
A−
)
= Cνs
(A1/2
A3/2
)
,
(A1/2
A3/2
)
= Csν
(A+
A−
)
, Cνs =
1
3Csν =
1
3
(
1 2
1 −1
)
. (3.12)
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Figure 9: Box graphs constraining the boundaries of the double-spectral regions for πN scattering. Solid/dashed lines denote nucleons/pions.
Similarly, the t-channel amplitudes read
A( p¯p → π+π−) = −A+ +A− = −A3/2 = − 1√
6
A0 + 1
2
A1,
A( p¯p → π−π+) = −A+ −A− = −13 (2A
1/2 +A3/2) = − 1√
6
A0 − 1
2
A1,
A(n¯p → π+π0) =
√
2A− =
√
2
3 (A
1/2 −A3/2) = 1√
2
A1,
A( p¯p → π0π0) = A+ = 13(A
1/2 + 2A3/2) = 1√
6
A0, (3.13)
which can be summarized in the s ↔ t crossing relations(A1/2
A3/2
)
= Cst
(A0
A1
)
,
(A0
A1
)
= Cts
(A1/2
A3/2
)
,
(A+
A−
)
= Cνt
(A0
A1
)
, (3.14)
with crossing matrices
Cst =
 1√6 11√
6
− 12
 , Cts = 23

√
3
2
√
6
1 −1
 , Cνt = CνsCst = ( 1√6 00 12
)
. (3.15)
This result shows that the amplitudes A+ and A− have well-defined t-channel isospin It = 0 and It = 1, respectively.
Since the G-parity of the pion is negative, the antinucleon–nucleon initial state in ¯NN → ππ has to have positive
G-parity, so that this state can only couple to an even number of pions. Moreover, since
G| ¯NN〉 = (−1)J+It | ¯NN〉, (3.16)
only the combinations of even angular momentum J with It = 0 and odd J with It = 1 are permitted. The same
selection rules follow from the ππ system, where Bose symmetry gives rise to the same factor (−1)J+It due to the
parity (−1)L for an orbital state with total angular momentum J = L and the symmetry/antisymmetry of the pion
isosinglet/isotriplet state. These observations are crucial for the t-channel partial-wave expansion of AI=± or AIt=0,1,
which contains only partial waves with even/odd J. According to (3.15), the transition between the I = ± or It = 0, 1
bases involves the isospin crossing coefficients cJ
cJ =
 1√6 for even J,1
2 for odd J.
(3.17)
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3.2. Hyperbolic dispersion relations
The unsubtracted set of HDRs for the πN amplitudes as derived in [107] reads
A+(s, t) = 1
π
∞∫
s+
ds′
[
1
s′ − s +
1
s′ − u −
1
s′ − a
]
Im A+(s′, t′) + 1
π
∞∫
tπ
dt′ Im A
+(s′, t′)
t′ − t ,
A−(s, t) = 1
π
∞∫
s+
ds′
[
1
s′ − s −
1
s′ − u
]
Im A−(s′, t′) + 1
π
∞∫
tπ
dt′ ν
ν′
Im A−(s′, t′)
t′ − t ,
B+(s, t) = N+(s, t) + 1
π
∞∫
s+
ds′
[
1
s′ − s −
1
s′ − u
]
Im B+(s′, t′) + 1
π
∞∫
tπ
dt′ ν
ν′
Im B+(s′, t′)
t′ − t ,
B−(s, t) = N−(s, t) + 1
π
∞∫
s+
ds′
[
1
s′ − s +
1
s′ − u −
1
s′ − a
]
Im B−(s′, t′) + 1
π
∞∫
tπ
dt′ Im B
−(s′, t′)
t′ − t , (3.18)
cf. (2.30) and (2.33), with Born-term contributions7
N+(s, t) = g2
 1
m2N − s
− 1
m2N − u
 , N−(s, t) = g2  1
m2N − s
+
1
m2N − u
 . (3.19)
We will take g2/4π = 13.7±0.2 as derived from the Goldberger–Miyazawa–Oehme (GMO) sum rule [220] with input
for the scattering lengths from pionic atoms [37, 41]. Before turning to the explicit structure of the RS equations, we
briefly comment on the range of convergence of the final system. Assuming Mandelstam analyticity, the investigation
of the box diagrams depicted in Fig. 9 shows that for the s-channel
a = −23.2M2π ⇒ s ∈
[
s+ = (mN + Mπ)2, 97.3M2π
]
=
[59.6M2π, 97.3M2π],
⇔ W ∈ [W+ = 1.08 GeV, 1.38 GeV], (3.20)
and for the t-channel
a = −2.7M2π ⇒ t ∈ [tπ = 4M2π, 205.5M2π],
⇔
√
t ∈ [√tπ = 0.28 GeV, 2.00 GeV], (3.21)
yield the largest domain of validity (for details of the derivation we refer to [110]). Accordingly, the hyperbola
parameter a will be constrained to the values given in (3.20) and (3.21) for the s- and t-channel part of the system,
respectively.
3.3. Partial-wave projection
The s-channel partial-wave amplitudes f Il±(W) with isospin index I = ±, orbital angular momentum l, and total
angular momentum j = |l ± 1/2| are defined as [221]
f Il±(W) =
1
16πW
{
(E + mN)[AIl (s) + (W − mN)BIl (s)] + (E − mN)[ − AIl±1(s) + (W + mN)BIl±1(s)]}, (3.22)
where
XIl (s) =
1∫
−1
dzs Pl(zs)XI(s, t)
∣∣∣∣
t=−2q2(1−zs)
, X ∈ {A, B}. (3.23)
7Note that we dropped the 1/(m2N − a) term in N−(s, t) from [107]. Such a term indeed appears when taking the residue in the derivation of the
HDRs, but is canceled by the dispersive integral over the circle at infinity, since the Born terms do not vanish sufficiently fast that this contribution
can be ignored. A similar issue was already observed before in the context of the Bernabeu–Tarrach sum rule, see [218, 219].
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They fulfill the MacDowell symmetry relation [222] in the complex W-plane
f Il+(W) = − f I(l+1)−(−W), (3.24)
which allows us to restrict the analysis to f Il+(W). Performing the partial-wave expansion of the integrands of (3.18)
and subsequent projection onto the s-channel partial waves yields [107]
f Il+(W) = NIl+(W) +
1
π
∞∫
tπ
dt′
∑
J
{
GlJ(W, t′) Im f J+ (t′) + HlJ(W, t′) Im f J− (t′)
}
+
1
π
∞∫
W+
dW′
∞∑
l′=0
{
KIll′ (W,W′) Im f Il′+(W′) + KIll′ (W,−W′) Im f I(l′+1)−(W′)
}
, (3.25)
where NIl±(W) corresponds to the projection of the nucleon pole terms. Each partial wave f Il±(W) is coupled to all other
s-channel partial waves by means of the kernel functions KIll′ (W,W′). Moreover, the equations involve the t-channel
partial waves f J± (t), with subscript ± for parallel/antiparallel antinucleon–nucleon helicities and total momentum J,
via the kernels GlJ(W, t′) and HlJ(W, t′). The summation is restricted to even/odd values of J for I = ±. Explicit
expressions for NIl±(W) and the kernel functions are provided in Appendix A.1.
The t-channel partial-wave projection reads [223]
f J+ (t) = −
1
4π
1∫
0
dzt PJ(zt)
{ p2t
(ptqt)J A
I(s, t)
∣∣∣∣
s=s(t,zt)
− mN(ptqt)J−1 zt B
I(s, t)
∣∣∣∣
s=s(t,zt)
}
,
f J− (t) =
1
4π
√
J(J + 1)
2J + 1
1
(ptqt)J−1
1∫
0
dzt
[
PJ−1(zt) − PJ+1(zt)
]
BI(s, t)
∣∣∣∣
s=s(t,zt)
, (3.26)
where the integration has been restricted to half the angular interval by virtue of Bose symmetry, and again I = ±
corresponds to even/odd J. The result for the t-channel equations takes the form
f J+ (t) = ˜NJ+(t) +
1
π
∞∫
W+
dW′
∞∑
l=0
{
˜GJl(t,W′) Im f Il+(W′) + ˜GJl(t,−W′) Im f I(l+1)−(W′)
}
+
1
π
∞∫
tπ
dt′
∑
J′
{
˜K1JJ′(t, t′) Im f J
′
+ (t′) + ˜K2JJ′(t, t′) Im f J
′
− (t′)
}
,
f J− (t) = ˜NJ−(t) +
1
π
∞∫
W+
dW′
∞∑
l=0
{
˜HJl(t,W′) Im f Il+(W′) + ˜HJl(t,−W′) Im f I(l+1)−(W′)
}
+
1
π
∞∫
tπ
dt′
∑
J′
˜K3JJ′(t, t′) Im f J
′
− (t′), (3.27)
where the sum over J′ runs over even/odd values of J′ if J is even/odd. In contrast to the s-channel equations, we
have ˜K1,2,3JJ′ (t, t′) = 0 for all J′ < J, which implies that a given t-channel partial wave only receives contributions from
the absorptive parts of higher partial waves. Explicit expressions for Born terms and kernel functions are relegated
to Appendix A.2.
In order to combine analyticity with partial-wave unitarity, the equations have to be cast into a form that permits
diagonal s-channel partial-wave unitarity relations (see Sect. 3.5). Therefore, we work in the s-channel isospin basis
Is ∈ {1/2, 3/2} instead of the I = ± basis. Using the definitions(
X1/2
X3/2
)
= Csν
(
X+
X−
)
,
(
X+
X−
)
= Cνs
(
X1/2
X3/2
)
, X ∈ { fl±, Nl±, Kll′ }, (3.28)
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and
K1/2+3/2ll′ (W,W′) = K1/2ll′ (W,W′) + K3/2ll′ (W,W′) = 2K+ll′ (W,W′) + K−ll′ (W,W′), (3.29)
the complete system of RS equations becomes
f 1/2l+ (W) = N1/2l+ (W) +
1
π
∞∫
W+
dW′
∞∑
l′=0
1
3
{
K1/2ll′ (W,W′) Im f 1/2l′+ (W′) + 2K3/2ll′ (W,W′) Im f 3/2l′+ (W′)
+ K1/2ll′ (W,−W′) Im f 1/2(l′+1)−(W′) + 2K3/2ll′ (W,−W′) Im f 3/2(l′+1)−(W′)
}
+
1
π
∞∫
tπ
dt′
∞∑
J=0
(3 − (−1)J)
2
{
GlJ(W, t′) Im f J+ (t′) + HlJ(W, t′) Im f J− (t′)
}
,
f 3/2l+ (W) = N3/2l+ (W) +
1
π
∞∫
W+
dW′
∞∑
l′=0
1
3
{
K3/2ll′ (W,W′) Im f 1/2l′+ (W′) + K1/2+3/2ll′ (W,W′) Im f 3/2l′+ (W′)
+ K3/2ll′ (W,−W′) Im f 1/2(l′+1)−(W′) + K1/2+3/2ll′ (W,−W′) Im f 3/2(l′+1)−(W′)
}
+
1
π
∞∫
tπ
dt′
∞∑
J=0
(−1)J
{
GlJ(W, t′) Im f J+ (t′) + HlJ(W, t′) Im f J− (t′)
}
,
f 1/2(l+1)−(W) = N1/2(l+1)−(W) −
1
π
∞∫
W+
dW′
∞∑
l′=0
1
3
{
K1/2ll′ (−W,W′) Im f 1/2l′+ (W′) + 2K3/2ll′ (−W,W′) Im f 3/2l′+ (W′)
+ K1/2ll′ (−W,−W′) Im f 1/2(l′+1)−(W′) + 2K3/2ll′ (−W,−W′) Im f 3/2(l′+1)−(W′)
}
− 1
π
∞∫
tπ
dt′
∞∑
J=0
(3 − (−1)J)
2
{
GlJ(−W, t′) Im f J+ (t′) + HlJ(−W, t′) Im f J− (t′)
}
,
f 3/2(l+1)−(W) = N3/2(l+1)−(W) −
1
π
∞∫
W+
dW′
∞∑
l′=0
1
3
{
K3/2ll′ (−W,W′) Im f 1/2l′+ (W′) + K1/2+3/2ll′ (−W,W′) Im f 3/2l′+ (W′)
+ K3/2ll′ (−W,−W′) Im f 1/2(l′+1)−(W′) + K1/2+3/2ll′ (−W,−W′) Im f 3/2(l′+1)−(W′)
}
− 1
π
∞∫
tπ
dt′
∞∑
J=0
(−1)J
{
GlJ(−W, t′) Im f J+ (t′) + HlJ(−W, t′) Im f J− (t′)
}
, (3.30)
and
f J+ (t) = ˜NJ+(t) +
1
π
∞∫
W+
dW′
∞∑
l=0
1
3
{
˜GJl(t,W′)
[
Im f 1/2l+ (W′) +
1 + 3(−1)J
2
Im f 3/2l+ (W′)
]
+ ˜GJl(t,−W′)
[
Im f 1/2(l+1)−(W′) +
1 + 3(−1)J
2
Im f 3/2(l+1)−(W′)
]}
+
1
π
∞∫
tπ
dt′
∞∑
J′=J
1 + (−1)J+J′
2
{
˜K1JJ′(t, t′) Im f J
′
+ (t′) + ˜K2JJ′(t, t′) Im f J
′
− (t′)
}
,
f J− (t) = ˜NJ−(t) +
1
π
∞∫
W+
dW′
∞∑
l=0
1
3
{
˜HJl(t,W′)
[
Im f 1/2l+ (W′) +
1 + 3(−1)J
2
Im f 3/2l+ (W′)
]
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+ ˜HJl(t,−W′)
[
Im f 1/2(l+1)−(W′) +
1 + 3(−1)J
2
Im f 3/2(l+1)−(W′)
]}
+
1
π
∞∫
tπ
dt′
∞∑
J′=J
1 + (−1)J+J′
2
˜K3JJ′(t, t′) Im f J
′
− (t′). (3.31)
In these equations, all sums run over both even and odd values, but those over J′ in the t-channel part (3.31) are
restricted to J′ ≥ J. The equations for f I(l+1)−(W) are given here merely for convenience, as they could be obtained by
means of MacDowell symmetry (3.24).
3.4. Subtractions
The introduction of subtractions is essential to suppress the high-energy regime and derive constraints that solely
involve low-energy physics. The most convenient choice for the subtraction point is provided by the subthreshold
point at (ν = 0, t = 0), since the relation to the Cheng–Dashen point and the πN σ-term can be established in a
straightforward manner, while the subtraction constants are given directly in terms of subthreshold parameters. In
addition, this choice of the subtraction point proves favorable for matching to ChPT, which is expected to be most
reliable in the subthreshold region.
The subthreshold expansion in πN scattering is conventionally applied to the pseudovector-Born-term-subtracted
amplitudes
¯A+(s, t) = A+(s, t) − g
2
mN
, ¯B+(s, t) = B+(s, t) − g2
 1
m2N − s
− 1
m2N − u
 ,
¯A−(s, t) = A−(s, t), ¯B−(s, t) = B−(s, t) − g2
 1
m2N − s
+
1
m2N − u
 + g22m2N . (3.32)
Separating factors of ν that are required by crossing symmetry, these amplitudes permit the expansions
¯A+(ν, t) =
∞∑
m,n=0
a+mnν
2mtn, ¯B+(ν, t) =
∞∑
m,n=0
b+mnν2m+1tn,
¯A−(ν, t) =
∞∑
m,n=0
a−mnν
2m+1tn, ¯B−(ν, t) =
∞∑
m,n=0
b−mnν2mtn, (3.33)
and similarly for ¯D± = ¯A± + ν ¯B±. The corresponding subthreshold parameters fulfill the relations
d+mn = a+mn + b+m−1,n, d
−
mn = a
−
mn + b−mn, d+0n = a
+
0n. (3.34)
The implementation of subtractions into the RS system proceeds as follows: expanding (3.18) around (ν = 0, t = 0)
and equating the coefficients to the subthreshold expansion yields sum rules for the subthreshold parameters, see
Appendix B.1 for explicit expressions. Once subtracted from (3.18), these sum rules lead to a subtracted version of
the HDRs and, after the expansion into partial waves, of the RS equations. For instance, if only d+00 were introduced
as subtraction constant, the HDR for A+ would become
A+(s, t) = d+00 +
g2
mN
+
1
π
∞∫
tπ
dt′
{
Im A+(s′, t′)
t′ − t −
1
t′
[
Im A+(s′, t′)](0,0) }
+
1
π
∞∫
s+
ds′
{[ 1
s′ − s +
1
s′ − u −
1
s′ − a
]
Im A+(s′, t′) −
[ 2
s′ − s0
− 1
s′ − a
] [
Im A+(s′, t′)](0,0) }, (3.35)
where the subscript (0, 0) indicates evaluation at (ν = 0, t = 0). The corresponding modifications of the kernel
functions required by the new terms in the dispersive integrals, for the number of subtractions used in practice, are
listed in Appendix B.2.
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dimension subthreshold parameters
M−1π a+00 = d
+
00
M−2π a−00 = d−00 − b−00, b−00
M−3π a+01 = d+01, a+10 = d+10 − b+00, b+00
M−4π a−01 = d
−
01 − b−01, a−10 = d−10 − b−10, b−01, b−10
Table 1: Subthreshold parameters at different dimensions.
For the s-channel equations we consider a system with 10 subtraction constants, which can be identified with the
parameters listed in Table 1. The motivation for this choice is provided by the mathematical properties of the RS
equations, i.e. general statements about existence and uniqueness of solutions, see Sect. 3.6. Table 1 also delineates
the dimension of the various subthreshold parameters, typically given in inverse powers of Mπ. For the t-channel
problem we use a variant of the system with two subtractions less (a−10 and b−10 are not included). The reason for this
choice is that implementing those two parameters does not further improve the convergence of the PWDRs for the
t-channel partial waves, so that their inclusion does not provide a numerical advantage.
3.5. Partial-wave unitarity relations
Unitarity constraints are most conveniently expressed in terms of partial waves, as separate relations for a given
angular momentum J. In the helicity formalism, the general partial-wave expansion for a process a + b → c + d with
particle helicities λP reads [224]
T λc ,λd;λa,λbf i (s, t) =
√
S f S i16π
∑
J
(2J + 1)T Jλc,λd;λa,λb(s)dJλa−λb,λc−λd (θ), (3.36)
with CMS scattering angle θ, azimuthal angle ϕ set to zero, Wigner d-functions dJm,m′(θ), and final-/initial-state sym-
metry factors S f and S i. The ensuing partial-wave unitarity relations become particularly simple if the matrix T J(s)
in helicity space is diagonal, which e.g. for πN scattering holds true for the s-channel isospin basis Is ∈ {1/2, 3/2}, but
not for the I = ± basis. Elastic unitarity then yields for each diagonal element T J
λ
(s) of T J(s)
Im T Jλ (s) =
2|p|√
s
∣∣∣T Jλ (s)∣∣∣2 (3.37)
(with CMS momentum p). In this normalization, T J
λ
(s) may be expressed in terms of phase shifts δJ
λ
(s) according to
T Jλ (s) =
√
s
2|p| sin δ
J
λ(s)eiδ
J
λ
(s), (3.38)
and related to the S -matrix elements by
S Jλ(s) = e2iδ
J
λ
(s) = 1 + i4|p|√
s
T Jλ (s). (3.39)
Inelastic contributions are accounted for by introducing inelasticity parameters 0 ≤ ηJ
λ
(s) ≤ 1 into these parameteriza-
tions.
Accordingly, the partial waves for s-channel πN scattering are conventionally parameterized in terms of phase
shifts δIsl± and inelasticities η
Is
l± as
f Isl±(W) =
[
S Isl±(W)
]
πN→πN − 1
2i|q| =
η
Is
l±(W)e2iδ
Is
l±(W) − 1
2i|q|
W<Winel
=
eiδ
Is
l±(W) sin δIsl±(W)
|q| , (3.40)
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where the first inelastic threshold due to ππN intermediate states occurs at Winel = W+ + Mπ. In this normalization,
the unitarity relation becomes
Im f Isl±(W) = |q|
∣∣∣ f Isl±(W)∣∣∣2 θ(W − W+) + 1 − (ηIsl±(W))24|q| θ(W − Winel). (3.41)
The derivation of the t-channel unitarity relations is complicated by the fact that the corresponding reaction is
necessarily inelastic. For instance, the contribution from ππ intermediate states alone yields
Im f J± (t) = σπt
(
tItJ (t)
)∗ f J± (t) θ(t − tπ) (3.42)
(with ππ partial waves tItJ (t)), which proves Watson’s theorem [225] for f J± (t) (the phase of f J± (t) equals the ππ phase
up to integer multiples of π). However, (3.42) is invariant under rescaling of f J± (t) with arbitrary real factors, so
that the correct normalization and relation to the S -matrix element can only be inferred relative to the pertinent
elastic reactions. In Appendix C this procedure is illustrated for a coupled system of ππ, ¯KK, and ¯NN states. The
relations (3.42) provide the basis for the single-channel treatment of the t-channel P- and D-waves, while for the
S -wave we use the coupled-channel extension discussed in Appendix C.
3.6. Existence and uniqueness of solutions
The mathematical properties of ππ Roy equations have been investigated in great detail in the literature [141–
144]. The central result is that the existence and uniqueness of solutions can be characterized by a single number, the
multiplicity index m as defined in (2.24), which is solely determined by the value of the phase shift at the matching
point Wm =
√
sm. In the multi-channel case, the multiplicity of the full system can be found by adding the multiplicity
indices for each partial wave included in the system. A unique solution corresponds to m = 0, while m > 0 implies
that there is an m-dimensional space of solutions and additional input is required to identify the physical one. If m < 0,
there is in general no solution, only if |m| constraints on the input are fulfilled can a solution be found. From a practical
point of view, the ideal situation therefore appears for m = 0. Since these results only depend on the mathematical
properties of the Roy equations, not the specific form of the driving terms (higher partial waves, imaginary parts above
Wm, and, in the RS case, t-channel integrals), they apply to the case of πN RS equations after the t-channel problem
has been solved.
Besides these mathematical properties, a physical solution is characterized by the requirement of a smooth match-
ing, i.e. the phase shift at the matching point must not display a cusp. This no-cusp condition provides an additional
constraint for each partial wave included in the solution. It is instructive to see how these considerations affect the
final number of degrees of freedom in previous Roy-equation studies. In the ππ analysis of [108] the matching point,√
sm = 0.8 GeV, was chosen in such a way that m = 0. With three partial waves considered, isospin-0 and -2 S -
waves and the P-wave, one would thus actually expect three additional conditions on the two subtraction constants,
the isospin-0 and -2 S -wave scattering lengths, from the no-cusp conditions. Indeed, tuning away the P-wave cusp
reproduces the “universal band,” a relation between the two scattering lengths discovered much earlier [226, 227], but
the remaining S -wave cusps are too small to provide a meaningful constraint. The reason for this behavior could be
identified as the large separation between threshold and matching point, made possible by the comparatively large do-
main of validity of ππ Roy equations. For a typical choice of the matching point the no-cusp conditions are too weak
for a precision determination of the subtraction constants, so that matching to ChPT was required as an additional step
to pin down the scattering lengths to the accuracy quoted in (2.26).
In the πK RS analysis of [109] the matching point was chosen at √sm = 0.97 GeV, right at the border of the
domain of validity of the equations, and thus necessarily much closer to threshold. The multiplicity index for a
system of isospin-1/2 and -3/2 S -waves and isospin-1/2 P-wave is again m = 0, but the constraints from the no-cusp
conditions were observed to be much stronger than in ππ: to remove the cusps in the isospin-1/2 partial waves both
subtraction constants (identified with the isospin-1/2 and -3/2 S -wave scattering lengths) needed to be tuned, and
even then a small remaining cusp survived in the isospin-3/2 S -wave. To exactly fulfill all no-cusp conditions, a third
subtraction constant would have had to be introduced. In practice, however, the corresponding phase shift above sm is
not known sufficiently precisely to actually render the remaining cusp relevant. Given the fact that the constraints from
ChPT are much less rigorous than in ππ scattering [109, 187, 188, 194–196], the final results for the πK scattering
lengths were solely derived from the no-cusp conditions.
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m f 1/20+ m f 3/20+ m f 1/21+ m f 3/21+ m f 1/21− m f 3/21− m
W+ ≤ Wm ≤ 1.20 GeV 0 −1 −1 0 −1 −1 −4
1.20 GeV ≤ Wm ≤ 1.23 GeV 0 −1 −1 0 0 −1 −3
1.23 GeV ≤ Wm ≤ 1.52 GeV 0 −1 −1 1 0 −1 −2
1.52 GeV ≤ Wm ≤ 1.69 GeV 0 −1 −1 1 1 −1 −1
1.69 GeV ≤ Wm ≤ 1.80 GeV 1 −1 −1 1 1 −1 0
Table 2: Multiplicity index m as a function of Wm.
In our πN RS analysis, we aim for a solution of the S - and P-waves, in total six amplitudes. The multiplicity index
as a function of the matching point is shown in Table 2 (using the phase shifts from [79]). For the maximally allowed
value Wm = 1.38 GeV we therefore have m = −2, and, in addition, there are six more constraints from the no-cusp
conditions, since, given that the matching point is still relatively low and that the data situation in πN is much better
than in πK, there is no justification for not implementing all of them. To make sure that a unique solution exists, we
would therefore need to formulate a version of the RS equations with 8 free parameters. However, due to the larger
number of partial waves and free parameters, we found that the solution is stabilized substantially when the S -wave
scattering lengths are imposed as constraints on the system instead of trying to predict them from the RS solution.
Since the scattering lengths are already known very precisely from pionic atoms, see Sect. 6, a prediction from the
RS solution, if it could be extracted in a reliable manner at all, would be extremely unlikely to be able to compete in
accuracy. For these reasons, we consider a RS system with 10 subtraction constants, as anticipated in Sect. 3.4, which
matches exactly the number of degrees of freedom for Wm = 1.38 GeV once the scattering lengths are implemented
as additional constraints.
4. Solution of the t-channel equations
Given that data in the t-channel reaction ππ → ¯NN become available only above the two-nucleon threshold, the
amplitudes in the pseudophysical region tπ ≤ t ≤ tN required for the t-channel integrals need to be reconstructed from
unitarity. While for every partial wave ππ intermediate states generate by far the dominant contribution, significant
inelasticities do emerge. Most relevant are ¯KK intermediate states related to the f0(980) in the S -wave, but in all
partial waves inelasticities from the 4π channel start setting in before the two-nucleon threshold is reached. An
explicit coupled-channel framework is only feasible if the corresponding S -matrix is known sufficiently accurately,
a requirement that in the present application is only met for the ππ/ ¯KK S -wave system. For this reason, we adopt a
single-channel framework for P- and D-waves, estimating the impact of 4π inelasticities by appropriate variations of
the input. Similarly, we include the ¯KK channel explicitly in the S -wave, while accounting for effects from higher
channels in the uncertainty estimate.
4.1. Single-channel Muskhelishvili–Omne`s solution
In the single-channel approximation where only ππ intermediate states are considered in the unitarity relation the
MO solution for f J± (t) can be derived from the RS equations (3.31) in the following way. First, we rearrange the
equations in such a way that the behavior of f J± (t) at the two-nucleon threshold is properly taken into account. Starting
from the partial-wave expansion (3.26) one can show that the S -wave vanishes for t → tN according to
f 0+ (t) = O
(
p2t
)
. (4.1)
Although higher partial waves with J ≥ 1 individually take a finite value, the linear combination
ΓJ(t) = mN
√
J
J + 1
f J− (t) − f J+ (t) (4.2)
24
again vanishes at threshold [96]
ΓJ(t) = O(p2t ). (4.3)
Indeed, the leading terms in the t-channel partial-wave expansion (A.16)
A+(ν, t)
4π
= − f
0
+(t)
p2t
+
15
2
m2Nν
2 Γ
2(t)
p2t
+
5
2
q2t f 2+ (t) + . . . ,
A−(ν, t)
4π
= 3mNν
Γ1(t)
p2t
+ . . . ,
B+(ν, t)
4π
=
15√
6
mNν f 2− (t) + . . . ,
B−(ν, t)
4π
=
3√
2
f 1− (t) + . . . , (4.4)
already demonstrate that (4.1) and (4.3) need to hold for the invariant amplitudes to remain finite.
Before introducing subtractions, the t-channel part of the RS system (3.31) can be recast as
f 0+ (t) = ∆0+(t) +
t − tN
π
∞∫
tπ
dt′
Im f 0+(t′)
(t′ − tN)(t′ − t) , f
J
− (t) = ∆J−(t) +
1
π
∞∫
tπ
dt′
Im f J− (t′)
t′ − t ,
ΓJ(t) = ∆JΓ(t) +
t − tN
π
∞∫
tπ
dt′ ImΓ
J(t′)
(t′ − tN)(t′ − t) , ∆
J
Γ(t) = mN
√
J
J + 1
∆J−(t) − ∆J+(t), (4.5)
where
∆J±(t) = ˜NJ±(t) + ¯∆J±(t),
¯∆J+(t) =
1
π
∞∫
W+
dW′
∞∑
l=0
{
˜GJl(t,W′) Im f Il+(W′) + ˜GJl(t,−W′) Im f I(l+1)−(W′)
}
+
1
π
∞∫
tπ
dt′
∞∑
J′=J+2
1 + (−1)J+J′
2
{
˜K1JJ′(t, t′) Im f J
′
+ (t′) + ˜K2JJ′(t, t′) Im f J
′
− (t′)
}
,
¯∆J−(t) =
1
π
∞∫
W+
dW′
∞∑
l=0
{
˜HJl(t,W′) Im f Il+(W′) + ˜HJl(t,−W′) Im f I(l+1)−(W′)
}
+
1
π
∞∫
tπ
dt′
∞∑
J′=J+2
1 + (−1)J+J′
2
˜K3JJ′(t, t′) Im f J
′
− (t′). (4.6)
Again, the convergence of the integrals in (4.5) is ensured by the threshold behavior (4.1) and (4.3). In particular, the
kernel functions obey the general property
Res
[
HlJ(W, t′), t′ = tN
]
= −mN
√
J
J + 1
Res
[
GlJ(W, t′), t′ = tN
]
,
Res
[
˜K2JJ′(t, t′), t′ = tN
]
= −mN
√
J′
J′ + 1
Res
[
˜K1JJ′(t, t′), t′ = tN
]
, (4.7)
which induces the cancellation of ostensible p′−2t divergences in the t-channel dispersive integrals in (3.30) and (3.31).
The t-channel integrals in the definition of the inhomogeneities ∆J±(t) (4.6) show that the equations decouple in
the sense that the integral equation for a given partial-wave amplitude only depends on the s-channel partial waves as
well as t-channel partial waves with higher angular momentum. In this way, they reduce to a form directly accessible
to MO techniques. Once the solutions for ΓJ(t) and f J− (t) are obtained, the result for f J+ (t) can be recovered by means
of (4.2). With the Omne`s function defined as [193]
ΩJ(t) = exp
{
t
π
tm∫
tπ
dt′ δJ(t
′)
t′(t′ − t)
}
, (4.8)
25
in terms of the ππ phase shift δJ(t) for angular momentum J (and isospin 0/1 for even/odd J), the solution for the
unsubtracted case becomes
f 0+ (t) = ∆0+(t) +
(t − tN)Ω0(t)
π
{ tm∫
tπ
dt′
∆0+(t′) sin δ0(t′)
(t′ − tN)(t′ − t)|Ω0(t′)| +
∞∫
tm
dt′
Im f 0+ (t′)
(t′ − tN)(t′ − t)|Ω0(t′)|
}
,
ΓJ(t) = ∆JΓ(t) +
(t − tN)ΩJ(t)
π
{ tm∫
tπ
dt′
∆J
Γ
(t′) sin δJ(t′)
(t′ − tN)(t′ − t)|ΩJ(t′)| +
∞∫
tm
dt′ ImΓ
J(t′)
(t′ − tN)(t′ − t)|ΩJ(t′)|
}
,
f J− (t) = ∆J−(t) +
ΩJ(t)
π
{ tm∫
tπ
dt′
∆J−(t′) sin δJ(t′)
(t′ − t)|ΩJ(t′)| +
∞∫
tm
dt′
Im f J− (t′)
(t′ − t)|ΩJ(t′)|
}
. (4.9)
By separating the integrals into their principal-value and imaginary parts one can show explicitly that these repre-
sentations fulfill Watson’s theorem [225], i.e. the phase of f J± (t) coincides with δJ(t). In the practical application the
uncertainties below tm = tN are much larger than the contribution from the imaginary part above tm, so that we will
drop the second integral everywhere. Based on a PWA of available ππ → ¯NN data [216] we have checked explicitly
that for the number of subtractions we are using these contributions are completely negligible.
Introducing the subtractions as detailed in Appendix B, specializing the general expressions to J = 1, 2, and
dropping the integral above tm, we obtain8
Γ1(t) = ∆1Γ(t) +
p2t
12πmN
{
a−00
(
1 − t ˙Ω1(0)) + a−01t}Ω1(t) + t2(t − tN)Ω1(t)π
tm∫
tπ
dt′
∆1
Γ
(t′) sin δ1(t′)
t′2(t′ − tN)(t′ − t)|Ω1(t′)| ,
f 1− (t) = ∆1−(t) +
√
2
12π
{(
b−00 −
g2
2m2N
)(
1 − t ˙Ω1(0)) + b−01t}Ω1(t) + t2Ω1(t)π
tm∫
tπ
dt′
∆1−(t′) sin δ1(t′)
t′2(t′ − t)|Ω1(t′)| ,
Γ2(t) = ∆2Γ(t) +
p2t
30πm2N
a+10Ω2(t) +
t(t − tN)Ω2(t)
π
tm∫
tπ
dt′
∆2
Γ
(t′) sin δ2(t′)
t′(t′ − tN)(t′ − t)|Ω2(t′)| ,
f 2− (t) = ∆2−(t) +
√
6
60πmN
b+00Ω2(t) +
tΩ2(t)
π
tm∫
tπ
dt′
∆2−(t′) sin δ2(t′)
t′(t′ − t)|Ω2(t′)| , (4.10)
where ˙ΩJ(0) denotes the derivative of the Omne`s function at t = 0.
4.2. Two-channel Muskhelishvili–Omne`s problem
The ππ→ ¯NN and ¯KK → ¯NN S -waves f 0+ (t) and h0+(t) fulfill the unitarity relation
Im f(t) = T ∗(t)Σ(t)f(t), f(t) =
( f 0+ (t)
2√
3 h
0
+(t)
)
, (4.11)
see Appendix C for its derivation. In addition, the RS equations provide a dispersion relation of the form
f(t) = ∆(t) + (a + b t)(t − tN) + t
2(t − tN)
π
∞∫
tπ
dt′ Im f(t
′)
t′2(t′ − tN)(t′ − t) , (4.12)
8The kernel functions in ∆J±(t) also need to be replaced by their respective subtracted versions. In order not to unnecessarily clutter the notation,
we continue to use the same symbols as before.
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where all bold-faced quantities are two-component vectors in channel space. For instance, the subtraction constants
that belong to the πN subsystem are related to the subthreshold parameters according to
a1 = − 116π
(
d+00 +
g2
mN
+ b+00
M2π
3
)
, b1 = − 116π
(
d+01 −
b+00
12
)
, (4.13)
and the inhomogeneity ∆1(t) equals ∆0+(t) evaluated for the number of subtractions corresponding to (4.12). Simi-
larly, the second components are related to KN subthreshold parameters and the S -wave component of the KN RS
equations. In practice, all KN amplitudes are taken as input, with nucleon Born terms replaced by the hyperon-pole
contributions, and the required kernel functions can be obtained by means of sending Mπ → MK [94].
The solution of (4.11) and (4.12) is still accessible to MO techniques. In the multi-channel case the Omne`s
function is replaced by an Omne`s matrix [228, 229], which in general cannot be given in closed form but has to
be determined numerically for a given T -matrix. In fact, the major challenge in the RS application concerns the
generalization of these methods to the case of a finite matching point tm [94]. The final solution takes the form
f(t) = ∆(t) + (t − tN)Ω(t)(1 − t ˙Ω(0))a + t(t − tN)Ω(t)b − t
2(t − tN)
π
Ω(t)
tm∫
tπ
dt′ ImΩ
−1(t′)∆(t′)
t′2(t′ − tN)(t′ − t) , (4.14)
where we dropped again the integral above tm and Ω(t) is now a 2 × 2 matrix. While there is no analytic formula for
its individual components, the determinant fulfills a constraint very similar to (4.8) [229]
detΩ(t) = exp
{
t
π
tm∫
tπ
dt′ ψ(t
′)
t′(t′ − t)
}
, (4.15)
i.e. with the ππ phase shift replaced by the phase ψ(t) of the ππ→ ¯KK partial wave.
4.3. Numerical results
According to Fig. 7 the solution of the full RS system requires an iteration between s- and t-channel. However, it
was shown in [110] that by far the dominant recoupling between the subsystems proceeds by means of the subtraction
constants, while the sensitivity of the t-channel solution on the precise input used for the πN partial waves was found
to be very small. Therefore, in the end the accuracy that can be reached for the t-channel amplitudes is limited by
the remaining uncertainty in the subthreshold parameters as determined from the iterated RS solution, and effects
significantly below that threshold can be neglected. For this reason, the iteration can be organized more efficiently
in practice by solving the t-channel system once with reference values for the subthreshold parameters, and then
including the corrections to this starting-point solution directly into the solution procedure for the s-channel equations.
We use the subthreshold parameters from the KH80 solution [76, 77] as our reference point and express the corrections
in terms of
∆X±mn = X±mn − X±mn
∣∣∣
KH80, X ∈ {a, b, d}. (4.16)
These corrections translate to shifts in the t-channel amplitudes, for P- and D-waves one finds
∆Γ1(t) = p
2
t
12πmN
{
∆a−00
(
1 − t ˙Ω1(0)) + ∆a−01t}Ω1(t), ∆ f 1− (t) = √212π{∆b−00(1 − t ˙Ω1(0)) + ∆b−01t}Ω1(t),
∆Γ2(t) = p
2
t
30πm2N
∆a+10Ω2(t), ∆ f 2− (t) =
√
6
60πmN
∆b+00Ω2(t), (4.17)
while the S -wave is modified according to
∆ f 0+ (t) = −
p2t
4π
{[
∆d+00 + ∆b
+
00
M2π
3
](
Ω11(t)(1 − t ˙Ω11(0)) −Ω12(t)t ˙Ω21(0)) + [∆d+01 − ∆b+0012
]
tΩ11(t)
}
. (4.18)
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In the following, we present the results for the imaginary parts of the t-channel partial waves when the subthreshold
parameters are fixed at KH80 values, and investigate the sensitivity to the input quantities apart from the subtraction
constants. First of all, we choose the matching point as tm = tN , taking advantage of the large domain of validity in
the t-channel (3.21) and of the kinematic zeros in f 0+ (t) and ΓJ(t) at t = tN . In general, for the evaluation of the s-
channel integrals we use the phase shifts from [79] summed up to l = 4 and W = 2.5 GeV as well as the Regge model
from [230] above (see also [231] for a recent Regge parameterization). However, as shown in [110], the contribution
from the Regge region is completely negligible, and similarly truncating the partial-wave expansion at l = 5 or using
input from the KH80 analysis [76, 77] generates variations that can be neglected compared to the final uncertainties
in the subthreshold parameters.
For the S -wave, we take the ππ phase shift and inelasticity up to
√
t0 = 1.3 GeV from the Roy-equation analysis
of [163] and the ππ → ¯KK partial wave from RS equations [109]. In the latter analysis, the modulus |g(t)| in the
pseudophysical region tπ ≤ t ≤ tK follows from the RS system, while above the two-kaon threshold phase-shift
solutions [232, 233] are used. The πN coupling constant is fixed at g2/(4π) = 13.7 [37, 41], the KN partial waves are
taken from [234], and the hyperon Born terms are evaluated with the couplings from [235]. The main uncertainty is
generated by the fact that around 1.3 GeV inelasticities from 4π intermediate states start to become relevant, so that
a two-channel description is not strictly applicable any more and the meaning of the phase shifts δ and ψ becomes
unclear. For the continuation of the phase shifts above t0 we consider two extreme cases: first, we guide the phase
shifts smoothly to 2π above t0 (motivated by the asymptotic behavior), and second, we keep the phase shifts constant,
with the results represented by the solid and dashed lines in the first panel of Fig. 10, respectively. The variation
between these two curves is indeed the largest systematic uncertainty, for instance much larger than the effect of
switching off the KN input altogether [94], and will be propagated accordingly in the s-channel error analysis later.
For the P-waves, the largest uncertainty is again generated by 4π inelasticities, which manifest themselves in ρ′
and ρ′′ resonances that have a substantial branching fraction to 4π. In order to estimate their effect we follow [123] and
use a phase shift constructed in such a way as to reproduce the ρ′ and ρ′′ in the pion vector form factor in an elastic
approximation; this input actually corresponds to the phase of the form factor [236]. The results for Im f 1± (t) with
(solid lines) and without (dashed lines) these resonances built in are shown in the second row of Fig. 10. The effects
are indeed restricted to the energy region above 1 GeV, so that for the error propagation to the s-channel solution the
effects are negligible compared to the errors in the subthreshold parameters. The same holds true for the intrinsic
uncertainties in the ππ phase shift: using the phase shifts from [161] or [163] produces only tiny differences in the
ρ-peak.
The D-waves are dominated by the f2(1270) resonance, which has a 15% inelasticity to the 4π and ¯KK channels.
One way to estimate the potential impact of these inelasticities is to replace the ππ phase shift in the MO solution by
the phase of the ππ partial wave. The former corresponds to the solid, the latter to the dashed lines in the third row of
Fig. 10 (we use phase shift and inelasticity from [161]). The effect is again quite moderate and does not need to be
propagated to the s-channel solution. However, we note that the f2(1270) resonance itself plays an important role in
the interplay between the s- and t-channel RS subsystems: without including the f2(1270) in the t-channel D-waves,
we could not find an acceptable solution of the s-channel equations.
In view of this surprising role of the f2(1270), one may obviously wonder about the impact of yet higher partial
waves. The first resonance in the F-waves is the ρ3(1690), at significantly higher energies than the f2(1270). Moreover,
it is predominantly inelastic with a 70% branching fraction to the 4π channel, so that an elastic treatment becomes
difficult to justify. However, to get a rough estimate of the expected size of the F-waves, we constructed an F-wave
phase shift by matching the parameterization from [161] to a Breit–Wigner description of the ρ3(1690), with Breit–
Wigner parameters taken from [185] and results shown in the last row of Fig. 10. Indeed, we find that the F-wave
contribution is much smaller than the D-wave counterpart, even to the extent that the effect can be safely absorbed
into the uncertainty estimate altogether. Given that due to the inelastic nature of the ρ3(1690) our calculation of the
F-waves is less rigorous than that of the lower partial waves, we will indeed quote central results for J ≤ 2, and only
include the F-waves in the error analysis.
Finally, the t-channel partial waves are coupled according to (4.6), i.e. there is a t-channel D-wave contribution to
the S -wave MO inhomogeneity, and an F-wave contribution to the P-waves. However, ultimately the inhomogeneities
∆J±(t) are dominated by the Born terms and s-channel integrals, while the t-channel corrections constitute a very minor
effect. In practice, they can be ignored given the remaining uncertainties in the input.
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Figure 10: Imaginary parts of the t-channel partial waves with KH80 subthreshold parameters. The black solid (red dashed) line refers to our
central solution (the dominant input variation as described in the main text), while the black crosses indicate the results from [77].
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5. Strategy for the s-channel solution
Once the t-channel equations are solved, the structure of the s-channel problem resembles the form of ππ Roy
equations, and it should be amenable to similar solution techniques. The basic idea can be summarized in such
a way that the phase shifts at low energies, from the πN threshold to the maximum allowed matching point at
Wm = 1.38 GeV, are represented in suitable parameterizations whose free parameters, together with the subtrac-
tion constants, are determined by minimizing the difference between the left-hand side (LHS) and right-hand side
(RHS) of (3.30).
As a first step, the s-channel RS system is decomposed into equations for the real and imaginary parts. Defining
the physical limit by W → W+ iǫ and collecting the imaginary pieces that follow from the principal-value prescription
for the Cauchy kernels shows that the equations for the imaginary parts are trivially fulfilled, while those for the real
parts are identical to (3.30) upon replacing f Isl±(W) by Re f Isl±(W) and the integrals by their principal-value analogs.
The real and imaginary parts of f Isl±(W) are linked to phase shifts and inelasticities through the unitarity condition
given in (3.40). However, as explained in Sect. 3 and indicated in Fig. 7, the inelasticities cannot be determined from
an iterative solution of the RS system, but have to be taken as input. The inelasticities ηIsl±(W) for the S - and P-waves
as given by the GWU/SAID [79, 81] and KH80 [76, 77] PWAs in the region below Wm are depicted in Fig. 11. In
the case of the GWU/SAID solutions, the figure suggests that inelasticities may be ignored for the S 31-, P13-, and
P33-waves, while the remaining ones can be well described by the parameterization
η
Is
l± =
1 − αIsl±(s − sinel)r
Is
l±(s − s+)rIsl±
1 + αIsl±(s − sinel)r
Is
l±(s − s+)rIsl±
, sinel = (mN + 2Mπ)2, (5.1)
with r1/20+ = r
3/2
1− = 3/2, r
1/2
1− = 5/2, and
α
1/2
0+ = 0.0412 GeV
−6, α3/21− = 0.066 GeV
−6, α1/21− = 3.716 GeV
−10, (5.2)
which have been determined by fitting to the SAID inelasticities. The powers in (5.1) have been chosen on purely
phenomenological grounds to accurately reproduce the experimental inelasticities. When analytically continued be-
low sinel, the inelasticities parameterized as in (5.1) turn into an additional contribution to the phase shifts, which
is a convenient way to preserve analyticity in the presence of strong inelasticities, cf. the isospin-0 S -wave in ππ
scattering [163]. In our case, the inelasticities are sufficiently smooth that this does not become necessary. However,
although not considered explicitly here, the threshold behavior of the ensuing phase shifts below sinel still suggests to
take rIsl± ≥ l + 1/2.
For the KH80 solution, several amplitudes exhibit oscillatory tendencies that should be considered an artifact
of the calculation, so ignoring the clearly unphysical peaks, Fig. 11 seems to indicate that the inelasticity might be
ignored for all but the P11-wave, which can also be described by the functional form given in (5.1), with r1/21− = 5/2
and α1/21− = 3.669 GeV
−10
.
5.1. Parameterizations of the s-channel partial waves
In principle, the minimization of the difference between the LHS and RHS of (3.30) should be carried out over the
whole space of admissible functions. However, for obvious practical reasons, we restrict ourselves to a set of simple
parameterizations. Following the example of [108, 109], we use a Schenk-like parameterization [237] of the form
tan δIsl± = |q|2l+1
(
AIsl± + B
Is
l±q
2 +CIsl±q
4 + DIsl±q
6
) s+ − sIsl±
s − sIsl±
, (5.3)
except for the P33-wave, where a conformal parameterization [161]
cot δIsl± =
1
|q|2l+1
s − sIsl±
s+ − sIsl±
 1
˜AIsl±
+ ˜BIsl±
[
w(s) − w+] + ˜CIsl±[w(s) − w+]2
 , w(s) =
√
s −
√
s¯
Is
l± − s
√
s +
√
s¯
Is
l± − s
, w+ = w(s+),
(5.4)
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Figure 11: Inelasticities of the s-channel partial waves from the GWU/SAID [79, 81] (solid line) and KH80 [76, 77] (dashed line) PWAs in the
region below Wm. The short-dashed lines indicate Wm = 1.38 GeV and ηIsl± = 1.
proves to be more adequate to reproduce the phase shift above the resonance region. AIsl±, B
Is
l±, etc. are related to
threshold parameters, see Sect. 8, for instance AIsl± = a
Is
l± coincides with the scattering length. In case of a resonance,
s
Is
l± can be interpreted as its mass projection onto the real axis. Similarly, ˜AIsl± = aIsl±, while s¯Isl± > sm defines the
conformal mapping.
Moreover, as previously discussed in Sect. 3.6, a physical solution is characterized by the requirement of a smooth
matching. In this way, one expects another constraint on the parameterizations given by (5.3) and (5.4) due to the
no-cusp condition. The simplest way to satisfy these conditions is to impose continuity and a continuous derivative
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for each phase shift at sm = W2m directly on the phase space of parameters. Therefore, defining
δ
Is
m,l± = limǫ→0 δ
Is
l±(sm + ǫ), δ′ Ism,l± = limǫ→0
dδIsl±(s + ǫ)
ds
∣∣∣∣∣
s=sm
, (5.5)
which are obtained from the s-channel input considered above the matching point, it is straightforward to re-express
the last two parameters of (5.3) and (5.4) as a function of the input phase at Wm, δIsm,l±, and its derivative δ′ Ism,l±, so that
we restrict ourselves to a set of solutions where the matching conditions are fulfilled automatically.
In addition, we require that the S -wave scattering lengths agree with their pionic-atom values, see Sect. 6, and
accordingly we fix AIs0+ = a
Is
0+. For the P-waves or the higher Schenk-parameters B
Is
l±, etc. we do not enforce agreement
with the values predicted from sum rules for the threshold parameters as discussed in Sect. 8: such sum rules offer
a much more reliable access to the threshold parameters, in contrast to the calculation from the phase shifts, which
soon becomes very unstable. Indeed, all we need for the RS solution is an efficient parameterization of the phase
shifts, while the threshold parameters will be determined in a second step. Given that the first parameter of the S -
wave phase shifts is fixed by the pionic-atom constraint, we will allow for one more free parameter in their Schenk
parameterizations (5.3), so that the same number of free parameters is considered in all partial waves. In summary,
we will use for the S -waves the parameterizations
tan δIs0+ = |q|
(
AIs0+ + B
Is
0+q
2 + CIs0+q
4 + DIs0+q
6 + EIs0+q
8
) s+ − sIs0+
s − sIs0+
,
DIs0+ = −
1
q6m
4AIs0+ + 3BIs0+q2m + 2CIs0+q4m + sm − sIs0+2q′m(s+ − sIs0+)
 δ′ Ism,0+
cos2 δIs
m,0+
+
tan δIs
m,0+
sm − sIs0+
− 9q
′
m
qm
tan δIs
m,0+

 ,
EIs0+ =
1
q8m
3AIs0+ + 2BIs0+q2m +CIs0+q4m + sm − sIs0+2q′m(s+ − sIs0+)
 δ′ Ism,0+
cos2 δIs
m,0+
+
tan δIs
m,0+
sm − sIs0+
− 7q
′
m
qm
tan δIs
m,0+

 , (5.6)
with qm = |q|(sm) and q′m = d|q|(s)/ds|s=sm .
In the case of the P13-, P11-, and P31-waves we use the Schenk parameterization of (5.3), but with
CIs1± = −
1
q4m
3AIs1± + 2BIs1±q2m + sm − sIs1±2q2mq′m(s+ − sIs1±)
 δ′ Ism,1±
cos2 δIs
m,1±
+
tan δIs
m,1±
sm − sIs1+
− 9q
′
m
qm
tan δIs
m,1±

 ,
DIs1± =
1
q6m
2AIs1± + BIs1±q2m + sm − sIs1±2q2mq′m(s+ − sIs1±)
 δ′ Ism,1±
cos2 δIs
m,1±
+
tan δIs
m,1±
sm − sIs1+
− 7q
′
m
qm
tan δIs
m,1±

 . (5.7)
Finally, for the P33-wave the last two parameters of the conformal parameterization of (5.4) fixed from the no-cusp
condition read
˜B3/21+ = −
2
˜A3/21+
[
wm − w+
] − q3m(s+ − s3/21+ )
w′m
(
sm − s3/21+
) cot δ3/2m,1+
3q′mqm + 1s3/21+ − sm −
2w′m
wm − w+
 − δ′3/2m,1+
sin2 δ3/2
m,1+
 ,
˜C3/21+ =
1
˜A3/21+
[
wm − w+
]2 + q3m
(
s+ − s3/21+
)
w′m
(
sm − s3/21+
)[
wm − w+
] cot δ3/2m,1+
3q′mqm + 1s3/21+ − sm −
w′m
wm − w+
 − δ′3/2m,1+
sin2 δ3/2
m,1+
 , (5.8)
where wm = w(sm) and w′m = dw(sm)/ds|s=sm .
In Fig. 12, SAID and KH80 S - and P-wave phase shifts are plotted in the low-energy region. In addition, we also
include fits to SAID data and SAID matching conditions in this plot, using the parameterizations described above.
Despite the fact that there are only three free parameters for each partial wave, the parameterizations considered allow
for an accurate description of the data. In addition, we can also see in Fig. 12 that the conditions imposed by (5.6),
(5.7), and (5.8) ensure that the SAID matching conditions are fulfilled exactly for each partial wave. Finally, the S -
wave phase shifts at threshold are fixed by the scattering lengths, which in this case are taken also from SAID. These
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Figure 12: Phase shifts of the s-channel partial waves from GWU/SAID [79, 81] (solid line) and KH80 [76, 77] (dashed line) PWAs in the low-
energy region. On this scale, the original SAID curves and the fits based on the parameterizations described in the main text (blue solid line) are
indistinguishable.
fits to SAID data will be used as a starting point for the minimization of the difference between the LHS and RHS
of (3.30), which we will address in the next section.
The information required to solve the RS s-channel equations is summarized in the flowchart of Fig. 7. With
respect to the s-channel input, in addition to the S - and P-wave inelasticities, we have to include the imaginary
part of S - and P-waves above Wm as input, as well as the imaginary parts of the l > 1 partial waves above the πN
threshold W+. In the region W ≤ Wa = 2.5 GeV, we will use the solutions of the Karlsruhe–Helsinki [76, 77] and
the GWU/SAID [79, 81] PWAs as input. The effect of taking one or the other will be considered as a source of
uncertainty. In addition, the significance of higher partial waves decreases as l increases due to the centrifugal barrier.
For our central solution we sum up all partial waves up to lmax = 4, while the difference to lmax = 5 is taken as an
33
indication for the truncation error in the partial-wave expansion and will be included in the final uncertainty estimate.
Above Wa = 2.5 GeV we consider the Regge model from [230] based on differential cross section and polarization
data of backward πN scattering.
With respect to the t-channel contribution, a solution to (3.30) requires information on the imaginary part of all
t-channel partial waves. We use the solutions of the RS t-channel subproblem discussed in Sect. 4 as input, i.e. a
two-channel MO problem for the S -wave to reproduce the f0(980) dynamics and a single-channel solution for P-
and D-waves. The role of the F-waves, whose inelastic nature is not fully compatible with the approach followed
in Sect. 4, will be included only as a source of uncertainty, as will be the effect of the different ways to perform the
continuation of the S -wave phase shift in the region above
√
t0 = 1.3 GeV.
5.2. Numerical determination of the s-channel solution
In order to obtain a numerical solution to the RS s-channel problem we introduce a set of N mesh points between
threshold and Wm and minimize the square of the difference between the LHS and RHS of (3.30) for each partial wave
∆2RS =
∑
l,Is ,±
N∑
j=1
(
Re f Isl±(W j) − F
[
f Isl±
]
(W j)
)2
, (5.9)
where F[ f Isl±](W j) denotes the RHS of the RS equations and N should be varied within an interval, thus ensuring a
result independent of the particular number of grid points.
In principle, an exact solution fulfills ∆2RS = 0, so the specific definition of (5.9) would be irrelevant in an ideal
world. However, the input considered is known only within errors and for discrete values of the energy, which in
particular affects the boundary conditions and thus introduces an uncertainty to the RS solutions. Therefore, the
precise definition of the merit function considered for the minimization becomes relevant to achieve an accurate
approximate solution. The absence of statistical error estimates in any s-channel input prevents the use of a χ2, which
in principle would be the more appropriate quantity for minimization algorithms. Moreover, as follows from Fig. 12,
the partial waves involve different scales, the P33-wave, for instance, is 30 times bigger than the P13-wave, so that a
merit function such as (5.9) that only considers absolute differences cannot be used if a similar level of accuracy for
all partial waves is to be achieved. In practice, a more promising ansatz is given by
∆2RS =
∑
l,Is ,±
N∑
j=1
Re f Isl±(W j) − F
[
f Isl±
]
(W j)
Re f Isl±(W j)

2
, (5.10)
which weighs each partial wave in the same way. We have checked the stability of the solution with respect to the
choice of ∆2RS as well as the number of grid points, which is varied between 15 and 30, but in the end fixed to N = 25.
We have also checked the impact of the energy regions where the different partial waves approach zero, which in
particular occurs for the P11-wave in the region close to threshold, so that for a large number of grid points the
definition of ∆2RS in (5.10) becomes extremely sensitive to the amplitudes in the vicinity of the zeros. In those cases,
we considered a modified version of (5.10) where the denominator was substituted by Re f Isl± + ǫ, with ǫ varied within
the interval [0.1, 0.2] GeV−1. We found that for the number of grid points we are using, N < 30, both definitions led
to equivalent results.
The requirement that the S -wave parameterizations in (5.6) fulfill the pionic-atom values for the scattering lengths
exactly already ensures that, after the minimization, the LHS of the s-channel RS equations will reproduce these
values. However, in order to fully exploit the constraints on the S -wave scattering lengths from pionic atoms for a
solution of the RS system, we will make use of the RS sum rules for the threshold parameters derived in Sect. 8, and
add a further piece to the merit function
∆2SL =
(
a
1/2
0+ − F
[
a
1/2
0+
])2
+
(
a
3/2
0+ − F
[
a
3/2
0+
])2
, (5.11)
where F
[
a
Is
0+
]
denotes the value for the RS sum rule of the S -wave scattering length with isospin Is in the s-channel
basis. The combined merit function considered for the minimization is then given by
∆2 = WSL ∆2SL +WRS ∆
2
RS, (5.12)
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where the weights WSL = 5 and WRS = 100 have been chosen so that the final fit satisfies the pionic-atom constraints
to reasonable accuracy, but is still flexible enough to move around easily in the phase space of free parameters. In this
way, WRS∆2RS could be more intuitively interpreted as a χ
2
-like function if we defined the χ2 divided by the number of
data points and if the input error for each partial wave were taken as 1/
√
WRSN = 2% of the Re f Isl±(W j) value at each
energy point.
This concludes the discussion of the input quantities and the numerical procedure for the s-channel subproblem.
As a first step, before facing a full self-consistent solution for both the s- and t-channel RS problems, we will start
solving the s-channel problem with the t-channel results with KH80 subthreshold parameters described in Sect. 4.
As the starting point for the minimization, we use KH80 values for the subthreshold parameters, and the fits to the
GWU/SAID solutions depicted in Fig. 12. In order to investigate to what extent these equations are fulfilled for the
SAID s-channel amplitudes, we compare the LHS and RHS of (3.30) before starting the minimization in Fig. 13. This
figure shows that the equations are fulfilled in the threshold region (except for the S 31-wave), while deviations emerge
at higher energies in nearly all partial waves, most notably in the P13 and P31. For the S 31 we also find a significant
deviation already in the threshold region, but, in fact, this discrepancy is not surprising since the KH80 subthreshold
parameters are tailored in such a way as to reproduce the KH80 scattering lengths, and the KH80 and SAID values
for a3/20+ differ substantially.
As explained above, the minimization of (5.12) provides us with a new set of subthreshold parameters and S -
and P-wave phase shifts. The results for the LHS and RHS of the s-channel RS equations after the fit, also shown in
Fig. 13, demonstrate good agreement, only for the S 31-wave small deviations are still perceptible close to Wm. These
remaining discrepancies can be further reduced by allowing for more degrees of freedom in the parameterization
for the phase shifts in (5.6). In a minimal version, already increasing the number of parameters in the description
of the S 31 partial wave itself reduces the discrepancy appreciably, with an effect on the phase shift localized to the
energy region in question just below the matching point. However, compared to the other uncertainties of the input
the accuracy reached with the default number of parameters proves to be sufficient, so that the shifts when allowing
for extra parameters can simply be included in the error estimate.
In addition, Fig. 13 shows that only for the S -waves there is a sizable change between the new solution and the
GWU/SAID fit. For the P-waves, the agreement between LHS and RHS of the RS s-channel equations is almost
entirely due to the change of the subthreshold parameters. This result justifies the approach already introduced in
Sect. 4: a solution of the full RS system of equations can be achieved by including the dependence of the t-channel
results on the subthreshold parameters (4.17) and (4.18) explicitly in the minimization of (5.12), but neglecting their
weak dependence on the s-channel input, which, in addition, changes little with respect to the SAID values considered
in the first place.
5.3. Decomposition of the Roy–Steiner s-channel equations
Once the s-channel RS equations have been solved and in order to discuss the relative importance of the input
included, we decompose the S - and P-wave RS equations into four different parts
f Isl±(W) = NIsl±(W) + KsT (W)Isl± + KtT (W)Isl± + DT (W)Isl±, (5.13)
where the last three contributions read
KsT (W)Isl± =
1
π
Wm∫
W+
dW′
1∑
l′=0
{
KIll′ (W,W′) Im f Il′+(W′) + KIll′ (W,−W′) Im f I(l′+1)−(W′)
}
,
KtT (W)Isl± =
1
π
∞∫
tπ
dt′
∑
J
{
GlJ(W, t′) Im f J+ (t′) + HlJ(W, t′) Im f J− (t′)
}
,
DT (W)Isl± =
1
π
∞∫
Wm
dW′
1∑
l′=0
{
KIll′ (W,W′) Im f Il′+(W′) + KIll′ (W,−W′) Im f I(l′+1)−(W′)
}
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Figure 13: LHS and RHS of the RS equations for Re f Isl± . The red solid curves indicate SAID results [79, 81], i.e. the LHS of (3.25) before the
fit. Red dashed lines correspond to the RHS of (3.25) when SAID s-channel amplitudes [79, 81] and KH80 [76, 77] subthreshold parameters are
considered. Black solid and dashed lines correspond to the LHS and RHS of (3.25) after the fit.
+
1
π
∞∫
W+
dW′
∞∑
l′=2
{
KIll′ (W,W′) Im f Il′+(W′) + KIll′ (W,−W′) Im f I(l′+1)−(W′)
}
. (5.14)
The first piece NIsl± includes the s-channel projection of the nucleon pole, as well as the contribution to the partial
waves originating from the subtraction constants, which are written in terms of subthreshold parameters as explained
in Appendix A.1 and Appendix B.2. The low-energy contributions W+ ≤ W ≤ Wm for S - and P-waves are collected
in the s-channel kernel term KsT Isl±, whereas KtT
Is
l± includes the contribution of the t-channel partial waves. Finally,
the driving terms DT Isl± gather the S - and P-wave contribution above Wm and the effect of higher partial waves. In
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Figure 14: Decomposition of the RS equations into the different contributions given in (5.13). Black solid lines correspond to the LHS of (5.13).
Red long-dashed lines denote the nucleon pole plus subtraction constant contribution NIsl±(W), whereas the blue short-dashed lines refer to the
s-channel kernels KsT (W). The t-channel kernels KtT (W) are given by the green dot-long-dashed lines, and finally the driving terms DT (W) are
described by the orange dot-short-dashed lines.
particular, the high-energy part above Wa = 2.5 GeV has been parameterized by means of the Regge representation
from [230].
In Fig. 14 we present the decomposition of the solution from Sect. 5.2. Black solid lines in this figure correspond
to the real part of the partial wave, i.e. the LHS of (3.25). Note that for the equations to be satisfied exactly this
contribution should equal the sum of the other four. The pole terms NIsl± correspond to the red long-dashed lines
and dominate completely in the region close to the πN threshold. However, as the energy increases they are largely
canceled by the s-channel kernels, as expected since they also include the subtraction constants. The only exception
occurs for the S 11-wave, where the main cancellation is due the t-channel kernel. The s-channel kernels KsT Isl± (blue
37
short-dashed lines in Fig. 14) are small at low energies, but their role becomes dominant at higher energies. These
two contributions are fully constrained by the RS solutions, and thus they are independent of the experimental input.
The t-channel kernels KtT Isl± (green dot-long-dashed lines) are relatively small for the P-waves, but meaningful for
the S -waves. Finally, the driving terms DT Isl± (orange dot-short-dashed lines in Fig. 14) have a tiny effect for every
partial wave. They are largely given by S - and P-wave contributions from Wm ≤ W ≤ Wa. The contribution from
the asymptotic high-energy region is even two order of magnitude smaller, which makes the Regge contribution
to (3.25) totally negligible. The driving terms are not constrained by RS equations, so their small role ensures a small
dependence on the s-channel input considered. These results already anticipate the conclusions of the error analysis
that we will carry out in Sect. 7: the systematic error regarding the sensitivity of our solution to the input quantities is
small.
5.4. Isospin conventions
The solution strategy laid out in the present section relies on input for the S -wave scattering lengths aIs0+. Indeed,
we found that forcing both the RHS (via sum rules) and the LHS (via the Schenk parameter AIs0+) to a given fixed
value stabilizes the fit enormously in the space of 6 × 3 + 10 = 28 fit parameters. At the level of accuracy that can
be achieved with RS equations it becomes critical that the conventions for isospin breaking be consistently taken
into account. For instance, the ππ analysis [108] was performed in the isospin limit, so that the resulting scattering
lengths correspond to the strict isospin limit as well and subsequent comparison to experiment is only meaningful
once the pertinent isospin-breaking corrections are applied [177–181]. These conventions imply that the PWAs used
as input above the matching point are assumed to be purified of isospin-breaking effects as well, i.e. in principle both
electromagnetic corrections and quark-mass effects need to be taken into account. Isospin-breaking corrections are
expected to be most important close to threshold, so that once the dominant Coulomb effects are subtracted from the
data, further corrections in the input above the matching point did not need to be considered in [108].
For the πN application we pursue a slightly different approach: we do not work with f Isl± etc. as would correspond
to the isospin-limit amplitudes T± introduced in (3.9), but, by means of (3.11), define the isospin limit in terms of
the scattering channels π±p → π±p with virtual photons removed (the latter is necessary to avoid photon cuts in the
πN amplitude, which would invalidate the derivation of the RS equations). This identification differs from the strict
isospin-limit amplitudes by terms proportional to M2π − M2π0 , e2 (from hard photons), and, at higher orders, mn −mp, a
leading-order example of which is given below by the difference between a+ and a˜+ in (6.13).
The reason for this strategy is two-fold. First, the πN data base is dominated by these channels, so that this isospin
convention should be closest to the PWAs used as input. With Coulomb effects removed exactly and subleading
electromagnetic effects approximately based on the Tromborg procedure [238], the remaining contamination of the
PWA input should therefore be minimal. Second, the uncertainties in the scattering lengths extracted from pionic
atoms become smallest once expressed in the π±p → π±p basis, while the translation to the strict isospin limit
involves electromagnetic LECs that are not well determined. In these conventions, the RS solution will therefore
become least sensitive to missing isospin-breaking corrections while at the same time profiting most from the pionic-
atom constraints. In the same way as for the ππ case, the appropriate isospin-breaking corrections might have to be
applied when the results are applied elsewhere, as illustrated by the discussion of the Cheng–Dashen LET in Sect. 9.2.
Before presenting the full RS solution, we first turn to a review of the scattering-length extraction from pionic atoms
in the next section.
6. Extraction of the piN scattering lengths from pionic atoms
In recent years, data on pionic atoms have become the primary source of information on the πN scattering
lengths [239]. In these systems, a π− and a proton or deuteron bound by electromagnetism, the strong interaction
modifies the spectrum compared to pure QED by shifting the energy levels and introducing a finite width to the states,
effects that are sensitive to threshold πN physics. In this way, new information on the πN scattering lengths can be
extracted by performing spectroscopy measurements. The most precise experimental results both for πH and πD have
been obtained at PSI. For the shift of the ground state energies they are [39, 40]
ǫπH1s = (−7.086 ± 0.009) eV, ǫπD1s = (2.356 ± 0.031) eV, (6.1)
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where the sign convention is such that a negative shift corresponds to an attractive interaction. For the width of the
πH ground state the preliminary value from [38] is
ΓπH1s = (0.823 ± 0.019) eV, (6.2)
but the error does not yet include all systematic effects. In the remainder of this section, we briefly review the theory
input needed to extract the πN scattering lengths from (6.1) and (6.2) (closely following [37, 41]) and present the final
numbers to be used as central values in our RS solution.
6.1. Formalism
6.1.1. Deser formula
The shift of the ground state level of πH is related to the π−p scattering length aπ−p, the effect corresponds to
strong rescattering of the constituents, while the width gives access to the charge-exchange scattering length acex
π−p ≡
aπ−p→π0n [239], reflecting the decay of the π−p system into π0n. More precisely, ǫπH1s is related to aπ−p through an
improved Deser formula [240]
ǫπH1s = −2α3µ2Haπ−p
[
1 + 2α(1 − logα)µHaπ−p + δvacǫ
]
, (6.3)
where α = e2/(4π) denotes the fine-structure constant, µH the reduced mass of πH, and δvacǫ = 2δΨH(0)/ΨH(0) =
0.48% is the effect of vacuum polarization on the wave function at the origin [241]. The width determines acex
π−p by
means of [242]
ΓπH1s = 4α
3µ2H p1
(
1 + 1
P
)(
acexπ−p
)2[1 + 4α(1 − logα)µHaπ−p + 2µH(mp + Mπ − mn − Mπ0 )(aπ0n)2 + δvacǫ ], (6.4)
where mp, mn, Mπ, and Mπ0 refer to the masses of proton, neutron, charged and neutral pions, respectively, p1 is the
momentum of the outgoing nπ0 pair, and the Panofsky ratio P is given by [243]
P =
σ(π−p → π0n)
σ(π−p → nγ) = 1.546 ± 0.009. (6.5)
Similarly, the shift of the πD ground state, ǫπD1s , yields the real part of the π
−d scattering length Re aπ−d by means
of [244]
ǫπD1s = −2α3µ2DRe aπ−d
[
1 + 2α(1 − logα)µDRe aπ−d + δvacǫD
]
, (6.6)
with reduced mass µD and vacuum-polarization effect δvacǫD = 2δΨD(0)/ΨD(0) = 0.51% [241]. In contrast to the level
shift, the dominant decay channels π−d → nn (BR = 73.9 %) and π−d → nnγ (BR = 26.1 %) [245] do not provide
additional information on threshold πN physics.
In view of (6.3), (6.4), and (6.6), the experimental results quoted in (6.1) and (6.2) amount to constraints on three
different scattering channels, aπ−p, acexπ−p, and Re aπ−d. The latter is not directly related to πN physics, only the two-body
(πN) contribution
a
(2)
π−d =
2ξp
ξd
(
aπ−p + aπ−n
)
, (6.7)
with
ξp = 1 +
Mπ
mp
, ξd = 1 +
Mπ
md
, (6.8)
and deuteron mass md, provides the desired independent constraint. Therefore, to isolate a(2)π−d, three-body (πNN)
effects need to be carefully taken into account. Following the strategy laid out in [37, 41] we decompose the three-
body part of aπ−d as
a
(3)
π−d = a
str + adisp+∆ + aEM, (6.9)
where adisp+∆ involves two-nucleon or ∆-isobar intermediate states, aEM represents virtual-photon corrections, and astr
denotes the remaining classes of (strong-interaction) diagrams that enter in ChEFT. Finally, to evaluate the constraints
on the three charge channels aπ−p, acexπ−p, aπ−n in a global analysis, isospin-breaking corrections need to be applied. In
the isospin limit, these channels reduce to a+ + a−, −
√
2a−, and a+ − a− (where a± ≡ a±0+), respectively, so that the
two-body part of Re aπ−d provides access to the isoscalar combination a+. In the following, we will briefly review the
various corrections.
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6.1.2. Isospin breaking
In the isospin limit the eight physical πN channels can be expressed by just two amplitudes, see (3.11), which at
threshold implies
aπ−p ≡ aπ−p→π− p = aπ+n ≡ aπ+n→π+n = a+ + a−,
aπ+p ≡ aπ+p→π+ p = aπ−n ≡ aπ−n→π−n = a+ − a−,
acexπ−p ≡ aπ−p→π0n = acexπ+n ≡ aπ+n→π0 p = −
√
2 a−,
aπ0 p ≡ aπ0 p→π0 p = aπ0n ≡ aπ0n→π0n = a+. (6.10)
To extract a± from the pionic-atom measurements, we therefore need the corrections
∆aπ−p = aπ−p − (a+ + a−), ∆aπ−n = aπ−n − (a+ − a−), ∆acexπ−p = acexπ−p +
√
2 a−, (6.11)
which arise because of the quark mass difference md −mu and electromagnetic interactions, and can be systematically
addressed within ChPT. They have been worked out at NLO in the chiral expansion in [34–36]. Already at LO one
encounters isospin-breaking effects that involve the LECs c1, f1, f2 [246]
∆aLOπ−p =
1
4πξp
{4∆π
F2π
c1 − e
2
2
(4 f1 + f2)
}
, ∆acex LOπ−p =
√
2
4πξp
{
e2 f2
2
+
g2A∆π
4F2πmp
}
,
∆aLOπ−n =
1
4πξp
{4∆π
F2π
c1 − e
2
2
(4 f1 − f2)
}
, ∆π = M2π − M2π0 , (6.12)
so that it becomes impossible to extract a+ directly, only the combination
a˜+ ≡ a+ + 1
4πξp
{4∆π
F2π
c1 − 2e2 f1
}
(6.13)
is accessible. c1 also appears in isospin-limit πN scattering and features in the chiral expansion of σπN , see Sect. 10,
f1 parameterizes an electromagnetic mass shift that contributes equally to mp and mn, while f2 follows from the
electromagnetic part of the proton–neutron mass difference. For the numerical analysis we will later use the estimate
| f1| ≤ 1.4 GeV−1 [32, 34] and f2 = (−0.97±0.38) GeV−1 extracted from [247].9 In order to minimize bias from theory,
we do not insert these estimates yet, but perform the analysis in terms of a˜+ and a−, as well as the corrections
∆a˜π−p = aπ−p − (a˜+ + a−), ∆a˜π−n = aπ−n − (a˜+ − a−). (6.14)
Numerically, the NLO calculation of [34–36] yields
∆a˜+ =
1
2
(
∆a˜π−p + ∆a˜π−n
)
= (−3.3 ± 0.3) × 10−3M−1π , ∆a− = (1.4 ± 1.3) × 10−3M−1π ,
∆a˜π−p = (−2.0 ± 1.3) × 10−3M−1π , ∆acexπ−p = (0.4 ± 0.9) × 10−3M−1π , (6.15)
where the error is dominated by NLO LECs.
6.1.3. Three-body effects
The calculation of the three-body contributions is organized in ChEFT [84], see [37] for a detailed account. The
numerically by far dominant double-scattering diagram, (d1) in Fig. 15, had already been identified early on [84, 255–
257], and all other contributions will be given compared relative to this diagram. Further LO diagrams are of the type
9The analysis [247] based on the Cottingham formula [248] was criticized in [249] regarding the treatment of the subtraction function. However,
the underlying misconceptions have recently been rectified in [250], where in addition the consequences for the nucleon polarizabilities have been
worked out and found to be in line with phenomenology [251, 252]. Moreover, the corresponding number for f2 is consistent with extractions from
pn → dπ0 [253], f2 = (−0.3 ± 1.2) GeV−1, and the latest determination on the lattice in full QCD+QED [254], f2 = (−1.28 ± 0.20) GeV−1. The
latter is more precise than the estimate from the Cottingham formula, but given that the error on f2 is already insignificant for the final uncertainty
estimates, we stick to the input used in [37, 41].
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(d1) (d2) (d3) (d4) (d5)
(d6) (d7) (d8) (d9) (d10)
Figure 15: Three-body diagrams in π−d scattering. Solid, dashed, wiggly, and double lines denote nucleons, pions, photons, and ∆(1232) degrees
of freedom, respectively, the gray blobs the deuteron wave functions, and the black ellipse intermediate-state NN interactions. The first row shows
diagrams that enter astr, the second diagrams relevant for aEM, and the third representatives of adisp+∆, see main text for details.
(d3) and (d4), while NLO corrections to these topologies were shown to vanish in [258]. A special role is played by
diagram (d5), which formally enters at N2LO, but is enhanced by a large numerical factor π2, and therefore has to
be included in the calculation [259]. The strategy of [37] was to include all contributions below the order of the first
(N†N)2ππ contact term, which enters at N2LO. In addition to the diagrams mentioned so far, there are contributions
from nucleon recoil [260–264], which originate from the interplay between diagrams (d1) and (d2), start at NLO, and
can also contribute at fractional orders in the chiral expansion. The sum (d1) to (d5) is represented by astr in (6.9).
The special role of (d1) and (d5), the first two terms in the multiple-scattering series [265–270], could suggest that
even higher-order terms might be important. However, the full series can be resummed in configuration space, with
the result that multiple-scattering topologies beyond (d5) are numerically much less important than the parametric
estimate for the N2LO contact term or the explicit wave-function dependence observed in the integrals, both of which
point to an accuracy of a few percent. The final result quoted in [37] (for a fixed a− = 86.1 × 10−3M−1π ), based on
AV18 [271], CD-Bonn [272], and N2LO chiral interactions [273], becomes
astr = (−22.6 ± 1.1 ± 0.4) × 10−3M−1π , (6.16)
where the first uncertainty arises from the different short-distance physics of the deuteron wave functions,10 and the
second from the isospin-breaking shifts in the πN scattering lengths that enter at the vertices in the double-scattering
diagram. Finally, there are isospin-conserving diagrams that generate an absorptive part [277] as well as those where
the ∆(1232) becomes important [278], see the last row in Fig. 15. Both contributions enter at the fractional order
O(p3/2), their combined effect is [277, 278]
adisp+∆ = (−0.6 ± 1.5) × 10−3M−1π . (6.17)
In addition to these isospin-conserving contributions, the required few-percent-level accuracy makes the consid-
eration of virtual-photon effects mandatory. In fact, the scale separation in the integrals involving virtual photons
amounts to a definition of Re aπ−d: photons with momenta of the order of the atomic-physics scale p ∼ αMπ are
included in the derivation of the Deser formula (6.6), so that contributions above that scale need to be separated. The
corresponding diagrams shown in the second line of Fig. 15 are infrared enhanced due to the photon and pion propa-
gators, and, therefore, albeit higher order the virtual-photon corrections to the numerically dominant double-scattering
10In fact, it has been demonstrated that, for deuteron wave functions based on the one-pion-exchange interaction, the results for the individual
diagrams at LO and NLO become cutoff-independent in the limit of a large cutoff [259, 274–276].
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Figure 16: Combined constraints on a˜+ and a− from data on the width and level shift of πH, as well as the πD level shift. The figure is an updated
version of the ones from [37, 41] to account for the new value of the πH level shift [40].
topologies might have become relevant. However, as shown in [37], in the end it suffices to consider the diagrams
(d6), (d7), and (d8), with the result
aEM = (0.94 ± 0.01) × 10−3M−1π . (6.18)
As pointed out in [37], there is a remarkable cancellation amongst various contributions that go beyond the static
approximation for the double- and triple-scattering diagrams. In consequence, the main impact of all the additional
corrections discussed in this section on the extraction of the scattering lengths actually originates from the large
isospin-breaking shift in the two-body sector ∆a˜+ = (−3.3 ± 0.3) × 10−3M−1π [279].
6.2. Results
Based on the theory input reviewed in the previous section, one obtains the constraints on a˜+ and a− shown in
Fig. 16. The figure is slightly updated compared to [37, 41] to account for the new value for the πH level shift [40]
that has become available in the meantime. In particular, one obtains from the 1σ error ellipse
a˜+ = (1.8 ± 0.8) × 10−3M−1π , a− = (86.0 ± 0.9) × 10−3M−1π , (6.19)
with a correlation coefficient ρa− a˜+ = −0.21. If the error on the πH width is increased, keeping in mind that (6.2) is
preliminary, the error on a− will increase as well, while a˜+ is hardly affected. In the extreme case that the band from
the πH width is discarded altogether, a− reduces to (85.3± 1.3)× 10−3M−1π , while a˜+ = (1.9± 0.8)× 10−3M−1π remains
nearly unchanged. For the application in the RS equations we will actually use a˜+ and aπ−p, the latter extracted directly
from (6.1) by means of (6.3), so that the results will be largely immune to a potential shift in the πH width.
Using the appropriate c1 = (−1.07±0.02) GeV−1 from Sect. 10.1 as well as the estimate | f1| ≤ 1.4 GeV−1 [32, 34],
the isoscalar scattering length becomes
a+ = (7.9 ± 2.6) × 10−3M−1π , (6.20)
where the error is dominated by the uncertainty in f1, which is so large that it should safely cover higher-order
corrections. Combining the results for a˜+, a−, and a+ with the isospin-breaking corrections from [35] one arrives at
the scattering lengths for the physical channels summarized in the upper panel of Table 3. As mentioned above, a
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isospin limit channel scattering length channel scattering length
a+ + a− π−p → π−p 85.8 ± 1.8 π+n → π+n 84.9 ± 1.8
a+ − a− π+p → π+p −88.1 ± 1.8 π−n → π−n −89.0 ± 1.8
−
√
2 a− π−p → π0n −121.2 ± 1.6 π+n → π0 p −119.3 ± 1.6
a+ π0 p → π0 p 2.1 ± 3.1 π0n → π0n 5.5 ± 3.1
a+ + a− π−p → π−p 85.25 ± 0.11 π+n → π+n 84.4 ± 0.7
a+ − a− π+p → π+p −87.6 ± 1.6 π−n → π−n −88.4 ± 1.6
Table 3: πN scattering lengths for the physical channels in units of 10−3M−1π , including virtual photons. The upper panel refers to the results based
on a˜+, a−, and a+, while in the lower panel a− is eliminated in favor of aπ− p.
more precise result for aπ−p follows directly from (6.3), and a similar strategy can be used to improve the scattering
lengths in the channels that in the isospin limit collapse to a+ ± a−. Rewriting
aπ+p = 2a˜+ − aπ−p − 14πξp
{
e2 f2 +
g2AMπ
16πF2π
(33∆π
4F2π
+ e2
)}
,
aπ−n = 2a˜+ − aπ−p + 14πξp
{
− g
2
AMπ
16πF2π
(33∆π
4F2π
+ e2
)
+ 2e2Mπ
(
2gr6 + g
r
8
)}
,
aπ+n = aπ−p +
e2
4πξp
{
f2 − 2Mπ(2gr6 + gr8)}, (6.21)
with O(e2 p) LECs gri [34], produces the results in the lower panel of Table 3: a significant reduction in the uncertainty
for aπ−p and aπ+n, and still a slight improvement for the other two channels. As argued in Sect. 5, for the RS solution we
are interested in aπ±p, or, equivalently, the Is = 1/2, 3/2 combinations constructed from these quantities. However, the
numbers given in Table 3 still contain effects from virtual photons, which, for the application in dispersion relations,
should be removed as far as possible, as will be discussed in the next section.
6.3. Virtual photons
The complications that arise if one aims for a definition of a purely strong scattering length, with all electro-
magnetic effects removed, is well known in proton–proton scattering, which we will discuss first to illustrate the
corresponding subtleties and later compare to the case of πN [280]. As a first step, the pure Coulomb phase shift σC
is removed, so that the remainder δCpp is related to the strong amplitude Tpp(q) according to
q
(
cot δCpp − i
)
= − 4π
mp
e2iσ
C
Tpp(q) , q = |q|, (6.22)
and obeys the modified effective range expansion [281]
q
[
C2η
(
cot δCpp − i
)
+ 2ηH(η)
]
= − 1
aCpp
+
1
2
r0q2 + O(q4),
C2η =
2πη
e2πη − 1 , η =
αmp
2q
, H(η) = ψ(iη) + 1
2iη
− log(iη), ψ(x) = Γ
′(x)
Γ(x) , (6.23)
where q is the CMS momentum and Γ(x) denotes the conventional Gamma function. While the parameters aCpp and
r0 appearing in (6.23) are scale-independent, the separation of residual Coulomb interactions to define a purely strong
scattering length app introduces a scale [282, 283]
1
app
=
1
aCpp
+ αmp
[
log µ
√
π
αmp
+ 1 − 3
2
γE
]
, (6.24)
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since the Coulomb–nuclear interference depends on the short-distance part of the nuclear force. The origin of this
scale dependence can be traced back to the fact that for the subtraction of virtual photons the electromagnetic coupling
has to be switched off in the running of operators as well, which can only be done fully consistently if the underlying
theory is known [284, 285]. For pp scattering such residual Coulomb effects are by no means negligible, they induce
a sizable difference between app and aCpp [286, 287]
aCpp = (−7.8063± 0.0026) fm, app = (−17.3 ± 0.4) fm. (6.25)
For πN scattering the standard ChPT definition for the scattering lengths [239]
e−2iσ
C
Tπ−p =
παµHaπ−p
q
− 2αµH
(
aπ−p
)2 log q
µH
+ aπ−p + O(q, α2), (6.26)
with the Coulomb pole ∝ 1/q and the term ∝ log q/µH first generated at one- and two-loop level, matches onto the
modified effective range expansion (6.23) as follows
e−2iσ
C
Tπ−p =
παµHa
C
π−p
q
− 2αµH
(
aCπ−p
)2(
γE + log
q
αµH
)
+ aCπ−p + O(q, α2). (6.27)
This leads to the identification
aπ−p = a
C
π−p + 2αµH
(
aCπ−p)2(logα − γE) + O(α2), (6.28)
so that aπ−p (nearly) corresponds to the concept of a Coulomb-subtracted scattering length as defined in terms of the
modified effective range expansion, up to higher orders in α. In particular, it is a scale-independent quantity as well.
The main difference between the πN and the NN system is that the former is perturbative, while the fine-tuning
in the NN potential will enhance any residual virtual-photon effects. In ChPT the necessity for a choice of scale
when removing virtual photons manifests itself in the need for the regularization of UV divergent virtual-photon
diagrams, where the separation between mass-difference (∆π) and virtual-photon contributions to LECs requires a
scale. However, due to the πN system being perturbative, these virtual-photon contributions are numerically of similar
size as the uncertainties in the scattering lengths themselves, so that any induced scale dependence of the correction
will be tiny and becomes completely negligible in practice.
Following [37], we perform this separation of the LECs based on their β-functions. The scattering lengths with
virtual-photon effects removed can then be written as
a
1/2
0+ = 2aπ−p − a˜+ +
1
8πξp
{
e2 f2 +
g2AMπ
16πF2π
(33∆π
4F2π
+ 2e2
)}
+
Mπ
2πξp
{
e2g2A
16π2F2π
(
1 + 4 log 2 + 3 log
M2π
µ2
)
− 2e2Cgk
}
= (169.8 ± 2.0) × 10−3M−1π ,
a
3/2
0+ = −aπ−p + 2a˜+ −
1
4πξp
{
e2 f2 +
g2AMπ
32πF2π
(33∆π
2F2π
+ e2
)}
− Mπ
4πξp
{
e2g2A
16π2F2π
(
1 + 4 log 2 + 3 log
M2π
µ2
)
− 2e2Cgk
}
= (−86.3 ± 1.8) × 10−3M−1π , (6.29)
where Cgk = g˜r6+ g˜
r
8− 59F2π ˜k
r
1 (see [37] for precise definitions) is exactly the combination of LECs whose virtual-photon
contribution induces the scale dependence in the one-loop calculation. However, given that little is known about the
numerical values particularly for the gri anyway, this effect can be safely ignored in practice.
In the remainder of this paper we will adopt the results quoted in (6.29) as our central values. Moreover, since
the uncertainty in a1/20+ is dominated by the LECs, while the main source of uncertainty in the case of a
3/2
0+ is a˜
+
, their
errors can be considered uncorrelated to very good approximation.
7. Results for low-energy phase shifts and subthreshold parameters
In Sects. 4 and 5 we have reviewed how to obtain a separate solution of the t- and s-channel subsystems, respec-
tively, while of course a full solution of the RS system of equations requires a consistent set of t- and s-channel phase
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Figure 17: Re f Isl± including the t-channel recoupling via the subthreshold parameters: the black solid and dashed lines refer to the LHS and RHS
of (3.25), respectively. For comparison, the blue short-dashed line shows the SAID results [79, 81], and the red dot-dashed line the LHS of the
solution from Sect. 5 without t-channel recoupling.
shifts and subthreshold parameters. Eventually, such a solution could be reached by iterating this procedure until all
partial waves and parameters are determined self-consistently, however, as already explained in detail in Sect. 5.2 there
are two factors which allow for a considerable simplification. On the one hand, the dependence of the t-channel RS
equations on the s-channel phase shifts is very weak, so in practice, the interdependence between both proceeds via
the subthreshold parameters. On the other hand, the results for the s-channel phase shifts change little with respect to
the GWU/SAID solutions [79, 81], which were used as input for the t-channel problem in the first place. Therefore, a
full solution can be obtained by including the dependence of the t-channel partial-wave solutions on the subthreshold
parameters explicitly in the s-channel fit, which was already identified in (4.17) and (4.18). In this way, we modify
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Figure 18: Imaginary parts of the t-channel partial waves with KH80 subthreshold parameters (red dashed lines), and with the subthreshold
parameters obtained from the full RS solution (black solid lines). The black crosses indicate the results from [77].
the t-channel kernels KtT Isl± in (5.13) by
K̂tT (W)Isl± =
1
π
∞∫
tπ
dt′
∑
J
{
GlJ(W, t′)
(
Im f J+ (t′) + Im∆ f J+ (t)
)
+ HlJ(W, t′)
(
Im f J− (t′) + Im∆ f J− (t)
)}
, (7.1)
where Im f J± (t′) are the solutions of the MO problem when the subthreshold parameters are fixed at KH80 values,
see Fig. 10, and Im∆ f J± (t), as given in (4.17) and (4.18), collect the shifts in the t-channel amplitudes due to the
subthreshold-parameter correction with respect to the KH80 reference point. Thus, replacing KtT Isl± by K̂tT
Is
l± in (5.13),
the minimization of (5.12) provides a new set of consistent s- and t-channel phase shifts and subthreshold parameters
as the solution.
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RS KH80
d+00 [M−1π ] −1.361 ± 0.032 −1.46 ± 0.10
d+10 [M−3π ] 1.156 ± 0.019 1.12 ± 0.02
d+01 [M−3π ] 1.155 ± 0.016 1.14 ± 0.02
d+20 [M−5π ] 0.196 ± 0.003 0.200 ± 0.005
d+11 [M−5π ] 0.185 ± 0.003 0.17 ± 0.01
d+02 [M−5π ] 0.0336 ± 0.0006 0.036 ± 0.003
d−00 [M−2π ] 1.411 ± 0.015 1.53 ± 0.02
d−10 [M−4π ] −0.159 ± 0.004 −0.167 ± 0.005
d−01 [M−4π ] −0.141 ± 0.005 −0.134 ± 0.005
b+00 [M−3π ] −3.455 ± 0.072 −3.54 ± 0.06
b−00 [M−2π ] 10.49 ± 0.11 10.36 ± 0.10
b−10 [M−4π ] 1.000 ± 0.029 1.08 ± 0.05
b−01 [M−4π ] 0.208 ± 0.020 0.24 ± 0.01
Table 4: Subthreshold parameters from the RS analysis in comparison with the KH80 values [76, 77].
The corresponding results for the real part of the s-channel partial waves are plotted in Fig. 17. Black solid and
dashed lines correspond to the LHS and RHS of (3.25). As in Fig. 13, the differences between them are impercep-
tible but for the S 31-wave, where deviations emerge close to Wm. These deviations can be cured allowing for more
parameters in the Schenk phase-shift parameterization in (5.6), but the differences are sufficiently small to be included
in the uncertainty estimate. In addition, for better comparison, we also include the GWU/SAID solutions [79–81] in
Fig. 17 (blue short-dashed lines), and the results of Sect. 5.2, i.e. the results of the s-channel problem when the depen-
dence of the t-channel solution on the subthreshold parameters is neglected (red dot-dashed curves). The differences
with respect to SAID results are only sizable for the S 31, whereas the comparison between the s-channel and the full
RS solution is small in all cases, reflective of the fact that the variation of the subthreshold parameters with respect
to the KH80 values [76, 77] remains small. The resulting subthreshold parameters are given in Table 4, where, for
completeness, we also show the KH80 values. The comparison between them reveals fair agreement, all of them lie
within 2σ, with the only exception of d−00.11 In addition, the impact of the shifts in the subthreshold parameters on
the t-channel imaginary parts is illustrated in Fig. 18. Black solid lines correspond to the full RS values, whereas the
dashed red lines denote the results of the t-channel subsystem with subthreshold parameters fixed to the KH80 values
as described in Sect. 4. Note that the differences between both curves are only due to the subthreshold parameter
values. Finally, the black crosses indicate again the results from [77], which, as expected, lie closer to the red dashed
lines than to the full RS results.
7.1. Error analysis
The s- and t-channel partial-wave results depicted in Figs. 17 and 18, as well as the subthreshold parameters
collected in Table 4 correspond to our RS central solution, which, as detailed in Sect. 5, depend on several input
quantities. The imaginary parts of the s-channel S - and P-waves are required above Wm, those for the partial waves
with l > 1 between W+ and Wa. In our central solution this information is taken from the GWU/SAID [79, 81]
11The sum rules given in Appendix B.1 imply that, everything else being equal, the values for d−00 should differ already because of the different πN
coupling constant. Indeed, if we used the KH80 value thereof in the pseudovector definition of the subthreshold parameters (3.32), we would obtain
d−00 = 1.49M
−2
π instead, much closer to the KH80 expectation. The same argument deteriorates agreement slightly for b−00, but fails completely for
d+00, which is most likely related to the fact that the corresponding sum rule for A
+ does not appear to converge.
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PWA. Particularly relevant are the values of the S - and P-wave phase shifts and their derivatives at Wm, which fix
the matching conditions imposed in the S - and P-wave parameterizations of (5.6), (5.7), and (5.8). Above Wa we
have used the Regge model from [230], although the contribution from that energy range is completely negligible. In
addition, we also need the S - and P-wave inelasticities below Wm, which for our central value solutions were taken
from the fit to the SAID PWA as described in Sect. 5. Another essential piece of information is the value of the S -wave
scattering lengths extracted from pionic atoms that we have reviewed in Sect. 6, which play a crucial role in stabilizing
the RS solution (and in the determination of the πN coupling constant by means of the GMO sum rule). Finally, we
have also included the elastic ππ phase shifts from [161, 163] as input, which enter in the t-channel MO problem.
Above roughly
√
t ∼ 1 GeV for the P- and D-waves and √t ∼ 1.3 GeV for the S -wave, the single- and two-channel
approximations considered respectively in Sect. 4 break down, and further inelastic input would be required. All this
information has been included in our solution as input, and, thus, the corresponding uncertainties propagate directly
to our results as a systematic error. In order to quantify them, we will study the sensitivity to all the input quantities
next.
Let us first start with the effects of the s-channel PWA input. In this case there are two main sources of uncertainty:
the errors associated with the S - and P-wave inelasticities and imaginary parts of the SAID PWA, and the effect
of truncating the s-channel partial-wave expansion. In the first case, unfortunately, the GWU/SAID collaboration
does not provide an error estimate, so that, instead of fixing the errors by hand, we use the results of the KH80
analysis [76, 77] as an alternative, and interpret the differences between them as uncertainty estimate. In the second
case, we will check the effect of truncating the partial-wave expansion at lmax = 4 or 5.
As anticipated in Sect. 5.3, the variation of the s-channel input only affects the driving terms DT (W), which are
already small in comparison to the other contributions. The values of DT (W)Isl± for both cases and for each partial
wave are plotted in Fig. 19. Black solid lines denote the driving terms for the central solution, red dot-dashed lines
the results obtained when the s-channel partial waves and inelasticities are taken from KH80, and the blue dashed
lines correspond to lmax = 5. From the scales in Fig. 19 we can conclude that the effect of considering higher partial
waves is indeed small, given that all contributions are almost one order of magnitude smaller than in Fig. 14. The
inclusion of KH80 partial waves instead of SAID for the s-channel input produces effects of similar size, which, given
the overall magnitude of the driving terms, hardly propagate to the full RS solution for the subthreshold parameters at
all, and remain very small for the s-channel partial waves (the biggest change occurs for the P13-wave and is still less
than 1%).
The error propagation of the t-channel information is much more involved, since, in addition to the ππ input
uncertainties, we have to estimate the effects of the inelasticities that could not be accounted for explicitly. In fact, the
uncertainties in the elastic ππ phase shifts are in general very small, as can be either seen from their respective error
bands or by comparing the solutions from the dispersive analyses of [161, 163]. In the RS system the variation of the
t-channel input affects the KtT Isl± kernels, which, in contrast to the s-channel driving terms, do play an important role.
Their values for the different cases described above are depicted in Fig. 20. Our central solution (black solid lines)
incorporates S -, P-, and D-waves from the ππ threshold to the ¯NN threshold, with ππ phase shifts from [163] (S - and
P-waves) and [161] (D-waves).
For the S -wave, the main uncertainty is generated by 4π intermediate states, which start to become relevant around
1.3 GeV. Above this energy, the uncertainties were estimated by continuing the phase shifts in two extreme cases, cf.
the first panel of Fig. 10: as our central solution, we guide the phase shifts smoothly to 2π; alternatively, we keep them
constant above 1.3 GeV (green short-dashed lines). The difference suggests a small impact and allows us to include
all the complicated inelastic effects above that energy as a (moderate) uncertainty. For the P-waves, we estimate the
imprint of the dominant 4π inelasticities by including the contributions of the ρ′ and ρ′′ resonances as part of our
central solution, albeit in an approximate, elastic way, compare the second row of Fig. 10; their impact is however
negligible compared to the other variations studied here. The D-waves are dominated by the f2(1270) resonance,
which is 85% elastic. The potential impact of the 15% inelasticity is estimated by replacing the ππ phase shift in
the MO solution by the phase of the ππ partial wave, third row of Fig. 10; its effect on the final solution turns out to
be entirely negligible. However, the effect of neglecting the f2(1270) resonance altogether corresponds to the blue
long-dashed lines in Fig. 20: the differences to the black solid lines highlight the large impact of this resonance, which
we even found to be necessary to obtain an acceptable solution to the full RS problem at all. Finally, the contribution
of higher partial waves (not part of the central solution) is estimated by considering F-waves, which are constructed
by matching the ππ parameterization from [161] to a Breit–Wigner description of the ρ3(1690). This is a rather crude
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Figure 19: DT (W)Isl± for the central solution (black solid lines), the version with KH80 input instead of SAID (red dot-dashed lines), and with
lmax = 5 (blue dashed lines).
model, as the ρ3(1690) is predominantly inelastic. Its inclusion is shown by the red dot-dashed line of Fig. 20: the
comparison with the central solution shows that despite the prominent D-wave effect, F-waves are already very small,
which is related to the fact that the first resonance occurs at much higher energies and justifies the treatment as a part
of the uncertainty estimate. Above the ¯NN threshold, one could incorporate experimental results from [216], but the
contribution from this high-energy tail is negligible compared to the uncertainties at intermediate energies.
As discussed in Sect. 5, the matching conditions have been imposed in order to ensure a unique solution to the RS
equations. They have been fixed by constraining the family of allowed S - and P-wave phase-shift parameterizations
directly, so that the values of the phases and their derivatives at Wm satisfy the input values for any set of parameters
explicitly, see (5.6), (5.7), and (5.8). Consequently, the variation of the matching conditions constitutes an important
source of uncertainty that we have to take into account. Since we have defined our central solution in terms of the
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Figure 20: KtT (W)Isl± for each partial wave. Black solid lines correspond to our central solution, which incorporate the effect of the f2(1270), ρ′,
and ρ′′ resonances, blue long-dashed lines to the solution without the f2(1270) resonance. The effect of the F-waves is represented by the red
dot-dashed lines. Finally the green short-dashed lines include the version of the S -wave where the phase shifts above 1.3 GeV are kept constant.
All other effects described in the text are negligible and cannot be distinguished from the central solution curves.
GWU/SAID PWA [79–81], the matching conditions are given by the SAID phase-shift values depicted in Fig. 12.
However, in view of lack of errors of the SAID solutions we assess the uncertainties of the matching conditions by
varying the phase shifts at the matching point as suggested by the KH80 solutions, which were also plotted in Fig. 12.
Due to the fact that the latter is not sufficiently smooth to define a complete matching condition, it is not possible to
extract meaningful values for the derivatives. Alternatively, we deduce them from fits to the KH80 phase shifts in
the region around Wm, so that the unphysical oscillations are considerably smoothed. In addition, in the case of the
S 11-wave even extracting an unambiguous value for the phase shift at the matching point was difficult, so that in this
case we varied its value in the direction suggested by KH80, but by the (relative) amount as seen in the S 31-wave. The
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effect of varying the matching conditions has considerable impact on the RS equations and dominates the RS error
close to Wm.
The propagation of the scattering-length uncertainties also plays a key role, since they fix the value of the S -wave
phase shifts at threshold. In this case, the precise analysis carried out in Sect. 6 allows for a rigorous determination
of the scattering-length errors, which we propagate into subtraction constants and phase shifts. The variation of the
scattering lengths dominate the RS error for the subthreshold parameters and the S -wave phase shifts close to W+.
Similarly, the uncertainty in the πN coupling constant is propagated by replacing g2/(4π) = 13.7± 0.2 by its upwards
and downwards shift in the central-value fit.
The variation of the input discussed might be understood as a systematic uncertainty. However, our results are
based on numerical solutions of the RS equations, and thus, they also suffer from statistical errors. The first statistical
effect is related to the numerical minimization of (5.12), which led to the results depicted in Fig. 17. The agreement
between the LHS and RHS of the RS equations in the central solution is good enough for each partial wave to neglect
the numerical error with the exception of the S 31-wave, where deviations become meaningful close to Wm. These
differences can be cured by allowing for more free parameters in the S 31 phase-shift parameterization. Given that
the LHS changes only slightly, we continue to use the same number of free parameters for all partial waves and only
include the differences found when using an extra parameter in the S 31-wave as uncertainties.
Finally, the second effect is related to important correlations in the phase space of parameters. We observed that
in some cases fit minima with a similar ∆RS, but significantly different values for the subthreshold parameters could
be found, which signals the existence of flat directions in the 10-dimensional space of subthreshold parameters to
which the RS constraints are only weakly sensitive. However, this ambiguity can be removed by recalling that the
number of subtractions we are using is motivated by the number of degrees of freedom of the RS system, not by
necessity since the dispersive integrals would not converge otherwise. For this reason, the physical space of solutions
can be restricted to sets of parameters that do not grossly violate the sum rules for the higher subthreshold parameters
(see Appendix B.1). Indeed, we find that fit minima with significantly different subthreshold parameters violate these
sum rules at an unacceptable level and can therefore be discarded.
In more detail, we first studied the sum rules in the context of the KH80 PWA. We found that the sum rule for
d+00 does not show any sign of convergence, which might be related to the finding in fixed-t dispersion relations that
the amplitude D+ requires a subtraction.12 The sum rules for d−00, b−00, and d+01, evaluated with the same input as used
for the RS equations, are fulfilled at the 10–20% level, and therefore not suited as constraints for a precision analysis.
In contrast, the sum rules for the remaining subthreshold parameters are fulfilled very accurately, in most cases the
KH80 value is even included in the range obtained by varying the input for the evaluation of the dispersive integrals
as discussed above. In practice, we implemented these sum rules in the estimate of the impact of the flat directions
according to the following recipe: starting from our central solution, we defined another set of fits by forcing one
of the subthreshold parameters closer to its KH80 value by means of an additional penalty function in ∆RS, and, if
a fit minimum with ∆RS comparable to the central solution could be found, kept the corresponding set of parameters
as an alternative solution. To cover the space of possible flat directions reasonably comprehensively, we repeated
the same exercise by forcing pairs of subthreshold parameters simultaneously closer to their KH80 values. Out of
the 22 fit minima generated in this way, several could be discarded because ∆RS was significantly worse than for the
central solution. In addition, we demanded that the sum rules be violated by less than 2% for b+00 and a+10 and less
than 5% for b−01, a−01, b−10, a−10, a rather generous requirement based on the study of the KH80 starting point.13 In the
end, NFD = 16 minima survive both the constraints on ∆RS and the sum rules, and their distribution is considered as a
statistical ensemble.
7.2. Uncertainty estimates for the subthreshold parameters
The final sources of uncertainty that remain after the detailed study of all input quantities discussed in the previous
section fall into the following categories:
1. uncertainty in the scattering lengths,
12From the point of view of ChPT the latter is related to the fact that D+ has an Adler zero close to the Cheng–Dashen point [10].
13We note that the KH80 analysis was based on fixed-t dispersion relations, so that the fact that the HDRs yield sum rules for the subthreshold
parameters that are fulfilled at the percent level is a highly non-trivial consistency check.
51
d+00 d
+
10 d
+
01 d
+
20 d
+
11 d
+
02 d
−
00 d
−
10 d
−
01 b
+
00 b
−
00 b
−
10 b
−
01
d+00 1 −0.77 −0.51 −0.43 −0.39 −0.30 −0.34 0.43 0.46 0.37 −0.08 −0.39 0.14
d+10 1 0.85 0.48 0.53 0.58 0.16 −0.40 −0.64 −0.48 0.06 0.56 −0.21
d+01 1 0.59 0.68 0.90 0.08 −0.55 −0.71 −0.67 0.04 0.58 −0.24
d+20 1 0.97 0.64 0.14 −0.35 −0.79 −0.63 0.01 0.72 −0.29
d+11 1 0.67 −0.04 −0.26 −0.79 −0.60 0.01 0.78 −0.28
d+02 1 0.13 −0.73 −0.75 −0.83 0.06 0.47 −0.22
d−00 1 −0.50 0.01 −0.23 0.04 −0.11 −0.04
d−10 1 0.61 0.86 −0.15 −0.05 0.21
d−01 1 0.86 −0.09 −0.55 0.41
b+00 1 −0.10 −0.42 0.20
b−00 1 −0.20 0.34
b−10 1 0.18
b−01 1
Table 5: Correlation coefficients for the subthreshold parameters from the RS analysis.
2. systematic effects in the PWA input for s- and t-channel,
3. uncertainties in the matching condition,
4. input for the πN coupling constant,
5. flat directions in the space of subthreshold parameters.
In the following, we will describe how each of these sources of uncertainty is propagated to final uncertainty esti-
mates for the subthreshold parameters, while the more complicated case of the phase shifts is postponed to Sect. 7.3.
First, to propagate the uncertainty in the scattering lengths we repeated the fit on a grid around the central val-
ues (6.29), with a grid spacing given by the 1σ errors in each direction. The changes in the subthreshold parameters
are sufficiently small that they can be fit by a linear ansatz of the form
Xi = X0i + ∆X
1
i
(
a
1/2
0+ − a¯1/20+
)
+ ∆X2i
(
a
3/2
0+ − a¯3/20+
)
, (7.2)
where Xi ∈ {d+00, . . .} and a¯Is0+ refers to the central values (6.29). The covariance matrix in the 10-dimensional space of
subthreshold parameters from this source of uncertainty becomes
ΣSLi j = ∆X
1
i ∆X
1
j
(
∆a
1/2
0+
)2
+ ∆X2i ∆X
2
j
(
∆a
3/2
0+
)2
, (7.3)
where we have neglected the correlations between ∆a1/20+ and ∆a
3/2
0+ as discussed in Sect. 6.
To assess the sensitivity to the input quantities we retained the following effects that had a non-negligible impact
on the solution:
1. s-channel partial waves and inelasticities from KH80 instead of SAID,
2. lmax = 5 instead of lmax = 4,
3. Jmax = 3 instead of Jmax = 2 (t-channel F-waves),
4. different continuation of the t-channel S -wave phase above
√
t0 = 1.3 GeV,
5. additional parameter for S 31-wave.
Each of these fits k = 1, . . . , 5 produces another set of subthreshold parameters Xki . Assuming that the fluctuations are
equally likely in either direction around the central solution, this translates to a covariance matrix
Σ
syst
i j =
1
4
5∑
k=1
(
X0i − Xki
)(
X0j − Xkj
)
. (7.4)
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The uncertainties in the matching conditions and in the πN coupling constant are treated similarly. However,
in view of the deficiencies in constructing another completely independent matching condition discussed above, we
interpreted the corresponding variation as a full 1σ effect in Σmatchi j , equivalent to dropping the factor 1/4 in (7.4), to
remain on the conservative side. Similarly, we found that the upwards and downwards shifts in g2/(4π) = 13.7 ± 0.2
did not always produce symmetric errors in the subthreshold parameters, so that we decided to interpret both variations
independently as a 1σ effect, i.e.
Σ
g
i j =
(
X0i − Xg upi
)(
X0j − Xg upj
)
+
(
X0i − Xg downi
)(
X0j − Xg downj
)
. (7.5)
Finally, in the case of the flat minima, we interpret the distribution of allowed solutions as a statistical ensemble
and thereby estimate the uncertainty from the flat directions as
ΣFDi j =
1
NFD
NFD∑
k=1
(
Xki − ¯Xi
)(
Xkj − ¯X j
)
, ¯Xi =
1
NFD
NFD∑
k=1
Xki . (7.6)
The results for the subthreshold parameters with full uncertainty estimates derived from the covariance matrix
Σ = ΣSL + Σsyst + Σmatch + Σg + ΣFD (7.7)
are given in Table 4. In addition, we show the results for d+20, d
+
11, d
+
02 calculated from the sum rules in Appendix F.1,
with errors propagated from all the sources of uncertainty discussed above. In particular, we checked that for these
parameters the sum rules converge so rapidly that the uncertainties from the truncation of the dispersive integrals are
completely negligible in comparison. In general, we find reasonable agreement with the KH80 values [76, 77] within
uncertainties. The correlation coefficients ρi j = Σi j/
√
ΣiiΣ j j are listed in Table 5.
7.3. Uncertainty estimates for the πN phase shifts
The procedure adopted in the previous section cannot be straightforwardly generalized to the phase shifts, since
the parameterizations are by no means unique: it is possible to describe the same curve with two different sets of pa-
rameters equally well, so that even when two fits produce similar curves, they can differ substantially in the parameter
values, which would artificially increase the errors of the parameters. Therefore, instead of computing the errors of
the phase-shift parameters directly from the values of the different solutions, we will first identify the phase-shift error
bands, and subsequently translate them into parameter errors.
We consider two different ways to define the phase-shift errors bands:
1. taking the envelope of the full set of fits as the error,
2. calculating the error of each source of uncertainty identified above separately, i.e. scattering lengths, matching
point, input variation, and statistical errors from flat directions point by point, and adding them in quadrature.
In the first case, for each of the energy points Wi where we have solved the RS equations, we take the biggest
difference to the central value as the error, i.e.
∆Eδ
Is
l±(Wi) = maxi ∈G
{
δ
Is
l±(Wi) − δIsi l±(Wi)
}
, (7.8)
where G denotes the whole set of fits. In the case of the scattering-length error the points at the corner of the grid
have been discarded, since they are more than one sigma away from the center. In general, this method of taking the
envelope of all fits defines asymmetric errors.
In the second case a separate analysis for each of the different sources of uncertainty has been performed in the
same way as for the subthreshold parameters. Therefore, the full error band can be expressed as
(
∆Re f Isl±(Wi)
)
full
=
√(
∆Re f Isl±(Wi)
)2
SL
+
(
∆Re f Isl±(Wi)
)2
syst
+
(
∆Re f Isl±(Wi)
)2
match
+
(
∆Re f Isl±(Wi)
)2
g
+
(
∆Re f Isl±(Wi)
)2
FD
.
(7.9)
In Fig. 21 we compare the error bands obtained from these two methods. In general, the results are quite similar,
so that the difference between them can only be highlighted if the central value is subtracted, as is done in Fig. 22.
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Figure 21: Envelope (red dashed) and quadrature (blue dot-dashed) error bands around the central solution (black solid line). A close-up on the
error bands when the central value is subtracted is shown in Fig. 22.
The main difference between these two definitions is the non-symmetric treatment of the envelope error. However,
both ways to estimate the errors provide similar results for all the partial waves, except for the P13 and P31, for which
the flat-direction mean Re ¯f Isl± differs noticeably from the central solution.
The analysis leading to the bands in Figs. 21 and 22 provides us with two different sets of error bands. However,
for practical reasons it is more convenient to translate them into errors for the parameters in the description of the
phase shifts, so that the error bands can be reproduced directly from the parameterizations.
As a first step we define a common error band, choosing for each wave the biggest uncertainty to stay conser-
vative. Accordingly, we take the quadratic approach for the S 11-, S 31-, and P11-waves, and the upwards shift of the
envelope band for the P13-, P33-, and P31-waves (we assume a symmetric error, so we adopt the biggest shift for all
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Figure 22: Envelope (red dashed) and quadrature (blue dot-dashed) error bands calculated for each phase shift when the central value is subtracted.
The black solid lines correspond to the fitted lines obtained from the propagation of the uncertainties of the parameters in the phase shifts, as
described in the main text.
the cases). Subsequently, we follow the strategy to fit the errors obtained from the propagation of the uncertainty of
the parameters to the corresponding errors bands. In all the cases we checked that it can be done easily using only
the first two parameters of the Schenk or conformal parameterization and their corresponding correlation. This ob-
servation is consistent with the fact that the parameterizations are defined as an expansion in the CMS momentum, so
higher parameters become less and less relevant in the determination of the error. Therefore, the expression we have
considered to fit the errors bands is:
∆δ
Is
l± =
√√ ∂δIsl±
∂AIsl±
2 (∆AIsl±)2 +
 ∂δIsl±
∂BIsl±
2 (∆BIsl±)2 + 2
 ∂δIsl±
∂AIsl±
  ∂δIsl±
∂BIsl±
 ρAB∆AIsl±∆BIsl±, (7.10)
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Figure 23: Final errors bands for the πN phase shifts. The dashed lines indicate the central curves.
where ∆AIsl±, ∆B
Is
l±, and ρAB refer to the parameter errors and their correlation coefficients, respectively (and analo-
gously for ˜AIsl± and ˜B
Is
l± in the case of the P33). In addition, we impose that ∆AIsl± is fixed to the pionic-atom scattering-
length error for the S -waves, so that the corresponding error is reproduced exactly at threshold. Besides, we also
impose that the fitted error has to be at least as large as the error bands at the matching point, since it corresponds
directly to the difference between SAID and KH80. The curves obtained in this way are reproduced in Fig. 22,
whereas the final error bands are depicted in Fig. 23. Explicit numerical solutions for the phase shifts are provided
in Appendix D.
Finally, although the RS equations are strictly valid only up to the matching point, the real parts can be formally
evaluated even above that energy from the RHS of the RS equations in terms of a principal-value integral, while the
imaginary parts agree by construction with the imaginary parts used as input. The results for the real parts obtained
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Figure 24: Real parts of the s-channel partial waves calculated from the RHS of the RS equations (dashed lines) in comparison to the SAID results
(red dot-dashed lines). The dashed lines indicate the position of the matching point √sm = 1.38 GeV.
in this way are shown in Fig. 24 up to energies well beyond √sm. The error bands are derived in the same way as
before: we first study the quadratic and (symmetrized) envelope error bands separately and then take the larger one
of the two at a given energy. If the RS equations at the matching point were fulfilled perfectly, the central curves
(black dashed lines) would agree there with the SAID input (red dot-dashed lines). The fact that this is not exactly the
case reflects the remaining small differences between LHS and RHS in Fig. 17. As expected, the uncertainties grow
quickly above the matching point, but within those uncertainties the outcome is consistent with the SAID real parts
up to energies as high as 1.6 GeV in most partial waves, apart from the S 31, where differences emerge already below
the matching point. Similarly to the case of ππ Roy equations [108], we conclude that the RS equations appear not
to break down abruptly above the boundary of their strict domain of validity, but to remain approximately valid even
above that energy.
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Figure 25: Final results for the imaginary parts of the t-channel partial waves, with error bands including both uncertainties in the subthreshold
parameters and the MO input. The black crosses refer to the results from [77].
7.4. Uncertainty estimates for the t-channel partial waves
Once the subthreshold parameters and their covariance matrix are finalized, so can be the uncertainties of the t-
channel partial waves. They cover both the systematic errors associated with the inelastic input and the ππ phase shifts,
as well as the subthreshold-parameter errors propagated through (4.17) and (4.18). Following the same conventions
as adopted in Sect. 7.2, the systematic errors are deduced from the curves depicted in Fig. 10, whose spread is
interpreted as a full 1σ band, to be attached around the central solution. For the propagation of the subthreshold-
parameter errors we also take into account their correlations, which in particular play a key role for f 1+ and f 2+ . We
combine both effects by adding them in quadrature, leading to the results for the imaginary parts plotted in Fig. 25.
The systematic uncertainties from inelasticities are most relevant for the S -wave, the high-energy tail of the P-waves
and, to a certain extent, the D-waves, although for the latter the error from the subthreshold parameters is still a factor
of three larger. As expected, these effects set in roughly around energies where inelastic channels open, while the
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Figure 26: Final results for the real parts of the t-channel partial waves, with error bands including both uncertainties in the subthreshold parameters
and the MO input. The black crosses refer to the results from [77].
errors of the subthreshold parameters fully dominate in the low-energy region, in particular around the peak of the
ρ(770) resonance.
For completeness we also show the results for the real parts, see Fig. 26. Apart from the S -wave all partial waves
are strongly dominated by the Born terms close to threshold, where they take a large (but finite) value that would
overshadow any structure in the remainder of the amplitude if included in the plot. For this reason, the scale is cut off
much earlier, focusing on the part of the partial waves where the respective resonances occur. In general, we find that
deviations from the KH80 results are at a similar level as already observed for the imaginary parts, with error analysis
performed in the same way as in Fig. 25. Due to the Born-term dominance at threshold there is in principle one
additional source of uncertainty originating from the πN coupling constant, whose effect, however, is concentrated to
the region very close to threshold and would therefore not even be visible in Fig. 26. Moreover, in spectral functions
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that involve ππ → ¯NN amplitudes the corresponding contribution will be suppressed by phase-space factors, so that
the residual uncertainty from the πN coupling constant becomes irrelevant in practice.
8. Threshold parameters
In order to implement the constraints from the S -wave scattering lengths from pionic atoms, we demand that
the RHS of the RS equations for the S -waves at threshold reproduce these values, see Sect. 5. In fact, this relation
between the RHS of the RS equations and the S -wave scattering lengths is a special case of sum rules that express the
threshold parameters in terms of HDRs and derivatives thereof. The threshold parameters are defined as the expansion
coefficients in
Re f Il±(s) = q2l
{
aIl± + b
I
l±q
2 + cIl±q
4 + dIl±q
6 + O(q8)}. (8.1)
The leading terms are the scattering lengths (for the P-waves also referred to as scattering volumes), while the first
correction is determined by the effective ranges bIl± and even higher terms are referred to as shape parameters.
As a direct calculation of these parameters from derivatives of the partial waves is numerically rather delicate,
the most promising framework for a stable evaluation is based on sum rules involving dispersive integrals over the
pertinent amplitudes, see [108, 161, 288, 289] for the case of ππ scattering. Such sum rules could be derived di-
rectly from (3.30) by taking derivatives with respect to q2 and identifying the results with the coefficients in (8.1).
However, this procedure is unfavorable from a technical point of view since a substantial part of the effort in calcu-
lating the derivatives is wasted on reproducing the kinematic structure of the partial-wave expansion (3.22), i.e. its
decomposition into invariant amplitudes AI and BI with known, q-dependent prefactors.
For this reason, we will consider an approach that is directly based on the threshold expansion of the projec-
tions (3.23). Suppressing isospin indices for the time being, we have
Xl(s) = X(l)l q2l + X(l+1)l q2l+2 + X(l+2)l q2l+4 + O
(
q2l+6
)
, X ∈ {A, B}, (8.2)
and the inversion
X(n)l =
1
n!
[
∂nq2 Xl(s)
]
q2=0
. (8.3)
By means of the expansion
X(s, t) = X(s, 0) + t [∂tX(s, t)]t=0 +
t2
2
[
∂2t X(s, t)
]
t=0
+ · · · , (8.4)
the lowest coefficients in (8.2) are given by
X(0)0 = 2 [X(s, 0)]q2=0 , X(1)0 = 2
[
∂q2 X(s, 0)
]
q2=0
− 4 [∂tX(s, t)]t=0,q2=0 ,
X(1)1 =
4
3 [∂tX(s, t)]t=0,q2=0 , X
(2)
1 =
4
3
[
∂q2∂tX(s, t)
]
t=0,q2=0
− 83
[
∂2t X(s, t)
]
t=0,q2=0
, (8.5)
and expanding (3.22) in q2 then shows
a0+ =
mN
8πW+
(
A(0)0 + MπB
(0)
0
)
,
a1+ =
mN
8πW+
(
A(1)1 + MπB
(1)
1
)
,
a1− = a1+ +
1
32πmNW+
(
− A(0)0 + B(0)0 (2mN + Mπ)
)
,
b0+ =
1
32πmN MπW+
(
− A(0)0 (2mN − Mπ) + B(0)0 (2m2N + M2π)
)
+
mN
8πW+
(
A(1)0 + MπB
(1)
0
)
. (8.6)
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RS KH80
a
1/2
0+ [10−3M−1π ] 169.8 ± 2.0 173 ± 3
a
3/2
0+ [10−3M−1π ] −86.3 ± 1.8 −101 ± 4
a
1/2
1+ [10−3M−3π ] −29.4 ± 1.0 −30 ± 2
a
3/2
1+ [10−3M−3π ] 211.5 ± 2.8 214 ± 2
a
1/2
1− [10−3M−3π ] −70.7 ± 4.1 −81 ± 2
a
3/2
1− [10−3M−3π ] −41.0 ± 1.1 −45 ± 2
b1/20+ [10−3M−3π ] −35.2 ± 2.2 −18 ± 12
b3/20+ [10−3M−3π ] −49.8 ± 1.1 −58 ± 9
RS KH80
a+0+ [10−3M−1π ] −0.9 ± 1.4 −9.7 ± 1.7
a−0+ [10−3M−1π ] 85.4 ± 0.9 91.3 ± 1.7
a+1+ [10−3M−3π ] 131.2 ± 1.7 132.7 ± 1.3
a−1+ [10−3M−3π ] −80.3 ± 1.1 −81.3 ± 1.0
a+1− [10−3M−3π ] −50.9 ± 1.9 −56.7 ± 1.3
a−1− [10−3M−3π ] −9.9 ± 1.2 −11.7 ± 1.0
b+0+ [10−3M−3π ] −45.0 ± 1.0 −44.3 ± 6.7
b−0+ [10−3M−3π ] 4.9 ± 0.8 13.3 ± 6.0
Table 6: Predictions for the threshold parameters from the RS solution, compared to KH80 [77].
In combination with the HDRs (3.18) as well as the subtracted versions thereof, these equations lead to sum rules for
the threshold parameters, explicitly for the S - and P-wave scattering lengths
a±0+ =
mN
4πW+
( [
A±(s, 0)]q2=0 + Mπ [B±(s, 0)]q2=0 ),
a±1+ =
mN
6πW+
( [
∂tA±(s, t)]t=0,q2=0 + Mπ [∂tB±(s, t)]t=0,q2=0 ),
a±1− = a
±
1+ +
1
16πmNW+
(
− [A±(s, 0)]q2=0 + (2mN + Mπ) [B±(s, 0)]q2=0 ), (8.7)
and the S -wave effective ranges
b±0+ =
1
16πmN MπW+
(
− [A±(s, 0)]q2=0 (2mN − Mπ) + [B±(s, 0)]q2=0 (2m2N + M2π))
+
mN
4πW+
( [
∂q2 A±(s, 0)
]
q2=0
− 2 [∂tA±(s, t)]t=0,q2=0 + Mπ[ [∂q2 B±(s, 0)]q2=0 − 2 [∂tB±(s, t)]t=0,q2=0 ]). (8.8)
Thus, the equations for the effective ranges involve, in addition, the derivatives with respect to q2. However, integration
and differentiation may only be exchanged after the threshold singularity has been removed, since otherwise the
integral over ∂q2 Im f Is0+(W′)s′ − s

q2=0
∼ W+√
mN Mπ
(
a
Is
0+
)2
(s′ − s+)3/2 for s
′ → s+ (8.9)
would diverge at threshold. This divergence can be removed by adding a suitable term proportional to
−
∞∫
s+
ds′
(s′ − s)√s′ − s+
= 0 for s > s+ (8.10)
before taking the derivative (the dash indicates the principal value of the integral). The sum rules for the covariant
amplitudes and their derivatives required for the explicit evaluation of (8.7) and (8.8) are summarized in Appendix E.
The error estimate for their evaluation proceeds in analogy to the higher subthreshold parameters calculated from
similar sum rules in Sect. 7, i.e. by propagating the errors from the various uncertainties in the RS solution, and it
leads to the results shown in Table 6. Note that by construction a1/20+ and a
3/2
0+ coincide with (6.29), since these sum
rules were imposed as constraints. The comparison to KH80 shows that the discrepancy in the S -wave scattering
lengths originates from the isospin-3/2 channel alone, while the isospin-1/2 analog agrees within uncertainties. In
general, apart from some tension in a1/21− , we find reasonable agreement for the remaining threshold parameters.
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9. Consequences for the piN σ-term
The Cheng–Dashen LET [74, 75] relates the Born-term-subtracted isoscalar amplitude ¯D+(ν, t) (see Sect. 3.4)
evaluated at the Cheng–Dashen point (ν = 0, t = 2M2π) to the scalar form factor of the nucleon
σ(t) = 1
2mN
〈N(p′)|mˆ(u¯u + ¯dd)|N(p)〉, mˆ = mu + md
2
, (9.1)
evaluated at momentum transfer t = (p′ − p)2 = 2M2π,
¯D+(0, 2M2π) = σ(2M2π) + ∆R, (9.2)
where ∆R represents higher-order corrections in the chiral expansion. These corrections are expected to be very small:
the non-analytic terms agree at full one-loop order [21, 212], so that, based on the S U(2) expansion parameter, the
remaining effect would scale as (M2π/m2N)σπN ∼ 1 MeV. In this paper, we will use the estimate [212]
|∆R| . 2 MeV, (9.3)
derived from resonance saturation for the O(p4) LECs.
In practice, the relation (9.2) is often rewritten as
σπN = σ(0) = Σd + ∆D − ∆σ − ∆R, (9.4)
with correction terms
∆σ = σ(2M2π) − σπN , ∆D = ¯D+(0, 2M2π) − Σd, Σd = F2π
(d+00 + 2M2πd+01). (9.5)
∆σ measures the curvature in the scalar form factor, while ∆D parameterizes contributions to the πN amplitude beyond
the first two terms in the subthreshold expansion. As shown in [93], although these corrections are large individually
due to strong rescattering in the isospin-0 ππ S -wave, they cancel to a large extent in the difference. For the numerical
analysis we will use [94, 95]
∆D − ∆σ = (−1.8 ± 0.2) MeV. (9.6)
The crucial remaining challenge thus consists of determining the subthreshold parameters to sufficient accuracy. As
discussed in Sect. 9.2, also isospin-breaking corrections to the LET become relevant when it comes to a precision
determination of σπN .
9.1. Previous extractions
The determination of the subthreshold parameters d+00 and d
+
01 from πN phenomenology requires an analytic con-
tinuation from the physical region, where scattering data and PWAs are available, to the unphysical region of the
Mandelstam plane. The KH80 values translate to Σd = (50 ± 7) MeV, and other early determinations led to similar
results Σ = Σd + ∆D = (64 ± 8) MeV [290]. The relation between the input from the physical region and the ana-
lytic continuation to the Cheng–Dashen point was made more transparent by the formalism developed in [291, 292],
where the subthreshold parameters are eliminated in favor of the threshold parameters a+0+ and a
+
1+, with correc-
tions expressed in terms of dispersive integrals. Using input for the threshold parameters from [76], this analysis
led to Σd = (49 ± 8) MeV [292], in good agreement with the original KH80 extraction. The corresponding σ-term
σπN ∼ 45 MeV has often been referred to as its “canonical value.”
This result was contested in [293], where a new PWA indicated a much larger Σd = (67± 6) MeV, although based
on the same formalism [291, 292] for the extraction from the physical region. In more detail, the discrepancy could
be attributed to about equal parts to the πN coupling constant, a+0+, and the dispersive integrals.14 A similar picture
14The shift related to the coupling constant reflects the fact that the old standard value g2/(4π) = 14.3 ± 0.2 [294] is inconsistent with several
recent, independent extractions, such as from NN scattering, g2/(4π) = 13.54± 0.05 [295], a different PWA, g2/(4π) = 13.75 ± 0.10 [296], and the
GMO sum rule, g2/(4π) = 13.69 ± 0.19 [37]. The range g2/(4π) = 13.7 ± 0.2 adopted in the present paper safely covers all these determinations.
Note that to get significantly below this uncertainty the analysis of radiative corrections becomes critical, see [37].
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emerged from the subthreshold parameters extracted with dispersive techniques from PWAs in [213–215, 297–299],
where the input from the GWU group [296, 300–302] consistently produced a larger σ-term than the PWAs from [76–
78] (see also [303–307] in this context). Similarly, extractions of the σ-term from ChPT [20, 308] tend to reproduce
the value corresponding to the PWA that is used to determine the LECs in the physical region.
In recent years, the σ-term has also become the subject of many lattice-QCD calculations [309–336]. However,
while the strangeness coupling has been determined rather accurately on the lattice [337], the coupling to the light
quarks remains challenging, in particular due to the presence of disconnected diagrams. The direct calculation of
the three-point function becomes even more demanding, so that most lattice results rely on the Feynman–Hellmann
theorem [338–340] to extract the σ-term from the quark-mass derivative of the nucleon mass. At this point in time
there is no global average of lattice results for σπN available, similar to the FLAG reviews [341, 342] in meson
physics or [337] for the strangeness coupling. According to the criteria suggested in [337] (in analogy to [341]),
the only calculation that would have passed all requirements would have been [323], which quotes σπN = (39 ±
4+18−7 ) MeV. The error is dominated by the chiral extrapolation, e.g. it can make a huge difference whether the ∆
is included in the extrapolation formula or not. For this reason, the most recent published calculation [335] quotes
σπN = (64.9 ± 1.5 ± 19.6) MeV, where the second uncertainty refers to the difference between ∆-full and ∆-less
extrapolations. Computations at the physical point will remove this particular systematic effect [336].
9.2. Cheng–Dashen theorem
The original evaluation of the corrections ∆D − ∆σ = (−3.3 ± 0.2) MeV [93] to the Cheng–Dashen theorem
demonstrated that the net effect of deviations from Σd is quite moderate. However, the quoted uncertainty only refers
to the ππ phase shifts, effects from ¯KK intermediate states and uncertainties from πN input are not included in the error
estimate. Those effects can be captured in a first application of the RS solution for the t-channel partial waves [94, 95].
The scalar form factor fulfills a once-subtracted dispersion relation
σ(t) = σπN + t
π
∞∫
tπ
dt′ Imσ(t
′)
t′(t′ − t) , (9.7)
which, evaluated at t = 2M2π , determines ∆σ. Similarly, if one assumed even an unsubtracted dispersion relation to
converge, one would obtain an estimate for the σ-term itself. The imaginary part generated by ππ and ¯KK intermediate
states reads
Imσ(t) = − 1
p2t
√
t
{3
4
qt
(
FSπ (t)
)∗ f 0+ (t) θ(t − tπ) + kt(FSK(t))∗h0+(t) θ(t − tK)}, (9.8)
where f 0+ (t) and h0+(t) are the S -waves for ππ → ¯NN and ¯KK → ¯NN, respectively, see Appendix C, and the meson
scalar form factors FS
π,K(t) are defined by
FSπ (t) = 〈π(p′)|mˆ(u¯u + ¯dd)|π(p)〉, FSK(t) = 〈K(p′)|mˆ(u¯u + ¯dd)|K(p)〉. (9.9)
Once the input for the T -matrix is specified, they can be calculated with MO techniques as well.
The results for σπN and ∆σ as a function of the cutoff Λ of the dispersive integral are shown in Fig. 27. Although
the unsubtracted integral for σπN does not converge sufficiently fast to be taken seriously as another independent
constraint, the once-subtracted result for ∆σ proves already very stable both regarding the extrapolation Λ → ∞ and
variation of the input. Since the RS solution for the t-channel partial waves is linear in the subtraction constants, the
result can be represented in the form
∆σ = (13.9 ± 0.3) MeV + Z1
( g2
4π
− 13.7
)
+ Z2
(
d+00 Mπ + 1.36
)
+ Z3
(
d+01 M3π − 1.16
)
+ Z4
(
b+00 M3π + 3.46
)
,
Z1 = 0.36 MeV, Z2 = 0.57 MeV, Z3 = 12.0 MeV, Z4 = −0.81 MeV, (9.10)
where the Zi parameterize the sensitivity to the πN input.
In a similar way, the solution of the t-channel equations determines ∆D. Starting from the expansion
¯D+(ν = 0, t) = 4π
{
− 1
p2t
¯f 0+ (t) +
5
2
q2t ¯f 2+(t) −
27
8 p
2
t q
4
t
¯f 4+(t) +
65
16 p
4
t q
6
t
¯f 6+(t) + · · ·
}
, (9.11)
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Figure 27: σπN and ∆σ as a function of the integral cutoff Λ for different input in the RS solution. The black solid and red dashed lines refer
to the respective curves in Fig. 10, while the blue dot-dashed curve indicates a variant of the red dashed one where the kaon input in the MO
inhomogeneity is switched off.
where ¯f J+ (t) denotes the Born-term-subtracted part of f J+ (t), and neglecting the imaginary parts of f J± (t) for J ≥ 4, the
RS equations for f J+ (t) yield
¯D+(ν = 0, t) = d+00 + d+01t − 16t2
∞∫
tπ
dt′
Im f 0+(t′)
t′2(t′ − 4m2)(t′ − t)
− 4
p2t
(
It0(t) + I s0(t)
)
+ 10q2t
(
It2(t) + I s2(t)
) − 27
2
p2t q
4
t I
s
4(t) +
65
4
p4t q
6
t I
s
6(t) + · · · ,
3I sJ(t) =
∞∫
W+
dW′
∞∑
l=0
{
˜GJl(t,W′)
(
Im f 1/2l+ (W′) + 2Im f 3/2l+ (W′)
)
+ ˜GJl(t,−W′)
(
Im f 1/2(l+1)−(W′) + 2Im f 3/2(l+1)−(W′)
)}
,
ItJ(t) =
∞∫
tπ
dt′
{
˜K1J2(t, t′)Im f 2+ (t′) + ˜K2J2(t, t′)Im f 2− (t′)
}
. (9.12)
Evaluation of this formula at t = 2M2π provides the desired expression for ∆D, whose numerical analysis in close
analogy to ∆σ leads to
∆D = (12.1 ± 0.3) MeV + ˜Z1
( g2
4π
− 13.7
)
+ ˜Z2
(
d+00 Mπ + 1.36
)
+ ˜Z3
(
d+01 M3π − 1.16
)
+ ˜Z4
(
b+00 M3π + 3.46
)
,
˜Z1 = 0.42 MeV, ˜Z2 = 0.67 MeV, ˜Z3 = 12.0 MeV, ˜Z4 = −0.77 MeV. (9.13)
The comparison to (9.10) shows that, since Zi ∼ ˜Zi, most of the dependence on the πN parameters cancels in the
difference. Similarly, part of the uncertainty from the Λ → ∞ limit and the ππ/ ¯KK T -matrix cancels as well, which
in the end produces the small uncertainty quoted in (9.6).
Finally, the LET itself as well as ∆D − ∆σ are defined in the isospin limit, where all masses are identified with
the charged-particle ones. For the isospin conventions specified in Sect. 5, we therefore need a version of the LET
that accounts for possible effects from mass differences, in particular as similar corrections are known to be important
in the case of the scattering lengths. First of all, we define the σ-term as the average value of proton and neutron
scalar-current matrix elements (N ∈ {p, n})
σπN =
1
2
(
σp + σn
)
, σN =
1
2mN
〈N|mˆ(u¯u + ¯dd)|N〉, (9.14)
64
although σp and σn agree up to third order in the chiral expansion [29]. Next, the curvature in the scalar form factor
indeed receives a contribution from neutral-pion loops as well, so that [29]
∆
p
σ ≡ σp
(
2M2π
) − σp = 3g2AM3π64πF2π + g
2
AMπ∆π
128πF2π
(
− 7 + 2
√
2 log
(
1 +
√
2
)) (9.15)
is shifted accordingly from its isospin-limit value. Similarly, mass effects in ∆D can be extracted from [36]
∆
p
D ≡ F2π
{
Dp
(0, 2M2π) − dp00 − 2M2πdp01} = 23g2AM3π384πF2π + g
2
AMπ∆π
256πF2π
(
3 + 4
√
2 log (1 + √2)), (9.16)
where we have used the notation
X+ → Xp = 1
2
(
Xπ+p→π+p + Xπ−p→π− p
)
, X ∈ {D, d00, d01}, (9.17)
to differentiate between isospin limit and the amplitudes used in the RS solution. In principle, there are also isospin-
breaking corrections from virtual photons, which, at LO, are encoded in the LECs f1 and f2, see Sect. 6.1.2. At loop
level, such corrections are more difficult to account for conceptually, since, unlike in the case of the scattering lengths,
where threshold kinematics forbids the emission of bremsstrahlung, the amplitudes would display infrared singulari-
ties, whose removal would require a full treatment of radiative corrections including real bremsstrahlung. However,
given that virtual-photon effects were found to be much smaller than the contribution from the pion-mass difference
for the scattering lengths, and in view of the substantial uncertainty in f1, such effects can be safely neglected here.
Taking everything together, our version of the LET that includes the leading isospin-breaking effects becomes
σπN = F2π
(dp00 + 2M2πdp01) + ∆D − ∆σ − ∆R + 81g2AMπ∆π256πF2π + e
2
2
F2π
(
4 f1 + f2)
= F2π
(dp00 + 2M2πdp01) + (1.2 ± 3.0) MeV. (9.18)
As expected, the single largest correction is generated by ∆π, an upward shift of 3.4 MeV.
9.3. Determination from the Roy–Steiner solution
Based on (9.18) the RS results for the subthreshold parameters translate immediately to a corresponding value of
σπN . To illustrate the dependence of the σ-term on the scattering lengths used as input to the solution, we expand Σd
linearly around the central values (6.29) and find
Σd = (57.9 ± 0.9) MeV +
∑
Is
cIs∆a
Is
0+, c1/2 = 0.24 MeV, c3/2 = 0.89 MeV, (9.19)
where ∆aIs0+ gives the deviation from (6.29) in units of 10−3M−1π . Already this linearized version produces Σd =
(46 ± 4) MeV if the KH80 scattering lengths given in Table 6 are used, and the agreement with the original KH80
value Σd = (50 ± 7) MeV improves further in a full solution. In contrast, our central solution (6.29) corresponds to
Σd = (57.9 ± 1.9) MeV, (9.20)
and thus to a significant increase compared to the early estimates.
However, we do not find as large a value as Σd = (67 ± 6) MeV [293]. To isolate the origin of this discrepancy, let
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us analyze Σd in the formalism from [291, 292]
Σd = F2π
{
4π
(
1 + Mπ
mN
)
a+0+ +
g2M2π
mN
(
4m2N − M2π
) − J+ + 2M2π[6π(1 + MπmN
)
a+1+ −
g2
Mπ(2mN − Mπ)2 −
˜J+
]}
,
J+ =
M2π
π
∞∫
0
d|q′|
σtot
π−p(|q′|) + σtotπ+p(|q′|)
M2π + q′2
,
˜J+ =
2M2π
π
∞∫
Mπ
dω′ Im E
+(ω′)
ω′(ω′2 − M2π)
+
1
2πmN
∞∫
Mπ
dω′Im D+(ω′)
( 1
ω′2
− 1(ω′ + Mπ)2
)
− 1
2πmN
∞∫
Mπ
dω′Im B+(ω′)
( 1
ω′
− 1
ω′ + Mπ
)
, (9.21)
where ω =
√
q2 + M2π , s = m2N + M
2
π + 2mNω, and
D+(ω) = [A+ + ωB+]s=s(ω),t=0 , E+(ω) = [ ∂∂t (A+(s, t) + ωB+(s, t))
]
s=s(ω),t=0
. (9.22)
Accordingly, there is a direct connection between J+ and cross-section data,15 whereas ˜J+ requires a PWA. Using
J+ = (1.459± 0.005)M−1π from [344], a+0+ = (−0.9± 1.4)× 10−3M−1π from (6.29), a+1+ = (131.2± 1.7)× 10−3M−3π from
Table 6, and g2/(4π) = 13.7± 0.2 as before, the only missing ingredient is ˜J+. Adopting a value of (−70.5± 1.5) MeV
for its contribution to Σd (to cover the two evaluations given in [293]), we find Σd = (59.2 ± 5.2) MeV, in excellent
agreement with the RS result, but considerably less precise. In the end, the difference originates almost exclusively
from a+1+ = 133 × 10−3M−3π as used in [293]. Keeping the rest of the input fixed but increasing a+1+ accordingly,
the central value indeed increases to Σd = 64 MeV. This comparison shows that the decomposition (9.21) is much
more sensitive to a+1+ than previously appreciated, already the rather precise prediction from the RS solution amounts
to an uncertainty of 5 MeV in the σ-term. To obtain a result comparable to (9.20), a+1+ would need to be known at
sub-percent accuracy. The elimination of the need for independent input for a+1+ thus constitutes the main advantage
of the RS approach.
In conclusion, the final result [114]
σπN = (59.1 ± 3.5) MeV (9.23)
does amount to a significant increase compared to the “canonical value” of σπN ∼ 45 MeV, although already 4.2 MeV
are due to new corrections to the LET (and thereof 3.0 MeV from isospin breaking). The remaining increase of nearly
10 MeV is dictated by experiment: the new scattering lengths from pionic atoms determine the position of the σ-term
on the curve approximately described by (9.19).
The σ-term has also been extracted from πN scattering phase shifts using ChPT at one loop [20, 24, 308], partly
finding central values that are well compatible with (9.23). In such analyses, the LECs of the chiral representation
are fixed from fits to various PWAs, and chiral LETs used subsequently to determine the σ-term. All the (dispersive)
relations that constitute the Cheng–Dashen LET used in the extraction from the RS solution are fulfilled by the
chiral representation, too, albeit only in a perturbative way. In particular, one implicitly needs to extrapolate from
the physical s-channel to the subthreshold region; we will comment on this relation in Sect. 10.2. Based on the
analysis performed up to here, we point out that the chiral one-loop representation is likely problematic for a precision
determination of the σ-term. It is well-known that it does not provide sufficient curvature to the scalar form factor of
the nucleon [93]; similarly, the quantity ∆D is severely underestimated [23]. Therefore, the one-loop representation of
the πN scattering amplitude does not describe the subthreshold region very accurately: the extraction of the σ-term is
enabled only by the large cancellation in ∆D − ∆σ as described above. Furthermore, we have explained in Sect. 7.1
how t-channel D-waves including the f2(1270) resonance are an essential ingredient to a consistent solution of the RS
15The analogous integral J− of the cross-section difference becomes relevant for the evaluation of the GMO sum rule [257, 343].
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system—omitting its contribution leads to a significantly larger σ-term. The t-channel D-waves of the chiral one-loop
representation, however, are real: imaginary parts will only begin to contribute at two-loop order. Hence, the large
modifications induced by the f2(1270) are part of the uncertainties ignored at one loop. The solution to this problem
lies in the use of the RS equations for the momentum dependence of the πN amplitude. The convergence of the chiral
series as an expansion in powers of the light quark masses can be studied subsequently, as we will see in Sect. 10.
9.4. On the strangeness content of the nucleon
The πN σ-term can also be related to the mass shift in the nucleon due to strange quarks, ms〈N|s¯s|N〉. For that,
one usually considers the so-called strangeness fraction y, given by
σπN =
mˆ
2mN
〈N|u¯u + ¯dd − 2s¯s|N〉
1 − y =
σ0
1 − y , y ≡
2〈N|s¯s|N〉
〈N|u¯u + ¯dd|N〉 . (9.24)
The leading S U(3) breaking is generated by the operator (ms − mˆ)(u¯u+ ¯dd − 2s¯s) so that σ0 can be expressed through
baryon mass splittings
σ0 =
mˆ
ms − mˆ
(mΞ + mΣ − 2mN) ∼ 26 MeV. (9.25)
The first calculation of the higher-order corrections to this relation were performed in the pioneering work by Gasser,
leading to σ0 = (35 ± 5) MeV [345]. This was updated in a modern version of three-flavor baryon ChPT in [346],
giving a similar value, σ0 = (36± 7) MeV. Combining this with our value for σπN (9.23) would lead to unrealistically
large values of the strangeness fraction, y = 0.4 ± 0.1. We note that by now it is established that the expectation
values of other strange operators such as the vector current s¯γµs are small in the nucleon [347]. However, more
recent calculations using covariant baryon ChPT and/or including the effects from the baryon decuplet [348] give
sizably larger values of σ0, for example the covariant calculation of [349] results in σ0 = (58 ± 8) MeV. Such values
for σ0 lead to very small or even vanishing strangeness fractions. Clearly, in such a scenario our value for σπN
is not incompatible with a small strangeness fraction, but one also has to realize that the chiral convergence of σ0
and thus of ms〈N|s¯s|N〉 is very doubtful. Therefore, at present one cannot draw a firm conclusion on the size of y
based on (9.24). Calculations that combine covariant baryon ChPT with recent lattice data also do not lead to a clear
picture: whereas [333] suggests a sizable mass shift from strange quarks, in [334] a small shift is found. Most recent
lattice calculations based on the application of the Feynman–Hellmann theorem or performing direct calculations of
the matrix element 〈N|s¯s|N〉 (including also the disconnected contributions) give small values of y, see [319, 323–
327, 337, 350–356].
10. Matching to chiral perturbation theory
The matching to ChPT is one of the most fundamental applications of the RS solution, since it offers a unique
opportunity for a systematic determination of πN LECs. However, the detailed procedure of the matching plays an
important role when it comes to minimizing higher-order effects in the chiral expansion. Even in the ππ case, where
in general the chiral series converges rapidly, the uncertainties can be reduced substantially with a prudent choice of
the matching procedure. For instance, to determine the ππ scattering lengths in [165], the chiral and the Roy-equation
representation were first brought into such a form that the singularities in the physical region can be identified up
to higher orders, so that the remaining matching condition amounts to equating a polynomial in the Mandelstam
variables. Indeed, this procedure improves convergence significantly compared to naive matching at threshold, where
the branch cut required by unitarity sets in. The onset of the square-root singularity, which the chiral series only
generates perturbatively, is precisely the reason why truncations of the chiral expansion become more severe near
threshold. For this reason, one would expect the chiral expansion to work best in a kinematic region where no
singularities occur, i.e. where the amplitude can be described solely by a polynomial in the Mandelstam variables.
This is precisely the situation encountered in the subthreshold region: the amplitude is purely real, and characterized
by its expansion coefficients around (ν = 0, t = 0). The matching is thus most conveniently performed by equating
the chiral expansion for the subthreshold parameters, see Appendix F.1, to the RS results given in Table 4. The error
propagation will be based on the correlation coefficients listed in Table 5. We stress that the errors derived in this way
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NLO N2LO N3LO N3LONN
c1 [ GeV−1] −0.74 ± 0.02 −1.07 ± 0.02 −1.11 ± 0.03 −1.10 ± 0.03
c2 [ GeV−1] 1.81 ± 0.03 3.20 ± 0.03 3.13 ± 0.03 3.57 ± 0.04
c3 [ GeV−1] −3.61 ± 0.05 −5.32 ± 0.05 −5.61 ± 0.06 −5.54 ± 0.06
c4 [ GeV−1] 2.17 ± 0.03 3.56 ± 0.03 4.26 ± 0.04 4.17 ± 0.04
¯d1 + ¯d2 [ GeV−2] — 1.04 ± 0.06 7.42 ± 0.08 6.18 ± 0.08
¯d3 [ GeV−2] — −0.48 ± 0.02 −10.46 ± 0.10 −8.91 ± 0.09
¯d5 [ GeV−2] — 0.14 ± 0.05 0.59 ± 0.05 0.86 ± 0.05
¯d14 − ¯d15 [ GeV−2] — −1.90 ± 0.06 −13.02 ± 0.12 −12.18 ± 0.12
e¯14 [ GeV−3] — — 0.89 ± 0.04 1.18 ± 0.04
e¯15 [ GeV−3] — — −0.97 ± 0.06 −2.33 ± 0.06
e¯16 [ GeV−3] — — −2.61 ± 0.03 −0.23 ± 0.03
e¯17 [ GeV−3] — — 0.01 ± 0.06 −0.18 ± 0.06
e¯18 [ GeV−3] — — −4.20 ± 0.05 −3.24 ± 0.05
Table 7: Results for the πN LECs at different orders in the chiral expansion. In most cases, standard and NN counting coincide up to N2LO, except
for NLO in c4 , which in the NN scheme becomes (2.44 ± 0.03) GeV−1.
pertain to a given chiral order, we do not attempt to attach an additional uncertainty that reflects the potential impact
of higher-order terms in the chiral expansion. In practice, this implies that those uncertainties need to be studied for
each application separately based on the respective convergence pattern, a strategy that is indeed becoming more and
more common in ChEFT calculations [357–359].
Another motivation for performing the matching at the subthreshold point is provided by the application to NN
scattering. The πN LECs enter the NN potential in 2π-exchange diagrams, so that a one-loop πN amplitude corre-
sponds to a two-loop contribution to the chiral potential. Such diagrams can be elegantly represented by means of
Cutkosky rules [360], based on methods developed earlier for the calculation of the 3π contribution to the spectral
function of nuclear form factors [361, 362] as well as 3π-exchange potentials [363–365], and recently applied to
even higher chiral orders [366–368]. The explicit expressions from [360] show that the πN amplitude that enters
the dispersive integrals is weighted towards (or even evaluated at) zero pion CMS energy, i.e. s = m2N − M2π . Simi-
larly, the Cauchy integrals are most sensitive to physical momentum transfer t = 0. The corresponding combination
(ν, t) = (−M2π/mN , 0) is much closer to subthreshold kinematics (0, 0) than for instance to the threshold point (Mπ, 0).
10.1. Low-energy constants
The πN amplitude at N3LO, O(p4), involves four NLO LECs, ci, four (combinations of) N2LO LECs, ¯di, and
five N3LO LECs, e¯i, see [19] and Appendix F. These 13 LECs correspond to the 13 subthreshold parameters that
receive contributions from LECs in a fourth-order calculation (all higher parameters are given by LETs at this order).
In particular, a quark-mass renormalization from further e¯i as well as the mesonic LEC ¯l3 have been absorbed into a
redefinition of the ci. In the standard counting of ChPT, momenta and quark masses are counted in a common scheme
O(p) = {p, Mπ}/Λb, motivated by the Gell-Mann–Oakes–Renner relation M2π = B(mu+md)+O(m2q) that relates quark
and meson masses via the condensate B = −〈q¯q〉/F2π. The expansion in momenta p proceeds relative to a breakdown
scale Λb, estimates for which include
Λb ∼ Λχ ∼ 4πFπ ∼ mN ∼ Mρ ∼ 1 GeV, (10.1)
where Λχ is the scale of chiral symmetry breaking and Mρ the mass of the ρ-meson. In ChEFT applications in
multi-nucleon systems the breakdown scale tends to be lower, Λb ∼ 0.6 GeV, so that relativistic corrections are often
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c1 c2 c3 c4 ¯d1 + ¯d2 ¯d3 ¯d5 ¯d14 − ¯d15
c1 1 −0.09 0.50 0.04 −0.27 0.13 0.37 0.31
c2 1 −0.85 0.06 0.64 −0.40 −0.24 −0.48
c3 1 −0.04 −0.71 0.55 0.35 0.67
c4 1 0.09 −0.15 −0.02 −0.10
¯d1 + ¯d2 1 −0.61 −0.58 −0.86
¯d3 1 −0.06 0.86
¯d5 1 0.31
¯d14 − ¯d15 1
Table 8: Correlation coefficients for the O(p3) extraction. The coefficients for the O(p2) case are identical to the 4 × 4 ci submatrix.
c1 c2 c3 c4 ¯d1 + ¯d2 ¯d3 ¯d5 ¯d14 − ¯d15 e¯14 e¯15 e¯16 e¯17 e¯18
c1 1 0.18 0.58 0.06 −0.42 0.71 0.04 0.47 −0.59 0.33 −0.21 −0.11 −0.21
c2 1 −0.64 −0.01 0.67 −0.36 −0.27 −0.55 0.56 −0.59 0.59 0.21 0.47
c3 1 0.04 −0.86 0.91 0.16 0.87 −0.97 0.68 −0.60 −0.24 −0.46
c4 1 0.18 −0.22 0.03 −0.31 −0.02 0.07 −0.08 −0.61 −0.63
¯d1 + ¯d2 1 −0.83 −0.40 −0.94 0.88 −0.77 0.74 0.23 0.34
¯d3 1 0.05 0.93 −0.94 0.53 −0.47 −0.07 −0.17
¯d5 1 0.18 −0.14 0.40 −0.29 −0.18 −0.29
¯d14 − ¯d15 1 −0.91 0.64 −0.61 −0.03 −0.21
e¯14 1 −0.70 0.65 0.23 0.43
e¯15 1 −0.97 −0.28 −0.65
e¯16 1 0.29 0.60
e¯17 1 0.19
e¯18 1
Table 9: Correlation coefficients for the O(p4) extraction in standard counting.
counted as {p, Mπ}/mN = O(p2) [83]. In the following, we will present results in both counting schemes, referring to
the latter as NN counting.
Inverting the expressions for the subthreshold parameters from Appendix F.1, we obtain the LECs summarized
in Table 7, with correlation coefficients according to Tables 8–10. At O(p2) only the ci contribute, and only four
subthreshold parameters are sensitive to these LECs. In particular, there is a LET for d−00
d−00
∣∣∣NLO = 12F2π = 1.15M−2π , (10.2)
in fair agreement with d−00 = (1.41 ± 0.01)M−2π from Table 4.
At N2LO four ¯di appear, and eight subthreshold parameters receive contributions from LECs. In addition, there
are five LETs
d+20
∣∣∣
N2LO = 0.22M
−5
π , d+11
∣∣∣
N2LO = 0.07M
−5
π , d+02
∣∣∣
N2LO = 0.034M
−5
π ,
b−10
∣∣∣
N2LO = 0.92M
−4
π , b−01
∣∣∣
N2LO = 0.19M
−4
π , (10.3)
to be compared with the corresponding numbers in Table 4. For all but d+11 these predictions are quite close to the full
result. Comparing the different extractions up to N3LO, the convergence pattern for the ci looks reasonably stable. In
contrast, while the N2LO ¯di are of natural size, their values increase by nearly an order of magnitude when going to
N3LO (except for ¯d5). The origin of this behavior can be identified from the analytic expressions in (F.4): d−00, d−10,
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c1 c2 c3 c4 ¯d1 + ¯d2 ¯d3 ¯d5 ¯d14 − ¯d15 e¯14 e¯15 e¯16 e¯17 e¯18
c1 1 −0.20 0.58 0.06 −0.42 0.68 0.04 0.47 −0.60 0.33 −0.21 −0.11 −0.20
c2 1 −0.86 −0.03 0.83 −0.63 −0.28 −0.73 0.77 −0.72 0.67 0.25 0.55
c3 1 0.04 −0.86 0.90 0.16 0.87 −0.97 0.68 −0.60 −0.24 −0.46
c4 1 0.18 −0.25 0.03 −0.31 −0.02 0.07 −0.08 −0.61 −0.63
¯d1 + ¯d2 1 −0.83 −0.40 −0.94 0.88 −0.77 0.74 0.23 0.34
¯d3 1 0.03 0.93 −0.94 0.52 −0.45 −0.05 −0.14
¯d5 1 0.18 −0.13 0.40 −0.29 −0.18 −0.29
¯d14 − ¯d15 1 −0.91 0.64 −0.61 −0.03 −0.20
e¯14 1 −0.69 0.65 0.23 0.42
e¯15 1 −0.97 −0.28 −0.65
e¯16 1 0.29 0.60
e¯17 1 0.19
e¯18 1
Table 10: Correlation coefficients for the O(p4) extraction in NN counting.
d−01, and b+00 receive loop corrections involving terms that scale with g2A(c3 − c4) ∼ −16 GeV−1, which are balanced by
the large LECs in order to keep the subthreshold parameters at their physical values. The enhancement of the ci, in
turn, can be understood from resonance saturation, since, absent low-lying resonant states, they would be expected to
scale as ci ∼ gA/Λb = O(1 GeV−1) [15]. While t-channel resonances are required as well to reproduce the physical
values of the ci, the most prominent enhancement for c2−4 is generated by the ∆(1232) [10, 369, 370]. Given such
large loop corrections the errors for the LECs at a given chiral order are negligible compared to the uncertainties to be
attached to the chiral expansion itself.
The loop enhancement of the ¯di can be made explicit by considering combinations of subthreshold parameters
where the corresponding terms cancel. Those are
d−00 + 2M2πd−01 =
8M2π
F2π
¯d5 + · · · , 2d−10 − 5d−01 =
2
F2π
[
5( ¯d1 + ¯d2) + 4 ¯d3] + · · · ,
b+00 − 4mNd−01 =
4mN
F2π
[
2
(
¯d1 + ¯d2
)
+ ¯d14 − ¯d15
]
+ · · · , (10.4)
which already explains why ¯d5 is found to be of natural size. Similarly, the other two combinations become
1
9
[
5( ¯d1 + ¯d2) + 4 ¯d3] = (−0.52 ± 0.03) GeV−2 [(−0.53 ± 0.03) GeV−2],
1
3
[
2
(
¯d1 + ¯d2
)
+ ¯d14 − ¯d15
]
= (0.61 ± 0.02) GeV−2 [(0.06 ± 0.02) GeV−2], (10.5)
where the first [second] number refers to standard [NN] counting, and the N2LO values are (0.37 ± 0.03) GeV−2 and
(0.06 ± 0.02) GeV−2, respectively. The huge cancellations amongst the individual terms precisely reflect the absence
of the g2A(c3 − c4)-enhanced contributions.
10.2. Threshold parameters
A powerful check on the convergence of the chiral expansion arises by comparing the series at two different
kinematic points. Here, we take the LECs extracted from the subthreshold expansion and predict the coefficients in the
expansion around threshold. The advantage of comparing scattering lengths and effective ranges as compared to phase
shifts or cross sections is that the expressions can still be given analytically in rather compact form, see Appendix F.2,
so that the analysis becomes more transparent. In the prediction of the threshold parameters we follow the strategy laid
out in [10]: at a given order in the chiral expansion we use the LECs as determined from the subthreshold parameters
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NLO N2LO N3LO NLONN N2LONN N3LONN RS
a+0+ [10−3M−1π ] −23.8 0.2 −7.9 −14.2 0.2 −1.4 −0.9 ± 1.4
a−0+ [10−3M−1π ] 79.4 92.9 59.4 79.4 92.2 69.2 85.4 ± 0.9
a+1+ [10−3M−3π ] 102.6 121.2 131.8 96.2 113.4 133.7 131.2 ± 1.7
a−1+ [10−3M−3π ] −65.2 −75.3 −89.6 −60.8 −74.6 −80.5 −80.3 ± 1.1
a+1− [10−3M−3π ] −45.0 −47.0 −72.7 −32.3 −54.1 −55.0 −50.9 ± 1.9
a−1− [10−3M−3π ] −11.2 −2.8 −23.2 −6.8 −14.2 −9.8 −9.9 ± 1.2
b+0+ [10−3M−3π ] −70.4 −23.3 −44.9 −80.0 −46.5 −42.9 −45.0 ± 1.0
b−0+ [10−3M−3π ] 20.6 23.3 −63.0 39.7 36.4 −29.7 4.9 ± 0.8
Table 11: Predictions for the threshold parameters at NLO, N2LO, and N3LO, in standard and NN counting. At each order we use the LECs as
given in Table 7. The first three columns refer to standard counting, and the next three to NN counting. We do not display the corresponding errors,
which are much smaller than the uncertainties in the chiral expansion.
at that chiral order. As already noted in [371], the infrared singularities in the chiral expansion of the nucleon mass and
the σ-term can in practice be absorbed into the LECs in such a way that their effect nearly cancels if relations between
observables are considered. In this way, one effectively eliminates LECs in favor of physical quantities, in our case
the πN LECs in favor of the subthreshold parameters. Resonance enhancement from the ∆(1232) notwithstanding,
this scheme amounts to a reordering of the perturbative expansion with the objective that the effects from higher-order
infrared singularities be minimized. The corresponding results are shown in Table 11.
The most striking feature of the predictions for the threshold parameters is that in some quantities the fourth-
order results deteriorate substantially compared to the third-order ones, most notably in a−0+ and b
−
0+. The origin of
this effect can be attributed to the g2A(c3 − c4)-enhanced terms discussed in the previous section: while the LECs
were adjusted in such a way as to produce the correct subthreshold parameters, the cancellation for the threshold
parameters is incomplete and leads to a surprisingly large shift in these parameters. Another interesting feature is
that the convergence in the NN counting appears consistently improved compared to the standard counting, which
suggests that also the 1/mN corrections tend to slow down the convergence.
In view of these findings, the only way to improve the convergence globally in the full low-energy domain consists
of including the ∆(1232) explicitly in the calculation to reduce the ci to more natural values and thereby mitigate
the anomalously large loop effects. However, at subleading orders calculations with explicit ∆ degrees of freedom
quickly become extremely complex, so that often ∆-less calculations can be carried out up to higher orders, and it is
not evident which approach will ultimately prove more efficient. The main conclusion from the comparison of the
convergence at subthreshold and threshold kinematics is that LECs for ∆-less NN applications need to be extracted
from the subthreshold region in order to minimize the impact of ci loop effects.
10.3. Nucleon mass
At fourth order in the chiral expansion the nucleon mass can be expressed as [21, 372, 373]
mN = m − 4c1M2π0 ± 2Bc5(md − mu) −
e2F2π
2
( f1 ± f2 + f3) −
g2A
(
2M3π + M3π0
)
32πF2π
− 3
32π2F2πm
(
g2A + m(−8c1 + c2 + 4c3)
)
M4π log
Mπ
m
+
{
e1 − 3128π2F2πm
(
2g2A − c2m
)}
M4π + O
(
M5π
)
, (10.6)
where we have included the third-order isospin-breaking corrections [29, 31, 34].16 Here, m denotes the nucleon
mass in the chiral limit, the upper/lower sign refers to proton/neutron, and Mπ, Mπ0 , Fπ, and gA are the physical
16The fourth-order corrections have been considered in [31, 374, 375], in particular the proton–neutron mass difference exhibits a chiral logarithm
with large coefficient (6g2A + 1)/2 ∼ 5. As discussed below, the main motivation for including the isospin-breaking terms here concerns the
interpretation of the nucleon mass in the chiral limit. In this context, the fourth-order terms provide little additional insight due to the occurrence
of new unknown LECs, so that for simplicity they will be ignored in the following.
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Figure 28: Dependence of the nucleon mass as a function of Mπ in comparison to lattice: LHCP [317], χQCD [355], and ETMC [335]. Cal-
culations close to or even at the physical point do reproduce the physical mass of the nucleon: 953(41) MeV [376], 936(25)(22) MeV [377],
933(8)(18) MeV [378, 379]. The black solid line refers to the fourth-order ChPT prediction with LECs determined as explained in the main text.
quantities. The renormalization of Fπ and gA is higher order in the chiral expansion, while the renormalization of
Mπ0 has been absorbed into a redefinition of e1 = e1(m), which represents a combination of ei from [19] (evaluated
at renormalization scale µ = m). Moreover, since we want to use the LECs ci as extracted from the RS analysis, they
need to be redefined according to the quark-mass renormalization (F.5), an effect that can be absorbed into e1 as well.
The chiral expansion of the σ-term as defined in (9.14) follows from (10.6) by means of the Feynman–Hellmann
theorem [338–340]
σπN = mˆ
∂mN
∂mˆ
= mˆ
∂M2
π0
∂mˆ
∂mN
∂M2
π0
=
Mπ0
2
{
1 −
M2
π0
32π2F2π
(
¯l3 − 1
)} ∂mN
∂Mπ0
= −4c1M2π0 −
3g2AM2π0
(
2Mπ + Mπ0
)
64πF2π
− 364π2F2πm
(
g2A + m(−8c1 + c2 + 4c3)
)
M4π
{
4 log
Mπ
m
+ 1
}
+ 2
{
e1 − 3128π2F2πm
(
2g2A − c2m
)
+
c1
(
¯l3 − 1)
16π2F2π
}
M4π + O
(
M5π
)
, (10.7)
where we have used
M2
π0
= 2Bmˆ
{
1 − 2Bmˆ
32π2F2π
¯l3
}
. (10.8)
In the following, we will take ¯l3 = 3.41 ± 0.41 from [342]. Note that ¯l3 contains an implicit pion mass dependence in
these conventions, see Appendix F. Since e1 cannot be determined from the subthreshold parameters of πN scattering,
we fix it by demanding that (10.7) reproduce (9.23). With e1 adjusted in this way, we can then predict the nucleon mass
in the chiral limit. To facilitate the comparison to lattice we first rewrite (10.6) and (10.7) in terms of isospin-limit
quantities, which amounts to redefining m according to
m˜ = m ± 2Bc5(md − mu) −
e2F2π
2
( f1 ± f2 + f3) + 2c1∆π −
9g2AMπ∆π
256πF2π︸                  ︷︷                  ︸
−3.2 MeV
, (10.9)
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so that the identification of m itself again involves a sizable shift due to the pion mass difference as well as the LECs
f1−3 and c5. We obtain
m˜ = 869.5 MeV. (10.10)
The full pion-mass dependence is shown in Fig. 28 compared to lattice results. The striking feature coined the
“ruler approximation” [380–382] is that the straight line 800 MeV + Mπ reproduces lattice results over a wide range
of pion masses, before around the physical region the curvature demanded by ChPT has to set in. This behavior
has been confirmed in many more lattice calculations, see e.g. [335, 376, 377]. Figure 28 demonstrates that the
O(p4) prediction starts to deviate already at pion masses as low as 300 MeV. As noted earlier [15, 383], the range
of convergence of the chiral expansion for the nucleon mass appears to be extremely limited. The fact that to a
remarkably good approximation lattice results fall on a straight line implies that including higher chiral orders [384–
387] in a fit to lattice data is not a solution:17 there have to be huge cancellations amongst the individual terms to
produce the observed linear behavior.
We stress that this phenomenon solely concerns the range of convergence in Mπ, not the rate of convergence at the
physical point. Based on the isospin-limit versions of (10.6) and (10.7) (i.e. isospin-breaking effects absorbed into e1
and m˜), we find
mN = 869.5 MeV︸       ︷︷       ︸
O(M0π)
+86.5 MeV︸        ︷︷        ︸
O(M2π )
−15.4 MeV︸        ︷︷        ︸
O(M3π )
−2.3 MeV︸      ︷︷      ︸
O(M4π )
= 938.3 MeV (10.11)
and
σπN = 86.5 MeV︸     ︷︷     ︸
O(M2π)
−23.2 MeV︸        ︷︷        ︸
O(M3π)
−4.2 MeV︸      ︷︷      ︸
O(M4π )
= 59.1 MeV, (10.12)
both of which display a very reasonable convergence pattern.
11. Summary and conclusions
In the present paper we have provided a comprehensive review of Roy–Steiner equations for πN scattering, re-
garding a solution of the s- and t-channel subsystems and, for the first time, a solution of the full set of equations, a
detailed discussion of uncertainties, as well as consequences for the πN σ-term and the matching to chiral perturbation
theory. The main results can be summarized as follows:
1. Due to the fact that crossing symmetry relates two different physical processes, πN Roy–Steiner equations
involve equations both for πN → πN as well as ππ → ¯NN. A full solution can be obtained without a compli-
cated iteration process by noting that the interdependence of the two channels proceeds predominantly via the
subtraction constants, here identified with subthreshold parameters, so that first the t-channel equations can be
solved, whereupon the s-channel equations take a mathematical form equivalent to ππ Roy equations.
2. Both subsystems are rigorously valid up to the maximal energies of
√
s = 1.38 GeV and
√
t = 2.00 GeV,
respectively, so that above these energies input from experiment is required. Moreover, the equations couple
all partial waves, mandating a truncation in the partial-wave expansion. For the s-channel, we keep the S - and
P-waves explicitly, while higher partial waves as well as the lower ones above the matching point chosen at
its maximally allowed value of √sm = 1.38 GeV are taken as input. Indeed, the driving terms that collect this
s-channel input are found to be small at low energies and in no case are their uncertainties the dominant ones in
the final solution.
3. In contrast, for the t-channel data input is only available above the two-nucleon threshold, so that the imaginary
parts in the pseudophysical region 4M2π ≤ t ≤ 4m2N have to be reconstructed by other means. Unitarity in the
form of Muskhelishvili–Omne`s techniques provides that link at least up to the onset of inelastic contributions,
and even beyond if the form of the inelasticities is sufficiently well constrained. We use a two-channel solution
for the S -wave, and single-channel approximations for 1 ≤ J ≤ 3, where F-waves only enter the uncertainty
estimates. A surprising feature of the solution is that the D-wave resonance f2(1270) plays such a prominent
17In principle, we could have included the fifth-order term since it does not involve new unknown LECs. However, this would not be fully
consistent because then c1 and e1 would need to be extracted from a fifth-order calculation of πN scattering and the σ-term as well.
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role that no satisfactory Roy–Steiner solution could be found if its contribution was omitted. Estimates for the
uncertainties of the t-channel input and the role of inelastic channels were provided and propagated to the final
solution. In the end, the uncertainties at intermediate energies overshadow any remaining contribution from the
dispersive integrals above the two-nucleon threshold, so that we took
√
tm = 2mN and set the integrals above
that energy to zero.
4. The number of subtractions in the hyperbolic dispersion relations underlying the Roy–Steiner system was cho-
sen in such a way as to match the number of degrees of freedom known from the mathematical properties of Roy
equations. This implies that many more subtractions are performed than would be required for all dispersive
integrals to converge. This strategy ensures both that the integrals converge quickly and that the equations can
be solved in a fit by minimizing the difference between left- and right-hand side with respect to the subtraction
constants and the parameters describing the low-energy πN phase shifts.
5. We found that the solution of the s-channel equations is greatly stabilized if values for the S -wave scattering
lengths are imposed as additional constraints. We reviewed the extraction from pionic atoms in some detail,
including the discussion of isospin-breaking corrections and the role of virtual photons. The final values used
in this analysis are a1/20+ = (169.8 ± 2.0) × 10−3M−1π and a3/20+ = (−86.3 ± 1.8) × 10−3M−1π .
6. The output of the full solution is a set of consistent subthreshold parameters and low-energy πN phase shifts,
including robust uncertainty estimates. The error analysis includes the uncertainties in all input quantities, in
particular the matching condition at sm, the pionic-atom scattering lengths, and nearly-flat directions in the space
of subtractions constants that can be resolved from sum rules for some of the higher subthreshold parameters.
As expected, we found that for the phase shifts the uncertainty bands are dominated by the scattering-length
errors close to threshold and by the matching condition close to sm. Explicit parameterizations are provided
in Appendix D.
7. With subthreshold parameters, low-energy phase shifts, and t-channel partial waves determined, the same hyper-
bolic dispersion relations used for the derivation of the Roy–Steiner equations in the first place, now evaluated
at the threshold point, yield sum rules for the parameters in the threshold expansion. We evaluated these sum
rules for the P-wave scattering volumes and the S -wave effective ranges, with uncertainties propagated from
the Roy–Steiner solution.
8. The Cheng–Dashen low-energy theorem establishes a link between πN scattering evaluated at subthreshold
kinematics and the πN σ-term. We reviewed the determination of the various corrections that enter the theorem,
including isospin-breaking effects, which prove to be sizable in the isoscalar amplitude in question. Our final
result σπN = (59.1±3.5) MeV is higher than early determinations from πN scattering, although already 4.2 MeV
originate from a reappraisal of the corrections to the low-energy theorem, and thereof 3 MeV from isospin
breaking.
9. We match our results to chiral perturbation theory by identifying the subthreshold parameters with their respec-
tive chiral expansion. The matching thus reduces to equating a polynomial in the Mandelstam variables, and
the corresponding low-energy constants are obtained by inverting a simple linear system of equations. We find
that at a given order in the chiral expansion the uncertainties propagated from the Roy–Steiner solution are very
small, but that chiral convergence for some subthreshold parameters is challenged by large loop corrections that
involve the combination g2A(c3 − c4) of low-energy constants enhanced by saturation from the ∆(1232). One
consequence of this behavior is that the low-energy constants fixed at subthreshold kinematics lead to an unex-
pectedly poor convergence pattern at next-to-next-to-next-to-leading order for some of the threshold parameters.
We concluded that without explicit ∆ degrees of freedom low-energy constants defined at one kinematic point
do not necessarily guarantee convergence in the whole low-energy domain and argued that in ∆-less applica-
tions in NN scattering determinations of πN low-energy constants at the subthreshold point are preferable for
that reason.
10. As a final application we investigated the chiral convergence of the quark-mass dependence of the nucleon mass.
Combining information from the σ-term and the subthreshold matching, the expansion coefficients are deter-
mined up to next-to-next-to-next-to-leading order. We found that at the physical point the convergence pattern
looks very convincing, but that the comparison to lattice data indicates a breakdown of the chiral expansion for
pion masses as low as 300 MeV.
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Note added in proof
While this paper was under review, several lattice calculations of the σ-term at physical quark masses have been
reported [388–391]. For a detailed comparison to the phenomenological determination discussed in Sect. 9 see [392].
Acknowledgements
We thank C. Ditsche for collaboration at early stages of this project, and V. Bernard, G. Colangelo, H. Leutwyler,
B. Moussallam, D. Siemens, and A. Walker-Loud for helpful discussions and communication, in particular for pro-
viding the ππ phase shifts corresponding to [163] (GC), a version of the ππ → ¯KK amplitude from [109] consistent
with [163] (BM), and the lattice data shown in Fig. 28 (AWL), as well as for pointing out an inconsistency in the
chiral expansion of the threshold parameters (DS). Financial support by the Helmholtz Virtual Institute NAVI (VH-
VI-417), the DFG (SFB/TR 16, “Subnuclear Structure of Matter”), and the DOE (Grant No. DE-FG02-00ER41132)
is gratefully acknowledged. The work of UGM was supported in part by the Chinese Academy of Sciences (CAS)
President’s International Fellowship Initiative (PIFI) (Grant No. 2015VMA076).
Appendix A. Integral kernels
In this appendix we collect all the pole-term projections and kernel functions that appear in (3.30) and (3.31)
as they follow from unsubtracted HDRs. The modifications necessary when introducing subtractions are provided
in Appendix B.2.
Appendix A.1. s-channel projection
Appendix A.1.1. Nucleon pole
The s-channel projection of the nucleon pole terms may be written as
NIl+(W) =
g2
16πW
{
(E + mN)(W − mN)
[
ǫI
Ql(y)
q2
+
2δl0
m2N − s
]
+ (E − mN)(W + mN)ǫI Ql+1(y)q2
}
, (A.1)
ǫI = ±1 for I = ±, and
y = 1 − s + m
2
N − Σ
2q2
. (A.2)
The Legendre functions of the second kind Ql(z) can be expressed for general complex argument as (see e.g. [393])
Ql(z) = 12
1∫
−1
dx Pl(x)
z − x , (A.3)
which for l = 0 reduces to
Q0(z) = 12
1∫
−1
dx
z − x , Q0(z ± iǫ) =
1
2
log
∣∣∣∣∣1 + z1 − z
∣∣∣∣∣ ∓ iπ2θ(1 − z2). (A.4)
In the pseudophysical region of the t-channel reaction we also need the analytic continuation for purely imaginary
argument. For z = iy, y > 1, we have
Q0(iy) = 12 log
iy + 1
iy − 1 =
1
2
log 1 + iy
1 − iy − i
π
2
= i
(
arctan y − π
2
)
= −Q0(−iy). (A.5)
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Appendix A.1.2. s-channel
The s-channel partial-wave expansion reads [394]
AI(s, t) =
∞∑
l=0
{
S 1l+1,l(W, zs) f Il+(W) − S 1l,l+1(W, zs) f I(l+1)−(W)
}
,
BI(s, t) =
∞∑
l=0
{
S 2l+1,l(W, zs) f Il+(W) − S 2l,l+1(W, zs) f I(l+1)−(W)
}
, (A.6)
with
S 1kn(W, zs) = 4π
{W + mN
E + mN
P′k(zs) +
W − mN
E − mN
P′n(zs)
}
,
S 2kn(W, zs) = 4π
{ 1
E + mN
P′k(zs) −
1
E − mN
P′n(zs)
}
. (A.7)
Taken together with the partial-wave projection (3.22), this ultimately leads to the kernel functions [107]
KIll′ (W,W′) =
ϕ
[
Ull′
∣∣∣δ(W,W′)]
s′ − s − ǫ
I ϕ
[
Vll′
∣∣∣̺(W,W′)]
2q2
− ϕ
[
Ull′
∣∣∣κI(W,W′)]
s′ − a , (A.8)
where we have defined the following abbreviations: the structure
ϕ
[
akn
∣∣∣b(W,W′)] = W′
W
{
b(W,−W′)akn + b(W,W′)ak,n+1 + b(−W,−W′)ak+1,n + b(−W,W′)ak+1,n+1
}
, (A.9)
for an arbitrary function b(W,W′), reflects MacDowell symmetry of KIll′ (W,W′) both with respect to W and W′ and
acts on
δ(W,W′) = E + mN
E′ + mN
[
W′ +W
]
, ̺(W,W′) = E + mN
E′ + mN
[
W′ − W + 2mN
]
,
κ
I (W,W′) = 1
2
[
δ(W,W′) + ǫI̺(W,W′)
]
, (A.10)
as well as the angular kernels
Ull′ =
1
2
1∫
−1
dzs Pl(zs)P′l′(z′s), Vll′ =
1
2
1∫
−1
dzs
Pl(zs)P′l′ (z′s)
xs − zs
, (A.11)
with
z′s = αzs + β, α =
q2
q′2
s − a
s′ − a , β = 1 − α −
s′ − s
s′ − a
s + s′ − Σ
2q′2
,
xs = 1 − s + s
′ − Σ
2q2
, x′s = αxs + β = 1 −
s′ + s − Σ
2q′2
. (A.12)
For the lowest kernel functions one finds
Ul1 = δl0, Ul2 = αδl1 + 3βδl0, Ul3 = α2δl2 + 5αβδl1 +
1
2
{5[α2 + 3β2] − 3}δl0,
Vl1 = Ql(xs), Vl2 = 3x′sQl(xs) − 3αδl0, Vl3 = P′3(x′s)Ql(xs) −
5
2
α2δl1 − 152 α
{
αxs + 2β
}
δl0, (A.13)
and the calculation of higher kernel functions by means of (A.11) is straightforward, but tedious. For the numerical
implementation of KIll′ (W,W′) it is advantageous to analytically separate the Cauchy piece of the kernel functions
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according to
ϕ
[
Ull′
∣∣∣δ(W,W′)]
s′ − s =
γll′ (W,W′)
W′ − W +
1
W′ +W
W′
W
{
E + mN
E′ − mN
Ull′ − E − mNE′ + mN
Ul+1,l′+1
}
,
γll′ (W,W′) = W
′
W
{
E + mN
E′ + mN
Ul,l′+1 −
E − mN
E′ − mN
Ul+1,l′
}
, γll′ (W,W) = δll′ . (A.14)
Asymptotically, these kernel functions behave as
KIll′ (W,W′) = O
(
q2l
)
, KIll′ (−W,W′) = O
(
q2l+2
)
for |q| → 0,
KIll′ (W,W′) = O
(
q′−2l′
)
, KIll′ (W,−W′) = O
(
q−2l′−2
)
for |q′| → 0,
KIll′ (W,W′) = O
(|q′|−2l−1) for |q′| → ∞, (A.15)
in accordance with MacDowell symmetry and the asymptotic properties of f Il±(W).
Appendix A.1.3. t-channel
The t-channel partial-wave expansion takes the form [223]
AI(s, t) = −4π
p2t
∑
J
(2J + 1)(ptqt)J
{
PJ(zt) f J+ (t) −
mN√
J(J + 1)ztP
′
J(zt) f J− (t)
}
,
BI(s, t) = 4π
∑
J
2J + 1√
J(J + 1) (ptqt)
J−1P′J(zt) f J− (t). (A.16)
Using the abbreviations
ψ
[
akn
∣∣∣d(W)] = d(W)akn + d(−W)ak+1,n, ηJ = 2J + 14Wq2 (p′tq′t)Jp′2t , (A.17)
for an arbitrary function d(W), the corresponding kernels are [107]
GlJ(W, t′) = −ηJψ[AlJ ∣∣∣E + mN],
HlJ(W, t′) = ηJ√J(J + 1)
{
p′t
q′t
ψ
[
BlJ
∣∣∣(W − mN)(E + mN)] + mNψ[ClJ ∣∣∣E + mN]} , (A.18)
where ClJ = JAlJ + Bl,J−1, and the angular kernels for even J are defined as
AlJ =
1
2
1∫
−1
dzs
Pl(zs)PJ(z′t )
xt − zs
, BlJ =
µ1
2
1∫
−1
dzs Pl(zs)
P′J(z′t)
z′t
+
µ2
2
1∫
−1
dzs
Pl(zs)P′J(z′t)/z′t
xt − zs
, (A.19)
while for odd J one finds
AlJ =
µ1
2
1∫
−1
dzs Pl(zs)
PJ(z′t)
z′t
+
µ2
2
1∫
−1
dzs
Pl(zs)PJ(z′t)/z′t
xt − zs
, BlJ =
1
2
1∫
−1
dzs
Pl(zs)P′J(z′t)
xt − zs
, (A.20)
with
z′t =
√
γzs + δ, γ =
q2(s − a)
2p′2t q′2t
, δ =
(t′ − Σ + 2a)2 − 4(s − a)(2q2 + Σ − s − a)
16p′2t q′2t
,
µ1 = − q
2
2p′tq′t
, µ2 =
2s + t′ − Σ
4p′tq′t
, xt = 1 +
t′
2q2
. (A.21)
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It is important to note that the integrands in (A.19) and (A.20) only involve even powers of z′t , so that no square roots
of zs occur in the integrals. Explicitly, one finds for the lowest kernels
Gl0(W, t′) = − 14Wq2 p′2t
{
(E + mN)Ql(xt) − (E − mN)Ql+1(xt)
}
,
Gl1(W, t′) = 34
{
(2s + t′ − Σ)Gl0(W, t′) + E + mN2W p′2t
δl0
}
,
Hl1(W, t′) = 1√
2
{3
4
Zl(W, t′) − mNGl1(W, t′)
}
,
Gl2(W, t′) = 516
{[
6s(s + t′ − Σ) + (t′ − Σ)2 + 2(m2N − M2π)2
]
Gl0(W, t′) + 3 (E + mN)(s − a)W p′2t
δl0
}
,
Hl2(W, t′) = 15
16
√
6
{
(2s + t′ − Σ)Zl(W, t′) − mN
[
4s(s + t′ − Σ) + (t′ − Σ)2
]
Gl0(W, t′)
− 2 E + mN
W
[
mN(s − a)
p′2t
+ W − mN
]
δl0
}
, (A.22)
where
Zl(W, t′) = 1Wq2
{
(E + mN)(W − mN)Ql(xt) + (E − mN)(W + mN)Ql+1(xt)
}
. (A.23)
In particular, they behave asymptotically according to the general relations
GlJ(W, t′) = O(q2l), HlJ(W, t′) = O(q2l) for |q| → 0,
GlJ(−W, t′) = O(q2l+2), HlJ(−W, t′) = O(q2l+2) for |q| → 0,
GlJ(W, t′) = O(1), HlJ(W, t′) = O(1) for q′t → 0,
GlJ(W, t′) = O(p′−2t ), HlJ(W, t′) = O(p′−2t ) for p′t → 0,
GlJ(W, t′) = O(t′J−l−2), HlJ(W, t′) = O(t′J−l−2) for t′ → ∞. (A.24)
Appendix A.2. t-channel projection
Appendix A.2.1. Nucleon pole
The t-channel projection of the nucleon pole terms reads
˜NJ+(t) =
g2
4π
mN
{ y˜QJ(y˜)
(ptqt)J − δJ0
}
, ˜NJ−(t) =
g2
4π
√
J(J + 1)
2J + 1
QJ−1(y˜) − QJ+1(y˜)
(ptqt)J , (A.25)
where
y˜ =
t − 2M2π
4ptqt
. (A.26)
Although y˜ diverges at tπ and tN , ˜NJ±(t) itself remains finite. Expressions that allow for a stable numerical evaluation
can be obtained by invoking the asymptotic form of the Legendre functions Ql(z) for |z| → ∞ [393]
Ql(z) ∼ 2
l(l!)2
(2l + 1)!z
−(l+1), (A.27)
which leads to
˜NJ+(t) =
g2
4π
J!
(2J + 1)!!mN
{ ( 4
t − 2M2π
)J
− δJ0
}
+ O(p2t q2t ),
˜NJ−(t) =
g2
4π
J!
(2J + 1)!!
√
J + 1
J
(
4
t − 2M2π
)J
+ O(p2t q2t ). (A.28)
In contrast to the ostensible divergences for ptqt → 0, the pole terms do involve a branch-point singularity at tπ −
(M2π/mN)2 ≈ 3.98M2π, where the branch cut of QJ(y˜) starts.
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Appendix A.2.2. s-channel
Introducing
˜ψ
[
akn
∣∣∣d(W′)] = d(W′)ak,n+1 + d(−W′)akn, η˜J = 2W′(ptqt)J−1 , (A.29)
in analogy to (A.17), the s-channel kernel functions become
˜GJl(t,W′) = η˜J
{
− pt
qt
˜ψ
[
˜AJl
∣∣∣∣∣W′ + mNE′ + mN
]
+ mN ˜ψ
[
˜BJl
∣∣∣∣∣ 1E′ + mN
]}
,
˜HJl(t,W′) = η˜J
√
J(J + 1)
2J + 1
˜ψ
[
˜CJl
∣∣∣∣∣ 1E′ + mN
]
, (A.30)
with angular kernel functions
˜AJl =
1
ptqt
P′l(z˜s)QJ(x˜t) − ¯AJl, ˜CJl = ˜AJ−1,l − ˜AJ+1,l, ˜BJl =
1
ptqt
P′l(z˜s)x˜tQJ(x˜t) − ¯BJl, (A.31)
their polynomial parts
¯AJl =
1
2
1∫
−1
dzt PJ(zt)
{
1
ptqt
P′l(z˜s) − P′l(z′s)
x˜t − zt +
1 ± 1
2(s′ − a) P
′
l(z′s)
}
,
¯BJl =
1
2
1∫
−1
dzt PJ(zt)
{
1
ptqt
x˜tP′l (z˜s) − ztP′l(z′s)
x˜t − zt
+
1 ∓ 1
2(s′ − a)ztP
′
l(z′s)
}
, (A.32)
where the upper/lower sign refers to even/odd J, and
z′s =
z2t − ˜δ
γ˜
, γ˜ =
q′2(s′ − a)
2p2t q2t
, ˜δ =
(t − Σ + 2a)2 − 4(s′ − a)(2q′2 + Σ − s′ − a)
16p2t q2t
,
x˜t =
t + 2s′ − Σ
4ptqt
, z˜s =
x˜2t − ˜δ
γ˜
= 1 +
t
2q′2
. (A.33)
These kernel functions fulfill the asymptotic relations
˜GJl(t,W′) = O(1), ˜HJl(t,W′) = O(1) for ptqt → 0,
˜GJl(t,W′) = O(q′−2l), ˜HJl(t,W′) = O(q′−2l) for |q′| → 0,
˜GJl(t,−W′) = O(q′−2l−2), ˜HJl(t,−W′) = O(q′−2l−2) for |q′| → 0,
˜GJl(t,W′) = O(q′−2J), ˜HJl(t,W′) = O(q′−2J) for |q′| → ∞. (A.34)
In particular, the finite pieces for ptqt → 0 can be derived along the lines that led to (A.28).
Appendix A.2.3. t-channel
The t-channel kernel functions follow from(
˜K1JJ′(t, t′) ˜K2JJ′(t, t′)
0 ˜K3JJ′(t, t′)
)
=
ζJJ′
t′ − t
(
uJJ′ vJJ′
0 wJJ′
)
, ζJJ′ = (2J′ + 1) (p
′
tq′t)J
′−1
(ptqt)J−1 , (A.35)
with angular kernels for even J and J′
uJJ′ =
ptq′t
qt p′t
1∫
0
dzt PJ(zt)PJ′(z′t), vJJ′ =
mN√
J′(J′ + 1)
pt
qt p′tq′t
1∫
0
dzt PJ(zt)
{
q2t z
2
t − q′2t z′2t
}P′J′(z′t )
z′t
,
wJJ′ =
1
2J + 1
√
J(J + 1)
J′(J′ + 1)
ptqt
p′t q′t
1∫
0
dzt
{
PJ−1(zt) − PJ+1(zt)
}
zt
P′J′(z′t)
z′t
, (A.36)
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pt → 0 qt → 0 t → ∞ p′t → 0 q′t → 0 t′ → ∞
˜K1JJ′(t, t′) O
(
p2t
) O(1) O(tJ′−J) O(p′−2t ) O(1) O(t′J′−J−2)
˜K2JJ′(t, t′) O(1) O(1) O
(
tJ
′−J) O(p′−2t ) O(1) O(t′J′−J−1)
˜K3JJ′(t, t′) O(1) O(1) O
(
tJ
′−J−1) O(1) O(1) O(t′J′−J−1)
Table A.1: Asymptotic properties of the t-channel kernel functions.
and for odd J and J′
uJJ′ =
p2t
p′2t
1∫
0
dzt PJ(zt)zt
PJ′(z′t)
z′t
, vJJ′ =
mN√
J′(J′ + 1)
{
1 − p
2
t
p′2t
} 1∫
0
dzt PJ(zt)ztP′J′(z′t),
wJJ′ =
1
2J + 1
√
J(J + 1)
J′(J′ + 1)
1∫
0
dzt
{
PJ−1(zt) − PJ+1(zt)
}
P′J′(z′t ), (A.37)
where the angles are related by
z′t =
√
α˜z2t + ˜β, α˜ =
p2t q2t
p′2t q′2t
, ˜β =
t′ − t
16p′2t q′2t
(t + t′ − 2Σ + 4a). (A.38)
Again, only even powers of z′2t appear in the angular integrals (A.36) and (A.37). Starting from these equations, one
can show that for J′ < J all kernel functions vanish
˜K1JJ′ (t, t′) = ˜K2JJ′(t, t′) = ˜K3JJ′(t, t′) = 0 for J′ < J, (A.39)
while the diagonal kernels fulfill the general relations
˜K1JJ(t, t′) =
p2t
p′2t
1
t′ − t ,
˜K2JJ(t, t′) =
√
J
J + 1
mN
4p′2t
, ˜K3JJ(t, t′) =
1
t′ − t . (A.40)
Finally, the non-vanishing, non-diagonal kernel functions with J ≤ 3 and J′ ≤ 3 read
˜K102(t, t′) =
5
16
p2t
p′2t
{
t + t′ − 2Σ + 6a
}
, ˜K202(t, t′) =
5mN
16
√
6
p2t
p′2t
{
4q2t − 3(t + t′ − 2Σ + 4a)
}
,
˜K113(t, t′) =
7
48
p2t
p′2t
{
t + t′ − 2Σ + 10a
}
, ˜K313(t, t′) =
7
8
√
6
{
t + t′ − 2Σ + 5a
}
,
˜K213(t, t′) =
7mN
64
√
3
1
p′2t
{
8p2t q2t + (t′ − t)(t + t′ − 2Σ + 5a)
}
. (A.41)
The general asymptotic properties of the kernels are given in Table A.1. Note, however, that exceptionally
˜K202(t, t′) = O
(
p2t
)
for pt → 0, ˜K202(t, t′) = O(1) for t′ → ∞. (A.42)
80
Appendix B. Subtractions
Appendix B.1. Sum rules for subthreshold parameters
The sum rules based on HDRs for all the subthreshold parameters relevant for the matching to ChPT are
d+00 = −
g2
mN
+
1
π
∞∫
s+
ds′ h0(s′) [Im A+](0,0) + 1π
∞∫
tπ
dt′
t′
[
Im A+
]
(0,0) ,
b−00 =
g2
2m2N
+
1
π
∞∫
s+
ds′ h0(s′) [Im B−](0,0) + 1π
∞∫
tπ
dt′
t′
[
Im B−
]
(0,0) ,
d+01 =
1
π
∞∫
s+
ds′
{
h0(s′) [∂tIm A+](0,0) − h02(s′) [Im A+](0,0) } + 1π
∞∫
tπ
dt′
t′
{ [
∂tIm A+
]
(0,0) +
1
t′
[
Im A+
]
(0,0)
}
,
a−00 =
4mN
π
∞∫
s+
ds′ h02(s′)
[
Im A−
]
(0,0) +
1
π
∞∫
tπ
dt′
t′
[
Im A−/ν′
]
(0,0) ,
b+00 =
4mN
π
∞∫
s+
ds′ h02(s′)
[
Im B+
]
(0,0) +
1
π
∞∫
tπ
dt′
t′
[
Im B+/ν′
]
(0,0) ,
b−01 =
1
π
∞∫
s+
ds′
{
h0(s′) [∂tIm B−](0,0) − h02(s′) [Im B−](0,0) } + 1π
∞∫
tπ
dt′
t′
{ [
∂tIm B−
]
(0,0) +
1
t′
[
Im B−
]
(0,0)
}
,
a+10 =
1
π
∞∫
s+
ds′
{
h0(s′) [∂ν2Im A+](0,0) + 8m2Nh03(s′) [Im A+](0,0) } + 1π
∞∫
tπ
dt′
t′
[
∂ν2Im A+
]
(0,0) ,
a−01 =
4mN
π
∞∫
s+
ds′
{
h02(s′)
[
∂tIm A−
]
(0,0) − h03(s′)
[
Im A−
]
(0,0)
}
+
1
π
∞∫
tπ
dt′
t′
{ [
∂tIm A−/ν′
]
(0,0) +
1
t′
[
Im A−/ν′
]
(0,0)
}
,
a−10 =
4mN
π
∞∫
s+
ds′
{
h02(s′)
[
∂ν2Im A−
]
(0,0) + 4m2Nh04(s′)
[
Im A−
]
(0,0)
}
+
1
π
∞∫
tπ
dt′
t′
[
∂ν2 Im A−/ν′
]
(0,0) ,
b−10 =
1
π
∞∫
s+
ds′
{
h0(s′) [∂ν2Im B−](0,0) + 8m2Nh03(s′) [Im B−](0,0) } + 1π
∞∫
tπ
dt′
t′
[
∂ν2Im B−
]
(0,0) ,
b+01 =
4mN
π
∞∫
s+
ds′
{
h02(s′)
[
∂tIm B+
]
(0,0) − h03(s′)
[
Im B+
]
(0,0)
}
+
1
π
∞∫
tπ
dt′
t′
{ [
∂tIm B+/ν′
]
(0,0) +
1
t′
[
Im B+/ν′
]
(0,0)
}
,
b+10 =
4mN
π
∞∫
s+
ds′
{
h02(s′)
[
∂ν2Im B+
]
(0,0) + 4m2Nh04(s′)
[
Im B+
]
(0,0)
}
+
1
π
∞∫
tπ
dt′
t′
[
∂ν2 Im B+/ν′
]
(0,0) ,
2a+20 =
1
π
∞∫
s+
ds′
{
h0(s′)
[
∂2
ν2
Im A+
]
(0,0) + 16m
2
Nh03(s′)
[
∂ν2Im A+
]
(0,0) + 64m4Nh05(s′)
[
Im A+
]
(0,0)
}
+
1
π
∞∫
tπ
dt′
t′
[
∂2
ν2
Im A+
]
(0,0) ,
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a+11 =
1
π
∞∫
s+
ds′
{
h0(s′) [∂ν2∂tIm A+](0,0) + 8m2Nh03(s′) [∂tIm A+](0,0) − h02(s′) [∂ν2Im A+](0,0) − 12m2Nh04(s′) [Im A+](0,0) }
+
1
π
∞∫
tπ
dt′
t′
{ [
∂ν2∂tIm A+
]
(0,0) +
1
t′
[
∂ν2 Im A+
]
(0,0)
}
,
2a+02 =
1
π
∞∫
s+
ds′
{
h0(s′)
[
∂2t Im A+
]
(0,0) − 2h
0
2(s′)
[
∂tIm A+
]
(0,0) + h03(s′)
[
Im A+
]
(0,0)
}
+
1
π
∞∫
tπ
dt′
t′
{ [
∂2t Im A+
]
(0,0) +
2
t′
[
∂tIm A+
]
(0,0) +
2
t′2
[
Im A+
]
(0,0)
}
, (B.1)
where we have introduced the notation
h0(s′) = 2
s′ − s0 −
1
s′ − a , h
0
n(s′) =
1
(s′ − s0)n . (B.2)
In (B.1) the dependence of the amplitudes on the internal kinematics (s′, t′) is suppressed and the subscript (0, 0)
indicates evaluation at (ν = 0, t = 0). To this end, one may use the relations
[
z′s
]
(0,0) = 1 −
(s′ − s0)2
2q′2(s′ − a) ,
[
∂tz
′
s
]
(0,0) =
s0 − a
2q′2(s′ − a) ,
[
∂ν2 z
′
s
]
(0,0) =
2m2N
q′2(s′ − a) ,[
∂2
ν2
z′s
]
(0,0) = 0,
[
∂ν2∂tz
′
s
]
(0,0) = 0,
[
∂2t z
′
s
]
(0,0) = −
1
4q′2(s′ − a) ,[
z′2t
]
(0,0) = 1 +
at′ − 4m2N M2π
4p′2t q′2t
,
[
∂tz
′2
t
]
(0,0) =
s0 − a
4p′2t q′2t
,
[
∂ν2z
′2
t
]
(0,0) =
m2N
p′2t q′2t
,[
∂2
ν2
z′2t
]
(0,0) = 0,
[
∂ν2∂tz
′2
t
]
(0,0) = 0,
[
∂2t z
′2
t
]
(0,0) = −
1
8p′2t q′2t
. (B.3)
Appendix B.2. Subtracted kernel functions
In this appendix we list the additional contributions from subtraction terms as well as the modifications to the
kernel functions required when introducing subtractions. We do not provide an exhaustive list of all possible variants
(depending on which subthreshold parameters are included, see Sect. 3.4), but present the version actually used in the
calculation.
Appendix B.2.1. s-channel projection
For the s-channel we include all subthreshold parameters listed in Sect. 3.4. For convenience, the contributions to
the partial waves that originate from these subtraction constants are collected by modifying the pole terms according
to
NIl+(W) → NIl+(W) + ∆NIl+(W), ∆NIl+(W) = ∆̂N
I
l (W) − ∆̂N
I
l+1(−W), (B.4)
and
∆̂N
+
l (W) =
E + mN
4πW
{
δl0
2
(
d+00 +
g2
mN
)
− d+01q2χtl +
b+00χ
ν
l
4mN
(W − mN) +
a+10χ
ν2
l
8m2N
}
,
∆̂N
−
l (W) =
E + mN
4πW
{
(W − mN)
[
δl0
2
(
b−00 −
g2
2m2N
)
− b−01q2χtl +
b−10χ
ν2
l
8m2N
]
+
a−00χ
ν
l
4mN
− a
−
01q
2χνtl
2mN
+
a−10χ
ν3
l
16m3N
}
, (B.5)
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with
χνl = (s − s0 − q2)δl0 +
q2
3 δl1, χ
νt
l =
(
s − s0 −
4
3q
2
)
δl0 + (2q2 − s + s0)δl13 −
2
15q
2δl2,
χν
2
l =
(
(s − s0 − q2)2 + q
4
3
)
δl0 +
2
3q
2(s − s0 − q2)δl1 + 215q
4δl2, χ
t
l = δl0 −
δl1
3 ,
χν
3
l = (s − s0 − q2)
(
(s − s0 − q2)2 + q4
)
δl0 + q2
(
(s − s0 − q2)2 + q
4
5
)
δl1 +
2
5 q
4(s − s0 − q2)δl2 + 235q
6δl3. (B.6)
Next, the s-channel kernels become
KIll′ (W,W′) → KIll′ (W,W′) + ∆KIll′ (W,W′), ∆KIll′ (W,W′) = ∆̂K
I
ll′ (W,W′) − ∆̂K
I
l+1,l′ (−W,W′), (B.7)
with
∆̂K
+
ll′ (W,W′) =
E + mN
4πW
[
− W′h0(s′)
[
S 1l′+1,l′(W′, z′s)
]
(0,0) δl0
+ 2q2W′χtl
{
h0(s′)
[
∂tS 1l′+1,l′ (W′, z′s)
]
(0,0) − h
0
2(s′)
[
S 1l′+1,l′(W′, z′s)
]
(0,0)
}
− 2W′χνl (W − mN)h02(s′)
[
S 2l′+1,l′(W′, z′s)
]
(0,0)
− W
′
4m2N
χν
2
l
{
h0(s′)
[
∂ν2 S 1l′+1,l′ (W′, z′s)
]
(0,0) + 8m
2
Nh03(s′)
[
S 1l′+1,l′ (W′, z′s)
]
(0,0)
}]
,
∆̂K
−
ll′ (W,W′) =
E + mN
4πW
[
− W′(W − mN)h0(s′)
[
S 2l′+1,l′(W′, z′s)
]
(0,0) δl0
+ 2q2W′χtl(W − mN)
{
h0(s′)
[
∂tS 2l′+1,l′ (W′, z′s)
]
(0,0) − h
0
2(s′)
[
S 2l′+1,l′(W′, z′s)
]
(0,0)
}
− 2W′χνl h02(s′)
[
S 1l′+1,l′(W′, z′s)
]
(0,0) − 4q
2W′χνtl
{
h03(s′)
[
S 1l′+1,l′(W′, z′s)
]
(0,0) − h
0
2(s′)
[
∂tS 1l′+1,l′ (W′, z′s)
]
(0,0)
}
− W
′
2m2N
χν
3
l
{
h02(s′)
[
∂ν2 S 1l′+1,l′ (W′, z′s)
]
(0,0) + 4m
2
Nh04(s′)
[
S 1l′+1,l′ (W′, z′s)
]
(0,0)
}
− W
′
4m2N
χν
2
l (W − mN)
{
h0(s′)
[
∂ν2 S 2l′+1,l′ (W′, z′s)
]
(0,0) + 8m
2
Nh03(s′)
[
S 2l′+1,l′ (W′, z′s)
]
(0,0)
}]
. (B.8)
Similarly, we define
GlJ(W, t′) → GlJ(W, t′) + ∆GlJ(W, t′), ∆GlJ(W, t′) = ∆̂GlJ(W, t′) − ∆̂Gl+1,J(−W, t′), (B.9)
and accordingly for HlJ(W, t′), which yields for even J
∆̂GlJ(W, t′) = E + mN2W (2J + 1)
(p′tq′t)J
t′p′2t
{ [
PJ(z′t)
]
(0,0) δl0 − 2q2χtl
[
1
t′
PJ(z′t) + ∂tPJ(z′t)
]
(0,0)
+
χν
2
l
4m2N
[
∂ν2 PJ(z′t)
]
(0,0)
}
,
∆̂HlJ(W, t′) = −E + mN2W
2J + 1√
J(J + 1)
(p′tq′t)J
t′p′2t
{
mN
[
z′t P
′
J(z′t)
]
(0,0) δl0 +
W − mN
2q′2t
χνl
[P′J(z′t )
z′t
]
(0,0)
− 2mNq2χtl
[
1
t′
z′t P
′
J(z′t ) + ∂t(z′t P′J(z′t ))
]
(0,0)
+
χν
2
l
4mN
[
∂ν2z
′
t P
′
J(z′t )
]
(0,0)
}
, (B.10)
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and for odd J
∆̂GlJ(W, t′) = E + mN2W (2J + 1)
(p′tq′t)J−1
t′p′2t
{
χνl
2
[
PJ(z′t )
z′t
]
(0,0)
− q2χνtl
[
1
t′
PJ(z′t )
z′t
+ ∂t
PJ(z′t)
z′t
]
(0,0)
+
χν
3
l
8m2N
[
∂ν2
PJ(z′t )
z′t
]
(0,0)
}
,
∆̂H lJ(W, t′) = −E + mN2W
2J + 1√
J(J + 1)
(p′tq′t)J−1
t′p′2t
{
(W − mN)p′2t
[
P′J(z′t )
]
(0,0) δl0 +
mN
2
χνl
[
P′J(z′t)
]
(0,0)
− mNq2
[
χνtl +
W − mN
mN
2p′2t χtl
] [ 1
t′
P′J(z′t) + ∂tP′J(z′t)
]
(0,0)
+
1
8mN
[
∂ν2 P′J(z′t)
]
(0,0)
[
χν
3
l +
W − mN
mN
2p′2t χν
2
l
]}
.
(B.11)
Appendix B.2.2. t-channel projection
For the t-channel projection we do not consider all subtractions implemented for the s-channel case, since some
subthreshold parameters do not further improve the convergence of the ensuing dispersion relations for the t-channel
partial waves. In this appendix, we summarize the version used for the P- and D-waves (with all parameters but a−10
and b−10). For the S -wave, one can use a variant with even less subtractions, see [94].
The subthreshold-parameter contributions to the t-channel amplitudes are included by modifying the nucleon pole
terms according to
˜NJ±(t) → ˜NJ±(t) + ∆ ˜NJ±(t), (B.12)
with
∆ ˜NJ+(t) = −
p2t
4π
(
d+00 +
g2
mN
+ d+01t − b+00
q2t
3
)
δJ0 +
mN
12π
(
b−00 −
g2
2m2N
+ b−01t −
(
a−00 + a
−
01t
) p2t
m2N
)
δJ1 +
b+00
30πδJ2
− p
2
t
12πm2N
a+10
(
p2t q
2
t δJ0 +
2
5δJ2
)
,
∆ ˜NJ−(t) =
√
2
12π
(
b−00 −
g2
2m2N
+ b−01t
)
δJ1 +
√
6
60πmN
b+00δJ2. (B.13)
The subtracted versions of ˜GJl(t,W′) and ˜HJl(t,W′) can be expressed by redefining the polynomial parts of the perti-
nent angular kernels according to
¯AJl → ¯AJl + ∆ ¯AJl, (B.14)
and analogously for ¯BJl, ¯CJl. We find
∆ ¯AJl =
{(
h0(s′) − t h02(s′)
) [
P′l(z′s)
]
(0,0) + t h0(s
′)
[
∂tP′l(z′s)
]
(0,0)
}
δJ0
+
4
3 ptqt
{(
h02(s′) − t h03(s′)
) [
P′l(z′s)
]
(0,0) + t h
0
2(s′)
[
∂tP′l(z′s)
]
(0,0)
}
δJ1
+
p2t q2t
3m2N
{
h0(s′)
[
∂ν2 P′l(z′s)
]
(0,0) + 8m
2
Nh03(s′)
[
P′l(z′s)
]
(0,0)
}(
δJ0 +
2
5δJ2
)
,
∆ ¯BJl =
1
3
{(
h0(s′) − t h02(s′)
) [
P′l(z′s)
]
(0,0) + t h0(s
′)
[
∂tP′l(z′s)
]
(0,0)
}
δJ1 +
4
3 ptqth
0
2(s′)
[
P′l(z′s)
]
(0,0)
(
δJ0 +
2
5δJ2
)
,
∆ ¯CJl =
{(
h0(s′) − t h02(s′)
) [
P′l(z′s)
]
(0,0) + t h0(s
′)
[
∂tP′l(z′s)
]
(0,0)
}
δJ1 +
4
3 ptqth
0
2(s′)
[
P′l(z′s)
]
(0,0) δJ2. (B.15)
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For the t-channel we list the final kernel functions explicitly for J, J′ ≤ 3
˜K100(t, t′) = ˜K111(t, t′) =
p2t
p′2t
t2
t′2(t′ − t) ,
˜K122(t, t′) =
p2t
p′2t
t
t′(t′ − t) ,
˜K102(t, t′) =
5
32
p2t
p′2t
t(tN tπ − tt′)
t′2
,
˜K113(t, t′) =
7
32
p2t
p′2t
1
t′2
{
tπtN(t + t′) − tt′(tπ + tN)
}
, ˜K211(t, t′) =
t2
t′2
mN
4
√
2p′2t
, ˜K222(t, t′) =
t
t′
√
2
3
mN
4p′2t
,
˜K202(t, t′) =
5mN
4
√
6
p2t q2t
p′2t
t
t′
, ˜K213(t, t′) =
7mN
16
√
3
{
3
p2t q2t
p′2t
− t
2
t′2
q′2t
}
,
˜K311(t, t′) =
t2
t′2
1
t′ − t ,
˜K322(t, t′) =
t
t′
1
t′ − t ,
˜K313(t, t′) =
7
8
√
6
{(
1 + t
t′
) tN tπ
4t′
− t
t′
s0
}
. (B.16)
Appendix C. Coupled-channel unitarity for pipi → ¯NN
In this appendix we derive the unitarity relation for a coupled system of ππ, ¯KK, and ¯NN states. First, we collect
all the partial-wave amplitudes involved in the full system. The precise definition of the ππ partial waves tItJ (t) is
provided by
T It (s, t) = 32π
∞∑
J=0
(2J + 1)tItJ (t)PJ(cos θππ), (C.1)
with CMS scattering angle θππ and normalization
dσItππ→ππ
dΩ =
∣∣∣∣∣∣T It (s, t)8π√t
∣∣∣∣∣∣2 . (C.2)
Elastic unitarity then implies
Im tItJ (t) = σπt
∣∣∣tItJ (t)∣∣∣2 θ(t − tπ), tItJ (t) = eiδItJ (t) sin δItJ (t)σπt . (C.3)
The t-channel partial waves f J± (t) are related to the helicity amplitudes F ¯λλ(s, t) by [223]
F++(s, t) = F−−(s, t) = 4π
√
t
qt
∞∑
J=0
(2J + 1)F J+(t)PJ(cos θt),
F+−(s, t) = −F−+(s, t) = 4π
√
t
qt
∞∑
J=1
2J + 1√
J(J + 1) F
J
−(t) sin θtP′J(cos θt),
F J+(t) =
qt
pt
(ptqt)J 2√
t
f J+ (t), F J−(t) =
qt
pt
(ptqt)J f J− (t), (C.4)
with normalization of the spin-averaged cross section
dσ¯ππ→ ¯NN
dΩ =
pt
qt
∑
¯λ,λ
∣∣∣∣∣∣F ¯λλ(s, t)8π√t
∣∣∣∣∣∣2 = 2ptqt

∣∣∣∣∣∣F++(s, t)8π√t
∣∣∣∣∣∣2 +
∣∣∣∣∣∣F+−(s, t)8π√t
∣∣∣∣∣∣2
 . (C.5)
The partial waves for ππ→ ¯KK are defined by
GIt (s, t) = 16π
√
2
∞∑
J=0
(2J + 1)(ktqt)JgItJ (t)PJ(cos θπKt ), kt =
√
t
4
− M2K =
√
t
2
σKt , (C.6)
and
dσIt
ππ→ ¯KK
dΩ =
kt
qt
∣∣∣∣∣∣GIt (s, t)8π√t
∣∣∣∣∣∣2 . (C.7)
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Finally, we need the ¯KK partial waves rItJ (t)
RIt (s, t) = 16π
∞∑
J=0
(2J + 1)rItJ (t)PJ(cos θ
¯KK
t ),
dσIt
¯KK→ ¯KK
dΩ =
∣∣∣∣∣∣RIt (s, t)8π√t
∣∣∣∣∣∣2 , (C.8)
and the ¯KK → ¯NN amplitudes hJ±(t), the KN analogs of f J± (t) (similarly, F J±(t) → HJ±(t) in the KN system). Our
conventions for these partial waves are similar to the πN ones (see [94] for details), the important difference being
that due to the different isospin of the kaon the isospin crossing coefficients (3.17) simply become cJ → cKNJ = 1/2.
With the T -matrix elements T11 = Tππ→ππ, T12 = T ¯KK→ππ, T13 = T ¯NN→ππ etc., unitarity in the multi-channel case
requires
S ∗f jS ji = δ f i, S f i = δ f i + iT f i = δi f + iTi f = S i f . (C.9)
In particular, one finds
|S 11|2 + |S 12|2 + |S 13|2 = 1 ⇒ 2 Im T11 = |T11|2 + |T12|2 + |T13|2, (C.10)
and
S ∗11S 13 + S
∗
12S 23 + S
∗
13S 33 = 0 ⇒ 2 Im T13 = T ∗11T13 + T ∗12T23 + T ∗13T33. (C.11)
Taking into account the different helicity projections, (C.10) in the t-channel isospin basis becomes∣∣∣[S ItJ (t)]ππ→ππ∣∣∣2 + ∣∣∣[S ItJ (t)]ππ→ ¯KK ∣∣∣2 + 2 {∣∣∣[S J+(t)]Itππ→ ¯NN ∣∣∣2 + ∣∣∣[S J−(t)]Itππ→ ¯NN ∣∣∣2} = 1, (C.12)
while the analog of (3.41) for ππ scattering with ππ, ¯KK, and ¯NN intermediate states leads to
Im tItJ (t) = σπt
∣∣∣tItJ (t)∣∣∣2 θ(t − tπ) + (ktqt)2JσKt ∣∣∣gItJ (t)∣∣∣2 θ(t − tK) + t16q2t σ
N
t
c2J
{∣∣∣F J+(t)∣∣∣2 + ∣∣∣F J−(t)∣∣∣2}θ(t − tN). (C.13)
In this way, the comparison of (C.12) and (C.13), successively for t < tK , t < tN , and t > tN determines the relation
between S -matrix elements and partial waves
[
S ItJ (t)
]
ππ→ππ = 1 + i
4qt√
t
tItJ (t) θ
(
t − tπ
)
,
[
S ItJ (t)
]
ππ→ ¯KK = i
4(ktqt)J+ 12√
t
gItJ (t) θ
(
t − tK
)
,
[
S J±(t)
]It
ππ→ ¯NN =
i
cJ
√
2
√
pt
qt
F J±(t) θ
(
t − tN
)
. (C.14)
In fact, these relations already imply interesting constraints on the partial waves that follow from the unitarity bound
|S i j| ≤ 1, e.g. the asymptotic behavior of f J± (t) for t → ∞ will be restricted by
f J+ (t) = O
(
t−J+
1
2
)
, f J− (t) = O
(
t−J
)
. (C.15)
Similarly, unitarity for ¯KK scattering
Im rItJ (t) = (ktqt)2Jσπt
∣∣∣gItJ (t)∣∣∣2 θ(t − tπ) + σKt ∣∣∣rItJ (t)∣∣∣2 θ(t − tK) + t8k2t σ
N
t
(cKNJ )2
{∣∣∣HJ+(t)∣∣∣2 + ∣∣∣HJ−(t)∣∣∣2}θ(t − tN) (C.16)
settles the normalization of the remaining partial waves[
S ItJ (t)
]
¯KK→ ¯KK = 1 + i
4kt√
t
r
It
J (t) θ
(
t − tK
)
,
[
S J±(t)
]It
¯KK→ ¯NN =
i
cKNJ
√
pt
kt
HJ±(t) θ
(
t − tN
)
. (C.17)
Once the relations between S -matrix elements and partial-wave amplitudes are established, the unitarity relations for
f J± (t) and hJ±(t) including ππ and ¯KK intermediate states follow from (C.11) and its analog for Im T23
Im f J± (t) = σπt
(
tItJ (t)
)∗ f J± (t) θ(t − tπ) + √2 cJ
cKNJ
k2Jt σKt
(
gItJ (t)
)∗hJ±(t) θ(t − tK),
Im hJ±(t) = σKt
(
r
It
J (t)
)∗hJ±(t) θ(t − tK) + cKNJ√2 cJ σπt q2Jt (gItJ (t))∗ f J± (t) θ(t − tπ). (C.18)
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The factors cJ and cKNJ originate from the transition between the It = 0, 1 and the I = ± bases in πN and KN scattering,
since the derivation of the unitarity relations proceeds in the isospin basis, whereas the t-channel πN and KN partial
waves are defined from the I = ± amplitudes. Moreover, the additional factor
√
2 is a remnant from a symmetry factor
in the ππ system that occurs since this factor is not included in the conventional definition of the ππ → ¯NN partial
waves (C.4). In contrast, these symmetry factors as required by the general result (3.36) are included in the definition
of the ππ and ππ→ ¯KK partial waves in (C.1) and (C.6), otherwise they would occur in (C.18) as well.
The structure of (C.18) can be made more apparent by noting that by virtue of unitarity in the ππ/ ¯KK system the
pertinent T -matrix becomes
TJ(t) =

η
It
J (t)e2iδ
It
J (t)−1
2iσπt q2Jt
∣∣∣gItJ (t)∣∣∣eiψItJ (t)∣∣∣gItJ (t)∣∣∣eiψItJ (t) ηItJ (t)e2i
(
ψ
It
J (t)−δ
It
J (t)
)
−1
2iσKt k2Jt
 , (C.19)
where ψItJ (t) denotes the phase of gItJ (t), the inelasticity parameter is given by
η
It
J (t) =
√
1 −
∣∣∣[S ItJ (t)]ππ→ ¯KK ∣∣∣2 = √1 − 4σπt σKt (ktqt)2J ∣∣∣gItJ (t)∣∣∣2 θ(t − tK), (C.20)
and the ¯KK partial waves may be identified as
r
It
J (t) =
η
It
J (t)e2i
(
ψ
It
J (t)−δItJ (t)
)
− 1
2iσKt
. (C.21)
Together with the phase-space factor
ΣJ(t) = diag
(
σπt q
2J
t θ
(
t − tπ
)
, σKt k2Jt θ
(
t − tK
))
, (C.22)
the t-channel unitarity relation (C.18) then takes the form
Im f J±(t) = T ∗J(t)ΣJ(t)f J±(t), f J±(t) =
 f J± (t)√2 cJ
cKNJ
hJ±(t)
 . (C.23)
This equation serves as the starting point for a full two-channel treatment of the coupled system of f 0+ (t) and h0+(t) as
performed in [94].
Appendix D. Explicit numerical solutions for the piN phase shifts
In this appendix, we summarize the parameterizations we use for each partial wave and provide the explicit values
of the parameters for our solution of the RS equations. We use the Schenk-like parameterization
tan δIs0+ = |q|
(
AIs0+ + B
Is
0+q
2 + CIs0+q
4 + DIs0+q
6 + EIs0+q
8
) s+ − sIs0+
s − sIs0+
(D.1)
for the S -wave phase shifts, where the first parameters AIs0+ are fixed by the scattering-length values extracted from
pionic atoms. In order to keep the same number of free parameters, we use for the P13-, P11-, and P33-wave phase
shifts a Schenk-like parameterization with one parameter less in the momentum expansion,
tan δIs1± = |q|3
(
AIs1± + B
Is
1±q
2 +CIs1±q
4 + DIs1±q
6
) s+ − sIs1±
s − sIs1±
. (D.2)
In the case of the P33-wave, we describe its phase shift by the conformal parameterization
cot δ3/21+ =
1
|q|3
s − s3/21+
s+ − s3/21+
 1
˜A3/21+
+ ˜B3/21+
[
w(s) − w+] + ˜C3/21+ [w(s) − w+]2
 , w(s) =
√
s −
√
s¯
3/2
1+ − s
√
s +
√
s¯
3/2
1+ − s
, w+ = w(s+).
(D.3)
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Is = 1/2 Is = 3/2
A0+ 1.217 −0.6183
B0+ −1.879 × 10 −1.831 × 10
C0+ 1.958 × 102 3.090 × 102
D0+ −1.235 × 103 −2.846 × 103
E0+ 3.350 × 103 9.529 × 103
s0+ 2.494 −1.809 × 103
∆A0+ 1.433 × 10−2 1.289 × 10−2
∆B0+ 8.592 × 10−2 0.1744
ρ0+ 1.000 −0.2584
Table D.1: S -wave parameters for the solution of the RS equations. All parameters are given in appropriate powers of GeV.
Is = 1/2
A1+ −1.085 × 10
B1+ −1.145 × 10
C1+ 3.651 × 102
D1+ −1.052 × 103
s1+ 0.9639
∆A1+ 0.5649
∆B1+ 1.896
ρ1+ −1.000
Is = 3/2
˜A1+ 7.781 × 10
˜B1+ −3.986 × 10−2
˜C1+ −0.3098
s1+ 0.4509√
s¯1+ 1.540
∆ ˜A1+ 1.257
∆ ˜B1+ 1.113 × 10−4
ρ1+ 0.2094
Is = 1/2 Is = 3/2
A1− −2.569 × 10 −1.477 × 10
B1− 8.062 × 102 1.467 × 102
C1− −4.214 × 103 −1.633 × 103
D1− 3.986 × 104 6.508 × 103
s1− 0.9340 0.4081
∆A1− 1.800 0.7257
∆B1− 2.650 × 10 5.507
ρ1− −0.2510 −0.9882
Table D.2: P-wave parameters for the solution of the RS equations. All parameters are given in appropriate powers of GeV.
The last two parameters in the respective expansion in (D.1), (D.2), and (D.3) are fixed by the matching condi-
tions (5.6). In order to facilitate the use of these parameterizations, we give explicitly their numerical values instead
of the SAID input quantities. The value of each coefficient for our central solution is given in Tables D.1 and D.2.
The phase-shift error bands depicted in Fig. 21 can be reproduced using the formula
∆δ
Is
l± =
√√ ∂δIsl±
∂AIsl±
2 (∆AIsl±)2 +
 ∂δIsl±
∂BIsl±
2 (∆BIsl±)2 + 2
 ∂δIsl±
∂AIsl±
  ∂δIsl±
∂BIsl±
 ρIsl±∆AIsl±∆BIsl±, (D.4)
where ∆AIsl± and ∆B
Is
l± are the coefficient errors and ρ
Is
l± their correlation coefficient (and analogously for ˜AIsl± and ˜BIsl±).
Their values are also included in Tables D.1 and D.2. Note that in the case of the S -waves, the coefficients ∆AIs0+ are
fixed by the uncertainties of the pionic-atom scattering lengths.
Appendix E. Sum rules for threshold parameters
The sum rules for the covariant amplitudes based on HDRs relevant for the threshold parameters discussed in
Sects. 8 and 10.2 are[
A+(s, 0)]q2=0 = d+00 + g2mN + a+10M2π
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+
1
π
∞∫
tπ
dt′
t′
{ [
Im A+
]
(Mπ ,0) −
[
Im A+
]
(0,0) − M2π
[
∂ν2 Im A+
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
h+(s′) [Im A+](Mπ,0) − M2πh0(s′) [∂ν2Im A+](0,0) − (h0(s′) + 8m2N M2πh03(s′)) [Im A+](0,0) },
[
A−(s, 0)]q2=0 = a−00Mπ + a−10M3π + Mππ
∞∫
tπ
dt′
t′
{ [
Im A−/ν′
]
(Mπ,0) −
[
Im A−/ν′
]
(0,0) − M2π
[
∂ν2Im A−/ν′
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
h−(s′) [Im A−](Mπ,0) − 4mN M3πh02(s′) [∂ν2 Im A−](0,0)
− 4mN Mπ
(h02(s′) + 4m2N M2πh04(s′)) [Im A−](0,0) },
[
B+(s, 0)]q2=0 = N− + b+00Mπ + Mππ
∞∫
tπ
dt′
t′
{ [
Im B+/ν′
]
(Mπ,0) −
[
Im B+/ν′
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
h−(s′) [Im B+](Mπ,0) − 4mN Mπh02(s′) [Im B+](0,0) },
[
B−(s, 0)]q2=0 = N+ + b−00 − g22m2N + b−10M2π + 1π
∞∫
tπ
dt′
t′
{ [
Im B−
]
(Mπ ,0) −
[
Im B−
]
(0,0) − M2π
[
∂ν2Im B−
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
h+(s′) [Im B−](Mπ,0) − M2πh0(s′) [∂ν2Im B−](0,0) − (h0(s′) + 8m2N M2πh03(s′)) [Im B−](0,0) },
[
∂tA+(s, t)]t=0,q2=0 = d+01 + a+10ζν2,t + 1π
∞∫
tπ
dt′
t′
{
1
t′
[
Im A+
]
(Mπ ,0) +
[
∂tIm A+
]
(Mπ ,0)
− 1
t′
[
Im A+
]
(0,0) −
[
∂tIm A+
]
(0,0) − ζν2,t
[
∂ν2 Im A+
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
− h−2 (s′)
[
Im A+
]
(Mπ ,0) + h+(s′)
[
∂tIm A+
]
(Mπ ,0)
+ h02(s′)
[
Im A+
]
(0,0) − h0(s′)
[
∂tIm A+
]
(0,0) − ζν2,t
(
8m2Nh03(s′)
[
Im A+
]
(0,0) + h0(s′)
[
∂ν2 Im A+
]
(0,0)
)}
,
[
∂tA−(s, t)]t=0,q2=0 = a−004mN + a−01Mπ + a−10ζν3,t + 1π
∞∫
tπ
dt′
t′
{( 1
4mN
+
Mπ
t′
) [
Im A−/ν′
]
(Mπ,0) + Mπ
[
∂tIm A−/ν′
]
(Mπ ,0)
− Mπ
[
∂tIm A−/ν′
]
(0,0) −
( 1
4mN
+
Mπ
t′
) [
Im A−/ν′
]
(0,0) − ζν3,t
[
∂ν2Im A−/ν′
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
h−2 (s′)
[
Im A−
]
(Mπ,0) + h−(s′)
[
∂tIm A−
]
(Mπ,0) − h02(s′)
[
Im A−
]
(0,0)
+ 4mN Mπ
(
h03(s′)
[
Im A−
]
(0,0) − h02(s′)
[
∂tIm A−
]
(0,0)
)
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− 4mNζν3,t
(
4m2Nh04(s′)
[
Im A−
]
(0,0) + h02(s′)
[
∂ν2Im A−
]
(0,0)
)}
,
[
∂tB+(s, t)]t=0,q2=0 = N−2 + b+004mN + 1π
∞∫
tπ
dt′
t′
{( 1
4mN
+
Mπ
t′
) [
Im B+/ν′
]
(Mπ,0)
+ Mπ
[
∂tIm B+/ν′
]
(Mπ,0) −
1
4mN
[
Im B+/ν′
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
h−2 (s′)
[
Im B+
]
(Mπ,0) + h−(s′)
[
∂tIm B+
]
(Mπ,0) − h02(s′)
[
Im B+
]
(0,0)
}
,
[
∂tB−(s, t)]t=0,q2=0 = −N−2 + b−01 + b−10ζν2,t + 1π
∞∫
tπ
dt′
t′
{
1
t′
[
Im B−
]
(Mπ,0) +
[
∂tIm B−
]
(Mπ ,0)
− 1
t′
[
Im B−
]
(0,0) −
[
∂tIm B−
]
(0,0) − ζν2,t
[
∂ν2 Im B−
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
− h−2 (s′)
[
Im B−
]
(Mπ ,0) + h+(s′)
[
∂tIm B−
]
(Mπ ,0)
+ h02(s′)
[
Im B−
]
(0,0) − h0(s′)
[
∂tIm B−
]
(0,0) − ζν2,t
(
8m2Nh03(s′)
[
Im B−
]
(0,0) + h0(s′)
[
∂ν2 Im B−
]
(0,0)
)}
,
[
∂q2 A+(s, 0)
]
q2=0
= a+10ζν2,q2 +
1
π
∞∫
tπ
dt′
t′
{ [
∂q2 Im A+
]
(Mπ ,0)
− ζν2,q2
[
∂ν2Im A+
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
ζs(h+2 (s′) − h−2 (s′))
[
Im A+
]
(Mπ,0) + h+(s′)
[
∂q2 Im A+
]
(Mπ,0)
− ζν2,q2
(
8m2Nh03(s′)
[
Im A+
]
(0,0) + h0(s′)
[
∂ν2 Im A+
]
(0,0)
)
− ζA+(s′ − s+)3/2
}
,
[
∂q2 A−(s, 0)
]
q2=0
= a−00
ζs
2mN
+ a−10ζν3,q2 +
1
π
∞∫
tπ
dt′
t′
{
Mπ
[
∂q2 Im A−/ν′
]
(Mπ,0)
+
ζs
2mN
( [
Im A−/ν′
]
(Mπ,0) −
[
Im A−/ν′
]
(0,0)
)
− ζν3,q2
[
∂ν2 Im A−/ν′
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
ζs(h+2 (s′) + h−2 (s′))
[
Im A−
]
(Mπ,0) + h−(s′)
[
∂q2 Im A−
]
(Mπ,0)
− 4mNζν3,q2
(
4m2Nh04(s′)
[
Im A−
]
(0,0) + h02(s′)
[
∂ν2Im A−
]
(0,0)
)
− 2ζsh02(s′)
[
Im A−
]
(0,0) −
ζA−
(s′ − s+)3/2
}
,
[
∂q2 B+(s, 0)
]
q2=0
= ζs(N+2 + N−2 ) + b+00
ζs
2mN
+
1
π
∞∫
tπ
dt′
t′
{
Mπ
[
∂q2 Im B+/ν′
]
(Mπ ,0)
+
ζs
2mN
( [
Im B+/ν′
]
(Mπ,0) −
[
Im B+/ν′
]
(0,0)
)}
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+
1
π
∞∫
s+
ds′
{
ζs(h+2 (s′) + h−2 (s′))
[
Im B+
]
(Mπ,0) + h−(s′)
[
∂q2 Im B+
]
(Mπ,0)
− 2ζsh02(s′)
[
Im B+
]
(0,0) −
ζB+
(s′ − s+)3/2
}
,
[
∂q2 B−(s, 0)
]
q2=0
= ζs(N+2 − N−2 ) + b−10ζν2,q2 +
1
π
∞∫
tπ
dt′
t′
{ [
∂q2 Im B−
]
(Mπ,0)
− ζν2,q2
[
∂ν2Im B−
]
(0,0)
}
+
1
π
∞∫
s+
ds′
{
ζs(h+2 (s′) − h−2 (s′))
[
Im B−
]
(Mπ,0) + h+(s′)
[
∂q2 Im B−
]
(Mπ,0)
− ζν2,q2
(
8m2Nh03(s′)
[
Im B−
]
(0,0) + h0(s′)
[
∂ν2 Im B−
]
(0,0)
)
− ζB−(s′ − s+)3/2
}
, (E.1)
where the subscript (Mπ, 0) denotes evaluation at threshold (ν = Mπ, t = 0) and
h+(s′) = 1
s′ − s+
+
1
s′ − s−
− 1
s′ − a , h−(s
′) = 1
s′ − s+
− 1
s′ − s−
,
N± = g2
( 1
m2N − s+
± 1
m2N − s−
)
, N±n =
g2
(m2N − s±)n
, h±n (s′) =
1
(s′ − s±)n . (E.2)
The amplitudes may be calculated by summing the pertinent partial waves using[
z′s
]
(Mπ ,0) = −
s′ + a
s′ − a ,
[
∂tz
′
s
]
(Mπ,0) =
s+ − a
2q′2(s′ − a) ,
[
∂q2z
′
s
]
(Mπ,0)
=
2s+
q′2(s′ − a) ,[
z′2t
]
(Mπ ,0)
= 1 + at
′
4p′2t q′2t
,
[
∂tz
′2
t
]
(Mπ,0)
=
s+ − a
4p′2t q′2t
,
[
∂q2 z
′2
t
]
(Mπ,0)
=
s+
p′2t q′2t
. (E.3)
Finally, we have defined the derivatives
ζs =
[
∂q2 s
]
(Mπ ,0)
=
4s+
s+ − s−
=
s+
mN Mπ
,
ζν2,t =
[
∂tν
2
]
(Mπ ,0)
=
Mπ
2mN
, ζν2,q2 =
[
∂q2ν
2
]
(Mπ,0)
=
s+
m2N
,
ζν3,t =
[
∂tν
3
]
(Mπ ,0)
=
3M2π
4mN
, ζν3,q2 =
[
∂q2ν
3
]
(Mπ,0)
=
3Mπs+
2m2N
, (E.4)
and removed the threshold divergence by subtracting the terms involving
ζA+ = (2mN + Mπ)ζB+ = 2πW+(2mN + Mπ)3mN
√
mN Mπ
[(
a
1/2
0+
)2
+ 2
(
a
3/2
0+
)2]
,
ζA− = (2mN + Mπ)ζB− = 2πW+(2mN + Mπ)3mN
√
mN Mπ
[(
a
1/2
0+
)2 − (a3/20+ )2]. (E.5)
Appendix F. Chiral expansion
In this appendix we collect the expressions for the chiral expansion of πN threshold and subthreshold parameters
up to N3LO, O(p4), in ChPT. The NLO, N2LO, N3LO LECs are denoted by ci, di, and ei, respectively, corresponding
to the chiral Lagrangian of [19]. The notation for the renormalized di and ei is
¯di = di − δiF2π
λπ = dri (µ) −
δi
16π2F2π
log Mπ
µ
,
e¯i = ei − ǫiF2π
λπ = e
r
i (µ) −
ǫi
16π2F2π
log Mπ
µ
, (F.1)
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where δi and ǫi denote the β-functions, µ the renormalization scale, and
λπ = λ +
1
16π2
log Mπ
µ
, λ =
µd−4
16π2
{ 1
d − 4 −
1
2
(
log(4π) − γE + 1
)}
. (F.2)
Due to the renormalization of the pion mass also mesonic LECs li enter. We use the convention from [4]
lri (µ) =
γi
32π2
(
¯li + log
M2π
µ2
)
, (F.3)
with β-functions γi.
Appendix F.1. Subthreshold parameters
The expressions for the subthreshold parameters in the above conventions can be reconstructed from [20, 21, 25,
88], in the standard counting of heavy-baryon ChPT they read
d+00 = −
2M2π(2c˜1 − c˜3)
F2π
+
g2A
(3 + 8g2A)M3π
64πF4π
+ M4π
{
16e¯14
F2π
+
3g2A
(
1 + 6g2A
)
64π2F4πmN
− 2c1 − c3
16π2F4π
}
,
d+10 =
2c˜2
F2π
−
(
4 + 5g4A
)
Mπ
32πF4π
+ M2π
{
16e¯15
F2π
− 16c1c2
F2πmN
− 1 + g
2
A
4π2F4πmN
− 197g
4
A
240π2F4πmN
}
,
d+01 = −
c˜3
F2π
− g
2
A
(
77 + 48g2A
)
Mπ
768πF4π
− M2π
{
16e¯14
F2π
− 52c1 − c2 − 32c3
192π2F4π
+
g2A
(
47 + 66g2A
)
384π2F4πmN
}
,
d+20 =
12 + 5g4A
192πF4πMπ
+
16e¯16
F2π
+
17 + 10g2A
24π2F4πmN
+
173g4A
280π2F4πmN
,
d+11 =
g4A
64πF4πMπ
− 8e¯15
F2π
+
9 + 2g2A
96π2F4πmN
+
67g4A
240π2F4πmN
,
d+02 =
193g2A
15360πF4πMπ
+
4e¯14
F2π
− c2
8F2πm2N
+
29g2A
480π2F4πmN
+
g4A
64π2F4πmN
− 19c1
480π2F4π
+
7c2
640π2F4π
+
7c3
80π2F4π
,
d−00 =
1
2F2π
+
4M2π( ¯d1 + ¯d2 + 2 ¯d5)
F2π
+
g4AM
2
π
48π2F4π
− M3π
{8 + 12g2A + 11g4A
128πF4πmN
− 4c1 + g
2
A(c3 − c4)
4πF4π
}
,
d−10 =
4 ¯d3
F2π
− 15 + 7g
4
A
240π2F4π
+
(
168 + 138g2A + 85g4A
)
Mπ
768πF4πmN
− Mπ
[8(c1 + c2 + c3) + 5(c3 − c4)g2A]
16πF4π
,
d−01 = −
2
(
¯d1 + ¯d2
)
F2π
− 1 + 7g
2
A + 2g
4
A
192π2F4π
+
(
12 + 53g2A + 24g4A
)
Mπ
384πF4πmN
− g
2
AMπ(c3 − c4)
8πF4π
,
b+00 =
4mN
(
¯d14 − ¯d15
)
F2π
− g
4
AmN
8π2F4π
+
(8 + 7g2A)g2AMπ
64πF4π
− g
2
AmN Mπ(c3 − c4)
2πF4π
,
b−00 =
1
2F2π
+
2c˜4mN
F2π
− g
2
A
(
1 + g2A
)
mN Mπ
8πF4π
+
16e¯17mN M2π
F2π
− g
2
AM
2
π
(3 + 2g2A + 9c4mN)
12π2F4π
,
b−10 =
g4AmN
32πF4πMπ
+
16e¯18mN
F2π
+
g2A
(
25 + 36g2A + 80c4mN
)
120π2F4π
,
b−01 =
g2AmN
96πF4πMπ
− 8e¯17mN
F2π
− 1 − 9g
2
A − 4g4A + 4c4mN
192π2F4π
, (F.4)
where
c˜1 = c1 − 2M2π
(
e¯22 − 4e¯38 −
¯l3c1
64π2F2π
)
, c˜3 = c3 + 4M2π
(
2e¯19 − e¯22 − e¯36
)
,
c˜2 = c2 + 8M2π
(
e¯20 + e¯35
)
, c˜4 = c4 + 4M2π
(
2e¯21 − e¯37
)
, (F.5)
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subsume the quark-mass renormalization of the ci. Since such effects are observable in neither πN nor NN physics,
we will follow [20, 88] and use conventions where the correction terms in (F.5) are put to zero. Accordingly, the
distinction between ci and c˜i will be dropped in the following.
In the NN counting of the nucleon mass [83], the subthreshold parameters become
d+00 = −
2M2π(2c1 − c3)
F2π
+
g2A
(3 + 8g2A)M3π
64πF4π
+ M4π
{
16e¯14
F2π
− 2c1 − c3
16π2F4π
}
,
d+10 =
2c2
F2π
−
(
4 + 5g4A
)
Mπ
32πF4π
+
16M2π e¯15
F2π
,
d+01 = −
c3
F2π
− g
2
A
(
77 + 48g2A
)
Mπ
768πF4π
− M2π
{
16e¯14
F2π
− 52c1 − c2 − 32c3
192π2F4π
}
,
d+20 =
12 + 5g4A
192πF4πMπ
+
16e¯16
F2π
,
d+11 =
g4A
64πF4πMπ
− 8e¯15
F2π
,
d+02 =
193g2A
15360πF4πMπ
+
4e¯14
F2π
− 19c1
480π2F4π
+
7c2
640π2F4π
+
7c3
80π2F4π
,
d−00 =
1
2F2π
+
4M2π( ¯d1 + ¯d2 + 2 ¯d5)
F2π
+
g4AM
2
π
48π2F4π
+
4c1 + g2A(c3 − c4)
4πF4π
M3π ,
d−10 =
4 ¯d3
F2π
− 15 + 7g
4
A
240π2F4π
− Mπ
[8(c1 + c2 + c3) + 5(c3 − c4)g2A]
16πF4π
,
d−01 = −
2
(
¯d1 + ¯d2
)
F2π
− 1 + 7g
2
A + 2g
4
A
192π2F4π
− g
2
AMπ(c3 − c4)
8πF4π
,
b+00 =
4mN
(
¯d14 − ¯d15
)
F2π
− g
4
AmN
8π2F4π
− g
2
AmN Mπ(c3 − c4)
2πF4π
,
b−00 =
1
2F2π
+
2c4mN
F2π
− g
2
A
(
1 + g2A
)
mN Mπ
8πF4π
+
16e¯17mN M2π
F2π
− 3g
2
AM
2
πc4mN
4π2F4π
,
b−10 =
g4AmN
32πF4πMπ
+
16e¯18mN
F2π
+
2g2Ac4mN
3π2F4π
,
b−01 =
g2AmN
96πF4πMπ
− 8e¯17mN
F2π
− c4mN
48π2F4π
. (F.6)
Appendix F.2. Threshold parameters
The expressions for the chiral expansion of the threshold parameters in standard counting read [20, 21]
a+0+ = −
M2π
[
g2A + 8mN(2c1 − c2 − c3)
]
16πF2π(mN + Mπ)
+
3g2AmN M3π
256π2F4π(mN + Mπ)
− g
2
AM
4
π
64πF2πm2N(mN + Mπ)
(F.7)
+
M4π
[ − 16c1c2 + ¯d18gA + 16mN(e¯14 + e¯15 + e¯16)]
4πF2π(mN + Mπ)
− M
4
π
[8 − 3g2A + 2g4A + 4mN(2c1 − c3)]
256π3F4π(mN + Mπ)
,
a−0+ =
mN Mπ
8πF2π(mN + Mπ)
+
mN M3π
64π3F4π(mN + Mπ)
+
g2AM
3
π
32πF2πmN(mN + Mπ)
+
mN M3π( ¯d1 + ¯d2 + ¯d3 + 2 ¯d5)
πF2π(mN + Mπ)
,
a+1+ =
g2AmN
24πF2πMπ(mN + Mπ)
+
g2A − 4c3mN
24πF2π(mN + Mπ)
+
g2AMπ
32πF2πmN(mN + Mπ)
+
Mπ
[
c2 − mN( ¯d14 − ¯d15 + ¯d18gA)]
6πF2π(mN + Mπ)
− g
2
AmN Mπ
[
231π + 8(12π − 7)g2A
]
13824π3F4π(mN + Mπ)
− M
2
π
[
¯d18gA + 8mN(2e¯14 + e¯15)]
6πF2π(mN + Mπ)
+
g2AM
2
π
48πF2πm2N(mN + Mπ)
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+
M2π
{36 − (133 + 24π)g2A + 2(5 − 33π)g4A + 6mN[52c1 − c2 − 32c3 + 16πg2A(c3 − c4)]}
6912π3F4π(mN + Mπ)
,
a−1+ = −
g2AmN
24πF2πMπ(mN + Mπ)
− g
2
A + 2c4mN
24πF2π(mN + Mπ)
− mN Mπ
[
2( ¯d1 + ¯d2) − ¯d18gA]
6πF2π(mN + Mπ)
− g
2
AMπ
32πF2πmN(mN + Mπ)
− mN Mπ
[3 + 3(7 − 6π)g2A + 2(1 − 6π)g4A]
3456π3F4π(mN + Mπ)
+
M2π
[
¯d1 + ¯d2 + 3 ¯d3 + 2 ¯d5 + ¯d18gA − 4mN(e¯17 + e¯18)]
6πF2π(mN + Mπ)
− g
2
AM
2
π
48πF2πm2N(mN + Mπ)
+
M2π
{ − 18 + 3(12 + 47π)g2A + 2(21π − 2)g4A + 8g2AmN[11c4 − 12π(c3 − c4)]}
6912π3F4π(mN + Mπ)
,
a+1− = −
g2AmN
12πF2πMπ(mN + Mπ)
− g
2
A + 2c3mN
12πF2π(mN + Mπ)
+
Mπ
[
c2 + 2mN( ¯d14 − ¯d15 + ¯d18gA)]
6πF2π(mN + Mπ)
− g
2
AmN Mπ
[
231π + 16(7 + 6π)g2A
]
13824π3F4π(mN + Mπ)
+
M2π(2c1 − c2 − c3)
8πF2πmN(mN + Mπ)
+
M2π
[3( ¯d14 − ¯d15) + 2 ¯d18gA − 8mN(2e¯14 + e¯15)]
6πF2π(mN + Mπ)
+
g2AM
2
π
192πF2πm2N(mN + Mπ)
+
M2π
{36 + (48π − 133)g2A − 2(37 + 6π)g4A + 6mN[52c1 − c2 − 32c3 − 32πg2A(c3 − c4)]}
6912π3F4π(mN + Mπ)
,
a−1− = −
g2AmN
24πF2πMπ(mN + Mπ)
+
3 − 2g2A + 8c4mN
48πF2π(mN + Mπ)
+
Mπ
[3 − 3g2A + 24c4mN − 16m2N(2( ¯d1 + ¯d2) − ¯d18gA)]
96πF2πmN(mN + Mπ)
− mN Mπ
[3 + 3(7 + 12π)g2A + 2(1 + 12π)g4A]
3456π3F4π(mN + Mπ)
+
M2π
[
¯d1 + ¯d2 + 3 ¯d3 + 2 ¯d5 + ¯d18gA + 8mN(e¯17 + e¯18)]
6πF2π(mN + Mπ)
− g
2
AM
2
π
192πF2πm2N(mN + Mπ)
− M
2
π
{
18 + 3(24 − 11π)g2A + 2(2 + 15π)g4A + 16g2AmN
[
11c4 + 6π(c3 − c4)]}
6912π3F4π(mN + Mπ)
,
b+0+ =
g2A + 8mN(c2 + c3)
16πF2π(mN + Mπ)
+
77g2AmN Mπ
1536π2F4π(mN + Mπ)
+
Mπ
[3g2A + 8mN(2c1 + c2 − c3)]
32πF2πmN(mN + Mπ)
+
M2π
[3g2A + 8mN(−2c1 + 5c2 + c3)]
64πF2πm2N(mN + Mπ)
− M
2
π
[
16c1c2 + 2( ¯d14 − ¯d15) + ¯d18gA − 32mN(e¯14 + e¯15 + e¯16)]
4πF2π(mN + Mπ)
+
M2π
[
216 − (22 + 27π)g2A + 4(11 − 24π)g4A − 12mN(52c1 − c2 − 32c3)
]
4608π3F4π(mN + Mπ)
,
b−0+ =
mN
16πF2πMπ(mN + Mπ)
− g
2
A
8πF2π(mN + Mπ)
+
Mπ(2 − 5g2A − 16c4mN)
64πF2πmN(mN + Mπ)
+
mN Mπ
[3( ¯d1 + ¯d2 + ¯d3) + 2 ¯d5]
2πF2π(mN + Mπ)
− mN Mπ(2 − 7g
2
A)
384π3F4π(mN + Mπ)
+
M2π(2 ¯d3 + ¯d18gA)
2πF2π(mN + Mπ)
− g
2
AM
2
π
16πF2πm2N(mN + Mπ)
− M
2
π
[36 + 69πg2A + 4(1 − 3π)g4A]
2304π3F4π(mN + Mπ)
,
and in NN counting
a+0+ = −
M2π
[
g2A + 8mN(2c1 − c2 − c3)
]
16πF2π(mN + Mπ)
+
3g2AmN M3π
256π2F4π(mN + Mπ)
+
4mN M4π(e¯14 + e¯15 + e¯16)
πF2π(mN + Mπ)
− mN M
4
π(2c1 − c3)
64π3F4π(mN + Mπ)
,
a−0+ =
mN Mπ
8πF2π(mN + Mπ)
+
mN M3π
64π3F4π(mN + Mπ)
+
mN M3π( ¯d1 + ¯d2 + ¯d3 + 2 ¯d5)
πF2π(mN + Mπ)
,
a+1+ =
g2AmN
24πF2πMπ(mN + Mπ)
+
g2A − 4c3mN
24πF2π(mN + Mπ)
+
Mπ
[
c2 − mN( ¯d14 − ¯d15 + ¯d18gA)]
6πF2π(mN + Mπ)
− g
2
AmN Mπ
[
231π + 8(12π − 7)g2A
]
13824π3F4π(mN + Mπ)
− 4mN M
2
π(2e¯14 + e¯15)
3πF2π(mN + Mπ)
+
mN M2π
[52c1 − c2 − 32c3 + 16πg2A(c3 − c4)]
1152π3F4π(mN + Mπ)
,
a−1+ = −
g2AmN
24πF2πMπ(mN + Mπ)
− g
2
A + 2c4mN
24πF2π(mN + Mπ)
− mN Mπ
[
2( ¯d1 + ¯d2) − ¯d18gA]
6πF2π(mN + Mπ)
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− mN Mπ
[3 + 3(7 − 6π)g2A + 2(1 − 6π)g4A]
3456π3F4π(mN + Mπ)
− 2mN M
2
π(e¯17 + e¯18)
3πF2π(mN + Mπ)
+
mN M2πg2A
[
11c4 − 12π(c3 − c4)]
864π3F4π(mN + Mπ)
,
a+1− = −
g2AmN
12πF2πMπ(mN + Mπ)
− g
2
A + 2c3mN
12πF2π(mN + Mπ)
+
Mπ
[
c2 + 2mN( ¯d14 − ¯d15 + ¯d18gA)]
6πF2π(mN + Mπ)
− g
2
AmN Mπ
[
231π + 16(7 + 6π)g2A
]
13824π3F4π(mN + Mπ)
− 4mN M
2
π(2e¯14 + e¯15)
3πF2π(mN + Mπ)
+
mN M2π
[52c1 − c2 − 32c3 − 32πg2A(c3 − c4)]
1152π3F4π(mN + Mπ)
,
a−1− = −
g2AmN
24πF2πMπ(mN + Mπ)
+
3 − 2g2A + 8c4mN
48πF2π(mN + Mπ)
+
Mπ
[3c4 − 2mN(2( ¯d1 + ¯d2) − ¯d18gA)]
12πF2π(mN + Mπ)
− mN Mπ
[3 + 3(7 + 12π)g2A + 2(1 + 12π)g4A]
3456π3F4π(mN + Mπ)
+
4mN M2π(e¯17 + e¯18)
3πF2π(mN + Mπ)
− mN M
2
πg2A
[
11c4 + 6π(c3 − c4)]
432π3F4π(mN + Mπ)
,
b+0+ =
g2A + 8mN(c2 + c3)
16πF2π(mN + Mπ)
+
77g2AmN Mπ
1536π2F4π(mN + Mπ)
+
Mπ(2c1 + c2 − c3)
4πF2π(mN + Mπ)
+
8mN M2π(e¯14 + e¯15 + e¯16)
πF2π(mN + Mπ)
− mN M
2
π(52c1 − c2 − 32c3)
384π3F4π(mN + Mπ)
,
b−0+ =
mN
16πF2πMπ(mN + Mπ)
− g
2
A
8πF2π(mN + Mπ)
− Mπc4
4πF2π(mN + Mπ)
+
mN Mπ
[3( ¯d1 + ¯d2 + ¯d3) + 2 ¯d5]
2πF2π(mN + Mπ)
− mN Mπ(2 − 7g
2
A)
384π3F4π(mN + Mπ)
. (F.8)
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