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ZEROES OF POLYNOMIALS ON DEFINABLE HYPERSURFACES:
PATHOLOGIES EXIST, BUT THEY ARE RARE
SAUGATA BASU, ANTONIO LERARIO, AND ABHIRAM NATARAJAN
Abstract. Given a sequence {Zd}d∈N of smooth and compact hypersurfaces in Rn−1, we
prove that (up to extracting subsequences) there exists a regular definable hypersurface
Γ ⊂ RPn such that each manifold Zd appears as a component of the zero set on Γ of some
polynomial of degree d. (This is in sharp contrast with the case when Γ is algebraic, where
for example the homological complexity of the zero set of a polynomial p on Γ is bounded by
a polynomial in deg(p).)
More precisely, given the above sequence of hypersurfaces, we construct a regular, compact,
definable hypersurface Γ ⊂ RPn containing a subset D homeomorphic to a disk, and a family
of polynomials {pm}m∈N of degree deg(pm) = dm such that (Z(pm) ∩D,D) ∼ (Zdm ,Rn−1),
i.e. the zero set of pm in D is isotopic to Zdm in Rn−1.
This says that, up to extracting subsequences, the intersection of Γ with a hypersurface of
degree d can be as complicated as we want. We call these “pathological examples”.
In particular, we show that for every 0 ≤ k ≤ n−2 and every sequence of natural numbers
a = {ad}d∈N there is a regular, compact and definable hypersurface Γ ⊂ RPn, a subsequence
{adm}m∈N and homogeneous polynomials {pm}m∈N of degree deg(pm) = dm such that:
(0.1) bk(Γ ∩ Z(pm)) ≥ adm .
(Here bk denotes the k-th Betti number.) This generalizes a result of Gwoz´dziewicz, Kurdyka
and Parusin´ski [13].
On the other hand, for a given definable Γ we show that the Fubini-Study measure, in the
gaussian space of polynomials of degree d, of the set Σdm,a,Γ of polynomials verifying () is
positive, but there exists a contant cΓ such that this measure can be bounded by:
0 < P(Σdm,a,Γ) ≤
cΓd
n−1
2
m
adm
.
This shows that the set of “pathological examples” has “small” measure (the faster a grows,
the smaller the measure and pathologies are therefore rare). In fact we show that given Γ,
for most polynomials a Be´zout-type bound holds for the intersection Γ ∩ Z(p): for every
0 ≤ k ≤ n− 2 and t > 0:
P
({bk(Γ ∩ Z(p)) ≥ tdn−1}) ≤ cΓ
td
n−1
2
.
1. Introduction
1.1. Existence of pathologies. A classical fact from algebraic geometry states that given two
real algebraic curves Γ and Z, if their intersection is finite, it consists of at most deg(Γ) · deg(Z)
many points (this is a consequence of Be´zout’s Theorem). In particular, if we fix the first curve,
we can say that there is a function βΓ,0 : N→ N such that for every polynomial p of degree d, if
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2 SAUGATA BASU, ANTONIO LERARIO, AND ABHIRAM NATARAJAN
Γ and Z(p) = {p = 0} intersect at finitely many points, then:
(1.1) #(Γ ∩ Z(p)) ≤ βΓ,0(d) = deg(Γ) · d.
If we leave the semialgebraic world, but still remain in the definable setting, still such a function
βΓ,0 exists, but in general nothing can be said about its behavior. Here by definable we mean
the class of definable sets in an o-minimal expansion of the real numbers, for example the o-
minimal structure generated by subanalytic functions. (We refer the reader who is unfamiliar
with o-minimal geometry to [24, 7] for easy to read introductions to the topic.)
In this direction Gwoz´dziewicz, Kurdyka and Parusin´ski [13] have proved that for every se-
quence {ad ≥ 0}d∈N of natural numbers there exists a definable curve Γ, a subsequence {adm}m∈N
and a sequence {pm}m∈N of polynomials of degree deg(pm) = dm such that:
#(Γ ∩ Z(pm)) ≥ adm .
(In this paper we will show that the curve Γ ⊂ RP2 can be taken to be regular, definable
and compact and that the polynomials pdm can be chosen in such a way that the intersection
Γ ∩ Z(pdm) is transversal, i.e. stable under small perturbations of the polynomial.)
In particular this shows that, for a fixed definable Γ ⊂ RP2, there is in general no upper bound
on the number of zeroes of a polynomial p on Γ which is polynomial in deg(p). Generalizing this
we will show that in higher dimensions the situation is even more interesting.
To state our first result, we will say that two manifold pairs (X,M) and (Y,N) are diffeo-
morphic if there exists a diffeomorphism ψ : M → N such that ψ(X) = Y ; in this case we write
(X,M) ∼ (Y,N). This notion essentially says that X and Y are diffeomorphic and, up to a
diffeomorphim, they are embedded in their ambient spaces in the same way.
Of course, when Γ is an algebraic hypersurface and p is a polynomial, there are restrictions on
the possible pairs (Z(p)∩Γ,Γ) (for example Betti numbers of Z(p)∩Γ grow at most as a polyno-
mial in deg(p)). Pick now a sequence of smooth and compact hypersurfaces Z1, Z2, . . . ⊂ Rn−1.
Our first Theorem says that (up to extracting subsequences) there exists a regular definable
hypersurface Γ ⊂ RPn such that each manifold Zd appears as a component of the zero set on Γ
of some polynomial of degree d. More precisely, we will prove the following.
Theorem 1 (Existence of pathologies). Let {Zd}d∈N be a sequence of smooth, compact hyper-
sufaces embedded in Rn−1. There exist a regular1, compact, definable hypersurface Γ ⊂ RPn, a
disk D ⊂ Γ and a sequence {pm}m∈N of homogeneous polynomials of degree deg(pm) = dm such
that the intersection Z(pm) ∩ Γ is transversal and:
(Z(pm) ∩D,D) ∼ (Zdm ,Rn−1) for all m ∈ N.
Remark 1. Note that in the case n = 2 this implies the statement of [13]. In fact, we can take
for Zd = {x1, . . . , xad} ⊂ R a set consisting of ad many points. Then we find a smooth definable
curve Γ ⊂ RP2, an interval I ⊂ Γ and a sequence of polynomials pm fo degree dm such that the
manifold pairs (Z(pm)∩ I, I) and ({x1, . . . , xadm },R) are diffeomorphic, in particular Z(pm)∩Γ
consists of at least adm many points.
In higher dimensions we can measure the complexity of a manifold by its Betti numbers. If
Γ ⊂ RPn is a regular, compact, definable hypersurface, for every 0 ≤ k ≤ n− 2 let βΓ,k : N→ N
be the function:
βΓ,k(d) = max
deg(p)=d
bk(Γ ∩ Z(p))
1Throughout the paper the word “regular” will mean “of regularity class Ck for some fixed k ≥ 2”.
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(here bk denotes the k-th Betti number, and the maximum is taken over nondegenerate inter-
sections). When Γ is algebraic, we have
(1.2) βΓ,k(d) ≤ cΓ · dn−1 (algebraic case)
for some constant depending on the degree of Γ (this estimate actually requires some nontrivial
work if Γ is singular, and it is proved in [4, Theorem 6.4]). On the other hand, as for the case
of curves, there is no way to control the behavior of this function for a general definable Γ : in
fact, given a sequence {ad}d∈N, if we chose a sequence of hypersurfaces {Zd} with bk(Zd) ≥ ad,
for the hypersurface Γ provided by Theorem 1 the function βΓ,k grows at least as fast as adm .
Remark 2. Estimates like (1.1) are basic building blocks in recent advances in incidence problems
in the area of discrete geometry driven by the polynomial partitioning method [12] (see for
example [23, Theorem A.2]). Recently, using different techniques such incidence results have
been generalized from the semi-algebraic case to more general situations – namely, incidences
between definable sets over arbitrary o-minimal expansions of R, see [2, 6]. In order to extend
the polynomial partitioning technique to the o-minimal situation (as noted in [3]) it is important
to study the function βΓ,k where Γ is now an arbitrary definable hypersurface in an o-minimal
structure (rather than just semi-algebraic). On one hand Theorem 1 seems to rule out the use
of polynomial partitioning for incidence problems involving definable sets in arbitrary o-minimal
structures, but on the other hand we also prove (see Theorem 2 below) that the pathological
behavior exhibited in Theorem 1 is very rare, and this gives some hope that a modified version
of the technique can still be applicable to incidence questions.
1.2. Pathologies are rare. Given Γ, it is natural to ask how “stable” are the polynomials
having the “pathological” behaviour of Theorem 1? In other words, if it is certainly true that
nothing can be said on the function βΓ,k that bounds the Betti numbers of transversal intersection
between a definable hypersurface Γ and the zero set of a polynomial in terms of the degree of
the polynomial, is it possible to say that for “most polynomials” a polynomial upper bound still
holds true for the Betti numbers? Our second result gives an affirmative answer to this question,
after the naive idea of “most polynomials” is made precise.
To make these questions precise, on the space Wn,d of homogeneous polynomials of degree d
in n+ 1 variables we introduce a natural gaussian measure, called the Kostlan measure, defined
by choosing each coefficient of
p =
∑
|α|=d
ξα
(
d
α
)1/2
xα00 · · ·xαnn
independently from a standard Gaussian distribution (i.e. ξα ∼ N(0, 1)). This measure is the
restriction, to the space of real polynomials, of the Fubini-Study measure.
The scaling coefficients
(
d
α
)1/2
are chosen in such a way that the resulting probability distribu-
tion is invariant under orthogonal change of variables (there are no preferred points or direction
in RPn, where zeroes of p are naturally defined). Moreover, if we extend this probability dis-
tribution to the whole space of complex polynomials, by replacing real with complex gaussian
variables, it can be shown that this extension is the unique Gaussian measure which is invariant
under unitary change of variables. This makes real Kostlan polynomials a natural object of
study. (This model for random polynomials received a lot of attention since pioneer works of
Edelman, Kostlan, Shub and Smale [8, 20, 9, 18, 22, 21] on random polynomial systems solving.)
The next Theorem estimates the size of the set of polynomials whose restriction to a definable
hypersurface Γ ⊂ RPn have a behaviour that deviates from the algebraic case estimate (1.1).
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Theorem 2. Let Γ ⊂ RPn be a regular and compact hypersurface, and let p be a random Kostlan
polynomial of degree d. Then there exists a constant cΓ such that for every 0 ≤ k ≤ n − 2 and
for every t > 0
P{bk(Γ ∩ Z(p)) ≥ tdn−1} ≤ cΓ
td
n−1
2
.
Combining this result with the construction of Theorem 1 we obtain the following estimate
for the gaussian volume of the set of “pathological” polynomials. The lower bounds follows from
the fact that the intersection Z(pm) ∩ Γ produced in Theorem 1 is transversal (hence stable
under small perturbations of the polynomial pm).
Corollary 1 (Pathologies are rare). Given a sequence of natural numbers {ad}d∈N let {Zd}d∈N be
a sequence of hypersurfaces with bk(Zd) ≥ ad for all d ∈ N. Consider the hypersurface Γ ⊂ RPn
provided by Theorem 1. Then, for some constant cΓ > 0:
0 < P{bk(Γ ∩ Z(p)) ≥ adm} ≤
cΓd
n−1
2
m
adm
.
Remark 3. The conclusion of Theorem 2 follows after combining Markov’s inequality with the
following fact (proved in Proposition 2): there exists a universal constant ck,n > 0 such that for
every Γ ⊂ RPn regular, definable, compact hypersurface
(1.3) Ebk(Γ ∩ Z(p)) ≤ |Γ|ck,nd
n−1
2 +O(d
n−2
2 ),
where |Γ| denotes the volume of Γ, induced by restricting the riemannian metric of RPn, and
the implied constants in the O(d
n−2
2 ) depends on Γ. This result could be potentially useful in
the study of incidence questions over o-minimal structures (cf. Remark 2).
Remark 4. The content of (3) reveals an interesting and surprising property of the space of
polynomials: by Theorem 1 there is a priori no upper bound on the homological complexity of
Γ ∩ Z(p) (as a function of d = deg(p)), but on average we cannot exceed a polynomial bound.
Here is an example from [15] of a similar phenomenon that appears in the study of random
enumerative geometry. If X1, . . . , X4 are boundaries of smooth convex bodies in RP3, one can
ask for the number `(X1, . . . , X4) of lines that are simultaneously tangent to all of them. This
number is finite if the convex bodies are in general position in the projective space, but it can be
arbitrarily large: for every m > 0 one can find X1, . . . , X4 ⊂ RP3 in general position such that
there are at least m lines tangent to all of them. On the other hand (here is the surprising thing)
there exists a constant c > 0, independent of the convex bodies, such that if we now average
over all their possible configurations using the action of the orthogonal group O(4) on RP3, we
get Eg1,...,g4∈O(4)`(g1X1, . . . , g4X4) = c. Here again there is no a priori upper bound, but there
is an upper bound on average.
Remark 5 (The zero-dimensional case). Another case of interest, on which we can say more, is
the case when Γ ⊂ RPn is k-dimensional and we consider the common zero set of k polynomials
on it. In this case we do not have to restrict to Kostlan polynomials and we can work with the
more general class of random invariant polynomials: these are centered Gaussian probability
measure on Wn,d which are invariant under the action of the orthogonal group by change of
variables (of course the Kostlan measure is one of them). These measures have been classified
by Kostlan [17] and depend on bd2c many parameters. Consider now the common zero set X of
independent random invariant polynomials p1, . . . , pk on Γ:
X = Γ ∩ Z(p1) ∩ · · · ∩ Z(pk).
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With probability one X is zero-dimensional and we can use integral geometry (see [14] or the
appendix of [5]) to deduce that:
(1.4) E# (Γ ∩ Z(p1) ∩ · · · ∩ Z(pk)) = |Γ||RPk|
k∏
j=1
E
|Z(pj)|
|RPn−1| .
The quantity E|Z(p)| appearing in (5) can be evaluated using the definition of the invariant
distribution in terms of its weights (see [17, 10]); when p is a Kostlan polynomial of degree d,
then E|Z(p)| = √d|RPn−1|. More generally (again by Integral Geometry) this expectation is
bounded by E|Z(p)| ≤ d|RPn−1|. If each pi has now degree d, we can apply Markov again and
deduce that there exists cΓ > 0 such that for any invariant gaussian measure on the space of
polynomials:
P{#(Γ ∩ Z(p1) ∩ · · · ∩ Z(pk)) ≥ tdn−1} ≤ cΓ
t
.
(The probability of deviating from a Be´zout-type bound is small.)
2. Pathological examples: Proof of Theorem 1
2.1. Some basic facts. For the next proof we will need a few elementary facts from differential
topology and real algebraic geometry. First, if D ⊂ Rn−1 is a disk and f : D → R is a regular
function, we define:
‖f‖C1(D,R) = sup
z∈D
‖f(z)‖+ sup
z∈D
‖∇f(z)‖.
If “zero” is a regular value of f , then Z(f) is a regular hypersurface in D. If Z ⊂ Rn−1 is a
regular compact hypersuface we will write
(Z(f), D) ∼ (Z,Rn−1)
to denote that the two pairs (Z(f), D) and (Z,Rn−1) are diffeomorphic. In this setting there
exists δ > 0 (depending on f) such that given any regular function h : D → R with ‖h‖C1(D,R) ≤
δ, “zero” is a regular value of f + h and:
(Z(f + h), D) ∼ (Z,Rn−1)
(in particular the zero sets of f and h are diffeomorphic). We will (loosely) refer to this fact as
Thom’s isotopy Lemma.
We will also need the followng classical approximation result from real algebraic geometry, due
to Seifert [19]. Given a regular, compact hypersurface Z ⊂ D ⊂ Rn−1, there exists a polynomial
q : Rn−1 → R such that “zero” is a regular value of q and
(Z(q), D) ∼ (Z,Rn−1).
This follows from Weirstrass’ approximation Theorem; the reader can see [16, Special case 5] for
an elementary proof of Seifert’s result.
Proof of Theorem 1. Let e1 = (1, 0, . . . , 0) ∈ Rn−1 and consider the two disks D1 = D(e1, 12 )
and D2 = D(e1,
2
3 ).
Pick Z1 and consider a polynomial
2 q2 such that:
(Z(q2) ∩D1, D1) ∼ (Z1,Rn−1).
2We start with q2 and not q1, but the shift of the indices will be convenient to simplify the notation later.
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Observe that, since ‖x‖2 does not vanish on D1, “zero” is also a regular value for Q2 =
c2‖x‖2q2|D1 for every positive constant c2 > 0, and:
(Z(Q2) ∩D1, D1) ∼ (Z1,Rn−1).
(In the course of the proof we will pick a sequence of constants {ck > 0}k∈N that will only
be specified later.) Call d2 the degree of Q2 and observe that Q2 only contains monomials
xα11 · · ·xαn−1n−1 with 2 ≤ |α| ≤ d2. (We set d1 = 1.)
By Thom’s isotopy Lemma, associated to the function Q2 : D1 → R there is a δ2 > 0 such
that for any other continuously differentiable function h : D1 → R with ‖h‖C1(D,R) ≤ δ2 we have
that the equation Q2 + h = 0 is regular on D1 and the pair (Z(Q2 + h) ∩D1, D1) is isotopic to
the pair (Z(Q2) ∩D1, D1).
Let now k ≥ 2 and consider Zdk . Pick a polynomial qk+1 such that “zero” is a regular value
for qk+1|D1 and:
(Z(qk+1) ∩D1, D1) ∼ (Zdk ,Rn−1).
As before, observe that “zero” is also a regular value for Qk+1 = ck+1‖x‖2dkqk+1|D1 , for any
positive constant ck+1 > 0 and:
(Z(Qk+1) ∩D1, D1) ∼ (Zdk ,Rn−1).
Again, as before by Thom’s isotopy Lemma, associated to the function Qk+1 : D1 → R there
is a δk+1 > 0 such that for any other continuously differentiable function h : D1 → R with
‖h‖C1(D,R) ≤ δk+1 we have that the equation Qk+1 + h = 0 is regular on D1 and the pair
(Z(Qk+1 + h) ∩ D1, D1) is isotopic to the pair (Z(Qk+1) ∩ D1, D1). Moreover, calling dk+1 =
deg(Qk+1), we have that Qk+1 only contains monomials with total degree 2dk ≤ |α| ≤ dk+1.
We choose the sequence of constants {ck > 0} at every step in such a way that
‖Qk+1‖C1(D1,R) ≤ min{δ1, . . . , δk}2−(k+1)
and that the power series
∑
k≥1Qk converges on the disk D2.
Let now ρ : Rn−1 → [0,∞) be a definable, smooth, cut-off function such that ρ|D1 ≡ 1 and
ρ|Dc2 ≡ 0 and define the function g : D2 → R by:
g(x) =
∑
k≥2
Qk(x)
 · ρ(x).
We set Γˆ = graph(g) ⊂ Rn and extend this to a regular, compact definable manifold Γ ⊂ Rn.
The set D ⊂ graph(g) ⊂ Γ will be the homeomorphic image of D1 under the “graph” map
x 7→ (x, g(x)).
Let P1(x, y) = y and for every k ≥ 2 define Pk(x, y) = y −
∑k
j=2Qj(x). Observe that the
degree of Pk is dk. For every k ≥ 1 we consider now the (equivalent) systems of equations:
{y − g(x) = 0 = Pk(x, y)} ⇐⇒
{
y − g(x) = 0 = Qk+1(x) +
∑
j≥k+2
Qj(x) = 0
}
(the equivalence is obtained by eliminating y from the second equation using the first one). The
set of solutions to these systems in D coincides with Z(Pk) ∩D.
Observe now that: ∥∥∥∥ ∑
j≥k+2
Qj
∥∥∥∥
C1(D,R)
≤
∑
j≥k+2
δk
2j
≤ δk.
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In particular, since the equation Qk+1 = 0 was regular on D1, also the equation Qk+1 +∑
j≥k+2Qj = 0 is regular on D1 and we have:(
Z
(
Qk+1 +
∑
j≥k+2
Qj
) ∩D1, D1) ∼ (Z(Qk+1) ∩D1,∼ D1) ∼ (Zdk ,Rn−1).
As a consequence the system {y − g(x) = 0 = Pk(x, y)} is regular on D1 × R and under the
graph map we have:
(Z(Pk) ∩D,D) ∼ (Zdk ,Rn−1).
Finally, let pk =
hPk+Rk be a homogeneous polynomial (here
hPk denotes the homogenization)
whose zero set is transverse to Γ and with ‖Rk‖C1(D,R) small enough such that
(Z(pk) ∩D,D) ∼ (Zdk ,Rn−1).
(The existence of such Rk follows from the fact that the set of homogeneous polynomials of a
given degree whose zero set intersect Γ transversely is dense).

3. Estimates on the size of pathological examples: proof of Theorem 2
Theorem 2 follows immediately from Proposition 2 (proved below) after applying Markov’s
inequality. In order to proceed we will need the following technical result. In the case Γ is a real
algebraic set this was proved by Gayet and Welschinger [11]. Our strategy of proof is also very
similar, and it essentially uses the same ideas, just adapted to the non-algebraic setting.
Proposition 1. Let Γ ⊂ RPn be a regular, compact hypersurface and f : Γ → R be a Morse
function. Let p be a random Kostlan distributed polynomial on RPn of degree d. Then, denoting
by Qn−2 a GOE(n− 2) matrix, we have:
E#{critical points of f |Γ∩Z(p)} = |Γ|
pi
d
n−1
2
(2pi)
n−2
2
· E|detQn−2|+O(d
n−2
2 ).
Remark 6. Note that in the case dim Γ = 1 this can be obtained by a simple application of
integral geometry.
Proof. We will use the Kac-Rice formula for Riemannian manifolds. Since the involution x 7→ −x
on the sphere with the round metric is an isometry, the quotient map q : Sn → RPn induces
a Riemaniann metric on RPn for which q is a Riemannian submersion. In this way Γ ⊂ RPn
inherits a Riemannian metric as well. For every point y ∈ Γ such that dyf 6= 0 (since Γ is
compact and f : Γ → R is Morse, there are only finitely many points where dyf vanishes) we
consider an orthonormal frame field {v1, . . . , vn−1} on a neighborhood V ⊂ Γ of y such that for
all x ∈ V
ker dxf = span{v2(x), . . . , vn−1(x)}.
Let us take now an open set V ⊂ Γ which is contained in the open set {x0 6= 0} ⊂ RPn
(this is true after possibly shrinking V and relabeling the homogeneous coordinates [x0, . . . , xn]
in RPn). Let p˜ : {x0 6= 0} → R be the random function defined by p˜(x0, x1, . . . , xn) =
p(1, x1/x0, . . . , xn/x0) and denote by pˆ its restriction to V : pˆ = p˜|V (thus pˆ is a random function
on the riemannian manifold V ⊂ Γ ⊂ RPn). Define the random map F : V → Rn−1 by:
F (x) = (pˆ(x), dxpˆv2(x), . . . , dxpˆvn−1(x)).
8 SAUGATA BASU, ANTONIO LERARIO, AND ABHIRAM NATARAJAN
If the gradient of pˆ does not vanish on {p = 0} ∩ V (this happens with probability one), then
{p = 0} ∩ V = {pˆ = 0} is a smooth submanifold of Γ. We claim that, with probability one,
the number of critical points of f |{p=0}∩Γ in V equals the number of zeroes of F . In fact, with
probability one, none of the critical points of f lies on {p = 0} and in this case a point x ∈ V is
critical for f |{p=0}∩Γ if and only if pˆ(x) = 0 and the gradients of pˆ and f are collinear at x, i.e.
pˆ(x) = 0 and ker dxpˆ = ker dxf , which is equivalent to F (x) = 0.
Let us denote by ω the volume density of Γ. Then the Kac-Rice formula for the random field
F on the Riemannian manifold Γ ∩ V [1] tells that for any open set W ⊂ V
E#{F = 0} ∩W =
∫
W
E
{
|det J(x)|
∣∣∣∣F (x) = 0} ρF (x)(0)ω(x)dx
=
∫
W
ρ(x)ω(x)dx.
where the matrix J(x) is the matrix of the derivatives at x of the components of F with respect
to an orthonormal frame (in our case the chosen frame v1, . . . , vn−1 and ρF (x)(0) is the density
at zero of the random vector F (x).
We use now the fact that the Kostlan polynomial p is invariant by an orthogonal change of
variable in RPn, hence for every x ∈ V for the evaluation of
ρ(x) = E
{
|det J(x)|
∣∣∣∣F (x) = 0} ρF (x)(0)
we can assume x = [1, 0, . . . , 0] = x. For simplicity let us also denote by t1, . . . , tn : {x0 6= 0} → R
the functions ti = xi/x0. Then, since the stabilizer O(n) of x acts transitively on the set of
frames at x, we can also assume that {v1(x), . . . , vn−1(x)} = {∂1(x), . . . , ∂n−1(x)}, where we
have denoted by ∂i the vector field ∂/∂ti.
For the calculation of the value of ρ(x) we use local coordinates on Γ ∩ V . Note that
(t1, . . . , tn−1) are coordinates on Γ ∩ V (this is because the tangent space of Γ at x equals
span{∂1(x), . . . , ∂n−1(x)}). We denote by ψ−1 : {x0 6= 0} → Rn the coordinate chart on
{x0 6= 0} ⊂ RPn given by (t1, . . . , tn). In this chart ψ−1(Γ∩V ), for a small enough V containing
x, can be seen as the graph of a function g : Rn−1 → R. Since the tangent space of ψ−1(Γ ∩ V )
at zero equals span{∂1, . . . , ∂n−1}, the function g vanishes at zero, together with its differential.
In this way we get a map ϕ : Rn−1 → RPn parametrizing V given by:
ϕ(t1, . . . , tn−1) = ψ(t1, . . . , tn−1, g(t1, . . . , tn−1)).
Observe now that the frame {v1, . . . , vn−1} coincides with {∂1, . . . , ∂n−1} only at zero; nev-
erthless, it is easy to verify that we could pick the frame {v1, . . . , vn−1} such that in these
coordinates:
vi(t) = (1 + ti)∂i +O(‖t‖2) i = 1, . . . , n− 1.
In particular, denoting by t = (t1, . . . , tn−1), we have:
(dpˆvi)(t) = (1 + ti)∂ipˆ(t, g(t)) + (1 + ti)∂npˆ(t, g(t))∂ig(t) +O(‖t‖2).
From this it is immediate to see that:
F (x) = (pˆ(0), (dpˆv1)(0), . . . , (dpˆvn−1)(0))
= (pd,0,...,0, pd−1,0,10,...,0, . . . , pd−1,0,...,0,1,0,...0)
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(in the multi-index of the i-th entry of this vector the 1 is in position i+ 1). In particular:
ρF (x)(0) =
1
(2pi)
n−1
2 d
n−2
2
Let us evaluate now the matrix J(x). For the first row r1(x) of J(x) we immediately obtain:
r1(x) = (d0pˆv1(0), . . . , d0pˆvn−1(0)) = (ξd−1,1,...,0, ξd−1,0,10,...,0, . . . , ξd−1,0,...,0,1)
Note that, except for the first entry, r1(x) coincides with F (x); we denote by
w = (ξd−1,0,10,...,0, . . . , ξd−1,0,...,0,1)
(i.e. the vector consisting of the last entries of the first row r1(x)).
Let us now look at the (n−2)×(n−2) submatrix Jˆ(x) of J(x), obtained by removing the first
row and the first column. Observe that Jˆ(x) = B + ξd−1,1,0,...,0M(x), where B is the matrix:
(3.1) B =

2ξd−2,0,2,0,...,0 ξd−2,0,1,1,0,...,0 · · · ξd−2,0,1,0...,0,1
ξd−2,0,1,1,0,...,0 2ξd−2,0,0,2,0,...,0 · · · ξd−2,0,0,1,0,...,0,1
...
ξd−2,0,1,0...,0,1 ξd−2,0,1,0,...,0,1 · · · 2ξd−2,0,...,0,2
 ,
and M(x) = (∂i∂jg(0)). From (3) it is immediate to see that the matrix B is a random matrix
distributed as:
B =
√
d(d− 1)Qn−2
where Qn−2 is a random GOE(n− 2) matrix. Hence
J(x) =
(
ξd−1,1,0,...,0 w
∗ B + ξd−1,1,0,...,0M(x)
)
From this it follows that:
E
{
|det J(x)|
∣∣∣∣F (x) = 0} = E{|det J(x)| ∣∣∣∣w = 0}
= (d(d− 1))n−22 E
{
|ξd−1,1,0,...,0| · | det
(
Qn−2 +
M(x)√
d− 1
)
|
∣∣∣∣w = 0}
= (d(d− 1))n−22 · d 12
√
2
pi
E
∣∣∣∣det(Qn−2 + M(x)√d− 1
)∣∣∣∣ = (∗),
where in the last step we have used the fact that the random variables w, ξd−1,1,0,...,0and Qn−2
and ξd−1,1,0,...,0 are independent. Note now that, by construction, the matrix M(x) depends
continuously on x ∈ Γ, because we have assumed that Γ is of regularity class Ck with k ≥ 2,
and since Γ is compact:
(∗) = (d(d− 1))n−22 · d 12
√
2
pi
(
E|det(Qn−2)|+O(d−1/2)
)
.
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Putting all this together we obtain:
E#{F = 0} ∩W =
∫
W
E
{
|det J(x)|
∣∣∣∣F (x) = 0} ρF (x)(0)ω(x)dx
=
∫
W
(d(d− 1))n−22
(2pi)
n−1
2 d
n−2
2
· d 12
√
2
pi
(
E|det(Qn−2)|+O(d−1/2)
)
ω(x)dx
=
|W |
pi
d
n−1
2
(2pi)
n−2
2
· E|detQn−2|+O(d
n−2
2 ).
From this the conclusion follows. 
In particular, since f |Γ∩{p=0} is Morse with probability one (using standard arguments from
differential topology it is not difficult to show that the set of such polynomials for which f |Γ∩{p=0}
is Morse has full measure), applying Morse’s inequalities, we get the following corollary.
Proposition 2. There exists a universal constant ck,n > 0 such that
Ebk(Γ ∩ Z(p)) ≤ |Γ|ck,nd
n−1
2 +O(d
n−2
2 )
(the implied constants in the O(d
n−2
2 ) depends on Γ).
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