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V nalogi opišite osnovne pojme teorije signalov. Predstavite in dokažite Shannon-
Nyquistov izrek vzorčenja. Opišite še osnovne ideje teorije zgoščenega zaznavanja.
Osnovna literatura [3] in [6].
Osnovna literatura
[3] P. L. Butzer, W. Splettstösser in R. L. Stens, The Sampling Theorem and
Linear Prediction in Signal Analysis, Jber. d. Math. Verein., 90, Stuttgart,
1988





Shannon-Nyquistov izrek vzorčenja in zgoščeno zaznavanje
Povzetek
V magistrskem delu se seznanimo s področjem teorije signalov – osnovnimi pojmi
in tehniko obdelave signalov. Osredotočimo se na popolno rekonstrukcijo signala
iz serije meritev. Ob tem se srečamo s teorijo Fourierove transformacije, ki nam
omogoča predstavitev (originalnega) signala v frekvenčni domeni. Največ pozornosti
nato posvetimo izreku vzorčenja, imenovanemu tudi Shannon-Nyquistov izrek, ki
velja za eno osnovnih načel teorije informacij in diskretne obdelave signalov. Določa
spodnjo mejo za število meritev, ki jo je potrebno doseči, da lahko splošni signal
popolnoma rekonstruiramo. Z različnimi matematičnimi sredstvi ga tudi dokažemo.
Ob koncu naloge si ogledamo še tehniko zgoščenega zaznavanja, ki predstavlja nov
pogled na klasično teorijo vzorčenja. Ta pravi, da lahko signal, ki je v določeni
bazi redek, popolnoma rekonstruiramo tudi iz manjšega števila meritev, kot nam to
zapoveduje Shannon-Nyquistov izrek.
Shannon-Nyquist sampling theorem and compressed sensing
Abstract
In this work, we first introduce the field of signal theory – basic concepts and tech-
nique of signal processing. We mostly focus on complete signal reconstruction from a
series of measurements. In doing so, we come across Fourier transform theory, which
allows us to represent the (original) signal in the frequency domain. We then give
most attention to the sampling theorem, also called the Shannon-Nyquist theorem,
which is considered one of the basic principles of information theory and discrete
signal processing. It sets the lower limit for the number of measurements that must
be achieved in order to fully reconstruct the general signal. From various mathe-
matical points of view, we also prove it. At the end of this paper, we take a closer
look at the technique of compressed sensing, which represents a new perspective on
classical sampling theory. It says that a signal, that is sparse in a given base, can
also be completely reconstructed from a smaller number of measurements than the
Shannon-Nyquist theorem dictates.
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Sistemi, živi in umetni, uporabljajo za medsebojno sporazumevanje signale – nosilce
sporočil oziroma informacij. Ljudje za sporazumevanje uporabljamo govor, kretnje
in druga znamenja. Signali so torej fizikalne tvorbe, s katerimi se prenašajo infor-
macije o stanju in vedenju fizikalnih sistemov po določenem mediju. Navadno jih
opazujemo in spremljamo v času. Delimo jih na diskretne in zvezne oziroma na
digitalne in analogne.
Za začetek razvoja področja obravnave signalov (matematično modeliranje in ob-
delava signalov) štejemo sredino 19. stoletja z iznajdbo sistemov za sporazumevanje,
kot so telegraf, telefon, radio, televizija . . . in drugo polovico 20. stoletja s pojavom
digitalnih računalnikov. Govorimo o t. i. področju teorije signalov, ki zajema tako
znanja matematike, informatike, kot tudi elektrotehnike – opis, analiza in obdelava
signalov.
V magistrskem delu se bomo osredotočili na pomemben cilj področja obdelave
signalov, in sicer na popolno rekonstrukcijo signala iz serije meritev. Glavno orodje,
ki ga bomo ob tem uporabljali bo teorija Fourierove transformacije, saj nam le-ta
omogoča opazovanje signalov v drugačni domeni, znotraj katere lahko marsikateri
težek problem postane preprost za obravnavo.
Vzorčenje signala je postopek pretvorbe zveznega signala v diskretnega, v neko
številsko zaporedje, s pomočjo analogno-digitalnih pretvornikov.
Izrek vzorčenja, imenovan tudi Shannon-Nyquistov izrek, velja za enega od osnov-
nih načel teorije informacij in diskretne obdelave signalov. Zato ni čudno, da zanj
obstaja mnogo raznolikih dokazov, ki si jih bomo v nadaljevanju tudi ogledali. Te-
oretično izrek določa spodnjo mejo za število meritev, ki jo je potrebno doseči, da
lahko signal popolnoma rekonstruiramo. Izrek pravi: Če je vzorčna frekvenca fs zve-
znega signala x(t) s končno pasovno širino B večja od dvakratnika njegove pasovne
širine, tj.
fs ≥ 2B,
potem lahko tak signal popolnoma rekonstruiramo iz njegovih vzorcev. V praksi pa
se izkaže, da se v signalu ne da popolnoma omejiti najvišje frekvence, zato v resničnih
sistemih signale vedno vzorčimo s frekvencami višjimi od tistih, ki jih določa izrek.
Prvi začetki razmišljanja o vplivu frekvence in števila meritev na rekonstrukcijo
signala segajo že v začetek 20. stoletja. Izrek vzorčenja je v povezavi s prenosom
signalov leta 1933 natančno opredelil ruski pionir v teoriji informacij Vladimir Ale-
ksandrovich Kotelnikov in ga tudi dokazal. Izrek, kot ga poznamo danes, pa sta v
letu 1948 odkrila in dokazala Shannon in Nyquist. Njun pogled je bil objavljen tudi
v knjigi Matematična teorija komunikacij.
Zgoščeno zaznavanje je v zadnjih nekaj letih zelo zanimivo in hitro rastoče po-
dročje, saj prinaša drugačen pogled na standardno oziroma tradicionalno teorijo
vzorčenja. Veliko pozornosti žanje s strani uporabne matematike, elekroinženirstva,
statistike in računalništva.
Od pojava osrednje ideje pa do danes smo lahko priča številnim konferencam, delov-
nim skupinam, raziskovalcem, ki se posvečajo temi zgoščenega zaznavanja in zato
ni čudno, da je to področje hitro reproduciralo veliko število različnih rezultatov,
teoretičnih in praktičnih. Glavna ideja zgoščenega zaznavanja je, da lahko sliko,
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ki je v resnici sestavljena iz manjšega števila informacij, kot to pokaže standardna
analiza, popolnoma rekonstruiramo tudi iz manjšega števila meritev. Ko dosežemo
potrebno število meritev za rekonstrukcijo, dodatne meritve ne doprinesejo več h
kvaliteti slike.
Zgoščeno zaznavanje je torej tehnika obdelave signalov za učinkovito pridobiva-
nje in rekonstruiranje signala iz mnogo manjšega števila vzorcev, kot ga zahteva
Shannon-Nyquistov izrek vzorčenja. Matematično gre za iskanje rešitev linearnega
poddoločenega sistema. Glavni pogoj tehnike zgoščenega zaznavanja je, da je signal
v določeni domeni redek. V literaturi zasledimo tudi izraz razpršen. V nadaljeva-
nju bomo uporabljali izraz redek signal, saj s tem izrazom morda bolje opišemo ta
fenomen.
Cilj magistrskega dela bo torej razumevanje, da se v primeru, ko nimamo nika-
kršnih predhodnih informacij o sliki oziroma signalu, pri rekonstrukciji poslužujemo
Shannon-Nyquistovega izreka. Če pa vemo vnaprej, da je signal v neki bazi lahko
redek oziroma zgoščen, uporabimo za rekonstrukcijo le-tega metode zgoščenega za-
znavanja.
2 Osnovni pojmi in oznake s področja teorije signa-
lov
2.1 Osnovni pojmi s področja teorije signalov
Definicija 2.1. Signal, latinsko signum, je funkcija, ki prenaša informacijo o stanju
in vedenju fizikalnih ali drugih sistemov po določenem mediju.
Signale si lahko predstavljamo kot nize časovnih ali prostorskih sprememb neke
veličine.
Zgled 2.2. Primeri vsakdanjih signalov so zvok (zvočni signal), slika na televizorju
(barvni signal), zaporedje slik (video signal) . . .
Signale pogosto opazujemo in spremljamo v času. Delimo jih na diskretne in
zvezne oziroma na digitalne in analogne.
V nadaljevanju se bomo ukvarjali s signali, pri katerih je neodvisna spremenljivka
čas.
Definicija 2.3. Diskretni signali so signali, katerih vrednosti poznamo le v določe-
nih časovnih trenutkih (so diskretni glede na čas).
Matematično si lahko diskretne signale (glej sliko 1) predstavljamo kot urejene
nize števil xn oziroma kot funkcije indeksa x[n], kjer je indeks n celo število in
predstavlja neodvisno spremenljivko.
Poleg diskretnosti po času poznamo tudi diskretnost po amplitudi (glej defini-
cijo 2.6).
Definicija 2.4. Zvezni signali so signali z zvezno domeno (neštevna množica); so
torej funkcije zveznega argumenta.
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Opomba 2.5. Zvezne signale imenujemo tudi analogni signali.
Zvezni signali (glej sliko 1) so ponavadi zelo preprosti signali; tisti, ki jih lahko





Slika 1: Leva slika ponazarja grafični prikaz diskretnega signala, desna slika pa
ponazarja grafični prikaz zveznega signala.
Definicija 2.6. Digitalni signali so signali, pri katerih lahko neodvisna in odvisna
spremenljivka zavzameta le končno mnogo različnih vrednosti. Gre torej za diskretne
signale (čas je predstavljen diskretno), pri katerih pa je tudi amplituda predstavljena
diskretno.
Digitalne signale (glej sliko 2) navadno ponazarjamo s stopničastimi funkcijami.
t
x(t)
Slika 2: Grafični prikaz digitalnega signala.
Digitalne signale ponavadi pridobivamo iz analognih signalov (bluetooth, mo-
bilna telefonija, radijske in video aplikacije). Med analognimi in digitalnimi signali
(sistemi) torej obstaja tesna zveza, ki nam omogoča, da probleme in njihove rešitve
pretvarjamo med obema vrstama sistemov. V tabeli 1 si lahko ogledamo njihovo
primerjavo.
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Analogni signali Digitalni signali
- sprva težka analiza. - enostavna analiza.
- natančnejši od digitalnih signalov. - manj natančni v primerjavi z analognimi signali.
- časovno potratnejše shranjevanje. - enostavno shranjevanje.
- zvezna predstavitev. - diskretna predstavitev.
Primeri: človeški glas, termometer . . . Primeri: računalniki, digitalni telefoni . . .
Tabela 1: Primerjava analognih in digitalnih signalov.
2.2 Obdelava signalov
Prvi pojavi področja obdelave signalov kot tehnike numerične analize segajo že v
17. stoletje. V pravem pomenu besede pa bi lahko za začetke šteli njihove digitalne
izboljšave, ki so se pojavile okoli leta 1940.
Področje obdelave signalov obsega tako znanja matematike, informatike, kot
tudi elektrotehnike, saj so v ospredju analiza, sinteza in spreminjanje signalov. Le-
ti so namreč splošno opredeljeni kot funkcije, ki posredujejo določene informacije
o vedenju ali atributih nekega pojava. Najpogosteje so to zvok, slike in različne
znanstvene meritve (biološke, fizikalne, astronomske, ekonomske . . . ).
Obdelava ali procesiranje signalov temelji na postopkih in napravah, ki so skladni
z naravo signalov. Poznanih je več kategorij obdelave podatkov, in sicer
• obdelava analognega signala (radio, telefon, radar, TV);
• obdelava časovno zveznega signala;
• obdelava časovno diskretnega signala;
• obdelava digitalnega signala;
• obdelava nelinearnega signala (zahtevna obnašanja (bifurkacije, kaos) neline-
arnih sistemov, ki jih ne moremo analizirati s pomočjo linearnih metod).
Zgled 2.7. Prenos signala s pomočjo elektronske obdelave signala (glej sliko 3).
Usta Pretvornik El. procesorji Oddajnik
El.-mag. valovi Sprejemnik Pretvornik Uho
Slika 3: Pretvornik spremeni signal iz neke druge oblike (zvočni signal – govor) v
električni tok; ta se nadalje prenaša kot elektro-magnetno valovanje. Sprejemnik to
valovanje zajame, nek drug pretvornik pa ga nato spremeni v končno obliko, ki je
ušesom slišna.
Definicija 2.8. Vzorčenje signala, angleško sampling, je proces spreminjanja signala
(npr. zvezne funkcije časa in/ali prostora) v zaporedje števil (npr. diskretne funkcije
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časa in/ali prostora). Vrednosti signala torej predstavimo le v določenih časovnih
trenutkih ti za i ∈ Z, in/ali časovnih točkah (diskretizacija signala po času in/ali
prostoru).
Pri vzorčenju signalov gre torej za pretvorbo analognih signalov v diskretne s
pomočjo analogno/digitalnih pretvornikov.





Slika 4: Grafični prikaz vzorčenja zveznega signala.
Preslikavo, ki ponazarja vzorčenje zveznega signala x(t) (glej sliko 4), lahko pred-
stavimo kot
S : x(t) → {. . . , x(t1), x(t2), x(t3), . . .} . (2.1)
Definicija 2.10. Kvantizacija signala je preslikava
Q : x(t) → xQ(t), (2.2)
Q(x(t)) := xQ(t), ki posameznim podintervalom [xi−1, xi) vrednosti amplitud signala
xi−1 ≤ x(t) < xi predpiše natanko določeno vrednost Qi. Pri tem je množica {Qi}
možnih vrednosti diskretna.
Kvantizacija signala je proces, pri katerem preslikamo vhodne vrednosti iz ve-
like množice (pogosto kontinuirani niz) v izhodne vrednosti, ki so elementi manjše
množice. Ta množica je pogosto končna. Zvezne vrednosti amplitude signala so to-
rej predstavljene z omejeno množico diskretnih vrednosti. Pri obdelavi signalov gre
torej za postopek, ki odseka najmanj pomembne informacije in večinoma zmanjša
natančnost preostalih podatkov.








Slika 5: Grafični prikaz linearne kvantizacijske preslikave.
Opomba 2.12. Obstajajo t. i. kvantizacijske matrike, ki jih dobimo eksperimen-
talno. Elementi so navadno naravna števila, ki naraščajo ob premikanju po matriki
desno in navzdol. Več o postopku kvantizacije si lahko bralec ogleda v [12, razdelek
9.2, str. 221].
Če povzamemo:
• Vzorčenje signala je diskretizacija signala po času.
• Kvantizacija signala je diskretizacija signala po amplitudi.
Opomba 2.13. Diskretni signali so torej signali s kvantiziranimi vrednostmi neod-
visne spremenljivke, digitalni signali pa so kvantizirani in vzorčeni.
Pri pridobivanju digitalnih signalov (fizična omejitev digitalnega pomnilnika) si
lahko postopka vzorčenja in kvantizacije sledita v poljubnem vrstnem redu; ob tem
pa ne vplivamo na končen izid.
Definicija 2.14. Signal x je časovno periodičen natanko tedaj, ko je za vsako vre-
dnost časa t izpolnjen pogoj
x(t+ T ) = x(t), (2.3)
kjer je T ∈ R, T ̸= 0 in ponazarja nihajni čas (perioda; konstanta) signala x.
Signal je neperiodičen, če ni periodičen.
Glavni cilj obdelave signalov je največkrat rekonstrukcija signala iz serije meri-
tev.
2.2.1 Obdelava signalov in Fourierova transformacija
Pri obdelavi signalov se večkrat srečamo s teorijo Fourierove transformacije [2, 10].
Zakaj?
V bistvu gre za zelo obsežno vprašanje, na katerega je včasih težko na kratko od-
govoriti. Fourierova transformacija je namreč zelo pomembno matematično orodje,
ki nam omogoča opazovanje signalov v drugačni domeni, znotraj katere lahko mar-
sikateri težek problem postane preprost za obravnavo.
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Na področju obdelave signalov Fourierovo transformacijo večkrat imenujemo tudi
predstavitev (originalnega) signala v frekvenčni domeni (gre torej za pretvarjanje
funkcije definirane na originalni (časovni) domeni v funkcijo, ki je definirana na
frekvenčni domeni). Več o Fourierovi analizi in transformaciji si lahko bralec prebere
v razdelku 6.1.
Signale običajno opazujemo v dveh bazah, in sicer
• standardni bazi, ki jo imenujemo tudi “baza” δ-funkcij oziroma baza špic;
• Fourierovi bazi, ki jo imenujemo tudi baza valovnih oblik.
Definicija 2.15. Kroneckerjev delta je funkcija dveh spremenljivk, za katero velja
δy(k) =
{︃
1, če y = k,
0, sicer. (2.4)
Naj bo xk = x(k) = (x(0), . . . , x(N − 1)) ∈ RN diskreten signal, ki ga torej
želimo opazovati v “bazi” δ-funkcij (prvotna oblika signala) in bazi valovnih oblik
(diskretna Fourierova transformacija prvotnega signala).




x(y) · δy(k), (2.5)
kjer so funkcije {δy(k); k = 0, . . . , N − 1} baza prostora funkcij diskretne spremen-
ljivke.










kjer so funkcije {φk; k = 0, . . . , N − 1} baza valovnih oblik. Za vsak k je torej
φk(n) = e
2πikn
N ; funkcija n ↦→ φk(n) = e
2πikn
N .
Analogno lahko sedaj v obeh bazah zapišemo še zvezen signal x(t).









x(y) · δt(y) dy, (2.7)
kjer smo pri (∗) upoštevali δt(y) · δ0(y − t) = δ0(t − y) = δy(t) in sodost δ-funkcije
δ(x) = δ(−x).






x(t) · e2πift dt, (2.8)
kjer spremenljivka f označuje neodvisno spremenljivko – frekvenco.
Fourierova transformacija signala nam torej pove, katere frekvence so
prisotne v signalu in v kolikšnem deležu le-te nastopajo.
Fourierova transformacija je pri obdelavi signalov glavno orodje za pretvarjanje
časovne domene v frekvenčno domeno.
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Opomba 2.16. Ena izmed pomembnejših lastnosti Fourierove transformacije si-
gnala je tudi ta, da nam ravno velikost njenega kvadrata (|F(x(t))(f0)|2) pove, kako
močen je signal x(t) pri določeni frekvenci f0. Ta lastnost se izkaže za še posebej
uporabno, kadar želimo v signalu izničiti določene frekvence, npr. nadležno brnenje
vuvuzel (avdio-filter, ki zmanjšuje/očisti določene šume).
2.2.2 Meritve signalov
Naj bo x(t) zvezen in integrabilen signal. Meritve na osnovi baz, omenjenih v
razdelku 2.2.1, nam določajo naslednje koeficiente:




x(t) · δyk(t) dt = x(yk). (2.9)






x(t) · e−2πikt dt. (2.10)




ck · δyk(t) =
∑︂




ak · e2πikt. (2.12)
Opomba 2.17. Z definicijo δ-funkcije se lahko bralec seznani v razdelku 6.1.1.
Zvezni signali so navadno elementi nekega neskončno-dimenzionalnega prostora.
Na prvi pogled se torej zdi, da bomo za popolno rekonstrukcijo signala x(t) potre-
bovali neskončno število meritev.
Realistični signali pa so vedno elementi nekega končno-dimenzionalnega prostora, a
tudi te dimenzije so lahko zelo velike.
Naj bo x poljuben signal v prostoru RN , kjer je N ≫ 1. Naj bo φn ∈ RN znana
baza.
Rezultat meritve “vzdolž vektorja φn” je enak
cn = ⟨x, φn⟩ , (2.13)
kjer je ⟨·, ·⟩ skalarni produkt v RN .
Poraja se nam vprašanje: “Ali bomo res potrebovali N meritev za po-
polno rekonstrukcijo originalnega signala?”
Izkazalo se bo, da je v večini situacij potrebno opraviti mnogo manj kot N me-
ritev za popolno rekonstrukcijo originalnega signala (glej poglavji 3 in 5).
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3 Shannon-Nyquistov izrek vzorčenja
V tem poglavju si bomo ogledali Shannon-Nyquistov izrek vzorčenja, 1948 [7, 12].
Gre za izrek, ki nam bo podal mejo za število meritev, ki jo moramo doseči, da
lahko signal popolnoma rekonstruiramo, tj. minimalno število potrebnih meritev za
popolno rekonstrukcijo signala.
Raznolike harmonično-analitične rezultate na tematiko rekonstrukcije signala za-
sledimo že ob koncu 19. stoletja v delih Edmunda Taylora Whittakerja, 1873–1956.
Pravi začetki razmišljanja o vplivu frekvence in števila meritev na rekonstrukcijo
signala pa segajo v leto 1928, ko je švedsko-ameriški elektrotehnik Harry Nyquist,
1889–1976, predstavil izrek, ki je soroden izreku vzorčenja. Pokazal je, da je število
neodvisnih impulzov, ki jih je mogoče prenesti preko telegrafskega kanala na enoto
časa, omejeno na dvakratno pasovno širino kanala; pri tem pa ni izrecno obravnaval
problema vzorčenja in rekonstrukcije zveznih signalov. V enakem obdobju se je z
izrekom vzorčenja ukvarjal tudi ruski pionir v teoriji informacij Vladimir Aleksan-
drovich Kotelnikov, 1908–2005, ki ga je leta 1933 natančno opredelil v povezavi s
prenosom signala. Izrek je tudi dokazal.
Opomba 3.1. Telegraf je električna naprava, ki z električnimi signali prenaša ali
pa sprejema sporočila.
Izrek vzorčenja sta okoli leta 1948 ponovno odkrila in dokazala Shannon in Ny-
quist. Njun pogled je bil objavljen tudi v knjigi Matematična teorija komunikacij.
Avtor knjige je ameriški elektrotehnik, matematik in kriptograf Claude E. Shan-
non, 1916–2001, ki še dandanes, prav zaradi te knjige, velja za utemeljitelja teorije
informacij.
Leta 1959 je tako Shannonov izrek vzorčenja pridobil naziv Shannon-Nyquistov
izrek vzorčenja.
3.1 Priprava na izrek
Kot smo že ugotovili v razdelku 2.2, vzorčenje signala označuje proces pretvorbe
analognih signalov v diskretne s pomočjo analogno-digitalnih pretvornikov. Vredno-
sti signala lahko torej predstavimo le v določenih časovnih trenutkih ti za i ∈ Z
(diskretizacija signala po času).
Definicija 3.2. Interval vzorčenja je čas, ki preteče med dvema sosednjima (zapo-
rednima) meritvama signala. Ta čas običajno označimo s T .
Definicija 3.3. Frekvenca vzorčenja ali vzorčna frekvenca, običajno jo označimo s
fs, je povprečno število vzorcev, pridobljenih v 1 sekundi.





kjer je T interval vzorčenja. Osnovna enota za merjenje vzorčne frekvence je 1/s
oziroma 1Hz.
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Opomba 3.4. Diskretne signale najpogosteje pridobivamo tako, da enakomerno
vzorčimo analogne signale (glej zgled 3.5).
Zgled 3.5. Naj bo x analogen signal. Diskretni zapis analognega signala x je torej
x[n] = x(nT ), (3.2)
kjer je T interval vzorčenja.
Posamezna števila v urejenem nizu števil x[n], kjer je indeks n celo število, torej
predstavljajo vzorce signala x v trenutkih nT .
Zgled 3.6. Vzorčenje zveznega signala s konstantnim časovnim razmikom; predsta-







Slika 6: Vzorčenje signala je podano s preslikavo S : x(t) → {x(nT )}, za n ∈ Z, kjer
je T interval vzorčenja (glej definicijo 3.2).
Temeljni problem, s katerim se srečujemo pri vzorčenju signalov, je določanje
ustrezne vzorčne frekvence. V splošnem ne vemo, kako hitro moramo izbrani analo-
gen signal vzorčiti, da bi ob tem ohranili čim več informacije.
Če signal vzorčimo prepočasi (majhna vzorčna frekvenca), se lahko hitro srečamo
s problemi, ki jih opišemo z angleško besedo aliasing oziroma podvajanje signala.
Originalni signal lahko namreč po pretvorbi dobi povsem drugo frekvenco – dobi
torej svoj t. i. alias, podvojitev. To pomeni, da lahko poleg originalnega signala do-
bimo tudi nek drug signal z istimi vrednostmi pri izvedenih meritvah (glej zgled 3.7).
Opisanemu pojavu se navadno lahko izognemo s pomočjo posebnih t. i. anti-aliasing
filtrov. Le-ti omejujejo pasovno širino signala, da ta približno oziroma popolnoma
izpolnjuje pogoj iz Shannon-Nyquistov izreka vzorčenja.
Zgled 3.7. Naj bo x(t) = sin(2πt) signal (glej sliko 7). Naj bo 0,5 interval vzorčenja.
Frekvenca je v tem primeru enaka 2.
Če opazujemo signal v t = 0, so vsi vzorci enaki 0. Rekonstrukcija signala iz
teh vzorcev je potemtakem (lahko) funkcija, ki je identično enaka 0, kar je seveda
napačen rezultat.
10





Signal x(t) = sin(2πt)
Signal y(t) = − sin(2
3
πt)
Slika 7: Grafični prikaz zveznega signala x(t), ki ga vzorčimo s korakom 0,5. V času
t = 0, so vsi vzorci enaki 0. Rekonstrukcija signala iz teh vzorcev nas lahko pripelje
do napačnega rezultata – signala, ki je identično enak 0. Podobno se zgodi, če
vzorčimo s korakom 3
4
in znova začnemo v izhodišču. Vzorci ustrezajo tudi signalu
y(t). Pri rekonstrukciji dobimo “alias” z drugačno frekvenco in fazo, kot ju ima
originalni signal.
Signale in signalna omrežja pogosto laže analiziramo s pomočjo njihovih spek-
tralnih predstavitev. Tovrstna predstavitev nam včasih nakazuje vidike signala, ki
morda niso tako očitni pri predstavitvi signala v časovni domeni (glej zgled 3.9).
Definicija 3.8. Vsako valovno obliko lahko s pomočjo Fourierove vrste (glej raz-
delek 6.1) predstavimo z linearno kombinacijo (po možnosti neskončnega) števila
sinusoid, od katerih ima vsaka določeno amplitudo in fazo. Takšno reprezentacijo
signala imenujemo spektralna predstavitev signala.
Zgled 3.9. Grafični prikaz signala v časovni in frekvenčni domeni (glej sliki 8 in 9).









Slika 8: Grafični prikaz signala v časovni domeni; iz grafa je razvidno, da gre za
periodičen signal s periodo 0,02 s.
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Slika 9: Grafični prikaz signala v frekvenčni domeni; iz grafa je razvidno, da je signal
sestavljen iz samo treh frekvenčnih komponent, ki so harmonično razporejene.
Definicija 3.10. Naj bo X topološki prostor in naj bo g : X → K funkcija, kjer je
K ∈ {R,C}. Potem je podpora funkcije ali nosilec funkcije g definiran kot
supp(g) := {x ∈ X; g(x) ̸= 0}, (3.3)
kjer nadčrtaj predstavlja topološko zaprtje množice.
Nosilec funkcije g je torej (pod)množica/zaprtje v domeni funkcije, ki vsebuje
vse tiste elemente, ki se ne preslikajo v točko nič.
Definicija 3.11. Naj bo x(t) signal in x̂(f) njegova Fourierova transformacija. Naj
bo interval [B1, B2] najmanjši interval, ki vsebuje celoten nosilec supp(x̂(f)), torej
supp(x̂(f)) ⊂ [B1, B2] . (3.4)
Tedaj pravimo, da je B2 −B1 pasovna širina signala x(t), angleško bandwidth.
Pasovno širino signala imenujemo tudi razpon frekvenc signala, saj gre pravza-
prav za razliko med najvišjo in najnižjo frekvenco signala v zvezni množici frekvenc.






Slika 10: Pasovna širina signala je enaka razliki med najvišjo/zgornjo frekvenco (fZ)
in najnižjo/spodnjo frekvenco (fS).
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Definicija 3.13. Omejevanje frekvenčne domene ali spektralne gostote signala na
nič nad določeno najvišjo in pod določeno najnižjo frekvenco imenujemo pasovno
omejevanje signala, angleško bandlimiting.
Definicija 3.14. Signal s končno pasovno širino B je signal, za katerega velja, da
je nosilec njegove Fourierove transformacije vsebovan v intervalu [−B,B], torej
supp(x̂(f)) ⊂ [−B,B] , (3.5)
kjer je B pasovna širina signala.
Gre torej za signal, katerega Fourierova transformacija ali spektralna gostota ima
omejen nosilec. Signali s končno pasovno širino so lahko naključni (stohastični) ali
nenaključni (deterministični).
Zgled 3.15. Signal s končno pasovno širino B (glej sliko 11).
−B B f
x̂(f)
Slika 11: Spekter signala s končno pasovno širino B kot funkcija frekvence.
Razdelek 3.1 je bil namenjen pripravi na Shannon-Nyquistov izrek; spoznava-
nju osnovnih definicij, ki jih bomo potrebovali za razumevanje izreka vzorčenja v
razdelku 3.2. Ugotovili namreč bomo, da lahko le pasovno omejen signal popol-
noma rekonstruiramo iz diskretne množice vzorcev. Pri tem pa mora biti frekvenca
vzorčenja vsaj dvakrat večja od pasovne širine signala.
3.2 Shannon-Nyquistov izrek
Shannon-Nyquistov izrek, imenovan tudi izrek vzorčenja, velja za enega temeljnih
izrekov s področja teorije informacij in diskretnih obdelav signalov.
Izrek 3.16 (Shannon-Nyquistov izrek). Naj bo x(t) zvezen signal s končno pasovno
širino B. Če je vzorčna frekvenca, fs, takega signala večja od dvakratnika njegove
pasovne širine, tj.
fs ≥ 2B, (3.6)
potem lahko tak signal popolnoma rekonstruiramo iz njegovih vzorcev.
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Signal lahko torej popolnoma rekonstruiramo, če poznamo njegove vrednosti v
točkah, ki so med seboj oddaljene za 1
2B
ali manj.
Dvakratnik pasovne širine, tj. 2B, v izreku vzorčenja 3.16, imenujemo tudi Ny-
quistova stopnja za signal x s pasovno širino B.





kjer je fs vzorčna frekvenca. Nyquistova stopnja je spodnja meja za hitrost vzorčenja
f , pri kateri ne pride do pojava podvajanja signala (glej zgled 3.7).
Opomba 3.17. V literaturi se pojavlja tudi alternativni zapis izreka vzorčenja 3.16.
Naj bo x frekvenčno omejen signal z mejno frekvenco fM . Če velja
fs ≥ 2fM , (3.8)
kjer je fs vzorčna frekvenca signala, potem lahko tak signal popolnoma rekonstrui-
ramo iz njegovih vzorcev.
Opomba 3.18. V praksi naj bi bila vzorčna frekvenca vsaj desetkrat tolikšna kot
je pričakovana najvišja frekvenca signala.
Opomba 3.19. Če torej poznamo vrednosti x(nT ) za n ∈ Z in dovolj majhen T(︂
T < 1
2fn
oz. T < 1
2B
)︂
, lahko izračunamo vrednosti x(t) za vsak t ∈ R.
Preden si ogledamo dokaz izreka vzorčenja 3.16 se spomnimo še t. i. Poissonove
sumacijske formule, ki povezuje periodizacijo funkcije z vrednostmi njene zvezne
Fourierove transformacije.
Definicija 3.20. Funkcijo g imenujemo testna funkcija, če velja:
• Funkcija g je neskončno mnogokrat odvedljiva na R, tj. g ∈ C∞(R).
• Funkcija g ima kompakten nosilec, tj. g ≡ 0 zunaj nekega omejenega intervala.
Prostor vseh testnih funkcij navadno označimo z D.
Definicija 3.21. Funkcijo g imenujemo Schwartzeva funkcija, če velja:
• Funkcija g je neskončno mnogokrat odvedljiva na R, tj. g ∈ C∞(R),




za vsaka m,n ≥ 0 in vsak t, C pa je neka konstanta.
Razred vseh Schwartzevih funkcij navadno označimo s S.
Definicija 3.22. Naj bo g testna ali Schwartzeva funkcija. Periodizacija funkcije g




g(t− nT ). (3.10)
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Opomba 3.23. Funkcija g iz definicije 3.22 mora biti testna ali Schwartzeva, saj s
tem pogojem zagotavljamo konvergentnost vrste.
Trditev 3.24. Funkcija Pg je periodična funkcija s periodo T .
Dokaz. Res,
Pg(t+ T ) =
∞∑︂
n=−∞
g(t+ T − nT ) =
∞∑︂
n=−∞








g(t−mT ) = Pg(t). (3.11)
Periodizacija funkcije je torej popolnoma določena s svojo Fourierovo vrsto ozi-
roma s koeficienti Fourierove vrste. Velja pa tudi naslednja netrivialna trditev.
Izrek 3.25 (Poissonova sumacijska formula za Schwartzeve funkcije). Naj bo g Sch-






ĝ (k) , (3.12)
kjer je ĝ Fourierova transformiranka funkcije g, torej
ĝ(f) = F {g(t)} . (3.13)





Funkcija ϕ(t) je zaradi absolutne konvergence zaporedja funkcij {g(t− n)}n∈Z funk-




am · e2πimt. (3.15)
















g(t− n) · e−2πimt dt. (3.16)
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Pri zamenjavi vrstnega reda integrala in limite (∗) smo upoštevali, da je funkcija
g Schwartzeva. Zaporedje delnih vsot
∑︁N
n=−N g(t − n) zato za vsak t enakomerno
konvergira k svoji limiti
∑︁∞
n=−∞ g(t − n). Vpeljimo sedaj substitucijo z = t − n,






















g(z) · e−2πimz dz, (3.17)






g(z) · e−2πimz dz =
∫︂ ∞
−∞





am · e2πimt =
∞∑︂
m=−∞
ĝ(m) · e2πimt. (3.19)






























kjer ĝ je Fourierova transformacija funkcije g, tj. ĝ(f) = F {g(y)}, lahko dobimo
tudi nekatere druge oblike Poissonove sumacijske formule.



































kjer F1 {f(y)} (k) =
∫︁ 1
0




Enačba (3.23) se sedaj glasi
∞∑︂
n=−∞











Dobljeni rezultat lahko znova preoblikujemo, tako da na levi strani enačbe (3.26)
uvedemo funkcijo s(t) s predpisom s(t+ y) := h(y). Na ta način postane leva stran
enačbe (3.26) periodična vsota s periodo P
∞∑︂
n=−∞
h (nP ) =
∞∑︂
n=−∞
s(t+ nP ). (3.27)






































Enačba (3.26) se sedaj glasi
∞∑︂
n=−∞














4 Dokazi Shannon-Nyquistovega izreka vzorčenja in
formula za rekonstrukcijo signala
Naj bo x pasovno omejen signal, tako da obstaja frekvenca fM , za katero velja, da
je Fourierova transformacija signala x̂(f) enaka nič nad to frekvenco, tj.
x̂(f) = 0 za |f | > fM . (4.1)
Za pasovno omejene signale velja, da ob izbiri vzorčne frekvence 2fM ne izgubimo
nobene informacije o signalu.
Ker izrek vzorčenja 3.16 velja za enega izmed osnovnih načel teorije informacij
in diskretne obdelave signalov, ni čudno, da obstaja zanj veliko raznolikih dokazov.
Nekatere si bomo ogledali podrobneje v nadaljevanju, nekatere pa bomo le omenili [3,
7].
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4.1 Prvi dokaz Shannon-Nyquistovega izreka vzorčenja
Dokaz v nadaljevanju temelji na komutativnosti semi-diskretnega konvolucijskega
produkta.
4.1.1 Priprava na dokaz Shannon-Nyquistovega izreka, ki temelji na ko-
mutativnosti semi-diskretnega konvolucijskega produkta
V razdelku 4.1 si bomo ogledali dokaz izreka vzorčenja 3.16 v eni dimenziji; glej
izrek 4.12. Potrebni predpostavki za dokaz bosta:
• Vzorčena funkcija, ki je pasovno omejena z B, je zvezna.
• Vzorčena funkcija, ki je pasovno omejena z B, je element prostora L2(R).






k ∈ Z (frekvenca vzorčenja: B
π
). Še več, vrsta, ki predstavlja vzorčen signal, bo
absolutno in enakomerno konvergentna.
Za dobro razumevanje definicije 4.6 sledi najprej razlaga matematičnih pojmov,
kot so prostor funkcij C(R), prostor funkcij Lp(R), holomorfna funkcija, cela funk-
cija. Pojme povezane z merljivostjo funkcij pa si lahko bralec ogleda v razdelku 6.2.
Definicija 4.1. Prostor C(R) je prostor vseh enakomerno zveznih in omejenih funk-
cij g : R → R ali C s supremum normo ∥·∥C .
Definicija 4.2. Prostor Lp(R), 1 ≤ p ≤ ∞, je prostor vseh merljivih funkcij g na














Opomba 4.3. Zgornji integral je Lebesgueov integral. Če je funkcija g zvezna ali
odsekoma zvezna, Lebesgueov integral sovpada z Riemannovim integralom.
Opomba 4.4. Zaradi lažjega razumevanja bomo največkrat privzeli, da je p = 2,
torej
L2(R) = {g ∈ R, g merljiva funkcija in ∥g∥2 <∞} . (4.3)
Definicija 4.5. Naj bo Ω ⊂ C odprta množica.







• Funkcija g : Ω → C je holomorfna na Ω natanko tedaj, ko je kompleksno
odvedljiva v vsaki točki z ∈ Ω.
• Funkcija g : Ω → C je cela, če je Ω = C in g je holomorfna na vsem C.
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Oglejmo si sedaj še definiciji cele funkcije, ki je največ eksponentnega tipa σ in
razreda, ki ga tovrstne funkcije sestavljajo.
Definicija 4.6. Naj bo B > 0.
• Cela funkcija g : C → C je največ eksponentnega tipa σ ≥ 0, če obstaja kon-
stanta A, tako da velja |g(z)| ≤ A · eσ|Im(z)| za vsak z ∈ C. Rast funkcije je
omejena z eksponentno funkcijo, ko z → ∞ (glej zgled 4.7).
• Za σ ≥ 0 in 1 ≤ p < ∞ je razred Bpσ(C) razred vseh celih funkcij največ
eksponentnega tipa σ, ki ob zožitvi na R pripadajo prostoru Lp(R).
Zgled 4.7. Naj bo g(z) = sin(πz). Funkcija g(z) je torej eksponentnega tipa π, saj
je π najmanjše število, ki omejuje g(z) vzdolž imaginarne osi.
Spomnimo se še definicije enakomerne konvergence vrste.
Definicija 4.8. Funkcijska vrsta (gn)n∈N na območju S konvergira enakomerno k
limitni funkciji g, če za vsak ϵ > 0 obstaja tako naravno število N , n ≥ N , da velja
|gn(x)− g(x)| < ϵ za vsak x ∈ S.
Zvezo med funkcijo “sinc” in funkcijo “sin” bomo na naslednjih straneh pogosto
uporabljali, zato si jo je na tem mestu smiselno ogledati.





, če x ̸= 0,
1, če x = 0
(4.5)
za x ∈ R oziroma sinca(x) =
∏︁n
k=1 sinca(xk) za x ∈ Rn.
Oglejmo si sedaj neenakosti, ki jih bomo potrebovali pri dokazovanju izreka o
vzorčenju.





= 1. Potem velja
∫︂
R













kjer sta g in h merljivi funkciji na R in g, h : R → [0,∞].
Dokaz Hölderjeve neenakosti (4.6) si lahko bralec ogleda v [13, str. 62].





≤ σd · ∥g∥p , (4.7)
kjer je g(d) d-ti odvod funkcije g in d ∈ N0.
Dokaz Bernsteinove neenakosti (4.7) si lahko bralec ogleda v [1, 3].
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4.1.2 Dokaz Shannon-Nyquistovega izreka, ki temelji na komutativnosti
semi-diskretnega konvolucijskega produkta
Potrebna lastnost, da izrek vzorčenja 3.16 velja, je pasovna omejenost signala x.
Torej, frekvenčni prostor signala ne sme vsebovati nobene frekvence, ki bi bila po
absolutni vrednosti višja od maksimalne (fM = B).
Naj bo x ∈ L2(R) signal. Po definiciji je torej Fourierova transformiranka x̂
signala x zunaj intervala [−B,B] enaka nič.
Izreku vzorčenja 3.16 bomo dodali še formulo za rekonstrukcijo zveznega signala.
Izboljšani izrek vzorčenja se glasi:
Izrek 4.12 (Shannon-Nyquistov izrek). Naj bo x ∈ L2(R) signal s pasovno širino














in vrsta konvergira absolutno in enakomerno.
Opomba 4.13. Predstavitev signala x v enačbi (4.8) je pravzaprav diskretna konvo-
lucija (glej definicijo 4.15). Konvolucija je matematična operacija na dveh funkcijah,
ki pove, kako oblika ene funkcije spreminja obliko druge funkcije in je komutativna.
Definicija 4.14. Konvolucija merljivih funkcij g, h : R → C je enaka






g(u) · h(t− u) du. (4.9)
Definicija 4.15. Naj bosta g in h kompleksni funkciji definirani na množici celih
števil. Potem je diskretna konvolucija omenjenih funkcij enaka
(g ∗ h)[n] =
∞∑︂
m=−∞
g[m] · h[n−m]. (4.10)
Definicija 4.16. Naj bo X množica in A ⊂ X. Karakteristična funkcija množice
A je funkcija χA : X → R ∪ {∞}, za katero velja
χA(x) =
{︃
1, če x ∈ A,
0, če x /∈ A. (4.11)
Trditev 4.17. Za funkcijo sincB velja:
• Funkcija sincB je element prostora L2(R).
• Funkcija sincB je pasovno omejena funkcija s pasovno širino B.
Dokaz. Pri dokazu vsebovanosti v prostoru si pomagamo z definicijo funkcije sinc

































dx ≤ c · π
B
. (4.14)
Pri drugem delu pa upoštevamo simetričnost funkcije sin
2(Bx)
(Bx)2
in oceno sin2(x) ≤ 1















Iz enačb (4.14) in (4.15) sledi, da je 2-norma funkcije sinc omejena. Torej je funkcija
sincB element prostora L2(R).
Dokazati še moramo, da je funkcija sincB pasovno omejena s pasovno širino B.
Oglejmo si Fourierovo transformacijo karakteristične funkcije (glej definicijo 4.16)






















































Ker sta torej funkciji sincB in χ[−B,B] elementa prostora L2(R) in je Fourierova
































· F [sincB] (x), (4.17)
za skoraj vse x ∈ R. V vrstici (∗) smo upoštevali definicijo inverzne Fourierove
transformacije, v vrstici (∗∗) pa definicijo Fourierove transformacije. Dobimo torej





Funkcija sincB je torej res pasovno omejena s pasovno širino B. Trditev 4.17 je s
tem dokazana.
Oglejmo si še eno od oblik Poissonove sumacijske formule, in sicer za funkcije iz
razreda L1(R), ki se uporablja pri dokazovanju izreka 4.12.




















, 1 ≤ p <∞. (4.19)
Izrek 4.19 (Poissonova sumacijska formula za funkcije iz razreda L1(R)). Naj bo



















za vsak λ ∈ R, t ∈ R.
Dokaz izreka 4.19 poteka podobno kot dokaz izreka 3.25, le da je dokaz izreka 4.19
tehnično bolj zahteven. Ker je razred S gost v prostoru L1 glede na normo, ki jo
porodi prostor L1 in so vse operacije v Poissonovi sumacijski formuli zvezne, velja
Poissonova sumacijska formula tudi za elemente prostora L1. Natančnejši dokaz si
lahko bralec dokaz ogleda v [3].
















Dokaz. Naj bo y ∈ L1(R)∩C(R) pasovno omejen signal s pasovno širino 2B. Ključni
korak pri dokazovanju leme 4.20 je, da upoštevamo Poissonovo sumacijsko formulo
za funkcijo y (glej izrek 4.19) pri pogojih λ = π
B
in t = 0, saj je ŷ(z) = 0 za vse



































S tem je lema 4.20 dokazana.
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Opomba 4.21. Pri dokazovanju leme 4.20 se opiramo tudi na naslednje točke:
• Za signal y velja, da je y ∈ C∞(R) in y(t) =
∫︁ t
−∞ y
′(t) dt, kjer je y′ odvod
signala y.
• Za signal y velja, da je tudi y′ ∈ L1(R) (upošteva se Bernsteinovo neenakost
(glej trditev 4.11)).
• Signal y je absolutno zvezen (glej razdelek 6.2), in sicer po naslednjem izreku:
Naj bo h ∈ L1(R) in g(x) =
∫︁ x
−∞ h(t) dt, x ∈ R, potem je funkcija g absolutno
zvezna in g′(x) = h(x) skoraj povsod (glej razdelek 6.2) glede na Lebesgueovo
mero na R.
Pri dokazovanju izreka vzorčenja 4.12 bomo potrebovali komutativnost diskretne
konvolucije. Kako bi to dokazali?
Če dokažemo, da je diskretna konvolucija v našem primeru pravzaprav enaka obi-
čajni konvoluciji, za katero pa vemo, da je komutativna, je naš privzetek potrjen in
ga lahko upoštevamo v dokazu izreka.
Lema 4.22. Naj bosta signala y1 ∈ L2(R) in y2 ∈ L2(R) pasovno omejena s pasovno
širino B. Potem velja








































za t ∈ R.
Dokaz. Naj bo r signal, r := y1(·)y2(t − ·) za t ∈ R. Radi bi pokazali, da je signal
r element prostora L1(R) za vsak t ∈ R in pasovno omejen s pasovno širino 2B (če
omenjeno dokažemo, lahko na signalu r uporabimo lemo 4.20). Pri dokazu, da je
r ∈ L1(R) za vsak t ∈ R si pomagamo s Hölderjevo neenakostjo za p = q = 2 (glej
trditev 4.10). Res,
∥r∥1 = ∥y1(·)y2(t− ·)∥1
≤ ∥y1(·)∥2 ∥y2(t− ·)∥2
= ∥y1∥2 ∥y2∥2
<∞ (4.27)
za vsak t ∈ R.
Pri dokazovanju, da ima signal r pasovno širino enako 2B, upoštevamo lastnost Fou-
rierove transformacije, tj. Fourierova transformacija zmnožka funkcij je konvolucija
posameznih Fourierovih transformirank funkcij, in na ta način dobimo
r̂ = F [(y1(·)y2(t− ·))]
= F [y1(·)] ∗ F [y2(t− ·)]
= −F [y1(·)] ∗ F [y2(· − t)]
= −F [y1] ∗ F [y2] e−it·, (4.28)
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kjer smo upoštevali F [f(−x)] (t) = F [f(x)] (−t). Če upoštevamo še definicijo kon-
volucije, (g ∗ h)(t) =
∫︁
R g(τ) · h(t− τ) dτ , dobimo




F [y1] (τ)F [y2] (f − τ) · e−it(f−τ) dτ. (4.29)
Za signala y1 in y2 vemo, da sta po predpostavki pasovno omejena s pasovno širino
B, torej velja
• τ /∈ (−B,B) in od tod sledi F [y1] (τ) = 0,
• f − τ /∈ (−B,B) in od tod sledi F [y2] (f − τ) = 0
oziroma τ /∈ (−2B, 2B). Tedaj F [y1]F [y2] = 0. Nosilec signala r̂ je torej interval
[−2B, 2B].
Dokazali smo, da je r ∈ L1(R), r̂ ∈ L1(R) in signal r je pasovno omejen s pasovno
širino 2B.
Sedaj lahko na signalu r res uporabimo lemo 4.20 in dobimo





















S tem je enačba (4.25) dokazana. Dokazati moramo še absolutno in enakomerno
konvergenco vrste v omenjeni enačbi.




































≤(1 + π) ∥y1(−·)y2(t+ ·)∥1
(∗)
≤ (1 + π) ∥y1∥2 ∥y2∥2 , (4.31)
kjer smo v vrstici (∗) upoštevali Hölderjevo neenakost za p = q = 2 (glej trdi-
tev 4.10).
















V pomoč nam je tudi karakteristična funkcija χ|x|≥Nπ
B
(glej definicijo 4.16), ki odreže
začetek vrste. Enačba (4.26) drži, saj je konvolucija komutativna operacija. S tem
je lema 4.22 dokazana.
24
Sedaj lahko dokažemo izrek vzorčenja 4.12.
Dokaz. Ker sta funkciji x in sincB elementa prostora L2(R), pasovno omejeni z B





































Z uporabo leme 4.22 dobimo še absolutno in enakomerno konvergenco vrste in na
ta način je izrek vzorčenja 4.12 dokazan.
4.2 Drugi dokaz Shannon-Nyquistovega izreka vzorčenja
Dokaz v nadaljevanju temelji na posplošeni Parsevalovi formuli.
4.2.1 Priprava na dokaz Shannon-Nyquistovega izreka, ki temelji na po-
splošeni Parsevalovi formuli
V razdelku 4.2 bo predpostavka za dokaz izreka vzorčenja 4.33, da je vzorčena
funkcija inverzna Fourierova transformacija funkcije iz prostora L2([−B,B]m). S
tem bomo pridobili posplošitev izreka vzorčenja 3.16 na m dimenzij.
Izrek 4.23 (Parseval-Plancherelov izrek). Če g ∈ L1∩L2, potem velja ∥ĝ∥2 = ∥g∥2.
Dokaz. Naj bo g ∈ L1∩L2 in naj bo h(x) := g(−x). Naj bo r = g ∗h. Funkcija r je
dobro definirana in element prostora L1(R), saj sta funkciji g in h elementa prostora
L1(R). Oglejmo si Fourierovo transformacijo funkcije r. Dobimo
r̂ = F(g ∗ h) = ĝ · ĥ, (4.34)
saj je Fourierova transformacija konvolucije dveh funkcij enaka produktu njunih
Fourierovih transformacij (glej zadnjo točko trditve 6.24). Če upoštevamo sedaj
definicijo funkcije h, h(x) = g(−x), dobimo
r̂ = ĝ · ĥ = ĝ · ĝ = |ĝ|2 , (4.35)




= F [g(x)] = ĝ. Nadalje ugo-
tovimo, da je r̂ ∈ L1(R) in r(0) =
∫︁
R r̂(x) dx (posledica t. i. Cauchy-Schwarzeve
neenakosti, ⃓⃓⃓⃓∫︂
R









kjer sta funkciji g in h kvadratno-integrabilni na R z vrednostmi na R).
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kjer smo pri (∗) upoštevali definicijo konvolucije, (g ∗ h)(t) =
∫︁∞
−∞ g(τ) · h(t− τ) dτ .
Izrek 4.23 je s tem dokazan.
Opomba 4.24. Izrek 4.23 pravzaprav trdi, da lahko Fourierovo transformacijo raz-
širimo do izometrije, ki slika iz prostora L2 v prostor L2 [15].
Spomnimo se najprej definicije 4.6 za σ ≥ 0 in p = 2. Razred B2σ je razred vseh
celih funkcij (na C) največ eksponentnega tipa σ,
|g(z)| ≤ ∥g∥C · e
σ|y|, (4.38)
z = x+ iy ∈ C, ki ob zožitvi na R pripadajo prostoru L2(R). Sedaj pa se spomnimo
še (inverzne) Fourierove transformacije signala (ta oblika nam da izometrijo). Naj






x(t) · e−ift dt. (4.39)







x̂(f) · eift df, (4.40)
kjer je t ∈ R.
Izrek 4.25. Naj bo W = {vα;α ∈ A} ortonormirana množica vektorskega prostora
V . Naslednje trditve so ekvivalentne:
• Množica W je kompleten ortonormirani sistem, tj. maksimalna ortonormirana
množica, na V .
• Naj množico S sestavljajo vse končne linearne kombinacije elementov množice
W . Potem je množica S gosta v prostoru V .





• Če sta x in y elementa prostora V , potem je ⟨x, y⟩ =
∑︁
α∈A ⟨x, vα⟩ ⟨y, vα⟩.
Dokaz izreka 4.25 si lahko bralec ogleda v [7].
Opomba 4.26. Zadnjo točko izreka 4.25 imenujemo tudi Parsevalova identiteta.
Preden definiramo posplošeno Parsevalovo formulo za funkcije iz prostora L2(R),
si oglejmo še naslednjo trditev, ki definira integralsko obliko Diracove δ-funkcije.
Trditev 4.27. Diracova δ-funkcija je na prostoru L2(R) lahko podana s formulo





Dokaz. Naj BB označuje prostor vseh funkcij φ s končno pasovno širino B, torej
supp(φ̂(x)) ⊂ [−B,B]. Te so goste v prostoru L2(R), saj je Fourierova transforma-


































eip(x−y) dp dy. (4.42)
















φ(y) · δ(x− y) dy. (4.43)
Izrek 4.28 (Posplošena Parsevalova formula). Naj bo x ∈ L2(R), y ∈ L2(R), x̂ =
F [x] in ŷ = F [y]. Potem velja∫︂ ∞
−∞




x̂(f) · ŷ(f) df. (4.44)
Opomba 4.29. Enačbo (4.44) imenujemo tudi Parseval-Plancherelova enačba za
funkcije iz prostora L2(R).
Dokaz. Glej dokaz izreka 4.23. Če vstavimo formulo (4.39) v enačbo (4.44), dobimo∫︂ ∞
−∞































df df ′. (4.45)
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Uporabimo sedaj zvezo (4.41) na rezultatu (4.45). Dobimo∫︂ ∞
−∞
























x̂(f) · ŷ(f) df, (4.46)
kjer smo pri (∗) uporabili lastnost Diracove δ-funkcije (časovni zamik)∫︂ ∞
−∞
g(t) · δ(t− T ) dt = g(T ). (4.47)
Opomba 4.30. Če v izreku 4.28 privzamemo, da je x = y, dobimo običajno Parse-
valovo enačbo oz. izrek o energiji∫︂ ∞
−∞





Pri dokazu izreka vzorčenja 4.33 si bomo pomagali s Parsevalovo identiteto







dimenzionalen torus – produkt m krožnic.
Posplošena Parsevalova formula se na tem prostoru prevede v naslednji izrek.
Izrek 4.31 (Posplošena Parsevalova formula). Naj bo x ∈ L2(λTm), y ∈ L2(λTm),





x(t) · y(t) dt =
∞∑︂
n=−∞
x̂(n) · ŷ(n). (4.49)
Natančen dokaz izreka 4.31 si lahko bralec ogleda v [8, str. 169]. Enačba (4.49)
pa sledi neposredno tudi iz naslednjega izreka.
Izrek 4.32. Naj bo x ∈ L2(λTm) in y ∈ L2(λTm), x̂ = F [x] in ŷ = F [y]. Potem je






za vse t in vrsta konvergira absolutno in enakomerno.
Pomembni koraki dokaza izreka 4.32 so naslednji:
• Dokazati moramo, da je x ∗ y ∈ L2(λTm). Naj bo x ∈ L2(λTm) in y ∈
L2(λTm). Potem (x ∗ y)(t) obstaja povsod, pripada prostoru L2(λTm), saj
velja ∥x ∗ y∥L2(λTm) ≤ ∥x∥2 · ∥y∥2.
• Absolutno in enakomerno konvergenco vrste na desni strani enačbe (4.50)
znova dokažemo s pomočjo Hölderjeve neenakosti (glej dokaz leme 4.22).
• Ker vemo, da velja
x, y ∈ L1λ ⇒ F [(x ∗ y)] = F [x] · F [y] , (4.51)
res dobimo enačbo (4.50).
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4.2.2 Dokaz, ki temelji na posplošeni Parsevalovi formuli
Izrek 4.33 (Shannon-Nyquistov izrek). Naj bo B > 0, x̂ ∈ L2 ([B,B]m) in x ∈















in vrsta konvergira absolutno in enakomerno.
Ideja dokaza izreka 4.33 je, kot smo že omenili, da uporabimo Parsevalovo iden-
titeto na Hilbertovem prostoru L2(λTm) za λ > 0.






x(t) · y(t) dt, (4.53)
kjer x, y ∈ L2(λTm) in vol(λTm) := λm.
Ključne točke dokaza izreka 4.33 so naslednje:







kompleten ortonormirani sistem na L2(λTm).
– Ortonormiranost elementov prostora L2(λTm): Radi bi dokazali, da so
elementi med seboj pravokotni in normirani. Naj bo un : λTm → C,
un(x) = e
2πinx
λ za n ∈ Zm. Ker je |un(x)| = 1 za vsak x ∈ λTm, je






2 dx = 1. Z nekaj računanja za n, j ∈ Zm,
n ̸= j, dobimo ⟨un, uj⟩L2(λTm) = 0. S tem smo dokazali, da je množica
{un}n∈Zm res ortonormirana množica v prostoru L2(λTm).
– Maksimalnost ortonormirane množice {un}n∈Zm v prostoru L2(λTm): Naj








λ dt = x̂(n), (4.54)
kjer je x̂(n) n-ti Fourierov koeficient. Opazimo, da integral obstaja, saj
L2(λTm) ⊂ L1(λTm). Maksimalnost sedaj sledi iz enega glavnih izrekov




• Kot smo ugotovili v prvi točki, množica {un}n∈Zm tvori kompleten ortonormi-
rani sistem na prostoru L2(λTm).
Naj bo un ∈ L2(2BTm), un(x) = e
2πinx
2B za n ∈ Zm. Naj bo ŷ1 ∈ L2(Rm)
razširitev funkcije x̂, podana z
ŷ1(t) =
{︃
x̂(t), če t ∈ [−B,B]m,
0, sicer. (4.55)
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Naj bo ŷ2 ∈ L2(Rm) razširitev funkcije e−itv, podana z
ŷ2(t) =
{︃
e−itv, če t ∈ [−B,B]m,
0, sicer. (4.57)










































kjer je χ[−B,B]m ∈ L1(Rm) (za Fourierovo transformacijo karakteristične funk-
cije glej dokaz trditve 4.17). Sedaj lahko za ŷ1 in ŷ2 uporabimo Parsevalov
izrek (glej zadnjo točko izreka 4.25), saj vemo, da je {un}n∈Zm ⊂ L2(2BTm)
























































Pri zadnji enakosti smo upoštevali, da je nosilec funkcije x̂ vsebovan na inter-
valu [−B,B]m. Na ta način (združimo dobljena rezultata) res dobimo enačbo














Pri dokazovanju absolutne in enakomerne konvergence znova uporabimo Hölderjevo
neenakost (glej trditev 4.10) in s tem je izrek vzorčenja 4.33 dokazan.
4.3 Tretji dokaz Shannon-Nyquistovega izreka vzorčenja
Dokaz v nadaljevanju temelji na uporabi ortogonalnega sistema funkcij sinc.
4.3.1 Priprava na dokaz Shannon-Nyquistovega izreka, ki temelji na or-
togonalnem sistemu
Ključni korak pri dokazovanju izreka 4.36 bo v razdelku 4.3 pokazati, da je
{sincB(z − n)}n∈Z (4.62)
kompleten ortogonalni sistem na Hilbertovemu prostoru B2B(C), tj. vseh celih funk-
cij največ eksponentnega tipa B, ki pripadajo L2(R), če se omejimo na R. Izrek
vzorčenja preprosto sledi korakom razvoja po tej bazi.
4.3.2 Dokaz, ki temelji na uporabi ortogonalnega sistema
Ključni korak v tem razdelku je torej dokazovanje, da je {sincB(z − n)}n∈Z komple-
ten ortogonalni sistem na Hilbertovem prostoru B2B(C).
Pokažimo najprej, da je B2σ(C) res Hilbertov prostor, torej vektorski prostor s
skalarnim produktom, ki je poln.
Trditev 4.34. Prostor B2σ(C) je Hilbertov prostor s skalarnim produktom






u(x) · v(x) dx. (4.63)
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Opomba 4.35. Pozor, integriramo samo po R in ne po C.
Dokaz. Dokazati moramo, da je B2σ(C) poln prostor z dobro definiranim skalarnim
produktom. Naj bosta u in v vektorja iz prostora B2σ(C).
• Dobra definiranost skalarnega produkta ⟨·, ·⟩σ: Z uporabo Hölderjeve neena-
kosti (glej trditev 4.10), dobimo ⟨u, v⟩σ ≤ ∥u∥L2(R) · ∥v∥L2(R) < ∞. Torej je
skalarni produkt res dobro definiran.
• Dokaz lastnosti (pozitivna semi-definitnost, (anti)simetričnost in linearnost),
da je ⟨·, ·⟩σ res skalarni produkt je prepuščen bralcu.
• Polnost prostora B2σ(C): Polnost prostora B2σ(C) dokazujemo glede na normo,





⟨u, u⟩L2(R) = ∥u∥L2(R) . (4.64)
Potrebno je dokazati, da je vsako Cauchyjevo zaporedje iz prostora B2σ(C) kon-
vergentno. Naj bo {um}m∈N Cauchyjevo zaporedje v prostoru B2σ(C). Zanj
torej velja, da za vsak ϵ > 0 obstaja n0 ∈ N, tako da za vsaka n,m ∈ N,
m,n ≥ n0, velja ∥gm − gn∥σ < ϵ. Radi bi dokazali, da obstaja takšen g ∈
B2σ(C), da bo veljalo
lim
m→∞
∥g − gm∥σ = 0. (4.65)
Ker lahko Fourierovo transformacijo razširimo do linearne izometrije, ki slika
iz prostora L2(R) v prostor L2(R), dobimo
∥gm − gn∥B = ∥gm − gn∥L2(R)
= ∥F [gm − gn]∥L2(R)
= ∥ĝm − ĝn∥L2(R) . (4.66)
Ugotovimo, da je torej tudi zaporedje {ĝm}m∈N Cauchyjevo v prostoru L2(R).
Opazimo, da je zaporedje {ĝm}n∈N tudi element prostora L2(σT), saj je nosilec
vsakega člena zaporedja {ĝm}n∈N vsebovan v [−σ, σ]. Za prostor L2(σT) vemo,
da je Hilbertov prostor, torej je poln in je v njem vsako zaporedje konvergentno.
To pomeni, da res obstaja nek h ∈ L2(σT), tako da velja
lim
m→∞
∥h− ĝm∥L2(R) = 0. (4.67)
Limita zaporedja {gm}m∈N je torej očitno F−1(h), saj F−1(h) ∈ B2σ(C). S tem je
trditev 4.34 dokazana.
Oglejmo si sedaj Shannon-Nyquistov izrek.
Izrek 4.36 (Shannon-Nyquistov izrek). Naj bo B > 0 in x ∈ B2B(C). Potem za














in vrsta konvergira absolutno in enakomerno.
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Dokaz. Ključni korak v dokazu je, da pokažemo
{sincB(z − n)}n∈Z (4.69)





x(z) · y(z) dz. (4.70)












kompleten ortogonalni sistem na prostoru B2B(C).
• Ortonormiranost : Naj bosta x in y elementa prostora B2B(C). Z uporabo
Parsevalovega izreka (glej izrek 4.25) dobimo naslednjo enakost
⟨x, y⟩B = ⟨x, y⟩L2(R) = ⟨x̂, ŷ⟩L2(R) = (2B) ⟨x̂, ŷ⟩L2(2BT) . (4.71)
Pri slednjem smo upoštevali še, da sta nosilca x̂ in ŷ vsebovana v intervalu
[−B,B]. Elementa x in y sta ortogonalna na prostoru B2B(C), če in samo če
sta x̂ in ŷ ortogonalna na prostoru L2(2BT). Fourierova transformacija un,


















2B · χ[−B,B]. (4.72)








ortonormirana na L2(2BT) (glej prvo točko dokaza
izreka 4.33). Množica {un}n∈Z je res ortonormirana na prostoru B2B(C).
• Kompletnost ortonormiranega sistema {un}: Naj bo x ∈ B2B(C) in naj bo








prostoru L2(2BT) in ugotovimo, da je x̂ = 0 na L2(2BT), prav tako pa tudi na
L2(R), saj je nosilec x̂ vsebovan v [−B,B]. Ker je Fourierova transformacija













kompleten ortogonalni sistem na pro-
storu B2B(C), lahko signal x razvijemo po tej bazi. Izračunajmo najprej z uporabo
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S spodnjim razvojem po bazi {un}n∈Z res dobimo enačbo (4.68), ki predstavlja






































za skoraj vse x ∈ R. Absolutno in enakomerno konvergenco pokažemo znova s po-
močjo Hölderjeve neenakosti (glej trditev 4.10).
S tem je izrek vzorčenja 4.36 dokazan.













n∈Z. Ker je ta sistem poln, res velja enačba (4.68).
Zanimivost: S pomočjo Paley-Wienerjevih izrekov lahko funkcije, ki nastopajo
v izreku vzorčenja opredelimo z njihovim vedenjem v neskončnosti.
Spomnimo se znova definicije razreda Bpσ(C) za p = 2 (glej definicijo 4.6). Le-tega
pa lahko definiramo tudi s pomočjo Paley-Wienerjevega izreka, ki sledi.
Izrek 4.37 (Paley-Wienerjev izrek). Funkcijo g ∈ L2(R) lahko razširimo na celotno
kompleksno ravnino C kot element razreda B2σ(C) natanko tedaj, ko njena Fourierova






ĝ(u) · eiuz du, (4.75)
kjer je z ∈ R.
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ĝ(u) · eiuz du, (4.76)
kjer je z ∈ R, element razreda B2σ(C).





|ĝ(u)|2 du <∞. (4.77)
Naj bo z = x+ iy. Dobimo












ĝ(u) · eiux · e−uy du. (4.78)
Ker bi radi pokazali, da so funkcije oblike (4.78) elementi razreda B2σ(C), si moramo























≤ B · eσ|y|
≤ C · eσz, (4.79)
kjer smo v vrstici (∗) upoštevali Cauchy-Schwarzevo neenakost, glej neenakost (4.36).
Torej res dobimo, da so funkcije oblike (4.78) elementi razreda B2σ(C).
(⇒) Dokaz, da razred B2σ(C) sestavljajo funkcije oblike g(z) = 1√2π
∫︁ σ
−σ ĝ(u) · e
iuz du,
kjer je z ∈ R, je prepuščen bralcu; v literaturi pa gre zaslediti eleganten dokaz
švicarskega matematika Plancherela in madžarsko-ameriškega matematika Pólya [1,
str. 134].
Definicija 4.38. Naj bo B > 0. Paley-Wienerjev prostor je definiran kot
PWB(C) :={g : C → C, g cela funkcija, obstaja konstanta A ≥ 0, N ∈ N0,
da za vsak z ∈ C velja: |g(z)| ≤ A · (1 + |z|)N · eB|Im(z)|}. (4.80)
Oglejmo si še naslednjo zanimivo trditev. Dokaz le-te lahko najdemo v [7, str.
38].
Trditev 4.39. Naj bo σ > 0. Potem velja
PW 2σ (C) = B2σ(C). (4.81)
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4.4 Še o dokazih Shannon-Nyquistovega izreka vzorčenja
Ker izrek vzorčenja 3.16 velja za enega izmed osnovnih načel teorije informacij in
diskretne obdelave signalov, ni čudno, da obstaja zanj veliko raznolikih dokazov.
Nekatere izmed njih smo natančneje predstavili v razdelkih od 4.1 do 4.3, v [7] pa
zasledimo še naslednji dokaz.
4.4.1 Dokaz, ki temelji na Schauderjevi bazi
Za lažje razumevanje Shannon-Nyquistovega izreka in njegovega dokaza, ki teme-
lji na Schauderjevi bazi (glej izrek 4.51), si najprej oglejmo definicije distribucije,
regularne distribucije in Schauderjeve baze.
Definicija 4.40. Množico K imenujemo kompaktna množica topološkega prostora
X, če za vsako odprto pokritje za K obstaja končno podpokritje množice K.
Definicija 4.41. Pravimo, da ima funkcija kompaktni nosilec, če je enaka nič zunaj
te kompaktne množice (glej definicijo 3.10).
Ponovimo še definicijo testne funkcije.
Definicija 4.42. Funkcija φ je testna, če φ ∈ C∞(R) in ima kompakten nosilec –
supp(φ) je kompakten.
Opomba 4.43. Ker mnogo vrst funkcij, npr. polinomske, trigonometrične, ni inte-
grabilnih na R, navadno pojem Fourierove transformacije razširimo na distribucije
(glej definicijo 4.44).
Distribucije ali posplošene funkcije so objekti, ki posplošujejo klasični pojem
funkcij v matematični analizi. Omogočajo odvajati funkcije, ki v klasičnem pomenu
niso odvedljive, omogočajo posplošitve Fourierove transformacije . . .
Pogosto se uporabljajo v teoriji parcialnih diferencialnih enačb, kjer je lažje ugotoviti
obstoj distribucijske rešitve kot klasične rešitve, sploh v primeru, če morda ustrezna
klasična rešitev sploh ne obstaja.
Definicija 4.44. Distribucija ali posplošena funkcija T je zvezen linearen funk-
cional na prostoru testnih funkcij, tj. T : D → C. Navadno jo označimo s T (φ)
oziroma ⟨T, φ⟩ in pravimo, da distribucija T deluje na testni funkciji φ. Prostor
vseh distribucij navadno označimo z D′.
Definicija 4.45. Naj bo Ω ⊂ R odprta množica. Potem je L1loc(Ω) := {g : Ω →
C merljiva; za vsak Kkomp ⊂ Ω : g|K ∈ L1(K)}.
Naj bo K ∈ {R,C}.
Definicija 4.46. Naj bo Ω ⊂ R odprta množica, g ∈ L1loc(Ω). Potem je [g] :
D(Ω) → K, φ ↦→
∫︁
Ω
g(x)φ(x) dx distribucija. Distribucijo g ∈ D′(Ω) imenujemo
regularna distribucija, če obstaja funkcija h ∈ L1loc(Ω), tako da velja [g] = h.
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Definicija 4.47 (Schauderjeva baza). Naj bo (X, ∥·∥X) Banachov prostor (normiran
prostor, ki je poln) nad R ali C. Zaporedju (xi)i∈N0 ⊂ X pravimo Schauderjeva baza








→ 0, n→ ∞. (4.82)
Pišemo x =
∑︁∞
i=1 ci · xi.
Izrek 4.48. Naj bo l > 1 in naj bo g ∈ C l(R) λ-periodična funkcija.














za vsak l ∈ Z, konvergira enakomerno k funkciji g.








vlja Schauderjevo bazo na L2(λT).
Oglejmo si še t. i. Hausdorff-Youngovo neenakost, ki jo bomo potrebovali v do-
kazu izreka o vzorčenju.
Trditev 4.50 (Hausdorff-Youngova neenakost). Naj bo g ∈ Lp(R), 1 ≤ p ≤ 2.
Potem obstaja konstanta C, ki je odvisna le od p, tako da velja





= 1 in velja še, da je ĝ ∈ Lq(R).
Izrek 4.51 (Shannon-Nyquistov izrek). Naj bo 1 < p < 2, x̂ ∈ Lp ([−B,B]) in






















za x ∈ R, kjer vrsta konvergira absolutno in enakomerno.
Ideja dokaza je podobna ideji dokaza izreka 4.33, le da se omejimo na funkcije,
katerih Fourierova transformacija leži v prostoru Lp ([−B,B]) za 1 < p < 2 ≤ ∞.
Opazimo, za p ≥ 2 je izrek že dokazan (dokaz izreka 4.33), saj velja Lp ⊂ L2 za
p ≥ 2.








predstavlja Schauderjevo bazo na Lp(2BT), 1 < p <∞.
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• Kot posledica prve točke, obstajata zaporedje {cn}n∈Z ⊂ C in urejenost o : Z →










→ 0, N → ∞, (4.87)
kjer enačimo Lp ([−B,B]) z Lp(2BT).
• Vpeljemo regularno distribucijo (glej definicijo 4.46) [x̂] ∈ D′ (λT). Z nekaj
računanja, ob upoštevanju linearnosti integrala in Hölderjeve neenakosti (glej

















· ∥φχ [−B,B]∥q .
(4.88)
Vrsta torej konvergira v p-normi proti funkciji x̂ in ∥φχ [−B,B]∥ < ∞ za-
radi kompaktnega nosilca, torej imamo pravzaprav konvergenco v prostoru
distribucij s kompaktnim nosilcem.












B · x̂(t) dt. (4.89)














si pomagamo s Hausdorff-Youngovo neenakostjo (glej trditev 4.50). Upora-
bimo pa tudi Hölderjevo neenakost (glej trditev 4.10). Pri dokazovanju abso-













uporabimo oceno |sincB(t)| ≤ 1 za vse t ∈ R.
Opomba 4.52. Vse navedene izreke (glavni izrek je sestavljen iz dveh delov: obstoj
možnosti rekonstrukcije signala in dejanska rekonstrukcija signala – formula za re-
konstrukcijo) bi morali imenovati Whittaker-Kotelnikov-Shannon-Nyquistovi izreki.
Vprašanja, ki se bralcu ob koncu poglavij 3 in 4 naravno pojavijo, so sledeča:
• Ali Shannon-Nyquistov pogoj res velja za vse vrste signalov?
• Ali morda obstaja vrsta signalov, za katero potrebujemo mnogo manj meritev,
da signale popolnoma rekonstruiramo?
• Se da potem ta rezultat posplošiti na vse signale?
Odgovori sledijo v naslednjem poglavju (glej poglavje 5).
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5 Zgoščeno zaznavanje
5.1 Uvod in opredelitev pojma
Dandanes smo praktično v središču digitalne revolucije in zato ni čudno, da razi-
skovalci odkrivajo vedno boljše sisteme zaznavanja, boljše seveda predvsem v smislu
natančnosti. A to ni edina dobra lastnost obdobja digitalizacije. Prav digitalizacija
je omogočila oziroma omogoča uvedbo sistemov zaznavanja in obdelave, ki so bolj
fleksibilni, cenejši in posledično tudi bolj široko uporabni v primerjavi s sistemi, ki
temeljijo na analognem zaznavanju.
S pojavom velikega števila dobrih lastnosti pa so se hkrati pojavile tudi številne
pomanjkljivosti. Ena izmed najvidnejših je ta, da lahko takšni sistemi potrebujejo
preveliko število vzorcev za popolno obdelavo podatkov oziroma signalov. Posledično
je takšne naprave v praksi nemogoče zgraditi oziroma predstavljajo enormne stroške
izgradnje.
Okoli leta 2004 so Emmanuel Candès, francoski profesor matematike, statistike
in elektro-inženirstva na Univerzi v Stanfordu, Terence Tao, avstralsko-ameriški
matematik, ki se ukvarja predvsem z analitično teorijo števil, harmonično analizo,
parcialnimi diferencialnimi enačbami, aritmetično in geometrijsko kombinatoriko, in
David Donoho, profesor statistike na Univerzi v Stanfordu, dokazali naslednjo tezo:
Če je signal redek, potem ga lahko popolnoma (ali pa zelo dobro) rekon-
struiramo celo iz manjšega števila meritev kot v Shannon-Nyquistovemu
izreku. Ta teza je tako postala osnova za začetek hitrega razvoja področja zgošče-
nega zaznavanja in je pretresla tehnološki svet, čeprav je njena matematična osnova
stara že stoletja.
Do tedaj je namreč še vedno veljalo; če želimo večjo resolucijo slike oziroma video-
signala, je potrebno vzorčiti več podatkov/pikslov (2-krat boljša resolucija, podvo-
jeno število pikslov). Glavna ideja zgoščenega zaznavanja pa je, da se lahko sliko,
ki je sestavljena iz manjšega števila informacij, popolnoma rekonstruira prav tako
iz manjšega števila meritev. Ko torej dosežemo potrebno število meritev za rekon-
strukcijo, dodatne meritve ne doprinesejo h kvaliteti slike. Ta teza vsekakor ne bi
bila tako zanimiva v primeru, ko bi bile tovrstne slike – slike, ki so sestavljene iz
manjšega števila informacij – v vsakdanjem življenju redke. A izkaže se, da velja
ravno nasprotno.
Zgoščeno zaznavanje [6, 4, 5, 9, 11, 14] je torej tehnika obdelave signalov za
učinkovito pridobivanje in rekonstruiranje signala. Z matematičnega stališča gre za
iskanje rešitev linearnega poddoločenega sistema (glej definicijo 5.1).
Če povzamemo: V primeru, da nimamo nikakršnih predhodnih informacij o sliki
oziroma signalu, se za rekonstrukcijo poslužujemo Shannon-Nyquistovega izreka (glej
razdelek 3.2). Če pa vemo vnaprej, da je signal v neki bazi lahko redek oziroma
zgoščen (glej razdelek 5.2.1), uporabimo za rekonstrukcijo le-tega metode zgoščenega
zaznavanja (glej razdelek 5.5.1).
5.1.1 Ponovitev nekaterih pojmov
Obdelava signalov se navadno koncentrira na signale, ki jih pridobimo iz fizikalnih
sistemov. Mnogo takšnih sistemov lahko predstavimo kot linearne modele.
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Od sedaj bomo privzeli: Signal je funkcija realnih vrednosti spremenljivk, ki ima
bodisi zvezno ali diskretno domeno bodisi končno ali neskončno domeno.
Definicija 5.1. Sistemu linearnih enačb pravimo, da je poddoločen sistem, če ima
več neznank kot enačb.
Matrični zapis poddoločenega sistema je enak
Ax = y, (5.1)
kjer je matrika A velikosti m×n, vektor x velikosti n×1 in vektor y velikosti m×1.






Poddoločen sistem, Ax = y, ima lahko neskončno rešitev ali pa nobene (glej
zgled 5.2). Pri iskanju rešitve za poddoločene sisteme je torej potrebno uvesti do-
datne omejitve oziroma pogoje.
Terminologija: Od sedaj bo vektor x predstavljal naš signal, matrika A bo
opisovala merilni aparat, vektor y pa bo predstavljal vektor meritev. Potem bo i-ta
meritev signala x podana kot
n∑︂
j=1
aijxj = yi. (5.3)
Pomembno: Meritev signala je manj od komponent signala.
Zgled 5.2. Na levi strani je primer poddoločenega sistema, ki nima rešitve, sistem
na desni pa ima neskončno rešitev.
x+ y + z = 1 x+ y + z = 1
x+ y + z = 0 x+ y + 2z = 3 (5.4)
Definicija 5.3. Normiran vektorski prostor je prostor z normo.
Naj bo x(k) signal s končno in diskretno domeno. Nanj lahko torej gledamo kot
na vektor v n-dimenzionalnem Evklidskem prostoru (Rn). V tem kontekstu bomo
večkrat uporabljali tudi posebno skupino norm, t. i. p-norme.











Opomba 5.5. Najbolj znane p-norme so:





• 2-norma, imenovana tudi Evklidska norma,
∥x∥2 =
√︂
x21 + . . .+ x
2
n. (5.7)
• neskončna norma, imenovana tudi maksimalna norma,
∥x∥∞ = max {|x1| , |x2| , . . . , |xn|} . (5.8)
Opomba 5.6. Če je p < 1, pravimo taki normi kvazi-norma. To ni “prava” norma,
saj namreč 4. pogoj o trikotniški neenakosti odpove.
Zgled 5.7. Enotske krogle v prostoru R2 za različne vrednosti p (glej sliko 12).
p = 1 p = 2 p = ∞ p = 1
2
Slika 12: Grafi prikazujejo enotske krogle v prostoru R2 v odvisnosti od vrednosti p.
Večkrat se srečamo tudi s t. i. ničelno normo.
Definicija 5.8. Ničelna norma vektorja x je definirana kot
∥x∥0 := |supp(x)| , (5.9)
kjer supp(x) = {i;xi ̸= 0} označuje podporo vektorja x (glej definicijo 3.10),
|supp(x)| pa moč te podpore.
Norme navadno uporabljamo za merjenje moči signala oziroma za merjenje veli-
kosti napake. V nadaljevanju bomo namreč ugotovili, da ima ravno izbira parametra
p velik vpliv na aproksimacijsko napako.
Zgled 5.9. Najboljša aproksimacija točke v prostoru R2 z 1-dimenzionalnim pod-
prostorom (glej sliko 13).
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p = 1 p = 2 p = ∞ p = 1
2
Slika 13: Grafi prikazujejo najboljšo aproksimacijo točke x v R2 s točko x̂ ∈ A (1-
dimenzionalen prostor) glede na p-(kvazi)normo, kjer je p = 1, 2,∞ in 1
2
. Iščemo
torej inf x̂∈A ∥x− x̂∥p.
Naj bo množica {ϕi}ni=1 neka baza prostora Rn. Potem lahko vsak vektor prostora
zapišemo kot linearno kombinacijo baznih vektorjev, tj. za vsak x ∈ Rn obstajajo




ci · ϕi. (5.10)
Terminologija: V teoriji redke aproksimacije bazo imenujemo slovar, ogrodje pre-
določen slovar, elemente slovarja pa imenujemo atomi.
5.2 Nizko-dimenzionalni modeli
Razmišljanje, da je vsak vektor pravzaprav signal, pripelje včasih do že skorajda
neskončnih dimenzij podatkov, ki jih moramo vzorčiti in obdelati. V zadnjih letih
so se zato uveljavili t. i. nizko-dimenzionalni modeli, pri katerih je število prostostnih
stopenj v visoko-dimenzionalnih signalih največkrat majhno v primerjavi z dimenzijo
njihovega ambienta.
Znanih je več vrst nizko-dimenzionalnih modelov. Natančneje si bomo ogledali
t. i. redke modele (glej razdelek 5.2.1), poleg njih pa velja omeniti še strukturirano
redke modele, modele, pri katerih vektorje nadomestijo matrike z nizkim rangom in
parametrične modele (glej razdelek 5.2.2).
5.2.1 Redki, razpršeni modeli
Signale lahko pogostokrat dobro aproksimiramo z linearno kombinacijo le nekaj
elementov iz znanega slovarja. Kadar je ta reprezentacija eksaktna, pravimo ta-
kemu signalu redek signal.
Definicija 5.10. Signal je k-redek, če ima največ k neničelnih elementov, tj.
∥x∥0 ≤ k, (5.11)
kjer je ∥x∥0 := # {i;xi ̸= 0} .
Opomba 5.11. Za k-redek signal v literaturi zasledimo večkrat tudi poimenovanje
k-razpršen signal (redkost ≡ razpršenost).
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Definicija 5.12. Z zapisom Σk := {x; ∥x∥0 ≤ k} je definirana množica vseh k-redkih
signalov.
Navadno se bomo ukvarjali s signali, ki ne bodo sami po sebi redki, ampak bodo
redki postali šele v neki drugi bazi ψ, glej zgled 5.14,
˜︁x = ψ · x, (5.12)
kjer je vektor ˜︁x velikosti n× 1 in ψ matrika velikosti n× n, ki spremeni signal x v
k-redek signal ˜︁x.
Opomba 5.13. Matrika ψ navadno ponazarja diskretno Fourierovo transformacijo
ali valčno transformacijo (glej razdelek 5.4.1).
Namesto sistema 5.1 rešujemo sedaj sistem
A · x = A · ψ−1˜︁x = y. (5.13)
Zgled 5.14. Poljubna fotografija je lahko zelo velika (velikost slike je lahko kar ne-
kaj megapikslov). Če pa fotografijo pogledamo v ustrezni bazi (jo transformiramo
s Fourierovo ali valčno transformacijo), se lahko zgodi, da precej koeficientov fo-
tografije postane po velikosti zanemarljivo majhnih. To nam omogoča učinkovito
stiskanje fotografije; pri tem pa ne vplivamo na njeno kvaliteto (primer JPEG2000
protokol).
Izkaže se, da je redkost zelo uporabna na področju obdelave signalov in v apro-
ksimacijski teoriji pri stiskanju in odstranjevanju šuma v signalu, pa tudi v statistiki
kot metoda za preprečevanje “overfittinga”.
Intuitivno torej velja: Naj bo signal x ∈ Rn k-redek, k < n, potem za
njegovo rekonstrukcijo potrebujemo le 2k meritev in ne več n.
Redkost je močno nelinearen pojav; če namreč izberemo dva k-redka signala,
njuna vsota ne bo več nujno predstavljala k-redek signal. Pri različnih signalih se
zato vedno znova odločamo, katere elemente slovarja bomo izbrali, obdržali (glej
zgled 5.15).




Slika 14: Graf prikazuje množico vseh 2-redkih signalov v prostoru R3.
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Sledi torej, da množica redkih signalov ne razpenja linearnega prostora. Pravza-





možnih kanoničnih podprostorov (glej zgled 5.16). Ta
ugotovitev pa ima hude posledice pri razvijanju algoritmov za redke aproksimacije
(glej razdelek 5.5.1).






= 3 kanoničnih podprostorov.
Pomembno je dejstvo, da je le malo vsakdanjih signalov resnično redkih, prej bi
lahko rekli, da se jih da dobro aproksimirati z redkimi signali. Takšne signale ime-
nujemo zgoščeni oziroma stisljivi signali. Njihovo zgoščenost lahko tudi izračunamo.
To storimo tako, da izračunamo napako, ki je nastala pri aproksimaciji signala x z




∥x− x̂∥p . (5.14)
Če je signal x ∈ Σk, torej k-redek signal, potem je jasno napaka za vsak p enaka 0.
Opomba 5.17. Vektorju x pravimo tudi p-zgoščeni vektor s konstanto C in stopnjo
r, če za k ∈ {1 . . . n} in 1 ≤ p <∞ velja
σk(x)p ≤ C · k−r. (5.15)
5.2.2 Ostali nizko-dimenzionalni modeli
Naravno je, da neničelni koeficienti v signalih ne nastopajo v naključnih vzorcih,
pač pa imajo neko določeno strukturo (nastopajo navadno v gručah). V tem duhu
govorimo o t. i. strukturirano k-redkih modelih.
Naj bo x ∈ Rn k-redek signal. Množica Σk je potemtakem množica unije vseh
vektorjev s podporo Λ ⊂ {1 . . . n}, ki ustreza pogoju |Λ| ≤ k. Pravimo, da vektor
x ∈ Rn pripada uniji podprostorov, če obstaja družina podprostorov (Ui)Mi=1, tako da




Modeli, pri katerih vektorje nadomestijo matrike z nizkim rangom so zelo po-
dobni modelom, ki slonijo na redkosti (namesto omejevanja števila elementov, ki
so potrebni za konstrukcijo signala, se omejuje število neničelnih singularnih vre-
dnosti). V zadnjem času jih uporabljajo tudi pri Netflixovem filtrirnem sistemu –
sistemu za priporočanje.
Parametrični modeli se navadno uporabljajo v primeru 1-dimenzionalnega si-
gnala s časovnim zamikom (parametrizacija s translacijsko spremenljivko), posnetka
govora (parametrizacija z osnovnimi fonemi v govoru) . . .
Več o zgoraj navedenih nizko-dimenzionalnih modelih si lahko bralec ogleda v [5,
razdelek 1.3.2, str. 11].
Ali zgoščeno zaznavanje sploh deluje? V katerih primerih deluje?
Kdaj ga je smiselno uporabiti?
Odgovori sledijo.
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5.3 Matrika zaznavanja A
Ogledali si bomo standardni končno-dimenzionalni model zgoščenega zaznavanja.
Pri danem signalu x ∈ Rn preučujemo torej merilni sistem z m linearnimi meritvami.
Matematično je ta proces enak
y = Ax, (5.16)
kjer je matrika A velikosti m × n in vektor y ∈ Rm. Matrika A predstavlja dimen-
zijsko redukcijo, tj. preslika prostor Rn, kjer je n neko veliko število, v prostor Rm,
tako da m≪ n.
Omeniti moramo, da so meritve brez prilagajanja, kar pomeni, da so vrstice matrike
A vnaprej predpisane in niso odvisne od prejšnjih meritev.
Terminologija: Vektor y imenujemo vektor meritev, vektor x originalni signal in
matriko A matrika zaznavanja.
V teoriji zgoščenega zaznavanja se v splošnem pojavljata dve glavni teoretični vpra-
šanji:
1. Kako konstruirati matriko zaznavanja A, da bo ta ohranila vse informacije o
signalu x?
2. Kako rekonstruirati originalni signal x iz vektorja meritev y?
V primerih, ko bo množica meritev redka ali zgoščena, bomo videli, da lahko s
pomočjo algoritmov konstruiramo matriko zaznavanja A velikosti m × n, kjer je
m≪ n, ki nam bo zagotavljala popolno rekonstrukcijo signala.
V praksi se izkaže, da matriko zaznavanja A ni najbolj ekonomično konstrui-
rati “na suho”. Primernejši pristop je, da ji najprej dodelimo določene lastnosti,
kot so lastnost ničelnega prostora (potreben in zadosten pogoj za rekonstrukcijo
redkega signala, signal brez šuma), lastnost omejene izometrije (zadosten pogoj za
rekonstrukcijo redkega signala, signal s šumom) in koherentnost (zadosten pogoj
za rekonstrukcijo redkega signala, signal s šumom), ki si jih bomo v nadaljevanju
ogledali.
Definicija 5.18. Ničelni prostor matrike A je definiran kot
N (A) = {z;Az = 0}. (5.17)
Definicija 5.19. Naj bo A matrika velikosti m× n. Potem je t. i. spark matrike A
najmanjše število stolpcev matrike A, ki so linearno odvisni (glej zgled 5.20).
Zgled 5.20. Ker je najmanjše število linearno odvisnih stolpcev matrike A enako 3
(prvi trije stolpci), je spark(A) = 3.
A =
⎡⎢⎢⎣
1 2 0 1
1 2 0 2
1 2 0 3
1 0 −3 4
⎤⎥⎥⎦ .
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Privzemimo, da imamo opravka s povsem redkimi signali. To pomeni, da lahko
spark(A) povsem določi, kdaj je rekonstrukcija signala mogoča.
Izrek 5.21 (Enoličnost rekonstruiranega signala, ℓ0-minimizacija). Naj bo matrika
A velikosti m×n, za katero velja, da ima vsakih 2k stolpcev linearno neodvisnih (to
seveda velja, ko m ≥ 2k). Potem za vsak vektor meritev y ∈ Rm obstaja največ en
signal x ∈ Σk, torej lahko vsak k-redek signal x ∈ Rn enolično rekonstruiramo iz
Ax.
Dokaz. Radi bi dokazali, da obstaja največ en signal x ∈ Σk, ki zadošča y = Ax.
Recimo, da izrek 5.21 ne velja, torej obstajata dva k-redka signala, x, x′ v Rn, tako
da velja y = Ax = Ax′. Sledi, da je A(x − x′) = 0. Signal x − x′ je torej 2k-
redek signal, tj. 2k stolpcev matrike A je linearno odvisnih, kar pa je v protislovju
s predpostavko o neodvisnosti 2k stolpcev matrike A. Dobimo x = x′ (enoličnost).
Definicija 5.22. Vektor xΛ je vektor dolžine n, ki ga dobimo tako, da komponente
z indeksi iz množice ΛC postavimo na 0.
Privzemimo sedaj, da imamo opravka s “približno” redkimi signali. Potrebni so
dodatni pogoji na N (A), saj moramo preprečiti, da bi N (A) vseboval še kakšne
preveč stisljive vektorje v primerjavi s tistimi, ki so redki.
Definicija 5.23 (LNP glede na množico Λ). Naj bo Λ ⊂ {1 . . . n} podmnožica
indeksov. Definiramo ΛC := {1 . . . n} \ Λ. Naj bo A matrika velikosti m × n.
Matrika A ima lastnost ničelnega prostora glede na množico Λ, če velja
∥vΛ∥1 < ∥vΛC∥1 (5.18)
za vsak vektor v ∈ ker(A) \ {0}.
Definicija 5.24 (LNP reda k). Matrika A velikosti m × n ima lastnost ničelnega
prostora reda k, če ima LNP glede na množico Λ (glej definicijo 5.23) za vse Λ, za
katere je |Λ| ≤ k.
V poglavju 5.4 bomo videli, da je LNP potreben in zadosten pogoj za popolno
rekonstrukcijo redkega signala z ℓ1-minimizacijo.
Definicija 5.25 (LOI). Pravimo, da ima matrika A lastnost omejene izometrije
reda k, če obstaja δk ∈ (0, 1), tako da velja
(1− δk) ∥x∥22 ≤ ∥Ax∥
2
2 ≤ (1 + δk) ∥x∥
2
2 (5.19)
za vse x ∈ Σk.
LOI torej meri stopnjo, do katere je vsaka podmatrika, ki jo sestavlja k stolpcev
oziroma vektorjev matrike A, blizu izometriji, tj. preslikavi, ki ohranja razdalje med
točkami.
Če ima matrika A LOI reda 2k, potem matrika A približno ohranja razdaljo med
katerimakoli paroma k-redkih vektorjev.
Imeti LOI predstavlja zadosten pogoj večini algoritmov za rekonstrukcijo red-
kega signala iz meritev s šumom. Spodnja meja v definiciji 5.25 pa predstavlja
potreben pogoj za rekonstrukcijo.
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Definicija 5.26. Koherenca matrike A, označimo jo z µ(A), je največji absolutni






Koherenca matrike A torej meri najmanjši kot med vsakim parom njenih stolp-
cev.
Maksimalna koherenca matrike A je enaka 1. To se zgodi v primeru, ko sta dva
stolpca matrike A linearno odvisna.
Zanimiva je tudi povezava med spark(A) in koherenco matrike A, ki sledi v
naslednji lemi.
Lema 5.27. Za vsako matriko A velja, da je
spark(A) ≥ 1 + 1
µ(A)
. (5.21)
Dokaz leme 5.27 si lahko bralec ogleda v [5, str. 26].
5.3.1 Konstrukcija matrike zaznavanja A
V idealnem svetu stremimo k matriki zaznavanja A, ki ima:
• visok spark;
• majhno konstanto pri LOI;
• nizko koherenco.
Oglejmo si sedaj povezave med spark(A), lastnostjo ničelnega prostora, lastnostjo
omejene izometrije in koherence.
Lema 5.28. Naj bo A matrika velikosti m× n z normiranimi stolpci. Potem velja:
• Za spark matrike A velja, da je spark(A) ≥ 1 + 1
µ(A)
.
• Matrika A ima LOI reda k, tako da za vse k < 1
µ(A)
velja δk = k · µ(A).













potem ima matrika A LNP reda 2k.
Dokaze povezav v lemi 5.28 si lahko bralec ogleda v [5, str. 26]. Spoznali smo torej
povezave med posameznimi lastnostmi, ki jih lahko pripišemo matriki zaznavanja
A.
Znane so določene matrike velikosti m×m2, ki dosežejo spodnjo mejo koherence
µ(A) = 1√
m
. Število meritev, ki je potrebno za rekonstrukcijo k-redkega signala, je
m = O(k2 log n).
V realnem svetu se izkaže, da je zelo težko “na suho” konstruirati matriko zazna-
vanja A (deterministične konstrukcije potrebujejo velik m, kvadratično skaliranje v
k). Rešitev predstavljajo t. i. slučajne matrike, glej zgled 5.29.
Zgled 5.29. Za slučajno matriko velikosti m× n s komponentami, ki so med seboj
neodvisne in imajo enako zvezno verjetnostno porazdelitev, velja, da je spark(A) =
m+ 1 z verjetnostjo 1.
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5.4 Rekonstrukcija signala
Dokaz izreka 5.21 nam da tudi idejo, kako rekonstruirati k-redek signal x ∈ Rn iz
vektorja meritev y = Ax.
Glede na podan vektor meritev y in naše vedenje, da je originalni signal x k-redek, je




kjer je z ∈ B(y) za primerno izbran prostor B(y).
Vloga množice B(y) je, da poskrbi za konsistentnost signala x̂ z meritvami y.
Določimo jo v odvisnosti od tega, ali je v meritvah prisoten šum.
Zgled 5.30. Oglejmo si primera množic B(y):
• Če so meritve točne, šum ni prisoten, potem velja B(y) = {z;Az = y}.
• Če meritve vsebujejo omejeni šum, potem velja B(y) = {z; ∥Az − y∥2 ≤ ϵ}.
V obeh primerih je rešitev zgornjega optimizacijskega problema k-redek signal x, ki
je konsistenten z meritvami y.
Čeprav je možno analizirati učinek optimizacijskega problema (5.22) pod dolo-
čenimi pogoji na matriko A, se v praksi tega ne počne. Ničelna norma je namreč
nekonveksna funkcija in posledično je reševanje takega optimizacijskega problema
zelo težko; iskanje minimuma pri splošni matriki je namreč NP-težek problem.
Velja:
• Reševanje poddoločenega sistema y = Ax s pomočjo ℓ2-minimizacije (metoda
najmanjših kvadratov) je enostavno za računanje, a največkrat vodi v napačno
smer.
• Reševanje poddoločenega sistema y = Ax s pomočjo ℓ0-minimizacije je težko
za računanje (NP-težek problem), a nam največkrat da pravilen odgovor.
Katero minimizacijo torej izbrati, in ali morda obstaja neka druga učin-
kovita izbira?
Želimo si torej konveksno aproksimacijo ničelne norme ∥·∥0. Izkaže se, da je dobra




kjer je z ∈ B(y).
{x; y = Ax}
x
min ∥x∥1 ; y = Ax
min ∥x∥2 ; y = Ax
{x; y = Ax}
x
min ∥x∥1 ; y = Ax
min ∥x∥∞ ; y = Ax
Slika 15: Grafa prikazujeta primerjavo med ℓ1-minimizacijo in ℓ2- oziroma ℓ∞-
minimizacijo.
48
Izrek 5.31 (Enoličnost rekonstruiranega signala, ℓ1-minimizacija). Za vsak vek-
tor meritev y ∈ Rm obstaja največ en k-redek signal x, ki reši optimizacijski pro-
blem (5.23) in zadošča y = Ax natanko tedaj, ko ima matrika A LNP reda k (glej
definicijo 5.24).
Dokaz. (⇒) Naj bo Λ (pod)množica indeksov, |Λ| ≤ k. Naj velja, da za vse
y ∈ Rm obstaja največ en k-redek signal x, supp(x) = Λ, ki reši minimizacijski
problem (5.23) pri pogoju Az = Ax. Hitro opazimo, da je tudi vektor vΛ eno-
lična rešitev minimizacijskega problema (5.23) pri pogoju Az = AvΛ za vsak vek-
tor v ∈ ker(A) \ {0}, kjer je v = vΛ + vΛC . Ker je matrika A linearna, dobimo
Av = A(vΛ + vΛC) = 0 oziroma A(vΛ) = A(−vΛC). Ker v ̸= 0, dobimo vΛ ̸= −vΛC .
Zaradi enoličnosti rešitve mora torej veljati ∥vΛ∥1 < ∥−vΛC∥1 = ∥vΛC∥1. S tem smo
dokazali, da ima matrika A res LNP reda k.
(⇐) Naj bo vektor x k-redek signal in Λ := supp(x). Naj bo vektor x′ signal, ki ni
nujno k-redek, tako da velja x ̸= x′, Ax = Ax′. Potem lahko definiramo neničelni
vektor v := x− x′ iz ničelnega prostora matrike A, torej Av = A(x− x′) = 0. Velja
še vΛ := x − x′Λ in vΛC = x′ΛC . Ob upoštevanju, da ima po predpostavki matrika A
LNP reda k dobimo
∥x∥1
△/
≤ ∥x− x′Λ∥1 + ∥x
′
Λ∥1




< ∥vΛC∥1 + ∥x
′
Λ∥1
= ∥x′ΛC∥1 + ∥x
′
Λ∥1
= ∥x′∥1 . (5.24)
Vektor x je torej res enolična rešitev minimizacijskega problema (5.23).
S tem je izrek 5.31 dokazan.
Komentar: Če je B(y) konveksna množica, potem lahko kaj hitro pridemo do
rešitve problema (ni računsko zelo zamudno). Še več, če je B(y) = {z;Az = y},
postane problem celo linearen. Čeprav je jasno, da zamenjava pogoja (5.22) s pogo-
jem (5.23) transformira računsko težek problem v lahkega, morda ni takoj povsem
očitno, da bodo tudi rešitve problema (5.23) podobne rešitvam problema (5.22).
Ali uporaba ℓ1-minimizacije podpira redkost signala?
Velja naslednje: Rešitev problema ℓ1-minimizacije natanko sovpada z rešitvami pro-
blema ℓp-minimizacije, kjer je p < 1, ki so redke.
Zanimivost: Metoda ℓ1-minimizacija je bila empirično uvedena v 70. letih prej-
šnjega stoletja na področju seizmologije, matematično pa so jo začeli proučevati od
leta 1990.
V letu 2000 (Candès, Romberg, Tao, Donoho) so se pokazale skoraj optimalne ga-
rancije, da je metoda zares učinkovita.
Na področju zgoščenega zaznavanja se sicer uporabljajo tudi že naprednejši algo-
ritmi, a ℓ1-minimizacija še vedno ostaja ena najvidnejših metod. Empirični rezultati
kažejo, da se da večino k-redkih signalov rekonstruirati, če le velja m ≥ 4k.
Glavna ideja zgoščenega zaznavanja je torej rekonstrukcija k-redkega signala
iz zelo malo linearnih meritev brez prilagajanja, tj. vrstice matrike so fiksirane, ne-
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odvisne od prejšnjih meritev.
Denimo, da je signal v neki bazi (npr. v Fourierovi) redek. Denimo, da smo signal
zajeli z zelo velikim številom meritev (npr. s 16 megapikselskim fotoaparatom). Če
naredimo kosinusno ali valčno transformacijo slike, vidimo, da so nekateri koeficienti
bistveno večji od preostalih. Tiste, ki so majhni, lahko izpustimo in tako dobimo
manjšo datoteko; razlik med originalno in stisnjeno sliko pa skoraj ne opazimo.
Zgled 5.32. Prikaz popolne rekonstrukcije signala x(t), ki temelji na ℓ1-minimizaciji
v primerjavi z ℓ2-minimizacijo (glej sliko 16).
Vir: https://arxiv.org/pdf/1203.3815.pdf
Slika 16: Slika (a) prikazuje originalni signal x(t), ki ga vzorčimo slučajno (rdeče
pike). Slika (b) prikazuje Fourierovo transformacijo signala x(t), tj. x̂(t). Slika (c)
prikazuje popolnoma rekonstruirani signal x̂(t) z ℓ1-minimizacijo. Slika (d) prikazuje
rekonstruirani signal x̂(t) z ℓ2-minimizacijo.
Zgled 5.33. Primerjava originalne in rekonstruirane fotografije (glej sliko 17).
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Vir: https://www.slideshare.net/cameraculture/compressed-sensing-achuta-kadambi
Slika 17: Primerjava fotografij; na levi strani je originalna fotografija, na desni pa
rekonstruirana fotografija s pomočjo ℓ1-minimizacije. Sliki sta praktično identični.
Sliko smo lahko uspešno stisnili, saj smo vedeli, na katerih mestih se nahajajo
veliki koeficienti – to nam je namreč povedala originalna slika (velika datoteka).
Toda, ali ne izgleda to početje zelo “neekonomično”? Najprej zajamemo ogromno
sliko, potem pa skoraj vse vržemo stran. Ali bi lahko že pri zajemanju zajeli le
velike (pomembne) koeficiente? Težava je v tem, da ne vemo vnaprej, kateri bazni
vektorji bodo imeli velike koeficiente. Ravno na tem mestu pa nastopijo tehnike
zgoščenega zaznavanja, saj omogočajo detekcijo vrednosti tistih koeficientov, ki so
veliki, ne da bi vnaprej vedeli, kje so. S tehnikami zgoščenega zaznavanja torej
ugotovimo velikost in lokacijo “velikih” koeficientov (v bazi, po kateri razvijamo naš
signal).
5.4.1 Valčna transformacija
Poleg Fourierove transformacije je pri obdelavi signalov zelo pomembna tudi t. i.
valčna transformacija[16].
Osnove valčne teorije so se pojavile na področju matematike že več kot stole-
tje nazaj. Vse do leta 1984 je pri obdelavi signalov igrala glavno vlogo Fourierova
transformacija, od takrat dalje pa se je pojavilo novo razmišljanje, in sicer polju-
ben signal lahko analiziramo s pomočjo skaliranja in transliranja osnovnega valčka
oziroma bazne funkcije.
Definicija 5.34. Valček je oscilirano valovanje (majhen val) z amplitudo, ki se
prične v ničli, se nato povečuje in zmanjšuje ter konča znova v ničli.
Valček si lahko pravzaprav predstavljamo kot neko kratko oscilacijo, ki je vidna
šele s pomočjo seizmografa ali pa srčnega monitorja.
Valčki so navadno ustvarjeni prav za uporabo v teoriji obdelave signalov, saj
jim lahko pripišemo določene lastnosti, ki so nam v danem trenutku koristne. V
splošnem pa se jih uporablja za pridobivanje informacij iz različnih vrst podatkov,
vključno z avdio-signali in slikami (JPEG2000, DjVu . . . ). So zelo pomembno ma-
tematično orodje tudi v analizi podatkov. S pomočjo ustreznih kombinacij različnih
valčkov se da namreč podatke popolnoma analizirati.
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Definicija 5.35. Valčna vrsta je predstavitev kvadratno-integrabilne funkcije re-
alnih ali kompleksnih vrednosti z določeno ortonormirano vrsto, ki je generirana z
valčkom.
Diskretna valčna transformacija je vsaka valčna transformacija, za katero so
valčki diskretno vzorčeni. Ključna prednost v primerjavi s Fourierovo transforma-
cijo je v časovni resoluciji; upošteva namreč frekvenco in lokacijo (lokacija v času).
Uporablja se v matematiki, računalništvu, predvsem pa v teoriji signalnega kodira-
nja za predstavitev diskretnega signala. Praktične aplikacije pa je mogoče najti tudi
na področju obdelave signalov pospeškov za analizo hoje.
Zvezna valčna transformacija se uporablja za razdelitev časovno-zvezne funk-
cije na valčke. Za razliko od Fourierove transformacije, ki časovni prostor (čas-
amplituda) preslika v frekvenčni prostor (frekvenca-amplituda), zvezna valčna trans-
formacija slika iz časovnega prostora v časovno-skalirani prostor. Najpogosteje se
uporablja na področju stiskanja slik, saj prinaša pomembne izboljšave v kakovosti
slike pri višjih stopnjah stiskanja v primerjavi z običajnimi tehnikami. Ker omogoča
razgradnjo zapletenih informacij na osnovne oblike, se pogosto uporablja tudi pri
predelavi akustike in na področju prepoznavanja oblik.
Primerjava Fourierove in valčne transformacije:
Vhodni podatki:
• Fourirova transformacija: frekvenca f .
• Valčna transformacija: faktor skaliranja a, translacija b.
Predstavitev:
• Zvezna Fourirova transformacija: x̂(f) = F [x(t)] (f) =
∫︁∞
−∞ x(t) · e
−2πift dt.
• Zvezna valčna transformacija: X(a, b) = 1√
a
∫︁∞





dt, kjer je ψ
zvezna funkcija v časovni in frekvenčni domeni.
Če se osredotočimo na primerjavo transformacij (glej sliko 18) glede na število iz-




Slika 18: Primerjava Fourierove in valčne transformacije.
5.5 Algoritmi za rekonstrukcijo signalov
Algoritmi, ki temeljijo na konveksni optimizaciji ponavadi potrebujejo manj meritev,
a so računsko bolj kompleksni. Drugo skrajnost predstavljajo kombinatorični algo-
ritmi, ki so sicer zelo hitri, ampak zahtevajo mnogo večje število meritev. Nekakšno
srednjo pot uberejo t. i. požrešni algoritmi.
5.5.1 Konveksna optimizacija




kjer je z ∈ B(y) = {z;Az = y} (odsotnost šuma).
Če pa je B(y) = {z; ∥Az − y∥2 ≤ ϵ} (prisotnost šuma), postane minimizacijski
problem konveksen program s stožčastimi omejitvami.
Oglejmo si naslednjo trditev (dokaz zanjo lahko bralec najde v [5]), ki nam
omogoča analizo ℓ1-minimizacijskih algoritmov za specifično izbiro množice B(y),
matrika A pa ima LOI (dobimo omejitev za napako tovrstnih algoritmov).
Trditev 5.36. Naj bo matrika A velikosti m × n in naj ima LOI reda 2k, δ2k <√
2 − 1. Naj bosta vektorja x, x̂ ∈ Rn dana signala. Naj bo h := x̂ − x. Naj bo
Λ = Λ0 ∪ Λ1, kjer je Λ0 množica indeksov, ki ustrezajo k največjim komponentam
vektorja x in Λ1 množica indeksov, ki ustreza k največjim komponentam vektorja





















Izrek 5.37 (Rešitev optimizacijskega problema; brez šuma). Naj bo matrika A
velikosti m × n in naj ima LOI reda 2k, δ2k <
√
2 − 1. Naj bo y vektor meritev,
y = Ax, in naj velja B(y) = {z;Az = y}. Potem je rešitev x̂ optimizacijskega
problema (5.25) enaka

































Ker je tudi x̂ ∈ B(y), imamo y = Ax = Ax̂. Sledi Ah = 0. Del, ki vsebuje Ah torej













Morda nekoliko presenetljivo, a izkaže se, da lahko rekonstruiramo signal sta-
bilno, četudi imamo opravka s šumom v signalu oziroma meritvah. Kot je mogoče
pričakovati, sta LOI in koherenca matrike zaznavanja A koristna pri zagotavljanju
uspešnosti rekonstrukcije signala v šumu.
Izrek 5.38 (Rešitev optimizacijskega problema; s šumom). Naj bo matrika A ve-
likosti m × n in naj ima LOI reda 2k, δ2k <
√
2 − 1. Naj bo y vektor meritev,
y = Ax + e, kjer je ∥e∥2 ≤ ϵ. Naj velja še B(y) = {z; ∥Az − y∥2 ≤ ϵ}. Potem je
rešitev x̂ optimizacijskega problema (5.25) enaka


















Dokaz izreka 5.38 si lahko bralec ogleda v [5].
5.5.2 Kombinatorični algoritmi
Kombinatorični algoritmi so v splošnem zelo hitri, a zahtevajo večje število me-
ritev (visoko strukturirani vzorci), zato njihova uporaba na področju zgoščenega
zaznavanja, v nasprotju s konveksno optimizacijo in požrešnimi algoritmi, ni tako
pogosta.
Večina tovrstnih algoritmov namreč zahteva previdnost pri konstrukciji matrike
zaznavanja A; največkrat se izbere matriko, ki je že sama po sebi redka.
5.5.3 Požrešni algoritmi
Požrešni algoritmi uberejo nekakšno srednjo pot med izbiro hitrosti in številom
meritev. Temeljijo na iterativni aproksimaciji koeficientov in podpore originalnega
signala.
Znano je, da so nekateri bolj izpopolnjeni požrešni algoritmi izjemno podobni
tistim, ki temeljijo na ℓ1-minimizaciji.
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5.6 Uporaba zgoščenega zaznavanja
Bistvena pridobitev zgoščenega zaznavanja je torej, da je za enako kvaliteto
rekonstrukcije signala potrebnih bistveno manj meritev kot pri klasičnih metodah,
če le poznamo originalni signal.
Opomba 5.39. Zakaj teorija zgoščenega zaznavanja uporablja diskretne signale in
ne zveznih? Konceptualno je razumevanje diskretnih signalov lažje od zveznih, pa
tudi diskretna teorija zgoščenega zaznavanja je veliko bolj razvita.
Čeprav je zgoščeno zaznavanje kot tehnika obdelave signalov pravzaprav precej
sveža teorija, se zaradi vrste pozitivnih lastnosti že s pridom uporablja na širokem
spektru področij.
• Na področju seizmologije se zgoščeno zaznavanje uporablja za ugotavljanje
sprememb v plasteh pod površjem.
• Na področju medicine se zgoščeno zaznavanje uporablja pri magnetni reso-
nanci (hitrost slikanja do 7-krat hitrejša, a se pri tem ohrani kakovost slike) in
računalniški tomografiji (izboljšana hitrost 3-dimenzionalnega slikanja notra-
njosti telesa).
• Na področju fotografije se zgoščeno zaznavanje uporablja pri zmanjšanju ener-
gije, ki je potreba za pridobitev fotografije s fotoaparatom na mobilnem tele-
fonu (za faktor 15 na sliko).
• Na področju holografije se zgoščeno zaznavanje uporablja za izboljšanje rekon-
strukcije slike z naraščanjem števila vokslov, ki jih lahko povzamemo iz enega
holograma, pa tudi na področju obraznega prepoznavanja . . .
Seizmologija je veda o potresih. Področje vključuje tudi študije o okoljskih učinkih
potresa, kot so cunamiji, kot tudi različni seizmični viri, kot so vulkanski, tektonski,
oceanski, atmosferski in umetni procesi, kot so eksplozije (glej sliko 19).
Magnetna resonanca (MR) je neinvazivna medicinska diagnostična metoda, pri ka-
teri se s pomočjo magnetnega polja, radijskih valov in računalniške tehnologije izvede
slikanje notranje strukture človeškega telesa – zelo podrobno lahko prikaže struk-
ture notranjosti lobanje, hrbtenice, okončin ter še posebej mehkih tkiv glave in telesa
(glej sliko 19).
Računalniška tomografija (CT) je vrsta slikanja, ki ustvari 3-dimenzionalno sliko
notranjosti telesa. V postopku CT slikanja namesto enega samega posnamemo ve-
čje število rentgenskih posnetkov iz različnih zornih kotov. S pomočjo računalniške





Slika 19: Prva slika prikazuje zapis seizmografa, ki prikazuje gibanje tal, druga MR
možganov, zadnja slika pa prikazuje CT notranjosti telesa.
Vir: https://blog.cincinnatichildrens.org/radiology/difference-between-mri-and-ct/
Slika 20: Primerjava CT in MR; Slika levo prikazuje CT glave, druga pa MR mo-
žganov.
Uporaba principa zgoščenega zaznavanja je torej dobrodošla ob naslednjih po-
gojih:
• Signal je v poznani bazi redek.
• Meritve/izračuni na strani senzorja so zelo drage, a izračuni na strani spreje-
mnika so nizki.
Če povzamemo, teorija zgoščenega zaznavanja torej pravi:
• Za večino matrik A velikosti m×n obstaja enolična k-redka rešitev x, tako da
velja Ax∗ = y.
• Veljati mora, da je n≫ k. Število m (število meritev) pa mora biti vsaj malo






• k-redko rešitev najdemo s pomočjo ℓ1-minimizacije, ki jo lahko pod določenimi






Slika 21: Slika prikazuje 3-dimenzionalni prostor, v katerem množico enotskih vek-
torjev v ℓ1-normi predstavlja oktaeder. Redek vektor x leži na eni izmed koordi-
natnih osi, saj ima mnogo komponent enakih nič, in sovpada z enim izmed vozlišč
oktaedra. Množico vektorjev x∗ (Ax∗ = y) predstavlja ravnina, ki gre skozi točko
x (modra ravnina). Točka x je torej v večini primerov na ravnini z min. ℓ1-normo
enolična. Matrika A je izbrana naključno. Na modri ravnini ob navedenih pogojih
velja, da je vektor x∗ (vektor z najmanjši ℓ1-normo) enak vektorju x.
• Naključne matrike skoraj vedno ustrezajo zgoraj navedenim pogojem.
Najslabši primer: Ravnina skozi točko x v 3-dimenzionalnem prostoru (glej
sliko 21) seka oktaeder v notranjosti le-tega (ℓ1-minimizacija ni enaka ℓ0-
minimizaciji), kar se redko zgodi, saj navadno operiramo s prostori ogromnih
dimenzij (oktaeder postane v višjih dimenzijah zelo koničast politop, t. i. nav-
zkrižni politop, zato je malo verjetno, da bi lahko ravnina sekala politop v
notranjosti).
6 Dodatek
6.1 O Fourierovi analizi
Jean-Baptiste Joseph Fourier, francoski fizik in matematik iz 18. in 19. stoletja, je
najbolj znan po svojih raziskavah vrst, ki se imenujejo po njem in po uporabi teh
vrst pri modeliranju toplotnega toka. Od tod izhaja panoga matematike imenovana
Fourierova analiza, ki se ukvarja s preučevanjem dekompozicije splošnih funkcij
na vsote enostavnejših trigonometričnih funkcij. Fourierova analiza ima številne
uporabe v fiziki, na področju parcialnih diferencialnih enačb, numerični matematiki,
kombinatoriki, obdelavi signalov, statistiki, verjetnosti, teoriji števil . . . .
Za dobro razumevanje Fourierove transformacije se je najprej potrebno osredo-
točiti na t. i. Fourierovo vrsto.
Fourierova vrsta [2, 8] omogoča reprezentacijo poljubne periodične funkcije ali
periodičnega signala g(x) v vsoto (po možnosti končno) skupine periodičnih funkcij
kot sta sinus in kosinus (sinus in kosinus večkratnih kotov).
Zgled 6.1. Funkcijo g želimo razviti v neskončno vrsto po sinusih za primerne
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koeficiente bi
g(x) = b1 · sin(x) + b2 · sin(2x) + b3 · sin(3x) + . . . =
∞∑︂
n=1
bn · sin(nx). (6.1)
Zgled 6.2. Funkcijo h želimo razviti v neskončno vrsto po kosinusih za primerne
koeficiente bi
h(x) = b0 + b1 · cos(x)+ b2 · cos(2x)+ b3 · cos(3x)+ . . . = b0 +
∞∑︂
n=1
bn · cos(nx). (6.2)
V množici zveznih funkcij na zaprtem intervalu [a, b] lahko definiramo sledeči
skalarni produkt.




g(x) · h(x) dx, (6.3)
kjer g, h ∈ C(a, b), je skalarni produkt.
Hitro se lahko prepričamo, da je zgoraj definirani produkt (6.3) res skalarni
produkt, tj. da torej predpis (6.3) res izpolnjuje pogoje linearnosti, simetričnosti in
pozitivne semi-definitnosti.
Vektorski prostor zveznih funkcij postane torej prostor s skalarnim produktom.
Definicija 6.4. Prostor L2(a, b) vseh funkcij g, definiranih na intervalu [a, b], za
katere je ∫︂ b
a
g2(x) dx <∞, (6.4)










Opomba 6.5. Prostor L2(a, b) postane z metriko, definirano z d(g, h) = ∥g − h∥,
poln metrični prostor (Banachov prostor, tj. normiran prostor, ki je poln, in celo
Hilbertov prostor, tj. poln vektorski prostor s skalarnim produktom).





g(x) · h(x) dx = 0. (6.7)
Oglejmo si še definicijo ortonormirane družine.
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Definicija 6.7. Funkcije φ1, φ2, φ3 . . . sestavljajo ortonormirano družino funkcij
natanko tedaj, ko veljata pogoja (3.2) in (3.3), tj.
⟨φi, φj⟩ = 0 za i ̸= j, (6.8)
⟨φi, φi⟩ = 1 za i = 1, 2 . . . (6.9)
Opomba 6.8. Množico, ki ustreza pogojem iz definicije 6.7, imenujemo tudi orto-
normirani sistem funkcij φi .
Opomba 6.9. Vsak vektor y se da v prostoru Rn razviti po vsaki ortonormirani
bazi {e1, e2 . . . en}, ei ∈ R, in sicer na način
y = ⟨y, e1⟩ · e1 + ⟨y, e2⟩ · e2 + · · ·+ ⟨y, en⟩ · en. (6.10)
Definicija 6.10. Naj bo g ∈ L2(a, b).
Števila ⟨g, φk⟩, k ∈ N, se imenujejo Fourierovi koeficienti. Vrsto
∞∑︂
k=1
⟨g, φk⟩ · φk (6.11)
pa imenujemo Fourierova vrsta oziroma razvoj funkcije g v Fourierovo vrsto po
ortonormiranem sistemu {φ1, φ2, φ3 . . . }.
Definicija 6.11. Ortonormirani sistem imenujemo kompleten ortonormirani sistem










⟨g, φk⟩ · φk = g. (6.13)
Opomba 6.12. Ortornormirani sistem (ONS) je torej kompleten ortonormirani sis-
tem (KONS) oziroma baza, če je v množici vseh ONS maksimalen glede na relacijo
inkluzija. Vsak KONS je torej maksimalen glede na inkluzijo.




|⟨g, φk⟩|2 = ∥g∥2. (6.14)
Omejimo se sedaj na funkcije iz prostora L2(−π, π). Oglejmo si nekaj trditev.









za n = 1, 2 . . . je kompleten orto-
normirani sistem funkcij v L2(−π, π).
Dokaz izreka 6.14 si lahko bralec ogleda v zapiskih s predavanj iz Analize 2.
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g(x) · sin(nx) dx za vsak n ∈ N. (6.15)







(an · cos(nx) + bn · sin(nx)) . (6.16)
Dokaz. Ideja dokaza izreka 6.15 je naslednja; naj bo g periodična funkcija s pe-
riodo 2π in odsekoma zvezna na intervalu [−π, π]. Radi bi jo zapisali kot vsoto







(an · cos(nx) + bn · sin(nx)) . (6.17)





















dx = π · a0. (6.18)
Za izračun koeficientov an pa najprej pomnožimo funkcijo g(x) s cos(mx) in dobimo
∫︂ π
−π


















−π g(x) · cos(nx) dx.
Podobno izrazimo še koeficient bn. Zgoraj smo privzeli, da lahko vrsto členoma
integriramo. To lahko storimo, če je vrsta na primer enakomerno konvergentna (da
se pokazati, da je res).
Opomba 6.16. Koeficiente iz trditve 6.15 imenujemo Fourierovi koeficienti Fouri-
erove vrste (6.16).
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in sin(nx) = einx−e−inx
2i
. (6.20)
Če dobljeno vstavimo v Fourierov razvoj funkcije f iz trditve 6.15 dobimo t. i.
eksponentno ali kompleksno obliko Fourierove vrste, in sicer









cn · einx, (6.21)







h(x) · e−inx dx (6.22)
za n = 0,±1,±2 . . .
Do sedaj smo se omejili le na razvoj funkcij iz prostora L2(−π, π) s periodo 2π,
seveda pa lahko ta razvoj posplošimo za katerokoli integrabilno funkcijo s poljubnega
intervala [a, b], a < b. Omenjeno funkcijo lahko namreč periodično nadaljujemo po
vsej realni osi s periodo b − a in jo ob tem razvijemo v trigonometrično vrsto po
sinusih in kosinusih nekega drugega argumenta.























za n = 1, 2 . . . tvori ortonormirani sistem funkcij na zaprtem intervalu [a, b].










































za n = 0, 1, 2 . . . Fourierovi koeficienti Fourierove vrste za funkcijo g.
Dokaz trditve 6.17 je bralcu prepuščen za vajo.
Zgled 6.18. Naj bo g periodična funkcija s periodo T .




+a1 · cos(ωx) + a2 · cos(2ωx) + . . .+ an · cos(nωx)+
+b1 · sin(ωx) + b2 · sin(2ωx) + . . .+ bn · sin(nωx), (6.26)
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kjer je ω frekvenca.














za n = 1, 2 . . . Opazimo, da so vse funkcije iz zgornje družine funkcij periodične s
periodo T .





cn · einωt, (6.28)
kjer so cn ∈ C.
Pod razvojem periodičnega signala v Fourierovo vrsto lahko torej razumemo ne-
skončno vsoto sinusnih nihanj s frekvenco nω; v kolikšni meri se pa tovrstna nihanja
pojavljajo pa nam povedo Fourierovi koeficenti.
Opomba 6.19. Na področju teorije signalov je običajno, da se Fourierovi koeficienti






g(t) · e−inωt dt, (6.29)
kjer je t1 poljubno število, saj imamo opravka s periodičnim signalom g.
6.1.1 Fourierova transformacija
Fourierova transformacija je, kot smo že omenili v razdelku 2.2.1, zelo pomembno
matematično orodje, ki komplicirani operaciji odvajanje in konvolucija pretvarja v
enostavno množenje (glej trditev 6.24).
Opomba 6.20. Fourierovo transformacijo signala x navadno označimo z X = x̂ =
F [x] = F {x} = F(x).
Pomembnejše oblike Fourierove transformacije so:
• zvezna Fourierova transformacija;
• diskretna Fourierova transformacija;
• hitra Fourierova transformacija [2].
Diskretna Fourierova transformacija velja za eno najbolj zmogljivih metod na
področju obdelave digitalnih signalov. Primerna je za periodične signale.
Naj funkcija xk = x(k) za k = 0, . . . , N − 1 predstavlja diskreten signal.












Opomba 6.21. Na področju elektrotehnike se navadno s pozitivnim predznakom
v eksponentu ponazarja signal xk = e
2πikn0
N z ničelno začetno fazo in frekvenco n0,
ki je lahko pozitivna ali negativna, zato smo v enačbi (6.30) uporabili negativno
predznačen eksponent.
DFT torej preslika zaporedje N vzorcev v zaporedje spektralnih komponent x̂n.
Velja tudi obrat.













za vsak k ∈ Z.
V praksi se uporablja tudi t. i. hitra Fourierova transformacija, saj je navadna
DFT časovno precej potratna metoda. Hitra Fourierova transformacija (FFT) je
algoritem, ki izračuna DFT zaporedja, lahko tudi IDFT. Bistvo FFT je, da hitro
preračuna transformacije s faktorizacijo matrike DFT v produkt redkih (večinoma
ničelnih) faktorjev (dekompozicija transformacije dolžine N na več krajših transfor-
macij). Najučinkovitejša je, če je število N oblike 2p, p ∈ N.
Naj boN velikost podatkov. Potem je časovna zahtevnost (kompleksnost računanja)
enaka
• DFT: O(N2),
• FFT: O(N logN).
Razlika v hitrosti je torej ogromna, zlasti pri dolgih podatkovnih nizih, kjer lahko
N predstavlja veliko število.
Pri računanju spektrov neperiodičnih signalov se uporablja tudi t. i. časovno diskre-
tna Fouriereva transformacija.
Zvezna Fourierova transformacija Naj funkcija x(t) predstavlja (odsekoma) zve-
zen in integrabilen signal.
Potem je Fourierova transformacija (CFT) x̂ signala x enaka
x̂(f) = F [x(t)] (f) =
∫︂ ∞
−∞
x(t) · e−2πift dt, (6.32)
za vsak f ∈ R, kjer je f frekvenca signala.
Opomba 6.22. Negativno predznačen eksponent v enačbi (6.32) se na področju
elektrotehnike običajno uporablja zato, ker je navadno s pozitivnim predznakom
ponazorjen signal x(t) = e2πif0t z ničelno začetno fazo in frekvenco f0, ki je lahko
pozitivna ali negativna. Produkt e2πif0te−2πift je s tem enak ena, ko je f = f0
(integral divergira). Rezultat je tako t. i. Diracova delta funkcija pri f = f0 (glej
definicijo 6.23).









δ(x) dx = 1. (6.34)
Gledano strogo matematično Diracova delta funkcija ni funkcija, temveč dis-
tribucija (glej definicijo 4.44). Z njo navadno modeliramo pojave, ki se zgodijo v
kratkem časovnem intervalu oziroma se pojavi zgodijo na majhnem področju, točki.
Inverzna zvezna Fourierova transformacija (ICFT) je za signal x(t) enaka
x(t) = F [x̂(f)] (t) =
∫︂ ∞
−∞
x̂(f) · e2πift df, (6.35)
za vsak t ∈ R.
V trditvi 6.24 je navedenih nekaj pomembnih lastnosti Fourierove transfor-
macije. Dokaze zanje in za še nekatere druge zanimivosti o Fourierovi transformaciji
si lahko ogledamo v [10, 12].
Trditev 6.24. Naj bosta x(t) in y(t) integrabilni funkciji, tj.∫︂ ∞
−∞
|x(t)| dt <∞ (6.36)
in naj bosta x̂(f) in ŷ(f) pripadajoči Fourierovi transformaciji. Potem veljajo na-
slednje lastnosti:
• linearnost: F [α · x(t) + β · y(t)] (f) = α · x̂(f) + β · ŷ(f) za vsaka α, β ∈ C;
• invertiranje: F−1 [x] (f) = x̂(−f) = F [x(−t)] (f);
– periodičnost in obrnljivost: Naj pri ustreznih pogojih velja F [x] := x̂,
potem velja F2 [x(t)] = x(−t) (neke vrste invertiranje časa).
Iz tega sledi, da velja: F4 [x] = x oziroma F3 [x̂] = x.
Če definiramo torej operator P [x] : y → x(−y), dobimo F0 = Id, F1 =
F , F2 = P, F3 = F−1 = P ◦ F = F ◦ P, F4 = Id.
• časovni premik: F [x(t− a)] (f) = e−2πiaf · x̂(f) za vsak a ∈ C;
• frekvenčni premik: F [e2πiat · x(t)] (f) = x̂(f − a) za vsak a ∈ C;














(f) = x̂ (af);
• odvajanje: Naj bo x(t) ∈ C1(R), x′ absolutno integrabilna in limt→±∞ x(t) = 0.
Potem velja: F [x′(t)] (f) = 2πif · x̂(f);
• F [t · x(t)] (f) = − 1
2πi
· x̂′(f);
• konvolucija: Naj bo vsaj ena funkcija omejena, potem velja F [(x ∗ y)(t)] (f) =
x̂(f) · ŷ(f).
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6.2 O merljivosti funkcij
Definicija 6.25. Kompleksna funkcija g na R, tj. preslikava, katere domena je




|βi − αi| < δ ⇒
N∑︂
i=1
|g(βi)− g(αi)| < ϵ, (6.37)
če je ((αi, βi))Ni=1 zaporedje disjunktnih intervalov.
Definicija 6.26. Merljiv prostor je trojica (X,Σ, µ), kjer je X (neprazna) množica,
Σ neka σ-algebra na X in µ mera na (X,Σ).
Definicija 6.27. Naj bosta (X,Σ) in (Y,Θ) merljiva prostora. Funkcija g : X → Y
je merljiva, če za vsak E ∈ Θ velja
g−1(E) := {x ∈ X; g(x) ∈ E} ∈ Σ. (6.38)
Definicija 6.28. Naj bo (X,Σ, µ) merljiv prostor. Lastnost P velja skoraj povsod
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