Abstract: Ensemble clustering or cluster ensembles have been shown to be better than any standard clustering algorithm at improving accuracy. This meta-learning formalism helps users to overcome the dilemma of selecting an appropriate technique and the parameters for that technique, given a set of data. It has proven effective for many problem domains, especially microarray data analysis. Among different state-of-the-art methods, the link-based approach (LCE) recently introduced by Iam-On et al. (2011) provides a highly accurate clustering. This paper presents the improvement of LCE with a new link-based metric being developed and engaged. Additional information that is already available in a network is included in the similarity assessment. As such, this refinement can increase the quality of the measures, hence the resulting cluster decision. The performance of this improved LCE is evaluated on synthetic and UCI benchmark datasets, in comparison with the original and several well-known cluster ensemble techniques. In addition, the application of improved LCE to microarray data analysis is also empirically assessed. The findings suggest that the new model can improve the accuracy of LCE and performs better than the others investigated in this study.
Introduction
Cluster analysis is usually employed in the initial stage of understanding a raw data, especially for new problems where prior knowledge is minimal. Also, in the pre-processing stage of supervised learning, it is exploited to identify outliers and possible object classes for the following expert-directed labelling process. This is crucial when the complexity of modern-age information is generally overwhelming for a human investigation. The need to acquire knowledge or learn from the excessive amount of data is hence a major driving force for making clustering a highly active research subject. Data clustering is applied to a variety of problem domains such as biology (Jiang et al., 2004) , customer relationship management (Wu et al., 2005) , information retrieval (Bhatia and Deogun, 1998; Zhang et al., 2002) , image processing (Costa and de Andrade Netto, 1999) , and recommender systems (Kim and Ahn, 2008) . In addition, the recent development of clustering cancer gene expression data has attracted a lot of interests amongst computer scientists, biological and clinical researchers (Iam-On et al., 2010; Kim et al., 2009) . Given its potential, a large number of research studies focus on several aspects of cluster analysis: for instance, clustering algorithms and extensions for particular data type (Ahmad and Dey, 2007) , relevance of data attributes per cluster or subspace clustering , evaluation of clustering results (Rand, 1971) , and cluster ensembles (Iam-On et al., 2010) .
Specific to cluster ensembles, this practice is motivated by the fact that the performance of most clustering techniques are highly data dependent. A clustering model may produce an acceptable result for one dataset, but possibly become ineffective for others. Generally, there are two major challenges inherent to clustering algorithms. First, different techniques discover different structures (e.g., cluster size and shape) from the same set of data objects (Duda et al., 2000; Fred and Jain, 2005; Xue et al., 2009) . For example, k-means which is probably the best known technique is suitable for spherical-shape clusters, while single-linkage hierarchical clustering is effective to detect connected patterns. This is due to the fact that each individual algorithm is designed to optimise a specific criterion. Second, a single clustering algorithm with different parameter settings can also reveal various structures on the same dataset. One setting may be good for a few, but not all datasets. These consequently make the selection of a proper clustering technique very difficult.
In order to resolve this problem, researchers attempt to combine different clusterings into a single consensus clustering. This process that is widely known as 'cluster ensembles' can provide more robust and stable solutions across different domains and datasets (Fred and Jain, 2005; Iam-On et al., 2010; Topchy et al., 2005) . Over the past decade, many techniques have been developed along this line of research. They can be categorised into direct approach (Fischer and Buhmann, 2003; Gionis et al., 2007) , feature-based approach (Boulis and Ostendorf, 2004; Nguyen and Caruana, 2007; Topchy et al., 2005) , pairwise-similarity approach (Ayad and Kamel, 2003; Fred and Jain, 2005; Monti et al., 2003) , and graph-based algorithms (Fern and Brodley, 2004; Strehl and Ghosh, 2002) . Despite their theoretical and practical contributions, almost all cluster ensemble methods found in the literature make use of information available in an ensemble only at a coarse level. They commonly generate the final result from a knowledge pool (or a meta-level information matrix) which is simply created by stacking up ensemble members' decisions. The relations between these decisions (or data partitions) have been unfortunately overlooked.
Inspired by such an observation, a link-based method (LCE) is introduced by Iam-On et al. (2010 to address and use those associations to their true potential. It models base clustering results as a link network from which the relations between and within these decisions can be systematically obtained. This is accomplished through the link-based similarity measure called 'weighted connected triple (WCT)'. Disclosed relations are then exploited to refine the conventional meta-level matrix that has been the centre of several benchmark techniques. It is reported that the resulting technique performs consistently better than several state-of-the-art alternatives on both UCI benchmark and gene expression datasets. These findings have encouraged the recent improvement of LCE, which is presented in this paper. A new link-based similarity measure, weighted triple uniqueness (WTU), is brought into the underlying similarity assessment. Whilst being as efficient as WCT, WTU makes use of more information already available in a network to estimating a similarity measure. As such, the quality of information matrix, hence the final clustering, can be improved.
The rest of this paper is organised as follows. Section 2 introduces the basis of cluster ensembles, including formal definition, framework, ensemble generation strategies, and consensus functions. Then, the improved link-based approach and the underlying similarity measure is presented in Section 3. Based on benchmark datasets, Section 4 includes the evaluation of the proposed model as compared to the original LCE and other well-known methods. In addition, the application of the improved LCE method to cancer microarray data is reported in Section 5. This paper is concluded in Section 6 with the perspective of future research.
Basis of cluster ensembles
The aim of cluster ensembles is to combine different decisions of various clusterings such that the resulting accuracy superior to those of individual clusterings is obtained and robust across different datasets. Studies on developing cluster ensemble methods have shown that cluster ensembles achieve the benefits beyond what a standard algorithm can provide (Domeniconi and Al-Razgan, 2009; Fred and Jain, 2005; Gionis et al., 2007) . This approach has been successfully used for many application problems, especially the analysis of cancer microarray data (Iam-On et al., 2010; Kim et al., 2009; Monti et al., 2003; Yu et al., 2007) . To set the scene for the methods discussed later, this section presents the basic concepts of cluster ensembles.
Problem formulation
Let X = {x 1, …, x N } be a set of N data points, where each x i ∈ X is represented by a vector of D attribute values, i.e., x i = (x i,1 , …, x i,D ). Also, let Π = {π 1 , …, π M } be a cluster ensemble with M base clusterings, each of which is referred to as an 'ensemble member'. Each base clustering returns a set of clusters
where k g is the number of clusters in the g th clustering.
For each x i ∈ X, C g (x i ) denotes the cluster label in the g th base clustering to which data point x i belongs,
The problem is to find a new partition
where K denotes the number of clusters in the final clustering result, of a data set X that summarises the information from the cluster ensemble Π. The general framework of cluster ensembles is shown in Figure 1 . In essence, solutions achieved from different base clusterings are aggregated to form a final partition. This meta-level method involves two major tasks of: 1 generating a cluster ensemble 2 producing the final partition (normally referred to as a 'consensus function').
Ensemble generation strategies
It has been shown that ensembles are most effective when constructed from a set of predictors whose errors are dissimilar (Kittler et al., 1998) . To a great extent, diversity amongst ensemble members is introduced to enhance the result of an ensemble (Kuncheva and Vetrov, 2006) . Specific to data clustering, several heuristics have been proposed to introduce artificial instabilities in clustering algorithms, hence the diversity within a cluster ensemble.
• Homogeneous ensembles: Base clusterings are created using repeated runs of a single clustering algorithm, with several sets of input parameters. For instance, k-means has often been employed with a random initialisation of cluster centres (Fred and Jain, 2005; Gionis et al., 2007; Iam-On et al., 2008) .
• Different-k: The output of clustering algorithm is dependent on the initial choice of cluster numbers k. To acquire diversity, base clusterings are created using a specific k or randomly selected k from a pre-specified interval.
• Random subspacing/sampling: An ensemble can also be achieved by applying manifold subsets of initial data to base clusterings. In practice, theses can be obtained by projecting data onto different subspaces (Fern and Brodley, 2003) , choosing different subsets of features (Strehl and Ghosh, 2002; Yu et al., 2007) , or using data sampling techniques (Dudoit and Fridyand, 2003; Fischer and Buhmann, 2003 ).
• Heterogeneous ensembles: As an alternative, heterogeneous ensembles may be exploited, where diversity is induced by allowing each base clustering to be generated using different clustering algorithms (Ayad and Kamel, 2003; Hu and Yoo, 2004 ).
• Mixed strategy: In addition to the aforementioned strategies, any combination of them can be applied as well. An example can be found in the study of Strehl and Ghosh (2002) , where several clustering algorithms are used with multiple subspaces of data. Notes: It first applies multiple base clusterings to a dataset X to obtain diverse clustering decisions (π 1 , …, π M ). Then, these solutions are combined to establish the final clustering result (π * ) using a consensus function.
Consensus functions
Having obtained an ensemble, a variety of consensus functions have been developed to create the ultimate data partition. Each consensus function utilises a specific form of information matrix, which summarises the base clustering results. From the cluster ensemble shown in Figure 2 (a), three general types of such ensemble-information matrix can be constructed. Firstly, the 'label-assignment' matrix [e.g., Figure 2 (b)], of size N × M, represents cluster labels that are assigned to each data point by different base clusterings. Secondly, the 'pairwise similarity' matrix [e.g., Figure 2 (c)], of size N × N, summarises co-occurrence statistics amongst data points. Furthermore, the 'binary cluster-association (BA)' matrix [e.g., Figure 2 (d)] provides a cluster-specific view of the original label-assignment matrix. The association degree that a data point belonging to a specific cluster is either 1 or 0. With this background, a large number of different consensus functions found in the literature can be classified to four major categorisations.
• Feature-based approach: It transforms the problem of cluster ensembles to the clustering of categorical data. Each base clustering provides a cluster label as a new feature describing each data point [Figure 2(b) ], which is utilised to formulate the final solution (Boulis and Ostendorf, 2004; Nguyen and Caruana, 2007; Topchy et al., 2005) . For instance, the technique of Boulis and Ostendorf (2004) makes use of linear programming to find a correspondence between the labels of base clusterings and those of the optimal final-clustering. In addition, the aggregation of multiple clustering results has been considered as a maximum likelihood estimation problem, and EM algorithms (Nguyen and Caruana, 2007; Topchy et al., 2004 Topchy et al., , 2005 have been proposed for finding the consensus clustering.
• Direct approach: This is based on relabelling π g and searching for the π * that has the best match with all π g , g = 1, …, M (Fischer and Buhmann, 2003) . The underlying relabel process allows the homogeneous labels to be established from heterogeneous clustering decisions, where each base clustering possesses a unique set of decision labels [see Figure 2 (b)].
• Pairwise similarity approach: It creates a matrix, containing the pairwise similarity among data points [see Figure 2 (c)], to which any similarity-based clustering algorithm (e.g., hierarchical clustering) can be applied (Fred and Jain, 2005 ).
• Graph-based approach: A number of methods following this approach make use of the graph representation to solve the cluster ensemble problem (Fern and Brodley, 2004; Strehl and Ghosh, 2002) . Specific to the consensus methods of Strehl and Ghosh (2002) , a graph representing the similarity amongst data points is created from a pairwise matrix similar to that given in Figure 2 (c). To achieve the final clustering result, this graph is divided into a definite number of approximately equal-sized partitions, using METIS (Karypis and Kumar, 1998) . In addition, the BA matrix shown in Figure 2 (d) has also been used for the generation of a bipartite graph whose vertices represent both data points and clusters. According to Fern and Brodley (2004) , the solution to a cluster ensemble problem is to divide this graph using either METIS or spectral graph partitioning (SPEC; Ng et al., 2001) . 
New link-based method to ensemble clustering
The improved framework of link-based cluster ensembles (LCE) consists of three major steps:
1 creating a cluster ensemble Π 2 aggregating base clustering results, π g ∈ Π, g = 1, …, M, into a meta-level data matrix Θ 3 generating the final data partition π * using the SPEC algorithm.
Creating cluster ensembles
The proposed approach is generic such that it can be coupled with several different ensemble generation methods. As for the present study, the following two types of cluster ensembles are investigated. Following the original work (Iam-On et al., 2010) , the classical k-means is used to form base clusterings, each of which is initialised with a random set of cluster prototypes.
• Fixed-k: Each clustering π g ∈ Π, is created using the data set 
Aggregating base clustering results
Having obtained the cluster ensemble Π, the corresponding base clustering results are aggregated into an information matrix Θ ∈ [0, 1]
N×P
, from which the final data partition π * is generated. Note that P denotes the total number clusters in the ensemble under examination. For each clustering π g ∈ Π and their corresponding clusters 1 , ..., ,
which represents the association degree that the sample x i ∈ X has with each cluster
is estimated as follows:
where * ( ) g i C x is a cluster label to which sample x i has been assigned. In addition, sim(C x , C y ) ∈ [0, 1] denotes the similarity between any two clusters C x , C y ∈ π g , which can be discovered using the link-based algorithm presented next.
WTU algorithm: has been developed to evaluate the similarity between any pair of clusters C x , C y ∈ Π. Note that WTU is based on the uniqueness measure developed as part of the algorithm called 'connected-path', which has been introduced by Boongoen et al. (2010) for the task of alias detection. Given a graph G(V, E) in which objects and their relations are represented with members of the sets of vertices V and edges E, respectively, a uniqueness measure k ij UQ of any two objects i and j (denoted by vertices v i , v j ∈ V) can be approximated from each joint neighbour k (denoted by the vertex v k ∈ V) as follows:
where f ik is the frequency of the link between objects i and k occurring in data, f jk is the frequency of the link between objects j and k, and f mk is the frequency of the link between object k and any object m.
WTU is considered as an extension to the WCT initially proposed with the LCE model. Whilst maintaining the efficiency, it makes use of additional information that is already available within a network. As such, the quality of similarity measure derived by WTU can be higher then that generated by WCT. At the outset of WTU evaluation, the ensemble Π is represented as a weighted graph G = (V, W), where V is the set of vertices each representing a cluster in Π and W is a set of weighted edges between clusters. The weight |w xy | ∈ [0, 1] assigned to the edge w xy ∈ W between C x , C y ∈ V, is estimated as
where L z ⊂ X denotes the set of samples belonging to cluster C z ∈ Π. Note that G is an undirected graph such that |w xy | is equivalent to |w yx |, ∀C x , C y ∈ V. The WTU algorithm is summarised below.
WTU xy , the WTU measure of C x and C y ;
(1)
It is noteworthy that the size of neighbours N k is not a user-defined parameter. This can be different from one cluster to another. Following the estimation of WTU measure, the similarity between clusters C x and C y can be estimated by
where WTU max is the maximum WTU x′y′ value of any two clusters C x′ , C y′ ∈ V and DC ∈ [0, 1] is a constant decay factor (DC) (i.e., confidence level of accepting two non-identical clusters as being similar). With this link-based similarity metric, sim(C x , C y )
It is also reflexive such that sim(C x , C y ) = sim(C y , C x ).
Generating final data partition
Once the matrix Θ is created, the SPEC algorithm (Ng et al., 2001 ) is used to generate the final data partition. This technique was first introduced by Fern and Brodley (2004) as part of the hybrid bipartite graph formation (HBGF) framework. In particular, SPEC is exploited to divide a bipartite graph, which is transformed from the matrix Θ′ ∈ {0, 1} N×P (a crisp variation of Θ), into K clusters. Given this insight, HBGF can be considered as the baseline model of LCE, where a more refined information matrix is exploited to improve the solution accuracy. The process of generating the final data partition π * from Θ is summarised as follows.
Firstly, a weighted bipartite graph G′ = (V′, W′) is constructed from the matrix Θ,
C is a set of vertices representing both samples V X and clusters V C , and W′ denotes a set of weighted edges. The weight | | ij w′ of edge ij w′ connecting vertices v i , v j ∈ V, can be defined by
. Note that G is bidirectional such that |w ij | = |w ji |. In other words, W′ ∈ [0, 1] (N+P)×(N+P) can also be specified as
After that, the K largest eigenvectors u 1 , u 2 , …, u K of W′ are used to produce the matrix 
Performance evaluation
This section presents the performance evaluation of the new link-based approach, using a number of benchmark validity criteria, datasets and compared methods.
Investigated datasets and compared methods
The experimental evaluation is conducted over eight datasets. Table 1 summarises the details of these datasets that are grouped into synthetic and real categories. In addition to the synthetic data collection obtained from the previous studies of cluster ensembles and shown in Figure 3 , four real datasets obtained from the benchmark UCI repository (Asuncion and Newman, 2007) are also employed. A collection of compared methods includes several state-of-the-art cluster ensemble categories: pairwise-similarity based [EAC-SL and EAC-AL of Fred and Jain (2005) ], graph-based [HBGF of Fern and Brodley (2004) , CSPA, HGPA and MCLA of Strehl and Ghosh (2002) ], and feature-based [IVC of Nguyen and Caruana (2007) ]. Details of these algorithms are not provided owing to the limited space. Note that the original link-based method and the improved model will be referred to as LCE and LCE* hereafter. Table 1 Description 
Experimental design
For comparison, as suggested by Fern and Brodley (2004) , Fred and Jain (2005) , and Iam-On et al. (2011), each clustering method divides data points into a partition of K (the number of true classes for each dataset) clusters, which is then evaluated against the corresponding true partition using the evaluation indices of: adjusted rand (AR) index (Rand, 1971 ) and classification accuracy (CA; Nguyen and Caruana, 2007) . Note that, true classes are known for all datasets but are not used by the cluster ensemble process. They are only used to evaluate the quality of the clustering results. Other specific settings of cluster ensembles are listed as follows:
• k-means is used to generate base clusterings, each with a random initialisation of cluster centres. • The DC of 0.9 is used with the link-based similarity algorithms.
• The quality of each cluster ensemble method with respect to a specific ensemble setting is generalised as the average of 50 trials.
Experimental results
Based on the AR measure, Table 2 compares the performance of different cluster ensemble methods over synthetic and real datasets, respectively. These results suggest that LCE* can generally improve the accuracy of the original model, i.e., LCE. Also, its performance is usually better than other cluster ensemble methods examined in this experiment, including HBGF that is its baseline model. Note that EAC-SL is highly accurate for synthetic data which is typically a connected pattern. However, it is not quite effective for the real datasets. This also applies to the graph-based methods of CSPA, HGPA and MCLA. As an example of the feature-based approach, IVC appears to be less accurate than those belonging to the other categories. Similar experimental results with these methods are observed using CA evaluation index.
In order to further evaluate the quality of identified techniques, the number of times that one method is significantly better and worse (of 95% confidence level) than the others are assessed across experimented datasets. Let ( , ) C X i β be the average value of validity index C ∈ {AR, CA} across n runs (n = 50 in this evaluation) for a clustering method i ∈ CM (CM is a set of 9 experimented clustering methods), on a specific experiment setting β ∈ ST (ST is a set of 16 unique combination of two ensemble types and eight datasets). The 95% confidence interval,
[ , ] ,
for the mean ( , ) C X i β of validity criterion C is defined by the followings.
( , ) ( , ) 1.96 ( , ) ( , ) ( , ) 1.96
Note that SC(i, β) is the standard deviation of the validity index C across n runs for a clustering method i and an experiment setting β, and 1.96 is the critical z-score value for a 95% confidence interval (Gosling, 1995) . The number of times that one method i ∈ CM is significantly better than others, B C (i) (in accordance with the validity criterion C), can be estimated by ( )
Likewise, the number of times that one method i ∈ CM is significantly worse than its competitors, W C (i), with respect to the validity index C, is defined as .008) (0.036) (0.032) (0.019) (0.023) (0.032) (0.033) Notes: The two highest scores of each ensemble type are highlighted in italic and corresponding standard deviation values are given in parentheses. Note that 'type' is the ensemble type of fixed-k or random-k, which is denoted shortly by 'F' and 'R', respectively.
Using the aforementioned assessment formalism, Figure 4 summarises for each method i ∈ CM both better B C (i) and worse W C (i) statistics, based on the validity index AR. The results shown in this figure indicate the superior effectiveness of the link-based methods, as compared to other cluster ensemble techniques. This reinforces the aforementioned findings that LCE* can improve the quality of clusterings of the previous LCE counterpart. In addition, MCLA and IVC appear to be the most and the least accurate amongst the compared methods, respectively. Similar trends are observed with the statistics collected from CA index. This is presented in Figure 5 . 
Time complexity analysis
Besides the previous quality assessments, computational time requirements of the link-based methods are discussed here. As reported by Iam-On et al. (2010) for the WCT algorithm, the time complexity of creating the matrix Θ is O(P 2 l + NP), where N is the number of data points, P denotes the number of all clusters in an ensemble Π and l represents the average number of neighbours connecting to one cluster in a link network of clusters. For each entry (corresponding to clusters C x , C y ∈ Π) in the P × P matrix of cluster similarity, WCT searches through l neighbours of C x (or C y ) to identify triples. Following this, the Θ matrix of size N × P is created using the aforementioned similarity matrix. As the extension of WCT, WTU continues searching through l neighbours of each potential triple identified earlier. Hence, the time complexity of WTU is O(P 2 l 2 + NP), which converges to that of WCT.
Parameter analysis
In addition, the parameter analysis is also conducted with the aim to provide a practical means by which users can make the best use of the proposed link-based method. As with LCE, the performance of LCE* is also dependent on the DC value, which is used in estimating the similarity amongst clusters and refining the original BA matrix. Specific to this issue, Figure 6 illustrates such a relationship, based on the average of two validity measures (AR and CA) across all experiment settings. For both link-based cluster ensemble models, high DC values (i.e., 0.7 to 0.9) bring about a data partition of exceptionally good quality, as compared to those generated by other cluster ensemble methods (whose average validity scores are presented as 'others' in Figure 6 ). Another important observation is that the effectiveness of link-based measures decreases as DC becomes smaller. Intuitively, the significance of disclosed memberships becomes trivial when DC is low. Hence, they may be overlooked by a consensus function and the quality of the resulting data partition is not improved. It is also noteworthy that the evaluation scores of LCE* are consistently higher than those of LCE, even when the value of DC is low.
Another important parameter that may determine the quality of a cluster ensemble technique, is the ensemble size (M). Intuitively, the larger an ensemble is, the better the performance becomes. According to Figure 7 in which DC = 0.9, this heuristic is applicable to LCE*, where its validity measures (averages of AR and CA across all experimental settings) gradually incline to the increasing value of M ∈ {10, 20, …, 50}. Furthermore, LCE* performs better than LCE and other competitors (indicated by 'others') with all different ensemble sizes investigated here. 
Application to cancer microarray data analysis
Cancer gene expression data obtained from microarray experiments has inspired several applications, including the identification of differentially expressed genes for molecular studies or drug therapy response and the creation of classification systems for improved cancer diagnosis (Spang, 2003) . Cluster analysis has proven useful for identifying biologically relevant groups of tissue samples and genes. The present research focuses on the former where samples with similar profiles of gene-specific expression values are grouped together. Clinical researchers commonly use simple clustering methods, such as agglomerative hierarchical and k-means to cluster cancer microarray samples, despite the advent of several new techniques that capitalise on the inherent characteristics of gene expression data (noise, high dimensionality) to improve clustering quality (McLachlan et al., 2002) . This is because the use of such methods is difficult for non-expert users (de Souto et al., 2008) . Cluster ensembles have recently become an attractive alternative for microarray data analysis (Kim et al., 2009; Monti et al., 2003; Yu et al., 2007) . In particular, a link-based method (LCE) introduced by Iam-On et al. (2010) has shown to be more effective than the previous cluster ensemble methods adopted for microarray data analysis. This motivates the use of the new link-based model (LCE*) for such an analytic task. In the following sections, the empirical study of LCE* and a set of gene expression data is presented.
Experimental design
The experimental assessment is conducted over six published microarray datasets. Table 3 summarises their details, which can be further consulted in the study of de Souto et al. (2008) . A collection of compared methods includes several state-of-the-art cluster ensemble categories: pairwise-similarity based [MULTI-K of Kim et al. (2009) and CC HC of Monti et al. (2003) ], graph-based [HBGF of Fern and Brodley (2004) , CSPA, HGPA and MCLA of Strehl and Ghosh (2002) and GCC of Yu et al. (2007) ], and feature-based [AGG of Gionis et al. (2007) , IVC of Nguyen and Caruana (2007) , MM of Topchy et al. (2005) , and QMI of Topchy et al. (2005) ]. Details of these algorithms are not provided due to the available space. Note that the original link-based method and the improved model will be referred to as LCE and LCE* hereafter. In addition to the aforementioned ensemble techniques, k-means (KM) and three basic variations of hierarchical clusterings (i.e., SL, CL and AL) are also examined in this empirical study. For comparison, each clustering method divides data points into a partition of K (the number of true classes for each dataset) clusters, which is then evaluated against the corresponding true partition using the evaluation indices of: AR index (Rand, 1971) and CA (Nguyen and Caruana, 2007) . Note that, true classes are known for all datasets but are not used by the cluster ensemble process. They are only used to evaluate the quality of the clustering results. Other specific settings of cluster ensembles are identical listed in Section 4.
Experimental results
Based on the AR measure, Table 4 compares the performance of different cluster ensemble methods and basic clustering algorithms over the investigated datasets. Note that standard deviation values of SL, CL and AL are not presented as they are deterministic technique whose results are indifferent for multiple runs. These results suggest that LCE* can generally improve the accuracy of the original model, i.e., LCE. Also, its performance is usually better than other cluster ensemble methods examined in this experiment. Another important observation is that LCE* always produces a data partition of higher quality than base clusterings, i.e., KM. This does not hold true for some techniques, such as MULTI-K, MM and IVC. Similar experimental results with these methods are observed using CA evaluation index. To further evaluate the quality of identified techniques, the number of times that one method is significantly better and worse (of 95% confidence level) than the others is assessed across datasets. Figure 8 summarises for each method, both better and worse statistics, based on AR validity index. The results shown in this figure indicate the superior effectiveness of LCE*, as compared to LCE and other cluster ensemble techniques. In addition, HGPA and MULTI-K appear to be the most and the least accurate amongst the compared methods, respectively. Similar trends are observed with the statistics collected from CA validity index. See Figure 9 for details. 
Conclusions
This paper has presented the improved model of link-based cluster ensembles, with a new similarity measure being developed such that additional information within a link network is included. This helps to refine the resulting measures, hence the quality of the information matrix. The new method has proven more effective than the original and several other methods found in the literature. Its performance is also robust to parameter settings, which can be useful for less-experienced users. Despite this encouraging result, there are several subjects needed to be further investigated. First, an automated and datadriven setting of DC can provide a more accurate outcome, as compared to a manual configuration. Following the study of Iam-On et al. (2010) , it is interesting observe the performance of this improved framework with the problem of microarray data analysis, with which link-based approach has been successful. Also, new clustering algorithms, e.g., that of Das et al. (2008) , can be used to form a more accurate cluster ensemble.
