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ABSTRACT
Context. We have developed a dual-band (140 and 220 GHz) mm-wave imaging camera based on superconducting kinetic inductance
detector (KID) arrays. Each array contains 132 superconducting resonators whose resonant frequencies are shifted by mm-wave
photons absorption. The read out is achieved with a single electronics chain per band, taking advantage of the intrinsic KID frequency-
domain multiplexability. The arrays are easily scalable and well adapted for future large format focal plane instruments. NIKA
(formerly Néel IRAM KID Array, now New IRAM KID Array) has been specifically designed for the IRAM 30 m telescope at Pico
Veleta, and is one of the first instruments using KIDs to have made measurements of astronomical sources.
Aims. In this Letter we describe the solutions adopted to improve the calibration accuracy and the sensitivity of the instrument, and
we report on the outcome of the 3rd NIKA observing run of October, 2011.
Methods. We use a fast electronic modulation of the readout tone for each KID pixel in order to linearize the instrument calibration,
which we track with measurements of planets. We also adopt a new design of the KIDs, sensitive to both polarizations, to increase the
amount of radiation absorbed and thus the optical eﬃciency of the system.
Results. We measured an average sensitivity on the sky of 21 mJys0.5 per beam at 140 GHz and 140 mJys0.5 at 220 GHz in the best
observing conditions (τ220  0.2) after atmospheric noise decorrelation. The sensitivity at 220 GHz was limited by the atmospheric
attenuation and loading as well as a reduction in the spectral bandwidth due to a misplaced filter. We found the repeatability in the
photometry over the entire observing run to be better than 10% in both bands, thus demonstrating a significant improvement over the
previous runs. We also find good agreement between NIKA measurements of faint astronomical sources and previous measurements
of the same sources.
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1. Introduction
Kinetic inductance detectors (KIDs) are superconducting res-
onators usually fabricated from thin metal films that change their
electromagnetic properties in response to incoming radiation.
KIDs represent an alternative detector technology to bolome-
ters for future mm and sub-mm large format array instruments.
In a bolometer, the incoming optical power is first converted
into thermal phonons (heat) in a thermally isolated absorber and
the resulting temperature change is measured by a suitable ther-
mometer (Richards 2006). In a KID, on the other hand, incom-
ing photons absorbed by the superconducting film alter the ratio
of paired to unpaired charge carriers. This modifies the surface
impedance of the superconducting strip which can be parame-
terized by a complex conductance with an inductive and a resis-
tive component. The change in the so-called kinetic inductance
together with the change in residual resistive losses in the su-
perconductor modifies the resonant frequency and quality factor
of the KID. A crucial point in favour of KIDs for large format
arrays is that they are intrisically suited for frequency domain
multiplexing, since the low resistive loss of the superconducting
films leads to high resonator quality factors, Qres, and therefore
high multiplexing ratios (Day et al. 2003).
The New IRAM KID Array (NIKA) is a dual-band imag-
ing camera operating at frequencies of 140 and 220 GHz with
132 KID pixels per band. In the first two observing runs at
the IRAM 30 m telescope NIKA demonstrated sensitivities
within a factor two of state-of-the-art instruments based on
well-established bolometers technology (Monfardini et al. 2010,
2011). However, in these runs NIKA was not able to measure
the brightness of sources with good repeatability from pixel to
pixel due to the large changes in responsivity of the KIDs un-
der changes in optical loading. In the next section we describe
an innovative modulated readout scheme which enables the opti-
cal power absorbed by a KID to be continuously monitored and
leads to a large improvement in the consistency of the photomet-
ric calibration. In Sect. 3 we present the new dual-polarization
KID design adopted. In Sect. 4, we show results obtained during
the third NIKA observing run (October, 2011). Variable weather
during the run allowed us to test the performance of the KIDs in
a broad range of conditions.
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2. Modulated readout for kinetic inductance
detectors
The resonant frequency, f0, of a KID is determined by the geom-
etry of the resonator and the surface impedance of the supercon-
ducting film. In NIKA the KID resonant frequencies are from
1−1.5 GHz. Because the surface impedance is sensitive to vari-
ations in the density of superconducting carriers, photons with
high enough energy to break apart superconducting Cooper pairs
will induce a shift in the resonant frequency. For thin films, the
relationship between the shift, δ f0, of the resonant frequency and
the incoming optical power, Popt, is linear for small variations in
Popt (Swenson et al. 2010).
Each KID is weakly coupled to a nearby microwave trans-
mission line which carries a readout tone signal close to the res-
onant frequency of every detector in an array. The amplitude and
phase of each transmitted and reflected signal is aﬀected by the
corresponding KID. Near resonance the ratio of the transmitted
signal to the input signal is given by:
S 21( f ) = 1 − QresQc
1
1 + 2i Qres( f − f0)/ f0 (1)
where Qc is the coupling quality factor (Zmuidzinas 2012). It is
possible to reconstruct the changes in S 21(t), and thus in f0(t),
by monitoring the time-varying in-phase (I(t)) and in quadrature
(Q(t)) components of the transmitted signal corresponding to a
given input tone signal sent into the cryostat, as I and Q are
directly related to the real and imaginary components of S 21.
The multiplexing electronics used for the KID readout is de-
scribed in Bourrion et al. (2011), and is based around an FPGA
which synthesizes a bias signal containing a set of tone frequen-
cies in the range of 0−250 MHz that are used to excite each of
the resonators in an array. These tones are up and down con-
verted by mixing them with a local oscillator carrier signal (LO)
of frequency fLO ( fLO = 1.312 GHz in our setup).
One of the challenges of operating a KID compared to a de-
vice with a dissipative readout like a bolometer is converting the
observed (I(t), Q(t)) values to an absorbed optical power or shift
in resonant frequency as a function of time, δ f0(t) ∝ δPopt(t).
In the previous NIKA observing runs this was accomplished by
making a frequency sweep before starting a scan, roughly every
few minutes. For each detector it was then possible to determine
the center of the resonance circle and the phase φ( f ) of a point
in the (I,Q) plane as a function of frequency. Assuming that the
change in phase for a shift in the resonant frequency is linear for
small variations of φ this can be used to estimate δ f0 = δφdφ/d f . If
a resonance is not perfectly symmetric then the factor, dφd f is not
constant for fairly small changes in Popt. In principle this can be
corrected using the details of the shape of each resonant feature.
However, in practice, this approach led to poor photometric
reproducibility of approximately 30%.
To address this problem we have developed a system to con-
stantly monitor the rate of change of the signal,
(
dI
d f ,
dQ
d f
)
using a
known frequency shift, that we artificially create by modulating
the frequency of the LO by a fixed quantity, δ fLO (δ fLO = 2 kHz
in our case). The LO frequency is modulated synchronously to
the FPGA data acquisition rate at about 1 kHz, so that the values
of (I,Q) sampled by the FPGA correspond to frequencies alter-
nating between f i+ = f i0 + δ fLO/2 and at f i− = f i0 − δ fLO/2. The
time ordered data values (I(t),Q(t))i from detector i are given by:
(I(t),Q(t))i =
(
I( f i+) + I( f i−)
2
,
Q( f i+) + Q( f i−)
2
)
(2)
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Fig. 1. Typical KID resonance circle in raw A/D units at the input of the
FPGA. The line (red online) represents the (I, Q) data of the frequency
sweep around the resonance, and the arrows are the
(
dI
d f ,
dQ
d f
)
measured
for a 2 kHz modulation of the LO. The largest arrow corresponds to the
frequency where the amplitude of the
(
dI
d f ,
dQ
d f
)
vector is the largest: this
is the frequency used to read out the detector.
and the corresponding diﬀerential values are:(
dI
d f (t),
dQ
d f (t)
)
i
=
(
I( f i+) − I( f i−)
δ fLO ,
Q( f i+) − Q( f i−)
δ fLO
)
· (3)
A preliminary sweep around the resonance, such as the one in
Fig. 1, is still necessary in order to correctly place the excita-
tion tones, but is not required for calibration. During a scan, the
value of δ f0 for each pixel, i, is obtained comparing the diﬀer-
ence (ΔI(t),ΔQ(t))i between successive (I(t),Q(t))i points with
the gradient
(
dI
d f (t), dQd f (t)
)
i
used as a reference. This is achieved
by projecting (ΔI(t),ΔQ(t))i along the gradient itself.
The total frequency shift of a resonator between times t1
and t2 is Δ f0(t2 − t1) which is proportional to the diﬀerence in
the absorbed power ΔP(t2 − t1) and is given by the integral of
δ f0(t) from t1 to t2. Using this scheme, as the observing condi-
tions vary, the coeﬃcient linking (ΔI, ΔQ) to δ f0 is automati-
cally updated, making the measurements much less sensitive to
background fluctuations.
This method of determining absorbed optical power in a KID
is simple and convenient but still aﬀected by some systematic
uncertainty. Indeed, the instantaneous diﬀerential value
(
dI
d f ,
dQ
d f
)
is calculated by modulating the LO frequency, and is therefore
tangent to the (I,Q) circle for a fixed background optical power
(see Fig. 1). On the other hand, the actual variation (ΔI, ΔQ)
occurs for a fixed excitation frequency and is due to a diﬀerence
in the optical power, which includes a change in the (I,Q) circle
radius. This is physically related to the fact that an increase in the
quasiparticle density leads to a larger kinetic inductance value
as well as more loss in the superconductor. The observed (I,Q)
trajectory is therefore not exactly parallel to the direction given
by
(
dI
d f ,
dQ
d f
)
, but typically diﬀerent by less than 10◦, so that the
estimated error introduced by the projection method is less than
2% for faint sources.
For bright sources such as Mars the change in optical load
can shift the resonances far from their excitation frequency, and
lead to distortions in the (I,Q) plane. To address this we assume
a polynomial relationship between the (I,Q) point and the fre-
quency f of the form
f (I,Q) =
∑
i+ j≤ n
ai jIiQ j. (4)
From this formula, it is possible to evaluate the expected vari-
ation of (I,Q) for a known variation of f , and then to fit the
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ai j coeﬃcients so as to make the theoretical values and the ob-
served
(
dI
d f ,
dQ
d f
)
values match over a scan. Once the ai j are deter-
mined by matrix inversion this method yields a relation between
the observed (I,Q) values and the resonant frequency of each
pixel. For n = 3, the value of Δ f0(t2 − t1) given by the projection
method and the one found using the polynomial approach is al-
most identical in all but the extreme situations (i.e. very strong
sources). In this case Δ f0 can be calculated only after the end
of the scan, and we find consistently higher values of absorbed
power with the polynomial fit than with the simple projection.
3. Dual-polarization detectors design
A lumped element KID (Doyle et al. 2008) is a planar resonator
which consists of an interdigital capacitor and a meandering in-
ductor shaped to directly absorb the incoming radiation. The
classical design (Monfardini et al. 2010) is only sensitive to ra-
diation polarized parallel to the main lines of the inductor. For
a purely imaging experiment, like NIKA, this results in reduced
overall quantum eﬃciency. We therefore adopted a new design,
in which the inductance is based on a Hilbert curve of 3rd or-
der (Roesch et al. 2012). This fractal pattern can absorb both
polarizations. To take full advantage of the new design, we re-
placed the grid polarizer splitter used in previous runs with a
45◦ dichroic. This allows to eﬀectively double the optical eﬃ-
ciency of the 140 GHz band, which is now around 30%. The
improvement was lower at 220 GHz as a consequence of a mis-
placed filter in the optical chain. The filters used had an eﬀective
transmission band of 200−240 GHz, whereas the atmospheric
window of interest is 200−280 GHz. For a thermal continuum
spectrum, that translates in a loss of over 50% of the available
optical power, without aﬀecting the performances of the readout
chain, which is the main noise source. The resulting sensitivity is
thus degraded by more than a factor two. The noise spectrum of
the detectors, after sky-noise subtraction, is relatively flat down
to 0.1 Hz in good weather conditions.
We adopted the same geometry for both arrays, each con-
sisting of 132 pixels with a pitch of 2.3 mm, giving an eﬀec-
tive focal plane sampling of approximately 0.75Fλ at 140 GHz
and 1.25Fλ at 220 GHz. Out of the 132 pixels, we found
103 (116) valid resonances for the 140 GHz (220 GHz) band.
Taking out the 12 (12) overlapping resonances and the 24 (15)
showing instable or doubtful behaviour, we have a total of
67 (89) valid pixels, in the two bands.
4. Results
To show the eﬀectiveness of the improved calibration technique
we present results from a small set of primary and secondary
calibrators. For this analysis we rely on the polynomial fitting
approach to estimate the observed frequency shift.
As a primary calibrator we use Mars, assumed to be a
202 K blackbody source which during the run had a diameter
of 5.6 arcsec. To span the whole array, the typical map size is
about 6 arcmin wide. The point-source flux is then obtained with
a fixed-width Gaussian fitting technique with a full width at half
maximum of 18 arcsec (16 arcsec) for the 140 GHz (220 GHz)
channels respectively. To be able to compare results from diﬀer-
ent maps, we used the same approach to reduce the data on other
sources like Uranus, Neptune and the Galactic source MWC349,
used as secondary calibrators. We first use a map of Mars to
extract the response of each KID to a known source (primary
calibrator). This gives us a Hz/Jy conversion factor per detec-
tor. Then we make a map of a secondary calibrator, and measure
Fig. 2. Histogram of the normalized signals observed on Uranus with
the arrays at 140 GHz (full line) and 220 GHz (dashed line).
the flux we observe on each KID using the conversion factor we
found. The dispersion of the fluxes from pixel to pixel around
the mean value gives us a measure of the repeatability of the
calibration.
Figure 2 shows the normalized distribution of calibrated flux
for all of the useful KIDs of the two channels from one observa-
tion of Uranus. The dispersion among the valid detectors around
the mean value is 7% (9%) for the 140 GHz (220 GHz) channels.
While the signal-to-noise ratio of each measurement by individ-
ual pixels is much larger than 100, some of the dispersion in a
single measurement can be attributed to variations in sky opac-
ity during a scan, variations in the baseline due to filtering or
common mode subtraction of sky noise, and variations in the
beam shapes due to focus or pointing errors. Overall, we find
a good consistency between the flux measured by the valid de-
tectors, especially if we consider that the observations of Mars
and Uranus were performed 10 h apart, that the background was
diﬀerent, and that we retuned the excitation tones many times
between the two maps. Similar results have been obtained with
all the secondary calibrators used. The repeatability of the pho-
tometry achieved with the new method allows now, for the first
time, deeper integrations.
We correct for the attenuation of the astronomical sources
due to non-zero atmospheric opacity, τ, by correlating this with
the average resonant frequencies of the detectors. As the atmo-
sphere becomes more opaque, its emission also increases leading
to an increase in the background load and lowering the resonant
frequencies of the KIDs. It is therefore possible to find a func-
tion τ(〈 f i0〉) by relating the average resonance position 〈 f i0〉 to the
external measurement of τ read by a tipping 225 GHz taumeter.
Through this function we are able to extrapolate the atmospheric
opacity during a scan with an uncertainty of <10%.
We compare the flux measured by NIKA from 8 bright mil-
limetre quasars with that obtained by the Plateau de Bure inter-
ferometer. The 140 GHz NIKA fluxes are on average 93% the
PdB fluxes, within the 10% absolute uncertainty of PdB data.
To estimate the sensitivity of our arrays we also observed
several faint point sources. Here we show the measurements of
4C05.19 (MG J0414+0534) and APM08279+5255. The data are
binned in sky coordinates after a sky-noise decorrelation proce-
dure based on a common-mode linear subtraction.
4C05.19 is a gravitationally lensed quasar at a redshift of
2.64. We made 7 consecutive on-the-fly maps of the source
during a ∼1500 s observation with a zenith opacity of 0.09
at 140 GHz. Because the size of the scan was larger than the
array size, the on-source integration time was approximately
700 s. From the 140 GHz map in Fig. 3 we measure a flux of
27.1 ± 1.4 mJy. This value is consistent with the measurements
at longer and shorter wavelengths reported in literature (Fig. 4).
At 220 GHz we get a marginal detection with a flux of 23±9 mJy.
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Fig. 3. Map of quasar 4C05.19 at 140 GHz. The data have been
smoothed with a 5 arcsec Gaussian filter.
Fig. 4. (sub)mm spectrum of the quasar 4C05.19. The black circle is the
value obtained here in the third NIKA run, whereas other data are taken
from Barvainis & Ivison (2002) and Kellermann & Pauliny-Toth (1973).
Absolute photometric uncertainties have not been included. The spec-
tral energy distribution fit includes a power-law synchrotron component
(dotted line) and a contribution from dust emission (dashed line).
APM08279+5255 is another gravitationally lensed quasar at
a redshift of 3.91. Its spectral energy distribution is shown in
Fig. 5. The measured 140 GHz flux of 6.6 ± 1.3 mJy was ob-
tained in a 3000 s observation with a zenith opacity of 0.11 at
140 GHz and an on-source integration time of 1000 s. The flux
of 17 ± 7 mJy observed at 220 GHz is less precise compared to
previous measurements. As in the case of 4C05.19, however, it
is compatible with literature data.
Accounting for the eﬀective time spent by all detectors on
the source, the noise equivalent flux density (NEFD) measured
in several blank sky observations averaged over the array is
21 mJy s0.5 per beam at 140 GHz and 140 mJy s0.5 per beam at
220 GHz. These figures have been obtained in the best opacity
conditions experienced during the run (τ220 = 0.2, stable atmo-
sphere). On the other hand, the observations presented previ-
ously have been carried out in average weather. This explains the
reduced eﬀective sensitivity, in particular for the 220 GHz band,
more aﬀected by the atmospheric absorption and sky noise.
5. Conclusions and perspectives
We have developed a modulated readout scheme that allows con-
tinuous simultaneous tracking of multiple KID resonant frequen-
cies which change proportionally to the absorbed optical power.
With this readout, we demonstrate photometric reproducibility
Fig. 5. (sub)mm spectrum of the quasar APM08279+5255. The black
circle is the value obtained here in the third NIKA run, whereas other
data are taken from Beelen et al. (2006), Garcia-Burillo et al. (2006),
Wagg et al. (2006), Krips et al. (2007) and Riechers et al. (2009). The
spectral energy distribution model by Beelen et al. (2006) is shown as
the black line. It includes a dust component (dashed line) and a syn-
chrotron component (dotted line).
with the NIKA instrument of around 7% and 9% for the 140 GHz
and 220 GHz channel respectively. A first attempt at using to-
tal power as a measurement of opacity gives an absolute photo-
metric accuracy of about 10%. To further reduce the systematic
uncertainty to the level of 2% required by the next generation
instruments an additional internal optical calibrator is being de-
signed for the larger field-of-view (6.5 arcmin) NIKA2 camera.
In addition, we demonstrate an improved sensitivity of the
KID arrays: a conservative estimate of the NEFDs is 21 mJy s0.5
per beam at 140 GHz and 140 mJy s0.5 per beam at 220 GHz. A
misplaced filter and poor weather conditions partially explain the
220 GHz figure. Laboratory measurements on newly designed
220 GHz arrays have shown highly encouraging results.
NIKA is now permanently installed at the Pico Veleta tele-
scope, and will remain on site until 2014, when it will be re-
placed by the new NIKA2 kilopixel instrument.
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