Dedicated to the memory of V.A. Rokhlin Abstract. We characterise ergodicity of p-adic multiplication on the units of Z p where p is an odd prime. We do the same for the subgroup of units of Z p ( √ D) of norm ± 1, when D is not a square in Z p . These results are then applied to give a complete description of the distribution mod p k of the Fibonacci numbers.
Introduction
The main direction of research into the distribution mod p k of linear recurrence sequences seems to lean toward problems associated with uniform distribution (see for instance [Nie, KS, KN, Bum, Nat, Nar, Tur, Ve] ). Enquiries into other distributions have not, so far, received the same attention. The purpose of this paper is to consider this more general question in the concrete setting of the Fibonacci sequence. (In this case one has uniform distribution mod p k only when p = 5.) By restricting ourselves to this special case we are able to give a complete characterisation of the asymptotic distribution mod p k , for all k > 0, where p is an odd prime. However, we feel confident that our methods, involving the elementary ergodic theory of p-adic multiplication, will prove to be of use to more general linear recurrence sequences and we expect to return to this question elsewhere.
For an odd prime p we consider the multiplicative group U of units of the ring Z p of p-adic integers. For each λ ∈ U , the map T λ : U → U given by T λ (x) = λx is the restriction of an automorphism of Z p and as such preserves Haar measure. The following characterises the ergodicity of T λ . Theorem 1. Let 1 = λ ∈ U then T λ : U → U is ergodic if and only if λ is a primitive root mod p and λ p−1 ≡ 1 (mod p 2 ). Moreover, all such transformations are isomorphic.
This is an immediate consequence of the following result which gives a complete description of the ergodic decompositions of all maps T λ , λ = 1.
Theorem 2. If λ has order m mod p (m | p − 1) and λ m = 1 + µp k where µ is a unit then T λ has p k−1 (p − 1)/m ergodic components. The restriction of T λ to these components are all isomorphic to the map of (Z/mZ) × Z p defined by (i, x) → (i + 1 mod m, x + 1).
We take Z p to be the ring of sums x = ∞ n=0 x n p n (x n = 0, 1, · · · , p − 1) whose convergence is assured with respect to the p-adic metric. This metric gives the infinite direct product topology on {0, 1, · · · , p − 1} + which is compact and zero dimensional.
(An element is close to zero when it is divisible by p N for N large.) The units (invertible elements) of Z p consist of those x ∈ Z p with x 0 = 0, i.e. U = {x : p | x}. Since one can write Z p = ∪ ∞ n=0 p n U ∪ {0}, once we have the ergodic decomposition structure of T λ : U → U we have it for T λ : Z p → Z p . (The structure is copied on each p n U .) If D ∈ U is not a square 
Along with the maps T λ : U → U we shall consider the maps T λ :
. The cardinality of U ( √ D) mod p is clearly p 2 −1, whereas the order of U 0 ( √ D) mod p is 2(p + 1). To see this we note that each element of F × p is the mod p norm of some element of U ( √ D) and it is not difficult to see there is a one-one correspondence
For this reason each of these sets has cardinality (p 2 −1)/(p−1) = p+1, and therefore
mod p is a subgroup of the multiplicative group of a finite field we see that
if and only if λ is primitive mod p (i.e. 2(p + 1) is the least positive integer k for which
There is a corresponding analogue of Theorem 2 in the sense that there are finitely many T λ ergodic components for arbitrary λ ∈ U 0 ( √ D). These components can be completely described in terms of the order m of λ (which must divide 2(p + 1)) and the largest k for which λ m = 1 mod p k . Since the proof follows the same lines as Theorems 2 and 3 we shall omit a precise statement and demonstration.
In Section 3 we specialise to the case D = 5 in order to study the Fibonacci sequence mod p k where p = 2, 5 is prime. (But see our remarks for the case p = 5.) Defining N(z) = 1 or −1 according to whether z is a square or not (in U or U 0 ( √ 5)) we let f be the function f :
The Jacobian J of this function measures the expansion or contraction of f with respect to Haar measures (J :
, and we define j(y) = J (z)
when f(z) = y so that j : Z p → R + . In addition we define the counting function i : Z p → {0, 1, 2, 3, 4} where i(y) = Card f −1 (y). With these definitions we have Theorem 4. The density of the distribution of the Fibonacci sequence in Z p is, up to multiplicative constant, k(y) = i(y)j(y).
The function k, which is locally constant except at points y (at most 4) where 5y 2 + 4N(z) = 0 (f(z) = y) is completely determined in Sections 4-7, together with the required normalisation constant k dµ where µ is Haar measure on Z p .
The theorem will be proved under the assumption that
) is ergodic where β = (1 + √ 5)/2, although this restriction is not necessary since, as we shall see, U (U 0 ( √ 5)) always decomposes into a finite number of closedopen ergodic sets which can be completely described in terms of number theoretic properties of β.
Ergodicity for multiplications of the units of Z p
For each n ∈ N define the subgroup U n = 1 + p n Z p of U , so that
. It is clear that U /U 1 is isomorphic to the multiplicative group of Z/pZ (or equivalently the additive group of Z/(p − 1)Z). Using the fact that each element of U 1 has a (p − 1)th root (see later) it follows that there is a subgroup V of U such that U = V × U 1 where V is isomorphic to Z/(p − 1)Z (moreover V is uniquely defined). To see this we choose x in a coset of U 1 which cyclically generates U /U 1 and let x p−1 = y ∈ U 1 . As remarked above there exists z ∈ U 1 such that z p−1 = y. Hence xz −1 generates a cyclic subgroup V of U of order p − 1 and it is clear that U = V · U 1 . (If V is another subgroup with the same property and v ∈ V , v ∈ V belong to the same generating coset then v v −1 ∈ U 1 which implies v = v since U 1 is torsion-free.) A convenient isomorphism of V to the multiplicative group of Z/pZ is given by x → x 0 .
Corollary 5. The subgroup U 2 ⊆ U of square elements decomposes U into two cosets
Proof. We write U = V · U 1 . Since V is cyclic of even order, the squares of V form a subgroup of index 2. The fact that U 1 consists of squares completes the proof.
Corollary 5 enables us to define the Legendre symbol N(x) = x p = 1 or −1 according to whether x is a square or not.
Lemma 6. The groups U 1 , Z p are isomorphic via a map φ, say, which maps U k onto
These maps form a consistent sequence of isomorphisms. (Each is a homomorphism between two groups of the same order.) It therefore suffices to note that the map sending Z to U 1 given by m → (1 + p) m is uniformly continuous since Z is dense in Z p . This is a simple exercise and it follows that U 1 is isomorphic to Z p . The proof that this map restricts to an isomorphism between U k and p k−1 Z p is essentially the same.
Remark. This justifies our earlier assertion that each element of U 1 has a (p − 1)th root since Z p is divisible by any natural number which is not a multiple of p.
As we have seen U = V · U 1 so we can write λ ∈ U as λ = λ V · λ 1 where λ V ∈ V and λ 1 ∈ U 1 .
which is only possible if n = k since none of µ, m, ν is divisible by p.
With φ defined as in Lemma 6 we have the commutative diagram
Lemma 8. If α, β ∈ p n−1 Z p \ p n Z p then S α and S β are isomorphic. In fact they are both isomorphic to
Proof of Theorem 2. Let λ ∈ U have order m mod p (m | p − 1) and suppose λ m = 1+ µp k where p | µ. Then λ = λ V · λ 1 and the map x → λ V x on V is isomorphic to the translation i → i + (p − 1)/m mod p − 1 on Z/(p − 1)Z or, equivalently, to (p − 1)/m copies of the translation i → i + 1 on Z/mZ. On the other hand λ 1 ∈ U k \ U k+1 by Lemma 7. Hence by Lemma 8 T λ 1 : U 1 → U 1 is isomorphic to the translation
/m copies of the standard map for m. Finally we note that the standard map is ergodic. This follows from the fact that each factor is ergodic and the m-th power x → x + m of x → x + 1 is ergodic on Z p .
The units of
is the field consisting of elements of the form a + √ D b where a, b ∈ F p , with addition and multiplication mod p.
is p 2 and the order of
Lemma 9. There is a unique finite cyclic subgroup
which is equivalent to
We have w p 2 −1 = 1 + λp n so we require
i.e. λ + (p 2 − 1)z n = 0 mod p, which uniquely defines z n .
Proof. By the previous Lemma, for
Proof. We need to show that every k = 1, · · · , p − 1 is a value of x 2 − D y 2 = k mod p. If k is a square this is obvious (put y = 0 and x = √ k). There are (p + 1)/2 quadratic residues including 0 which we denote by R, and there are (p − 1)/2 non quadratic residues which we denote by N. Note that N + D mod p must intersect R (since otherwise we would have N = N + D mod p which is impossible). Hence if z ∈ R ∩ (N + D mod p) then z = x 2 = ν + D where ν is not a quadratic residue (i.e. x 2 − D y 2 = ν with y = 1), so the image of N contains a non quadratic residue, therefore the image is
Since U 1 is torsion-free we get N(w) = 1 and N(c) = ± 1.
and therefore p n−1 | m.
is ergodic if and only if both maps (multiplication by λ 0 on U
) are ergodic (the latter means that c 0 has order 2(p + 1)).
For the multiplication by λ 0 on U 0 1 ( √ D) to be ergodic we need that λ 0 = 1+zp with z ∈ U as we have seen, and this is equivalent to λ 2(p+1) 0 = 1 + 2(p + 1)zp mod p 2 = 1 mod p 2 . Therefore T λ is ergodic if and only if λ has order 2(p + 1) mod p but λ 2(p+1) = 1 mod p 2 .
The Fibonacci sequence
From here on we consider the special case D = 5. This allows us to consider the Fibonacci sequence {u n } (u n+1 = u n + u n−1 , u 0 = 0, u 1 = 1). One easily sees that we can write
(β 2 = β + 1). Defining T β : U → U when 5 is a square and
when 5 is not a square, we see that
We shall assume that T β : U → U is ergodic when 5 is a square and
is ergodic when 5 is not a square. To unify our presentation we denote by X the space (group) on which T β acts. Since T = T β is an ergodic translation of a compact abelian group we have
, where m is the normalised Haar measure on X (cf. [Wat] ). From this it follows that for each closed-open set Y ⊆ Z p we have
, which we proceed to examine. In fact we shall determine its density function. To do this we shall find the Jacobian (or positive Radon-Nikodym derivative) of the map f and we shall calculate the number of f-inverse images of each point in Z p .
The Jacobian
Let µ, m, m 0 be the normalised Haar measures on Z p , U and
where
). This follows from the essential uniqueness of Haar measures.
Proposition 15. For both cases
Proof. The proof for both cases is virtually the same. We shall give the proof for
, it suffices to show that, for n sufficiently large (depending only on k), we have:
Note that if w is small enough (i.e. divisible by a high power of p) and z + w ∈ U 0 ( √ 5) then N(z + w) = N(z). Therefore, in this case,
Hence, to prove (i) we set w = νp n and notice that f(z + w) − f(z) is divisible by p n+k .
For (ii) we need to show there exists a solution w of the form νp n (ν ∈ Z p ( √ 5)) to the equation
However, if such a solution w exists, it must be divisible by p n since λp k + zw is exactly divisible by p k for large enough n. Writing w = νp n in (3) gives
and so
The discriminant of this quadratic equation is given by
. Since ∆ has a square root of the form λ + ξ 2λ
for some c ∈ Z p ( √ 5), we see that
is the unique solution of (4).
With j : Z p → R + defined as j(y) = J (z) −1 when f(z) = y, and j(y) = 0 when y is not in the range of f, we have Proposition 16. If y is in the range of f and f(z) = y (z ∈ U or U 0 ( √ 5)) then 5y 2 + 4N(z) is necessarily a square and
Adding 4N(z) we obtain
from which we derive
where z, λ are units. By Proposition 15 we conclude that j(y) = p k .
Inverse images when 5 is a square
We write i(y) = i + (y) + i − (y) where i + (y) (resp. i − (y)) is the number of square (resp. non-square) solutions of
Equivalently, i + (y) is the number of squares of the form ( √ 5 y± 5y 2 + 4)/2 and i − (y) is the number of non-squares of the form ( √ 5 y± 5y 2 − 4)/2. When 5y 2 0 +4 = 0 mod p (resp. 5y Proof. This merely depends on the products √ 5 y + 5y 2 + 4 2 √ 5 y − 5y 2 + 4 2 = −1 and √ 5 y + 5y 2 − 4 2 √ 5 y − 5y 2 − 4 2 = 1 , and whether these are squares or not. For i + we look for squares, whereas for i − we look for non-squares.
The above proposition allows us to compute i + , i − for the cases where 5y 2 0 ± 4 = 0 mod p. In the remaining cases the procedure is more involved.
When 5y 2 0 + 4 = 0 mod p we have 5y
This is not a square if k is odd. If k is even 5y
2 + 4 is a square or not according to whether λ 0 is square or not mod p. Of course there will be (p − 1)/2 λ 0 's for which λ 0 is a square and (p − 1)/2 λ 0 's for which λ 0 is not a square. When λ 0 is a square i + (y) = 2 or 0 depending on whether ( √ 5 y ± 5y 2 + 4)/2 are both squares or not, and when λ 0 is not a square i + (y) = 0. Similar remarks apply to the case where 5y 
Proof. (a) For i + (y) = 0 we must have 5y
2 +4 is a square, in which case 5y
to be a square it is necessary and sufficient that (−1) 1/2 exist and be a square, i.e. −1 should be a fourth power.
(b) For i − (y) = 0 we must have 5y 2 − 4 is a square, in which case 5y
which is a square if and only if √ 5y 0 /2 (= ±1) is a square mod p. When this is a square then ( √ 5 y − 5y 2 − 4)/2 is also a square, so that i − (y) = 0. When it is not a square then ( √ 5 y − 5y 2 − 4)/2 is not a square and i − (y) = 2.
Example. Let p be 11. Then 5 is a square and −1 is not a square in Z p . Consider the following table where numbers are written mod 11 and boxed numbers are non-zero squares. For y 0 = 5 or 6 we have i + (y) = 0 and to evaluate i − (y) we have to consider all the cases when 5y 2 − 4 = λ 2 p 2k where λ ∈ U and k ≥ 1, since when y does not satisfy this equation i − (y) = 0. When y 0 = 5 and y satisfy such an equation, i − (y) is the number of non-squares of the form ( √ 5 5 ± λp k )/2 = 10 mod p, i.e. i − (y) = 2. If y 0 = 6 then since ( √ 5 6 ± λp k )/2 = 12 mod p = 1 mod p is always a square we have i − (y) = 0.
Inverse images when 5 is not a square
In many ways this is simpler than the last case and we can even give a formula for i(y). Again let i(y) = i + (y) + i − (y), where i + (y) is the number of inverse images, under f, which are square and i − (y) is the number of inverse images which are not square. Since N ( √ 5 y ± 5y 2 + 4)/2 = 1 (when 5y 2 + 4 is a square) we have i + (y) = N(5y 2 +4)+1 (i.e. 2 when 5y 2 +4 is a square and 0 otherwise). Similarly, since N ( √ 5 y ± 5y 2 − 4)/2 = −1, i − (y) = N(5y 2 − 4) + 1. Again it is clear that i + (y) and i − (y) depend only on y 0 when, respectively, 5y 2 0 + 4 = 0 mod p, 5y 2 0 − 4 = 0 mod p. We should therefore examine the alternatives.
If 5y 2 + 4 = 0 mod p then 5y
if it is to be square, in which case i + (y) = 2 and i + (y) = 0 otherwise. Similarly, when 5y 2 − 4 = 0 mod p i − (y) = 2 or i − (y) = 0 according to whether 5y Note. Each of ( √ 5 y ± 5y 2 + 4)/2 is a square with product −1. This is no contradiction since −1 is always a square in U 0 ( √ 5) by virtue of V 0 ( √ 5) having order 2(p + 1) which is divisible by 4.
Example. Let p be 13. Then 5 is not a square in Z p and 5y 2 0 ± 4 is never 0 mod p. Consider the following table where numbers are written mod 13 and boxed numbers are non-zero squares. 0 5 7 6 2 8 11 11 8 2 6 7 5 5y 2 0 + 4 4 9 11 10 6 12 2 2 12 6 10 11 9 5y 2 0 − 4 9 1 3 2 11 4 7 7 4 11 2 3 1
We deduce immediately that the values of i(y) are given by the next table. 
The normalising constant
Since we now have algorithms for computing i − , i + , j, it remains to evaluate k dµ the normalising constant, in order to specify the density function for the p-adic distribution of the Fibonacci sequence.
However, this is easily done when 5 is not a square in Z p using the above. In fact, if {a 0 } = {y : y = a 0 mod p} and 5a 2 0 − 4 = 0 mod p then
In the above we make the convention that 0 p = 0. Thus
In the same way we have
and consequently
When 5 is a square in Z p a similar expression holds, however the functions i + , i − do not only depend on the Legendre symbol of 5y 
we note that c 0 is either 0 or 2 according to whether t + 0 (a 0 ) is a square or not, and then
Again in the above we make the convention that 0 p = 0. Thus we obtain
In the case when {a 0 } = {y : y = a 0 mod p} and 5a 2 0 + 4 = 0 mod p we use part (a) of Theorem 18 and defining
we note that c 0 is either 0 or 2 depending on whether −1 is a fourth power or not. A similar computation as above shows that
Therefore if I denotes the set {a 0 ∈ F p : 5a 2 0 + 4 = 0 mod p}, collecting all the terms we finally obtain
The case p = 5
Here we should note that Z 5 ( √ 5) = Z 5 + √ 5 Z 5 has for units the numbers of the form a + b √ 5 where a ∈ U and b ∈ Z 5 , for then (a + b
2 ), the denominator being a unit of Z 5 . The units mod 5 total 20 = p(p − 1) unlike the cases we have dealt so far. Moreover, it is not true that each of the elements of U ( √ 5) mod 5 can be extended to an element of U ( √ 5) of order 20. (However, an element of U ( √ 5) mod 5 of order 4 can always be extended to an element of U ( √ 5) of order 4.) An important consequence is that the subgroup U 1 (
does not have a direct complement. Nevertheless the essentials of Section 2 still apply. In particular one can verify that β = (1 + √ 5)/2 satisfies β 20 ≡ 1 mod 25 and β has order 20 mod 5. The argument we have used remains valid and multiplication by β on U 0 ( √ 5) = {x + √ 5 y ∈ U ( √ 5) : x 2 − 5y 2 = ± 1} is ergodic. Furthermore, the quadratic forms 5y 2 ±1 can never vanish and are always squares since ± 1 are quadratic residues mod 5. Applying the considerations of Section 6 we see that i(y) = 4 and j(y) = 1 for all y ∈ Z 5 , which means that the density function is constant. Hence the Fibonacci sequence is uniformly distributed mod 5 k for all k ≥ 1. This result (in a more general setting) was proved in [Nie] , together with the fact that p = 5 is the only prime for which the sequence is uniformly distributed mod p. To see this suppose the Fibonacci sequence is uniformly distributed mod p, then 5y 2 ± 1 can never vanish, so that 5 p = −1 and −1 p = 1. However, 5y 2 ± 1 are both squares when y = 0 and therefore i(0) = 4. With our hypothesis it follows that i(y) = 4 for all y ∈ Z p and therefore 5y 2 ± 4 are always squares. Since the range of each form consists of (p + 1)/2 elements (when p = 5) this is clearly impossible. We conclude that p = 5.
When multiplication by
The asymptotic distribution of the Fibonacci sequence in the case when T β acting on U or U 0 ( √ 5) is not ergodic can be described by a procedure similar to the one used in the ergodic case. Since the situation in some cases is not completely analogous, we clarify on some of the differences.
Suppose 5 is a square in Z p . Let β 0 = β mod p and denote by β 0 the group generated by β 0 in F × p . Suppose β 0 has index k > 1 in F × p and assume β p−1 ≡ 1 mod p 2 . The ergodic decomposition of T β acting on U described in Section 1 shows that the ergodic component of T β containing 1 is the subgroup of U given by W = {z ∈ U : z 0 ∈ β 0 }.
There are now two cases to consider depending on whether the order of β 0 in F × p is even or odd. If it is even then β 2 0 has index 2 in β 0 and hence T β 2 is ergodic on the subgroup of squares of W . Hence the situation is completely analogous to our previous discussion since one can define a norm N on W by N(z) = z (p−1)/2k 0 = ± 1 and study the Jacobian of f as in (2) with respect to Haar measure on W (which is the restriction of Haar measure on U ). This shows that the asymptotic distribution of u n can be obtained by computing the density function k = (i + + i − )j, where j is given by Proposition 16 (with appropriate modifications) and i + counts the number of inverse images under f which are in W and are squares and i − counts the corresponding number of non-squares.
If the order of β 0 in F × p is odd then β 2 0 = β 0 and both T β and T β 2 are ergodic on W . In this case we introduce the functions f ± : U → Z p given by
and given an open and closed subset Y of Z p we compute the limit of
If m denotes Haar measure on W then we obtain
Since the Jacobians j ± of f ± satisfy the conclusions of Proposition 16 (again with appropriate changes) we see that the density function of the asymptotic distribution of u n is (up to normalisation) given by k = i + j + + i − j − where i ± counts the number of inverse images under f which are in W . When 5 is not a square in Z p and β 2(p+1) ≡ 1 mod p 2 we argue in a similar way. Hence when the ergodicity of T β fails purely by β not being primitive mod p the above can be applied to compute the density of the asymptotic distribution of u n . When ergodicity fails because of either β p−1 ≡ 1 mod p 2 or β 2(p+1) ≡ 1 mod p 2 then one should use the general expression (6) and study the ergodic component W of T β 2 containing 1. Therefore if m denotes Haar measure on W the Jacobians j ± of f ± still satisfy Proposition 16 and the density function of the asymptotic distribution of u n is again (up to normalisation) given by k = i + j + + i − j − where i + counts the number of inverse images under f + which are in W and i − counts the number of inverse images under f − which are in the coset β · W . (Note that this could have been the procedure adopted in Section 3 without the need to introduce the norm N. However, we chose to introduce it to unify our presentation.)
Example. Let p be 19. Then 5 is a square, −1 is not a square in Z p , β 0 has order 9, β is a square in U which is not a fourth power and β 18 ≡ 1 mod 19 2 . Hence W is the subgroup of squares in U . Consider the following table where numbers are written mod 19 and boxed numbers are non-zero squares. 4, 5, 6, 7, 9, 10, 12, 13, 14, 15 . Since −1 is not a square, exactly one of ( √ 5 y ± 5y 2 + 4)/2 is a square when y 0 = 0, 1, 2, 3, 8, 11, 16, 17, 18 and in this case i + (y) = 1. (b) i − (y) = 0 if y 0 = 0, 3, 7, 8, 9, 10, 11, 12, 16 ; i − (y) = 2 if y 0 = 1, 2, 5, 13; and i − (y) = 0 if y 0 = 6, 14, 17, 18.
Leaving the case when y 0 = 15 aside, and as we shall see below i − (y) = 0 when y 0 = 4, we have in total 
Final Remark
The above results for the Fibonacci sequence extends directly to the sequence u n given by the linear recurrence sequence u n = Au n−1 + u n−2 with u 0 = 0 and u 1 = 1, where A is an integer such that p does not divide A(A 2 + 4). This is because, in this case the sequence also satisfies Binet's formula:
where D = A 2 + 4 is the discriminant of P (x) = x 2 − Ax − 1 and β = (A + √ D)/2 is the dominant root of P . The conditions on p imply that β is a unit in Z p if D is a square and β is a unit in Z p ( √ D) if D is not a square. Hence, essentially everything we stated works in this case replacing 5 by D in our presentation. we notice that π is a continuous and surjective map which fails to be injective only on a countable number of points. The map π carries the Haar measure on Z p to the Lebesgue measure on [0, 1]. Hence we can express the density of the Fibonacci numbers by a graph of a locally constant function defined on [0, 1] . For the examples given in the paper (i.e. for p = 11, 13, 19) we have the graphs depicted in Figures 1, 2 and 3. (Notice we decided to portray them not normalised.) The points for which the density is locally unbounded are called the singularities of the distribution and we recall from the paper that these correspond exactly to the points y ∈ Z p such that i + (y) = 0 and 5y 2 + 4 = 0, or i − (y) = 0 and 5y 2 − 4 = 0. Hence there are in general at most 4 singularities. singularity at (5,0,9,6,8,0,2,...) k singularity at (15,1,8,15,13,10,4,...) k•π 
Appendix B. Ergodicity Chart
As an illustration of checking the ergodicity conditions for T β acting on U or U 0 ( √ 5), where β = (1 + √ 5)/2, we show the next chart containing this information for the first 180 odd primes. In all of these cases the condition of β primitive mod p is checked by means of computing the index of the group generated by β 0 = β mod p in V or V 0 ( √ 5), according to whether 5 is a square in Z p or Z p ( √ 5) respectively.
Remark. The second condition for ergodicity of T β , i.e. β p−1 ≡ 1 mod p 2 (if 5 is a square in Z p ) and β 2(p+1) ≡ 1 mod p 2 (if 5 is not square in Z p ) is satisfied for all the primes in the chart.
