In this paper, we generalize the ordinary basic model of the Progressive means by introducing the new notion of the extended Progressive means or the notion of the Progressive means with a moving sequence of partial sums. Afterwords we use this new concept to talk about a multiplier ω e (n, r, z, f ) of the extended Progressive means and convex maps of the unit disk. The work presented gives more light to what was presented by Ziad S.Ali in [1], and [2] . The cause of our new extended Progressive means is du to the fact that we are defining a different, and rather a more generalized sequence q (n,r) j then the sequence q (n,r) j defined by Ziad S. Ali in [2] . We will also answer to the general question related to the role of monoticity of the sequence defining a Progressive sum on the statement " a Progressive sum of a function f regular in the unit disc D = {z : z < 1} takes values in a convex domain iff f takes values in a convex domain " , and hence giving an answer to a Theorem of Ziad S.Ali.in [7] .We indicate further that the new sequence q (n,r) j generates new combinatorial identities. A further application is the combinatorial representation of a theorem of M.S. Robertson [13] related to the subordination principle.We continue further by using the key lemma presented by Ziad S.Ali in [2] . to show new methodologies in proving combinatorial trigonometric identities by Henry W. Gould given in [10] . At a later section we use the key lemma by Ziad S.Ali in [2], inversion theory , and the theory of Riordan to show how we 1 Former Professor at the American College of Switzerland, Leysin, Switzerland, CH-1854
then the sequence q (n,r) j defined by Ziad S. Ali in [2] . We will also answer to the general question related to the role of monoticity of the sequence defining a Progressive sum on the statement " a Progressive sum of a function f regular in the unit disc D = {z : z < 1} takes values in a convex domain iff f takes values in a convex domain " , and hence giving an answer to a Theorem of Ziad S.Ali.in [7] .We indicate further that the new sequence q (n,r) j generates new combinatorial identities. A further application is the combinatorial representation of a theorem of M.S.Robertson [13] related to the subordination principle.We continue further by using the key lemma presented by Ziad S.Ali in [2] . to show new methodologies in proving combinatorial trigonometric identities by Henry W. Gould given in [10] . At a later section we use the key lemma by Ziad S.Ali in [2] , inversion theory , and the theory of Riordan to show how we can give an explicit representation of the Chebychev polynomials of the first and second kind.We continue by giving a new representaion of the Catalan triangle. Again with this concern we would like to indicate, and stress that some of our theorems with an extended look represent in a unified approach the results of G. Pólya and I. J. Schoenberg in [15] , F. R. Keogh et al. in [8] , and Ziad S. Ali in [7] . Accordingly we have expressed impotrant, and older theorems in a new , and different way in appreciation of presenting older, and very important work . Geometric interesting properties as well as interesting recurrences of the the matrix generated by the new sequence q (n,r) j are also shown.We indicate that the new notion of the de la Vallee Poussin means source sequence is included bringing up illustrations to show how a de la Vallee Poussin means source sequence can be generated . We like to indicate that the way we have constructed the multiplier all along, has fit well with the sequences we have defined thus far so that the well important already known theorems have taken the new look , as well as the new defenitions, and the new theorems that have shown up, and have been presented in this work, and earliar work as a result.
Introduction
Let ∞ k=0 u k be a given series, and let {S n } ∞ 0 denote the sequence of its partial sums. Let {q n } ∞ 0 be a sequence of real numbers with q 0 > 0, and q n ≥ 0 for all n > 0, and let Q n = n k=0 q k . By G. H. Hardy [11] The sequence-to-sequence transformation
is called the ordinary Norlund means of {S n } ∞ 0 , and is denoted by (N, q n ). The (N, q n ) is regular if and only if q n = o(Q n ) as n → ∞; furthermore, the sequence-to-sequence transformation
is called the ordinary Progressive means of {S n } ∞ 0 , and is denoted by (N, q n ). The (N, q n ) is regular if and only if Q n → ∞ as n → ∞. By Peter L. Duren [9] a function f analytic in a domain D is said to be simple, schlicht, or univalent if f is one-to-one mapping of D onto another domain. A domain E of the complex plane is said to be convex if and only if the line segment joining any two points of E lies entirely in E. A function f which is analytic, univalent in the unit disc D = {z : z < 1}, and is normalized by f (0) = f (0) − 1 = 0 is said to belong to the class S. Now f ∈ S is said to belong to the class K if and only if it is a conformal mapping of the unit disc D = {z : z < 1} onto a convex domain. An analytic function g is said to be subordinate to an analytic function f (written g ≺ f ) if g(z) = f ω(z) |z| < 1 for some analytic function ω with |ω(z)| ≤ |z| By Herbert S.Wilf in [18] g(z) is subordinate to f(z) means both g, and f are both regular in D = {z : z < 1}, with f univalent, and every value taken by g is also taken by f for z ∈ D It is known by the Koebe-One-Quarter theorem that the range of every function of the class S contains the disc {w : |w| < 1 4 }, i.e. z ≺ f . The strengthend version of the Koebe-One-Quarter theorem says that the range of every convex functionf ∈ K contains the disc |w| < 1 2 , i.e. 1 2 z ≺ f . By Richard Askey et al. in [14] the Chebychev's polynomials of the first kind T n (x), and of the second kind U n (x) are respectively defined by:
T n (x) = cos nθ, U n (x) = sin(n + 1)θ sin θ , x= cos θ.
Means connected with power series
be the sequence of partial sums of f,
be the Cesaro means or (C, 1) means of f,
be the Progressive means of f , and let Suppose that a n,m , b n,m is an inversion pair. Then
Known results
In [15] G. Polya, and I.J. Schonberg proved the following theorem, and corollary: 
where {r n } is a sequence of real numbers with r 0 > 0, and r n ≥ 0 for all n = 1, 2, . . . and
It is shown that T * n (z, f ) = V n (z, f ) for all n. In [6] Ziad S. Ali had the following theorem presented as a preliminary report: Theorem 3.6. Let f ∈ K the class of all normalized, univalent, and convex functions in the unit disc. Let S n (z, f ), and V n (z, f ) respectively denote the sequence of partial sums, and the de la Vallee Poussin means of f . Let 
≺ f which is the strengthened 1 4 -theorem, and for n = 2 we have V 2 (z, f ) =
In [7] Ziad S. Ali proved the following theorem: Since monoticity is an item to talk about we like at this stage to indicate that the monoticity of the sequence in the above theorem is a sufficient condition in order for :
We will remark this information again in a coming note after we deal with related theorems of which some deals with the new sequence q (n,r) j of this work .
In [2] Ziad S.Ali has the following key lemma Lemma 3.8. For 1 ≤ r ≤ n, and θ real we have:
(ii)
The Progressive multiplier version 1
In 
(ii) Let
The following theorem is the Progressive multiplier version 1 of Theorem 3.4 of F. R. Keogh,et al. In [8] : 
The following theorem is the Progressive multiplier version 1 of Theorem 3.7 above which is by Ziad S.Ali in [7] 
(ii) Let T e (n, r 0 , z, f) be a regular Progressive type transformation defined by a non-increasing sequence q (n,r 0 ) j of positive real numbers such that
, where j is a non-negative integer then with
The Progressive multiplier version 2
In view of the key lemma by Ziad S.Ali in [2] i.e. Lemma 3.8 above, the following theorems are the Progressive multiplier version 2 of the theorems presented in section 4. In [2] Ziad S.ali have the following theorems, which is the Progressive multiplier version 2 of Theorem 3.1 of G. Polya and I. J. Schonberg In [15] :
be regular in the unit disc |z| < 1, and let
be a transformation of the Progressive type.
The following theorem is the Progressive multiplier version 2 of Theorem 3.4 of F. R. Keogh et al. [8] : 
The following theorem is the Progressive multiplier version 2 of Theorem 3.7 of Ziad S. Ali [7] :
(ii) Let T e (n, r 0 , z, f) be a regular Progressive type transformation defined by a non-increasing sequence q
New definitions: Extended Progressive sum, and de la Vallee Poussin means source sequence
In this section we give two definitions. In the first we define the extended Progressive sum, or the extended Progressive means with a moving sequence of partial sums, and in the second we give the definition of a de la Vallee Poussin means source sequence We begin by giving a generalized definition of the ordinary Progressive means Looking at the basic ordinary definition of the Progressive means we find that we are looking for an extended sum of the form
being a sequence of real numbers with q 0 > 0, and q n ≥ 0 for all n > 0 Having delt with the new sequence q (n,r) j we are just about to introduce in the just coming section as well as the matrix generated by it, we would like to remark that the extended Progressive means or the Progressive means with moving sequence of partial sums comes from summing the elements of the product of the following two matrices:
When we encounter a situation where in any row of the lower triangular matrix M n×n all the enries of that row are equal, then we have the ordinary Progressive means, and where
where S r (z, f ) represent the sequence of partial sums of f
We note that Q n,0 is the sum of all the entries of the zero column of M n×n , Q n,1 the sum of the entries of its first column and so on. We can clearly see that as r moves from 0 to n, the sequence of partial sums moves from one column to the next. This is the reason why we call the means the extended Progressive means or the means of moving sequence of partial sums. Accordingly we have the following definition Definition : The extended Progressive means By the extended Progressive sum or the extended Progressive means we mean a sum of the following form
We note that each element q (n,r) j ≥ 0 of the above lower triangular matrix M n×n , and with
Furthermore a sequence q (n,r) j is said to be a de la Vallee Poussin means source sequence iff
The Main Theorems (Progressive multiplier version 3)
In the following theorems of this section we introduce a new sequence q (n,r) j to cover version 3 of theorems of G. Polya and I. J. Schonberg in [15] , F. R. Keogh et al. in [8] , and Ziad S. Ali in [5] The following theorem is the Progressive multiplier version 3 of Theorem 3.1 given above of G. Polya and I. J. Schonberg In [15] :
be the extended Progressive transformation.
, then
Proof. We begin first by noting that:
Since for any r
, and
Equivalently we have:
n−r for j = n − (r − 1), n − (r − 2), . . . , n − 1, n, it follows easily that:
Now we can easily show by Vandermonde's convolution identity:
Finally we can show that for n odd we have:
and for n even we have:
Now since:
which are the de la Vallee Poussin means of f , and the theorem follows by G. Pólya and I. J. Schoenberg [15] . It can also be shown by the key lemma of Ziad S.Ali [2] i.e.Lemma 3.8 above that 
r−1 = n − r + 1. Considering two separate cases for n even, and n odd we can easily see that
Accordingly for any n we have:
which are the Cesaro means of f , and the result follows by F. R. Keogh [8] .
The following theorems are the Progressive multiplier version 3 of Theorem 3.7 given above of Ziad S. Ali in [7] (ii) Let
(iii) Related to ω e (n, r, z, f ) only let n be odd and r be even, and let
Proof. The following can be easily shown :
Now the proof follows easily by the fact that the sequence q (n,r) j is a de la valle Poussin means source sequence (ii) Let
Related to ω e (n, r, z, f ) only let n be even and r be odd, and let
Proof. Follows from the proof of Theorem 7.3.
The role of monoticity of the sequence defining a Progressive sum on its convexity
The main idea of this section is to answer to Theorem 3.7 given above, which is by Ziad S. Ali in [7] . The following theorems show that T e (n, r, z, f ) ∈ K if and only if f ∈ K.
independant of order, or monoticity of the sequence q (n,r) j defining a Progressive sum.
The proof of the following theorems follows from the proof of Theorem 7.1 stated above as well as an important property of the multiplier ω e (n, r, z, f ) restated below again in Theorem 9.1 in a different way; see also [2] by Ziad S.Ali . Note further that the elements of the modified sequence q Proof: Follows by Theorem 7.1 above.
Theorem 8.2. Monoticity of q
(n,r) j is not a necessity
(ii) let n be odd, and r = 0
be the extended transformation of the Progressive type with (ii) Let (iii) Now in defining the multiplier ω e only let n be even, and let r be odd, then we have :
T e (n, r, z, f ) ∈ K if and only if f ∈ K.
Theorem 8.4. Monoticity of q
(ii) Let (iii) Now in defining the multiplier ω e only let n be odd, and let r be even, then we have :
9 Theorems on ω e (n, r, z, f )
In this section we see more of the properties of the multiplier ω e (n, r, z, f ) with the double sequence q (n,r) j generating the matrx A (j,r) through the following theorems. 
Theorem 9.1 can be used as a tool to generate or prove new Combinatorial identities as seen by the following theorems:
Generating new combinatorial identities
In this section, we show an application of the Progressive multiplier in generating new combinatorial identities, as shown by the following two theorems. 
Proof. Follows by theorem 9.1.
Similarly we have : 
More generally we have : 
Alternatively for (n ∈ even, r ∈ odd ) or ( n ∈ odd, r ∈ even ) we have :
This completes the proof of theorem 10.3.
New methodologies
In this section, we show further applications of the key lemma presented by Ziad S.Ali in [2] . We use the key lemma to present new methodologies as remarks in proving interesting combinatorial identities in the list of f Henry W. Gould [10] .
Remark 11.1. In this remark we will use the key lemma stated above to prove the combinatorial identity 1.88 stated in the list of Henry W. Gould [10] .The identity 1.88 is given by
By using the key lemma by Ziad S.Ali in [2] i.e.lemma 3.8 above , with θ = π 2
we can show
For n even, we have
n .
Now we can show
is even.
For n odd, clearly
as all the terms in the sum cancel. Therefore, we have proved 1.88 of Henry W. Gould in [10] for all n.
Remark 11.2. In this remark, we illustrate the flexibility of the key lemma by Ziad S.Ali in [2] by proving 1.99 in the list of Henry W. Gould [10] .The identity 1.99 is given by
First for n even the terms add up to zero. For n odd, we can show again by the key lemma part (i) above the following:
Now with
even it can be shown that
and for
odd it can be shown that
Hence 1.99 of Henry W. Gould [10] is proven for all n.
Remark 11.3.
In this remark we use the key lemma by proving two combinatorial identities having the number 1.91 in the list of Henry W. Gould [10] . They are By the key lemma (i) with θ = 0 ,and n even we have the following:
For n odd we have
We can further show that for n even that
For n odd we also have
Moreover by using the key lemma we have
Accordingly for n even we have The case for n odd is similar to yield for any n the two combinatorial identities 1.91 of Henry W. Gould [10] 12 Using the key lemma for new explicit representations of the Chebychev polynomials of the first and second kind
In [1] Ziad S.Ali used the key lemma, the Riordan theory, and inversion theory to give the following explicit representations of the Chebychev polynomials of the first, and the second kind.Namely we presented the following two lemmas :
Lemma 12.1. The Chebychev polynomials of the first kind are explicitly given by :
The Chebychev polynomials of the second kind are explicitly given by :
In this section we again use the key lemma part (ii) to give again a new representation of the Chebychev polynomials of the first, and second kind. We like to indicate that the representation in [1] by Ziad S.Ali is different than the present representaion. We first give a brief summary related to the Riordan group. The R-group or the Riordan group (R, ·) is the set of all elements of the form (g, f ), where g and f are formal power series or generating functions defined by:
b n x n with b 1 =0, and where
Each element (g, f ) ∈ (R, ·) represents an infinite, lower triangular matrix whose k th column is generated by the coefficients of the formal power series of
k . For more details on the Riordan group see for example Louis Shapiro in [16] . We now have the following two new lemmas : Lemma 12.3. The Chebychev polynomials of the first kind are explicitly given by :
Proof. It can be shown that the infinite lower triangular matrix whose general term is given by 2n 2 furthermore the inverse matrix is the element
with the infinite lower triangular matrix whose general term is given by
Accordingly by what is given above lemma 12.3 follows.
We like to remark that 
Proof. Since
, and 2 n + k n + k 2k are inversion pairs, then lemma 12.4 follows. (ii) Let
A rather different version of Theorem 13.1 above are the following two theorems : 
A new Catalan triangle, and new recurrences
In this section we show how a new Catalan triangle can be generated from the sequence
and give illustrations on two recurrences which can help in the construction of the new Catalan triangle. We begin first by noting that we encountered the sequence q n j given above in [4] which is by Ziad S.Ali Now for n=7, and j=0,1,2,3,4,5,6,7 we get the first column of the following matrix F (7, 7) . Similarly for n=6, and j=0,1,2,3,4,5,6 we get the second column of F (7, 7) ..,and so on to generate the whole matrix F (7,7) 
Now clearly the diagonal matrix contains the first seven Catalan numbers, namely
The idea can be generalized for any n , and continued easily by noting that
We now like to add two recurrences that can play or serve as an alternative help in the construction of the new Catalan triangle, They are :
n ≥ 0 , and
The above recurrences are interesting and they are given as a sample of recurrences related to the Cataln triangle.
We like now to note that clearly
for any n, and any j=2,3....,n. we have the following general formula :
For example we can easily see the following :
Now As we leave this section we like to indicate the very nice property of this sequence q n j is that for any n
For more on the just above given point we refer the reader to [2] by Ziad S.Ali furthermore for more illustrations we give the modified matrix associated with the following modified sequence which is defined by
, and has the following modified matrix associated with it ( for the case n = 7) 
we like now to show the matrix S (7, 7) , and whose entries are given by q (7,r) j with j=0,1,2,3,4,5,6,7 representing the row number,and r=0,1,2,3,4,5,6,7 representing the column number. We have 
we like to indicate a few ratther interesting properties of S (7, 7) The numbers on row zero are identical with the numbers of the main diagonal, and the numbers of column zero are the square of the numbers in row zeroGeometrically speeking we note that there is a nested set of triangles: The out side triangle has its vertices at 1,1,1; as we move in we note a triangle with vertices at 49,49,49; as we nest inside further we see 
