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A solution to the Boltzmann equation governing the thermal relic abundance of cold dark matter
is constructed by matched asymptotic approximations. The approximation of the relic density is an
asymptotic series valid when the abundance does not deviate significantly from its equilibrium value
until small temperatures. Resonance and threshold effects are taken into account at leading order
and found to be negligible unless the annihilation cross section is negligible at threshold. Compar-
isons are made to previously attempted constructions and to the freeze out approximation commonly
employed in the literature. Extensions to higher order matching is outlined, and implications for
solving related systems are discussed. We compare our results to a numerical determination of the
relic abundance using a benchmark model and find a fantastic agreement. The method developed
also serves as a solution to a wide class of problems containing an infinite order turning point.
I. INTRODUCTION
Successful cosmological theories must explain vari-
ous observations, such as the structure of the cosmic
microwave background, baryonic acoustic oscillations,
structure formation, among others. These observations
always require a cold, nearly electromagnetically-neutral,
non-baryonic matter component, which we call dark mat-
ter (DM) [1, 2]. Observations with Plank [3] show that
almost 2/5 of all matter in the Universe consists of DM.
While we know the basic properties of DM (it interacts
gravitationally and at most weakly with the known Stan-
dard Model (SM) particles), the precise nature of DM is
unknown. Some of the most popular theories of DM in-
volve extending the SM by adding new particles. DM
candidates often arise naturally in models trying to ad-
dress other outstanding issues such as the hierarchy prob-
lem, the strong CP problem, and neutrino masses (e.g.,
neutralinos in super-symmetry [4], axions [5] and sterile
neutrinos [6], respectively.)
For any theory of particle DM to be viable, the the-
ory must produce DM with the observed relic abundance
of ΩDMh
2 ≡ ρDMh2/ρcrit ≈ 0.12 [3], where the relative
uncertainty of today’s value of Hubble’s parameter H0 is
absorbed into the dimensionless Hubble parameter h
H0 ≡ h× 100 km s−1 Mpc−1. (1)
Therefore, it is necessary to be able to compute the abun-
dance of DM for a given theory accurately. The stan-
dard method for determining the abundances of DM for a
given theory is by solving the Boltzmann equation, which
in the standard Friedman-Roberston-Walker cosmology
is [7]:
∂fχ
∂t
−H |p|
2
E
∂fχ
∂E
= C[fχ], (2)
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where fχ(p, t) is the DM phase-space distribution, p the
DM momentum, E =
(
p2 +m2χ
)1/2
, H the Hubble scale
and C[f ] the collision term which depends on the de-
tails of the DM model. In all but a select few cases it is
sufficient to take the first momentum of this equation1,
which, in the cases where the DM interacts with the SM
via χχ¯↔ SM, takes the form of:
dnχ
dt
+ 3Hnχ = −〈σχχ¯→SMvMøl〉
(
n2χ − n2χ,eq
)
, (3)
where nχ is the DM number density
nχ =
∫
d3p
(2pi)3
fχ, (4)
nχ,eq is the DM equilibrium number density obtained by
setting fχ = fχ,eq given by a Bose-Einstein or Fermi-
Dirac distribution: 1/[exp(E/T )± 1] depending on the
statistics of the DM particle, and 〈σχχ¯→SMvMøl〉 (which
we will shorten to 〈σvMøl〉) is the thermally-averaged
cross section:
〈σvMøl〉 =
∫
σvMølfχ,eq(E1)fχ,eq(E2) d
3p1 d
3p2∫
fχ,eq(E1)fχ,eq(E2) d3p1 d3p2
, (5)
with σ being the zero-temperature cross section for χχ¯→
SM. This form of the Boltzmann equation is often modi-
fied to absorb the effects of the of the expanding Universe
by scaling the solutions with the entropy density of the
SM, s, through Y ≡ nχ/s. We then have the following
differential equation:
dY (x)
dx
= −λ f(x) [Y 2(x)− Y 2eq(x)] , (6)
The dependent variable Y is the comoving number den-
sity of a particle species (it is common to refer to Y as
1 See Ref. [8] for an example where more than just the first moment
of the Boltzmann equation must be considered.
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2the abundance for brevity), i.e. the number of particles
per cosmic comoving volume element. The independent
variable x ≡ mχ/T is the ratio of the particle mass to the
temperature of the thermal bath. The equilibrium abun-
dance, Yeq, is the comoving number density of a particle
species when in thermal (chemical) equilibrium with the
thermal bath. The prefactor λf contains the cross sec-
tion of the particle species and is given by
λ f(x) ≡
√
pi
45
mMpl
x2
√
g∗,eff(x) 〈σvMøl〉 , (7)
where 〈σvMøl〉 implicitly depends on x and g∗,eff(x) is a
function characterising the effective number of degrees of
freedom contributing to the energy density and entropy
density of the universe:√
g∗,eff(x) ≡ heff(x)√
geff(x)
(
1 +
1
3
d ln(heff(x))
d ln(x)
)
. (8)
The effective number of degrees of freedom contributing
to the total energy density and entropy density are geff(x)
and heff(x) respectively. The limiting behavior Y∞ ≡
limx→∞ Y (x) of the solution is the quantity of interest,
and determines the thermal relic density.
The starting point for our analysis is Equation (6),
but it cannot be solved exactly, and therefore one re-
sorts to obtaining approximations. The most common
method of approximation is direct numerical integration.
The use of general-purpose integrators tend to fail due
to the largeness of λ, and even sophisticated algorithms
like Radau5 [9], LSODA [10] struggle because the differ-
ential equation is exceptionally stiff which requires high
precision arithmetic. Dedicated software packages to ob-
tain dark matter relic abundances from particle physics
models such as micrOMEGAS [11], and DarkSUSY [12],
etc. fare better due to additional heuristics supplied to
their integrators. However, these canned software pack-
ages designed to solve (6) are compatible with only a
small subset of beyond-standard-model (BSM) scenarios,
which limits the end user from performing an analysis of
more exotic models such as those with Lorentz violation
or large N Yang-Mills [13].
An alternative approach to obtaining the limiting be-
havior of (6) is to look for analytic approximations. Sev-
eral approximations exist in the literature such as [7, 14],
and can provide results accurate to 1-5%, confirmed by
comparing against results of numerical integration. How-
ever, by nature of their construction it is not possible to
systematically improve upon these approximations sim-
ply because there is no way to assign a parametric de-
pendence on the error.
The mathematical technique allowing for the con-
struction of approximations while bounding the error is
asymptotic analysis (for an in depth review of pertur-
bation theory and asymptotics see [15]). The error is
managed by a controlling parameter such that, as the
controlling parameter is taken arbitrarily close to some
limit point, the error vanishes relative to the approxima-
tion. It is in this sense that we can consider the error
to be ‘small’. A natural choice for the problem at hand
is to choose λ in (6) as the controlling parameter, and
to attempt to construct an asymptotic approximation in
the limit λ→∞.
The authors of [16] attempted to construct an asymp-
totic approximation by using boundary-layer-analysis,
yielding a technically more correct result with the req-
uisite scaling behavior of the error. However, we found
their their matching procedure to be inconsistent. We
were able to correct these errors to arrive at similar re-
sults. But in order to get a good approximation we
had to perform a resummation of the largest terms of
a divergent series, and for this reason we found it more
intuitive to take a different approach, based on the
Wentzel–Kramers–Brillouin (WKB) technique.
In this paper, we present our asymptotic approxima-
tion to (6). Our final results are given by (94), (95), and
(96). The paper is structured as follows: In Section II
we derive the large and small x behavior of the solution
as well as the large x asymptotic behavior of the ther-
mal cross section and equilibrium abundance for later
reference. To (6) we associate a second order linear dif-
ferential equation of Schro¨dinger type, making a WKB
analysis possible. However, there exists an infinite order
turning point (where the potential and all its derivatives
vanish) at x = ∞. Such classes of differential equations
are notoriously difficult to solve, so to circumvent this
issue we employ a more robust uniform WKB ansatz in
Section III that is better suited to the infinite order turn-
ing point problem, and construct asymptotic solutions in
three subregions of x ∈ (0,∞): The thermal equilibrium
region (I), freeze-out region (II), and post-freeze-out re-
gion (III). We preform an asymptotic match of region I
and III in Section IV at leading and next to leading order,
removing all undetermined constants. After matching we
take the limit x → ∞, yielding an asymptotic approxi-
mation of the relic density. In Section V we collect our
results and compare our approximation against a numer-
ical determination of the relic density using a benchmark
model. We find that our approximation, when compared
to numerical results, gives sub-percent errors when the
dark matter candidate freezes out at roughly x = 25. To
our knowledge, we are the first to present an asymptotic
approximation to Y∞. We are also unaware of a previous
application of this method to the infinite order turning
point problem.
II. ASYMPTOTIC BEHAVIORS
We briefly discuss the asymptotic behavior of some of
the quantities in (6) and the general large and small x
behavior of the solution. The equilibrium abundance of
a particle species is given by
Yeq(x) = A
∫ ∞
0
s2 ds
e
√
s2+x2 ∓ 1 , (9)
3where the upper sign is for bosons and the lower for
fermions, and A is given by
A ≡ 45
4pi4
g
heff(x)
, (10)
where g is the number of internal degrees of freedom of
the particle species and heff(x) is the number of relativis-
tic degrees of freedom contributing to the entropy den-
sity. The large x behavior of the the equilibrium abun-
dance is
Yeq(x) ∼
√
pi
2
Ax3/2e−x, (x→∞). (11)
FIG. 1: Typical behavior of the thermally averaged annihi-
lation cross section 〈σvMøl〉 as a function of x, the vertical
axis is GeV−2. On the left threshold effects dominate. In
the center threshold effects have decayed away and resonance
contributions now dominate. On the right all threshold and
resonance effects are negligible and the thermally averaged
cross section assumes the form of a power law (in this case a
constant).
For temperatures T <∼ 3m, where m is the mass of
particle species in question, the phase space distribution
for all statistics is well approximated by the Maxwell-
Boltzmann distribution. Making this substitution the
2→ all thermally averaged annihilation cross section re-
duces to a single integral [7],
〈σvMøl〉 ∼
∫ ∞
0
d σvlabK (, x) , (x→∞), (12a)
K (, x) =
2x
K22 (x)
1/2(1 + 2)K1
(
2x
√
1 + 
)
, (12b)
where
 ≡ s− 4m
2
4m2
. (13)
We can further approximate the thermal kernel (12b) us-
ing the large argument expansion of the modified Bessel
function.
K (, x) ∼ 2x
3/2
√
pi
1/2(1 + 2)
(1 + )
1/4
exφ(), (x→∞), (14a)
φ() =− 2(√1 + − 1), (14b)
When x is very large we can estimate the integral us-
ing Laplace’s method. We first located the maximum of
the integrand in (12a), and denote this point 0. In the
limit that x → ∞ this maximum is just the maximum
of φ(). The approximation of the thermally averaged
cross section then has a residual exponential character
exp[xφ(0)]. If σvlab is sufficiently smooth, i.e. any res-
onances are broad and all annihilation channels are of
similar scale, then 0 = 0 and φ(0) = 0, so the thermally
averaged cross section goes like some power of x. In this
case a more thorough treatment, using Watson’s lemma,
yields:
〈σvMøl〉 ∼
∞∑
k=0
σkx
−k, (x→∞), (15)
where the coefficients σk are easily found. There are
two common scenarios in which the estimate (15) breaks
down for intermediate values of x: when the annihilation
cross section contains a very narrow resonance or the
dominant annihilation channel has support only when
s > 4m2. For a narrow resonance the annihilation cross
section approaches a delta function in the limit that the
width of the resonance goes to 0. If this narrow resonance
is centered at s = m2R then 0 ∼
(
m2R − 4m2
)
/4m2 and
φ(0) ∼ −mR − 2m
m
.
Alternatively, if there exists an annihilation channel that
is kinematically unavailable when s < sTh = 4m
2
Th, but
that dominates the cross section when s > sTh, then
0 ∼
(
m2Th −m2
)
/m2 and
φ(0) ∼ −2(mTh −m)
m
.
Therefore, we can characterize the thermally averaged
cross section for intermediate to large x by
〈σvMøl〉 ∼xβe−αx
∞∑
k=0
ckx
−k, (x→∞) (16a)
α =

0 Power Law
mR−2m
m Resonance
2(mTh−m)
m Threshold
(16b)
The coefficients β and ck generally depend on the choice
of α. It is almost always the case that the leading order
behavior of the thermally averaged cross section has no
exponential decay (i.e. α = 0) for very large x. We then
4expect that α will make rapid transitions as we move from
intermediate x to large x, ultimately going to 0 once x
becomes sufficiently large. This prediction is validated in
Fig. 1. Substituting the power law approximation (15)
into (7) yields the standard behavior of f(x) for large x,
f(x) ∼ x−n−2, (x→∞), (17)
where n is the order of the first non vanishing term in
(15). The normalization of the thermally averaged cross
section has been stripped away and included in the pa-
rameter λ.
For x not too large we approximate the solution to (6)
by assuming a formal series expansion in powers of 1/λ:
Y (x) ∼
∞∑
k=0
Yk(x)λ
−k, (λ→∞). (18)
This gives the approximate solution
Y (x) ∼ Yeq(x)−
Y ′eq(x)
2λ f(x)Yeq(x)
, (λ→∞). (19)
Because Yeq decays exponentially fast this solution be-
comes invalid when λ f(x)Yeq(x) = O(1). When x is
very large, such that λ f(x)Yeq(x)  1 we can neglect
the last term on the right hand side of (6), resulting in a
second approximation
Y (x) ∼
[
1
Y∞
− λ
∫ ∞
x
f(s) ds
]−1
, (x→∞). (20)
Assuming Y∞ > 0, and because the integral
λ
∫ ∞
x
f(s) ds
generally diverges as x→ 0, there necessarily exists some
0 < xpole <∞ such that
1
Y∞
− λ
∫ ∞
xpole
f(s) ds = 0
This approximation is therefore only valid when x 
xpole > 0, and we cannot satisfy the boundary condition
at x = 0.
Generally the approximate solutions (19) and (20) have
no overlap in their region of validity, so the arbitrary
constant Y∞ cannot yet be determined. One must ei-
ther construct an intermediate solution whose region of
validity overlaps with both the large λ and the large x ap-
proximations, or modify one or both solutions such that
they have some overlap. We take the latter approach,
essentially resumming the largest components of (18) to
all orders.
III. CONSTRUCTION OF ASYMPTOTIC
SOLUTIONS
We begin by transforming (6) from a first order non-
linear differential (Riccati) equation into a second order
x
Y (x)
Yeq(x)
II
I
III
FIG. 2: The abundance of a particle species as a function of
x ≡ m/T . In region I the abundance closely tracks the equi-
librium abundance. In region III the abundance asymptotes
to a constant, denoted Y∞. Region II represents the transi-
tion between region I and III. The wedges sketch the extent
of each of the regions.
linear differential equation of the Schro¨dinger type by
changing the dependent variable to
Y (x) =
1
λ f(x)
d
dx
ln
(√
λ f(x)u(x)
)
, (21)
so that
u′′ −
[
(λfYeq)
2 +
3
4
(f ′
f
)2
− 1
2
f ′′
f
]
u = 0 ,
u′(0)
u(0)
= λ f(0)Yeq(0)− f
′(0)
2f(0)
(22)
Using the canonical WKB ansatz,
u(x) ∼ exp
(
λ
∞∑
k=0
Sk(x)λ
−k
)
, (λ→∞), (23)
gives the solution for Y as a formal power series in 1/λ.
Y (x) ∼
∞∑
k=0
S′k(x)
f(x)
λ−k +
f ′(x)
2λ f2(x)
, (λ→∞). (24)
We see that the 1/λ series solution of (6) is equivalent to
the WKB solution of (22).
In what follows we construct asymptotic approxima-
tions for small x (Region I), large x (Region III), and in-
termediate x (Region II), shown schematically in Fig. 2.
The region II approximation is superfluous, as we will see
5the domain of validity of the region I and III solutions
generally overlap (and hence the region I approximation
can be asymptotically matched directly onto the region
III approximation). However, the approximation in the
overlap region motivates a definition of a freeze-out tem-
perature that ensures a consistent asymptotic expansion
in all three regions. In order to simplify our notation we
define:
Q(x) ≡ f(x)Yeq(x) , (25a)
P (x) ≡3
4
(
f ′(x)
f(x)
)2
− 1
2
f ′′(x)
f(x)
, (25b)
so that (22) becomes
u′′ − [λ2Q2(x) + P (x)]u = 0. (26)
Before proceeding we make some observations about
the behavior of these two functions Q(x) and P (x). Con-
sider, for example, the following large x behavior of f
from (16a):
f(x) ∼ xβe−αx, (x→∞). (27)
The resulting behavior for Q(x) and P (x) is
Q(x) ∼
√
pi
2
Axβ+3/2e−(1+α)x, (x→∞), (28a)
P (x) ∼α
2
4
− αβ
2x
+
β(2 + β)
2x2
, (x→∞). (28b)
and are shown in Fig. 3. Because of the exponential decay
in (28a) Q(x) and all its derivatives vanish as x → ∞.
Note that there are two linearly independent solutions
to (26), and the WKB approximations of these two so-
lutions are multivalued. Therefore, if we approximate
the full solution as a specific combination of these two
linearly independent solutions near x = ∞, the same
combination cannot be used for xe2pii. This is known as
the Stoke’s phenomenon. Essentially, the problem is that
the approximations are necessarily domain dependent. In
this case, because x =∞ is an essential singularity, in the
neighborhood of the turning point there exists an infinite
number of domains (bounded by Stoke’s and Anti-Stokes
lines), each requiring a different combination of linearly
independent solutions. This is the infinite order turning
point problem.
A. Thermal equilibrium region (Region I)
In the small x region, we construct a uniform WKB ap-
proximation to (22). The ansatz, originally constructed
by Langer [17], is:
uI(x) = i
(
S
S′
)1/2
Kν(λS) , (29)
FIG. 3: The functions f(x), P (x), and λQ(x) using a bench-
mark model (see Section V).
where Kν(z) is the modified Bessel function of the second
kind, and S(x) admits a series expansion in 1/λ,
S(x) ∼
∞∑
k=0
Sk(x)λ
−2k, (λ→∞). (30)
The order parameter ν is left to be determined, it will
be chosen to prolong the validity of the approximation.
We remark that with the choice ν = 12 the ansatz (29) re-
duces to standard WKB. This construction is particularly
well suited to the infinite order turning point problem,
as can be seen by considering the exact solutions of
d2y
dt2
− [λ2e−2t + ν2]y = 0, (31)
which are linear combinations of modified Bessel func-
tions Iν(λe
−t), Kν(λe−t).
The prefactor of (29) is chosen so that (22) becomes
a differential equation entirely in terms of S(x), and the
factor of i ensure the solution is real-valued for positive x.
Substituting the ansatz (29) into (26) and then inserting
(30) into the resulting equation allows one to solve for
each term by equating powers of 1/λ:
6−1
2
(
S′′′
S′
)
+
3
4
(
S′′
S′
)2
+
(
ν2 − 1
4
)(
S′
S
)2
+ λ2(S′)2 − λ2Q2(x)− P (x) = 0.
λQ(0)− 1
2
f ′(0)
f(0)
= −λS′(0) Kν+1(λS(0))
Kν(λS(0))
+
1
2
[
(1 + 2ν)
S′(0)
S(0)
− S
′′(0)
S′(0)
] (32)
Solving (32) at leading order gives
S0(x) = −
∫ x
0
Q(s) ds+ S0(0) . (33)
The boundary condition dictates that the sign of S′0(x)
must be negative, but the initial value is arbitrary. If the
leading order solution changes sign at some finite value of
x we will have to contend with the Stoke’s phenomenon,
so we require S0(x) be bounded from below. This is
guaranteed with the choice S0(∞) = 0, yielding
S0(x) =
∫ ∞
x
Q(s) ds . (34)
We now estimate S0(x) for large x . Begin by making
a change of variables to t ≡ s/x.
S0(x) = x
∫ ∞
1
Q(xt) dt (35)
If x is large Q(xt) is exponentially suppressed everywhere
along the range of integration. Then write
Q(x) ∼ F (x) e−(1+α)x, (x→∞), (36)
where we assume that F (x) contains no exponential
terms. If resonance or threshold effects are negligible
we will set α = 0. Inserting (36) into (35) and expanding
F (xt) as a Taylor series around x then gives
S0(x) ∼ Q(x)
F (x)
∞∑
n=0
1
(1 + α)
n+1
dn F (x)
dxn
, (x→∞). (37)
The errors introduced are exponentially small as x→∞.
Because F (x) contains no exponential terms by assump-
tion this series naturally organises itself as an expansion
in powers of 1/x.
Solving for the next to leading order term in (32) we
find
S2(x) =
(
4ν2 − 1)
8
[
1
S0(x)
− 1
S0(0)
]
− 1
2
∫ x
0
ds
Q(s)
{
P (s) +
1
2
Q′′(s)
Q(s)
− 3
4
[
Q′(s)
Q(s)
]2}
+ S2(0)︸ ︷︷ ︸
Standard WKB
. (38)
The integral can be approximated in a very similar way
as for S0(x). We report only the leading order term:
S2(x) ∼ − 1
2(1 + α)
φ(x)
Q(x)
, (x→∞), (39)
where
φ(x) ≡ P − ν2
(
S′0
S0
)2
−
√
S′0
S0
d2
dx2
√
S0
S′0
. (40)
S2(x) is then exponentially increasing as x →∞. In or-
der to extend the region of validity of our approximation
we choose ν to cancel the leading order large x compo-
nent of (40). The last term of (40) is at most of order
O(1/x3),√
S′0
S0
d2
dx2
√
S0
S′0
∼ − 1
2(1 + α)
d3
dx3
ln(F (x)), (x→∞).
(41)
This fantastic cancellation of the lower order terms is due
to the ansatz (29). On the other hand,
S′0(x)
S0(x)
∼ −(1 + α) + F
′(x)
F (x)
, (x→∞). (42)
Therefore, if P (x) is not asymptotic to a constant, we
should choose ν = 0. As stated previously P (x) should
only contain constant terms at large x if the cross sec-
tion is decaying exponentially fast due to a low lying
resonance or threshold. If this is the case then we should
choose
ν = ± α
2(1 + α)
, (43)
so that the constant term cancels. We can therefore guar-
antee that in the worst case scenario
S2(x) ∼ −1
2
D
xQ(x)
, (x→∞). (44)
7FIG. 4: The leading order term λS0(x) compared to the next
to leading order term S2(x) /λ. The shaded region corre-
sponds to where 1 ≥ λS0 ≥ S2/λ. This shaded region also
represents the extension of the region of validity over stan-
dard WKB. The vertical dotted line indicates the location of
what will eventually be defined as the freeze-out temperature.
for some constant D. This indicates an improvement over
standard WKB, because λS0(x) = 1 occurs when x =
O(ln(λ)). At this same point the correction S2(x) /λ =
O(1/ ln(λ)) at most, and therefore our approximation ex-
tends into the region where λS0(x)  1 (FIG. 4). We
then define the upper bound of the thermal-equilibrium
region by where the leading order term is equal in mag-
nitude to the correction term,
λ2Q2(x+) :=
1
x+
. (45)
The more common scenario is α = 0 and β = −2, which
yields a much larger upper bound
λ2Q2(x+) :=
1
x3+
. (46)
In any case x+ = O(ln(λ)) due to the exponential decay
of the equilibrium abundance, so that as λ → ∞ the
upper bound of the region of validity also goes to infinity
as expected.
Finally, we have the approximation of the solution in
the thermal equilibrium region:
uI(x) ∼
√∫∞
x
dsQ(s)
Q(x)
Kν
(
λ
∫ ∞
x
dsQ(s)
)
,
(λ→∞), x x+
ν =
0 w/o res/threshα
2(1+α) w/ res/thresh
. (47)
B. Post freeze-out region (Region III)
In the post-freeze out region, approximate (22) by tak-
ing the limit x→∞ while holding λ constant. Neglecting
the first term at leading order in (22) (which is exponen-
tially suppressed as x → ∞), the differential equation
becomes
u′′ ∼ P (x)u , (x→∞) (48)
Recalling the definition of P (x) (25b), we see that (48)
can be solved exactly, yielding
uIII(x) ∼ 1√
f(x)
[
c1 − c2
∫ ∞
x
f(s) ds
]
, (x→∞). (49)
The arbitrary integration constants c1 and c2 cannot be
determined because the boundary condition at x = 0 lies
outside the region of validity of this approximation.
To obtain the higher order corrections to (49) we con-
struct a series solution of the form
uIII(x) ∼
∞∑
k=0
uIIIk (x) e
−2(1+α)kx, (x→∞). (50)
The solution for uIII1 (x) can be obtained directly (and in
closed form) using the method of variation of parame-
ters. For the sake of clarity we retain only the largest
component:
uIII1 (x) ∼
λ2 F 2(x)
4(1 + α)
√
f(x)
[
c1 − c2
∫ ∞
x
f(s) ds
]
,
(x→∞). (51)
As was the case in the thermal equilibrium region, we
require the higher order corrections to be negligible com-
pared to the leading order result in order to claim a valid
asymptotic approximation. This requirement then de-
fines an estimate of the lower bound on the region of
validity of the post-freeze-out approximation. We again
obtain a transcendental definition of the lower bound es-
timate x−:
λQ(x−) = 1. (52)
Like the estimate of the upper bound of region I, x− is
O(ln(λ)).
Our final approximation of the solution in the post-
freeze-out region is
uIII(x) ∼ 1√
f(x)
[
c1 − c2
∫ ∞
x
f(s) ds
]
,
(x→∞), x x−. (53)
Inserting (53) into (21) and taking the limit x→∞ yields
the relic abundance
Y∞ ≡ lim
x→∞Y (x) ,
=
c2
λc1
.
(54)
8In section IV we will approximate the coefficients c1 and
c2.
C. Freeze-out region (Region II)
Comparing x− to x+ it is easy to see that there ex-
ists an overlap region where the thermal equilibrium and
post-freeze-out approximations are both valid. There-
fore, we can (and will) determine the constants c1 and c2
order by order by asymptotically matching the region I
solution to the region III solution. However, it proves ad-
vantageous to construct an approximation in the overlap
region in order to guide the asymptotic matching. We
will define a freeze-out temperature xf ∈ (x−, x+) with
which we can organize the asymptotic limits. Because
this xf is order ln(λ) it is itself a large parameter if λ is
large. We then construct a series solution in the overlap
region by assuming
uII(t) ∼
∞∑
k=0
uIIk (t)
xkf
, (xf →∞), (55)
where t ≡ x − xf . The relic abundance will not depend
on the precise definition of xf , but in order to obtain
numerical values one must specify it explicitly. For now,
we define the freeze-out temperature xf to occur when
λQ(xf) = O(1), (xf →∞), (56)
so that the series representation (55) begins with an or-
der 1 constant. Alternative definitions would require the
leading order term to vanish in some cases (depending
on the asymptotic form of the thermally averaged cross
section in the overlap region), and our choice avoids this
inconvenience.
Next we expand the differential equation (26) around
xf using
Q(xf + t) ∼Q(xf) e−(1+α)t, (xf →∞), (57a)
P (xf + t) ∼P (xf) , (xf →∞), (57b)
for any finite t to yield
d2 u(t)
dt2
∼
[
λ2Q2(xf) e
−2(1+α)t + P (xf)
]
u(t) ,
(xf →∞). (58)
The solutions are linear combinations of modified Bessel
functions. However, it is usually the case that we should
not retain the P (xf) term. If the annihilation cross sec-
tion does not vanish at threshold then P (xf) is at most
of order O(x−2f ). We can enforce this distinction by al-
lowing for two cases: α  1/√xf and α >∼ 1/
√
xf . The
leading order solution is then
uII0 (t) = b1Kν
(
Λfe
−(1+α)t
)
+ b2 Iν
(
Λfe
−(1+α)t
)
, (59)
where Λf ≡ λQ(xf) /(1 + α) and
ν =
0 α
1√
xf√
P(xf )
1+α =
α
2(1+α) α
>∼ 1√xf
(60)
Note the exact agreement of the parameter ν as derived
in section III A.
The leading order matching between region I and II is
obvious:
b1 =
1√
1 + α
, (61a)
b2 =0. (61b)
Because our choice of the freeze out temperature xf lies
near the lower bound of the overlap region we must also
take t → ∞. The solution in the overlap region is then
approximately linear if α 1/√xf or a sum of exponen-
tial terms exp(αt/2) and exp(−αt/2) if α >∼ 1
√
xf . One
could have chosen to define the freeze-out condition dif-
ferently, and the behavior of the solution in the overlap
region would be identical, but we could not have written
it in such a simple way.
What we have learned is that, if we neglect α, the con-
stant term and the term proportional to t must be con-
sidered the same order. Similarly, if α is not neglected,
the exponential terms should also be considered the same
order.
IV. ASYMPTOTIC MATCHING
With asymptotic approximations in hand for the
thermal-equilibrium region and post-freeze-out region we
now asymptotically match the solutions in the region
where both approximations are valid. We will utilize the
following approximations of S0(x):
9S0(xf + t) ∼ Q(xf) e−(1+α)t
∞∑
j=0
j∑
k=0
[(1 + α)t]
k
k!(1 + α)
j+1
1
F (xf)
dj F (x)
dxj
∣∣∣∣
x=xf
, (xf →∞), (62a)
S′0(xf + t) ∼ −Q(xf) e−(1+α)t
∞∑
j=0
tj
j!
1
F (xf)
dj F (x)
dxj
∣∣∣∣
x=xf
, (xf →∞). (62b)
These can be found by taking the Taylor expansion of
dj F (x)
/
dxj around xf + t in (37). These representa-
tions are convenient because the sum over j yields a se-
ries in increasing powers of 1/xf . We split the matching
procedure into three categories: leading order assuming
α = 0, next to leading order assuming α = 0, and leading
order for general α. Because our choice for the freeze-out
condition is near the lower bound of the overlap region
there will not be a true leading order matching condition
for the α = 0 case. What we label as leading order is in
fact next to leading order, and what we have labeled as
next to leading order is actually next to next to leading
order.
A. Leading Order
Assuming that α is either large enough that resonance
and threshold effects are negligible in the overlap region
or that α is of order 1/xf or smaller we shift the depen-
dent variable by x ≡ xf + t. In region I we retain only
the leading order terms in (62a) and (62b).
uI(t) ∼ C + t, (xf →∞), (63)
Where
C ≡ − ln
(
λQ(xf)
2
)
− γ, (64)
is an order 1 constant and γ is the Euler-Mascheroni con-
stant. To obtain this approximation we have taken the
limit t → ∞ and used the small argument expansion of
the modified Bessel function (with nu = 0). In addition,
there are terms that are exponentially suppressed at large
t, but these can be neglected at leading order. Similarly,
in region III we have
uIII(t) ∼ 1√
f(xf)
[
c1 − c2
∫ ∞
xf
f(s) ds+ c2 f(xf) t
]
,
(xf →∞). (65)
It may seem odd that the linear term in t is retained,
because it is down by one power of xf compared to the
second constant term. However, as we learned in Section
III C, the constant term and the term proportional to
t must be considered the same order. Large terms will
cancel between the c1 term and c2 term, so that overall
the constant term is of the same order as the term linear
in t. It is then simple to determine the constants c1 and
c2.
c1 ∼ 1√
f(xf)
[∫ ∞
xf
f(s) ds+ C f(xf)
]
, (xf →∞), (66a)
c2 ∼ 1√
f(xf)
, (xf →∞). (66b)
Inserting these approximations into our expression for the
relic abundance yields our leading order approximation:
Y∞ ∼ 1
λ
∫∞
xf
f(s) ds+ Cλf(xf)
, (xf →∞). (67)
So far we have derived the leading order asymptotic
approximation of the relic abundance without specifying
an exact value for xf . In fact, these results do not depend
strongly on the precise value of xf . Allow xf → xf + ε,
where ε xf . Under this shift
Q(xf)→ Q(xf) e−ε
(
1 +O
(
ε
xf
))
(68a)
C → C + ε+O
(
ε
xf
)
(68b)
The ratio of the region III coefficients then transforms as
c1
c2
→
∫ ∞
xf+ε
f(s) ds+ (C + ε) f(xf)
=
∫ ∞
xf
f(s) ds+ C f(xf) ,
(69)
which shows that the relic abundance is invariant under a
small shift of the freeze-out temperature up to O(ε2/x2f ).
B. Next to Leading Order
At next to leading order we retain terms up to 1/xf and
t/xf , but continue to drop terms like 1/x
2
f and exp(−t).
The approximations in each region become:
uI(t) ∼ α1 + β1t, (xf →∞). (70)
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uIII(t) ∼ α3 + β3t, (xf →∞). (71)
Where the coefficients are
α1 ≡
[
1 +
1
2
F ′(xf)
F (xf)
]
C − F
′(xf)
F (xf)
, (72a)
β1 ≡1− 1
2
F ′(xf)
F (xf)
, (72b)
α3 ≡ 1√
f(xf)
[
c1 − c2
∫ ∞
xf
f(s) ds
]
, (72c)
β3 ≡c2
√
f(xf)− 1
2
f ′(xf)
f(xf)
α3 (72d)
Note the lack of a t2 term in the region III solution,
it has cancelled exactly. After a little algebra one can
simultaneously solve for the coefficients c1 and c2.
c1 ∼ 1√
f(xf)
{[
1 +
C
2
f ′(xf)
f(xf)
− 1
2
F ′(xf)
F (xf)
] ∫ ∞
xf
f(s) ds+ f(xf)
[
C +
1
2
F ′(xf)
F (xf)
(C − 2)
]}
, (73a)
c2 ∼ 1√
f(xf)
[
1 +
C
2
f ′(xf)
f(xf)
− 1
2
F ′(xf)
F (xf)
]
. (73b)
Y∞ ∼ 1
λ
{∫ ∞
xf
f(s) ds+ C f(xf)− C
2
2
f ′(xf) + (C − 1) f(xf) F
′(xf)
F (xf)
}−1
, (xf →∞). (74)
We again check to ensure that the relic abundance does
not depend strongly on the exact choice of freeze-out tem-
perature. Shifting xf → xf + ε, retaining the O
(
2/x2f
)
term, and using
C → C + − F
′(xf)
F (xf)
+O
(
ε2
x2f
)
, (75)
we find that the O(/xf), O
(
/x2f
)
, and O(2/x2f ) all can-
cel identically in the relic abundance. Therefore, we make
the convenient choice for the freeze-out temperature of
C = 1. This choice defines the numerical value of the
freeze-out temperature by
λQ(xf) = 2e
−γ−1. (76)
The third term in (74) then vanishes identically, and the
remaining three terms match exactly to∫ ∞
xf−1
f(s) ds ∼
∫ ∞
xf
f(s) ds+ f(xf)− 1
2
f ′(xf) ,
(xf →∞). (77)
It is then a straightforward numerical exercise to de-
termine the relic abundance up to order 1/x3f . One
simply determines the freeze-out temperature using (76)
and then integrates the thermally averaged cross section
(with the appropriate cosmological factors) from xf − 1
to infinity.
This result is very similar to those in the literature,
with some seemingly minor but important corrections.
Writing
f(x) ∼ x−n−2
∞∑
k=0
fkx
−k, f0 = 1, (x→∞), (78)
the relic abundance can be written
Y∞ ∼ (n+ 1)x
n+1
f
λ
[
1 + Υ1xf +
Υ2
x2f
] , (xf →∞), (79)
with
Υ1 ≡ (n+ 1)(n+ 2) + f1
(n+ 2)
(80a)
Υ2 ≡ (n+ 1)(n+ 2)(n+ 3) + 2(n+ 3)f1 + 2f2
2(n+ 3)
(80b)
Dropping all but the first term in the denominator yields
a result of the same form as in [14], but with a differ-
ent choice for the freeze-out temperature. However, the
1/xf term is what guarantees that the result does not
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depend strongly on the choice of freeze-out temperature.
The error then depends linearly on the choice of xf , which
indicates that the approximation is, strictly speaking, in-
valid.
Keeping the 1/xf corrections in (79) reproduces the
results of [16] after correcting for mistakes in their analy-
sis. This gives us confidence that boundary-layer-analysis
can be used to construct approximate solutions to other
Boltzmann equations.
C. Including Resonance and Threshold Effects
We next assume that the thermally averaged cross sec-
tion is exponentially decaying at leading order, with the
coefficient in the exponent, α, being much larger than
1/xf . In order to accommodate the additional Boltzmann
suppression we write
f(x) ∼ g(x) e−αx, (x→∞). (81)
Much like F (x) we assume we have factored out all the
exponential behavior so that g(x) has a valid asymptotic
approximation in powers of 1/x as x→∞. We will again
shift the dependent variable to x = xf + t, and to further
approximate the region III solution we split the integral
into two parts,∫ ∞
xf+t
f(s) ds ∼
∫ ∞
xf
f(s) ds−
∫ xf+t
xf
f(s) ds . (82)
It is necessary to split the integral because in general the
thermally averaged cross section will not be well approx-
imated by this exponential behavior if x is sufficiently
large for any finite set of parameters. We therefore leave
the first integral to be evaluated numerically. The second
integral can be evaluated to all orders assuming g(x) is
a slowing varying function over the range of integration.∫ xf+t
xf
f(s) ds ∼
∞∑
k=0
e−αxf
αk+1
γ(k + 1, αt) g(n)(xf) , (83)
where g(n)(xf) ≡ d g(x)/dx
∣∣
x=xf
and γ(x, z) is the lower
incomplete gamma function,
γ(s, z) :=
∫ z
0
xs−1e−x dx . (84)
Each term in the series is suppressed by 1/(αxf) if α is
large. If α is small the incomplete gamma function goes
like (αt)
k+1
, which cancels all the factors of α in the
denominator. In either case we can further approximate
the region III solution by retaining only the first term in
the series (83):
uIII(xf + t) ∼ 1√
f(xf)
[
θ−α (xf) e
αt
2 − θ+α (xf) e−
αt
2
]
(85)
where the constants are,
θ−α (xf) ≡c1 − c2
∫ ∞
xf
f(s) ds+
c2
α
f(xf) , (86a)
θ+α (xf) ≡
c2
α
√
f(xf)
. (86b)
Similarly, the region I approximation becomes
uI(t) ∼ 1√
1 + α
Kν
(
λQ(xf) e
−(1+α)t
1 + α
)
,
(xf →∞), (87)
where ν is defined by (43). We note that, for any value of
α, the order of the Bessel function ν ∈ [0, 12], we therefore
let t → ∞ and use the small argument expansion of the
Bessel function for non integral orders.
uI(t) ∼ Bα
[
η−α (xf) e
αt/2 − η+α (xf) e−αt/2
]
,
(xf →∞), (88)
where the constants are
Bα(xf) ≡ pi
2
√
1 + α sin
(
αpi
2(1+α)
) (89a)
η+α (xf) ≡
1
Γ
(
2+3α
2+2α
)( λQ(xf)
2(1 + α)
) α
2(1+α)
(89b)
η−α (xf) ≡
1
Γ
(
2+α
2+2α
)( λQ(xf)
2(1 + α)
)− α
2(1+α)
(89c)
Both solutions exhibit the exact same exponential behav-
ior. The coefficients c1 and c2 are easily found:
c1 ∼c2
{∫ ∞
xf
f(s) ds− f(xf)
α
[
1− η
−(xf)
η+(xf)
]}
, (90a)
c2 ∼αBα η
+
α (xf)√
f(xf)
, (xf →∞). (90b)
To simplify the notation and computational determina-
tion of the relic abundance we next define the parameter
δx :=
1
α
ln
(
η−α (xf)
η+α (xf)
)
. (91)
This parameter has the following asymptotic behavior:
δx ∼1 + 124
(
ψ(2)(1)− 12
)
α2, (α→ 0), (92a)
δx ∼1 + γ − ln(2) + ln(α)
α
, (α→∞), (92b)
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where ψ(m)(z) is the polygamma function of order m.
Using this parameter we may write the relic abundance
as
Y∞ ∼
[
λ
∫ ∞
xf−δx
f(s) ds
]−1
, (xf →∞). (93)
The result (93) is valid for all values of α, and in the
limit α→ 0 reproduces the results of the previous section.
It is correct up to 1/x2f corrections for general α and up
to 1/x3f corrections when α 1/xf .
V. RESULTS
We have determined an asymptotic approximation of
the relic abundance in the limit that the number density
of the particle species is very nearly its thermal equilib-
rium value until T  m, where m is the mass of the
particle. We define the freeze-out condition as√
pi
45
mMpl g
1/2
∗,eff(xf)
x2f
〈σvMøl〉Yeq(xf) = 2e−1−γ . (94)
The asymptotic approximation of the relic abundance is
Y∞ ∼
√
45√
pimMpl
[∫ ∞
xf−δx
g
1/2
∗,eff(s)
s2
〈σvMøl〉ds
]−1
(xf →∞), (95)
where the shift in the integration range δx is given by
δx =
1
α
ln
Γ
(
2+3α
2+2α
)
Γ
(
2+α
2+2α
)
+ 1 + γ + ln(1 + α)
1 + α
. (96)
In order to apply this approximation one must have some
knowledge of the analytic behavior of the thermally av-
eraged annihilation cross section in the vicinity of xf . If,
as is usually the case, the thermally averaged cross sec-
tion behaves like some power of 1/x near xf then one
should set α = 0, i.e. δx = 1. On the other hand, if the
leading order behavior near xf of the annihilation cross
section has an exponential character due to resonance or
threshold effects, i.e.
〈σvMøl〉 ∼ xβe−αx,
then one should use the coefficient in the exponent, α,
to determine δx from (96). We have provided the most
common expressions for α in (16b).
In order to estimate the fitness of our results we next
compare our approximation to a numerical determination
of the relic density using a benchmark model, which we
now outline.
A. Benchmark Model
The benchmark model we will use is a simple extension
of the SM in which we add a massive vector boson which
kinetically mixes with the SM photon and a DM fermion.
The Lagrangian is given by:
L = LSM + Lkin + Lint (97a)
Lkin = − 14VµνV µν + 12MV VµV µ + χ
(
i∂ −mχ
)
χ (97b)
Lint = 
2
BµνV
µν + gVµχγ
µχ (97c)
where Vµ is the new massive vector boson (with mass
MV ), χ is the DM Dirac fermion (with mass mχ) and
Bµ is the hyper-charge gauge boson. We take the χ− V
coupling g to be O(1) and the kinetic mixing parameter
  1. The V -B mass matrix can be diagonalized by
shifting Bµ → Bµ + Vµ and neglecting terms of O
(
2
)
.
After shifting the hyper-charge gauge boson, the vector
mediator obtains interactions with the hyper-charge cur-
rent:
Lint ⊃ g′JµY Vµ
= g′Vµ
(∑
i
Qiψiγ
µψ +
∑
i
ψ
L
i γ
µT3ψ
L
i
)
(98)
where the first sum runs over all SM fermions ψi, the
second over left-handed fermions ψLi , and T3 is essentially
the third Pauli matrix T3 = σ3/2.
The thermally averaged 2 → 2 annihilation cross sec-
tion for χ¯χ→ any for large x is given by
〈σvMøl〉 ∼
∫ ∞
2
dzK (x, z)
∑
X
σχ¯χ→X(mχz) , (99)
where the thermal kernel K (x, z) is
K (x, z) ≡ x
4K22 (x)
z2
(
z2 − 4)K1(xz) . (100)
In the above expressions, z is the center-of-mass energy
divided by the DM mass (z ≡ √s/mχ). In Fig. 5 we give
all possible final states.
There are three interesting regions in parameters space
for this model:
1. mχ > MV : The DM is heavier than the vector me-
diator. There are neither thresholds nor any reso-
nances. The dominant process is simply χ¯χ→ V V .
All other processes are negligible (assuming  is
small).
2. MV /2 < mχ < MV : The DM is lighter than the
vector but heavier than half the vector mass. At
large temperatures we will pass through a threshold
in which, due to finite temperature, the final state
χ¯χ → V V opens up. For smaller temperatures,
this final state becomes Boltzmann suppressed.
13
V
 
 
ui, d
i
, `
i
, ⌫i
ui, di, `i, ⌫i
V
 
 
Z
H
 
 
V
V
FIG. 5: Feynman diagrams showing all possible 2→ 2 annihilation channels for DM in the benchmark model.
3. mχ < MV /2: The DM is lighter than half the
vector mass. At large temperatures, we will pass
through both a resonance (z = mV /mχ) and a
threshold (z = 2mV /mχ).
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FIG. 6: The asymptotic approximation of the thermal relic
density compared to numerical results using a benchmark
model. Top: The magnitude of the relative error between
the asymptotic approximation and numerical results. Middle:
The thermal relic density. Bottom: the freeze-out tempera-
ture. We set MV = 1 TeV, g = 1,  = 10−3, and vary the
mass of the DM particle from mχ = 100GeV − 2 TeV. One
can see the affect of the resonance and χχ¯ → V V threshold
from the rise in the power law (α = 0) approximation near
mχ/MV = 0.5 and mχ/MV = 1.
In Fig. 6 we show the magnitude of the relative error
between a numerical determination of the thermal relic
density and the asymptotic approximations derived here
using
Ωχh2 = 2.744× 108 mχGeVY∞. (101)
The numerical results were obtained using the high-
fidelity, order-switching, implicit RADAU integrator [18]
taken from the author’s website2. We recast the Boltz-
mann equation into a logarithmic form in order to work
2 We use a slightly modified version of the C++ code from: https:
//unige.ch/~hairer/software.html.
with numbers of O(1− 10):
dW
d ln(x) = −
√
pi
45
mMpl
x g
1/2
∗,eff 〈σvMøl〉
× (eW − e2Weq−W ), (102)
with W = ln(Y ) (and Weq = ln(Yeq)). The integration
was performed over the interval x = 1 to x = 5×104, be-
ginning the integration withW (x = 1) = Weq(x = 1) and
maintaining a local error of O(10−10) (and a global error
O(10−9)). In order to reduce roundoff error we employ
long double (80 bit floating point) precision arithmetic.
We vary the DM mass while keeping all other param-
eters fixed. Because resonance effects may be important
for some values of the mass ratio we compare results us-
ing α = 0 for all masses and the value of α obtained from
(16b). With the exception of resonance and theshold ef-
fects, not accounted for in the α = 0 approximation, as xf
becomes larger the relative error decreases, as is expected
from the asymptotic nature of the approximation.
VI. CONCLUSION
We have shown, using this benchmark model, that our
results satisfy the requirements of an asymptotic approx-
imation. The controlling parameter is xf , and as xf be-
comes large the relative error approaches 0. As well, our
approximation yields outstanding results, giving sub per-
cent relative errors for all parameters investigated. This
is comparable or greatly exceeds the current measure-
ment uncertainty of the Hubble parameter of roughly a
percent or more [19–25]. The asymptotic approximation
of the thermal relic density typically takes orders of mag-
nitudes less time to compute than numerically integrat-
ing (6), making scans over models with large numbers
of parameters more feasible. For the choices of parame-
ters shown we typically have λ ≈ 1014, this results from
weak scale cross sections but is already quite large. If
one is interested in strongly interacting massive particles
(SIMPs), or models with very large cross sections in gen-
eral, (6) becomes exceptionally stiff, making numerical
integration prohibitively difficult and quite unstable if
not completely impossible. Reduction of order problems
can also lead to overly optimistic error approximations,
with no indication that anything is amiss. Our results do
not suffer from such difficulties.
14
Having an analytic expression for the thermal relic den-
sity is useful in its own right, for instance in large N
Yang-Mills models one may be interested in the analytic
behavior of thermal relic density as one takes the number
of colors N to infinity. This behavior can be found from
(95) easily, but numerical methods must rely on extrap-
olation. All that is required to implement our results are
standard cosmological parameters and the thermally av-
eraged cross section as inputs, and a simple quadrature
routine. The end user is not bound by the limitations of
external software, thus making analysis of models that
do not adhere to the typical requirements of prepackaged
programs such as Lorentz invariance possible.
In addition, our method constitutes a global asymp-
totic approximation to the solution of a problem with an
infinite order turning point. In fact, this procedure can
be used to construct approximations to an entire class of
problems of the form:
d2u
dx2
− [λ2 F 2(x) e−2x + P (x)]u = 0. (103)
We have shown that the uniform WKB ansatz (29) allows
one to extend the region of validity of the small x approx-
imation sufficiently close to the turning point at x = ∞
such that one can asymptotically match to the large x
approximation. This has a large range of physics appli-
cations, including quantum mechanical scattering with a
Yukawa type potential.
Our particular program could possibly generalize to a
larger set of Boltzmann equations, but because our re-
sults rely on using a uniform WKB approximation we
can only apply our procedure to systems that can be
linearized. However, one could apply boundary-layer-
analysis to obtain valid results for a multitude of Boltz-
mann equations.
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