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ABSTRACT 
In a standard CT acquisition, a high number of projections is obtained around the sample, 
generally covering an angular span of 360º. However, complexities may arise in some 
clinical scenarios such as surgery and emergency rooms or Intensive Care Units (ICUs) 
when the accessibility to the patient is limited due to the monitoring equipment attached. 
X-ray systems used in these cases are usually C-arms that only enable the acquisition 
of planar images within a limited angular range. Obtaining 3D images in these scenarios 
could be extremely interesting for diagnosis or image guided surgery. This would be 
based on the acquisition of a small number of projections within a limited angular span. 
Reconstruction of these limited-view data with conventional algorithms such as FDK 
result in streak artifacts and shape distortion deteriorating the image quality. In order to 
reduce these artifacts, advanced reconstruction methods can be used to compensate 
the lack of data by the incorporation of prior information. 
This bachelor thesis is framed on one of the lines of research carried out by the 
Biomedical Imaging and Instrumentation group from the Bioengineering and Aerospace 
Department of Universidad Carlos III de Madrid working jointly with the Hospital General 
Universitario Gregorio Marañón through its Instituto de Investigación Sanitaria. This line 
of research is carried out in collaboration with the company SEDECAL, which enables 
the direct transfer to the industry. 
Previous work showed that a new iterative reconstruction method proposed by the group, 
SCoLD, is able to restore the altered contour of the object, suppress greatly the streak 
artifacts and recover to some extend the image quality by restricting the space of search 
with a surface constraint. However, the evaluation was only carried out using a simulated 
mask that described the shape of the object obtained by thresholding a previous CT 
image of the sample, which is generally not available in real scenarios. The general 
objective of this thesis is the designing of a complete workflow to implement SCoLD in 
real scenarios. 
For that purpose, the 3D scanner Artec Eva was chosen to acquire the surface 
information of the sample, which was then transformed to be usable as prior information 
for SCoLD method.  
The evaluation done in a rodent study showed high similarity between the mask obtained 
from real data and the ideal mask obtained from a CT. Distortions in shape and streak 
artifacts in the limited-view FDK reconstruction were greatly reduced when using the real 
mask with the SCoLD reconstruction and the image quality was highly improved 
demonstrating the feasibility of the proposal. 
 
Keywords: X-ray imaging, Limited-view Tomography, Advanced Reconstruction, 3D 
Scanner  
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1 INTRODUCTION 
1.1 INTRODUCTION TO X-RAYS 
The discovery of the X-rays was made in 1895 by the German physicist W.C. Roentgen 
during an experiment with a cathode tube (Fig. 1.1 left). By applying a high voltage to it, 
an invisible light was appearing on a screen far away from the source, which was named 
as “X” referring to an unknown quantity. He also noticed that the X-rays can travel 
through solid materials casting shadows on a film. 
Many scientists duplicated his experiment and gave to X-rays a variety of uses that were 
not clinically intended, such as shoe fitting or security control. Furthermore, within six 
months of the discovery, surgeons were able to use X-rays to locate bullets and examine 
the bone injuries since Roentgen also found out that human tissue and metallic objects 
appear to be different on the captured images (Fig. 1.1 right). 
           
Fig. 1.1: Example of Crookes tubes used by Roentgen (left); the first hand X-ray image of Roentgen’s 
wife (right).  
As soon as X-ray experiments were wildly performed, its hazardous nature was gradually 
observed. It was first reported at Vanderbilt University because of the hair loss of a 
scientist [1]. While more cases of X-ray burns were reported, many physicians claimed 
that it is harmless, until the death of Elizabeth Fleischman due to her involvement with 
X-rays, confirmed the risk of its usage. 
Because of the huge interest of X-ray imaging, it has been continuously developed and 
diverged into several modalities. The most known modalities nowadays are Radiography 
(plain X-rays), Computed Tomography (CT), Mammography, Angiography and 
Fluoroscopy. The primary aim of all these modalities is the diagnosis and examination of 
the imaged area, which can be either bone, mammary tissue, blood vessel distribution 
or a certain organ. 
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In this section of the thesis, the basic physical principles of X-ray generation and 
detection will be explained for the acquisition of a useful image. 
1.1.1  X-ray generation 
According to Planck’s description (Eq. 1.1) of high energetic Electromagnetic (EM) 
waves, X-rays can be described as a flux of photons in which each particle has an energy 
corresponding to the oscillation wavelength/frequency: 
 
𝐸 =
ℎ∙𝑐
𝜆
= ℎ ∙ 𝑣    (Eq. 1.1) 
 
where ℎ stands for Planck’s constant and has the value of 4.135 ∙  10−15 𝑒𝑉 ∙ 𝑠, c is the 
speed of light, 𝜆 is the wavelength and 𝑣 is the frequency.  
The X-rays range from 100 eV to 100 KeV, which corresponds to wavelengths from 
0.01nm to 10 nm or, equivalently in terms of frequency, from 3 ∙ 1016 𝐻𝑧 𝑡𝑜 3 ∙ 1019 𝐻𝑧. 
This range is defined by grouping all the energies higher than UV rays and lower than 
gamma rays (Fig. 1.2). Within this interval, a further classification can be made according 
to their energy levels. Soft X-rays (from 10 nm to 0.1nm/100pm wavelength), due to their 
ease to be absorbed and their lower reflectivity than UV rays, are used for X-ray 
microscopy and produce images of very small structures. On the other hand, X-ray 
crystallization, radiographic images or security checks are done using hard X-rays. 
Therefore, when talking about medical imaging, it is taken as reference exclusively the 
range of 10KeV to 150 KeV [2]. 
 
Fig. 1.2: Electromagnetic spectrum with examples of specific applications of hard X-rays. 
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The generation of the X-ray photons is commonly achieved in a vacuum tube (Fig. 1.3) 
covered with heavy materials leaving a window from where X-ray photons exit, a high 
voltage is applied across to both ends. 
During X-ray generation, the filament heats up and emit electrons through thermionic 
emission. The accelerating flux of electrons travels from the cathode (tungsten filaments) 
and hit the surface of the target of the anode (tungsten except in mammography.). In this 
process, the kinetic energy that electrons gained is partially transformed into photons 
(4%), while the rest is all dissipated in the form of heat on the anode so that it has to be 
rotating to avoid overheating in a given portion of it. 
 
Fig. 1.3: Example scheme of an X-ray vacuum tube with essential components shown. 
When accelerated electrons hit the target, two main processes may occur: 
a) Bremsstrahlung or Braking Radiation  
The interaction of incident electrons with the nucleus of the target atoms forces them to 
decelerate and give up part of their energy in the form of a photon. This interaction is 
due to the Coulomb’s Force between particles of different charges and the resulting 
intensity of Bremsstrahlung radiation is governed by Kramer’s Law (Eq. 1.2), where 𝑍 is 
the atomic number of the target material and 𝑒 is the charge of the incident particle and 
𝑚 is its mass. This equation also explains the choice of electrons to be the collision 
particles (low mass) and the preference of high-Z target materials. 
 
𝐼𝐵𝑟𝑒𝑚𝑠𝑠𝑡𝑟𝑎ℎ𝑙𝑢𝑛𝑔 ∝  
𝑍2𝑧4𝑒6
𝑚2
   (Eq. 1.2) 
 
The radiation spectrum given by this interaction is a continuous function where the 
probability of striking directly the nucleus and giving up all kinetic energy of the incident 
particle is minimal while the probability of giving up a portion of its kinetic energy as the 
form of photon is the highest (Fig. 1.4). These decelerated particles can also continue 
reacting with neighbor atoms and create more low energy photons. 
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-  
Fig. 1.4: Bremsstrahlung production scheme. (a) Electrons may either hit straight to the nucleus or be 
deviated at a certain distance to it. (b) The relative photon output depending on the incident energy of 
electrons. Source: [2] 
b) Characteristic Radiation 
The accelerated electrons can also interact with the electron cloud of the target material. 
Depending on the material used as target, a specific energy level distribution of its 
electrons can be found. The ejection of electrons from target atoms can occur when the 
kinetic energy gained by bombarding particles is higher than their binding energy. An 
electron in K shell (the innermost shell) of tungsten has a binding energy of 70keV while 
some other materials may have a lower binding energy. As in Bremsstrahlung 
production, successive interactions of both bombarding and ejected electron may take 
place until their kinetic energy reduces drastically.  
As illustrated in Fig. 1.5 (left), the accelerated electron kicks out an orbital electron, and 
its position is covered by an outer shell electron. This movement releases energy, the so 
called Characteristic Radiation. The reduction in released intensity at low energies in a 
common X-ray spectrum (Fig. 1.5 right) is due to the ease of low energy photons to be 
absorbed by matter preventing them from travelling as far as others. Commonly, a 
previous filter is placed at the window of the X-ray tube in order to stop these particles 
before they reach the object  
 
Fig. 1.5: Scheme of characteristic X-ray production is given (left). The release of energy are represented 
as sharp peaks on the basis of a Bremsstrahlung radiation spectrum (right) since the energies released are 
those corresponding to specific transitions. Source: [2] 
The gap created by kicking out an electron is filled with electrons from next outer shell 
and so on, this successive process is known as the cascade of electronic transitions and 
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it ends with the filling of outermost shell gap with free electrons within the environment 
that lost their entire kinetic energy after reacting with neighbor atoms.  
These transitions in energy levels result in the release of energies which are determined 
by their difference in binding energy. Since the description of energy levels is done by 
known discrete numbers, the emission energy corresponding to a specific transition for 
a given material can be calculated as stated in Eq. 1.3: 
 
𝐸𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 =  𝐸𝑖𝑛𝑖 − 𝐸𝑒𝑛𝑑   (Eq. 1.3) 
 
where the characteristic radiation energy, 𝐸𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 will be the difference between the 
binding energy of the initial level, 𝐸𝑖𝑛𝑖, and that of the ending level, 𝐸𝑒𝑛𝑑. Transitions 
between adjacent shells are called α transitions, and transitions between two or more 
shells are called β transitions. The most predominant transitions are the ones that land 
on the innermost K shell and these energy emissions contribute to the previous 
Bremsstrahlung spectrum as two sharp maxima (Fig. 1.5). 
1.1.2  X-ray Interactions 
Once the X-rays are produced, different interactions may occur between the incident 
photons and the atoms of the object to be imaged [2]: 
a) Photoelectric effect 
It is an ionization process in which incident photons give up their kinetic energy to one of 
the electrons of the target atom and ejecting it from its orbit. This process is only possible 
when the incident energy is higher or equal to the binding energy of the target electron. 
A vacancy will be created on the position where the ejected electron occupied and it can 
be located at the inner shell or outer ones depending on the amount of energy that the 
incident photon was carrying. Thus this vacancy may cause a cascade of electronic 
transitions and the eventual filling of the outermost shell with a free electron. 
b) Rayleigh scattering 
It describes the process in which the incident photon is reemitted with the same energy 
and an altered trajectory (thus also referred as elastic scattering). Therefore, contrary to 
the previous interaction, it is not ionizing and undesired for medical imaging since it 
makes difficult to know from which direction it comes originally and thus adds errors to 
the final image. In general, this process is more frequent in low energy photons at high-
Z medium. 
c) Compton scattering 
It is considered as inelastic scattering since the deviated photon loses part of its energy 
by transferring it into an electron (most likely the outermost ones) causing ionization.  
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An illustration of phenomena described is shown in Fig 1.6: 
 
Fig. 1.6: Diagrams of X-ray interaction with matter being a) photoelectric effect, b) Rayleigh scattering 
and c) Compton scattering.  
1.1.3  X-ray Detection 
X-rays passing through the imaged object are collected using X-ray detectors for the 
image formation. One of the most common detectors were radiographic films (Fig. 1.7), 
which are made of silver halide emulsion and protected by gelatin. These films, when 
exposed to light, experience changes in the crystal structures of silver halide and make 
the area opaque and form a viewable image. Intensifying screens were added to 
increase the Signal to Noise Ratio (SNR) since the film was very sensitive to any light 
source. However, the inconvenience of manipulation, processing, dose reduction and 
storage encouraged the development of digital detectors. 
 
Fig. 1.7: Structure of a radiographic film where constituent layers can be observed. Source: [3] 
Digital Radiography (DR) started to replace the primitive X-ray films from 1990s and its 
main advantage is the reduction on dose and the immediate image viewing capability. 
The most common ones are those called Flat Panel Detectors (FPD). Through an indirect 
procedure, the X-rays are first converted to light by a scintillator and then channeled 
through the amorphous silicon photodiode layer transforming the light received into a 
digital output signal. 
With these devices, expensive film processing steps were eventually eliminated; a wider 
dynamic range can be achieved; imaging processing techniques are able to enhance the 
quality of the images and an easier access of the archives is possible. 
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1.2 PLANAR X-RAY IMAGING MODALITIES 
X-rays can be used to reveal the internal structures of the body, resulting useful for 
clinical diagnosis. Since different tissues have different densities, each one will absorb 
or attenuate a given amount of incoming X-rays. Therefore, the X-ray image presents 
different contrasts depending on the density map of the tissues. 
1.2.1 Projection 
When recording the radiation emitted by the X-ray source after its attenuation by the 
object, the image formed presents the modulated distribution of radiation intensity and 
always offers a superposition image (Fig. 1.8). That is, all volume elements passed by 
any ray contribute to the attenuation of the radiation intensity [4]. In mathematical terms 
(Eq. 1.4), obtaining a projection image is equivalent to compute the attenuation provided 
by the object along the trajectory of the X-rays. This parameter is expressed as 𝜇(𝜀) in 
Beer Lambert Law: 
 
𝐼 =  ∫ 𝐼𝑂(𝜀) ∙ 𝑒
− ∫ 𝜇(𝜀)∙𝑑𝑥𝑑𝜀   (Eq. 1.4) 
 
where 𝐼 is the photon intensity received by the detector, 𝐼𝑂(𝜀) is the energy dependent 
intensity spectrum of the incident X-ray, 𝜇(𝜀) is the attenuation coefficient of the material 
which represents the probability of the material to attenuate the photons and 𝑥 describes 
the length of the material traversed.  
 
Fig. 1.8: Schematic of projection formation 
1.2.2 Radiography  
Conventional radiography uses regular radiographic films in which the images are not 
displayed directly after acquisition, but it requires complex procedures for the 
development, fixation, rinsing and drying of the films.  
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Digital radiography shares the same working principle as conventional radiography, 
except for the fact that the detectors are digital. This allows for less dangerous, faster 
and easily storable acquisitions. Once the projection is transferred from the detector to 
a computer screen they can be view immediately. 
In this type of configuration (Fig. 1.9), the detector is a flat panel located at one side of 
the object while the source is at the other. 
 
Fig. 1.9: A common acquisition scene  is represented (left) and the origin of the magnification is 
represented with a scheme (right). 
The magnification of the object on the final image can be easily derived from the Source-
Object Distance (SOD) and Source-Detector Distance (SDD):  
𝑀 =  
𝑆𝐷𝐷
𝑆𝑂𝐷
   (Eq. 1.5) 
with 𝑆𝐷𝐷 = 𝑆𝑂𝐷 + 𝑂𝐷𝐷; and ODD stands for Object-Detector Distance. 
An example of a projection obtained by conventional radiography can be seen in Fig. 
1.10. 
 
Fig. 1.10: Example of a chest radiography 
1.2.3 Fluoroscopy 
Fluoroscopy is an imaging technique that uses X-rays in a given time-span allowing the 
viewing of both anatomical and functional information. A fluorescence compound is 
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usually swallowed or injected on the region of interest to enhance the contrast within the 
soft tissue since they share similar values of density (Fig. 1.11). Also, by imaging the 
area several times, movements of organs such as heart or lungs can be detected. This 
technique is very helpful both for diagnosis and therapy and it is mostly used for image 
guided surgeries. Meanwhile, the radiation dose of this procedure is much higher than 
regular radiography due to the continuous acquisition.  
 
Fig. 1.11: Example result of fluoroscopy in abdomen. 
1.2.4 C-arm 
Contrary to stationary systems, C-arm is a mobile X-ray based device mostly used in 
operation rooms, where the accessibility to the patient is low and real time images are 
desired. The name of C-arm is given by is C shape element that connects on the one 
side the X-ray source and the detector or the image intensifier on the other side. Due to 
its flexibility and fluoroscopic capability, it is widely used for angiography and cardiac 
studies.  
Conventional C-arm systems usually scope up to 150º orbital movement and are mainly 
used as planar imaging equipment (Fig. 1.12). With the high interest on 3D real-time 
visualization in surgery rooms, many efforts have been made regarding its architecture 
to enable tomographic capabilities. However, challenges associated with its mechanical 
instability and artifact prone nature are still present [5, 6].  
 
Fig. 1.12: A conventional C-arm system. 
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1.3 COMPUTED TOMOGRAPHY (CT) 
CT was the first widely used radiological imaging modality which exclusively provided 
computed digital images instead of the well-known directly acquired analog images. It 
offers images of single discrete slices instead of superposition images of complete body 
sections [4].  
The 3D image is achieved by taking several projections at different angles and using 
reconstruction algorithms to calculate the density values of the object (Fig. 1.13).  
 
Fig. 1.13: Schematic of a CT image formation. The steps are (from left to right): X-ray emission, output 
X-ray detection as intensity profile, translation into attenuation profile and image reconstruction with 
several projections. 
According to the complexity on geometry, CT systems can be ordered as follows: 
a) Parallel Beam /Pencil Beam Geometry 
The X-rays are emitted from a point source and the detector follows a rectilinear path 
(Fig. 1.14) parallel to the source until all the desired area is scanned. Moreover, the 
source has to be rotated for the acquisition of next projection in a different angle and 
repeat the process as many times as the number of projections needed. 
 
Fig. 1.14: Diagram of a parallel beam acquisition geometry. The lines represent the path of emitted 
photons by the X-ray source and the overlap of the path after several rotations is shown. 
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The main drawbacks of this geometry is the time consuming nature of the procedure 
when moving the source and detector and the partial usage of the radiation as the X-
rays do not exit from the source as a pencil beam or single line.  
b) Fan Beam Geometry 
It is implemented to make use the lateral X-rays that the source generates. The overall 
shape of incident X-rays is a 2D fan that travels through a given cross-section of the 
object reaching to the detector. The detector can be either a row of equally spaced 
elements on a straight axis or equally distributed angularly on an arc shape detector (Fig. 
1.15). The pair of source-detector moves in a circular way to acquire projections at all 
angles. 
c) Cone Beam Geometry 
In order to extend the fan beam geometry in 3D, cone beam CT was introduced to reduce 
the acquisition time and accelerate the procedure. With this type of source, a 2D detector 
was needed and several cross-sections are able to be imaged simultaneously. Similar 
to fan beam CT, the source-detector pair rotates around the object to obtain multiple 
views of it.  
 
Fig. 1.15: Representation of a fan beam geometry (A) and cone beam geometry (B).  Source: [7] 
d) Helical Geometry 
The acquisition is further accelerated with the introduction of helical movement (Fig. 1.16) 
of the source and the detector.  
 
Fig. 1.16: Helical CT acquisition path scheme 
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While a cone-beam geometry is mostly used in preclinical CT systems, helical is the 
usual geometry in clinical systems.  
1.3.1 Image Reconstruction 
Image reconstruction is a process in which projections acquired are used to solve the 3D 
inverse problem so that tomographic images are obtained. There are two major 
categories of reconstruction methods, one based on analytical algorithms by means of a 
discretized physical model, and a second approach to the real solution by an iterative 
process.  
1.3.2 Analytical Reconstruction Methods 
By assuming that projections are integrals of the volume to reconstruct, analytical 
approaches are based on the discretization of an idealized mathematical model in the 
continuous space.  
Taking as example a parallel beam system (Fig. 1.17), the Radon transform (𝑃𝜃(𝑡)) of a 
density distribution 𝑓(𝑥, 𝑦) is a 2D line integral along the anlge 𝜃 [8]. 
 
𝑃𝜃(𝑡) = ∫ 𝑓(𝑥, 𝑦)𝑑𝑠 
 
(𝜃,𝑡)
= ∫ 𝑓(𝑥, 𝑦)𝛿(𝑥 ∙ 𝑐𝑜𝑠𝜃 + 𝑦 ∙ 𝑠𝑖𝑛𝜃 − 𝑡)𝑑𝑥𝑑𝑦
∞
−∞
  (Eq. 1.6) 
 
Fig. 1.17: Ilustration of the Radon transform 
An inverse transformation has to be carried out to solve the equation. In order to invert 
the Radon transform to obtain the desired image, two different methods can be used: 
the ones based on the Fourier inverse transform and the ones based on Filtered 
Backprojection (FBP).  
Fig. 1.18 shows the basis for the inversion of the Radon Transform, the central slice 
theorem, which states that “Fourier transform of a parallel projection of 𝑓(𝑥, 𝑦) 
distribution for a 𝜃  angle, is equal to the values of the 2D Fourier transform of a 
distribution in the line passing through the origin and forming the same angle with 𝑤 axis”.  
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Fig. 1.18: Central Slice Theorem. Source: [8] 
The Filtered Backprojection algorithm allows for the reconstruction of a two dimensional 
function from a set of one-dimensional projections.  
Fig. 1.19 shows two simple examples to illustrate this algorithm. In the simplest case of 
an image matrix with only four pixels (2 x 2 matrix) two measurements for two projections 
will yield a system of four equations and four unknown which can be solved easily. The 
extension to a 3 x 3 matrix with nine unknowns can also be solved easily with twelve 
measured values[4]. When backprojecting the sums obtained are simply repeated back 
to all elements crossed. 
 
Fig. 1.19: Calculation in a NxN matrix representing the image reconstruction. 
When this process is repeated for enough angles (a standard CT usually makes 360 
projections around a full angular span of 360º), a blurred version of the original object 
can be achieved by summing up all these contributions (Fig. 1.20). With a higher number 
of projections the image quality is better, but the high low frequency component produces 
the blurring of the backprojected image. 
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Fig. 1.20: Backprojection scheme showing the original image (top) consists of a single point. In the 
bottom part, images resulting from backprojection of 3, 6 and 360 degrees respectively are shown. In the 
last case, it can be seen how edges are smoother. 
A high pass filter is needed in order to remove the excess of low frequency components 
that builds up and causes the characteristic blurring of the reconstructed images. In the 
most usual cases, a 2D ramp filter is used to enhance the edges while removing low 
frequencies. This is done easily in frequency domain by multiplying the blurred image to 
a high pass filter of same size (Fig 1.21). This back-projection method with a ramp filter 
incorporated is called Filtered Back Projection (FBP). 
 
Fig. 1.21: Diagram showing a back projected image that (a) after the Fourier Transform (a’) is multiplied 
by a 2D ramp filter (b). The result image in Fourier domain (c’) is then inverse transformed back to 
spatial domain achieving a filtered image (c) with increased contrast resolution 
In the case of a system with cone-beam geometry, the algorithm proposed by Feldkamp, 
Davis and Kress (FDK) is widely used [9].  
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1.3.3 Advanced Reconstruction 
Analytical methods are considered unfeasible when the problem is ill-posed due to an 
incomplete set of projections acquired and advanced reconstruction methods such as 
iterative reconstruction are proposed [10].  
The workflow of an iterative reconstruction method (Fig 1.22) starts with an estimate of 
the object geometry and its estimated projection is compared to those obtained 
experimentally (stage 1). The error image between them is then backprojected (stage 3) 
and this information helps to improve step by step the estimation of the reconstruction. 
 
Fig. 1.22: The workflow of iterative reconstruction algorithm is represented. Source: [8] 
Many iterative methods also incorporate additional known information or constrains to 
provide a faster convergence of the problem and obtain a more realistic estimation [11].  
These prior information are usually based on the physical knowledge of the sample. The 
most common constrains are:  
- Non-negativity condition since samples always have densities greater than zero 
- Total Variation (TV) minimization. This condition imposes the homogeneity within 
tissues and assures their smooth and uniform appearance. 
- Field Of View (FOV) constrain. The system has a fixed region of scope where the 
object can be seen and imaged (provided as the estimation in stage 0 of Fig. 
1.22). 
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2 MOTIVATION 
2.1 LIMITED-VIEW SCENARIOS 
In a standard CT acquisition a high number of projections is obtained around the sample 
covering an angular range of 360º. However, there are limited-angle tomography 
scenarios in which only a reduced number of projections is obtained in a much lower 
angular span. Examples of them can be found in clinical environments such as surgery 
and emergency rooms or Intensive Care Units (ICUs), where life support equipment 
attached to the patient and surgical instruments may limit the available operating space. 
With the demand of real-time images and restricted space available, the imaging 
equipment available is usually a C-arm system that usually have up to 150º orbital 
coverage. 
Besides, several researches have highlighted a greater risk and vulnerability of X-ray in 
children compared to adults for the development of a variety of tumors [12, 13]. As a CT 
image requires a high number of projections, the add up of dose is much greater than in 
conventional planar systems, making dose reduction in pediatric X-ray image an issue 
of special concern. Thus, it would be extremely valuable to obtain images with equivalent 
quality but lowering as much as possible the number of projections needed to obtain 
tomographic images [14-16].  
However, the incompleteness of the data due to limited-view may cause aliasing and 
artifacts on the reconstruction. The artifacts (Fig. 2.1) are revealed as streaks extending 
from the center of rotation and deteriorates brutally the image quality [17]. The problem 
is even worsened when small details are required since they contribute as high 
frequencies in the Fourier domain and, according to Nyquist Law, the sampling frequency 
has to be at least the twice of it.  
 
Fig. 2.1: Artifacts derived from FDK(cone beam back-projection algorithm) with 60º (left), 90º (center) 
and 130º span angles. 
It is worth mentioning that aside from the resolution loss, the diagnostic capacity is 
maintained as long as a minimum number of projections is ensured. In recent years, a 
large number of studies have been conducted trying to solve the challenge of limited-
data in CT reconstruction[11, 18]. Due to the incompleteness in Radon domain, it was 
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widely believed that a reconstruction based on less than 180 projections would not be 
able to generate images with an acceptable quality.  
The growth of research on iterative reconstruction methods enables the chance to 
accomplish an artifact-free CT image from a set of limited projection data. As explained 
in the previous section, prior information has been proposed to compensate the lack of 
data. 
2.2 CONTEXT 
This bachelor thesis is framed on one of the lines of research carried out by the 
Biomedical Imaging and Instrumentation Group (BiiG) from the Bioengineering and 
Aerospace Department of Universidad Carlos III de Madrid working jointly with the 
Hospital General Universitario Gregorio Marañón (HGUGM) through its Instituto de 
Investigación Sanitaria. This line of research is carried out in collaboration with the 
company Sociedad Española de Electromedicina y Calidad (SEDECAL) which opens 
the possibility to achieve the transfer of technology to the industry. 
A previous work developed by BiiG group, presented the possibilities of limited view 
tomography with a novel iterative method, the Surface Constrained method for Limited-
Data Tomography (SCoLD)[19]. This proposed method is based on the incorporation of 
the exact geometrical surface information to compensate the lack of data in limited-view 
scenarios where a few projections are acquired in a reduced angular span. SCoLD 
restricts the space of search considerably with the surface-based support helping to 
converge to a better solution. The study showed that SCoLD allows to restore the altered 
contour of the sample and suppress greatly the streak artifacts. However, it was only 
carried out by simulations using a surface mask extracted by thresholding and 
morphological operations of a reference CT. However, its experimental application 
including the surface extraction has not been probed yet. 
2.3 OBJECTIVES 
The overall objective of this thesis is the evaluation of the SCoLD method with real data. 
This general objective can be detail in the following challenges: 
1) Evaluate the general applicability of different 3D scanning technologies available in 
the market for its application in medical imaging. The management of a 3D scanner in 
clinical/pre-clinical environment needs to be adapted as it differs from the usual operating 
spaces. 
2) Design a complete workflow to obtain surface information from real data. The 
transformation of the outcome into a usable format in tomographic reconstruction 
algorithms must be implemented. 
3) Evaluate the results obtained with the proposed workflow. Obtaining of proper iterative 
reconstruction results with the SCoLD method is highly dependent on the parameters 
and information provided so that an optimization procedure is likely to be required. 
18 
 
2.4 OUTLINE OF THE MANUSCRIPT 
The following chapters are included in the manuscript: 
- Chapter 1: Introduction. This chapter describes a theoretical background on X-ray 
imaging. Differences between planar X-ray and CT are described together with the 
concepts of projection and the reconstruction. 
- Chapter 2: Motivation. This chapter introduces the line of research in which this thesis 
is included and the specific objectives of this work. Context and socioeconomic 
environment are described. 
 
- Chapter 3: 3D Scanners. This chapter describes currently available technologies in 
3D scanners, analyzes the technical requirement for the application proposed in this 
work and summarizes a comparison among few commercial options.  
- Chapter 4: Proposed method. This chapter presents a complete workflow to obtain 
surface information from real data and the processing required to transform it into a 
suitable format for tomographic reconstruction algorithms.  
- Chapter 5: Evaluation. This chapter describes the methodology used for the 
evaluation of the method proposed in Chapter 3 with real data. 
- Chapter 6: Results.  
- Chapter 7: Discussions and future works. 
- Chapter 8: Project management 
2.5 REGULATORY FRAMEWORKS AND SOCIOECONOMIC ENVIRONMENT 
Experimental practices with animal as well as their housing and care done for this work 
are accomplished in accordance with the legislation (Real Decreto 53/2013 º(39) and 
86/609/EEC), of animal protection applied in Unidad de Medicina y Cirugía Experimental 
(UMCE) of Hospital General Universitario Gregorio Marañón (HGUGM) and are 
permitted by the Animal Experimentation Ethics Committee of HGUGM.  
The three “Rs” rule introduced by W.M.S. Russel were taken into account when 
designing the experiments in vivo: 
- Replacement: The use of living animals for the testing is avoided unless 
necessary. 
- Reduction: The number of animals used is kept as low as possible and studies 
ae not repeated avoidably. 
- Refinement: The impact of any procedure should be as small as possible. 
The application of the results obtained in this thesis in novel radiography systems brings 
the opportunity of obtaining tomographic images while maintaining the radiation dose 
very low compared to CT systems. The impact on the clinics may include: 
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- The increase of image information would avoid the need of additional exhaustive 
exams optimizing the efficiency of Radiology Department. 
- This technology may increase the role of radiographic systems, which accounts 
already for the 80% of the medical imaging studies performed in the clinics. 
- This technology could enable obtaining 3D images where a conventional CT 
system is not available due to limitations of mobility of the patient or restricted 
accessibility for a CT equipment such as ICU or during surgery. 
Finally, it would bring the possibility of advanced techniques in underdeveloped countries 
or rural areas, by providing tomographic images with a lower cost than a CT. The transfer 
of this technology to SEDECAL will benefit the national industry assuring its leadership 
in such a dynamic sector, by including the newest imaging tools into their radiology 
systems. 
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3 3D SCANNERS 
A 3D scanner is a device that analyses a real-world object or environment to collect data 
on its shape and possibly its appearance (e.g. colour). The collected data can then be 
used to construct digital three-dimensional models. 
Direct measuring methods are used to measure the magnitude or recover the 3D 
geometrical information of a real object. These methods are especially easy if the objects 
are constructed by basic shapes, however, real objects do not have a uniform geometry. 
Recent developments enable mimicking the depth perception of the human eyes using 
two or more cameras, thus determining the distance of a point cloud given by the object 
and estimate the whole external geometry by generating vertices among them. 
Applications of 3D scanners may include industrial design, quality control and 
prototyping, model construction for 3D printing and digitization of art gadgets among 
others [20]. Many different technologies can be used nowadays to build these 3D-
scanning devices. Some of them are described below. 
3.1 CONTACT 3D SCANNERS 
These scanners work by touching the scanning object (Fig. 3.1). The object must be 
laying on a flat, fixed surface to avoid movements and the scanner is usually a moving 
arm maps the distance calculated when reaching the object surface. This type of scanner 
can be very precise for the distance obtaining therefore mostly used in the manufacture 
of precision required pieces and quality controls. Another advantage of this technology 
is that it can be applied to a reflective or transparent object as there is no light involved. 
However, the force applied onto the object surface may cause deformations when it is 
not completely rigid and thus possible damages take place. Time requirement is also a 
main limitation as a large acquisition time is spent to move physically the arm. 
 
Fig. 3.1: A coordinate measuring machine (CMM)is shown as an example of contact based 3D scanner.  
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3.2 NON-CONTACT 3D SCANNERS 
a) Time-of-Flight 
A scanner based on time-on-flight principle emits a pulse signal of laser and processes 
the time it took to bounce back after strike to the object surface (Fig. 3.2). Since the 
speed of light is known, the time spent in the trip can be easily calculated and thus the 
distance from the sensor to the reflecting surface can be determined. Both the scanner 
and the object should be fixed and hold stable on the place as it measures one point at 
a time. The entire region desired needs to be scoped by either rotating the whole setup 
or diverging the laser pulse by mirrors. The precision of these devices is mainly 
dependent on the accuracy of the time sensors and due to the fast nature of lasers, the 
time precision is limited. On the other hand, thanks to this property, this device is made 
more suitable for the measurement of geographic features or large goods. 
 
Fig. 3.2: Example scheme showing the working principle of a time-of-flight scanner, the laser/transmitter 
shines on the target/reflector while the sensor/receiver detects the reflected light.  
b) Triangulation 
Similar to the previous technique, triangulation based scanners detects the pulse of a 
laser emitted, but it looks for the laser dot inside the FOV of a camera instead of the 
round-trip time (Fig. 3.3). The name of this setup comes from the triangle form by the 
three elements: the laser dot, camera and the emitter. Triangulation scanners are 
intended for the acquisition of small objects at a closer distance and its accuracy is 
significantly higher than a simple time-of-flight based device.  
 
Fig. 3.3: Working principle of a triangulation scanner where CCD stands for charge-coupled device. 
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c) Conoscopic Holography 
A conoscopic holography device (Fig. 3.4) emits a laser source towards the surface of 
the target. When the laser beam is reflected back along the same path, it is projected 
onto a CCD (Charge-Coupled Device) and detected as a diffraction pattern. This will be 
transformed in frequency domain allowing to determine the distance to the surface. 
Advantages have been seen when using these devices to scan cavities and this is the 
reason for researches conducted for its application on computer assisted surgery with a 
multi-camera optical tracking system. 
 
Fig. 3.4: Example of a conoscopic system: ConoProbe. Source: [21] 
d) Structured Light 
Instead of using a point source, structured light based scanners emit a light pattern and 
analyzes it deformation after strike on the target (Fig 3.5). The advantage to highlight in 
these devices is the speed of acquisition as a large number of points can be captured 
for the calculation of the distances at the same time. Moreover, many portable 
commercial options have been launched already making easier their adaption in clinical 
environment and avoid the installation of needed accessories. 
 
Fig. 3.5: A schematic representation of a structured light scanner recording system. The projector emits 
the light pattern and the pair of cameras records the distortion at two different angles to prevent 
obstructions. 
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As all other light based scanners, difficulties are seen when the surface desired is 
transparent or reflective. These properties of the material cause the light to be over-
reflected outside the current scanning area or almost no light is reflected for the 
detection. 
3.3 SELECTED SCANNER 
Among the available 3D scanning technologies, we considered that non-contact 
structured light scanners are the most suitable for an easy setup in a clinical or preclinical 
environment. In these scenarios the space is shared by many devices or equipment, so 
the scanner must be easy to handle, apart from allow a fast scanning process since we 
are dealing with living organisms and it is required they remain immobile. 
Table 3.1. shows a summary of the available scanners based on structured light: 
3D SCANNER TEXTURE ESTIMATED 
PRICE (€) 
MAXIMUM 
RESOLUTION 
(MM) 
MAXIMUM 
ACCURACY 
(MM) 
ACQUISITION 
SPEED 
(POINTS/S) 
WORKING 
RANGE 
(M) 
WEIGHT 
(KG) 
 
ARTEC EVA YES 14K 0.5 0.1 2 000 000 0.4 - 1 0.85  
CREAFORM 
GO!SCAN 
YES 25K 0.5 0.1 550 000 0.4 - 0.65 0.95  
PEEL3D 3D 
SCANNER 
NO 5K 0.5 0.25 550 0.4 0.85  
VIALUX 
ZSNAPPER 
PORTABLE 
NO 15K 0.1 0.1 - - 2.3  
THOR 3D 
DRAKE 
YES 13.5K 0.15 0.03 1 200 000 0.4 - 1 2.3  
Table 3.1 Comparison of some options for handheld structured light based 3D scanners on the market.  
The Artec Eva (Fig. 3.6) was chosen for the study of the limited-view problem due to its 
significant faster acquisition speed and its versatile working range. Another reason for 
this selection is its availability in the group, where it has been used for image guided 
surgery. Its applicability on body scanning has already been reported for a wide range of 
clinical usages [22]. 
 
Fig. 3.6: 3D scanner Artec Eva  
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4 PROPOSED METHOD 
In this chapter we present a complete protocol for obtaining a 3D image from limited-
view tomographic data (Fig. 4.1). We propose the use of a 3D structured light scanner 
to extract information about the contour of the sample in order to have prior information 
to compensate the lack of data and solve the reconstruction problem. 
While a standard procedure involves exclusively a FDK reconstruction of the projections, 
we have introduced additional steps to obtain prior information about the sample 
geometry using the scanner Artec Eva. The surface mask generated is used for an 
advanced reconstruction method so a registration procedure is needed to align it with a 
preliminary reconstructed volume. To facilitate the registration process we placed some 
makers on the sample before the acquisition.  
 
Fig. 4.1: Scheme describing the complete workflow of the proposed procedures. 
The following sections of this chapter describe the main issues of the proposed workflow 
showing examples of the data generated in each of them. 
4.1 DATA ACQUISITION 
The procedure starts with the preparation of the sample and the background that is 
crucial for the surface acquisition with the structured light scanner.  
On the one hand, to facilitate the detection with the light scanner, an even, brighter 
surface of the object is preferred. We used tapes or tights to uniform the hair of the animal 
and placed the markers on top of them so that they are better identified in the surface 
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mask (Fig. 4.2). On the other hand, an irregular background helps the scanner to keep 
the track. The acquisition table, for example, was covered by fabric to create a bumpy 
appearance. 
 
Fig. 4.2: Example of preparation of the samplewith white tapes surrounding the thorax of the rodent and 
the bed to smooth the irregular hair texture of the sample 
Markers (Fig. 4.3) are used as landmarks for the registration process. We used 3 
spherical ceramic-based markers with a diameter of 4 mm in order to allow its 
visualization with the light scanner but avoid causing significant artifacts in the CT 
images. They were placed separated from each other as much as possible without 
exceeding the FOV of the detector for all projections.   
 
Fig. 4.3: Marker used in the study(left) and an example of its visualization in projection (right). 
For the standard CT reconstruction (based on the FDK algorithm) we used the software 
Mangoose [23, 24] developed by the BiiG group in association with Computer 
Architecture and Technology Area (ARCOS) group, both from UC3M.  
4.2 SURFACE ACQUISITION AND MASK GENERATION 
The structured light scanner Artec Eva is associated with its own software Artec Studio 
that provides a user interface composed of several panels with a wide range of tools 
(Fig. 4.4). 
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Fig. 4.4: Components and the default layout of Artec Studio 
In the next subsections details are given for every step needed to successfully generate 
a surface mask using the light scanner. 
4.2.1 Data Acquisition 
Before starting the acquisition process, a preview mode allows to adjust several 
parameters such as texture brightness, sensitivity or frames per second (fps, number of 
“photographs” of light pattern made each second) depending on the working conditions 
and the scanning mode we use (Fig. 4.5). Once the object can be properly seen, the 
acquisition starts.  
The software uses the concept of “Project” for the set of scans generated during the 
whole acquisition. Each scan represents a part of the sample and is created after pauses 
and loss of focus (hereinafter referred to as “tracking loss”). In turn, each scan is 
composed of a sequence of frames.  
The acquisition mode chosen was Real-time fusion (Fig. 4.6) since it allows visualizing 
the merged scans while the collection of the data. 
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Fig. 4.5: Presetting parameters to be adjusted before the acquisition. 
The distance from the scanner to the object and the orientation of the scanner is adjusted 
to scan the sample from different angles to covering the complete surface (Fig. 4.6). The 
interface gives information about distances by means of a histogram and green lines 
over the scene which help to know what area is being focused (Fig. 4.7). The movement 
of the scanner needed to be done gently to avoid the tracking loss. The process is 
stopped when the sample to scan is seen completely. 
 
Fig. 4.6: (Left) The geometry of the sample with a hole due to uncovered views. (Right) Complete 
geometry after a complete acquisition process. 
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Fig. 4.7: Example scenario of scanning and tracking lost situation.Green lines near to the object shows the 
focused area (A) while in the range meter (B) we can see that current position (green histogram) does not 
match the previous one (red histogram). 
4.2.2 Data Processing 
In order to successfully incorporate the data acquired in an advanced reconstruction 
algorithm, it has to be processed and converted into a suitable data type. As tracking 
loss is common during acquisition, the fusion of several scans is required to obtain a 
unique surface model. Besides, structures that do not belong to the sample must be 
eliminated, while missing parts must be modelled.  
This process can be done automatically by the option real-time fusion or manually. Fig. 
4.8 shows a scheme of the tools used in each option. While the real-time fusion starts 
directly with Eraser, a manual fusion requires further steps to create a smooth fusion. 
Both methods involve common steps to improve the fusion created.  
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Fig. 4.8: Processing tools to create a unique surface model from different scans. 
The reason to use a manual fusion instead of the real-time fusion is that the later may 
sometimes fail to represent fine details successfully or extrapolate the uncovered views.  
The manually option allows the user to adapt the model for specific features of interest. 
(Fig. 4.9).  
 
Fig. 4.9: Example of the aspect of markers after a poor real-time fusion with the automatic option (left) 
and its equivalent with the manual option (right).  
The first step is to review individually each scan. Scans with no useful information are 
eliminated while the rest are processed to create the surface model. Then, we check the 
result of the real-time fusion. If the result is appropriate, only Eraser is applied in Stage 
1 eliminating unwanted elements and the processing continues with Stage 2. In the 
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cases in which the manual fusion is required for the first stage, the following tools are 
used: 
1. Fine Serial Registration performs an automatic correction on frames that are 
captured in each individual scan to avoid possible misalignments between 
frames. 
 
2. Eraser eliminates for each scan the surroundings that are not needed. The aim 
of this step is to remove big unneeded portions (Fig. 4.10) such as the 
background. A good preliminary preparation of the environment as described in 
4.1 allows having the sample and the background easily separable in different 
planes facilitating the deletion in this step. 
 
Fig. 4.10: Example of background removal using Eraser tool. The region to be erased is 
represented in red 
3. Align tool is used to align a series of scans. Usually different scans present 
different orientations so that it is necessary to align them in the same coordinate 
system. Once more, this tools can be performed both manual (Fig. 4.11) or 
automatically. In a manual manner, pairs of markers are placed in points of 
interest shared between a reference scan and the rest of the scans. 
 
Fig. 4.11: Manual alignment of scans 
4. Global Registration is used to adjust the texture information between scans. This 
step gave a cleaner look of the shape and texture of the sample and improved 
considerably the resolution of the frames. After this step, frames with redundant 
information inside the same scan can be identified and erased. 
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5. Smooth fusion merges the scans and fills the holes due to missed views. This 
was especially useful for spaces at inaccessible views, such as those under the 
bed of the CT equipment (Fig. 4.12). 
 
 
Fig. 4.12: (Left) Holes (in red and yellow) are filled (right) using Smooth fusion. 
The common tools for the second stage are: 
1. Small object filter removes the small objects not connected to the sample. This 
step can be also applied before step 5 to clear all small fractions that may affect 
to the result of the fusion.  
2. Defeaturing brush and other editing tools are used if there were still some 
structures to be smoothed. 
3. Positioning tools are used to rotate, move and place the object in the desired 
orientation.  
Finally, the model generated after these steps is exported as a STL mesh. 
4.2.3 Voxelization 
The mesh exported from Artec Studio in STL format is a collection of vertices and faces 
that define polygons that represent the 3D object (Fig. 4.13). With the help of the source 
code polygon2voxel [25] implemented in MATLAB (The MathWorks Inc., Natick, MA, 
USA), we transform the polygon mesh into a volume of voxels using the following inputs: 
- The size of the corresponding volume (X, Y, Z). X and Y corresponds to axial 
dimensions of the CT volume while Z is set larger to cover the whole sample. 
- A scaling matrix to resize the voxel size to the one of reconstructed volume.  
The result is a volume containing the 3D mask in which the value of “1” is assigned for 
the surface of the sample and “0” for the background 
 
Fig. 4.13: The polygon mesh of the surface (left) is converted into a volumetric binary mask (right). 
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4.3 REGISTRATION 
Since the scan was made along the whole body of the rodent, the binary surface mask 
generated has to be adapted to the FOV acquired in the CT volume. Moreover, the CT 
volume and the surface volume present different coordinate systems, thus requiring a 
registration process to align both volumes (Fig. 4.14). A rough cut is made first around 
the interest region to make the amount of data manageable and reduce the 
computational cost of the software.  
Then, we use the image processing and visualization software 3d Slicer to perform the 
registration taking the markers attached to the skin of the animal as reference points. 
 
Fig. 4.14: 3D visualization of the entire mask generated(a); a rough approximation to the FOV of the CT 
study (b); volume rendering of the CT volume (c). 
The detailed workflow followed in 3d Slicer is: 
1. The Markups tool is used to: 
a. Establish fiducial points in the CT volume (Fig.4.15). We set one in each 
of the three markers that were placed over the sample. These fiducials 
points were fixed as reference points.  
 
Fig. 4.15: Placement of fiducials seen as red dots at the centroid of the spherical markers 
b. Place another set of fiducials in the volume of the surface mask (Fig. 
4.16). The markers here are not perfectly spherical and the accuracy of 
the placement depends on the user experience. These fiducials are the 
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ones to bring into the coordinate system of the reference points, and are 
usually known as moving points in registration softwares. 
 
Fig. 4.16: Distribution of the fiducial points(red dots) on the binary mask. At the bottom the 
three anatomical views showing the fiducial points. 
2. We use the module Fiducial Registration to calculate the rigid transformation that 
matches the coordinates of the moving points with the reference points (Fig. 
4.17). The near distribution of the markers over the animal due to the limitation 
of the FOV may cause them appear in close planes in the model. This together 
with manual uncertainties in positioning may sometimes cause errors when 
computing the transformation. In these cases, further adjustments can be done 
with the Transforms module. 
 
Fig. 4.17: Result of the alignment where both sets of fiducials overlap. 
3. With the transformation obtained, we use the module Resample Scalar/Vector 
/DWI Volume to apply the transformation computed and resize the surface mask 
taking as reference the CT volume (Fig. 4.18). 
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Fig. 4.18: The final output volume obtained. 
At the end of this stage, a subvolume of the surface mask with the same orientation and 
the same anatomical region as CT volume is obtained.  
4.4 ADVANCED RECONSTRUCTION 
Once the mask is aligned with the FDK volume, the limited-data is reconstructed using 
the SCoLD [19] method, which makes use of the surface mask as prior information. This 
algorithm has been implemented using the projection and backprojection kernels 
developed in the simulation framework, FUX-Sim [26], developed also by the BiiG group. 
The method is based on the mathematical equation of an iterative problem through TV 
minimization and non-negativity condition: 
 
min
𝑢
   ‖∇u‖1    s.t.   ‖Au − f‖2
2 < σ2, 𝑢 ≥ 0, 𝑢  𝜖 Ω𝑠   (Eq. 4.1) 
 
where 𝑢 is the reconstructed image, 𝐴 is the system matrix, 𝑓 is the acquisition data and 
𝜎2 is the image noise,  Ω𝑠 corresponds to the surface support. The method aims to find 
an optimum 𝑢 that satisfies that the difference between the estimation and the data 
should be lower than the intrinsic data noise. 
The problem (Eq. 4.1) is solved using the Split Bregman formulation[27] that allows to 
reduce the optimization problem into several simpler sub-problems that are solved 
iteratively. It also allows to separate the TV term to solve it in a different way because it 
is not differentiable. Based on these derivations, the SCoLD method imposed the surface 
constraint that restricts the space of search resulting in a better convergence rate and 
image quality. 
Several parameters of the method associated with the different assumptions should be 
optimized because they affect the final image quality: 
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k: Number of iterations. This parameter should be large enough to assure the 
convergence.  
α: This parameter controls when the details and edges information start to be included 
in the intermediate solutions of u. 
γ: This parameter weights the surface constraint and should be lower than 0.1 
µ: This parameter weights the data fidelity term. Higher values result in faster 
convergence of the method. 
λ: This parameter weights the Total Variation assumption, which affects the smoothness 
of the resulted image. 
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5 EVALUATION 
The evaluation of the previously proposed protocol is done in a rodent study. To study 
the viability of the method, the results obtained from a limited-view scenario are 
compared with those obtained from a standard micro-CT study. In addition, the feasibility 
of using the proposed surface scanner (Artec Eva) to obtain information about the 
surface of the sample is studied. 
5.1 CT DATA  
A standard CT of 360 projections over an angular range of 360 degrees was acquired 
with the preclinical CT equipment SuperArgus PET/CT, commercialized by SEDECAL. 
The current and voltage of the source were set at 340 µA and 45 keV, respectively. The 
size of the projections was 516x574 pixels with a pixel size of 0.2 mm. From this complete 
set of 360 projections, we selected only 120 projections over an angular range of 120º 
in order to evaluate the scenario of limited-view.  
Both the standard CT and the limited-angle CT were reconstructed with Mangoose 
generating two volumes with a matrix size of 516x516x574 pixels and a voxel size of 
0.122 mm. Figure 5.1 shows an example of the reconstructed volumes. The result from 
the standard CT is considered the gold standard. The reconstruction from the limited 
data corresponds to the preliminary reconstruction used for the registration step with the 
surface of the sample. 
 
 
Fig. 5.1: Scheme of real CT data evaluation 
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5.2 SURFACE MASK  
An ideal mask was generated from the standard CT reconstruction by thresholding using 
the image processing tools in ImageJ (Fig. 5.2). We filled the holes and applied 
morphological processing (opening) to remove small alterations (mainly due to hair layer 
distortions). 
 
Fig. 5.2: Ideal reconstruction with FDK algorithm using a complete set of data (left), ideal mask obtained 
by thresholding (middle) and the final ideal mask after opening and hole filling (right). 
The surface of the rodent was acquired with the scanner Artec Eva, processed following 
the steps described in the previous chapter (Fig. 5.3) and converted into a binary mask 
(Fig. 5.4) using the scaling factor  
1
0.122 
≈ 8.2. From now on this mask will be referred as 
real mask. 
 
Fig. 5.3: Surface processing steps: a) Surface model without background removal. b) After background 
removal, small objects can be further cleaned. c) Final surface model exported. 
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Fig. 5.4: Binary 3D mask obtained from the surface model: a) coronal view, b) axial view and c) sagittal 
view. 
In order to quantify the similarity between the real and the ideal masks, the Sørensen–
Dice coefficient is calculated. This statistic gives a quantitative estimation of the 
difference between two samples (Eq. 5.1). A Dice coefficient of 1 means the greatest 
similarity with both masks being identical in terms of area occupied, while 0 means that 
no overlap has been found[28]. 
 
𝐷𝑖𝑐𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝐷𝑆𝐶) =
2|𝐼𝑑𝑒𝑎𝑙 𝑚𝑎𝑠𝑘∩𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑚𝑎𝑠𝑘|
|𝐼𝑑𝑒𝑎𝑙 𝑚𝑎𝑠𝑘|+|𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑚𝑎𝑠𝑘|
  (Eq. 5.1) 
 
5.3 ADVANCED RECONSTRUCTION 
The limited-angle projections are reconstructed with the SCoLD method that makes use 
of the real mask obtained in previous steps. After an optimization process, the 
regularization parameters selected for the SCoLD reconstruction were: 
- α: 0.0003 
- µ: 20 
- β: 1 
- λ: 1 
- γ: 0.05 
- Number of iterations: 50 
The matrix size and voxel size of the reconstruction were the same as for the preliminary 
FDK reconstruction. 
To compare the improvement in image quality by the incorporation of the surface 
information into the reconstruction process, we compute an approximation of error 
derived by mask uncertainties.  
The test is done using as gold standard the full angle FDK reconstruction comparing it 
to both iterative reconstructions done using the ideal mask and the real mask. The metric 
used in this case is the Root-Mean-Square Deviation (RMSD) that estimates the error 
between two sets of data taking into account every individual pixel values and gives a 
value. 
 
𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑅𝑀𝑆𝐷) =  √
∑ (𝑋1,𝑖− 𝑋2,𝑖)
𝑛
𝑖=1
𝑛
  (Eq. 5.2) 
 
The increment of the error when applying a real mask instead of an ideal one is 
calculated by the relative error with the following equation: 
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𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =
|𝑅𝑀𝑆𝐷𝑖𝑑𝑒𝑎𝑙 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒− 𝑅𝑀𝑆𝐷𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒|
𝑅𝑀𝑆𝐷𝑖𝑑𝑒𝑎𝑙 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒
   (Eq. 5.3) 
where 𝑅𝑀𝑆𝐷𝑖𝑑𝑒𝑎𝑙 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒 is the RMSD value of iterative reconstruction using ideal mask 
compared to the FDK standard reconstruction and 𝑅𝑀𝑆𝐷𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒  is the RMSD 
value of iterative reconstruction using real mask compared to the same standard. 
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6 RESULTS  
Fig. 6.1 shows the overlap of the two masks, being the real mask significantly larger than 
the ideal one. The result of DSC between both masks gives a similarity of 91.34%. The 
difference is predominantly caused by the hair of the rodent that can be seen by the 
structured light scanner but it is barely visible in a radiographic image. 
 
Fig. 6.1: Surface scanner mask (in gray) and ideal mask (in white) overlapped.  
Fig. 6.2 shows distortions in shape and streak artifacts in the limited view FDK 
reconstruction (b), which are compensated using the SCoLD iterative algorithm with the 
mask constrain (c and d). There are not noticeable differences between the results 
obtained with the real and the ideal masks.  
 
Fig. 6.2: Comparison of reconstructed volumes of a) complete data FDK reconstruction b) FDK 
reconstruction of limited view of 120º c) iterative reconstruction with ideal mask d) iterative 
reconstruction using the real mask. Both iterative reconstructions are done using the same parameters. 
The RMSD between the gold standard and iterative reconstruction using the ideal mask 
is 0.8427, while the value is slightly higher, 0.8642, when using the real surface mask. 
The relative error between both masks gives a 2.55% of difference. 
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7 DISCUSSIONS AND FUTURE WORK 
This work has demonstrated the feasibility to obtain surface information from real data 
for its use in the reconstruction method SCoLD to improve the image quality in limited-
view tomography studies. Since this has been the first attempt to develop a complete 
workflow for such procedure, there are many aspects that can be optimized for further 
studies.   
To obtain the surface information of the sample, we proposed the use of a light scanner. 
Among the available 3D scanning technologies described in Section 3, we considered 
that non-contact structured light scanners are the most suitable for an easy setup in a 
clinical or preclinical environment. In these scenarios the space is shared by many 
devices or equipment, so the scanner must be easy to handle, apart from allow a fast 
scanning process since we are dealing with living organisms and it is required they 
remain immobile.  
We have successfully developed a protocol that extracts the geometrical information 
from the sample with the scanner Artec Eva and make the data useful for iterative 
reconstruction algorithms. However, the cost of this scanner is relatively higher than 
others such as Microsoft Kinect Sensor, Cubify Sense or XYZprinting. As a future work, 
a further analysis of these scanners can be done to examine whether their accuracy is 
enough for our purpose. Besides it could be also interesting to consider the option of 
using infrared scanners. 
The use of advanced iterative reconstruction methods in scenarios of limited-data allows  
to reduce the noise and artifacts in the reconstructed images. We have demonstrated 
that the mask obtained with the scanner from the real data is similar enough to and ideal 
mask obtained from a CT and therefore can be used as prior information for the 
reconstruction algorithm. We saw that the main difference between the ideal and the real 
mask was related to the fur of the animals which is mostly visible with the light scanner 
but not in CT projections (Fig. 7.1). For future studies, this can be overcame by shaving 
the animal before the acquisition. 
 
Fig. 7.1: Hair layer of the sample (in gray) present in acquired mask makes it to be larger than the ideal 
one (in white). 
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Regarding the markers needed for the registration process, we saw that although they 
were made of ceramic material, slight artifacts were induced in CT images due to beam 
hardening effect in nearby areas (Fig. 7.2). 
 
Fig. 7.2: The presence of artifact due to the ceramic marker 
As the structured light scanner is able to provide texture information, in future works we 
can take advantage of this data and greatly reduce the size of the markers, which could 
be replaced by smaller CT markers with color patterns (Fig.7.3). This will also help to 
reduce the fiducial registration error since markers can be then placed further apart 
without exceeding the FOV. 
 
Fig. 7.3: Maker CT-SPOT of 4 mm in diameter used in this work (left) compared to a potential maker of 
1.5 mm for texture guided registration. 
In this way, after this study, several lines of work are open, as well as the potential to test 
the proposed workflow in clinical scenarios. 
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8 PROJECT MANAGEMENT 
In this chapter we will present the estimated time inverted in this work and the economic 
impact it has concerning both the personnel involved and materials used. 
8.1 PERSONNEL COST 
The total time dedicated to this work is approximately 650 hours by the biomedical 
engineer while assistance is provided by the research engineer and the supervision is 
done by the project coordinator. A laboratory technician was needed mainly for the 
experimental stage. 
The gross wage of each is detailed in Table 8.1: 
 
Role Dedicated Time (Hours) Wage/hour (€) Cost(€) 
Project Coordinator 150 40 6000 
Research Engineer 200 30 6000 
Biomedical Engineer 650 20 13000 
Total 
  
25000 
Table 8.1: Personnel cost breakdown 
8.2 MATERIAL COST 
Material costs (Table 8.2) derived from this work are mainly concerned on four parts: 
personal computer (PC) related to auxiliary tasks and processing routines, light scanner 
and CT acquisition necessities. 
Equipment costs are calculated taking into account an amortization of 5 years so that 
the expenditure is expressed as Cost/Year. 
Materials Unit Cost (€) Cost/Year (€) Dedicated time Cost (€) 
Personal Computer 1000 200 7 months 116.7 
GPU 192 38.4 7 months 22.4 
Artec Eva 15000 3000 2 months 500 
Total 
   
639.1 
 
Table 8.2: Material cost breakdown 
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8.3 SERVICE COST 
Service costs (Table 8.3) are those derived from the acquisition of CT images at 
Laboratorio de Imagen Médica (LIM) of HGUGM calculated according to the rates 
provided by Servicio de Apoyo a la Investigación (SAI) of Instituto de Investigación 
Sanitaria Gregorio Marañón (IiSGM). Details can be found in the link provided: 
http://www.iisgm.com/infraestructuras/servicios-de-apoyo-a-la-investigacion/tarifas-
sais-vigentes-desde-22042015/ 
Service Cost/Hour (€) Dedicated Time (hours) Cost (€) 
micro PET/CT 65 30 1950 
Anesthesia 10 30 300 
Laboratory Technician 17 30 510 
Total 
  
2760 
Table 8.3: Service cost breakdown 
8.4 TRAVEL COST  
Travel costs are transportation and the accommodation costs derived from attending to 
the Congreso Anual de la Sociedad Española de Ingeniería Biomédica (CASEIB).  
Concept Cost  (€) 
Transportation 60 
Accomodation 112.5 
Total 172.5 
Table 8.4: Travel expenses 
8.5 OTHER EXPENSES 
Additional costs were produced by the purchase of the software license of Matlab and 
the registration fee of CASEIB. 
Concept Anual fee (€) 
Matlab License 1200 
CASEIB registration 200 
Total 1400 
Table 8.5: Other expenses generated 
8.6 INDIRECT COST 
Following the legislation of the IiSGM, the indirect cost is calculated as 15% of all costs 
stated previously. The sum of them gives 29971.6 €. Hence, the indirect cost generated 
is 4495.7 €.  
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8.7 TOTAL COST 
The total cost of this work is the sum of all previous terms is shown in Table 8.4: 
Personnel Cost (€) 25000 
Material Cost (€) 639.1 
Service Cost (€) 2760 
Travel Cost (€) 172.5 
Other Expenses (€) 1400 
Indirect Cost (€) 4495.7 
TOTAL COST (€) 34467.3 
 
Table 8.6: Total Cost 
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9 APPENDIX 
A. SCIENTIFIC PUBLICATIONS DERIVED FROM THIS THESIS 
X. Ye, C. de Molina, N. Ballesteros, A. Martínez, M. Desco, M. Abella. Extracción 
de superficie con escáner de luz estructurada para tomografía de ángulo limitado. 
Congreso Anual de la Sociedad Española de Ingeniería Biomédica (CASEIB), 
Bilbao, 2017. 
N. Ballesteros, C. de Molina, X. Ye, M. Desco, M. Abella. Surface extraction with 
structured-light scanner for limited angle tomography. European Molecular Imaging 
Meeting (EMIM). San Sebastian, 2018. Poster Session 
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10 GLOSSARY 
ARCOS Computer Architecture and Technology Area 
BiiG Biomedical Imaging and Instrumentation Group 
BP Backprojection 
CASEIB Congreso Anual de la Sociedad Española de Ingeniería Biomédica  
CCD Charge-Coupled Device 
CMM Coordinate Measuring Machine 
CT Computed Tomography 
DR Digital Radiography 
DSC Dice Similarity Coefficient 
EM Electromagnetic 
FBP Filtered Back Projection 
FDK Feldkamp, Davis and Kress cone beam FBP reconstruction 
FOV Field Of View 
FPD Flat Panel Detectors 
fps frames per second 
GPU Graphic Processing Unit 
HGUGM Hospital General Universitario Gregorio Marañón 
ICU Intensive Care Unit 
IiSGM Instituto de Investigación Sanitaria Gregorio Marañón 
LIM Laboratorio de Imagen Médica 
ODD Object-Detector Distance 
PC Personal Computer 
RMSD Root Mean Square Deviation 
SAI Servicio de Apoyo a la Investigación 
SCoLD Surface Constrained method for Limited-Data Tomography 
SDD Source-Detector Distance 
SEDECAL Sociedad Española de Electromedicina y Calidad 
SNR Signal to Noise Ratio 
SOD Source-Object Distance 
TV Total Variation 
UMCE Unidad de Medicina y Cirugía Experimental 
UV Ultraviolet 
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