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Abstract
Let X1,X2, . . . be a sequence of i.i.d. mean zero random variables and let Sn denote the
sum of the first n random variables. We show that whenever we have with probability one,
lim supn→∞ |Sn|/cn = α0 <∞ for a regular normalizing sequence {cn}, the corresponding
normalized partial sum process sequence is relatively compact in C[0, 1] with canonical
cluster set. Combining this result with some LIL type results in the infinite variance case,
we obtain Strassen type results in this setting.
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1 Introduction
Let {X, Xn; n ≥ 1} be a sequence of real-valued independent and identically distributed (i.i.d.)
random variables, and let Sn =
∑n
i=1Xi, n ≥ 1. Define Lx = logemax{e, x} and LLx = L(Lx)
for x ∈ IR. The classical Hartman-Wintner law of the iterated logarithm (LIL) states that
(1.1) lim sup
n→∞
±Sn/(2nLLn)1/2 = σ <∞ a.s.
if and only if
(1.2) EX = 0 and σ2 = EX2 <∞.
Starting with the work of Feller (1968) there has been quite some interest in finding exten-
sions of the Hartman-Wintner LIL to the infinite variance case, especially for variables X in
the domain of attraction to the normal distribution. Recall that this means that one can find
a centering sequence {βn} ⊂ IR and a normalizing sequence αn ր∞ so that
Sn − βn
αn
d→ Y ∼ normal(0, 1),
where
d→ stands for convergence in distribution.
Moreover, it is known that in this case, one has E|X|p < ∞ for all 0 < p < 2 and a possible
choice for the centering sequence is given by βn = nEX. The normalizing sequence αn can be
chosen of the form
√
ng(n) where g : [0,∞[→ [0,∞[ is non-decreasing and slowly varying at
infinity, that is we have limt→∞ g(et)/g(t) = 1.
Under an additional symmetry assumption (which turned out to be unnecessary later) Feller
(1968) proved in this case that
(1.3) lim sup
n→∞
±Sn/α[nLLn] =
√
2 a.s.
if and only if
(1.4) EX = 0 and
∞∑
n=1
P{|X| ≥ α[nLLn]} <∞.
It is easy to see that this result implies the Hartman-Wintner LIL since random variables
satisfying condition (1.2) are trivially in the domain of attraction to the normal distribution
with αn = σ
√
n and βn = nEX = 0.
Though this result is more general than the Hartman-Wintner LIL it was not the final word in
the infinite variance case. The main problem is condition (1.4) which is not satisfied for many
distributions of interest, most notably it cannot be applied for the distribution determined by
the density f(x) = 1/|x|3, |x| ≥ 1. Another shortcoming is that it is essentially restricted to
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the domain of attraction case. This latter problem has been addressed by Klass (1976, 1977),
Pruitt (1981), Li and Tomkins (2003) among other authors, but finding a normalizing sequence
for the aforementioned example remained an open problem.
Einmahl and Li (2005) looked at the following modification of the LIL problem:
Given a sequence, an =
√
nh(n), where h is a slowly varying non-decreasing function, when
does one have with probability one,
0 < lim sup
n→∞
|Sn|/an <∞ ?
Somewhat surprisingly, it turned out that the Hartman-Wintner LIL could be generalized to
a“law of the very slowly varying function”, which is general enough to also give a normalizing
sequence for the above example, that is for random variables with the distribution determined
by the density f(x) = 1/|x|3, |x| ≥ 1.
A natural question is now whether one can also find functional Strassen type versions of these
results. All the results of this type known to us are restricted to the domain of attraction case
(see, for instance, Kuelbs (1985), Einmahl (1989)). We shall show that whenever one has with
probability one lim supn |Sn|/cn = α0 < ∞ and the normalizing sequence {cn} is sufficiently
regular, a functional LIL type result with canonical cluster set holds. Our result implies among
other things that the recent results of Einmahl and Li (2005) and also the two-sided version of
the Klass (1976) LIL can be improved to functional LIL type results.
2 Statement of results
To formulate our main result we need some extra notation. Let S(n) : Ω → C[0, 1] the partial
sum process of order n, that is,
S(n)(t) = S[nt] + (nt− [nt])X[nt]+1, 0 ≤ t ≤ 1.
Strassen (1964) proved under condition (1.2) that with probability one,
{S(n)/
√
2nLLn;n ≥ 1} is relatively compact in C[0, 1]
and
C({S(n)/
√
2nLLn;n ≥ 1}) = σK,
where C({xn : n ≥ 1}) denotes the set of limit points of the sequence {xn} ⊂ C[0, 1] which we
shall call the “cluster set” of {xn} and
K = {f ∈ C[0, 1] : f(t) =
∫ t
0
g(u)du, 0 ≤ t ≤ 1, where
∫ 1
0
g2(u)du ≤ 1}.
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Recall that the Strassen LIL implies for any continuous functional ψ : C[0, 1]→ IR:
With probability one, {ψ(S(n)/
√
2nLLn);n ≥ 1} is bounded and the corresponding cluster set
is equal to ψ(σK).
Choosing ψ(f) = f(1), f ∈ C[0, 1] one re-obtains the Hartman-Wintner LIL, but this is of
course just one of many possible applications of the Strassen LIL.
Let cn be a sequence of real numbers satisfying the following two conditions,
(2.1) cn/
√
nր∞
and
(2.2) ∀ ǫ > 0 ∃mǫ ≥ 1 : cn/cm ≤ (1 + ǫ)(n/m), mǫ ≤ m < n.
Note that condition (2.2) is satisfied if cn/n is non-increasing or if cn = c(n), where c : [0,∞)→
[0,∞) is regularly varying at infinity with exponent γ < 1.
Let H be the truncated second moment function of the random variable X , that is
H(t) = EX2I{|X| ≤ t}, t ≥ 0.
Set
α0 = sup
{
α ≥ 0 :
∞∑
n=1
n−1 exp
(
− α
2c2n
2nH(cn)
)
=∞
}
.
Then the main result of the present paper is as follows,
Theorem 1 Let X,X1, X2, . . . be i.i.d. mean zero random variables. Assume that
(2.3)
∞∑
n=1
P{|X| ≥ cn} <∞,
where cn is a sequence of positive real numbers satisfying conditions (2.1) and (2.2).
If α0 <∞ we have with probability one,
(2.4) {S(n)/cn;n ≥ 1} is relatively compact in C[0, 1]
and
(2.5) C({S(n)/cn;n ≥ 1}) = α0K.
Remark 1 From relations (2.4) and (2.5) it follows that one has under assumption (2.3) with
probability one,
(2.6) lim sup
n→∞
|Sn|/cn = α0 <∞.
Moreover we have C({Sn/cn;n ≥ 1}) = [−α0, α0]. Therefore, the above result implies Theorem
3 of Einmahl and Li (2005) if α0 < ∞. It is easy to see that condition (2.3) is necessary for
(2.6) and thus also for (2.4) and (2.5) to hold.
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One of the main difficulties in applying (2.6) is the calculation of the parameter α0. A key
result is Theorem 4, Einmahl and Li (2005) which makes it possible to calculate α0 (or finding
at least bounds) in many cases of interest. Since we now know that the very same parameter
determines the cluster set, we immediately have the functional versions of all LIL type results
given in Einmahl and Li (2005) once Theorem 1 has been proved.
To formulate some of the possible corollaries, we need some extra notation. Let H be the set of
all continuous, non-decreasing functions h : [0,∞[→ ]0,∞[, which are slowly varying at infinity.
Set fτ (t) := exp((Lt)
τ ), 0 ≤ τ ≤ 1. Let H0 ⊂ H be the class of all functions so that
lim
t→∞
h(tfτ (t))/h(t) = 1, 0 < τ < 1.
As this condition is more restrictive than slow variation, we call these functions “very slowly
varying”. Examples for functions in H0 are h(t) = (Lt)r, r ≥ 0 and h(t) = (LLt)p, p ≥ 0.
Combining Theorem 2, Einmahl and Li (2005) and Theorem 1 we obtain the following corollary
which could be called the “functional law of the very slowly varying function”.
Recall that H is the truncated second moment function of the random variable X.
Corollary 1 Let X,X1, X2, . . . be i.i.d. random variables, and let Sn =
∑n
i=1Xi, n ≥ 1.
Given a function h ∈ H0 set Ψ(x) =
√
xh(x) and an = Ψ(n), n ≥ 1. If there exists a constant
0 < λ <∞ such that
(2.7) EX = 0, EΨ−1(|X|) <∞ and lim sup
x→∞
Ψ−1(xLLx)
x2LLx
H(x) =
λ2
2
,
then we have with probability one,
(2.8) {S(n)/an;n ≥ 1} is relatively compact in C[0, 1]
and
(2.9) C({S(n)/an;n ≥ 1}) = λK
Conversely, relations (2.8) and (2.9) imply condition (2.7).
Similarly as in Einmahl and Li (2005) we can infer from the above result,
Corollary 2 Let p ≥ 1. For any constant 0 < λ <∞ we have with probability one,
{S(n)/
√
2n(LLn)p;n ≥ 1} is relatively compact in C[0, 1]
and
C({S(n)/
√
2n(LLn)p;n ≥ 1}) = λK
if and only if
(2.10) EX = 0,EX2/(LL|X|)p <∞ and lim sup
x→∞
(LLx)1−pH(x) = λ2.
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Remark 2 If p = 1 then condition (2.10) is equivalent to
EX = 0 and EX2 = λ2.
We see that the Strassen LIL is a special case of Corollary 2.
Corollary 3 Let r > 0. For any constant 0 < λ <∞ we have with probability one,
{S(n)/
√
2n(Ln)r;n ≥ 1} is relatively compact in C[0, 1]
and
C({S(n)/
√
2n(Ln)r;n ≥ 1}) = λK
if and only if
(2.11) EX = 0, EX2/(L|X|)r <∞ and lim sup
x→∞
LLx
(Lx)r
H(x) = 2rλ2.
We finally show how the two-sided version of the Klass LIL can be improved to a functional
LIL. We need a certain function K which is defined for any random variable X : Ω→ IR with
0 < E|X| <∞. Set M(t) := E|X|I{|X| > t}, t ≥ 0. Then it is easy to see that the function
G(t) := t2/(H(t) + tM(t)), t > 0
is continuous and increasing and the function K is defined as its inverse function. Moreover,
one has for this function K that as xր∞
(2.12) K(x)/
√
xր (EX2)1/2 ∈ ]0,∞]
and,
(2.13) K(x)/xց 0.
Set γn =
√
2K(n/LLn)LLn, n ≥ 1. Then γn obviously satisfies conditions (2.1) and (2.2) and
we can infer from our theorem,
Corollary 4 (Klass LIL) Let X,X1, X2, . . . be iid mean zero random variables. Then we have
for the partial sum process sequence S(n) based on these random variables,
(2.14) {S(n)/γn;n ≥ 1} is relatively compact in C[0, 1]
and
(2.15) C({S(n)/γn;n ≥ 1}) = K a.s.
if and only if
(2.16)
∞∑
n=1
P{|X| ≥ γn} <∞
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Our proof of Theorem 1 is based on a new strong invariance principle for sums of i.i.d. random
variables with possibly infinite variance which will be proved in Section 3. We shall show
that up to an almost sure error term of order o(cn), the partial sum process sequence S(n) can
be approximated by σnW(n) where σ
2
n = H(cn) ր EX2 ∈ [0,∞] and W(n)(t) = W (nt), 0 ≤
t ≤ 1 with {W (s), s ≥ 0} being a standard Brownian motion. This way we can reduce the
investigation of the asymptotic behavior of S(n)/cn to that one of σnW(n)/cn where some general
results on Brownian motion due to Talagrand (1992) and Csa´ki (1980), respectively, will come
in handy.
3 Proof of Theorem 1
Throughout the whole section we shall assume that {cn} is a sequence of positive real numbers
satisfying conditions (2.1) and (2.2). Moreover, X,X1, X2, . . . will always be a sequence of i.i.d.
mean zero random variables satisfying
(3.1)
∞∑
n=1
P{|X| ≥ cn} <∞.
The following lemma collects a number of useful facts which we will need later on.
Lemma 1 Assuming (3.1) we have,
∞∑
n=1
E|X|3I{|X| ≤ cn}/c3n <∞(3.2)
H(cn) = EX
2I{|X| ≤ cn} = o(c2n/n) as n→∞(3.3)
M(cn) = E|X|I{|X| > cn} = o(cn/n) as n→∞(3.4)
n∑
k=1
EXI{|X| ≤ ck} = o(cn) as n→∞(3.5)
Proof The first three facts are already stated and proven in Lemma 1 of Einmahl and Li (2005).
The last fact follows by the same argument as on page 2037, Einmahl (1993). Just replace γn
by cn and use conditions (2.1) and (2.2). 
The crucial tool for our proof is the following infinite variance version of a strong invariance
principle given in Einmahl and Mason (1993).
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Theorem 2 Let X be a mean zero random variable satisfying condition (3.1). If the underlying
p-space (Ω,F ,P) is rich enough, one can define a sequence {Xn} of independent copies of X
and a standard Brownian motion {W (t); t ≥ 0} such that we have as n→∞
(3.6) ‖S(n) − σnW(n)‖∞ = o(cn) a.s.
where
σ2n = H(cn), n ≥ 1
and W(n)(t) = W (nt), 0 ≤ t ≤ 1.
Proof (STEP 1) We first note that using Theorem 3 of Einmahl (1988) in conjunction with fact
(3.5), we can construct a sequence {Xn} of independent copies of X and independent standard
normal random variables {Yn} such that as n→∞
(3.7)
n∑
j=1
(Xj − τjYj) = o(cn) a.s.
where τ 2n = Var(XI{|X| ≤ cn}) , n ≥ 1.
(STEP 2) We next claim that
(3.8)
∑
n
σn − τn
cn
Yn converges a.s.
This implies via the Kronecker lemma that as n→∞
(3.9)
n∑
j=1
(σj − τj)Yj = o(cn) a.s.
To prove (3.8) we note that on account of EX = 0,
∞∑
n=1
(σn − τn)2
c2n
≤
∞∑
n=1
σ2n − τ 2n
c2n
=
∞∑
n=1
(EXI{|X| > cn})2
c2n
≤
∞∑
n=1
ǫ2n
n2
<∞
where ǫn = nE|X|I{|X| > cn}/cn → 0 (see relation (3.4)).
(STEP 3) Set
∆n := max
1≤k≤n
∣∣∣∣∣
k∑
j=1
(σn − σj)Yj
∣∣∣∣∣ , n ≥ 1
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We show that as k →∞
(3.10) ∆2k/c2k → 0 a.s.
To that end we note that by Kolmogorov’s maximal inequality,
P{∆2ℓ ≥ ǫc2ℓ} ≤ ǫ−2
2ℓ∑
k=1
(σ2ℓ − σk)2
c2
2ℓ
≤ ǫ−2
2ℓ∑
k=1
σ2
2ℓ
− σ2k
c2
2ℓ
Set pj = P{cj−1 < |X| ≤ cj}, j ≥ 1 (c0 = 0) Then we have:
∞∑
ℓ=1
2ℓ∑
k=1
σ2
2ℓ
− σ2k
c2
2ℓ
≤
∞∑
ℓ=1
2ℓ∑
k=1
2ℓ∑
j=k+1
pjc
2
j/c
2
2ℓ
=
∞∑
ℓ=1
2ℓ∑
j=2
(
j−1∑
k=1
1)pjc
2
j/c
2
2ℓ ≤
∞∑
ℓ=1
2ℓ∑
j=2
jpjc
2
j/c
2
2ℓ
=
∞∑
j=2
jpjc
2
j
∑
ℓ:2ℓ≥j
c−2
2ℓ
≤
∞∑
j=2
j2pj
∑
ℓ:2ℓ≥j
2−ℓ ≤ 2
∞∑
j=2
jpj <∞
Here we have used the fact that c2j/c
2
2ℓ
≤ j/2ℓ if j ≤ 2ℓ which follows from condition (2.1).
We now obtain relation (3.10) via the Borel-Cantelli lemma.
(STEP 4) Note that
max
2ℓ<n≤2ℓ+1
∆n ≤ ∆2ℓ+1 + (σ2ℓ+1 − σ2ℓ) max
1≤m≤2ℓ+1
|Tm|,
where Tm =
∑m
j=1 Yj, m ≥ 1.
Moreover, we have by Le´vy’s inequality,
P
{
(σ2ℓ+1 − σ2ℓ) max
1≤m≤2ℓ+1
|Tm| ≥ ǫc2ℓ
}
≤ 2P {(σ2ℓ+1 − σ2ℓ)|T2ℓ+1| ≥ ǫc2ℓ}
≤ 2ǫ−2(σ2ℓ+1 − σ2ℓ)22ℓ+1c−22ℓ
≤ 2ǫ−2(σ22ℓ+1 − σ22ℓ)2ℓ+1c−22ℓ
Next observe that due to the monotonicity of σn and in view of STEP 3 we have
∞∑
ℓ=1
2ℓ
σ22ℓ+1 − σ22ℓ
c2
2ℓ
≤
∞∑
ℓ=1
2ℓ∑
k=1
σ22ℓ+1 − σ2k
c2
2ℓ+1
· c
2
2ℓ+1
c2
2ℓ
<∞.
Here we have used the fact that c2ℓ+1/c2ℓ = O(1) due to assumption (2.2). We can infer via
Borel-Cantelli that as ℓ→∞,
(3.11) (σ2ℓ+1 − σ2ℓ) max
1≤m≤2ℓ+1
|Tm| = o(c2ℓ) a.s.
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In view of relation (3.10) this means that as n→∞
(3.12) ∆n/cn → 0 a.s.
(STEP 5) Combining relations (3.7), (3.9) and (3.12) we conclude that as n→∞
max
1≤k≤n
∣∣∣∣∣
k∑
j=1
(Xj − σnYj)
∣∣∣∣∣ = o(cn) a.s.
Let T(n) be the partial sum process (of order n) determined by the sums Tk, 1 ≤ k ≤ n. Then
we can infer from the above relation that as n→∞
(3.13) ‖S(n) − σnT(n)‖∞ = o(cn) a.s.
W.l.o.g. we can assume that there exists a standard Brownian motion {W (t) : t ≥ 0} satisfying
W (n) = Tn, n ≥ 1 which of course implies that
T(n)(k/n) = W(n)(k/n) = Tk, 1 ≤ k ≤ n.
By a standard argument (see, for instance, p. 485 of Einmahl and Mason (1993)), it follows
that
(3.14) ‖T(n) −W(n)‖∞ = O(
√
log n) a.s.
Recalling fact (3.3), we find that
(3.15) ‖σnT(n) − σnW(n)‖∞ = O(σn
√
log n) = o(cn
√
logn/n) = o(cn) a.s.
Combining relations (3.13) and (3.15) we obtain the assertion. 
Remark 3 After some modification one can prove the above theorem more generally for se-
quences {cn} satisfying condition (2.2) and instead of condition (2.1):
∃α ≥ 1/3 : cn/nα is noncreasing.
Then this result also includes the strong invariance principle given in Einmahl and Mason (1993)
so that the above theorem is in fact an extension of the earlier result. For our purposes the
version above, however, is more than sufficient and it should be clear to the interested reader
how to get the more general version.
Due to invariance, it is now sufficient to prove the functional LIL type results for σnW(n)/cn.
Here we proceed similarly as in the classical proof by Strassen (1964).
We first show for ǫ > 0,
(3.16) P{σnW(n)/cn ∈ (α0K)ǫ eventually} = 1.
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This relation combined with the compactness of K already implies that with probability 1,
{σnW(n)/cn;n ≥ 1} is relatively compact in C[0, 1]. Moreover we can infer that with probability
one,
(3.17) C({σnW(n)/cn;n ≥ 1}) ⊂ α0K.
Thus it remains to prove that with probability one,
(3.18) C({σnW(n)/cn;n ≥ 1}) ⊃ α0K.
Given that C({σnW(n)/cn;n ≥ 1}) is a closed subset of C[0, 1] as a cluster set, it suffices to
show that we have for any function f in the interior of α0K and δ > 0,
(3.19) P{‖f − σnW(n)/cn‖∞ < δ infinitely often} = 1
To prove (3.16) and (3.19) we need two further lemmas. We first show that the parameter α0
remains unchanged if we replace H(cn) by H(δcn), where 0 < δ < 1. Though this also follows
from Theorem 3, Einmahl and Li (2005), we prefer to give the direct (simple) proof since this
makes our proof of Theorem 1 completely independent of the proofs given by Einmahl and Li
(2005) who used among other tools a non-trivial result of Kesten (1970) on general cluster sets.
Lemma 2 Let α0 be defined as in Theorem 1. Set
α˜0 = sup
{
α ≥ 0 :
∞∑
n=1
n−1 exp
(
− α
2c2n
2nH(δcn)
)
=∞
}
,
where 0 < δ < 1. Then we have: α0 = α˜0.
Proof Note that by monotonicity of H we obviously have: α˜0 ≤ α0.
Set ∆n = H(cn)−H(δcn). Then we trivially have ∆n/c2n ≤ δ−1E|X|3I{|X| ≤ cn}/c3n and fact
(3.2) implies that
(3.20)
∞∑
n=1
c−2n ∆n <∞
Next observe that for any 0 < ǫ < 1,
1
n
exp
(
− α
2c2n
2nH(cn)
)
=
1
n
exp
(
− α
2c2n
2n(H(δcn) + ∆n)
)
≤ 1
n
exp
(
− α
2c2n
2n(1 + ǫ)H(δcn)
)
+
1
n
exp
(
− α
2c2n
2n(1 + ǫ−1)∆n
)
≤ 1
n
exp
(
− α
2c2n
2n(1 + ǫ)H(δcn)
)
+
2(1 + ǫ−1)
α2
· ∆n
c2n
.
In view of relation (3.20) this means that α0 ≤
√
1 + ǫ α˜0. Since we can choose ǫ arbitrarily
small, we find that α0 ≤ α˜0. 
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Lemma 3 Let nj ր∞ a subsequence satisfying for large enough j,
1 < a1 < nj+1/nj ≤ a2 <∞
Then we have:
(3.21)
∞∑
j=1
exp
(
− α
2c2nj
2n2jσ
2
nj
){
=∞ if α < α0
<∞ if α > α0
,
where σ2n = H(cn).
Proof. Let σ˜2n = H(δcn), where 0 < δ < 1 will be specified later.
Let α < α0 = α˜0. (See Lemma 2.) Since cn/
√
n is non-decreasing, we have
∞ =
∞∑
j=j0
nj+1∑
n=nj+1
1
n
exp
(
− α
2c2n
2nσ˜2n
)
≤ (a2 − 1)
∞∑
j=j0
exp
(
− α
2c2nj
2nj σ˜2nj+1
)
≤ (a2 − 1)
∞∑
j=j0
exp
(
− α
2c2nj
2njσ2nj
)
provided we have chosen δ small enough so that σ˜2nj+1 = H(δcnj+1) ≤ H(cnj) = σ2nj . This is
possible since cnj+1/cnj = O(nj+1/nj) = O(1) (recall condition (2.2)). The other part of the
lemma follows similarly. 
Proof of (3.16) Our proof is based on the following inequality due to Talagrand (1992): Let
U be the unit ball in (C[0, 1], ‖ · ‖∞). There exists an absolute constant C > 0 so that for all
t > 0 and η > 0,
(3.22) P{W 6∈ tK + ηU} ≤ exp
(
Cη−2 − ηt
2
− t
2
2
)
Recall that σ2n = H(cn). Using the fact that W(n)
d
=
√
nW , we get:
P{σnW(n)/cn 6∈ α0K + ǫU} = P
{
W 6∈ α0cn√
nσ2n
K + ǫcn√
nσ2n
U
}
≤ exp
(
C
nσ2n
ǫ2c2n
− α0(α0 + ǫ)c
2
n
2nσ2n
)
From fact (3.3) we can infer that if n is large enough, these probabilities are bounded above by
2 exp
(
− α
2
1c
2
n
2nσ2n
)
,
where α1 =
√
α0(α0 + ǫ) > α0.
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Let ǫ > 0 be fixed and set nj = [(1 + ǫ)
j], j ≥ 1. Using (3.21) in conjunction with the above
bound we find that
∞∑
j=1
P{σnjW(nj)/cnj 6∈ α0K + ǫU} <∞
In view of the Borel-Cantelli lemma this means that
P{σnjW(nj)/cnj ∈ α0K + ǫU eventually} = 1
and consequently
(3.23) lim sup
j→∞
d(σnjW(nj)/cnj , α0K) ≤ ǫ a.s.
where as usual d(f, α0K) = infg∈α0K ‖f − g‖∞, f ∈ C[0, 1].
Consider now nj ≤ n ≤ nj+1. From the definition of K it is clear that
f ∈ α0K ⇒ f(nt/nj+1) ∈ α0K.
As we trivially have
W(n)(t) = W(nj+1)(nt/nj+1), 0 ≤ t ≤ 1
we obtain for nj ≤ n ≤ nj+1 and large enough j
(3.24) d
(
σnW(n)
cn
,
cnj+1
cn
α0K
)
≤ 2ǫ a.s.
Recall that σn is non-decreasing and use the fact that tK ⊂ K, |t| ≤ 1.
From assumption (2.2) and the definition of the subsequence {nj} we get for nj ≤ n ≤ nj+1
and large j,
cnj+1/cn ≤ cnj+1/cnj ≤ 1 + 2ǫ.
Therefore, we have with probability one for large j,
(3.25) d
(
σnW(n)
cn
, (1 + 2ǫ)α0K
)
≤ 2ǫ, nj ≤ n ≤ nj+1.
Since (1 + a)α0K ⊂ α0K + aα0U, a > 0, we can conclude that for large enough n
(3.26) d
(
σnW(n)
cn
, α0K
)
≤ 2(1 + α0)ǫ a.s.
and we have proven relation (3.16). 
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Proof of (3.19) To simplify notation, we set for f ∈ C[0, 1]:
I(f) =


(∫ 1
0
(f ′(u))2du
)1/2
if f ′ exists
∞ otherwise
We use the following inequality given in Lemma 2 of Csa´ki (1980).
(3.27) P{‖W − f‖∞ ≤ z} ≥ exp(−I2(f)/2)P{‖W‖∞ ≤ z}, f ∈ C[0, 1], z > 0.
W.l.o.g. we shall assume that 0 < α0 <∞.
Let δ > 0 be fixed. Set nj = m
j, j ≥ 1, where m ≥ 2(1 + α20/δ2) is a natural number.
First note that if j ≥ 2
P
{
sup
0≤t≤1/m
σnj |W (njt)| ≥ δcnj
}
≤ 2 exp
(
− δ
2c2nj
2nj−1σ2nj
)
= 2 exp
(
−mδ
2c2nj
2njσ2nj
)
≤ 2 exp
(
−2α
2
0c
2
nj
2njσ2nj
)
,
since m ≥ 2α20/δ2. Recalling relation (3.21) we find that
(3.28)
∞∑
j=2
P
{
sup
0≤t≤1/m
σnj |W (njt)| ≥ δcnj
}
<∞
Therefore by the Borel-Cantelli lemma,
(3.29) lim sup
j→∞
sup0≤t≤1/m σnj |W (njt)|
cnj
≤ δ a.s.
Moreover, it is easy to see that
(3.30) sup
0≤t≤1/m
|f(t)| ≤ α0/
√
m ≤ δ, f ∈ α0K.
Combining relations (3.29) and (3.30), we can conclude for f ∈ α0K that
(3.31) lim inf
j→∞
‖f − σnjW(nj)/cnj‖∞ ≤ 2δ + lim inf
j→∞
sup
1/m≤t≤1
|f(t)− σnjW (njt)/cnj |
which in turn (again by relation (3.29)) is
≤ 3δ + lim inf
j→∞
Zj,
14
where
Zj := sup
1/m≤t≤1
|f(t)− σnj{W (njt)−W (nj−1)}/cnj |, j ≥ 2.
These variables are independent so that in view of the second Borel-Cantelli lemma we have
lim infj→∞Zj ≤ 2δ a.s. and consequently
(3.32) lim inf
j→∞
‖f − σnjW(nj)/cnj‖∞ ≤ 5δ a.s.
if we can show,
(3.33)
∞∑
j=2
P{Zj ≤ 2δ} =∞.
It remains to prove (3.33) for functions f in the interior of α0K that is under the assumption
I(f) < α0. To that end we first note that
P{Zj ≤ 2δ} ≥ P
{
sup
1/m≤t≤1
|f(t)− σnjW (njt)/cnj | ≤ δ, σnj |W (nj−1)| ≤ δcnj
}
≥ P{‖f − σnjW(nj)/cnj‖∞ < δ} − P{σnj |W (nj−1)| ≥ δcnj}
Since
∑
j P{σnj |W (nj−1)| ≥ δcnj} <∞ (use (3.28)), we see that (3.33) is proven once we have
shown that
(3.34) I(f) < α0 ⇒
∞∑
j=1
P{‖f − σnjW(nj)/cnj‖∞ < δ} =∞
Applying inequality (3.27), we find that
P{‖f − σnjW(nj)/cnj‖∞ < δ} = P{‖W − cnjf/(
√
njσnj)‖∞ ≤ δcnj/(
√
njσnj )}
≥ exp
(
−I
2(f)c2nj
2njσ2nj
)
P{‖W‖∞ ≤ δcnj/(
√
njσnj )}
where we have used the trivial fact that I(af) = aI(f), a > 0.
Recalling that cn/
√
nσ2n →∞ (see (3.3)), we can conclude that for large j
P{‖f − σnjW(nj)/cnj‖∞ < δ} ≥
1
2
exp
(
−I
2(f)c2nj
2njσ2nj
)
.
In view of (3.21) it is now evident that (3.34) holds which in turn implies (3.32). We now see
that relation (3.19) holds. 
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