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Abstract
Autonomous systems are capable of performing activities by taking into account the local
environment and adapting to it. No planning is necessary therefore autonomous systems have
to make the best of the resources at hand. Locality in this case is no longer geographical but
rather the information and applications on the boundary of the autonomic communicating
element which may be distributed over a wide area. The aim of autonomous communication
systems is that they exhibit self-awareness properties, in particular self-contextualisation,
self-programmability and self-management. In this paper, we identify the need for autono-
mous systems, their architecture, the path of evolution from traditional network elements, the
need for open networks and future trends within autonomic computing.
Key words: Droit des télécommunications, Droit de la communication, Réglementation télécommunication,
Droit européen, Droit Concurrence.
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Résumé
The sector-based model stemming from the regulatory framework for telecommunica-
tions, was extended to electronic communications, a term which takes into account the
convergence of the telecommunications, broadcasting and IT sectors. At the same time, this
model tends to dissolve in the general competition rules which are supposed to replace the
sectoral regulation. Already, this regulation applies exclusively to operators having a signifi-
cant market power on the relevant markets. But this competition model itself, is subordinated
to general interest objectives, as universal service or cultural diversity. Thus, a new evolution
is initiated, where the objectives of contents regulation could help to redefine some aspects of
network regulation.
Mots clés : Telecommunication law, Communication law, Telecommunication regulation, European law,
Competition law.
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Sommaire
I. INTRODUCTION
Networks are becoming more complex due to the sheer number and variety of devices
becoming attached; therefore they need to be enriched by some form of increased intelli-
gence in the network. This is where the promise of autonomous systems comes into play.
Paul Horn of IBM Research first suggested the idea of autonomic computing on 15 October
2001 at the Agenda conference in Arizona. The need centers around the exponential growth
of networking complexity. Autonomous systems are capable of performing activities by
taking into account the local environment and adapting to it. The most common definition of
an autonomic computing system is one which can control the functioning of computer appli-
cations and systems without input from the user, in the same way that the autonomic nervous
system regulates body systems without conscious input from the individual. Thus, we
attempt here to more clearly identify the need for autonomous systems, their architecture,
the path of evolution from traditional network elements and the future of such systems. One
of the main drivers indeed behind autonomous computing is that Industry is finding that the
cost of technology is decreasing, yet IT costs are not. In addition, as systems become more
advanced, they tend to become more complex and increasingly difficult to maintain. To com-
plicate matters further, there has been and for the foreseeable future, will be a scarcity of IT
professionals to install, configure, optimize and maintain these complex systems.
Autonomic computing systems will manage complexity, possess self knowledge, conti-
nuously tune themselves, adapt to unpredictable conditions, prevent and recover from fai-
lures and provide a safe environment [1]. The autonomic nervous system frees our conscious
mind from self management and is the fundamental point of autonomic computing thus
“freeing” up system administrators and normal users from the details of system operation
and maintenance. If a program can deal with these aspects during normal operation, it is a lot
closer to providing users with a machine what runs 24x7 and its optimal performance. The
autonomic system will change anything necessary so as to keep running at optimum perfor-
mance, in the face of changing workloads, demands and any other external conditions it
faces. Modern systems may also contain large amounts of different variables/options/para-
meters which a user is age to change to optimize performance. Few people however know
how to use these and even fewer know how to get them exactly right to get 100% perfor-
mance. An autonomic system could continually monitor and seek ways of improving the
operation efficiency of the systems in both performance and/or cost. It is faster at this than a
person and is able to dedicate more time to finding ways of improving performance. Also,
autonomic systems are designed to be self-protecting, able to detect hostile or intrusive acts
as they occur and deal autonomously with them in real time. They can take actions to make
themselves less vulnerable to unauthorized access. Self-protected systems will anticipate pro-
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blems based on constant reading taken on the system, as well as being able to actively watch
out for detailed warnings of attacks from internet sources. They will take steps from such
reports to avoid or mitigate them [1]. These characteristics stated above all come to together
to help a system run more efficiently while reducing costs due to less human input [2].
For instance, in the scenario of a systems administrator having to move from server to
server and from desktop to desktop installing software and generally correcting problems.
Evolving autonomic computing technologies are attempting to relieve this burden from sys-
tems administrators by providing technologies and tools that enable applications, systems
and entire networks to begin to manage themselves. By “manage themselves”, we mean sys-
tems will have the ability to reconfigure, optimize, protect and repair themselves; however
the administrator will not have to give up total control of the system. An autonomic system
can help the administrators deal with software installation by being aware of what is needed
to run and to install those components which need installing. It should obviously be also
aware of what applications are installed on the system already and how to avoid or resolve
any conflicts that would arise once installed. This type of system would constantly monitor
itself for problems and should a problem arise then the fault is sought and corrected.
The Internet with its multiple standards and interconnection of components such as
decoders, middleware, databases etc. deserves more than a plug, try and play mentality. The
introduction of mobility increases the complexity due to the proliferation in possible actions.
A key goal for the next generation Internet is to provide a principled means of allowing the
underlying infrastructure to be adapted throughout its lifetime with the minimum of effort
thus the principles of autonomic computing provides a means of coping with change in a
computing system as it allows access to the implementation in a principled manner. This
paper is an attempt to more clearly identify the need for autonomous systems, their architec-
ture, the path of evolution from traditional network elements, the need for open networks, the
role of middleware and the future of such systems.
II. MIDDLEWARE
Messaging middleware is an inter-connection middle-tier solution that simplifies the tech-
nical challenges and effort required in sharing of information and processes. Messaging
middleware architectures provide interfaces between applications, allowing them to send data
back and forth to each other synchronously and/or asynchronously. This structure of middle-
ware can be classified as a Messaging Oriented Middleware (MOM) [3]. Message-oriented
middleware offers many advantages over other such middleware technologies such as
Remote Procedural Call (RPC) including time independence of components, where the mes-
sage sender and recipient do not have to be online at the same time, since MOM queues mes-
sages when their recipients are not available and location independence of components,
which permits the ability to transfer either sender or receiver from one computer to another
without bringing the system down due to its communication via topics (or channels).
The Common Object Request Broker Architecture (CORBA) is an object-oriented architec-
ture, and a language-independent as well as vendor independent architecture based on RPC.
The Object Management Group (OMG) is a consortium of hardware, software and end-user
companies formed to create the CORBA architecture [4]. CORBA specifies the architecture of an
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Object Request Broker (ORB) regulating interoperability between objects and applications.
CORBA is used in the development of distributed applications that provides a standard mecha-
nism for defining the interfaces between components. The Object Request Broker (ORB) is
the software that manages communication between objects and is fundamental to the CORBA
architecture. An ORB is a software component whose purpose is to facilitate communication
between objects. It does so by providing a number of capabilities, one of which is to locate a
remote object, given an object reference. A client application can be written in C++ while
communicating with a server written in Java via the CORBA architecture. The CORBA specifi-
cation does not address implementation details and leaves many areas undefined [5]. It is
also fundamentally based on a blocked synchronous RPC model rather than an asynchronous
Message-Oriented Middleware (MOM) model, which hinders the creation of real-time sys-
tems. The Distributed Component Object Model (DCOM) is a relatively robust object model
that enjoys particularly good support on Microsoft operating systems because it is integrated
with all versions of Windows since Windows 95. COM and DCOM are best considered as a
single technology providing a range of services for component interaction, from services pro-
moting component integration on a single platform, to component interaction across hetero-
geneous networks. COM and the DCOM extensions are merged into a single run time providing
both local and remote access. ActiveX components are reusable and can be seen as the buil-
ding blocks for providing the “glue” that connects components together based on COM and
DCOM model. Java RMI is part of the Java Development Kit (JDK) which provides the core
communication layer for any Java object wishing to communicate over an easy-to-use distri-
buted network. RMI applications are often comprised of two separate programs: a server and a
client. A typical server application creates some remote objects, makes references to make
them accessible, and waits for clients to invoke methods on these remote objects (See
Figure 1).
A typical client application gets a remote reference to one or more remote objects in the
server and then invokes methods on them. RMI provides the mechanism by which the server
and the client communicate and pass information back and forth. Java RMI runs atop of the
JRMP protocol that is for the construction of pure Java networked systems. Java RMI uses a
combination of Java serialisation and the Java Remote Method Protocol (JRMP) to turn stan-
dard method invocations into remote method invocations.
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FIG 1. – RMI interconnection of the Client & Server.
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The middleware discussed here are based on the Remote Procedural Call (RPC) model
which as the name suggests, amounts to simply calling procedures that live elsewhere. In
general, a request is sent to a remote system to execute a designated procedure, using argu-
ments supplied, and the result returned to the caller. Parameters can be established for the
remote procedure and values can be returned from it. This provides a sort of poor man’s
application partitioning, letting one place parts of your application on other hosts or proces-
sors. A chief disadvantage of using RPC-based middleware protocol is that most RPCs execute
synchronously therefore a call to an RPC will usually block application execution until the RPC
returns. The main problem with the above conventional middleware systems (i.e. CORBA, RMI
and DCOM) is that they have been developed to provide a homogeneous access to remote enti-
ties independent of operating systems. Typically, these middleware try to provide as much
functionality as possible, which leads to very complex and resource consuming systems,
which are not suitable for many networked devices. Approaches to solve this problem do
exist but it must be remembered that conventional middleware was mainly designed for
stable network environments, in which service unavailability is a rare event and can be trea-
ted as an error as opposed to autonomic systems which have been developed with such sce-
narios in mind.
III. THE HETEROGENEOUS NATURE OF MODERN NETWORKS
The distinction between mobile phones and personal device assistants (PDA’s) has already
become blurred with pervasive computing being the term coined to describe the tendency to
integrate computing and communication into everyday life. New technologies for connec-
ting devices like wireless communication and high bandwidth networks make the network
connections even more heterogeneous. Additionally, the network topology is no longer static,
due to the increasing mobility of users. Ubiquitous computing is a term often associated with
this type of networking [6]. Thus a flexible framework is necessary in order to support such
heterogeneous end-systems and network environments.
The Internet is built on the DARPA protocol suite Transmission Control Protocol/Internet
Protocol (TCP/IP), with IP as the enabling infrastructure for higher-level protocols such as TCP
and the User Datagram Protocol (UDP). The Internet Protocol is the basic protocol of the
Internet that enables the unreliable delivery of individual packets from one host to another. It
makes no guarantees about whether or not the packet will be delivered, how long it will take,
or if multiple packets will arrive in the order they were sent. Protocols built on top of this add
the notions of connection and reliability. One reason for IP’s tremendous success is its sim-
plicity. The fundamental design principle for IP was derived from the “end-to-end argument”,
which puts “smarts” in the ends of the network – the source and destination network hosts –
leaving the network “core” dumb. IP routers at intersections throughout the network need do
little more than check the destination IP address against a forwarding table to determine the
“next hop” for an IP datagram (where a datagram is the fundamental unit of information pas-
sed across the Internet). However, the protocols underlying the Internet were not designed for
the latest generations of networks especially those with low bandwidth, high error losses and
roaming users, thus many “fixes” have arisen to solve the problem of efficient data delivery
[7].
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Mobility requires adaptability meaning that systems must be location-aware and situa-
tion-aware taking advantage of this information in order to dynamically reconfigure in a dis-
tributed fashion [8]. However, situations, in which a user moves an end-device and uses
information services, can be challenging. In these situations the placement of different co-
operating parts is a research challenge. The heterogeneity is not only static but also dynamic
as software capabilities, resource availability and resource requirements may change over
time. The support system of a nomadic user must distribute, in an appropriate way, the cur-
rent session among the end-user system, network elements and application servers. In addi-
tion, when the execution environment changes in an essential and persistent way, it may be
beneficial to reconfigure the co-operating parts. The redistribution or relocation as such is
technically quite straightforward but not trivial. On the contrary, the set of rules that the
detection of essential and persistent changes is based on and indeed the management of these
rules is a challenging research issue which to date has not been solved by the traditional
“smarts in the network” approach.
Layering is a form of information hiding where a lower layer presents only a service
interface to an upper layer, hiding the details of how it provides the service. A traditional
network element such as above could form part of the architecture of an adaptable middle-
ware. Here the flexible protocol system could allow the dynamic selection, configuration and
reconfiguration of protocol modules to dynamically shape the functionality of a protocol in
order to satisfy application requirements or adapt to changing service properties of the under-
lying network. Some uses that these dynamic stacks may be used for could include increa-
sing throughput where environmental conditions are analyzed and heuristics applied to
decide if change would bring about optimal performance. Many such dynamically reconfigu-
rable conventional middleware systems exist [9, 10, 11 and 12] which enable systems to
adapt their behavior at runtime to different environments and applications requirements. The
resource restrictions on mobile devices prohibit the application of a full-fledged middleware
system therefore one traditional approach is to restrict existing systems and provide only a
functional subset which leads to different programming models or a subset of available inter-
operability protocols. Another option is to structure the middleware in multiple components,
such that unnecessary functionality can be excluded from the middleware dynamically. One
such example is the Universally Interoperable Core UIC [13] which is based on a micro-ker-
nel that can be dynamically extended to interact with various middleware solutions but the
protocol is determined prior to communication and dynamic reconfiguration is not possible.
However, even in the case of most existing dynamically reconfigurable middleware which
concentrate on powerful reconfiguration interfaces – the domain that they are applied in is
simply too narrow (e.g. Multimedia Streaming). It seems that future proofing for future uses
is not built in. It must be noted that the authors are not claiming that this is trivial rather that
an alternative approach for handling change in complex networks seems called for.
IV. OPENING UP THE NETWORK
The internet at present is limited as it attempts to cater for the masses. Its rich end system
functionality leads to high management overhead with much manual configuration, diagnosis
and design [14]. The next generation internet must obviously be “backward” compatible but
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it should seek to possess the ability to “know” what it is being asked to do. It should also
have a high-level view of its design goals and the constraints on which configurations are
acceptable.
In other words, we need to separate the functional requirements of the network (what it
does) from the non-functional requirements (how it does it). The goal is to overcome the
limitations of the black box approach to software engineering and to open up key aspects of
the network infrastructure. This must however be achieved in such a way that there should be
a principled division between the functionality they provide and the underlying implementa-
tion. The former can be thought of as the base interface of a module and the latter as a meta-
interface [6]. This allows a principled means of achieving an “open” network. In an open
network, the benefits that are that it can bring modifications or extensions to itself by virtue
of its own computation. It can “think about itself” thus giving the possibility to enhance
adaptability and to better control the applications that are based on top of it. For this, two dif-
ferent levels are needed: a base-level related to the functional aspects i.e. the code concerned
with computations about the underlying network, and a meta-level handling the non-functio-
nal aspects, i.e. the code supervising the execution of the functional code for each node [15].
An open network therefore naturally supports inspection, and adaptation for all applications
residing on top. Applications should be able to observe the occurrence of arbitrary events in
the underlying network and ultimately allow each application to adapt the internal behavior
of the system either by changing the behavior of an existing service (e.g. tuning the imple-
mentation of message passing to operate more optimally over a wireless link), or dynami-
cally reconfiguring the system (e.g. inserting a filter object to reduce the bandwidth
requirements of a communications stream). Such steps are often the result of changes
detected during inspection.
An autonomic network would allow the dynamic selection, configuration and reconfigu-
ration of protocol modules to dynamically shape the functionality of a protocol in order to
satisfy application requirements or adapt to changing service properties of the underlying
network. Flexible end-to-end protocols are configured to include only the necessary functio-
nality required to satisfy an application QoS requirements for the particular connection.
Some uses that dynamic stacks may be used for include increasing throughput where envi-
ronmental conditions are analysed and heuristics are applied to decide if change would bring
about optimal performance; interoperability in that dynamic stacks can simplify the inter-
operability process, by allowing code for protocol stacks to be written once and placed on
repositories where they can be downloaded onto end systems so they can adopt the same
stack; Security can be increased at run-time, for example, when an intrusion detection system
dynamically responds to unusual behaviour and robustness, where faulty components can be
detected and replaced to improve robustness (e.g. a mobile computer connected to an Ether-
net LAN may automatically detect that its wired connection is broken forcing a switch to a
Wireless LAN or GSM connection. Here it is profitable to dynamically load a new stack
module optimised for the different characteristics of wireless connections).
Figure 2 depicts a typical layered protocol graph where a proxy is residing on the fixed
network and a mobile device is receiving a multimedia stream. When a network device is
switched from e.g., a low speed cellular network to a high speed wireless LAN, a session
manager will detect that the underlying network has changed. The protocol stack control
mechanism will install a new stack module, (e.g. which might contain an algorithm for
conversion of a colour video stream to a monochrome video stream).
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An open network as proposed here is similar to the Meta-object Protocol (MOP) defined
by Maes [16]. The concept open implementation has been investigated by a number of
researchers, most notably at Xerox PARC [17, 18]. In networking, where applications can
adapt the end-to-end path to particular requirements using code within intermediate proxies,
reflection is an interesting mechanism that can be exploited to dynamically integrate non-
functional code to an active network service. An increasing number of algorithms used in
classical network models or classical distributed systems have been adapted to take into
account benefits of reflective code such as Active Multicast [19] and Adaptive Routing [20].
Thus, the extreme flexibility of the active model is exploited, but on the other hand, the com-
plexity of software design is increased. As a consequence, the composition of active services
becomes very difficult and service designers integrate in the service code some aspects that
are not directly related to the main functionality of the service itself. For example, tracing the
activity of active packets and analyzing how they interact with the different execution envi-
ronments is a non-functional aspect that cross-cuts the original design of the service and that
is often integrated in several parts of the software. Furthermore, the insertion of such code, in
most of cases implies stopping the service execution, integrating the modifications, recompi-
ling and re-deploying the service over the network. This leads to a clean solution for structu-
ring services in order to separate those orthogonal aspects. Dynamic integration of
non-functional aspects is a notion that can be exploited in a context of adaptive media strea-
ming. One of the major advantages is that the information obtained from the execution of a
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service can be gathered and combined with similar information handed over several execu-
tion environments at the node level in order to enhance the overall service management, inde-
pendently from the network level service code [15].
V. A LIGHT-WEIGHT AUTONOMIC NETWORK
We propose Autonomic Network Elements which singularly and collectively utilise the
current situation of their context in order to become situation aware. Context here might be a
mobile user (e.g. a person in distress) requiring a certain quality of service over a GPRS net-
work (perhaps urgently) or a network which is fighting of a distributed denial of service
attack. Therefore, to become aware of the situation which each node finds itself, there must
be some form of global knowledge available to “one and all”. Knowledge should only reside
where it is useful however knowledge may be useful in multiple locations therefore the rapid
distribution of knowledge to “trouble spots” is an important issue in an autonomic network.
Autonomic communication elements (or nodes) should ideally exhibit what we term
triple A behaviour. They should be Alert, Aware and Autonomic. That is to say that they
should be spontaneous/Ready for Action (Alert), situationally aware of the current situation
(Aware) and functionally independent (Autonomic).
We believe that the coordination activities among nodes can occur via stigmergic
mechanisms [21]. The concept of stigmergy was introduced by Pierre-Paul Grassé [22] in
the 1950’s to describe the indirect communication taking place among individuals in social
insect societies. Grassé showed that the regulation and coordination of the building activity
of termite nests do not depend on the workers themselves but is mainly achieved by the
nest: a stimulating configuration triggers a response of a termite worker, transforming the
configuration into another configuration that may trigger in turn another, possibly different,
action performed by the same termite or any other worker in the colony. The most important
feature to understand is how local stimuli are organized in space and time to ensure the
emergence of a coherent adaptive structure and to explain how workers could act indepen-
dently yet respond to stimuli provided through the common medium of the environment of
the colony [23].
The stigmergic approach is more light weight than the “Knowledge Plane” approach [14].
The “Knowledge Plane” is considered as an additional network layer between the network
and the application layer, and it is the place in which nearly all network control activities
take place. The knowledge plane is populated by heavyweight agents, managing and exchan-
ging knowledge about the current state of the network, and that directly enact forms of
control over both network and application components. Using a stigmergic approach allows
individual nodes to both handle and manage knowledge without the necessity of a global net-
work plane. An autonomic knowledge network in contrast to an overlay network in peer-to-
peer environments [24, 25] does not simply transport data and messages but rather exists to
support nodes with a situationally aware contextual intelligent update in order to adapt in the
best way possible.
A similar method is Swarm Intelligence (SI) [26]. Swarm Intelligence is the property of
a system whereby the collective behaviors of (unsophisticated) agents interacting locally
with their environment cause coherent functional global patterns to emerge. SI provides a
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basis with which it is possible to explore collective (or distributed) problem solving without
centralized control or the provision of a global model. Thus global robust adaptive self-
organizing behaviour can be made emerge in systems of a large number of lightweight
agents that indirectly interact via the mediation of an environment agent [27] by depositing
and by sensing “pheromones”. A new type of cognitive stigmergy thus arises and this can
build on the intelligent network of knowledge thus leading to a more informed method of
self-organisation.
This stigmergic light-weight network memory could be a machine-understandable XML-
based syntax, comprising different standards that maintain high semantic integrity and cohe-
rence for the data and knowledge such as the Predictive Modelling Mark-up Language
(PMML) [28]. PMML is an XML-based standard developed by the Data Mining Group1 with the
aim of aiding model exchange between different model producers and between model pro-
ducers and consumers. PMML provides the first standard representation that is adhered to by
all the major data mining vendors. The use of PMML within the network context effectively
decouples the self-adaptive engine from the producer of the knowledge that it uses.
Any such memory would in essence be a collection of rule sets that can maintain net-
work policies as well as behavioural descriptions and policies and meet the triple A beha-
viour as previously discussed. Through introspection and mediation, each node can self adapt
to improve performance depending on the context and needs of use. In order to execute the
behavioural knowledge, a scalable high performance engine is required. This is similar in
construct to a recommender engine, in that it is constantly updating the rule bases based upon
the application of predictive algorithms on network behavioural data. A key component for
example is the detection by this engine of network trends and subtle changes in data flows
[29].
In [30] the concept of a pulse monitor has be been explored, which is basically an exten-
sion of the fault tolerant heartbeat monitor mechanism to incorporate reflex urgency levels
and health check summary information. In theory, this technique could be modified for an
autonomic framework by implementing a “heartbeat” mechanism into any knowledge entity
(ACE) such that at given intervals relevant health based information are send to all other enti-
ties and/or to a central monitoring facility. The same could be used vice versa diffusing beha-
vioural or contextual information to relevant knowledge entities.
Finally, the area of game theory offers a number of concepts that could be used for diffe-
rent aspects of knowledge networks. Defined as “… the study of the ways in which strategic
interactions among rational players produce outcomes with respect to the preferences (or
utilities) of those players, none of which might have been intended by any of them.” [31]
combines three important concepts that are particular relevant for autonomous behaviour,
namely: (a) strategic interactions, (b) preferences, (c) intentions. In context with autonomic
computing game theory studies mechanism that enable decision making based on:
• the interaction among individual components (a), independent of the fact that they may
have been intentionally or not;
• individual preferences that may be available at different levels of granularity (b);
• high level goals as set out by an underlying concepts (c).
The last concept is of particular interest because of the fact that, although any decision
making process is driven by dedicated intentions its resulting decision is not necessarily limi-
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ted to those intentions. All of the concepts above are relevant when analysing behavioural
patterns and [32] has stated that “game theory is a universal language for the unification of
the behavioral sciences”. While this may seems a bit extraordinary it is reasonable as game
theory has been used successfully in countless games often attempting to replicate, predict
and react on behavioural patterns.
VI. CONCLUSION
The aim of autonomic computing is to reduce the amount of maintenance needed to keep
systems working as efficiently as possible, as much of the time as possible. Trends in net-
work design, which support the need for more “open networks”, include the increasing popu-
larity of component architectures that reduce development time and offer flexibility with
increased choice of components. This allows alternative functionality to be deployed in
various scenarios to combat differing QoS needs. Another trend is introspection, which pro-
vides run-time system information allowing applications to examine their environment and
act accordingly. The middleware provides an infrastructure for building adaptive applications
that can deal with drastic environment changes. Autonomous systems are capable of perfor-
ming activities by taking into account the local environment and adapting to it. We propose
here a light-weight autonomic network model where more informed semantic forms of self-
organisation can be reached. We believe that the coordination activities among nodes can
occur via stigmergic mechanisms thus we introduce the concept of autonomic network
knowledge which can leverage the traditional concept of stigmergy where activities can be
driven not simply by reacting to a local concentration of meaningless pheromones, but can be
driven by the actual knowledge represented by the network of knowledge.
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