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Abstract—The ability to build high-fidelity 3D representations
of the environment from sensor data is critical for autonomous
robots. Multi-sensor data fusion allows for more complete and
accurate representations. Furthermore, using distinct sensing
modalities (i.e. sensors using a different physical process and/or
operating at different electromagnetic frequencies) usually leads
to more reliable perception, especially in challenging environ-
ments, as modalities may complement each other. However,
they may react differently to certain materials or environmental
conditions, leading to catastrophic fusion. In this paper, we
propose a new method to reliably fuse data from multiple
sensing modalities, including in situations where they detect
different targets. We first compute distinct continuous surface
representations for each sensing modality, with uncertainty, using
Gaussian Process Implicit Surfaces (GPIS). Second, we perform a
local consistency test between these representations, to separate
consistent data (i.e. data corresponding to the detection of the
same target by the sensors) from inconsistent data. The consistent
data can then be fused together, using another GPIS process, and
the rest of the data can be combined as appropriate. The approach
is first validated using synthetic data. We then demonstrate its
benefit using a mobile robot, equipped with a laser scanner and a
radar, which operates in an outdoor environment in the presence
of large clouds of airborne dust and smoke.
I. INTRODUCTION
Resilient perception is a fundamental requirement for the
persistent autonomy of robots. In particular, to achieve long-
term missions, autonomous robots will need the ability to
operate safely and reliably in challenging environments and
conditions. To conduct complex tasks, robots need to build
high-fidelity representations of the environments that they
will interact with, using sensor data that are often sparse
and noisy, due to sensor limitations [1] and limited possible
coverage of the environment by the platform. The ability to
evaluate the uncertainty at any point of the representation
is also extremely beneficial, for example to best improve
the quality of the representation if future observations are
possible [2]. In addition, this uncertainty is fundamental to
perform Bayesian data fusion. In recent literature, Gaussian
process (GP) regression has been used with great success to
build continuous representations from sparse and noisy sensor
data, with evaluation of uncertainty [3]. For example, Gaussian
process implicit surfaces (GPIS) is a powerful method to
estimate the surface of an object, with uncertainty, within a
GP framework [2], [4], [5]. We are interested in developing
reliable methods that can build high-fidelity representations
of the environment using data acquired with multiple sensing
modalities. In this paper we propose a method based on GPIS.
The use of multiple sensing modalities has been widely
recommended in the literature to achieve resilient percep-
tion in challenging environmental conditions, such as in the
presence of fog, smoke, airborne dust or rain [6], [7], [8].
Because distinct sensing modalities use different physical
processes to sense the environment, they may react differently
to different materials or environmental conditions [9], thereby
complementing each other. Common examples exploiting this
property include combinations of laser and radar in dusty
environments [10] (where the radar penetrates dust clouds to
complement the laser’s perception), and visual and infrared
cameras in the presence of smoke [11] (where infrared cameras
are used to see through smoke clouds).
Sensor data fusion usually allows for the generation of
better-quality1 representations of the environment than those
obtained by using the individual sources of information sep-
arately. This is known as synergy [12]. However, in some
cases synergy may be insufficient and the outcome of standard
Bayesian data fusion may actually be of lower quality than
the individual representations obtained using a single source
of information, even if the spatial alignment between the
sensors is well known. Some authors call this phenomenon
catastrophic fusion [13]. Catastrophic fusion is particularly
likely to happen when fusing data acquired by distinct sensing
modalities. Since they react differently to different materials
or environmental conditions, even if the sensors are spatially
aligned they may not always detect the same target, contrary
to what is commonly assumed in the literature [14], [4]. In
this work we refer to this type of data as inconsistent data2.
Systematically modelling the reaction of each type of sen-
sor to all types of material and shapes that can be encountered
in the real world is impractical, due to the extent of the
realm of possibility. Besides, it would require the ability to
reliably recognise any type of material that may be observed,
which state-of-the-art perception systems still do not possess.
Instead, in this paper we propose to test the consistency of
data acquired by distinct sensing modalities prior to fusion, to
1In this context, quality may refer to aspects such as accuracy, complete-
ness and certainty.
2In the information fusion literature, this is also sometimes referred to
as conflicting data [15], which indicate situations when data from different
‘experts’ (in this case sensor data) disagree about the same phenomena (e.g.
the observation of an object).
avoid catastrophic fusion and guarantee sufficient synergy. We
build on our prior work presented in [5] where we presented
a modular fusion approach based on GPIS, and demonstrated
its performance in reconstructing object surfaces when fusing
laser and radar data that correspond to the same target.
In the approach proposed in this paper, we first estimate
separate continuous surfaces using GPIS: one for each type of
sensing modality available. Then, we perform a consistency
test between each of these surfaces, locally, to separate consis-
tent data, i.e. data corresponding to the detection of the same
target by the sensors, from inconsistent data. The proposed
consistency test exploits the continuous representation given
by the GPIS: consistency can be tested in any location of the
object surfaces. We also account for the uncertainty computed
by each GP: the consistency test is based on the Mahalanobis
distance between uncertain locations of surfaces, one for each
sensing modality. Only data that pass this consistency test are
then fused together, making sure that the fused surface will be
more accurate and more certain than each individual surface.
We first validate our approach using synthetic data with
ground truth, including the Stanford bunny [16] equipped with
a transparent helmet, which is visible by only one of the
sensing modalities. Second, we demonstrate and evaluate the
method with data collected by a laser range finder (LRF) and a
mm-wave radar mounted on a UGV, which operates in outdoor
environments in the presence of airborne dust or smoke. We
evaluate the ability of our approach to separate consistent and
inconsistent sensor data and we compare the quality of the
reconstructions obtained by performing our new robust GPIS
data fusion (GPISDF) method with reconstructions obtained
with a state-of-the-art GPISDF algorithm. We show that in
challenging environmental conditions, where differences of
perception between distinct sensing modalities are common,
our proposed method with integrated consistency test avoids
catastrophic fusion and thereby highly improves the surface
estimates, both in terms of accuracy and certainty. For exam-
ple, the method is able to reconstruct the surface of a car even
though it was surrounded by thick airborne dust.
The paper is organised as follows. Section II further
discusses related work. Section III provides the required back-
ground from our prior work on GPIS data fusion. Section IV
introduces our proposed robust GPIS data fusion method with
integrated consistency test. Finally, the experimental validation
is presented in Sec. V, and conclusion and elements of future
work are discussed in Sec. VI.
II. RELATED WORK
Implicit surfaces (IS) have been used in computer graphics
to reconstruct objects with complex geometry [17]. Gaussian
Process Implicit Surfaces is a powerful stochastic method to
compute a continuous estimate of the surface of an object from
sparse and noisy sensor data, with uncertainty [18]. Examples
of GPIS implementations using range sensor data include [19]
(push-broom laser data) and [2] (sonar data).
GPs have been used to fuse noisy data acquired by different
sensing modalities. Vasudevan et al. [14] fused GPS and laser
data to build continuous elevation maps, while Dragiev et
al. [4] fused tactile and range data for manipulation tasks, using
GPIS. In our prior work, we analysed the performance of the
fusion of LRF and mm-wave radar data using GPIS in the
context of field robotics [5]. As most data fusion approaches,
these methods assume that distinct sensing modalities, which
have been aligned a priori, consistently detect the same targets
when they are pointed at the same direction in the environment.
In this work we perform a data consistency test prior to
fusion, to ensure that the data acquired by the different sensing
modalities correspond to the detection of the same targets in
the environment.
In [10] we proposed a simple method to automatically
separate consistent and inconsistent range data by making a
point-to-point comparison of 3D points acquired by an LRF
and a mm-wave radar onboard an unmanned ground vehicle
(UGV). The benefit of such approach was shown in the
presence of airborne dust or smoke. However, this method
falls short of accounting for the measurement uncertainties,
and such point-to-point comparison is only possible wherever
direct observations have been made.
Various outlier rejection techniques can be used to find
inconsistencies between two sets of input data [20]. These
methods usually either require a prior model, or exploit some
known underlying structure to refine a model that can explain
most inliers, while rejecting outliers. State-of-the-art outlier
rejection methods perform well when the majority of input
data points are inliers, outliers being in minority. However,
when using multiple sensing modalities, situations where this
assumption is invalid are likely to be experienced, especially in
challenging environmental conditions. An example would be
a robot observing the environment with an LRF and a radar
during a dust storm (thick dust is an obscurant for most laser
scanners).
Instead, in this paper, we first estimate separate continuous
surfaces using GPIS: one for each type of sensing modality
used. This provides us with initial models of objects we are
observing, with uncertainties. Then, we perform a local consis-
tency test between each of these surfaces, which accounts for
the estimation uncertainties, based on the Mahalanobis distance
and a chi-square test. This test can be conducted anywhere on
each estimated surface, and is completely independent of the
ratio between inliers and outliers.
III. DATA FUSION WITH GPIS
A. GPIS
Consider a set X of 3D points x in Euclidean space. The
implicit surface of a 3D object is represented by a 0-level set
function f defined such as:
f(x)
{ = 0, if x is on surface,
< 0, if x is outside the surface,
> 0, if x is inside the surface.
(1)
The estimation of the surface is done by considering the
observation of points on the surface (f(x) = 0), as well as
some points inside and outside, also called constraints. For
inside and outside surface constraints, we use f(x) = d and
f(x) = −d respectively, where d is the distance between the
point and the surface (i.e. points observed on the surface by
sensors available) as in [17]. f(x) is then a signed distance
function to the surface of the object.
Gaussian process regression can be used to estimate the
value of f at any queried location x∗, with variance V(f∗(x∗)).
This can be formulated as:
P(f∗(x∗) |X,Y, θ, x∗) = N (f¯∗,V[f∗]), (2)
where observation data from X and constraints Y (i.e. targets
for the GP) are used as training data under the GPIS frame-
work, and θ are hyper-parameters. The mean f¯∗ and variance
V[f∗] at x∗ given the measured data X are:
f¯∗ = k(x∗, X)
T (K + σn2I)−1Y (3)
V[f∗] = k(x∗, x∗)− k(x∗, X)T (K + σ2nI)−1k(x∗, X), (4)
where K is a covariance matrix, and the noise variance of
the observed data is represented by σ2nI . Note that σ
2
n can be
learnt along with the other GP hyper-parameters. Given the
results we obtained in [5] when comparing the performance
of different kernel functions in our application, in this work
we implement the exponential covariance function:
k = k(xi, xj) = σ2f
N∑
k=1
exp(−(∆k
`k
)γ), (5)
where γ = 1, and N = 3 since our input points are in 3D
space. The hyper-parameter σ2f represents the signal variance,
the length-scale is represented by `k, and ∆k = |xi − xj |.
The optimisation of the hyper-parameters θ = (σf , `, σn) is
done by maximising the log-marginal likelihood. 3D surface
points and corresponding variances are then computed for zero
values of f¯∗ in Eq. (3) and Eq. (4) by querying in a pre-
defined region which covers the area of the observed object.
The surface of this object is reconstructed by computing the
zero contour of f¯∗.
B. GPISDF
The data fusion technique used in this paper is based on
a GPISDF method presented in [5]. The method jointly
fuses two surface estimates using a GPIS. Considering n
different sensing modalities, with their corresponding training
data
{
(X1, Y 1), ..., (Xi, Y i), ..., (Xn, Y n)
}
, we first use n in-
dependent GPIS processes, GPISi, to generate n estimates of
the object’s surface:
{
S1, ..., Sn
}
. Each GPISi uses only the
data provided by sensor i. The fused estimate is then obtained
with another GPIS whose inputs are m samples randomly
extracted from each GPISi surface estimate, which have a
predicted mean and variance. The variances are integrated in
the last GPIS as fixed noise parameters.
In [5] we showed that this GPISDF method was more
accurate than the state-of-the-art GPIS fusion method that
directly fuses raw sensor data. However, both GPIS data fusion
strategies assume it is always beneficial to fuse the data,
ignoring some of the differences of perception between distinct
sensing modalities, which can lead to the detection of different
targets. We address this issue in this paper.
IV. GPIS ROBUST DATA FUSION
A. Robust Data Fusion
As mentioned previously, data from different sensing
modalities may not necessarily correspond to the same target.
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Fig. 1. Robust GPIS Data Fusion process diagram. For each sensing
modality GPISDF fuses inconsistent data from one sensing modality with
consistent data from all of the other modalities
˘
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n
c , S
i
ι
¯
. With this
approach a surface Γi is generated for each modality.
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Fig. 2. 1D example of fusion of data provided by two distinct sensing
modalities, represented by X1 (red) and X2 (green), respectively. (a) Raw
sensor data (with different noise levels), with consistent data on the right and
inconsistent perception on the left. The ground truth (GT) curve is shown
in black. (b) Result of the fusion of all data from both modalities (i.e.
without consistency test) using a GP. The grey shade shows the uncertainty
estimated by the GP. (c) Robust fusion after consistency test. Only data
from
˘
S1c , S
2
c , S
1
ι
¯
were fused, i.e. a priori Modality 1 is trusted more than
Modality 2 to provide data from the object’s surface. (d) Robust fusion after
consistency test. In this case, only data from
˘
S1c , S
2
c , S
2
ι
¯
were fused, i.e. a
priori Modality 2 is the most trusted. .
This can cause catastrophic fusion. We refer to this type of
data as inconsistent data. On the other hand, consistent data
are data from different sensing modalities that correspond to
the same target. A robust data fusion has to consider consistent
and inconsistent data differently in order to avoid catastrophic
fusion. Fig. 2(a-b) shows a simple 1D example of catastrophic
fusion of data from two sensing modalities.
In this paper we enhance the GPISDF algorithm by adding
a consistency test (detailed in Sec. IV-B) to perform robust data
fusion (see Fig. 1). For each sample (x∗) of each individual sur-
face estimate Si we have the corresponding mean and variance
of f , predicted by the Gaussian process,
{
f¯ i(x∗),V(f i(x∗))
}
,
which we will note Si∗, for convenience. The consistency test
evaluates the consistency of the multiple surface estimates at
location x∗ and generates three classes of outputs. If Si∗ is
consistent with all the other estimates Sj∗, it is labelled as
Sic∗. If S
i
∗ is inconsistent with all the data from the other
sensing modalities it is labelled as Siι∗. If S
i
∗ is consistent
with only some of the other sensing modalities, it is labelled
as partially consistent Sip∗. In this study, we will focus only
on the consistent and inconsistent points, which are used to
perform data fusion under the GPIS framework.
After generating sub-sets of consistent data (Sc) and in-
consistent data (Sι) we still need to decide which subsets of
data should be fused. A robust GPISDF can be performed by
fusing only the consistent data or combinations of consistent
and inconsistent data. The most conservative choice is arguably
to fuse only the consistent data corresponding to
{
S1c , ..., S
n
c
}
,
which generates a unique surface Γc. However, doing this may
not cover all the object perceived by both sensing modalities.
Consider the example shown in Fig. 2. Only the right part
of the curve could be estimated as a result, no consistent
data being available to estimate the left part. However, better
coverage of the object may be obtained by combining with
the remaining data from one sensing modality. For example,
in Fig. 2c we fused the consistent data from both modalities on
the right, and kept only the data from Modality 1 on the left.
In this case, the input data of the GPISDF is
{
S1c , S
2
c , S
1
ι
}
.
This decision may be taken if some prior knowledge on
the behaviour of the sensors in the current environment is
available. For example, in an environment with lots of airborne
dust, such as an open-pit mine, a radar may be more trusted
than a laser to provide data from cars or trucks in case of
inconsistency, but it is beneficial to keep fusing with laser data
whenever appropriate, since this is a more accurate sensor than
the radar.
B. Consistency test
For simplicity let us assume we have two sensing modali-
ties, and therefore two different surface representations S1 and
S2, estimated by GPIS1 and GPIS2, respectively. Consider a
queried point x∗ in the 3D space. Given the implicit function
f is a signed distance function [17], f1(x∗) represents the
distance between the queried point x∗ and S1, estimated by
GPIS1. Eq. (6) is the probability density function (pdf) of dis-
tance between x∗ and S1, predicted by GPIS1. Analogously,
Eq. (7) is the pdf of distance between x∗ and S2, predicted
by GPIS2.
P(f1∗ (x∗) |X1, Y 1, θ1, x∗) = N (f¯1∗ ,V[f1∗ ]) (6)
P(f2∗ (x∗) |X2, Y 2, θ2, x∗) = N (f¯2∗ ,V[f2∗ ]) (7)
We formulate the consistency test within a hypothesis testing
framework. We evaluate the hypothesis (H) that x∗ is located
on S1 but not on S2.
To test our hypothesis we compare the distributions in
Eqs. (6) and (7) by computing a distance between distributions.
We use the Mahalanobis distance (D(x∗)), widely used in
the literature to identify similarities between distributions as
a measure of data correlations [21].
D2(x∗) = ∆tΣ−1∆, (8)
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Fig. 3. Comparison of two distances to x∗, from the two different surface
estimates S1 (in red) and S2 (in blue). (a) x∗ is located very close to both
surfaces. Uncertainty of the surface estimates is showed by the shaded regions.
(b) x∗ located only on S1. (c) Two distributions that are consistent in x∗,
showing that there is no evidence that S1 and S2 may be two distinct surfaces.
(d) Two distributions that are inconsistent, we have enough evidence to accept
the hypothesis H: the two surfaces are most likely distinct.
where ∆ is the difference between the means of the two
distributions: (f¯1(x∗)− f¯2(x∗)), and Σ is the average of the
corresponding variances V[f¯1(x∗)] and V[f¯2(x∗)]. Consider-
ing that given H , D2 has a χ2 density with 1 degree of
freedom, the validity of our hypothesis can be subjected to a
χ2 acceptance test. A significance level α = 0.05, gives us the
95% probability concentration region of D2. Our hypothesis
is tested using the following criteria:
H : D2 > χ21−α. (9)
Therefore, we consider that S1 and S2 are two distinct surfaces
at x∗ if D2 is higher than the probability of the chi-squared
distribution with one degree of freedom and a significance level
α. In the opposite case, if D2 ≤ χ21−α, the two surfaces are
considered consistent at x∗. In practice, for each surface Si we
perform this consistency test on all points x∗ that have been
sampled from Si, i.e. all available points where f¯ i∗(x∗) = 0.
Fig. 3 shows examples where x∗ is evaluated in two
scenarios. In Fig. 3(a) x∗ is located on surface S1 and very
close to surface S2. When we query x∗ in S1 and S2 we
obtain the pdfs showed in Fig. 3(c). In this case evaluating both
distributions with our consistency test leads to the conclusion
that there is no evidence that x∗ is located only on S1. Fig. 3(b)
shows another example where S1 and S2 are further apart. The
correspondent pdfs are showed in Fig. 3(d). Our consistency
test indicates that x∗ is most likely only located on S1, which
means that, locally, S2 is a different surface.
V. EXPERIMENTAL RESULTS
We evaluated the proposed approach using synthetic data
of objects scanned by virtual sensors (Sec. V-A) and real
experimental data of objects scanned by sensors onboard an
outdoor mobile robot (Sec. V-B to V-D). In both cases the
objects are assumed to be static.
(a) GT (b) GT (wired) (c) Laser Data (d) Radar Data
(e) SL (f) SR (g) Γ (h) ΓR
Fig. 4. Reconstruction of the Cone-Sphere object. (a) Ground-truth object
composed of a cone made of material ϕ1 (in gray) on top of a sphere made of
material ϕ2 (in red). (b) Wired representation, showing the part of the sphere
occluded by the cone. (c) 3D point clouds from the synthetic data are shown
in (c) for Sensor L and (d) for Sensor R. (e-h) show reconstructions using
GPIS, coloured by uncertainties, from blue to red, where red is the highest
level of uncertainty. (e) GPIS reconstruction using only data from Sensor
L. (f) GPIS reconstruction using only data from Sensor R. (g) GPISDF
reconstruction without consistency test, i.e. fusing all data from (e) and (f).
(h) GPISDF reconstruction after consistency test. Note the improvement
in the geometrical representation from the consistent fusion, and the strong
reduction of uncertainty.
A. Results with Synthetic Data
We first evaluated our robust GPISDF method with
synthetic data. For this purpose we generated data that would
result from the scans of synthetic objects using two virtual
sensors of different resolutions (namely L and R) and different
noise levels. The resolution was taken as 0.1m for Sensor R
and 0.03m for Sensor L.
We considered two objects composed of two different
materials, ϕ1 and ϕ2. Sensor L is able to reliably detect
both ϕ1 and ϕ2. However, the material ϕ1 is transparent
for R, which is only able to detect ϕ2. The first object is
a sphere made of ϕ2, with a transparent cone made of ϕ1,
see Fig. 4(a-d). In the remainder of the paper this object is
named Cone-Sphere. The object fits in a box of dimensions
2.2× 1.9× 1.9m3. The second object is the Stanford bunny,
considered made of ϕ2, with a transparent spherical helmet
made of ϕ1, see Fig. 5(a-d). In the remainder of the paper
this object is named Space-Bunny. The bunny fits in a box of
dimensions 1.5× 1.8× 0.8m3.
Following the process of our proposed method, we first
estimated two individual surfaces, SL and SR, from data
provided by L and R, respectively, using two distinct GPIS
processes. We then performed the consistency test over these
surface estimates. The consistent data from L (SLc ) were then
combined with all data from SR, to be able to reconstruct
the entire object under the transparent material (i.e. the whole
sphere and the whole bunny, respectively).
We evaluated the ability of our approach to separate
consistent and inconsistent sensor data. We also compared the
quality of the reconstructions obtained by performing our new
(a) GT (b) GT (wired) (c) Laser Data (d) Radar Data
(e) SL (f) SR (g) Γ (h) ΓR
Fig. 5. Reconstruction of the Space-Bunny object. (a) Ground-truth object
composed of a spheric helmet made of material ϕ1 (in blue) on top of
the Stanford Bunny, made of material ϕ2 (in red). (b) Wired representation,
showing the part of the Bunny occluded by the helmet. (c) 3D point clouds
from the synthetic data are shown in (c) for Sensor L and (d) for Sensor R.
(e-h) show reconstructions using GPIS, coloured by uncertainties, from blue
to red, where red is the highest level of uncertainty. (e) GPIS reconstruction
using only data from Sensor L. (f) GPIS reconstruction using only data from
Sensor R. (g) GPISDF reconstruction without consistency test, i.e. fusing
all data from (e) and (f). (h) GPISDF reconstruction after consistency test.
Note the improvement in the geometrical representation from the consistent
fusion, and the strong reduction of uncertainty.
robust GPISDF method with reconstructions obtained with
a state-of-the-art GPISDF algorithm (see Figs. 4(e-h) and 5(e-
h)).
Sensor L was able to detect the objects with material ϕ1
and ϕ2, however, they were partially occluded. For example,
in the cone-sphere object (Fig. 4), the cone partially occluded
the top of the sphere for L, and in the bunny (Fig. 5) the
helmet occluded the head of the bunny, again for L. On
the other hand, Sensor R detected the sections of the object
with material ϕ2, but due to the lower resolution and higher
noise levels compared with L, their reconstructions were not
very accurate in terms of the geometry representation and
uncertainty representation.
For these experiments, we compared the reconstructions
with the ground truth of the part of the object made of material
ϕ2, detected by both sensors. Table I shows the root mean
squared errors (RMSE) and the standard deviation (std. dev)
obtained for each individual surfaces SL and SR, the result
of the fusion without consistency test (Γ), and our proposed
robust fusion with consistency test (ΓR), which combines the
data from {SLc , SRc , SRι }.
TABLE I. COMPARISON OF SURFACE RECONSTRUCTIONS USING THE
SYNTHETIC DATA: RMSE ± STD. DEV.(m).
Surfaces Cone-Sphere Space-Bunny
SL 0.1300± 0.2222 0.1015± 0.1523
SR 0.0492± 0.0368 0.0491± 0.0356
Γ 0.1233± 0.2146 0.1646± 0.1640
ΓR 0.0173± 0.0217 0.0172± 0.0239
Fig. 6. The UGV equipped with laser and radar sensors used in this study.
The accuracy of the consistency test was 99.1% for the
sphere and 99.4% for the bunny. Overall, for these two objects,
surface estimates obtained with the proposed robust GPISDF
method were highly more accurate, and the uncertainty levels
were dramatically reduced. The consistency test was highly
accurate overall for both objects. However, its performance
decreased in areas where the data from material ϕ1 and ϕ2
were very close to each other, such as in the upper part of the
bunny (see Fig. 5(b), one ear of the bunny gets very close to
the helmet) and in the cone-sphere (see Fig. 4(b), a section of
the cone is actually touching the ball). Since our consistency
test is based on the proximity of the distributions, when sensor
data are noisy it may not be possible to separate consistent and
inconsistent data when data are very close in Euclidean space.
B. Experimental Setup
We also tested our proposed approach using real ex-
perimental data from [22], which were collected using an
unmanned ground vehicle (UGV) (see Fig. 6) equipped with
two range scanners (laser and mm-wave radar), which measure
range and bearing, and a cm-accuracy 6-DOF dGPS/INS
localisation unit. The LRF was a 2D Sick LMS291, with
a 180◦ field of view (FOV), 0.25◦ angular resolution and
a range resolution of 0.01m. The mm-wave radar was a
94GHz Frequency Modulated Contixnuous Wave (FMCW)
radar custom built at ACFR. Its FOV is 360◦, and its angular
resolution 2◦ and range resolution 0.2m. The two sensors were
approximately spatially aligned at a constant pitch angle. In
this configuration, the centre of the beam from both sensors
detected the ground at approximately 11.4m when the UGV
was on flat terrain.
To acquire the 3D data, the platform was driven around
a rural environment, scanning different objects multiple times
from multiple perspectives, and at distances from 2 to 30 me-
ters. Dust and smoke were introduced into the scene, affecting
the perception of the sensors, mostly the laser scanner.
C. Data Preparation
Following data collection by the UGV, laser and radar data
were pre-processed. First, to extract 3D points corresponding
to actual targets from noise in the raw radar data, we used the
process described in [10]. Second, scans from both sensors
were cropped in order to only retain data from comparable
FOVs. Then all 3D points were geo-referenced to a common
navigation frame using the combination of the calibration pa-
rameters obtained using the method in [23] and the localisation
of the UGV. Objects of interest were then manually segmented
from each laser and radar 3D point clouds. The use of an
automatic segmentation technique is left to future work.
To evaluate the performance of our reconstructions, we
randomly sampled the point clouds and used a smaller set
of 5% of the points from the object as inputs of our GPIS
methods. These points provided by the laser and radar sensors
were used as direct observations of the surface of the object
(i.e. f(x) = 0). To place additional points inside and outside
the object we computed approximated normals to the surface.
Positive and negative constraints were then placed at a distance
d in the direction of the normals. We chose d to be equal to
1% percent of the size of the object, as it has been shown
to have more accurate reconstruction results using implicit
surfaces [24]. These constraints were used as inputs in the
GPIS for the laser and radar respectively.
D. Experimental Results with Laser and Radar Data
In the experiments conducted in this paper, we considered
scenarios where the laser perception is affected by dust or
smoke, whilst radar is not significantly affected. Using the
proposed fusion approach, we can take advantage of the
complementary capabilities of both sensing modalities, without
causing catastrophic fusion. We followed the proposed process
to perform a robust GPIS data fusion, where individual
laser and radar surfaces (SL and SR, respectively) were first
generated and then subjected to the proposed consistency
test. Since we operated in environments with airborne dust
or smoke, in these experiments we considered the radar as
the most trustful sensing modality. As a result, following the
consistency test, we combined consistent data from the laser
(SLc ) with consistent and inconsistent data from the radar
(SRc , S
R
ι ). Therefore, the inputs of the GPISDF fusion were
SRc , S
L
c , S
R
ι , to benefit from both the accuracy of the laser and
the resilience of the radar to dust and smoke, while preventing
catastrophic fusion.
A car covered with airborne dust was scanned by our UGV
(see Fig. 7(a)). The car’s surface was then reconstructed using
GPIS for each sensing modality, and using our proposed
data fusion method. Figs. 7(b) and 7(c) show the raw data
acquired by the laser and radar, respectively. Fig. 7(d) shows
that GPISDF without consistency testing generates relatively
high uncertainty levels. In addition, the shape of the car is
hardly recognisable, since the reconstruction fused dust points
together with car points, without distinction. On the other
hand, the proposed GPIS robust data fusion (see Fig. 7(e))
was able to recover the basic shape of the car, without the
inconsistent data from the dust, and also to dramatically reduce
the uncertainty levels of the estimates.
In another experiment, the UGV scanned a large piece of
terrain in a rural environment (see Fig. 8). The scanned area
was semi-structured, and included uneven ground, walls, a car
and fences. Smoke was introduced in this environment while
the UGV was scanning it, affecting the laser’s perception only.
Fusion without consistency testing failed to represent several
actual obstacles in the scene such as the car and walls, because
of the smoke that was included in the surface reconstruction.
(a) The UGV (left) observing the car (right) surrounded by dust.
(b) Raw laser data. (c) Raw radar data.
(d) State-of-the-art data fusion (Γ). (e) Proposed method (ΓR).
Fig. 7. Experimental results. Estimation of the surface of a car covered with
dust, as shown in (a). Surface reconstructions are coloured by uncertainties,
from blue to red, where red is the highest level of uncertainty. (b) Raw laser
data. (c) Raw radar data. (d) GPISDF surface estimate without consistency
test, showing parts of the car and the dust cloud. (e) Surface reconstruction
obtained with the proposed method, showing the recovered car.
Some of the ground was also obstructed because of the smoke
clouds. In contrast, the proposed method (see Fig. 8(b)) was
able to recover the shapes of the car, walls and the ground in
the scene, showing the potential of robust GPIS data fusion.
Note that in this case Fig. 8(b) shows the surface obtained by
fusing only the consistent data (Γc).
VI. CONCLUSION
In this paper we presented a novel sensor data fusion
method based on Gaussian Process Implicit Surfaces that can
reliably combine data acquired by multiple sensing modalities.
The method accounts for the differences of perception between
distinct sensing modalities, which can lead to the detection of
different targets, resulting in catastrophic fusion when using
state-of-the-art fusion techniques.
The proposed method was first evaluated using synthetic
data of objects composed of two different materials, one being
transparent to one of the sensing modalities considered. The
method was then validated with experimental data collected
by a laser range finder and a mm-wave radar mounted on an
outdoor mobile, which operated in challenging environmental
conditions, where differences of perception between distinct
sensing modalities are common. In particular, these differences
occurred due to the presence of airborne dust or smoke in the
environment. We showed that we could reconstruct the surface
of a car even though it was surrounded by thick airborne dust.
SMOKE
(a) State-of-the-art data fusion (Γ).
CAR
WALL
(b) Proposed method (Γc).
Fig. 8. GPISDF reconstruction of a rural environment. The surfaces are
coloured by normals. (a) Surface estimated by GPISDF without consistency
test. Note how the smoke covered a large part of the region, occluding the car
as well as parts of the ground. (b) Reconstruction by the proposed method,
fusing only the consistent data (Γc). Note how the ground is recovered
compared to (a), as well as objects such as the car (top right). However,
because all inconsistent data were discarded, some useful information may be
lost. For example, the fence on the left is less clearly visible in (b) than in
(a).
In future work, we will implement and evaluate the per-
formance of this method on data obtained with more than two
sensing modalities. For example, we may also use a visual
camera and an infrared camera onboard the vehicle. We will
also compare the performance of our consistency test with sim-
ilar methods, such as using the Kullback-Leibler divergence.
Using the GPISDF method, it takes approximately 3 hours
to process 2,000 points using a 3.4GHz quad-core Intel i7
processor with 8GB of RAM. However, sparse approximations
methods such as kd-trees [14] can be implemented to optimise
this process and significantly reduce the processing time. The
use of an automatic segmentation technique such as in [25]
will also be considered in future work.
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