Abstract. Portfolio optimization literature has come quite far in the decades since the first publication, and many modern models are formulated using second-order cone constraints and take discrete decisions into consideration. In this study we consider both single-period and multi-period portfolio optimization problems based on the Markowitz (1952) mean/variance framework, where there is a trade-off between expected return and the risk that the investor may be willing to take on. Our model is aggregated from current literature. In this model, we have included transaction costs, conditional value-at-risk (CVaR) constraints, diversification-by-sector constraints and buy-in thresholds. Our numerical experiments are conducted on portfolios drawn from 20 to 400 different stocks available from the S&P 500 for the single period-model. The multi-period portfolio optimization model is obtained using a binary scenario tree that is constructed with monthly returns of the closing price of the stocks from the S&P 500. We solve these models with a MATLAB based Mixed Integer Linear and Nonlinear Optimizer (MILANO). We provide substantial improvement in runtimes using warmstarts in both branch-and-bound and outer approximation algorithms.
Introduction
In this paper, we study mixed-integer second-order cone programming problems (MISOCPs) of the form (1) min
where x is the n-vector of decision variables, X = {(y, z) : y ∈ Z p , z ∈ R k , p + k = n}, and the data are c ∈ R n , A i ∈ R mi×n , b i ∈ R mi , a 0i ∈ R n , and b 0i ∈ R for i = 1,. . . ,m. The notation · denotes the Euclidean norm, and the constraints are said to define the second-order cone, also referred to as the Lorentz cone.
When p = 0, (1) reduces to a second-order cone programming problem (SOCP) in the so-called dual form. SOCPs have been widely studied in literature; see [46] for a general introduction and an extensive list of applications and [2] for an overview of the general properties, duality theory, and interior-point methods for this class of problems. In fact, interior-point methods have been the most popular solution methods for this class of problems, enjoying both good theoretical convergence properties [51] and efficient computational performance in implementations such as SeDuMi [56] , SDPT3 [57] , MOSEK [3] , and CPLEX [38] . Besides interiorpoint methods designed specifically for SOCPs, there is also a sequential linear programming method [41] , a simplex method for conic programs [28] , an interiorpoint method for nonlinear programming that treats SOCPs as a special case [12] , as well as approaches based on polyhedral reformulations of the second-order cone [4] .
Comparatively, MISOCP is a less mature field, but these problems arise in a variety of important application areas, and there have been significant advances in solution algorithms in the last decade [?] . A major driver of models and solution algorithms has been portfolio optimization applications, where considerations of risk and diversification, advanced mechanisms such as transactions costs and buyin thresholds, and growing problem size pose challenges to researchers.
In this study, we extend the classical portfolio selection model developed by [47] . Although there are multiple reformulations of this model, we will focus only on the case where the investor's objective function is to choose the trading strategy to maximize expected return subject to constraints on the maximum risk that the investor may be willing to take on:
where Q ij = Cov(R i , R j ) is variance-covariance matrix of the vector of returns, R, and σ 2 is the maximum risk that the investor may be willing to take on. w is a vector of portfolio weights, and short-sale is restricted with nonnegative weights in this model. We consider this model in both single and multi-period frameworks. In this section we will provide related literature for our model.
The classical mean-variance framework has been quite popular for portfolio optimization problems since the 1960s. In [53] , Phelps discusses an individual's optimal consumption policy using dynamic programming that maximizes wealth under capital risk. In [49] , Mossin provides optimal policies for both single-and multi-period portfolio selection problems using dynamic programming tools. Samuelson uses dynamic stochastic programming to find an optimal lifetime consumption and investment policy in [54] . In [24] , Fama also shows optimal consumption policies for both single-and multi-period portfolio selection problems. Hakansson has significant contributions to multi-period mean-variance portfolio selection literature with [33] , [34] , [35] , [36] , [37] . Multi-period mean-variance portfolio selection has also been studied in [22] , [23] , [25] , [29] , [42] , [43] , [44] , [55] , [58] , and [60] .
Although there have been substantial developments in portfolio selection models during last six decades, there is still work to be done to incorporate more complex components into these models and solve them efficiently. In this study, we have chosen to incorporate transaction costs, conditional value-at-risk (CVar) constraints, diversification requirements by sectors, and buy-in-thresholds into our framework. The first two require the use of second-order cone constraints while the latter two are implemented using binary variables, resulting in an MISOCP. In addition, we further extend this model to the multiperiod case. These model components/features have been adapted from [1] , [14] , [26] , [31] , and [45] as follows:
• About two decades ago, transaction costs started to be taken into account by [18] , [27] , and [50] in portfolio optimization problems. In [59] , Yoshimoto models V-shaped transaction cost function in the mean-variance portfolio optimization framework. However there are a number of different ways to model transaction costs, including linear, piecewise linear and convex or concave nonlinear cost functions. These transaction costs have also been studied by [19] , [20] , [39] , and [40] in a mean-variance framework. We will use a quadratic cost function for the single-period model as proposed in [26] because it provides the best fit to our convex problem. For the multi-period model, we will use proportional transaction costs in our model as Gurpinar et.al. do in [31] to preserve convexity.
• We adopt our CVaR constraint from [45] , where Lobo et.al. consider a single-period portfolio selection problem with linear and fixed transaction costs. They introduce a shortfall risk constraint in order to ensure that the terminal wealth is greater than a predetermined threshold level. They obtain second-order cone constraint from this formulation. We allow shortselling in our model as they did.
• In [14] , Bonami and Lejeune study a single-period portfolio optimization problem under stochastic and integer constraints as an extension of the classical mean-variance portfolio optimization framework. They focus on different types of constraints that traders should take into account when they are constructing their portfolio, such as diversification by sectors and buy-in-thresholds. We adopt these formulations into our framework.
• The multi-period portfolio optimization model is obtained using a binary scenario tree. In this model, we follow [31] , for the formulation of balance constraints between the time periods.
In this paper we focus on comprehensive MISOCP models that contain all components/features proposed in [1] , [14] , [26] , [31] , and [45] that fit into our framework. Our goal is to study how such models can be solved efficiently by exploiting existing methods for MINLP and specialized approaches to solve the underlying SOCPs.
The remainder of this paper is organized as follows: The next section of this paper presents the single period portfolio optimization model. We discuss multiperiod portfolio optimization model and its formulation in depth in Section 3. In Section 4, we propose two new algorithms for MISOCP, based on popular algorithms for mixed-integer nonlinear programming (MINLP): a branch-and-bound method and an outer approximation method. Both algorithms use a version of the primal-dual penalty interior-point method proposed in [9] and [10] for solving the underlying SOCPs, which allows us to perform warmstarts and detect infeasibilities in an efficient manner. In addition, we reformulate the second-order cone constraint as discussed in [12] in order to convert the underlying SOCPs into smooth convex nonlinear programming problems (NLP). Numerical testing for these portfolio optimization problems have been conducted using the Matlab-based solver MILANO [5] and are documented in Section 5. Finally in Section 6, we conclude and discuss some future directions.
Single Period Portfolio Optimization Model
The single-period portfolio optimization model considered in this paper can be formulated as (3)
where we consider cash (index 0) and n risky assets from L different sectors for inclusion in our portfolio. The decision variables are x + ∈ R n+1 and x − ∈ R n+1 , which denote the buy and sell transactions, respectively, and ζ ∈ {0, 1} L , the elements of which denote whether there are sufficient investments in each sector. We describe the remaining model components in detail below.
2.1. Objective Function. The investor's objective is to choose the optimal trading strategies to maximize the end-of-period expected total return. Denoting the expected rates of return by r ∈ R n+1 and the current portfolio holdings by w ∈ R n+1 , the expected total portfolio value at the end of the period is given by
However, both the buy and sell transactions are penalized by transaction costs. According to recent dynamic portfolio choice literature ( [26] and [15] , for example), transaction costs include a number of factors, such as price impacts of transactions, brokerage commissions, bid-ask spreads, and taxes. As such, there are a number of different ways to model transaction costs, including linear and convex or concave nonlinear cost functions. In this paper, we have decided to use the quadratic convex transaction cost formulation of [26] as it provides best fit to our framework. Therefore, the total transaction costs appear as a penalty term in the objective function:
where Λ ∈ R (n+1)×(n+1) is the trading cost matrix and is obtained as a positive multiple of the covariance matrix of the expected returns. Because of this connection to a covariance matrix, Λ is symmetric and positive definite. Note that both buy and sell transactions receive the same transaction cost, but it would be straightforward to instead include two quadratic terms in the objective function with different trading cost matrices for each type of transaction.
As we will see in the following discussion, the continuous relaxation of (3) includes only linear and second-order cone constraints. However, the quadratic term in the objective function prevents the overall problem from being formulated as an MISOCP. While we could simply classify the problem as a MINLP, we choose to instead reformulate it as an MISOCP so that the efficient algorithm we will describe in the next section can be applied, allowing us to take advantage of the special structure in the problem. We introduce a new variable ρ ∈ R and rewrite the objective function of (3) as
Note that this constraint is equivalent to
and moving the last term to the left-hand side and taking the square root of both sides gives the following second-order cone constraint:
exists since Λ is positive-definite. Additionally, this conversion does not increase the difficulty of solving the problem significantly-we add only one auxiliary variable, so the Newton system does not become significantly larger. Also, worsening the sparsity of the problem is not a concern here, since the original problem (3) has a quite dense matrix in the Newton system due to the covariance matrix and the related trading cost matrix both being dense.
2.2. Shortfall Risk Constraint. As stated above, we are considering both return and risk in this model. In the objective function, we focus on maximizing the expected total return less transaction costs, so we will seek to limit our risk using constraints. To that end, we will use Conditional Value-at-Risk (CVaR) constraints, as was done by Lobo et.al. in [45] .
For each CVaR constraint k, k = 1, . . . , M , we will require that our expected wealth at the end of the period be above some threshold level W low k with a probability of at least η k . Thus, letting
wherer is the random vector of returns, we require that
We assume that the elements of r have jointly Gaussian distribution so that W is normally distributed with a mean of
and a standard deviation of
where Σ is the covariance matrix of the returns.
Therefore, the CVaR constraints can be formulated as
where Φ is the cumulative distribution function for a standard normal random variable, or
Rearranging the terms and taking the inverse gives us
Using the symmetry of the standard normal distribution function, we can rewrite the constraint again as
Finally, rearranging the terms gives us the second-order cone constraint in (3)
2.3. Diversification By Sectors. Diversification is another important instrument used to reduce the level of risk in the portfolio. In this part, we impose a diversification requirement to the investor to allocate sufficiently large amounts in at least L min of the L different economic sectors. This type of constraint was considered by [14] . To express this diversification requirement, we start by defining binary variables ζ k ∈ {0, 1}, k = 1, . . . , L for each economic sector k. If ζ k = 1, our total portfolio allocation in assets from sector k will be at least s min (and, of course, no more than 1). Otherwise, it will mean that our total portfolio allocation in those assets fell short of the threshold level s min . We can express these requirements with a constraint in the following form:
where S k is the set of assets that belong to economic sector k, k = 1, . . . , L.
In order to express the diversification requirement, we also need to introduce a cardinality constraint:
2.4. Portfolio Constraints. The remaining constraints in our problem are grouped into the general category of portfolio constraints. The first of these,
requires that we allocate 100% of our portfolio at the end of the investment period. Since we start with n j=0 w j = 1, this constraint can also be written as
which provides a balance between the buy and sell transactions.
Additionally, we have another constraint that allows for shortsales of the nonliquid assets by stating that we can take a limited short position for each one:
where s represents the short position limit for each nonliquid asset. Finally, we require that x + and x − , the variables associated with the buy and sell transactions must be nonnegative.
With the modifications to the model due to the transaction costs, the MISOCP we will be solving in our numerical testing will have the form (5) max
As mentioned above, there are two additional types of constraints appearing in literature that we would like to include in future testing. The first of these, buy-inthreshold constraints, require additional binary variables and linear constraints, and therefore keep the problem as an MISOCP. We did not include them in this paper since we already have an MISOCP and the particular data set we chose led to either infeasible or trivially solved problems when the buy-in-thresholds were added. The second type of constraint, round-lot constraints, could introduce nonlinear functions into our constraints, and we wanted to focus on MISOCPs in this paper and leave MINLPs with second-order cone constraints for future work. For completeness, however, we include a brief description of both of these types of constraints.
2.5. Buy-in-Threshold Constraints. Since we have included transaction costs in our model (5), we will be mindful of the number of transactions, as well. Therefore, we can impose a requirement that the investors do not hold very small active positions (see [14] ). Introducing new binary variables δ ∈ {0, 1} n , we can write this requirement using constraints of the following form:
where w min is a predetermined proportion of the available capital.
2.6. Round-Lot Constraints. For certain types of investments, such as real estate, we might be required to hold an integer number of assets. Therefore, we could consider adding a constraint of the form
where p j is the face value of one unit of asset j, γ j ∈ Z is the (nonnegative integer) decision variable denoting the number of assets held of that type, and M j is the batch size for the asset.
Multi-Period Portfolio Optimization Model
In this section we consider the multi-period portfolio optimization problem. There are multiple ways to formulate and solve multi-period portfolio optimization problems in literature, such as dynamic programming [17] and robust optimization [13] . In this study, we obtain the multi-period model by constructing a scenario tree. These model features were adapted from [31] .
3.1. Scenario Tree. The use of scenario trees is not a new concept for multi-period financial/portfolio optimization problems. In multi-period portfolio allocation literature, the generation of scenario trees is discussed in [30] and [52] , and scenario trees studied in [16] and [31] . We construct a binary scenario tree in Figure 1 to illustrate some of the important concepts and notation. There are discrete decision periods t = 1, . . . , T at which to reallocate the volumes of n risky assets and a riskless asset in the portfolio. N represents the set of all nodes in the scenario tree, e ∈ N represents the index of the event (s, t), the ordered pair of scenario s and time period t. The parent node of e in the scenario tree is denoted by a(e). The branching probability is denoted by P e = Π i=1,...,t p (s,i) .
3.2. Objective Function. The investor's objective function is to choose the optimal trading strategies (x e = x + e − x − e ), to maximize the-end-of period expected return. The expected rate of return is denoted by r e ∈ R n+1 and the current portfolio holdings are denoted by w e ∈ R n+1 for event e. The end-of-period expected return is formulated as:
where ξ t is the stochastic data at time t, ξ t represents historic data up to time t and r e is the stochastic realization of r T (ξ T |ξ T −1 ).
Transaction Costs Constraints.
In a multi-period framework, we assume that transaction costs are paid on a period-by-period basis. As such, the payment of transaction costs needs to be incorporated into the flow balance constraints, which are modeled an equalities. If we were to keep the quadratic transaction costs of the single-period framework, the nonlinearities in the flow balance constraints would lead to the MINLP having nonconvex nonlinear relaxations. Therefore, we have decided to use linear transaction costs for the multi-period model and leave the quadratic case for future work on MINLPs. Such linear transaction costs accurately model brokerage commissions on transacted assets. We impose transaction cost for both buying (c b ) and selling (c s ) strategies. Therefore, we obtain following balance constraint: where N I represents the set of all interior nodes of the scenario tree.
3.4. Shortfall Risk Constraints. To model shortfall risk, we follow the same procedure as in the single period model in Section 2.2. This constraint provides a requirement that the end-of-period wealth W stay above of some undesired level W low with a probability greater than η. Therefore, we can formulate the end-ofperiod shortfall risk constraint using the following steps:
wherer e is the stochastic realization of r T (ξ T |ξ T −1 ), we require that
and a standard deviation of Σ 1 2 w e , where Σ is the covariance matrix of the returns. As shown in [14] , we can expand this assumption to a more general class of probability distributions, including symmetric probability distributions and positively skewed probability distributions. In fact, [14] also shows that our proposed model can approximate an even greater class of distributions, which encompasses any distribution that can be characterized by its first two moments.
Therefore, the CVaR constraints can be formulated as Rearranging the terms and taking the inverse gives us
In addition, we include the following to impose risk constraints for the interior branches of the tree:
Using different constraints on wealth allows us to be less conservative in the interior branches, where we might take a slight loss in one period to realize bigger gains later.
3.5. Diversification By Sectors. We already discussed this constraint in Section 2.3 in the single period model. In this part, we just manipulate the constraints to satisfy the multi-period setting. Therefore we obtain the following set of constraints.
We manipulate the portfolio constraints that are discussed in Section 2.4 to apply them in multi-period framework:
3.7. Buy-in-Threshold Constraints. In this section, we adopt the constraints introduced in Section 2.5 to the multi-period setting:
w min δ e ≤ w e ≤ δ e , ∀e ∈ N and δ ∈ {0, 1} n×N .
We obtain the following MISOCP prbolem for the multi-period portfolio optimization problem: s.t. w e = r e • w a(e) + x 
Solving the MISOCP
In this section, we will describe two MINLP approaches that we have adapted for MISOCP. As stated, there are three important issues to consider: nondifferentiability of the underlying SOCP, warmstarting when solving a sequence of SOCPs, and infeasibility detection. We will address the first using a smooth convex reformulation of the SOCP and the latter two using a primal-dual penalty interior-point method.
4.1. The Ratio Reformulation. In [12] , Benson and Vanderbei investigated the nondifferentiability of an SOCP and proposed several reformulations of the secondorder cone constraint to overcome this issue. Note that the nondifferentiability is only an issue if it occurs at the optimal solution. Since an initial solution can be randomized, especially when using an infeasible interior-point method to solve the SOCP, the probability of encountering a point of nondifferentiability is 0.
For a constraint of the form
where u is a vector and t is a scalar, Benson and Vanderbei proposed the following:
• Exponential reformulation: Replacing (6) with e gives a smooth and convex reformulation of the problem, but numerical issues frequently arise due to the exponential.
• Smoothing by perturbation: Introducing a scalar variable v into the norm gives a constraint of the form √ v 2 + u T u ≤ t, but in order for the formulation to be smooth, we need v > 0. This is ensured by setting v ≥ for a small constant , usually taken around 10 −6 − 10 −4 .
• Ratio reformulation: Replacing (6) with u T u t ≤ t and t ≥ 0 yields a convex reformulation of the problem, but the constraint function may still not be smooth. Nevertheless, in many applications, such as the portfolio optimization problems to be studied in the next section, the right-hand side of the second-order cone constraint in (1) is either a scalar or bounded away from zero at the optimal solution.
While the exponential reformulation and smoothing by perturbation resolve the nondifferentiability issue for the general SOCP, the ratio reformulation will be our pick for this paper since we will focus only on portfolio optimization problems. The numerical issues due to the exponential function were causing failures during our numerical studies, and the smallest lower bounds that would avoid numerical nondifferentiability were still too big for the scale of the numbers in the secondorder cone constraints in our problems. Applying the ratio reformulation, we will be solving the following MISOCP instead of (1)
We picked the ratio reformulation in order to guarantee that the underlying SOCPs would be smooth. We will now examine this choice for the second-order cone constraints included in (5).
For the transaction cost constraints, the right-hand side term is 1 + ρ. Since the total transaction cost paid will be 2ρ, we have that ρ ≥ 0. Therefore, 1 + ρ ≥ 1, and the right-hand side is bounded away from 0.
For the shortfall constraints, note that we start with n j=0 w j = 1 and that, since we are focusing on shortfalls, W low k < 1. Also note that if we assume that our initial asset allocation satisfies the diversification by sector constraints, we can define a feasible solution that does not require us to buy or sell any assets. Our objective is to maximize our end-of-period expected total return, which means that we expect our optimal allocation to do at least as well as this feasible solution. Thus, we can guarantee that
which means that the right-hand side is bounded away from 0. With these reformulations, the first two constraints in (5) can be rewritten as
The Primal and Dual Penalty Problems.
In order to solve the SOCPs that will arise during the course of the branch-and-bound and the outer approximation methods, we will use the primal-dual penalty interior-point method that was introduced in [9] for linear programming and in [10] for nonlinear programming. This approach includes relaxation/penalty terms in both the primal and the dual problems, which imbues the algorithm with the ability to perform warmstarts and detect infeasibilities. The new terms do not change the structure of the problem, that is, we will still solve an SOCP and can continue to use a highly efficient interior-point method to do so. In addition, the relaxation scheme creates strict interiors for the feasible regions of both the primal and the dual problems, thereby providing a regularization and allowing for the solution of SOCPs that may not otherwise satisfy standard assumptions for the interior-point method to work. Even though our approach is to solve the SOCP as a nonlinear programming problem, the particular relaxation/penalty scheme differs slightly from the one presented in [10] . If we were to follow the outline of the approach presented in that paper, the relaxed SOCP constraint would have the form
where ξ, ρ ∈ R m are the relaxation variables that would get penalized in the objective function. While this would provide a sufficient relaxation for our purposes, we have decided to use the following relaxation instead:
This form of the relaxation can be obtained in two different ways:
• If we apply the relaxation scheme from [10] to the second-order cone constraint in (1), we obtain
Note that we have a second-order cone and a linear constraint after the relaxation. If we apply the ratio reformulation now, we obtain (8).
• The ratio reformulation constraint in (7) can also be written as a semidefinite constraint of the form
where I is the m i × m i identity matrix. As outlined in [12] , the semidefinite constraint is equivalent to the entries of the diagonal matrix D in the LDL T factorization of the above matrix being nonnegative. Without permutation, we have that
. . m i + 1 matches the constraints in (7). The semidefinite constraint can be relaxed by adding a positive definite diagonal matrix to the left-hand side:
whereÎ is the (m i +1)×(m i +1) identity matrix. The first two inequalities in (8) correspond to nonnegativity requirements on the entries of the diagonal matrix in the LDL T factorization of this matrix. The third inequality in (8) exactly matches the nonnegativity of ξ to ensure that this is indeed a relaxation.
One advantage of this relaxation formulation over the one presented in [9] and [10] is that we only use m relaxation variables instead of 2m. Doing so means that we will have not only fewer variables but also fewer penalty parameters to control in the resulting primal-dual penalty problem.
Thus, the primal penalty problem can be formulated as
where d and u are the strictly positive primal and dual penalty parameters, respectively. As discussed in [9] and [10] , relaxing a constraint in the primal problem leads to the primal penalty parameter of the relaxation acting as an upper bound on the dual variables. In order to establish a similar relaxation on the dual side, we introduce an upper bound on the primal side, and, again, this upper bound ends up serving as the dual penalty parameter of the dual relaxation. In fact, the dual problem has the following form:
where y i ∈ R mi , i = 1, . . . , m and y 0 ∈ R m are the dual variables and ψ ∈ R m are the dual relaxation variables.
Note that for sufficiently large d and u, both (9) and (10) have strictly feasible interiors. For the primal problem, we can pick any x, set u to satisfy a T 0i x + b 0i < u i for i = 1, . . . , m, and we can let
Similarly, for the dual problem, pick any y and set y 0 in order to satisfy the first constraint of (10) . (Since we no longer require y 0 ≥ 0, it is possible to do so.) Then, we can pick any
Having strictly feasible interiors for both the primal and the dual problems means that both (9) and (10) have optimal solutions, and there is no duality gap. Thus, the pair (9) and (10) satisfy the regularity assumptions of standard interior-point algorithms for both SOCP and general NLP ( [2] , [8] ).
Nevertheless, even though (9) and (10) exhibit regularity, the original SOCP may not. In fact, as it quite often happens within a branch-and-bound framework, the original SOCP may not even be feasible. It is shown in [8] that a solution with a duality gap, if it exists, can be recovered as the penalty parameters (either the primal or the dual, while keeping the other fixed) tend to infinity. Similarly, it is well-known that the original objective function can be dropped and a feasibility problem can be solved as needed. One advantage of having a relaxation/penalty scheme for both the primal and the dual problems is that a feasibility problem can be designed for either one, in order to detect primal or dual infeasibility for the original SOCP.
4.3.
A Primal-Dual Penalty Interior-Point Method. Since we will solve the pair (9)-(10) as NLPs, we will now describe the application of a standard interiorpoint method to these problems. This method, along with approaches to manage the penalty parameters, has been discussed extensively in [10] for a general NLP, so we will only provide a brief outline here, adapted to the case of a reformulated SOCP. Since the relaxed constraint (8) looks slightly different than the relaxed constraint in [10] , we will need to introduce the appropriate first-order conditions, but the general outline of the overall solution method will be the same.
We start by introducing some auxiliary variables that will help simplify our formulation:
where f i ∈ R mi and g i ∈ R, i = 1, . . . , m are the auxiliary variables. Since the first two constraints that serve to introduce these variables are affine equality constraints, (11) remains a convex nonlinear programming problem.
Formulating the log-barrier problem for (11):
where µ > 0 is the barrier parameter. The first-order conditions for this problem are:
Note that the last condition implies the second-order cone constraint in (10) since we would have that
≤ 1 in each iteration. The first-order conditions are solved using Newton's Method while performing a linesearch to guarantee progress toward optimality and modifying the value of µ at each iteration (see [10] or [11] for details). Of course, we need to also control the penalty parameters to guarantee that we have found a solution for the original SOCP or provide a certificate of infeasibility. In [10] , Benson and Shanno discuss two approaches, static and dynamic updating, to resolve this issue.
• For static updating, the values of d and u are kept constant, and the problem is solved to optimality. Then, if ξ > 0 (or ψ > 0) at the optimal solution, the primal (or the dual) penalty parameters are increased and the new problem is solved. After a fixed number of updates are performed, the problem is declared a candidate for infeasibility. If another update is necessary, c is set to 0 before solving the system again to detect primal infeasibility (or b is set to 0 to detect dual infeasibility). If a feasible solution (for the original SOCP) is obtained at the end of this process, we return to solving (13) with higher values of the penalty parameters. Otherwise, we declare the problem to be infeasible.
• For dynamic updating, the progress of g i + ξ i and y 0i + ψ i for i = 1, . . . , m toward their upper bounds of u i and d i , respectively, are monitored at each iteration. If any of them are too close to their upper bounds, those bounds are increased. If any single bound is increased more than a fixed number of times, we modify the corresponding problem as described in static updating to enter the infeasibility detection phase. Similarly, if a feasible solution is found, we return to solving the original problem. Otherwise, we declare the problem to be infeasible.
While the static update is rather straightforward, it may require the complete solution of multiple problems. Therefore, as was the case in [10] , the dynamic updating approach is preferred here as well.
In addition to its warmstarting capabilities, the primal-dual penalty approach also allows us to (approximately) solve SOCPs that have duality gaps at the optimal pair of primal-dual solutions. This asymptotic behavior of the relaxed problem is analyzed in [8] .
4.4. Warmstarting. Most successful implementations for mixed-integer linear programming either use a simplex-type method to solve the underlying linear programming problems, or they use a crossover approach which starts simplex iterations and crosses over to an interior-point method as needed. This is due to the fact that a simplex-type method (or an active-set approach in nonlinear programming) is quite easy to restart from a previous solution. In contrast, starting an interiorpoint method from the optimal solution of another problem causes issues due to at least one of a complementary pair of primal-dual variables already being at its bound. A thorough analysis of the numerical difficulties is presented in [9] and [10] for general linear and nonlinear programming warmstarts, respectively, and in [6] and [7] for warmstarts within branch-and-bound and outer approximation frameworks, respectively, for mixed-integer nonlinear programming. In all instances, it is shown that a standard interior-point method, applied directly to the original problem, will not only fail to warmstart but fatally stall if initialized from the optimal solution of a previously solved problem.
As pointed out in these papers, the primal-dual penalty approach serves as a remedy to the stalling issue by un-stalling the iterates and even improves on the iteration count over a coldstart. This is attained by keeping the optimal values for the primal-dual variables x, g, y, and y 0 , but slightly perturbing the primal-dual relaxation variables ξ and ψ away from 0 (and recomputing f . This perturbation can be quite small (10 −4 usually suffices), since both ξ and ψ are variables and their values can increase as needed. This framework avoids stalling by moving all the terms of the complementarity conditions in (13) away from 0, but still close to the central path for a small value of µ.
4.5.
Handling the discrete variables. For our numerical experiments, we have implemented both a branch-and-bound method [?] and an outer approximation method [21] for a generic MINLP. Branch-and-bound conducts a search through a tree where each node is obtained by adding a bound to its parent to eliminate a noninteger solution and where each node requires the solution of a continuous NLP. Outer approximation alternates between the solution of an NLP obtained by fixing the integer variables and of an MILP obtained using linearizations of the objective function and the constraints at the solutions of the NLP. These methods and their use in conjunction with the primal-dual penalty interior-point method were analyzed in [6] and [7] . We refer the reader to these papers for further details.
Numerical Results

5.1.
Numerical Results for the Single Period Model. In our numerical testing, we consider one riskless and 20-400 risky assets for trading. The risky assets are chosen from the S&P500 list of companies in alphabetical order, and each stock is matched with its real world economic sector. The geometric mean and the covariance of the risky assets were calculated from the closing prices of the stocks in 2010. The riskless asset which refers to investment in the money market has a 1% return.
As we discussed before, we follow both [45] and [14] formulation in our framework. Therefore, we generally use the same constraint parameters with these two studies for consistency.
Initial weights for the stocks: w j = 1/(n + 1), j = 0, . . . , n Shortfall risk constraint parameters: η 1 = 95%, W The problem instances are modeled using Matlab and solved using the Matlabbased solver MILANO ([5]) Version 1.4 which implements both branch-and-bound and outer approximation algorithms and uses the primal-dual penalty interior-point approach that allows warmstarting, as described in Section 4. The mixed-integer LPs arising in the outer approximation algorithm are solved using Gurobi [32] . Table 1 illustrates the result of the branch and bound algorithm while Table 2 presents the results of the outer approximation algorithm. The first column is the number of assets considered for the instance, the second column is number of different economic sectors, and the third column gives the number of CVaR constraints included in the model. The next four columns show the numbers of nodes and iterations that are required to solve the problem after either a coldstart or a warmstart. The last column represents the percentage improvement in the average number of iterations per node, as attained by warmstarting, and the numbers show that we obtain substantial improvements by using warmstarting for both the branch-and-bound and outer approximation algorithms.
5.2.
Numerical Results for the Multi-Period Model. In our numerical testing, we consider 4-10 risky assets for trading. Each asset is randomly selected from the different economic sectors of S&P500 list of companies. Therefore, each asset represents a different, real-world economic sector. The scenario tree is constructed using monthly returns of the closing price of the stocks from September 2005 to December 2010. We use the same constraint parameters as the single period model for consistency.
Initial weights for the stocks: w j = 1/(n + 1), j = 0, . . . , n Shortfall risk constraint parameters: η 1 = 95%, W The problem instances are modeled and solved as in the single-period case. Table  3 illustrates the results of the outer approximation algorithm for the multi-period model. The first column presents the different data sets which are denoted by T PN S where T represents the number of time period where N represents the number of stocks in the portfolio. The second column is the number of assets considered for the instance, the third column is number of different economic sectors, and the fourth column gives the number of CVaR constraints included in the model. The next three columns show the number of discrete variables (DV), the number of continuous variables (CV) and the number of second-order cone constraint blocks respectively. The next four columns show the numbers of nodes and iterations that are required to solve the problem after either a coldstart or a warmstart. The last column represents the percentage improvement in the average number of iterations per node, as attained by warmstarting, and the numbers show that we obtain substantial improvements by using warmstarting for the multi-period model with outer approximation algorithm. 
Conclusion
In this paper, we presented a set of techniques for solving MISOCPs as MINLPs whose underlying NLPs are smooth, regularized, and convex. A ratio reformulation was used to smooth the underlying SOCPs. The primal-dual penalty interior-point method, modified from that presented in [6] and [7] , was then used to provide warmstarts, regularization, and infeasibility detection capabilities, and the modification also exploited the structure of the MISOCP. We have implemented both branch-and-bound and outer approximation frameworks that use this method, and use them to solve portfolio optimization problems. Numerical results show that we can solve small to medium-sized instances successfully. The infeasibility detection capability provided by the primal-dual penalty approach allows us to either solve or declare infeasibility at each node, thereby leading to a robust method. The warmstart capability is shown to significantly improve algorithm efficiency.
In future work, we hope to extend our approach to general MISOCPs by having a dynamic choice of constraint reformulations to resolve nonsmoothness issues. For handling the integer variables, our proposed frameworks can accommodate the various cuts appearing in MISOCP literature, and we will investigate such algorithmic improvements as well. Additionally, we will continue our work on portfolio optimization models by working to include round-lot constraints in our models for both single and multi-period portfolio optimization model.
