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Abstract
Search for associated production of Z and Higgs bosons in proton-antiproton
collisions at 1.96 TeV.
John Alexander BackusMayes
Chair of the Supervisory Committee:
Associate Professor Gordon Watts
Physics
We present a search for associated production of Z and Higgs bosons in 4.2 fb 1 of  pp
collisions at
p
s = 1:96 TeV, produced in RunII of the Tevatron and recorded by the D
detector. The search is performed in events containing at least two muons and at least
two jets. The ZH signal is distinguished from the expected backgrounds by means of
multivariate classiers known as random forests. Binned random forest output distributions
are used in comparing the data to background-only and signal+background hypotheses.
No excess is observed in the data, so we set upper limits on ZH production with a 95%
con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Chapter 1
INTRODUCTION
Particle physics is concerned with discovering and studying the most fundamental pieces
of the universe. We use the word fundamental in the reductionist sense: we hypothesize
that everything in the universe can be understood as an interacting collection of these
fundamental pieces, called particles. Theoretically, it should be possible to model even
macroscopic objects in terms of their constituent particles, but usually such models are
prohibitively complicated or mathematically intractable. Thus, particle physics is used to
predict the behavior of physical systems containing a relatively small number of particles
interacting over distances smaller than the size of an atomic nucleus. These particles are
described in section 1.1.
The quantum eld theory that governs the dynamics of the fundamental particles is
known as the standard model (SM), described in section 1.2. The SM is arguably one of the
most successful theories in modern physics, or even in modern science. Among many other
experimentally veried predictions, the SM predicted the existence of the Z boson and the
top quark, both required by the local symmetries that are at the heart of our understanding
of particle physics. In the many years since the development of the standard model, it is
quite remarkable that every result from collider experiments has been in agreement with
the SM, though some astrophysical observations and the discovery of neutrino oscillations
provide evidence that the SM is not complete.
The only SM particle that has yet to be discovered is the Higgs boson, which is central
to the standard model's explanation of nonzero weak boson and fermion masses. Excluding
the Higgs boson would be tantamount to excluding the SM, and could well lead to an
indication of physics beyond the SM. Already, there is some tension between indirect and
direct constraints on the mass of the Higgs, as described in section 1.3. On the other hand,
discovering the Higgs boson would be yet another feather in the standard model's cap,2
and further study of the properties of the Higgs could also point the way towards a more
complete particle theory.
If Higgs bosons exist, then rather extreme experimental conditions are required to pro-
duce them. The largest particle accelerators in the world are required to achieve energy
densities high enough to have a non-negligible chance of directly producing a Higgs boson.
The research described in this dissertation is an analysis of proton-antiproton collisions
produced in the Tevatron collider at Fermilab, with a center-of-mass energy of 1.96 TeV.
Large, sophisticated detectors are required for precise measurement of the products of these
collisions, and equally sophisticated data processing is needed to record and analyze the
signals produced by such detectors. The data analyzed for this dissertation were collected
with the D detector, one of two detectors surrounding collision points at the Tevatron.
Chapter 2 describes Fermilab's particle accelerators and the D detector in detail.
In chapter 3, I describe the algorithms used to transform raw detector signals into
measurements of particle kinematics, along with the methods by which dierent types of
particles are identied. Chapter 4 describes how simulated data is obtained from Monte
Carlo techniques. Finally, all of these ingredients are brought together in a search for asso-
ciated production of Higgs and Z bosons, presented in chapter 5. Sophisticated multivariate
techniques are used to maximize our sensitivity to the Higgs signal while accepting as many
potential signal events as possible. As no signicant excess is observed in the data, we
extract upper limits on ZH production by comparing the observed data to the simulated
signals and backgrounds.3
1.1 Fundamental Particles
In this section, I present the particles currently hypothesized to be the fundamental building
blocks of the universe. All of these particles except the Higgs boson have been directly
detected in one or more experiments, and experimental results thus far are consistent with
each of these particles being truly fundamental, i.e. not composite. It should be noted that
many of these particles are not in fact \particles" in the strictest sense, as they are unstable
(e.g. the  or  leptons) or cannot be observed alone (e.g. the quarks and gluons). We use
the word particle to refer to the quanta from which we build variations in the fundamental
dynamic elds of the universe.
There are actually a few phenomena which cannot be described in terms of the standard-
model particles and elds. Most notably, gravity is entirely absent from the theory, but
fortunately the eect of gravity is generally negligible in the small-scale physical systems we
study. Also apparently missing are explanations for astrophysical dark matter and neutrino
oscillations. These phenomena strongly suggest that the standard model is incomplete, and
there are ongoing experimental and theoretical eorts to extend the theory. The search for
the last undiscovered SM particle, the Higgs boson, may help to rule out some hypothetical
SM extensions and to indicate better the path toward a more complete theory of fundamental
particles.
1.1.1 Fermions
Fermions are particles with intrinsic angular momentum, or spin, in half-integer multiples
of  h. Equivalently, they are the quanta of elds that change sign under spatial rotations
of 2 radians. As a consequence of this, fermions obey the Pauli exclusion principle, and
systems of many identical fermions are described by Fermi-Dirac statistics.
All fundamental fermions in the standard model have spin 1=2, so they transform accord-
ing to the fundamental representation of the spatial rotation group SU(2). The standard
model is a chiral theory, so left- and right-handed fermions must often be treated separately,
transforming as Weyl spinors under the restricted Lorentz group omitting discrete parity
(P) and time-reversal (T) symmetries. For convenience in calculations where P or T in-4
Y T T3 Q Mass
L
-1 1/2
1/2 0 0 0 0
` 
L -1/2
-1 511 keV 106 MeV 1.78 GeV
` 
R -2 0 0
uR 4/3 0 0
2/3 [1.7, 3.3] MeV [1.18, 1.34] GeV 172 GeV
uL
1/3 1/2
1/2
dL -1/2
-1/3 [4.1, 5.8] MeV [80, 130] MeV [4.13, 4.85] GeV
dR -2/3 0 0
Table 1.1: Properties of the fundamental fermions. Note that each quark listed is actually a
triplet of quarks, distinguished only by \color." Additionally, corresponding to every fermion
is an anti-fermion with opposite charge. Denitions of Y , T, T3, and Q are given in the
text.
variance should be manifest, the left- and right-handed components may be combined into
a Dirac spinor.
Table 1.1 shows the quantum numbers and masses that distinguish the 21 dierent
fundamental fermions (ignoring the three quark \colors" and the anti-fermions) in the SM.
Y is the weak hypercharge, and T3 is the third component of the weak isospin T, which
distiguishes between left- and right-handed fermions. The electric charge Q is equal to T3+
Y=2 and distinguishes between up- and down-type fermions as well as between leptons and
quarks. The three columns of masses correspond to the three generations of SM fermions,
in order of increasing mass.
Leptons
Each of the three generations of leptons contains left-handed (`L) and right-handed (`R)
leptons with charge  1 and an electrically neutral left-handed neutrino L. The charged
lepton is massive, while the neutrino is massless, as nonzero neutrino mass would require
the existence of right-handed neutrinos. Actually, recent observations of neutrino avor
oscillations imply nonzero neutrino masses, indicating that right-handed neutrinos may5
exist despite the lack of direct experimental evidence for them. For the purposes of my
research, we can safely ignore any small but nonzero neutrino mass, as we do not expect
this to signicantly aect Higgs production at the Tevatron.
The rst generation of leptons contains the electron, an essential component of all atomic
matter in the universe. The charged leptons in the other two generations are identical to
the electron in every aspect except their mass. The muon is more than 200 times more
massive than the electron, and the tau lepton is almost 17 times as massive as the muon.
The muon and tau lepton are unstable and decay to particles of smaller mass via the weak
nuclear interactions. With a mean lifetime of approximately 2.2 s, muons decay almost
entirely in the process  ! e e. The larger mass of the tau lepton makes many other
decay modes kinematically available, which reduces its mean lifetime to roughly 0.3 ps.
Quarks
The other type of fundamental SM fermion, quarks are the constituents of hadrons, such
as the protons and neutrons of which every atomic nucleus is composed. In fact, the strong
nuclear interaction actually connes quarks inside hadrons. Heuristically, as a quark is
removed from a hadron, the force coupling the quark to that hadron increases, similar to
the stretching of a strip of rubber. Eventually, it is energetically favorable for the rubber
strip to break, which results in two unstretched strips, representing two hadrons. Therefore,
any quark we attempt to remove from a hadron becomes conned in a new hadron. Because
of connement, the mass of an individual quark is very dicult to measure. In table 1.1,
the 68% condence intervals for quark masses are shown.
Ordered by mass, the up-type quarks with charge 2=3 are known as up (u), charm (c),
and top (t). The down-type quarks with charge  1=3 are known as down (d), strange (s),
and bottom (b). Altogether, the quark masses range over ve orders of magnitude. The top
quark is the most massive, being famously as heavy as a gold nucleus. Such a large mass
makes the top quark unique as the only quark that is not a constituent of hadrons: its mean
lifetime is signicantly less than the time required for hadronization. Because of this, the
mass of the top quark can be precisely measured at high-energy collider experiments such6
Spin Y T T3 Q Mass (GeV) Couples to:
G 1 0 0 0 0 0 self and quarks
W 1 0 1 1 1 80.4 all particles with T > 0
Z 1 0 0  1 0 0 91.2 W and all fermions
A 1 0 0  1 0 0 0 all particles with Q > 0
H 0 1 1/2 -1/2 0 [114:4;158] [ [175;1) all particles with mass
Table 1.2: Properties of the fundamental bosons. Note that G is actually an octet of gluons,
distinguished only by \color." Denitions of Y , T, T3, and Q are given in the text.
as D.
1.1.2 Bosons
Bosons are particles with spin in integer multiples of  h. Equivalently, they are the quanta
of elds invariant under spatial rotations of 2 radians. As a consequence of this, systems
of many identical bosons are described by Bose-Einstein statistics.
Fundamental bosons in the standard model have spin 0 or 1. The spin-1 bosons transform
according to the fundamental representation of the spatial rotation group SO(3) and as
four-vectors under Lorentz transformations. The spin-0 eld, known as the Higgs eld,
transforms as a scalar under rotations and Lorentz boosts.
Table 1.2 shows the properties that distinguish the six fundamental bosons (ignoring the
eight gluon \colors") in the SM. The gluon G is the massless boson which mediates the strong
nuclear interaction that binds quarks into hadrons and hadrons into nuclei. The W and Z
bosons mediate the weak nuclear interaction that facilitates radioactive -decay and many
other phenomena. The photon A is the massless boson which mediates electromagnetic
interactions. Finally, the Higgs boson H is the massive, spin-0 particle predicted by the
Higgs mechanism of electroweak symmetry breaking, which provides mass to the W and Z
bosons.7
1.2 The Standard Model
Starting with the fundamental spin-1=2 elds corresponding to the quarks and leptons, we
derive the standard model by requiring that the Lagrangian (from which we derive equations
of motion) be invariant under global Lorentz transformations and local U(1), SU(2), and
SU(3) gauge transformations. To begin, I present a simplied model containing one spin-
1=2 fermion   that transforms according to the fundamental representation of the gauge
group SU(N). The simplest invariant Lagrangian that describes this theory is shown in
equation 1.1.
L =  
1
4
(Fa
)2 +   (i = D   m)  (1.1)
The fermion   is a Dirac spinor, and    is the hermitian conjugate of   multiplied by the
zeroth Dirac matrix 0. An SU(N) transformation aects the eld   as shown in equation
1.2.
 (x) ! U(x) (x) = eia(x)ta
 (x) (1.2)
Since   transforms according to the fundamental representation, U is a unitary N  N
matrix of unit determinant. We can parameterize U in terms of N2   1 real numbers a.
Related to the elements of SU(N) through exponentiation, ta are the N2   1 generators of
the group SU(N). Acting on  , ta are hermitian, traceless N N matrices. The generators
ta must satisfy the commutation relations given in equation 1.3, where fabc are structure
constants unique to the group. fabc is odd under exchange of any two of the indices a, b,
and c.
[ta;tb] = ifabctc (1.3)
The derivative operator compares the values of a eld at closely separated points in
spacetime, but gauge transformations may be entirely unrelated from point x to point
x + . To ensure that the derivative of   transforms in the same way as   itself, we must
redene the derivative by adding real-valued elds that account for the derivative of the8
gauge transformation. For SU(N), we add N2   1 of these elds Aa
, each associated with
a generator ta. The resulting covariant derivative D is dened in equation 1.4. We must
specify an arbitrary coupling constant g to uniquely dene the eld Aa
, and this constant
must be experimentally determined.
= D = D = (@   igAa
ta) (1.4)
Because they are added to the derivative operator @, each eld Aa
 must be a four-vector
under Lorentz transformations, so we identify these elds as massless, spin-1 bosons. The
variation of a gauge transformation from point to point is taken into account through the
transformation law for Aa
, given in equation 1.5.
Aa
(x)ta ! U(x)

Aa
(x)ta +
i
g
@

Uy(x) (1.5)
Finally, having introduced new dynamic elds in our modication of the derivative op-
erator, it is necessary to add kinetic terms for these elds to the Lagrangian. The proper
form for these terms is  (Fa
)2=4, where Fa
 is dened as in equation 1.6. This form
is manifestly Lorentz-invariant, and it can be shown to be invariant under SU(N) gauge
transformations as well.
Fa
 = @Aa
   @Aa
 + gfabcAb
Ac
 (1.6)
Thus, we have constructed an SU(N) gauge-invariant theory including fundamental
gauge bosons Aa
 and a fundamental fermion  . Interactions between fermions and bosons
arise from the covariant derivative, and (for N > 1) the kinetic terms for Aa
 result in
interactions between bosons. This theory only has two free parameters: the mass m of the
fermion and the coupling constant g in the covariant derivative. As we add more fermions
and multiple gauge symmetries, we arrive at the 19 free parameters of the standard model.
1.2.1 Quantum Chromodynamics
Quantum chromodynamics (QCD) is the piece of the standard model that describes the
strong nuclear interaction. It is derived by imposing an SU(3) gauge symmetry on the SM9
Lagrangian, where quarks transform as three-component complex vectors according to the
fundamental representation of the SU(3) group. As there are likewise three primary colors,
we poetically refer to these three quark components as red, green, and blue (hence the name
chromodynamics). Similarly, there are three colors of anti-quarks: anti-red, anti-green, and
anti-blue. Since the leptons are not involved in the strong interactions, leptonic SM elds
transform in the trivial representation of SU(3).
The SU(3) gauge symmetry of QCD requires 32   1 = 8 massless, spin-1 bosons, called
gluons. The relevant interaction terms from the resultant Lagrangian are shown in equation
1.7. The rst term describes the interaction between a quark q, an anti-quark  q, and a
gluon G, with interaction strength proportional to the QCD coupling constant gQCD. The
interaction between three gluons, described by the second term, is also linear in gQCD, while
the four-gluon interaction in the third term is quadratic in gQCD.
L
QCD
int = gQCD qGa
ta
QCDq
 
gQCD
2
fabc
QCD(@Ga
   @Ga
)Gb;Gc;
 
g2
QCD
4
fabc
QCDfade
QCDGb
Gc
Gd;Ge; (1.7)
Two important phenomenological properties of QCD are not immediately apparent from
the fundamental Lagrangian: connement and asymptotic freedom. As mentioned in the
previous section, in low-energy eective QCD, quarks are conned inside colorless hadrons.
Although connement in QCD has escaped rigorous mathematical proof, it is consistent
with all experimental observations, and theoretical results using nonperturbative methods
are in strong support of these observations. While interactions in a  pp collision may result
in the production of individual quarks or gluons, these particles become conned inside
hadrons before we can measure their trajectories, and it is nontrivial to infer the kinematics
of the original quarks and gluons from our measurements of the resulting hadrons.
A further complication arises from a singularity in the theory for the emission of soft
or collinear gluons from any colored particle. Before hadronization, a quark or gluon emits
an indeterminate number of gluons, which in turn may split into quark-antiquark pairs,10
and so on, producing a collimated jet of colored particles. The resulting quarks and gluons
hadronize to form a jet of colorless particles, and we measure the total momentum of all of
these hadrons to estimate the momentum of the original, nal-state quark or gluon.
Connement relies on the strong, nonperturbative nature of QCD at low energies, which
is related to the existence of self-interactions between massless gluons. Another result of
these self-interactions is that the eective strength of QCD interactions actually decreases at
high energy scales. When the momenta involved in an interaction are particularly high, QCD
becomes perturbative; eventually, at extremely high momenta, quarks and gluons behave
as free, non-interacting particles. We rely heavily on this property, known as asymptotic
freedom, as it allows us to treat the constituents of a proton or antiproton as eectively
free. An interaction involving only one quark or gluon each from the proton and antiproton
occurs independently of the other \spectator" quarks and gluons present in a  pp collision.
1.2.2 The Electroweak Theory
Gauge symmetries result in massless gauge bosons such as the gluon, so at rst it seems
unlikely that the weak interaction could be derived from gauge invariance: the short range
of weak interactions strongly suggests they are mediated by massive spin-1 bosons. Also, the
bosons which mediate weak interactions must carry electric charge, indicating that the weak
and electromagnetic interactions cannot be treated independently in the standard model.
Indeed, these two fundamental forces are described by a single electroweak (EW) theory in
the SM, in which fundamental SU(2) and U(1) gauge symmetries are spontaneously broken
and mixed through the Higgs mechanism. The EW theory correctly predicted the existence
of the Z boson, which was discovered by the UA1 and UA2 experiments in 1983. Existence
of the Higgs boson, also predicted by the EW theory, has not yet been experimentally
conrmed or excluded.
In the electroweak theory, the SU(2) gauge transformations aect only left-handed
fermions, while right-handed fermions are unaected. Thus, we refer to this chiral SU(2)
gauge symmetry as SU(2)L, L indicating left chirality. Within each SM generation, up-
and down-type left-handed fermions form the two components of a weak isospin doublet,11
distinguished by the third component of weak isospin, T3. Therefore, an arbitrary SU(2)L
transformation may \rotate" neutrinos into charged leptons and up-type quarks into down-
type quarks. Both left- and right-handed fermions are aected by the U(1) gauge trans-
formations, which are just local changes in the complex phases of the elds. The amount
of phase change is determined by the hypercharge Y associated with each eld, so we refer
to this gauge symmetry as U(1)Y . Under an arbitrary SU(2)L  U(1)Y transformation,
parametrized by a and , left- and right-handed fermions  L and  R transform according
to equations 1.8 and 1.9, respectively. The matrices ta
W are the generators of the SU(2)L
gauge group.
 L ! eiata
WeiYL=2 L (1.8)
 R ! eiYR=2 R (1.9)
Equation 1.10 shows the resultant Lagrangian for the electroweak theory. The rst two
terms are the kinetic terms for the U(1)Y gauge eld B and the SU(2)L gauge elds Wa.
The third and fourth terms are the kinetic terms for the right- and left-handed fermions,
from which interactions between fermions and gauge bosons are derived. The coupling
constants gB and gW are free parameters that must be determined by experiment. With
only these four terms, we have a complete theory of independent SU(2)L and U(1)Y gauge
interactions mediated by massless spin-1 bosons Wa and B. Note that the fermions in
this theory are also massless: since  L and  R transform dierently, Dirac mass terms for
fermions are not gauge-invariant.
LEW =  
1
4
(B)2  
1
4
(Wa
)2
+   i
R

@   igB
Y i
R
2
B

 i
R
+   i
L

@   igB
Y i
L
2
B   igWWa
ta
W

 i
L
+L (1.10)
To better describe the world in which we live, where fermions and weak gauge bosons are12
massive, we rely on additional terms, denoted L, that describe the dynamics of a complex
spin-0 eld . Known as the Higgs eld,  is a weak isospin doublet and has hypercharge
Y = 1. Equation 1.11 shows the terms in the electroweak Lagrangian that govern the
dynamics of  and its interactions with other SM elds.
L =
1
2
jDj2 + 2
jj2   jj4
 i
`(( `i
L)`i
R + h:c:)
 i
d(( qi
L)di
R + h:c:)   i
u(( qi
Li2)ui
R + h:c:) (1.11)
jDj2=2 is the proper, gauge-invariant form of the kinetic term for a complex spin-0
eld such as . Due to the transformation laws for , in this context the covariant derivative
D is equal to @   igBB=2   igWWa
ta
W. The second and third terms of L describe the
quadratic and quartic self-interactions of the Higgs eld, while the remaining terms describe
gauge-invariant interactions between  and the SM leptons `i and quarks qi (uR and dR are
right-handed up- and down-type quarks, respectively, and 2 is the second Pauli matrix).
Eective Gauge Boson Masses
If 2
 and  are both real and positive, then jj acquires a nonzero vacuum expectation
value (VEV) v =
q
2
= in the ground state of the EW theory. Evaluating the kinetic
term for the Higgs eld at jj = v, we can identify eective mass terms for the EW gauge
bosons. We are free to choose an SU(2)L  U(1)Y gauge such that the VEV is realized in
the real part of the T3 =  1=2 component of . With this convention, we redene the EW
gauge elds in eigenstates of mass and T3, obtaining new elds and associated masses as
given in equations 1.12 through 1.14. The W and Z bosons are the familiar mediators of
the weak interactions, and A is the photon.13
W
 =
1
p
2
(W1
  iW2
) =) mW =
v
2
gW (1.12)
Z =
1
q
g2
W + g2
B
(gWW3
   gBB) =) mZ =
v
2
q
g2
W + g2
B (1.13)
A =
1
q
g2
W + g2
B
(gBW3
 + gWB) =) mA = 0 (1.14)
It should be noted that massive spin-1 particles have three polarization states, whereas
massless spin-1 particles have only two. Thus, in the process of the W and Z acquiring
eective masses, they must each also gain an extra degree of freedom. There are three
degrees of freedom in the Higgs eld under which jj is invariant, and these provide the
longitudinal polarizations of the W+, W , and Z bosons. The remaining degree of freedom
in the Higgs eld is a massive spin-0 boson that is the quantum of variations in jj, known
as the Higgs boson. Before describing the Higgs boson in detail, I proceed to discuss the
other consequences of the nonzero vacuum expectation value of jj.
To reveal the interactions between fermions and the gauge elds W, Z, and A, we
rewrite the covariant derivative in terms of these new elds, as shown in equation 1.15.
Here, we dene new weak isospin operators as T = (t1
W it2
W)=
p
2, which annihilate right-
handed fermions and raise or lower the value of T3 for left-handed fermions. We identify the
fundamental unit of electric charge e as the coupling constant associated with the photon:
e = gWgB=
q
g2
W + g2
B. The charge of a particle, in units of e, is given by Q = T3 + Y=2.
The weak mixing angle W describes the extent to which W3 and B are mixed in the mass
eigenstates Z and A. As W is restricted to the interval [0;=2], it may be dened by the
relation sinW = e=gW.
D = @   igW(W+
 T+ + W 
 T )   i
gW
cosW
Z(T3   Qsin2 W)   ieQA (1.15)
Just as in QCD, the kinetic term for the SU(2)L gauge elds results in interactions
between gauge bosons. Reformulating these interactions in terms of the elds W, Z, and
A, we nd cubic and quartic interactions involving W+;W  pairs and individual Z bosons14
or photons. Notably absent are any cubic or quartic interactions involving only Z bosons
and photons, as photons couple to electrical charge Q, and as Z bosons couple to a linear
combination of Q and T3.
Eective Fermion Masses
In addition to providing eective mass to the W and Z bosons, the Higgs VEV allows
fermions to acquire mass through the gauge-invariant terms coupling left- and right-handed
fermions to the Higgs eld. The resultant fermion masses mi
f are proportional to the VEV
v and to the strength of the coupling i
f, as shown in equation 1.16.
mi
f =
v
p
2
i
f (1.16)
Interestingly, the mass eigenstates of quarks are not the same as the eigenstates of the
weak interaction. For example, in the interaction between a W boson and a strange quark,
the other quark is in a superposition of up, charm, and top. In other words, the weak
interaction does not necessarily preserve the generation of a quark. We use a unitary 3  3
matrix to account for this, called the CKM matrix after Cabibbo, Kobayashi, and Maskawa.
The expected unitarity of the CKM matrix arises from the fact that all generations couple
with equal strength to the SU(2)L gauge elds in the EW theory. The existence of three
generations of quarks allows the CKM matrix to contain an overall complex phase, which
is the source of CP violation in the standard model.
The Higgs Boson
The curvature of the Lagrangian in the vicinity of the VEV implies a Higgs boson of mass
mH =
q
22
, which is the quantum of variations in the magnitude of the Higgs eld.
Reevaluating the Lagrangian with the substitution jj = v + H, we obtain the relevant
terms LH
int governing interactions between the Higgs boson (H) and other SM particles.15
LH
int =

m2
WW+W 
 +
1
2
m2
ZZZ

2 +
H
v

H
v
 
m2
H
2v
H3  
m2
H
8v2 H4
 
mi
f
v
  i iH (1.17)
The rst line of equation 1.17 describes interactions involving a W or Z boson pair
and one or two Higgs bosons. The strength of these interactions is proportional to the
squared mass of the relevant weak gauge boson. Cubic and quartic self-interactions of the
Higgs boson are described in the second line, with interaction strength proportional to m2
H.
Finally, the last line describes the interaction between H and the fundamental fermions  i,
in which the interaction strength is proportional to the fermion mass mi
f. As it represents
variations in the eld which provides eective mass to the particles of the standard model,
the Higgs boson does not interact directly with massless particles such as photons or gluons.
Moreover, higher mass implies stronger interaction with the Higgs boson.16
1.3 Higgs in Experiment
There are many free parameters in the electroweak theory, all of which must be determined
by experiment. In fact, various experiments in particle physics have succeeded in measuring
all but one of these parameters. For instance, the Higgs vacuum expectation value is related
to the Fermi constant: v2 =
p
2GF, where GF =
p
2g2
W=(8m2
W). The muon lifetime is
inversely proportional to G2
F, so from precision muon decay experiments we know that
v  246 GeV [1]. The weak mixing angle W is also well-constrained, as measurements
of the Z boson mass and other properties of the weak neutral current are consistent with
sin2 W  0:23 [2]. The only free parameter in the EW theory that remains only loosely
constrained is the mass of the Higgs boson.
Direct constraints on the Higgs mass have come from experiments at the Large Electron-
Positron (LEP) collider and at the Tevatron. A lower bound of 114.4 GeV was determined
by the LEP experiments, with 95% condence [3]. At the Tevatron, D and CDF have
combined the results of their Higgs searches to exclude the region 158 < mH < 175 GeV,
also with 95% condence [4]. In addition, indirect constraints may be placed on the Higgs
mass by measuring the masses of the W boson (mW) and the top quark (mt). Radiative
corrections to mW yield logarithmic dependence on mH and quadratic dependence on mt. In
gure 1.1, current measurements of mW and mt are shown, and hypothetical values of mH
appear as diagonal lines. The central values of mW and mt suggest a Higgs boson in the mass
region excluded by the LEP experiments, but the uncertainties in these measurements are
large enough for direct and indirect constraints on mH to remain compatible. Combining
direct Higgs searches with these indirect constraints, we are 95% condent that the SM
Higgs boson has mass in the interval [114;158] [ [175;185] GeV [5].
The standard model allows us to unambiguously predict the properties of the Higgs
boson as a function of its mass. Of particular interest to experiments at the Tevatron are
the rates of various processes through which a Higgs boson may be produced in a  pp collision.
Figure 1.2 shows the cross sections used to determine these rates, assuming a  pp center-of-
mass energy of
p
s = 1:96 TeV. The analysis presented in this dissertation is a search for
associated ZH production, which is the third most likely mode of Higgs production at the17
Figure 1.1: W boson mass versus top quark mass. Hypothetical values of the Higgs boson
mass in the range 114 < mH < 1000 GeV appear as diagonal lines, while the green region
represents values of mH not directly excluded by experiment [5].18
Figure 1.2: Expected cross sections of various Higgs production processes at the Tevatron
during RunII, as functions of the Higgs boson mass [6].
Tevatron for mH < 145 GeV.
Also necessary to obtain expected signal yields in Higgs searches, the branching ratios
of the Higgs boson are shown in gure 1.3 as functions of the Higgs mass. As a general rule,
the Higgs decays to a pair of the heaviest SM particles kinematically available. In other
words, the dominant decay should be to the heaviest particle and antiparticle whose mass
does not exceed mH=2. There are some exceptions to this rule, however. The decay to
W+W  is dominant for all Higgs masses greater than 135 GeV. The coupling of the Higgs
boson to weak bosons is quadratic in the weak boson mass, while the coupling to fermions
is only linear in the mass of the fermion, so decay to WW becomes dominant well before
mH = 2mW, and decay to t t is never dominant despite the fact that the top quark is the19
Figure 1.3: Expected branching ratios for various decays of the Higgs boson, as functions
of the Higgs boson mass [7].
heaviest SM particle. Also, decay to ZZ never surpasses the W+W  decay mode: since
the W+ and W  are distinguishable, decay to W+W  is twice as likely as decay to ZZ in
the limit mH ! 1.20
Chapter 2
EXPERIMENTAL APPARATUS
Previous experiments have excluded a standard-model Higgs boson with mass less than
114.4 GeV, so production of Higgs bosons under controlled experimental conditions might
be possible only with a machine that creates very high energy densities. In addition, very
precise measurement of this high-energy environment is necessary to conrm the existence of
a Higgs boson, and highly specialized equipment is required to perform such measurements.
The Tevatron collider at the Fermi National Accelerator Laboratory (Fermilab) in Batavia,
IL is one of two machines in the world theoretically capable of producing large numbers of
Higgs bosons, the other being the Large Hadron Collider (LHC) at CERN in Geneva,
Switzerland. The Tevatron is the nal accelerator in an acceleration chain at Fermilab, in
which high-quality proton (p) and antiproton ( p) beams are produced and accelerated to
980 GeV. The beams travel in opposite directions inside the Tevatron, and they are made
to collide at the centers of two immense particle detectors, CDF and D. Both detectors
are designed to precisely measure various properties of any particles that result from the
 pp collisions. In my search for Higgs bosons produced in association with Z bosons, I have
used exclusively data produced by the Tevatron and collected by the D detector.21
Figure 2.1: The accelerator complex at Fermilab [8].
2.1 Acceleration
Abundant, high-quality proton-antiproton ( pp) collisions with center-of-mass energy
p
s =
1:96 TeV are not easily achieved. Making high-quality, high-energy p and  p beams requires
several specialized accelerators, all working in concert and with nanosecond timing. Fig-
ure 2.1 shows the paths of protons and antiprotons as they proceed through Fermilab's
accelerator chain, eventually to collide inside the CDF and D detectors.
2.1.1 Proton Beam
The protons that will eventually collide in the Tevatron begin as H2 gas that's fed into
a small magnetron ion source, roughly the size of a matchbox. Figure 2.2 is a simplied
schematic of this device. A short but intense electric pulse causes a 40-A arc across the 1
mm gap between anode and cathode. The electrons in the arc spiral tightly around 1 kG
magnetic eld lines, ionizing the H2 gas to form a dense plasma. Protons in the plasma22
Figure 2.2: The magnetron H  ion source [9].
are attracted to the cathode, where they gain two electrons and become H  ions, which
are then strongly repelled from the cathode and emerge through a hole in the surrounding
anode. In this way, short pulses of H  ions are created at a rate of 15 Hz.
Cockcroft-Walton
The rst stage of acceleration at Fermilab is accomplished by a Cockcroft-Walton style
electrostatic preaccelerator. The magnetron ion source is located inside a metallic dome
with a constant electric potential of -750 kV relative to the grounded walls of the room
housing the preaccelerator. The H  ions gain 750 keV of kinetic energy as they ow through
a resistive pipe connecting the dome with the wall.
Linear Accelerator
From the preaccelerator, the H  ions travel into Fermilab's linear accelerator (Linac) at
0:04c, or 12,000 km/s. The Linac is composed of two distinct accelerators: the older Drift
Tube Linac (DTL) is 79 m long and accelerates the ions from 750 keV to 116 MeV (0:4c),
while the Side-Coupled Linac (SCL) is 67 m long and increases their kinetic energy from23
Figure 2.3: Top-down view of several accelerating cells in Fermilab's Drift Tube Linac [9].
116 MeV to 400 MeV (0:7c).
Five resonant RF tanks compose the DTL, each tank containing a series of drift tubes
suspended from the top of the tank. The RF tanks are tuned such that the H  ions are
accelerated as they traverse the gaps between drift tubes, and the drift tubes shield the
ions from the decelerating half of the RF cycle. As illustrated in Figure 2.3, each successive
drift tube is longer than the last, so the time interval between gap traversals is constant
despite the increasing speed of the ions. Also, the drift tubes contain quadrupole magnets
that serve to focus the beam.
The second stage of the Linac has a dierent design: instead of large RF cavities con-
taining several drift tubes, the SCL is a series of small resonant cavities, one cavity per
accelerating cell. This design is shown in Figure 2.4. Small coupling cavities physically con-
nect adjacent accelerating cavities, with the eect of producing a =2 phase shift between
adjacent cells. This phase shift allows the SCL to achieve twice as much acceleration over
the same distance, since an appropriately-timed bunch of H  ions entering the SCL will
never encounter a decelerating electric eld. This also eliminates the need for drift tubes,
although it remains necessary that each accelerating cell be longer than the last. In the
SCL, there are seven cavity modules, each containing many accelerating cavities. Between
the modules, quadrupole magnets maintain a focused beam.24
Figure 2.4: Side view of several accelerating cells in Fermilab's Side-Coupled Linac [9].
Booster
Exiting the Linac, the H  ions pass through carbon foil, which strips the electrons from
the hydrogen nuclei, creating the proton beam [10].
Next in the accelerator chain is the Booster, a circular synchrotron with a radius of 75
m. The Booster accelerates the protons from 400 MeV to 8 GeV (0:99c). It operates at
the same 15 Hz frequency as the H  ion source, so the acceleration occurs over a time
interval of only 33 ms. Synchrotrons rely on dipole magnetic elds to bend the beam in a
circular trajectory, such that the same RF cavities are traversed multiple times. In order to
keep the orbit radius constant, the dipole magnetic elds must increase as the beam gains
energy: in the Booster, the elds vary from 740 G at injection to 7 kG at extraction. Also,
to account for the increasing speed of the protons, the frequency of the accelerating cavities
must increase from 38 to 53 MHz. These frequencies translate to 84 RF cycles per proton
orbital period, which means that protons injected uniformly into the Booster will naturally
form 84 bunches evenly spaced around the circumference of the synchrotron.
It should be noted that once protons exit the booster at 8 GeV, special relativity limits
further increases in speed to at most 1%, while kinetic energy is unbounded. Because of this,25
in subsequent synchrotrons the accelerating cavity frequencies do not substantially vary as
protons accelerate|\acceleration" refers to increased kinetic energy rather than increased
velocity.
Main Injector
The Main Injector is another synchrotron, seven times the size of the Booster. It accepts
protons and antiprotons from several sources, accelerates them from 8 GeV to 120 or 150
GeV, manipulates their beam structure, and sends beam to several destinations. For the
purpose of producing  pp collisions in the Tevatron, the Main Injector has three impor-
tant operational modes: injection of protons into the Tevatron, direction of protons to the
antiproton source, and injection of antiprotons into the Tevatron.
For injection of proton beam into the Tevatron, only 7 of the 84 bunches in the Booster
are extracted to the Main Injector, where they accelerate to 150 GeV. Then, through RF
manipulation, the seven bunches coalesce into one high-intensity bunch, which is injected
into the Tevatron. This process takes roughly three seconds from extraction to injection,
and it is repeated 36 times to ll the Tevatron with 36 bunches of approximately 3  1011
protons each.
When using protons to produce antiprotons, the Main Injector performs two complete
extractions of all 84 bunches in the Booster. This results in a beam of 84 bunches twice
as intense as in the Booster, approximately 8  1012 protons in total. This double batch
of protons is accelerated to 120 GeV, and some RF manipulation is done to minimize the
momentum spread of the bunches. Then, the Main Injector delivers the proton beam to the
antiproton source, which is described in the next section.
Once a sucient number of antiprotons have been produced, the Main Injector extracts
four groups of antiprotons, each group containing multiple bunches, from either the Accu-
mulator or the Recycler. After accelerating to 150 GeV, the four groups coalesce into four
high-intensity bunches, and these are injected all at once into the Tevatron. This process
repeats nine times to ll the Tevatron with 36 bunches of approximately 71010 antiprotons
each.26
2.1.2 Antiproton Beam
To produce antiprotons at Fermilab, an intense, 120-GeV proton beam from the Main
Injector collides with a target made of Inconel, an alloy of nickel, chromium and iron.
The resultant nuclear reactions produce a spray of particles, including some antiprotons at
approximately 8 GeV.
Particles in the spray with negative charge and kinetic energy close to 8 GeV are focused
into a parallel beam by a lithium cylinder that acts as a lens. Oriented along the beam
direction, the cylinder is 2 cm in diameter and 15 cm long. A current of several hundred
kA ows through the cylinder, creating an azimuthal magnetic eld that increases linearly
with internal radius and aects the particle trajectories much as a standard convergent lens
aects a beam of light. Lithium was chosen in order to be as \transparent" as possible;
however, the lens absorbs roughly 18% of antiprotons through nuclear interactions.
After the lithium lens, a dipole magnet selectively bends the trajectories of negatively
charged, 8-GeV particles towards the Debuncher, allowing all other particles to be absorbed
by the surrounding material.
Debuncher
The antiprotons traveling into the Debuncher form a very low-quality beam, with a mo-
mentum spread of several percent and transverse size roughly equal to the width of the
lithium lens. The Debuncher is a synchrotron that functions to improve the beam quality
in preparation for injection into the Accumulator. It \cools" the beam, reducing the longi-
tudinal and transverse spreads in momentum, necessarily destroying the bunch structure of
the beam in the process.
While longitudinal cooling is performed through RF manipulation similar to the tech-
nique used in the Main Injector, the Debuncher has a stochastic cooling system to reduce
the spread in transverse momentum. To achieve stochastic cooling, particle orbits are ac-
tively monitored at some point along the circumference of the synchrotron. An orbit with
signicant transverse deviation produces a correcting signal that's amplied and sent to a
dipole magnet (a kicker) on the other side of the synchrotron, which adjusts the orbit to27
be more ideal. This process relies on very precise timing and placement to ensure that the
kicker receives the signal exactly when the deviant particle arrives: incorrect timing could
result in transverse heating of the beam.
The Main Injector delivers a batch of protons to the  p source approximately every two
seconds, so the Debuncher must complete its beam cooling cycle in the same time interval.
Just before the next batch arrives, the antiprotons are extracted from the Debuncher and
proceed to the Accumulator.
Accumulator
Unlike in the Debuncher, antiprotons circulate in the Accumulator for many hours. As
its name suggests, the Accumulator is a synchrotron that stores antiprotons, accumulating
batches from the Debuncher until the stored  p beam reaches the desired intensity. Every
two seconds, antiprotons from the Debuncher are injected into a slightly larger orbit than
the already accumulated beam. Through careful RF manipulation and further stochastic
cooling, the new antiprotons merge with the main beam over the course of 20 minutes.
The process of producing and storing antiprotons is not ecient: only two antipro-
tons are stored for every 105 protons striking the Inconel target. Indeed, this is the most
important bottleneck in the physics reach of the Tevatron experiments. Recent large im-
provements to the  pp collision rate in the Tevatron have come as a result of faster and more
ecient  p production.
From the Accumulator, the core of the  p beam may be extracted to the Main Injector,
where it is either accelerated for immediate use in the Tevatron or injected into another  p
storage ring, the Recycler.
Recycler
Large numbers of antiprotons in the Accumulator tend to become unstable over time, which
can lead to the sudden loss of the entire  p beam. To accumulate antiprotons beyond this
limit, the stored beam is often transferred to the Recycler, another synchrotron with im-
proved long-term stability.28
The Recycler employs stochastic and electron cooling to further reduce the longitudinal
and transverse spreads of the  p beam. This allows for more antiprotons to accumulate in the
Recycler without causing instability, and it results in a more intense  p beam for injection
into the Tevatron. Electron cooling is achieved by injecting a very high-quality e  beam
that overlaps with the  p beam and has the same average momentum. The electrons and
antiprotons interact, transferring momentum until they reach thermal equilibrium. During
this process, thermal energy ows from the hot  p beam to the cold e  beam. Dipole magnets
remove the electrons while having a minimal eect on the antiprotons, leaving the  p beam
with signicantly reduced momentum spread.
After many hours of accumulating antiprotons, the  p beam from the Recycler may be
extracted to the Main Injector, where it is accelerated to 150 GeV and injected into the
Tevatron.
2.1.3 The Tevatron
The nal and largest accelerator at Fermilab is the Tevatron, a synchrotron with a radius
of 1 km. It is also the only accelerator at Fermilab to utilize superconducting magnets,
necessary to maintain a focused beam and circular orbit at energies as high as 980 GeV.
The superconductor chosen for the Tevatron is niobium-titanium, which has a critical tem-
perature of 10 K and a maximum magnetic eld of 15 T. In practice, the Tevatron uses
liquid helium to cool the NbTi to 4.6 K, and up to 4 kA of current produces dipole magnetic
elds as high as 4.4 T. The superconducting cables are made of 23 strands 0.7 mm in diam-
eter, each strand containing 2050 NbTi laments embedded in a copper matrix. In total,
there are roughly 1000 superconducting dipole, quadrupole, and higher-order magnets in
the Tevatron, and up to 350 MJ of energy is stored in their magnetic elds.
The p and  p beams in the Tevatron each consist of 36 bunches in three trains of 12
bunches. There is a 396 ns time interval between bunches in a train, and 2.617 ms between
the trains. As stated earlier, the protons circulate clockwise, the antiprotons counterclock-
wise. The protons and antiprotons share the same beam pipe, but electrostatic separators
ensure that the p and  p orbits do not overlap (except where collisions are desired): the orbits29
form a double helix inside the beam pipe, nominally separated by only 5 mm. Beginning
at 150 GeV (0:99999c), the Tevatron simultaneously accelerates protons and antiprotons to
980 GeV (0:9999995c), just 150 m/s below the speed of light.
After acceleration, special quadrupole magnets bring the beams to sharp focus at the
two collision points. This increases the transverse density of the bunches while controlling
the longitudinal position of  pp interactions, optimizing the interaction rate and assuring
symmetry with respect to the particle detectors. Finally, the separators allow the beams
to overlap at the collision points, collimators scrape away potentially damaging beam halo,
and the detectors can begin to record the products of 1.96-TeV  pp collisions.30
2.2 Collision
The vast majority of  pp collisions result in the proton and antiproton scattering at small
angles with respect to the beam line; in our search for the Higgs boson, these events are
ignored. Still others are glancing shots, in which the proton or antiproton disintegrate,
but very little momentum is exchanged transverse to the beam direction. A small fraction
of collisions include hard scattering, in which a constituent of the proton annihilates with
a constituent of the antiproton, producing any number of other particles with signicant
transverse momenta. If the standard model is correct, occasionally this type of collision
should produce a Higgs boson.
The constituents of protons and antiprotons are quarks and gluons, collectively called
partons. We refer to the partons directly involved in the hard scatter as the initial state,
and the particles emerging directly from the hard scatter are collectively known as the
nal state. Because hard scattering generally causes the incident proton and antiproton to
disintegrate, any partons not directly involved in the hard scatter evolve into showers of
hadrons close to the beam line. This is called the underlying event.
Many of the particles in the nal state are unstable and decay rapidly, often before
leaving the beam pipe. The only particles in the standard model with lifetimes long enough
to be directly measured by our detectors are photons, electrons, muons, and several light
hadrons such as p, n, , and K. (Neutrinos also have long lifetimes, but our equipment is
much too small to detect them directly.) Thus, the presence of short-lived particles in the
nal state must be inferred by measuring the kinematics of their long-lived decay products.
2.2.1 Cross Section and Luminosity
It's impossible to predict what will happen in any given  pp collision. When a hard scatter
occurs, which partons constitute the initial state is completely random, although some
partons are more likely than others. In addition, a specic initial state could result in
a wide variety of nal states, so the particles directly created through hard scattering in
 pp collisions are doubly random. (This is in contrast to e+e  collisions, where the initial
state is certain.) We can't say for sure what will result from a single collision, but we can31
make predictions concerning large numbers of collisions. In particular, the standard model
allows us to calculate the average production rate of any specied nal state. For collider
experiments, it is useful to separate any such rate R into a cross section , inherent to the
incident and nal-state particles, and a luminosity L, dependent on macroscopic properties
of the colliding beams.
R( pp ! X;pbeam;  pbeam) = ( pp ! X)L(pbeam;  pbeam) (2.1)
The cross section is so named because it has units of area, and macroscopic collision
rates are proportional to the cross-sectional area of the colliding objects. By convention, we
report cross sections in units of barns, abbreviated \b." A barn is dened as 10 28 m2, which
is roughly the cross-sectional area of a uranium nucleus, famously described as \big as a
barn" by American physicists conducting nuclear research during World War II. Indeed, a
barn is quite large in comparison to the cross sections of general interest in particle physics;
for example, the cross section for top quark pair production in Tevatron collisions is roughly
7 picobarns (1pb = 10 12 b), and the expected cross section for Higgs production at the
Tevatron is at most several hundred femtobarns (1fb = 10 15 b).
As the other piece necessary to compute a production rate, luminosity accounts for the
eect of beam structure on the frequency of collisions. The number of  pp collisions in a given
period of time depends on numerous aspects of the p and  p beams, such as the number of
bunches to have arrived at the collision point, the number of particles per bunch, and the
transverse and longitudinal extent of the bunches. Equation 2.2 shows how the luminosity
depends on these quantities.
L =
fnBnpn p
2(2
p + 2
 p)
F (2.2)
Here, f is the orbital frequency of the beams, nB is the number of bunches per beam
(36), np and n p are the number of protons and antiprotons per bunch, and the parameters
p and  p are the transverse Gaussian widths of the beams at the collision point. F is
a factor less than one that accounts for dependence of the luminosity on the longitudinal
extent of the bunches and the length of the interaction region. We report luminosity in32
units of cm 2s 1, while the integrated luminosity over a period of time is given in units
of inverse barns, such as pb 1 or fb 1. Using this convention, if we know the integrated
luminosity of our data, then we can immediately translate a cross section to an expected
number of events for a particular nal state. For example, in 1 fb 1 of data I would expect
approximately 1fb 1  7pb = 7000 collisions in which hard scattering produced a pair of
top quarks.
As the p and  p beams collide in the Tevatron, the luminosity decreases over time because
of degradation in beam quality and because particles are gradually lost from the beam. Of
course, the beams lose a proton and antiproton with every collision, but the actual decrease
in luminosity is much faster than one would expect from this eect alone. The largest
contribution to beam loss comes from transverse expansion of the beam, which leads to
decreased  pp interaction rate and causes particles to collide with the collimators. This
expansion has many sources: scattering of the beam with residual gas in the imperfect
vacuum of the beam pipe, interaction between particles in a beam, interaction between
beams, and electrical noise in the magnets and RF cavities, to name a few. The total
eect of beam loss is that the luminosity initially present in the Tevatron degrades by
approximately 80% over the course of a day. Balancing beam loss with the  p accumulation
rate, Tevatron operators maximize integrated luminosity by choosing the optimal time to
dump the degraded beams and inject new p and  p batches.
2.2.2 Coordinate System
A well-chosen coordinate system is of utmost importance in approaching any problem in
physics, and collider experiments are no exception to this rule. Naturally, we choose the
interaction point as the origin of our coordinates. The polar axis is chosen to coincide with
the direction of incident protons, since we expect rotational symmetry about the beam line.
Cartesian x and y coordinates extend away from the center of the Tevatron and away from
the center of the Earth, respectively, and the azimuthal angle  is dened to be zero along
the x-axis and =2 along the y-axis.  is constrained to the interval [0;2), while the polar
angle  must be in [0;].33
While the incident proton and antiproton each have 980 GeV of kinetic energy, each
parton in the initial state carries only a fraction of the momentum of its parent proton
or antiproton. Because these fractions are generally dierent between the two initial-state
partons, the rest frame of the hard scatter is boosted along the z-axis with respect to the
particle detectors. Therefore, in the absence of angular correlations between initial and
nal states, nal-state particles would be distributed evenly in longitudinal rapidity y, as
dened in Equation 2.3. In addition, the \angle" y between two particles is invariant
under Lorentz boosts in the z direction.
y =
1
2
ln

E + pz
E   pz

(2.3)
The rapidity is inconvenient as a coordinate because it depends on the mass of the
particle. However, nearly all directly-detected particles have masses that are negligible in
comparison to their momenta. In this limit, y reduces to a quantity which depends only on
, as shown in Equation 2.4.
 = lim
m
p !0
y =  ln

tan


2

(2.4)
We thus dene the pseudorapidity , and use it in place of the polar angle .  is zero
if  = =2, and  approaches +1 ( 1) in the direction of the p ( p) beam. Using these
coordinates, the angle R between two particles is dened in Equation 2.5.
R =
p
()2 + ()2 (2.5)
Every initial-state parton has very little momentum transverse to the beam. As a conse-
quence, conservation of momentum forces the vector sum of the transverse momenta of nal
state particles to be approximately zero. This is a very powerful constraint, allowing us to
infer mis-measurement and the existence of undetectable particles such as neutrinos in the
nal state. For this reason, our detectors are specically designed to measure the magnitude
of transverse momentum (pT) for each particle, in addition to direction and energy. The
four quantities pT, ,  and E uniquely determine each particle's four-momentum.34
2.3 Detection
Much as a camera measures the positions and momenta of photons emitted from an interest-
ing scene, collider-based particle detectors aim to measure the properties of every particle
emerging from a high-energy collision. The data associated with a particular collision is
eectively a sophisticated, three-dimensional snapshot of the interaction region.
The D detector rst recorded  pp collisions during RunI of the Tevatron, 1992{1996
[11]. From early 1996 to March 2001, Fermilab's accelerator-based physics program received
extensive upgrades. During this transition, the Main Injector and Recycler were built,
increasing Tevatron luminosity by an order of magnitude. Also, the maximum energy
increased from 1.8 to 1.96 TeV, and the number of colliding bunches increased from 6
to 36. Because of the increased luminosity and frequency of collisions, it was necessary to
upgrade nearly every component of the particle detectors. In addition, a powerful solenoidal
magnet was added to D in order to measure the momenta of charged particles before their
absorption in the calorimeter. RunII of the Tevatron began in 2001 and continues to this
day. As I have analyzed only data collected during RunII, in this section I provide a detailed
description of the RunII D detector [12].
Since we expect collisions to exhibit cylindrical symmetry, the accuracy and precision of
our measurements should ideally be invariant under rotations in . For this reason, much
of the D detector has a cylindrical design. A side-view of D is shown in Figure 2.5.
Subdetector components of D form nested cylinders all centered on the interaction point.
This is most evident in the design of the inner tracking system, described in subsection
2.3.1. Outside the inner trackers are the calorimeters, described in subsection 2.3.2. Outside
the calorimeters is another tracking system described in subsection 2.3.3, with the specic
purpose of measuring muons. The muon tracker departs from the cylindrical theme, instead
exhibiting a rectangular design.
In addition to measuring the properties of particles created in hard scattering, D locally
monitors the luminosity of the p and  p beams in order to determine expected production
rates. D's luminosity monitor is described in subsection 2.3.4.
Equally important as the subdetectors are the electronics and computers through which35
Figure 2.5: Prole of the D detector, as seen from inside the Tevatron ring [12].36
Figure 2.6: D's innermost subdetectors [12].
data ows on its way to being recorded for use in analyses such as a Higgs search. The various
stages of ltering and processing that occur along this path are described in subsection 2.3.5.
2.3.1 Inner Tracking
Particles emerging from  pp collisions with suciently high pT will pass through the beryl-
lium beam pipe and into the rst layers of the D detector, shown in gure 2.6. The
silicon microstrip tracker (SMT) and central ber tracker (CFT) measure the positions of
charged particles as they travel away from the interaction point. A series of hits left by the
same particle in multiple tracking layers allows us to determine the particle's most likely
trajectory, or track. For more details on the determination of tracks, see section 3.1.
A superconducting solenoid magnet surrounds both trackers, immersing them in a 2-T
magnetic eld parallel to the beams. This causes the trajectory of any charged particle to37
curve in the transverse plane, and the direction of curvature is used to distinguish between
positive and negative charge. Using equation 2.6, we can determine pT from the radius of
curvature  of the track. (Actually, curvature determines the ratio pT=q, but jqj = e for
almost every charged particle we detect.)
pT = 

 q~ B

  (2.6)
Extrapolating the tracks of charged particles backwards, we can precisely determine the
location of the hard scatter, called the primary vertex (PV). Using D's inner trackers,
we can locate the PV to within 35 m along the z direction and within 15 m along
the transverse directions. The distribution of primary vertices shows the extent of the
interaction region, where p and  p bunches overlap. The interaction region is approximately
Gaussian with transverse variance 0.1 mm and longitudinal variance 25 cm, so the PV may
deviate from the center of the detector by large fractions of a meter along the z-axis. This
deviation aects our interpretation of data from the detector, so precise determination of
the PV is of fundamental importance.
Precise measurement of the PV also allows us to distinguish secondary vertices, a telltale
sign of relatively long-lived particles such as B mesons. Such particles often do not exist
for enough time to penetrate into the detector, but vertex resolution much smaller than the
beam pipe radius allows us to indirectly detect their presence. This topic is discussed at
length in section 3.5.
Silicon Microstrip Tracker
A solid-state diode under reverse bias can function as an eective particle detector. Applying
sucient voltage to deplete the conduction band, very little current nominally ows through
the diode. If an energetic, charged particle passes through the diode in this state, it excites
electrons into the conduction band, creating a pulse of current that serves as a signal of the
particle's presence.
In silicon, the gap between valence and conduction bands is roughly 1 eV, so a particle
of several GeV loses only a small fraction of its energy while producing an electrical signal38
Figure 2.7: D's silicon microstrip tracker as it existed during RunIIa [12]. For RunIIb,
another barrel (Layer 0) was added inside the other barrels, and the outermost two H-disks
were removed.
in a silicon detector. For high-energy physics detectors, typically such diodes are several
hundred m thick, which strikes a balance between maximizing electrical signal strength
and minimizing the drift time of electrons across the diode. In traversing a typical silicon
detector layer, a 1-GeV particle deposits 0.01% of its energy in promoting at least 20,000
electrons to the conduction band, and those electrons drift to the cathode in roughly 10 ns.
Adding long, thin strips of p-doped silicon to a large, n-doped wafer creates a series of
elongated diodes, called microstrips. An array of such wafers, of various sizes and shapes,
composes D's silicon microstrip tracker [13]. The microstrips are truly microscopic, with
only 50{150 m separating adjacent strips, which translates directly to very good resolution
perpendicular to the strips. In order to determine the position of a hit in the direction
parallel to the strips, many wafers are double-sided. Highly n-doped strips are added on
the side opposite to the p-doped strips, with a signicant angle between strips on opposite
sides. Thus, a hit may be localized in all three spatial dimensions by considering signals
from both sides of the wafer.
Figure 2.7 illustrates the structure of the SMT. Rectangular silicon wafers are arranged
in barrels that wrap around the beam line, each barrel consisting of multiple concentric
layers. Wedge-shaped wafers are arranged in disks transverse to the beam line, located
between barrels and at high jzj. This conguration is intended to maximize the probability
that particles from the hard scatter will have normal incidence with the various SMT layers,39
thereby minimizing the average hit resolution.
Layers 1{4 of the SMT barrel modules are each 12 cm long, with approximate radii of 3,
5, 7 and 9 cm from the interaction region. Six modules extend barrel coverage to jzj = 37:8
cm, and wafer composition varies with layer and module. In all barrel modules, layers 2
and 4 consist of double-sided wafers, with a 2 angle between axial (parallel to the z axis)
and stereo microstrips. In the two barrel modules at high jzj, layers 1 and 3 are single-sided
(axial); in the four central barrels, layers 1 and 3 are double-sided with a 90 stereo angle.
During the transition from RunIIa to RunIIb in 2006, an additional layer of silicon was
installed inside the original four SMT barrel layers [14]. Intended to alleviate the eects of
SMT aging and to provide improved secondary vertex resolution, layer 0 is entirely single-
sided.
There are two types of SMT disks: F-disks and H-disks. Twelve F-disks are located at
jzj = 12.5, 25.3, 38.2, 43.1, 48.1, and 53.1 cm. The F-disks have an inner radius of 2.57
cm and outer radius 9.96 cm, and each disk comprises 12 double-sided silicon wedges, with
a stereo angle of 30. Four H-disks contribute to SMT coverage far from the interaction
point, at jzj = 100.4 and 121.0 cm. The H-disks have an inner radius of 9.5 cm and outer
radius 26 cm, and each disk comprises 24 pairs of single-sided silicon wedges. Each pair is
stacked to eectively serve as a double-sided wedge, with a stereo angle of 15. For RunIIb,
the outermost two H-disks were removed, and their readout channels are now used for layer
0.
Central Fiber Tracker
While the SMT excels at locating vertices, D's central ber tracker provides a superior
measurement of transverse momentum. This is primarily due to the larger radial extent
of the CFT: its eight concentric cylinders occupy the space between 20 and 52 cm from
the beam line. Longitudinally, the rst two CFT cylinders extend only to jzj = 83 cm to
accommodate the SMT H-disks, while the remaining six cylinders extend to jzj = 1:26 m.
Each CFT cylinder is made of two doublet layers of scintillating bers 835 m in diameter.
The rst doublet in each cylinder is axial, while the second doublet is stereo at +3 (u) or40
 3 (v). The rst cylinder has a u stereo layer, and subsequent cylinders alternate between
u and v.
Within a doublet layer, the two layers of ber are oset by half of the ber spacing, which
avoids potentially insensitive regions between bers and provides hit resolution signicantly
better than the radius of the bers. Assuming that the location of each ber is known to
better than 50 m, the resolution of a single doublet layer is approximately 100 m.
Each scintillating ber is made of polystyrene doped with primary and secondary u-
orescent dyes. The primary uor is paraterphenyl (pT) at 1% concentration by weight.
An energetic, charged particle passing through the ber excites the polystyrene molecules,
and that energy is rapidly transferred to pT molecules via a non-radiative, dipole-dipole
interaction. The excited pT molecules decay in just a few nanoseconds, emitting photons
of wavelength 340 nm. Since polystyrene is opaque to photons of this wavelength, a sec-
ondary, wavelength-shifting uor is necessary. 3-hydroxyavone (3HF) serves this purpose
at a concentration of 1500 ppm. 3HF molecules absorb the 340-nm photons and emit at
530 nm, a wavelength to which polystyrene is transparent.
The scintillating bers are optically connected to clear bers at one end of the CFT,
while the other end of each ber is coated with 90%-reective aluminum. The clear bers
are chemically and structurally similar to the scintillating bers, but do not contain any
uorescent dyes. Scintillation photons travel up to 5 m in the scintillating bers (a round-
trip in the outer six cylinders), and up to 12 m in the clear bers. To maximize transmission
by total internal reection over this distance, all bers are dual-clad. The index of refraction
varies from 1.59 in the ber bulk to 1.49 in the rst cladding and 1.42 in the second cladding,
which results in attenuation lengths of roughly 5 m in the scintillating bers and 8 m in the
clear bers.
It should be noted that the production of scintillation light in the CFT is entirely
passive. In contrast to the SMT, the CFT in principle requires no electrical power to signal
the presence of energetic, charged particles. In practice, however, a CFT hit is composed
of at most 40 photons emerging from a clear ber. To reliably detect such a small number
of photons, D employs extremely sensitive, solid-state devices called visible light photon
counters (VLPC's) [15]. Cooled by liquid helium to a temperature of 9 K, each VLPC41
operates with a quantum eciency of more than 75% and a signal gain of 22,000{65,000.
2.3.2 Calorimetry
The properties of a track can be used to determine three components of a particle's four-
momentum; to measure the fourth component, energy, we use calorimeters. In addition,
trackers are only sensitive to charged particles, while calorimeters provide sensitivity to
nearly every particle type. Since various neutral particles, such as photons and neutrons,
are often produced in high-energy  pp collisions, calorimeters are required for a complete
record of hard-scatter events.
While the design of a tracker aims to minimize the impact on a particle's trajectory,
particle detection in a calorimeter is destructive. Calorimeters are designed to absorb all
of the energy from an incident particle, and to produce an electrical signal from which the
absorbed energy may be inferred. The resulting energy measurement is most precise when
the incident particle has very high energy, whereas momentum resolution from tracking
degrades at high pT, so tracking and calorimetry are complementary.
The processes involved in absorbing a particle's energy vary greatly depending on the
type of particle. High-energy positrons and electrons lose energy primarily through brems-
strahlung. The radiated photons may convert to electron-positron pairs, which radiate
photons in turn, and so on until the resultant particles each have very little energy. We
refer to such cascades as electromagnetic (EM) showers. Compared to electrons, suciently
energetic photons travel somewhat farther into the calorimeter before converting and pro-
ducing pairs of overlapping EM showers. Hadrons travel much farther until they interact
with nuclei to produce wide sprays of various other hadrons, forming hadronic showers.
With a nely-segmented calorimeter, these signatures are easily distinguishable, so we often
rely on calorimeters for particle identication.
It's useful to dene some terminology for describing interactions between high-energy
particles and bulk matter. A radiation length, denoted X0, is the mean distance over which a
relativistic electron radiates all but 1=e of its energy through bremsstrahlung. An equivalent
denition is 7=9 of the mean free path of a high-energy photon before conversion to e+e .42
The nuclear interaction length is an analogous quantity that is more relevant for hadrons.
Denoted I, it is dened as the mean free path of a relativistic hadron prior to inelastic
interaction with a nucleus.
Preshower Detectors
Located between D's inner trackers and liquid-argon calorimeters, the preshower detectors
combine tracking and calorimeter technology to improve particle identication and to help
account for the fact that many EM showers begin in the solenoid and in other inner-tracker
material. There are three preshower detectors in D: the central preshower (CPS), between
the solenoid and the central liquid-argon cryostat, and two forward preshower (FPS) detec-
tors, located near the beam pipe on the inner faces of the endcap liquid-argon cryostats.
The CPS covers jj < 1:3, and the FPS covers 1:5 < jj < 2:5.
The sensitive components of the preshower detectors are very similar to those of the
CFT. Doublet layers of scintillating polystyrene strips send photons to an array of VLPC's,
providing electronic evidence of charged particles. The cross section of each strip is a
rounded equilateral triangle, 6 mm to a side. In the center of each strip, a wavelength-
shifting ber identical to those in the CFT collects scintillation light, and a clear ber
transports the light to the readout hardware. The two layers in a doublet are oset and
inverted such that the triangular strips t together tightly, eliminating dead space between
strips. Just as in the CFT, the overlap between strips in a doublet can yield position
measurements more precise than the width of an individual strip.
The CPS contains three cylindrical doublet layers surrounding a lead cylinder 7=32
inches thick. The rst scintillating layer is axial, while the second and third are stereo at
+23:774 and  24:016, respectively. The lead cylinder provides approximately 1 X0 in the
transverse plane, while the solenoid is 0.9 X0 thick, so particles pass through at least two
radiation lengths before producing scintillation in the CPS. A large fraction of electrons and
photons begin showering in the solenoid or the lead absorber, while heavier particles such
as muons and hadrons are unlikely to interact strongly with either. Thus, the properties of
a cluster of hits in the CPS may be used to identify an EM particle (photon, electron) and43
to gauge roughly where an EM shower began.
Each FPS detector is a disk comprising eight 22.5 wedges. Each wedge contains four
scintillating doublet layers, two on either side of a 2X0 lead absorber, and there is a stereo
angle of 22.5 between the two layers on each side of the absorber. With this design,
the inner two layers act as a coarse tracking detector, while the outer two serve the same
purposes as the three scintillating layers in the CPS.
Liquid Argon Calorimeter
A large amount of material is necessary to fully absorb the energy of relativistic particles,
especially hadrons. Several interaction lengths are necessary to contain a typical shower.
For example, in iron, X0  2 cm, and I  17 cm, so an iron calorimeter would need to be
at least 1 m thick to fully capture hadronic showers. To reduce size, a substantially denser
material is often chosen as the absorber, such as the depleted uranium in D's calorimeter.
In addition to the absorption of relativistic particles, a calorimeter must contain mate-
rial that serves as an active medium to provide a signal indicating the amount of absorbed
energy. Ideally, the same material would serve as both absorber and active medium, but
this is quite dicult and expensive in practice. More commonly, a homogeneous calorimeter
is approximated by alternating layers of absorber and active medium, so the active layers
sample particle showers at regular intervals. This design is appropriately called a sam-
pling calorimeter. It should be noted that the lead absorbers and scintillating strips of the
preshower detectors are essentially highly granular sampling calorimeter layers, extending
D's calorimetry to just before the liquid argon cryostats.
The primary sampling calorimeter in D uses liquid argon as the active medium. As
shown in gure 2.8, liquid argon lls the gaps between absorber plates and readout boards.
The absorbers are electrically grounded, and the readout board is kept at a positive potential
of roughly 2 kV. Showers begin in the absorber plate, and any resultant charged particles
ionize the liquid argon, sending a large number of electrons towards the readout board,
arriving after a maximum drift time of 450 ns. This creates a pulse of current that relates
directly to the energy in the shower. Taking into account these electrical signals from many44
Figure 2.8: Small-scale structure of D's liquid argon sampling calorimeters [12].
adjacent calorimeter cells, we can accurately determine the total energy deposited by an
incident particle.
D's liquid argon calorimeter is divided into three parts: one central calorimeter (CC),
covering up to jj  1, and two endcap calorimeters (EC) that extend coverage to jj  4.
Each calorimeter is enclosed by a cryostat responsible for maintaining the liquid argon at
90 K.
The CC and EC are further divided into electromagnetic (EM), ne hadronic (FH), and
coarse hadronic (CH) sections, in order of proximity to the interaction region. Depleted
uranium is the absorber for the EM calorimeter, with plates 3 (4) mm thick in the CC
(EC). The FH sections use a uranium-niobium alloy in plates 6 mm thick, while the CH
absorber plates are 46.5 mm thick and made of copper (CC) or stainless steel (EC). There
are four EM readout layers in both the CC and EC, with a total thickness of roughly 20 X0.
Outside the EM layers, there are three (four) FH readout layers in the CC (EC), providing
roughly 3 (4) I. Outside the FH layers, a single CH readout layer amounts to 3.2 I in
the CC and as much as 6.0 I in the EC.
The various calorimeter readout layers provide longitudinal granularity to our measure-
ments of particle showers. In addition, transverse granularity is necessary to isolate individ-45
Figure 2.9: Segmentation of the D calorimeter, showing pseudo-projective cell towers [12].46
ual showers and make use of identifying properties such as shower width. To achieve this,
the readout boards are segmented into transverse cells 0:1  0:1 in   , which is roughly
the transverse size of a typical EM shower. In order to provide the best granularity where
we expect maximum EM shower activity, the third EM readout layer is further segmented
into 0:05  0:05 cells. As shown in gure 2.9, transverse readout cells in subsequent layers
are oset to form pseudo-projective towers of cells, all originating at the nominal collision
point. With this design, a particle created in hard scattering near z = 0 often deposits most
of its energy in a single calorimeter tower.
Inter-Cryostat Detector
Because of the cryostat walls between the CC and EC calorimeters, the pseudorapidity
region 0:8 < jj < 1:4 has poor calorimeter coverage and a large amount of insensitive
material. As a result, the resolution of energy measurements is signicantly degraded in
the inter-cryostat region (ICR). To partially address this issue, an extra active layer was
added in the ICR. The inter-cryostat detector (ICD) are two rings of 16 scintillating tiles
each, mounted on the inner faces of the EC cryostats and covering 1:1 < jj < 1:4. Each
scintillating tile is 0.5 inches thick and subtends a solid angle of 0:30:4 in . To achieve
the same granularity as the liquid-argon calorimeter, each tile is divided into 12 0:1  0:1
subtiles, with independent readout for each subtile. Scintillation light produced in an ICD
subtile travels through wavelength shifting bers to a photomutiplier tube (PMT), where
the pulse of light becomes an electrical signal.
2.3.3 Muon Tracking
D's various calorimeters will succeed in absorbing most particles resulting from high-
energy  pp collisions, but a few types of particles manage to penetrate through the many
layers of dense material. Of course, the entirety of the detector is virtually transparent to
neutrinos, but also high-energy muons will generally pass through the calorimeter. Although
muons are electrically charged, their large mass suppresses bremsstrahlung for muons below
several hundred GeV. Inelastic nuclear interactions are exceedingly rare for muons, since47
they are neutral under the strong nuclear force, so muons deposit energy primarily through
ionization. A typical muon loses roughly 3 GeV in the calorimeter, spread evenly along its
trajectory.
A high-energy muon produces a track in the inner tracker and a small but collimated
energy deposit in the calorimeter. Although this is a unique signature, muon identication
is much improved by the addition of particle detectors outside the calorimeter. Also, while
an inner track could be matched simply to a hit in the muon detectors, additional matching
criteria can substantially improve this technique. Thus, an outer muon tracking system,
composed of several sensitive layers and a dedicated magnet, provides an independent mea-
surement of each muon's momentum and charge. The resolution of the muon tracker cannot
compete with that of the SMT and CFT, but an outer muon track provides the information
necessary to accurately identify the inner track belonging to a particular muon.
To bend the trajectories of muons emerging from the calorimeter, D employs a rectan-
gular iron toroid magnet. The magnetic eld of 1.9 T points roughly along , so an outer
muon track bends to higher or lower , depending on the charge of the muon. To measure
this deection, we compare track segments from several tracking layers before and after the
toroid. There are four tracking layers before the toroid, collectively called layer A. After
the toroid, layers B and C have three tracking layers each.
In the muon tracker, a muon's trajectory is measured by means of proportional drift tubes
(PDT's). The design of a PDT is simple: a very thin wire is suspended in the center of a
metal tube, with the wire held at a large positive electrical potential relative to the tube. A
high-energy particle passing through the tube ionizes the gas inside, and the resulting free
electrons drift toward the wire, producing an electrical pulse. With a very thin wire, the
large electrical eld immediately surrounding the wire causes drifting electrons to accelerate
enough to further ionize the gas, resulting in a substantial signal gain. The pulse prole can
be used to infer the particle's distance of closest approach to the tube axis, and the relative
timing of the pulse as received on opposite ends of the tube can provide longitudinal hit
resolution.
In the central part of the muon tracker, layers A, B and C are composed of relatively
coarse PDT's with a maximum electron drift time of 500 ns. Their pseudorapidity coverage48
extends approximately to jj = 1. In the forward region up to jj = 2, layers A, B and C have
ner segmentation, using appropriately named mini drift tubes (MDT's) with a maximum
drift time of 60 ns. Fine segmentation in the muon tracker is especially important in the
forward region, where particle densities are highest. To optimize momentum resolution in
both central and forward regions, the PDT's and MDT's are aligned to be roughly parallel
to the toroidal magnetic eld.
In addition to drift tubes, the muon tracker utilizes scintillating tiles to provide precise
timing information for muon tracks. With response times of a just a few nanoseconds,
scintillator hits can be spatially matched to PDT hits in order to associate the muon track
with the correct collision. Without scintillator information, 500 ns of drift time in the
central PDT's is longer than the 396 ns between successive bunch crossings, so there could
be some ambiguity as to the origin of some central muons. Also, since the timing of each
bunch crossing is precise to within nanoseconds, scintillator hits may be used to reject
muons detected at unexpected times, likely originating from the beam halo or cosmic rays.
For these purposes, two layers of scintillating tiles are used in the central part of the muon
tracker, and three scintillation layers are used in the forward region.
2.3.4 Luminosity Measurement
Any analysis of the data collected by D is fundamentally a comparison between observation
and expectation. At the most basic level, we need to be able to predict an expected number
of events with a particular kinematic signature. As discussed in section 2.2.1, both the
cross section and the beam luminosity are required to make this prediction. Theoretical
calculations often provide the cross section, but the luminosity of the beams colliding at
D must be measured using a dedicated particle detector.
D's luminosity monitor (LM) is composed of two disks mounted on the inner faces of
the EC cryostats, occupying the space between the beam pipe and the FPS detectors. Each
disk is made of 24 wedges of plastic scintillator, and scintillation light is detected by PMT's
mounted on each wedge. Designed to be as sensitive as possible to inelastic  pp collisions,
the LM covers the forward pseudorapidity region 2:7 < jj < 4:4, where particle multiplicity49
is particularly high for the majority of inelastic collisions.
The LM measures the timing of scintillator hits to within 0.3 ns, with the dominant
contribution to this uncertainty coming from ambiguity in the location of a hit along the
radial length of a wedge. We rely on this precision to determine the z-coordinate of the
primary vertex, using the time dierence between hits in the two LM disks. If jzPVj > 1
m (t > 6:7 ns), then it's very unlikely (roughly 4) that the hits resulted from a  pp
interaction, so the hits are rejected as background from the beam halo.
L = f
 NLM
LM
(2.7)
We calculate the luminosity L using equation 2.7.  NLM is the average number of inelastic
collisions detected by the LM per bunch crossing; LM is the eective cross section for
inelastic  pp collisions, taking into account the imperfect acceptance and eciency of the LM
[16]; and f is the bunch crossing frequency. Since there are often multiple inelastic collisions
within a single bunch crossing, we directly measure the fraction of bunch crossings without
coincident LM hits and use poisson statistics to infer  NLM.
2.3.5 Triggering
The average bunch crossing frequency at D is 1.7 MHz. Due to technological and nancial
constraints, it is not possible to record every bunch crossing. Furthermore, the vast majority
of  pp collisions oer very little of interest to most analyses at D. For these reasons, we use
a sophisticated series of lters to quickly choose the most promising collisions and ignore
the rest. We refer to these lters as triggers. Approximately one event out of 17,000 passes
the three levels of triggering at D, so we record events for further analysis at a rate of 100
Hz. Figure 2.10 provides a diagram of data ow through the trigger system.
Level 1 Trigger
The rst level of triggering uses coarse information from the calorimeter, CFT, preshower
detectors, and muon tracker to accept data at a rate of 2 kHz. Level 1 (L1) buers hold
enough data to allow 3.7 s for the subdetectors to provide the necessary information for50
Figure 2.10: Flow of data through the D trigger system [12].
a L1 decision, and for that decision to be made. The time necessary for readout from L1
to the level 2 trigger causes some events to be dropped immediately after every L1 accept,
which places an upper limit on the L1 accept rate. 2 kHz was chosen to keep this deadtime
below 5%.
L1 calorimeter (L1Cal) triggers use fast estimates of the EM and hadronic energy in
   = 0:2  0:2 towers to construct simple quantities such as the total transverse
energy (ET) or the number of towers above a given ET threshold. Thresholds may be
applied to groups of adjacent towers to roughly trigger on jets.
The L1 central track trigger (L1CTT) compares hits in each 4.5 transverse sector of
the CFT to a library of approximately 20,000 predened tracks. The six highest-pT track
candidates in each sector are matched to clusters in the CPS, and thresholds may be applied
to quantities such as the total number of tracks and the track pT. In addition, thresholds
may be applied to the number of clusters in the FPS.
L1Muon triggers match hits between the various muon scintillator and PDT layers
and between outer muon tracks and L1CTT tracks. Similarly, the L1 calorimeter-track
(L1CalTrk) triggers match L1Cal information to L1CTT tracks. Various pT thresholds may
be applied to the matched objects. L1CalTrk triggers were added during the transition from
RunIIa to RunIIb.51
Level 2 Trigger
At the second level of triggering, the increase in decision time over L1 allows for the use of
more detailed information and more sophisticated algorithms. Subdetector-specic proces-
sors work in parallel to construct objects for use in the global level 2 (L2) trigger, where for
the rst time, events are ltered according to correlations across the entire D detector.
The L2 lters decrease data ow by a factor of two, so the L2 accept rate is approximately
1 kHz.
While L1 relied exclusively on the CFT and preshower detectors for tracking, L2 also
makes use of hits in the SMT. The L2 silicon track trigger (L2STT) takes input from the
SMT and from L1CTT, rening L1 tracks with SMT information. This improves the track
pT resolution and enables identication of long-lived particles through measurement of the
transverse distance between tracks and the beam line.
Level 3 Trigger
The level 3 (L3) trigger is the only stage of triggering without a dedicated data path;
instead of using a subset of data to make trigger decisions, L3 can use the full information
content of each event accepted by L2. Using a large amount of this information, the L3
trigger makes decisions based on objects such as jets, electrons and muons that are nearly as
sophisticated as those used in oine analyses. For the rst time, tracks are used to locate the
primary vertex, and the location provides improved calorimeter-based ET measurements.
Identication of secondary vertices is also possible, so b-jet tagging can be implemented in
the L3 trigger. Filters may applied to single objects or to variables relating several objects,
resulting in an accept rate of approximately 100 Hz. Events accepted by the L3 trigger are
recorded for future analysis.
L3 trigger processing is accomplished by a linux farm with multiple CPU's in each farm
node. Currently, the L3 farm contains 288 nodes, each with either four or eight CPU's.
When an event is accepted by the L2 trigger, the many fragments of the event are sent
from all detector subsystems to the same farm node, where the fragments are merged into a
complete event. Completed events then proceed through object construction and ltering,52
with each event assigned to a particular CPU and all CPU's working in parallel. Thus,
currently the L3 farm can process over 1600 events simultaneously. Assuming no deadtime
at L3, the 1 kHz input rate to this massively parallel system translates to a maximum
decision time of more than one second.53
Chapter 3
RECONSTRUCTION
An essential and non-trivial rst step in analyzing the data collected by D is to translate
the raw information provided by the detector to objects more closely related to the physics
we aim to study. This process has many steps; for example, in the CFT alone, hits within a
doublet layer must rst be interpolated, then axial and stereo hits must be combined to form
clusters, and clusters in various layers must be connected to form a track. Often considering
data from various other subdetectors as well, the reconstruction of particle trajectories and
energy deposits becomes quite complicated, and accurately identifying the particle type
from this information adds further complexity.
In this chapter, I give a condensed description of the reconstruction of the objects and
particles of physical interest in the ZH ! bb analysis. First, reconstruction of charged
particle tracks is described in section 3.1. Section 3.2 explains how these reconstructed
tracks are used to identify the primary vertex. Connecting inner tracks to hits in the
outer muon tracker, section 3.3 describes muon reconstruction. Section 3.4 explains the
reconstruction and identication of jets from calorimeter signals, and section 3.5 describes
how we use tracks to identify jets originating from b quarks.54
3.1 Tracking
A hit in any tracking element of D provides information on both the position and the
amount of ionization or scintillation light produced by a high-energy charged particle. Par-
ticles traversing a scintillating ber or a PDT near the edge of its active volume result in
smaller signals than particles traversing near the center of the ber or tube. Similarly, a
particle traveling through a silicon wafer at an oblique angle will ionize many more silicon
atoms than a particle at normal incidence. When a particle produces multiple hits in a
single tracking layer, we interpolate between these hits, weighting each hit according to the
charge collected by the silicon strip, VLPC, or drift tube. With this technique, we can
eectively improve the hit resolution beyond the physical dimensions of the detectors. The
information contained in the amount of collected charge is used throughout the process of
track reconstruction to yield measurements as precise as possible.
To identify tracks from a very large collection of hits, we employ two optimized track-
nding algorithms: the histogramming track nder (HTF) [17] and the alternative algorithm
(AA) [18]. The use of two independent algorithms is important to achieve maximal eciency.
The HTF and AA excel in somewhat dierent regions of phase space, and they rely on
somewhat dierent assumptions.
Assuming tracks originate from the interaction point, the HTF performs a Hough trans-
formation to a phase space dened by the curvature 1=pT and the initial azimuthal angle
 of helical tracks. Because there exists an innite spectrum of tracks able to connect the
interaction point with a single hit, the HTF maps the transverse coordinates of a hit in the
SMT or CFT to a line in this phase space. If several hits belong to the same track, the cor-
responding lines should intersect at a single point (1=pT;). The coordinates of this point
are the transverse properties of the track responsible for these hits. Our implementation
of this algorithm divides 1=pT   space into discrete bins and lls the resultant histogram
with tracking hits. Then, we identify track candidates by selecting narrow peaks in the
histogram.
Tracks originating from decays of long-lived particles may not be found with the HTF
algorithm, since the intersection of hits from such tracks may spread over several 1=pT  55
bins, as the assumption that the track originates from (x;y) = (0;0) is false. For these
tracks, the AA outperforms the HTF. Starting with a seed track of three SMT hits, the AA
extrapolates the track outwards to the next layer and attempts to nd hits within a narrow
window around the extrapolation. Hits are added to the track if they increase the t 2 by
less than 16. Layers in which no such hits are found are counted as misses, and multiple hits
in a window spawn multiple track candidates. The algorithm proceeds iteratively through
all the layers of the inner tracker, or until it counts three missed layers. Since the origin
of the track was never assumed to be close to the interaction point, SMT-based AA tracks
may come from secondary vertices. The alternative algorithm can also begin with a seed of
three CFT hits, in which case the PV is added as an assumed fourth hit, and extrapolation
proceeds inwards from the CFT.
The HTF and AA provide idealized, coarse track candidates. These algorithms do not
account for energy lost to ionization in the tracking layers and in the bulk material that
supports the trackers. Also, multiple scattering may cause random directional changes to
the particle trajectories. To deal with these eects, we apply a Kalman lter that ts a
sophisticated, non-helical track model to the hits associated with each HTF or AA candidate
[19]. We reject track candidates incompatible with this model by placing an upper bound on
the t 2, thereby reducing the occurrence of fake tracks, while tracks passing the Kalman
lter benet from improved precision and accuracy in comparison to the coarse HTF and
AA tracks.56
3.2 The Primary Vertex
The primary vertex is of critical importance to our interpretation of the detector signals that
result from a  pp collision. To varying degrees, every detailed measurement of the particles
in a hard-scattering event relies on precise determination of the PV location. In particular,
translating a calorimeter energy deposit to an ET measurement depends on the particle's
pseudorapidity, and the true value of  can only be determined with precise knowledge of
zPV. Also, the t of a track to hits in D's various tracking detectors may be improved
by constraining the track to pass through the PV, and precise resolution of the distance
between displaced tracks and the PV allows for ecient identication of long-lived particles.
Finding the PV is complicated by the existence of other vertices in the event. Espe-
cially at high luminosity, it's common for several  pp interactions to occur in the same bunch
crossing, but usually only one interaction involves a hard scatter. We refer to the others as
minimum bias (MB) interactions, and particles from such vertices are a signicant instru-
mental background. We reduce this background through accurate identication of the PV
and association of every detected particle with the correct vertex.
Reconstruction of the PV has two major steps: identify all vertices consistent with  pp
collisions [20], then choose the vertex least consistent with the MB hypothesis [21]. First,
tracks are selected using these criteria:
 pT > 0:5 GeV;
 at least two SMT hits; and
 DCA=DCA < 5, where DCA is the distance of closest approach of the track to the
beam line, and DCA is its associated uncertainty.
The selected tracks are clustered according to the z-coordinate where the DCA is realized,
zDCA. Starting with the highest-pT track, other tracks are added to its z-cluster if they
satisfy jzDCA    zj < 2 cm, where  z is the mean z-coordinate of the tracks already in the
cluster. In the next iteration, the algorithm builds another cluster around the highest-57
pT unclustered track, and so on until all tracks are contained in several non-overlapping
z-clusters. At this point, any trivial clusters containing only one selected track are rejected.
Kalman ts are performed to locate the vertex within each z-cluster. If the t 2 per
degree of freedom (2=nDF) is larger than 10, then the track contributing most to the 2
is removed. This process repeats until 2=nDF < 10 or until the cluster contains only one
track. In this way, the list of z-clusters becomes a list of PV candidates.
To choose the correct PV from the list of candidates, we rely on the observation that
tracks from MB interactions generally have smaller pT than tracks from hard-scatter ver-
tices. More formally, we use the expected pT distribution of tracks matched to MB vertices,
obtained from Monte Carlo simulation, to calculate a MB probability for each track. In-
dividual track probabilities are combined to yield an MB probability for each vertex. To
take into account high-pT displaced tracks from the decay of heavy, long-lived particles, we
consider all tracks satisfying z < 2 cm relative to each vertex. Finally, the PV is identied
as the vertex with the lowest MB probability.58
3.3 Muons
We can identify muons by virtue of the fact that they penetrate the calorimeter and leave
hits in the outer muon tracker. Outer muon tracks are composed of straight-line segments
in the three tracking layers A, B, and C. While trajectories curve in the toroid between
layers A and B, segments in layers B and C belonging to the same track should be collinear.
For this reason, in muon reconstruction the B and C layers are merged. The loose muon
denition used in the ZH ! bb analysis requires at least one scintillator hit and two PDT
or MDT hits in either the A layer or the merged BC layer [22]. To reject cosmic muons, the
scintillator hit must match the bunch crossing time plus time of ight to within 10 ns.
Momentum measurement with the outer tracker is only possible if we identify segments
both before and after the toroid. Since we do not require hits on both sides of the toroid in
the ZH ! bb analysis, we rely entirely on the inner tracker to measure muon momentum.
Every muon candidate in the outer tracker must be directionally matched to an inner track,
which provides all the kinematic information for the reconstructed muon. We reject inner
tracks with DCA > 0:02 cm if the track has at least one SMT hit, and reject DCA > 0:2
cm otherwise.
Muons are common constituents of jets, as they result from leptonic and semileptonic
decays of hadrons. In order to reject such muons in favor of those produced in the decay of
a Z boson, we apply isolation criteria to reconstructed muons. We express isolation criteria
in terms of two variables that are calculated during reconstruction: the track halo and the
calorimeter halo. The track halo is the scalar pT sum of all other tracks in the cone dened
by R < 0:5 with respect to the muon. The calorimeter halo is the scalar ET sum of all
calorimeter cells satisfying 0:1 < R < 0:4 with respect to the muon. To account for the
fact that a high-pT muon is less likely to be the product of a hadron decay, this analysis
employs scaled isolation variables obtained by dividing the track and calorimeter halos by
the pT of the muon.59
3.4 Jets
Jets are arguably the most complicated reconstructed objects. Resulting from the soft
and collinear showering of nal-state quarks and gluons, each jet contains a multitude of
particles of various types, and each particle type leaves its own characteristic signature
in the calorimeter. The fraction of jet energy carried by particles of a specic type is
randomly distributed about an average value that depends on the particle type, jet avor,
and jet energy. This randomness, combined with large uctuations in subsequent hadronic
showers in the calorimeter, fundamentally limits the precision with which we can measure
jet kinematics.
An important but dicult aspect of jet reconstruction is the concept of infrared (IR)
safety. While perturbative calculations in QCD provide a good model of the interactions
and evolution of high-pT quarks and gluons, proper modeling of low-pT quarks and gluons
would require a non-perturbative treatment. Currently, these non-perturbative eects are
not well understood, so they are likely to be poorly modeled in simulation, and we have
no way to quantify the uncertainty in this aspect of jet modeling. We therefore design
our jet algorithm to be IR-safe: reconstructed jets should be independent of these poorly
understood, non-perturbative eects. While jet reconstruction at D is not truly IR-safe,
eorts towards approximate safety have lent substantial complexity to our jet algorithm.
Since a random but signicant fraction of particles in a jet are neutral, jet reconstruction
is necessarily based on calorimeter information. First, we build pseudo-projective towers
from calorimeter cells containing a sucient amount of energy, then we combine towers
into preclusters, which serve as seeds in the formation of protojets. Protojets are split
or merged to avoid double-counting of energy, and the resultant jets must pass several
quality cuts before use in a typical analysis. Finally, selection criteria may be applied to
tracks associated with calorimeter jets in order to reject those jets that are the products of
MB interactions. Selected jets must also be corrected to account for nonlinear calorimeter
response and other shortcomings of the detector and jet algorithm. The jets used in the
ZH ! bb analysis are products of these steps; the nal step of b-tagging is described in
the next section.60
We must ensure that the reconstructed transverse kinematics of a jet are independent of
the jet's longitudinal boost, so in this section R is dened using the rapidity y instead of
the pseudorapidity . This distinction is important, as the preclusters used to reconstruct
jets generally have non-negligible mass.
3.4.1 Identication
To begin, we describe calorimeter cells using four-momenta relative to the reconstructed PV.
Cells are approximated as pointlike energy deposits at the centers of the actual cells, which
results in the four-momenta being massless (E = j~ pj). In the rst of many steps to reduce
the impact from calorimeter noise, zero-suppression rejects cells with energies less than
2.5 times the RMS width () of cell-specic electronic noise. Since real particle showers
generally cover several cells, we use two algorithms to reject isolated cells. The NADA
algorithm rejects any particularly energetic cell if its neighbors are not also suciently
energetic [23], while the T42 algorithm rejects cells where E < 4 unless an adjacent cell
has E > 4 [24]. Also, T42 rejects any cells with negative energies as a result of online
pedestal subtraction. Cells satisfying these criteria are selected to build towers.
A tower is the four-momentum sum of all selected cells in one of the pseudo-projective
towers described in section 2.3.2. The four-momenta are dened with respect to the PV,
but cells in a tower extend outward from z = 0, so a tower containing more than one cell
has nonzero mass if zPV 6= 0.
From multiple towers, we build preclusters using a simple cone algorithm. In this stage of
jet reconstruction, coarse hadronic cells are removed from the towers because the CH layers
are the most noisy in the calorimeter. The CH-subtracted towers are sorted by pT, and
we begin constructing preclusters starting with the highest-pT tower. In order to initiate a
precluster, a tower must have pT > 0:5 GeV. With this criterion satised, other towers are
added to the precluster if they have pT > 1 MeV and fall within a R < 0:3 cone about
the initial tower. After the rst precluster is built, this algorithm repeats on the remaining
unclustered towers until the tower list is depleted. Finally, preclusters with pT < 1 GeV or
containing only one tower are rejected.61
The selected towers and preclusters are inputs to D's RunII Cone Algorithm, essentially
an iterative midpoint cone algorithm with cone radius R = 0:5 [25]. This algorithm begins
by clustering towers around precluster seeds. Starting with the highest-pT precluster, we
build a protojet as the sum of all towers satisfying R < 0:5 from the precluster seed.
The protojet is then used as the seed for a new protojet, and this clustering procedure
iterates until R between old and new protojets is less than 0.001. After a stable protojet
is produced, the algorithm moves on to the next highest-pT precluster seed satisfying R >
0:25 from all existing protojets. New protojets are required to dier by at least 1% in pT
and 0.005 in R from all existing protojets. The algorithm proceeds as described until
the list of precluster seeds is depleted. Finally, a second set of protojets is seeded by the
midpoints between protojet pairs satisfying 0:5 < R < 1:0. Each midpoint is dened as
the pT-weighted average of (y;) for the protojet pair. Consideration of protojets built from
midpoint seeds alleviates sensitivity to soft gluon emission between two closely-separated
jets, but our jet denition remains sensitive to soft gluon emission in the vicinity of three
or more jets.
With the full list of protojets from both precluster and midpoint seeds, many towers
belong to multiple protojets. The nal stage of the RunII Cone Algorithm avoids double-
counting of energy by assigning each tower to only one jet, resolving any ambiguities in
tower ownership. If two protojets share at least one tower, the shared pT is compared to the
smaller protojet pT. If the shared pT is greater than half the smaller protojet pT, then the
smaller protojet is merged into the larger. Otherwise, the shared towers are split between
the two protojets, each tower belonging to the closest protojet. This is also an iterative
process: after a split or merger, the list of protojets is updated, and the process continues
until there is no overlap between protojets. Finally, protojets with pT > 6 GeV are identied
as jets.
3.4.2 Selection
To minimize the misidentication of electrons, photons, and calorimeter noise as jets, we
place further requirements on the jet quality [26]. Because the hadronic calorimeter layers62
are more noisy than the EM layers, we reject jets with less than 5% of their energy in the EM
layers. The coarse hadronic layers are the most noisy, so we reject jets with more than 40%
of their energy in the CH layers. To discriminate against electrons and photons, we reject
jets with less than 5% of their energy in the hadronic layers. A persistent problem in the
D calorimeter has been the phenomenon of hot cells, in which an isolated cell occasionally
experiences much more readout noise than usual. To mitigate the impact of hot cells on jet
reconstruction, we require that no single cell in a jet contains 90% of the jet energy, and
that the most energetic cell in a jet contains less than ten times the energy of the second
most energetic cell. We refer to jets that pass all of these criteria as good jets.
In the high-luminosity collision environment of RunIIb, we must also be concerned about
the eect of MB vertices on jet reconstruction. The most common high-pT product of a MB
interaction is a jet, but we are only interested in jets originating from the PV. To reject MB
jets, we select tracks pointing toward the location of the jet in the calorimeter and require
at least two of these tracks to originate from the PV. Jets that pass this requirement are
said to be vertex-conrmed.
3.4.3 Calibration
Having selected the jets to be analyzed in our data, we must correct the reconstructed jet
energies to more accurately reect the total energy of the particles constituting each jet.
This correction is known as the jet energy scale (JES), and it has several distinct pieces to
account for distinct sources of inaccuracy in the measurement of jet energy [27]. Equation
3.1 shows how the particle-level energy EJES is obtained from the directly measured jet
energy Eraw via the JES correction.
EJES =
Eraw   O(;NMB)
R(Eraw;)  S(Eraw;)
(3.1)
O(;NMB) is an oset energy that covers the eects on the measured jet energy from
electronic noise, radioactive decays of the uranium in the calorimeter, low-energy particles
from MB interactions, and energy remaining in the calorimeter from previous bunch cross-
ings. The oset is typically close to 1 GeV in the CC and grows to several GeV in the EC.63
It increases linearly with the number of MB vertices, NMB.
R(Eraw;) is the response of the calorimeter to a particle jet, parametrized as a function
of the measured energy and pseudorapidity region in the detector. As shown in equation
3.2, R may be further decomposed into the response to the EM part of the jet, REM, and
the response to everything else, Relse. (The potential -dependence of each response is
suppressed.)
R(Eraw) = fEM(Eraw)  REM + (1   fEM(Eraw))  Relse (3.2)
To a good approximation, REM and Relse are independent of the jet energy. In fact,
assuming the calorimeter is already calibrated to reproduce the Z mass peak in Z ! e+e 
data, REM = 1. The factor fEM is the fraction of the jet's energy deposited by electrons and
photons. This EM fraction increases with jet energy because every nuclear interaction above
a certain threshold typically results in 0 mesons carrying away 1=3 of the incident hadron's
energy, and each 0 immediately decays to two photons. Increasing the jet energy generally
allows for more nuclear interactions above the 0 threshold, so fEM increases asymptotically
to 1. Because energy is lost in nuclear interactions and through hadron decays involving
muons or neutrinos, Relse < 1. The total jet response R increases with jet energy, and
typical values range between 0.6 and 0.8 for jet energies between 20 and 200 GeV.
The nal piece of the JES, S(Eraw;) is a correction to the response that accounts for
the eects of calorimeter showers extending across the boundary of the jet cone. Showers
initiated by particles within the jet cone may not be entirely contained by the cone, and
likewise particles outside the cone may deposit energy inside the cone boundary. The
showering correction S corrects for these two eects simultaneously. Because jet width
decreases with increasing jet energy, the highest values of S occur at low energy. Due to
high particle densities in the forward regions, contamination from particles outside the jet
cone can be especially problematic for forward jets, so S decreases with increasing jet jj.
The eect of the showering correction is always less than 5%.
Figure 3.1 shows the ratio of raw jet ET to corrected jet ET, having applied all com-
ponents of the JES correction. The asymptotic behavior of the response is apparent: the64
Figure 3.1: The ratio of the raw jet ET (Emeas
T in the gure) to the JES-corrected jet ET
(E
ptcl
T in the gure), versus the corrected jet ET, for four values of jet : 0.0, 1.2, 2.4, and
3.2. The solid curves represent jets in the RunIIb data, the dashed curves represent jets in
the RunIIa data, and the dotted curves represent simulated jets [28].65
response generally increases with jet energy, but the slope of the curve decreases as the
response approaches unity. Another striking feature of these plots is the pronounced de-
crease in response in the forward region. This is due to more stringent energy thresholds
for forward calorimeter cells, intended to reject energy deposits from the beam halo.66
3.5 b Tagging
Low-mass Higgs bosons (mH < 135 GeV) are expected to decay primarily to a pair of bottom
(b) quarks. The properties of b quarks are quite unique, and we exploit this uniqueness to
optimize Higgs sensitivity. Due to their mass being substantially less than that of the W
boson, and because the CKM matrix elements Vub and Vcb are small in magnitude, decays
of b quarks are heavily suppressed. More correctly, speaking in terms of the low-energy
degrees of freedom in QCD, hadrons with valence b-quarks have relatively long lifetimes.
Bottom hadrons often travel a few mm from the interaction point before decaying, and
any charged decay products will produce tracks substantially displaced from the primary
vertex. Furthermore, the large mass of the b quark makes b hadrons more massive than other
typical jet constituents. Finding displaced tracks and high-mass secondary vertices matched
to reconstructed jets allows us to identify jets originating from b quarks [29]. Rejection of
other jet avors (u, d, s, c, and g) dramatically reduces background to a Higgs signal, so
the tagging of b jets is one of the most important elements of any low-mass Higgs search,
such as the ZH ! bb analysis.
Reconstructed jets are calorimeter-based objects, but b tagging relies on tracking infor-
mation. Thus, the rst step in b tagging is to associate tracks with the energy deposits that
dene a jet. To do this, we rst build track jets using the Snowmass jet algorithm [30] with
cone radius 0.5, clustering tracks instead of calorimeter towers. The tracks selected for track
jets must have at least one SMT hit, pT > 0:5 GeV, DCA < 2 mm, and jzDCA   zPVj < 4
mm. Additionally, track jets are required to contain at least two tracks. Angular matching
is performed between calorimeter and track jets, and R < 0:5 qualies a jet as taggable.
With each taggable jet, we proceed to identify displaced tracks and secondary vertices in
the associated track jet.
The presence of a b hadron in a jet leaves many identiable signatures in the associated
track jet. To fully exploit all of the available information, D combines the discrimination
power of several track jet variables in an articial neural network (NN). Trained with large
numbers of simulated b jets and light (u, d, s, and g) jets, the NN b-tagger provides an output
with substantially more discrimination power than any of its input variables. Ranked in67
Figure 3.2: The output of the NN b-tagger for simulated b jets and light-avor jets [29].
order of importance, the following seven variables are the inputs to the NN:
1. the signicance of the transverse distance from the PV to the most signicant sec-
ondary vertex;
2. a combined variable counting the number of tracks that pass various thresholds on
the impact parameter signicance;
3. the probability that all tracks in the jet originate from the PV;
4. the t 2=nDF of the most signicant secondary vertex;
5. the number of tracks emerging from the most signicant secondary vertex;
6. the invariant mass of the most signicant secondary vertex; and
7. the number of secondary vertices found within the track jet.
As shown in gure 3.2, the NN output peaks at 1 for b jets and near 0 for light jets.
Because c hadrons have lifetimes approaching those of b hadrons, the NN output for c jets68
Figure 3.3: The eciency of the NN b-tagger versus the light jet misidentication rate for
jets with pT > 15 GeV and jj < 2:5.
has peaks near both 0 and 1. A jet is tagged and subsequently treated as a b jet if its NN
output is larger than a specied cut value. For the ZH ! bb analysis, we use loose and
tight tag denitions, corresponding to cut values of 0.2 and 0.85. The b jet identication
eciency and light jet misidentication rate both depend strongly on the jet pT and , but
gure 3.3 shows average values for jets with pT > 15 GeV and jj < 2:5. The loose cut is
70% ecient with a misidentication rate of 7%, while the tight cut is 45% ecient with a
misidentication rate of 0.5%.69
Chapter 4
SIMULATION
Fundamentally, a scientic experiment is a comparison between theoretical predictions
and observed data. In particle physics, this translates to comparing expected and observed
distributions of kinematic variables such as muon pT or the angle between two jets resulting
from a  pp collision. Ideally, we would derive the expected distributions analytically and
compare the observed data to smooth curves representing the theoretical prediction, but
in practice analytical models including detector eects are unfeasible. Instead, we simulate
large numbers of individual  pp collisions and ll histograms to construct the expected kine-
matic distributions. To approximate smooth distributions, our samples of simulated events
should be large enough to have negligible statistical uncertainty in comparison to the data.
Using the integrated luminosity of the data and the expected cross section of the simulated
process, we normalize each simulated distribution to put the data and simulation on equal
footing.
It is useful to have a modular approach towards simulation, breaking the procedure into
several independent pieces. For example, the specic process responsible for a nal-state
quark is eectively unrelated to the showering of the resulting hadrons in the calorimeter,
so these two aspects of simulation may be treated independently. Beginning with a specied
hard-scatter interaction, each simulated event is constructed in multiple steps, as follows.
1. Monte Carlo (MC) generators (section 4.1) model the hard-scatter process and the
nal state's evolution into long-lived particles.
2. To simulate the detector (section 4.2), we rst use MC methods to model parti-
cle interactions with bulk material and magnetic elds. Then, data-based minimum
bias overlay is added to each simulated event, modeling beam conditions and various
luminosity-dependent detector eects. The simulated detector signals are digitized to70
mimic the raw detector data.
3. Physical objects such as muons and jets are reconstructed with the same software as
is used for data.
4. Finally, corrections are applied to the reconstructed objects (section 4.3) in simulated
events in order to account for shortcomings in the detector simulation.71
4.1 Monte Carlo Event Generators
Monte Carlo event generators work by assigning a probability distribution to the many-
dimensional phase space associated with a specied theoretical process, then randomly
sampling that distribution. This technique is applied to the hard scatter, in which the
momenta of initial and nal-state particles are randomly sampled, and to other processes
such as initial- or nal-state radiation, hadronization, and decay of short-lived particles.
The two MC generators used in the ZH ! bb analysis are PYTHIA and ALPGEN,
described in the following subsections. To model initial-state parton kinematics for both
MC generators, we used the CTEQ6L1 parton distribution functions [31].
4.1.1 PYTHIA
PYTHIA is a leading-order (LO) MC event generator [32], meaning that theoretical pro-
cesses are simulated using only the lowest-order terms in the corresponding perturbation
series. A hard-scatter process is specied, and a random sampling of the corresponding
phase space determines the kinematics of initial- and nal-state particles. Radiation of
photons and gluons from the initial state and the nal state are modeled using the parton
shower method. With this method, jet substructure is well-modeled, but reconstructed jet
multiplicity is less accurate. In other words, parton showers model soft and collinear ra-
diation very well, but hard radiation is better modeled by including it as part of the hard
scatter. For hadronization of nal-state quarks and gluons, PYTHIA uses a model that is
conceptually very similar to the heuristic explanation of connement given in section 1.1.1.
Eectively, quarks are joined by gluon \strings" to form hadrons. Stretching a string results
in a linear increase in potential energy associated with the string, until that energy becomes
large enough to produce a quark-antiquark pair that breaks the string, forming two new
hadrons.
4.1.2 ALPGEN
ALPGEN is also a leading-order generator [33], but unlike PYTHIA, it employs a matrix
element method to model both the hard scatter and initial- and nal-state radiation. When72
using ALPGEN, we specify a hard-scatter process and an associated number of radiated
quarks or gluons. By generating several MC samples with dierent specied numbers of
radiated partons, we achieve an accurate model of jet multiplicity, for example in Z+jets
events. For brevity, I'll denote these samples as Z+nLP, where LP stands for \light parton."
In the ZH ! bb analysis, we use four such ALPGEN samples, corresponding to nLP = 0,
1, 2, and 3.
Since ALPGEN only provides nal-state partons, we use PYTHIA to simulate the for-
mation of jets through showering and hadronization. In this process, parton showering in
PYTHIA may result in additional jets, but we may have already accounted for additional
nal-state radiation by generating an ALPGEN sample with a higher value of nLP. To avoid
double-counting of radiated jets, we use the MLM matching scheme to determine whether
jets correspond to the original nal-state partons from ALPGEN [34]. While we allow ad-
ditional nal-state radiation in the ALPGEN sample with the highest nLP, in every other
ALPGEN sample we reject events containing any jets not matched to ALPGEN partons.
Parton showering in PYTHIA may also produce heavy-avor (HF) jets, but we already
account for HF production by generating Z +b b+nLP and Z +c c+nLP ALPGEN samples.
Therefore, to avoid double counting of HF jets, we reject events containing b jets in the
Z + c c + nLP samples and events containing b or c jets in the Z + nLP samples. This
procedure is known as HF skimming.73
4.2 Detector Simulation
As long-lived particles travel through the detector, they interact with bulk material, both
active and inactive, and with magnetic elds. Indeed, without these interactions there
would be no way of discerning the presence of these particles! We must therefore simulate
the interactions between long-lived MC particles and the various components of the detec-
tor. Also, beam conditions and detector eects related to those conditions are dicult to
simulate, so we overlay actual minimum-bias data onto our MC events to account for these
eects. Finally, we have no direct simulation of the D trigger system, so we apply trigger
eciencies as event weights to model imperfect trigger acceptance.
4.2.1 GEANT
To simulate interactions between particles and detector components, we rely on a detailed
model of detector composition and geometry, as well as precise knowledge of the solenoidal
and toroidal magnetic elds. The software we use to evolve particles through this detector
model is based on GEANT3 [35]. It uses Monte Carlo methods, randomly sampling the
phase space associated with several distinct interactions: ionization of bulk material, EM
and hadronic showering, and charged particle deection in a magnetic eld. Simulated
ionization of active detector material is translated to detector signals, providing the raw
information that is used to reconstruct physical objects.
4.2.2 Minimum Bias Overlay
Every event generated by MC represents only the collision of a single proton with an an-
tiproton. In actuality, the proton and antiproton are constituents of beams containing a
huge number of other protons and antiprotons, and multiple  pp collisions often occur dur-
ing each bunch crossing. These additional collisions also produce detector signals, and this
minimum-bias background is dependent on instantaneous luminosity. To model this and
other luminosity-dependent eects, we collect data using a minimum-bias trigger and over-
lay these MB events onto our MC events. In this way, we account for ineciencies due to
detector occupancy at high luminosity, for residual signals from preceding bunch crossings,74
and for particles in the beam halo interacting with the detector. Also, although this eect
is not luminosity-dependent, the minimum bias overlay is used to model electronic noise.
Each minimum-bias event corresponds to a particular value of the instantaneous lumi-
nosity. Overlay of MB events onto MC events therefore gives the MC sample a distribution
of instantaneous luminosity, called the luminosity prole. The data used in our ZH ! bb
analysis also has a luminosity prole, but it may not agree with the prole of the MB
events. To ensure proper modeling of luminosity-dependent eects, the luminosity prole
is reweighted to agree with the prole in our data.
4.2.3 Triggering
In the absence of a direct trigger simulation, we derive trigger probabilities as functions of the
kinematics of reconstructed objects, evaluate these functions for every reconstructed object
in an event, and combine the resulting probabilities into a global trigger probability for the
event. Application of these event probabilities serves to account for the possibility that
MC-generated particles might not have passed the D trigger, though the parametrization
of the trigger probabilities is a coarse approximation of the actual criteria in the trigger.
This technique is complicated by the fact that there are changes to the D triggers
from time to time. To properly account for this, we keep track of the integrated luminosity
associated with each trigger version. Trigger probabilities are derived for each version, and
the event weight applied to MC is a weighted average of the probability associated with
each version, as shown in equation 4.1. Lv and Pv are the integrated luminosity and the
probability associated with trigger version v.
P =
P
v LvPv P
v Lv
(4.1)
In the ZH ! bb analysis, as described in section 5.3, we use the probabilities derived
for a single muon trigger suite [36] in our modeling of the inclusive trigger eciency. To
account for the geometry of the inner and outer trackers, these probabilities are functions
of muon  and .75
4.3 Corrections to Reconstructed Objects
Following the detector simulation and application of MB overlay, every simulated event
passes through the same reconstruction software as is used for the data. However, recon-
structed objects in simulated events tend to be identied at a higher rate than those in data,
and the kinematics of identied objects tend to have better resolution in simulated events
than in data. These discrepancies are due to shortcomings of the detector simulation; for
example, the simulation does not include the eects of aging from radiation exposure, and
some inactive material may not be present in the detector model used by GEANT. As a
result, it is necessary to apply corrections to the reconstructed objects in simulated events.
4.3.1 Primary Vertex
Our MC generators assume that the interaction region is Gaussian along the z direction,
whereas the zPV distribution in data has signicant non-Gaussian features. To bring the
simulated and actual zPV distributions into agreement, we directly reweight the simulated
distribution. The reweighted distributions are overlaid with the data in gure 4.1. In gen-
eral, one must be careful with direct reweighting, as it has the potential to hide interesting
new physics. Fortunately, we do not expect any new physics to be distinguished by zPV, as
the location of the primary vertex should be unrelated to the hard-scatter process occurring
in the associated collision.
4.3.2 Muons
The muon pT resolution is signicantly better in simulation than in data. To correct for
this, we apply a random, Gaussian smear to the curvature of the inner track associated
with each simulated muon, such that the width of the Z mass peak in Z !  events is
well-modeled.
Also, muon identication and track-matching eciencies are higher in simulation than
in data [22]. To obtain the muon ID eciency, a tag-and-probe method is used in which the
existence of an identied muon (the tag) implies the presence of a second muon (the probe),
whether identied or not. The eciency is just the fraction of events where the probe muon76
Figure 4.1: Distribution of the z coordinate of the primary vertex in data and simulation,
after correcting for non-Gaussian features. To the left is RunIIa; to the right, RunIIb.
is identied, parametrized by the kinematics of the muon. To resolve the discrepancy in
muon ID between simulation and data, we apply a scale factor for each identied muon
in the simulation, where the scale factor is dened as the ID eciency in data divided by
the eciency in simulation. Likewise, we derive and apply track-matching eciency scale
factors to account for more ecient tracking in the simulation.
4.3.3 Jets
Like muons, jets have better resolution in simulation than in data, and identication of
simulated jets is also more ecient. Additionally, the JES-corrected energy of a simulated
jet is somewhat shifted with respect to the equivalent jet in data. To correct for all of these
eects, we use an algorithm known as JSSR, or jet smearing, shifting, and removal [37].
First, the energies of simulated jets are randomly smeared to recover the jet energy resolution
as measured in data. Then, the jet energies are shifted to account for the dierence in the
jet energy scale between simulation and data. Finally, jet identication scale factors are
applied not as weights, but by interpreting the scale factors (always < 1) as probabilities
and randomly rejecting some identied jets.77
Much as the simulated muon track-matching eciency is too high, we nd that vertex
conrmation of jets is more ecient in simulation than in data. We parameterize the vertex-
conrmation eciencies as functions of jet pT and zPVsign(jet) and calculate scale factors
as the ratio of eciency in data to eciency in simulation. Just as for jet ID, the vertex-
conrmation scale factors are interpreted as probabilities and applied by randomly rejecting
some vertex-conrmed jets.
4.3.4 b Tagging
Much as the vertex conrmation eciencies are poorly modeled, the jet taggability require-
ment is substantially more ecient in simulation than in data. Our method of correcting
the taggability eciency, specic to the ZH ! ``bb analyses, is described in section 5.6.1.
The b-tagging neural net output is also poorly modeled, with any cut resulting in ex-
aggerated b-jet eciency and underestimated light-jet misidentication in simulation. In
the ZH ! bb analysis, we choose to avoid this problem by using an indirect b-tagging
method, similar to our indirect method of triggering. Tagging probabilities are derived for
each avor of jet as functions of the jet pT and  [38]. These probabilities are known as
tag rate functions, or TRF's. Event weights are determined by evaluating the appropriate
TRF for each jet in each simulated event, as described in section 5.6.2, and these weights
are applied to the simulated events in order to model b tagging.78
Chapter 5
ANALYSIS
There are several standard-model Higgs production modes accessible at the Tevatron.
By almost an order of magnitude, the most common mode is gluon fusion to a single, unac-
companied Higgs boson. However, low-mass Higgs bosons (mH < 135 GeV) decay mainly
to b b, and the b b nal state is dominated by background from various QCD interactions.
To exploit the dominant decay mode of low-mass Higgs bosons (see section 1.3), we search
for associated production of the Higgs with other particles whose presence serves to reduce
the problematic QCD background. So-called Higgsstrahlung processes, in which a Higgs
boson is produced in association with a W or Z boson, are particularly useful. Leptonic
decays of the W or Z distinguish these nal states from multijet production via QCD. The
Tevatron, as a  pp collider, is especially suited to WH and ZH production through valence
quark-antiquark annihilation.
At D, several analysis teams search for WH and ZH production. Each team focuses
on one out of three distinct nal-state topologies: WH ! `bb, ZH ! bb, and ZH !
``bb. (The symbol ` denotes an electron or muon, but  may be any avor of neutrino.)
WH is expected to have the highest production rate, and ZH production should occur
roughly 0.6 times as often. The branching ratio of W decay to an electron or muon and a
neutrino is 22%, while BR(Z ! ) = 20% and BR(Z ! ``) = 6:7%. Thus, for every ten
WH ! `bb events collected by D, we expect approximately ve ZH ! bb events and
two ZH ! ``bb events.
Assuming each low-mass Higgs search achieves the same ratio of signal to background
(S=B), the relative signal yields suggest that ZH ! ``bb would contribute approximately
5% to overall Higgs sensitivity. Actually, the ``bb nal state contributes close to 10%; in
other words, each ``bb event is twice as sensitive to Higgs production as an analogous `bb
or bb event. This is due to several unique features of the ZH ! ``bb signal. The presence79
of two charged leptons in the nal state suppresses the QCD multijet background, as it is
quite dicult for two jets to be both misidentied as leptons. The absence of neutrinos
makes this nal state unambiguous: we can directly measure all four objects expected in
every ``bb event. This allows us to fully reconstruct the dilepton and dijet mass resonances
that are expected in our signal but often absent from the backgrounds. Finally, the lack of
ambiguity also enables the use of polar angles to distinguish between the s-channel signal
and t-channel backgrounds.
There are many SM processes other than  pp ! ZH that yield ``bb events at D, and
a few of these occur at substantially higher rates than ZH production. Zbb production
is the largest of these physical backgrounds, with 100 Zbb events expected for every ZH
(mH = 115 GeV) event. Top quark pair (t t) and ZZ production are much smaller than
Zbb but signicant compared to ZH, with expected S=B ratios of 25 and 5, respectively.
We tackle these backgrounds by exploiting the H ! b b dijet mass resonance, the dominant
t-channel nature of Zbb and ZZ, and the presence of high-energy neutrinos in t t ! ``b b
events.
Instrumental backgrounds, caused by misidentication of various objects and particles in
the nal state, must also be considered. Although the multijet background is dramatically
reduced by the selection of two charged leptons, the total multijet cross section is so high
that events with two jets misidentied as leptons remain more common than ZH events.
The production of a Z boson in association with light-avor jets (Zjj) occurs much more
frequently than Zbb, so Zjj remains an important background despite impressive b-tagging
rejection rates. Similarly, c jets are often misidentied as b jets, so Zcc and ZW(! cq) also
have signicant event yields after b tagging. Fortunately, these instrumental backgrounds
may be further reduced in much the same way as the physical backgrounds, as they are all
kinematically distinct from the ZH signal.
Using as much information as possible, we rely on a multivariate discriminant to separate
the ZH signal from the backgrounds described above. With so many independent variables
each lending substantial discrimination power, we can aord to select events based on very
loose criteria, thus maximizing signal acceptance. At the nal stage of the analysis, we use
the full information available in the shape of the nal discriminant, again avoiding any cuts80
through which we could lose ZH events. With this strategy, we exploit the unique features
of the ``bb nal state to overcome a small expected ZH ! ``bb event yield and contribute
signicant sensitivity to the Higgs search at D.
The ZH ! bb analysis described here is the single most sensitive component of the
search for ZH ! ``bb at D [39]. As part of a larger, coordinated eort, many aspects
of this analysis were developed jointly and are shared with the other leptonic channels
(TRK, ee, and eeICR). Most notably, all ``bb channels share the same jet selection, MC
normalization procedure, b tagging, kinematic t, and random forest discriminant. Although
channel-specic limits are useful for comparison, the leptonic channels are combined to set
more stringent limits on ZH production.81
5.1 Data
The data used in the ZH ! bb analysis are divided into two epochs: RunIIa data were
collected between April 2002 and February 2006, while RunIIb data were collected between
June 2006 and December 2008. The integrated luminosity of the RunIIa data is 1.074 fb 1,
and RunIIb comprises 3.077 fb 1. In total, 4.151 fb 1 of data are analyzed. To maximize
signal acceptance, there is no explicit trigger requirement on the data used in this analysis;
we select events accepted by any subset of D's inclusive trigger suite.82
5.2 Pre-Tag Selection
This section details the selection criteria for muons and jets, before b tagging. This pre-
tag selection provides a large sample of events with which we can test the accuracy of our
background model and correct it if necessary. Since the subset of b-tagged events is quite
small, the risk of bias from this procedure against a potential signal is minimal.
Before selecting muons or jets, we rst require that the hard scatter occur in the bulk
of the interaction region, where substantial SMT coverage allows for high-quality tracking
and enables high-eciency b tagging. The reconstructed primary vertex must be no farther
than 60 cm from the center of the detector along the z axis.
A detector-based pseudorapidity det will be useful for the purposes of this chapter and
in subsequent discussions. Because the PV can deviate from the center of the detector by
as much as 60 cm, the physical pseudorapidity  (measured with respect to the PV) may
dier substantially from det (measured with respect to the center of the detector), and det
is more appropriate when describing detector eects.
5.2.1 Z ! + 
Muons are reconstructed as described in section 3.3. Each event is required to contain at
least two loose muons, with each muon matched to a central track of pT > 10 GeV. Selected
muons have jdetj < 2, which corresponds to the boundary of the outer muon tracker. In
addition, the inner track associated with each muon must satisfy jzDCA   zPVj < 1 cm.
Due to our method of modeling the inclusive trigger (see section 5.3), at least one muon
is required to be within the coverage of the single muon trigger suite. The single muon
triggers rely on the CFT, so one muon must satisfy jdetj < 1:5. In addition, this central
muon must have pT > 15 GeV because the single muon trigger eciencies are not well-
understood for muons with pT < 15 GeV. These requirements were found to have negligible
impact on the signal acceptance, as the Z boson lends a signicant boost to the muon pT,
and s-channel processes are especially likely to produce central particles in the nal state.
To reconstruct the Z boson, we rst build Z candidates from every pair of muons in
the event. In each pair, the two muons are required to have opposite charge. To reject83
Figure 5.1: The dimuon invariant mass spectrum, in linear (left) and log (right) scales,
requiring two jets and combining RunIIa and RunIIb.
cosmic-ray muons, we place a cut on a variable describing the collinearity of the muons. If
the muons are collinear, then  =  ((1) (2))+j ((1)+(2))j should be close
to zero, so we require  > 0:05. To reject muons produced in jet showering, we compute a
scaled isolation variable for each muon as the sum of the track halo and calorimeter halo,
divided by the muon pT. For each Z candidate, the product of the scaled isolation variables
of the two muons must be less than 0.03. This product-based approach to muon isolation
is intended to maximize signal acceptance: one muon is allowed to be in close proximity to
a jet, provided that the other muon is suciently isolated.
Events are required to have at least one Z candidate satisfying the criteria above. If an
event has multiple candidates, then we choose the Z candidate closest to the mass of the
Z boson, 91.2 GeV. Finally, to reduce non-Z backgrounds, the invariant mass of the chosen
Z candidate must be between 60 and 150 GeV, although the region below 60 GeV is used
during the background normalization procedure. The dimuon invariant mass spectrum is
shown in gure 5.1.84
Figure 5.2: The invariant mass of the leading two jets, in linear (left) and log (right) scales,
combining RunIIa and RunIIb. The expected Higgs resonance (multiplied by 100) can be
seen as the wide peak in the dashed curve, close to 100 GeV.
5.2.2 Jets
For an energy deposit in the calorimeter to be considered as a jet is this analysis, the good
jet criteria from section 3.4 must be satised, and the jet must have pT > 15 GeVand
jdetj < 2:5. In RunIIb data, the jet must also be vertex-conrmed. Selected events contain
at least two such jets, with the further criterion that at least one jet has pT > 20 GeV.
These cuts on jet pT serve to reduce non-resonant backgrounds such as Zbb, and they have
little impact on the jets expected from Higgs decay. When referring to the selected jets, the
highest-pT jet is called the leading jet, the second-highest-pT jet is the second jet, and so
on. Shown in gure 5.2, the dijet invariant mass is a powerful variable for separating the
resonant Higgs signal from the non-resonant background.85
Process NLO/LO Scale
ZW 1.062
ZZ 1.030
t t 1.434
Table 5.1: NLO corrections to MC background yields, excluding Z=+jets.
5.3 Monte Carlo
This section provides analysis-specic details of the simulated events (see chapter 4) used
in the search for ZH ! bb. For more general aspects of our methods of simulation, see
chapter 4.
With the exception of the multijet background, all signicant background processes are
simulated with Monte Carlo generators. We generate Z=+jets and t t using ALPGEN,
while ZZ and ZW are generated with PYTHIA. Here, Z=+jets refers to all jet avors and
specically to the decay Z= ! . Potential background from Z= !  was measured
to be at most 0.1%, and its non-resonant shape is similar to multijet, so we account for it
in the normalization of the multijet background.
The signal process ZH ! bb is likewise simulated using PYTHIA. We consider eleven
signal hypotheses, varying the Higgs mass between 100 and 150 GeV in 5-GeV steps. Po-
tential contributions to the signal from H ! cc and H !  decays are neglected, as they
are expected to contribute at most 2% more signal at mH = 115 GeV.
As the detector and the beam conditions changed signicantly between RunIIa and
RunIIb, it is necessary to use separate MC samples for the two data epochs. Although
the MC events may be equivalent at generator level, the detector simulation is necessarily
dierent for RunIIa and RunIIb, as is the minimum-bias overlay.
Although PYTHIA and ALPGEN are leading-order MC generators, we can correct these
MC samples to account for several signicant eects arising from higher-order Feynman
diagrams. Most importantly, we scale the total event yield of each MC process to reect a
higher-order calculation of the cross section. All Z=+jets MC events are scaled up by a86
Figure 5.3: The pT of the Z candidate after Z pT reweighting, in linear (left) and log (right)
scales, requiring two jets and combining RunIIa and RunIIb.
factor of 1.3 to match NNLO calculations [40]. From comparison of NLO and LO heavy-
avor production, Zcc and Zbb MC events are further scaled by factors of 1.67 and 1.52,
respectively, so our Zcc and Zbb event yields are roughly twice as large as those predicted
by ALPGEN. Similarly, the other background MC yields are corrected according to NLO
expectations, using the scales listed in table 5.1 [41, 42]. The ZH ! bb signal cross
sections are scaled to match NNLO calculations [43].
In addition to the event yields, we must correct some kinematic distributions of particular
importance to the ZH ! bb analysis. Both the Z pT distribution and the angle between
jets are known to be poorly modeled in Z=+jets events generated with ALPGEN. To
correct the Z pT, we apply event weights parametrized by the Z pT that were derived from
measurements in Z ! ee data [44]. There is some dependence of this reweighting on the
number of jets, so we use the correction derived specically for events with two or more
jets. The Z pT distribution after reweighting is shown in gure 5.3.
To address the discrepancy in the angle between jets, a reweighting was derived using
the combination of  and ee pre-tag events selected for the ZH ! ``bb analysis [45]. The
non-Z=+jets backgrounds (including multijet) were subtracted from the data, and the
resulting distributions were used as templates for the reweighting, which is assumed to be87
Figure 5.4: From left to right: leading jet , second jet , and R between the two jets
after jet angle reweighting, combining RunIIa and RunIIb.
a separable function of the leading jet , second jet , and R between the jets. The 
corrections are parametrized as symmetric fourth-order polynomials, and the R correction
is a third-order polynomial. Figure 5.4 shows the pseudorapidities of and R between the
leading two jets after applying the jet angle reweighting.
As the nal correction to the pre-tag MC, we must account for imperfect acceptance of
muons by the inclusive trigger suite. To do this, we rst apply well-understood single-muon
trigger eciencies to the MC [36]. Then, a data-based correction serves to boost the MC
yield in the kinematic regions where the inclusive trigger suite is substantially more ecient
than the single-muon triggers.
To derive the correction from single-muon to inclusive triggering, we require that the
leading central muon is matched to a single-muon trigger object in our data, and compare
the resulting muon kinematics with those of the inclusively triggered data. The correction
is assumed to be a separable function of the jet multiplicity (Njets), the triggered muon det,
and the untriggered muon det. The dependence on Njets is used to account for the overall
gain in trigger eciency, as the inclusive eciency is observed to increase with the number
of jets because additional objects provide more triggering opportunities. The remaining
two components of the trigger correction, dependent on triggered and untriggered muon
det, are measured in the high-statistics sample of events with zero jets. As a cross-check,88
Figure 5.5: The components of the single-muon to inclusive trigger correction in RunIIa
(top) and RunIIb (bottom). From left to right: the dependence on Njets, triggered muon
det, and untriggered muon det.
these components were also derived using events with at least two jets, and the resulting
corrections were found to be consistent with those derived using zero-jet events.
Instead of tting the components of the trigger correction with smooth functions, we use
the same form as the single-muon trigger eciencies, which are discrete with bins of width
0.2. The components of the RunIIa and RunIIb trigger corrections are shown in gure 5.5.
The single muon trigger eciencies are likewise applied to the leading central muon in
every MC event, and the data-based correction from single-muon to inclusive triggering is
evaluated and applied as an additional event weight. Using this approach, we observe a
clear improvement in the modeling of our muon det distributions, and we account for the
fact that the inclusive trigger suite rejects a small but signicant number of dimuon events
that would otherwise pass our selection criteria. The muon det distributions after applying89
Figure 5.6: The leading muon det (left) and second muon det (right) after the trigger
correction, requiring two jets and combining RunIIa and RunIIb.
the trigger correction are shown in gure 5.6.90
5.4 Multijet Sample
Jets are very rarely misidentied as muons, so to properly simulate the instrumental multijet
background would require an unfeasibly large multijet MC sample. Also, it is likely that the
detector simulation would not be adequate to model properly the misidentication of jets
as muons. Instead, we obtain a representative sample from the data. Our multijet selection
uses the same criteria as given in section 5.2, with the exception of the isolation requirement
for Z candidates. Every Z candidate in the multijet sample must fail the isolation cut and
pass all other selection criteria.
While this data-based multijet background model is preferable to any MC-based solu-
tions, the model nonetheless has relatively little statistical signicance. Large statistical
uctuations are apparent in many kinematic distributions, for example the dijet mass dis-
tribution shown in gure 5.2. This is a weak point in the analysis, but the small size of
the multijet background mitigates any negative impact on our results, and our limit-setting
technique accounts for any statistical errors in our background models.
It should be noted that the \multijet" sample includes a small number of events con-
taining single muons not attributed to jets, such as W+jets events. Because these events
are kinematically similar to actual multijet events (with respect to the variables used in
the ZH ! bb analysis), we do not distinguish between the two. Thus, \multijet" subse-
quently refers to any event in which at least one jet is misidentied as a muon.
To complete the pre-tag multijet background model, the yield of the multijet sample must
be scaled to match the number of multijet events expected to pass all selection requirements.
This scale factor is determined as part of the background normalization procedure, described
in section 5.5.91
5.5 Background Normalization
In order to improve the accuracy of the background model, scale factors adjusting the
pre-tag contribution of each background are t to the observed pre-tag data. These scale
factors are found to be consistent with the magnitudes of the relevant theoretical and
experimental uncertainties, so eectively we are using our pre-tag data to further constrain
these uncertainties. The t adjusts the normalization of dilepton invariant mass (m``)
histograms from each background sample to obtain the best agreement with the pre-tag data.
This t includes all ZH ! ``bb leptonic channels in order to take into account correlations
from one leptonic channel to another. For example, a correction to the Z=+2jet cross
section should be common across all leptonic channels.
The multijet samples must also be normalized to match the number of multijet events
which actually satisfy the pre-tag selection criteria. The low m`` region is dominated by
multijet events, so it serves to constrain the multijet normalization. As the cuts dier for
each leptonic channel and the eciency may depend on jet multiplicity, a separate multijet
scale factor () is t for each channel and jet-multiplicity bin.
The peak in the m`` distribution from Z production is used to constrain the product of
lepton eciency, integrated luminosity, and Z= production cross section in each jet bin.
As the inclusive Z= cross section, dominated by the zero-jet bin, is known to much better
accuracy than the Z=+2jet cross section, the zero-jet bin is used to constrain the product
of lepton eciency and luminosity, which applies to every MC sample, while the two-jet bin
is used to constrain the Z=+2jet cross section.
The normalization t is performed simultaneously for all jet-multiplicity bins and lep-
tonic channels. The contribution of each background component is scaled by appropriate t
parameters: an Njets-independent lepton eciency correction multiplies all MC background,
and an Njets-dependent correction to the Z= cross section multiplies all Z= samples.
Using dilepton invariant mass histograms with mass-bin index m, for each lepton channel i
and jet multiplicity bin j, tallied separately for data (D
ij
m), Z=+jets MC (Z
ij
m), non-Z=
MC (O
ij
m), and multijet (Q
ij
m), the combined t minimizes the 2 given in equation 5.1.92
2 =
X
i
X
j
X
m
1
D
ij
m

Dij
m   ijQij
m   kLki


k
j
ZZij
m + Oij
m
2
(5.1)
The parameters obtained from the t account for the luminosity (kL), the lepton e-
ciency for each leptonic channel (ki
), the Z= cross section for each jet-multiplicity bin
(k
j
Z), and the multijet normalization for each channel and jet-multiplicity bin (ij).
There are too many parameters to determine directly from data, so some external con-
straints are necessary. The most important constraint is on the Z=+0jet cross-section.
For determining the nominal normalization parameters we x k0
Z = 1, which is equivalent to
assuming that the inclusive Z= cross-section is known exactly. We reexamine this external
constraint when assessing systematics, as described in section 5.10. Also, the luminosity
factor kL appears everywhere alongside the lepton eciency ki
. As we have no need to
separate these two eects, we merely x kL = 1, absorbing any luminosity error into the
factor ki
. Were we provided no luminosity estimate whatsoever, the analysis could proceed
unchanged: we would lose only the cross-check that the factor k0
 is near one.
The multijet background is most signicant in the region of low dilepton invariant mass,
m`` < 60 GeV. In order to achieve a normalization optimized for the tighter signal region
60 < m`` < 150 GeV, the combined t is applied in two stages. First, all parameters are
free and t in the extended range 40 < m`` < 150 GeV. Then, the multijet factors  are
xed and the t is repeated in the tighter range 60 < m`` < 150 GeV.
The normalization results are not consistent between RunIIa and RunIIb. For this
reason, we t RunIIa and RunIIb separately. To account for these discrepancies, additional
systematic uncertainties are applied, as discussed in section 5.10. The t results for the 
and ee channels are presented in table 5.2. For both normalization ts, 2=nDF  2.93
RunIIa
 ee
ki
 0:951  0:003 1:09  0:01
i0 1:00  0:07 1:07  0:05
i1 0:25  0:03 1:01  0:12
i2 0:014  0:004 0:47  0:07
RunIIb
 ee
ki
 0:894  0:002 0:96  0:01
i0 1:89  0:10 0:67  0:01
i1 0:20  0:02 0:61  0:01
i2 0:011  0:003 0:55  0:01
RunIIa RunIIb
k0
Z 1 1
k1
Z 0:963  0:007 0:917  0:005
k2
Z 1:09  0:01 1:00  0:01
Table 5.2: Combined normalization t results and statistical uncertainties.94
5.6 b Jet Selection
In order to better isolate the H ! bb signal from light-jet background processes, we require
b-tagged jets in each event, using the neural network b tagger described in section 3.5. First,
we select events with at least two loose b-tagged jets, where \loose" means NN output greater
than 0.2. I will refer to this b-tagging requirement as our \2L" selection. The sample of
2L-selected events provides the bulk of our sensitivity to a Higgs signal, but we also use a
second, orthogonal tagging requirement to maximize signal acceptance. From the sample
of events failing the 2L requirement, we select events with exactly one tight b-tagged jet,
where \tight" means NN output greater than 0.85. I'll refer to this second b-tagged sample
as our \1T" selection.
To optimize the discrimination power of dijet variables, as the Higgs boson is expected
to decay to two b jets, we use the available b-tagging information when selecting the two
jets from which we construct the dijet system. When tagging information does not unam-
biguously select two jets, the pT of each jet is used to resolve the ambiguity. If an event has
more than two tagged jets, we form the dijet system from the two highest-pT tagged jets.
If an event has only one tagged jet, we take the highest-pT untagged jet as the second b jet.
The remainder of this section is devoted to our handling of b tagging in our background
and signal models. In subsection 5.6.1, I discuss how we correct for mismodeling of the
taggability eciency in our simulated events. Subsection 5.6.2 explains how we indirectly
tag simulated jets to retain statistical signicance in our MC samples. Finally, subsection
5.6.3 describes the method of indirect b tagging used to retain statistics in the modeling of
our post-tag multijet background.
5.6.1 Taggability
For a jet to be tagged as a b-jet, it must rst pass a taggability requirement, as described
in section 3.5. It should be noted that we only require taggability for jets that are b-
tagged. Because tracking is more ecient in simulation, the taggability eciency is higher
in simulated events than in data, so we must apply scale factors to our MC events to properly
model the impact of the taggability requirement. Also, these scale factors tend to be highly95
sample-dependent, so we derive them using our own selected pre-tag data and MC samples
in the  and ee leptonic channels. To alleviate pT bias, both the leading and second jets
in the event are used to derive these analysis-specic scale factors.
Our treatment of the taggability scale factors diers somewhat between RunIIa and
RunIIb, since we don't require vertex conrmation in RunIIa. We rst discuss the simpler
case of the RunIIb correction. Figure 5.7 shows the taggability rates in RunIIb data and
MC, expressed as functions of jet s =   sign(zPV) and of jet pT. Also shown are the
ratios of data to MC, which dene the taggability scale factors. There is no signicant
dependence on pT, so the scale factor is evaluated as a function of s only. We parametrize
this dependence using a fourth order polynomial. An \anti-taggability" scale factor for the
inverted taggability requirement is also determined, as shown in gure 5.8. Anti-taggability
scale factors are required to account for mismodeling of the rate for jets to fail the taggability
criteria.
As shown in gure 5.9, the taggabilty scale factor for RunIIa does vary with jet pT. To
model this dependence, taggability and anti-taggability scale factors are computed inde-
pendently for jets with pT < 30 GeV and pT > 30 GeV. The scale factors in these two pT
regions, expressed as functions of s, are shown in gures 5.10 and 5.11.
To evaluate the impact on our simulated event selection, we calculate the taggability
scale factor for each taggable jet and the anti-taggability scale factor for each jet that is not
taggable. We then apply the product of these scale factors over all jets in each event as an
event weight to correct the simulated post-tag event yields.
5.6.2 Event Weights from TRF's
Limited statistics in our Monte Carlo samples necessitate a probabilistic treatment of b
tagging in simulated events. Instead of directly tagging the jets, we allow for the possibility
that any jet in the event could be tagged. Tag rate functions, as described in section
4.3.4, give the probability that a given jet is tagged as a function of the jet avor, pT, and
. (A dependence on taggability is also implied, as jets that are not taggable have zero
probability to be tagged.) Because we use dijet variables that depend on which jets are96
Figure 5.7: Taggability in RunIIb. The top plots show the eciencies for data (black) and
MC (red) jets versus jet s (left) and pT (right). The bottom plots show the ratios of data
eciencies to MC eciencies. The ratio, expressed as a function of s, is parametrized as a
fourth order polynomial and used as a scale factor. No dependence on jet pT is observed.97
Figure 5.8: Anti-taggability in RunIIb. The top plots show the rates in data (black) and
MC (red) jets versus jet s (left) and pT (right). The bottom plots show the ratios of data
eciencies to MC eciencies. The ratio, expressed as a function of s, is parametrized as a
fourth order polynomial and used as a scale factor. No signicant dependence on jet pT is
observed.98
Figure 5.9: Taggability in RunIIa. The top plot shows the eciency for data (black) and
MC (red) jets versus jet pT. The bottom plot shows the ratio of data eciency to the MC
eciency.99
Figure 5.10: Taggability in RunIIa. The top plots show the eciencies for data (black) and
MC (red) jets versus jet s. The bottom plots show the ratios of data eciencies to MC
eciencies. On the left, we require jet pT < 30 GeV. On the right, we require jet pT > 30
GeV.100
Figure 5.11: Anti-taggability in RunIIa. The top plots show the eciencies for data (black)
and MC (red) jets versus jet s. The bottom plots show the ratios of data eciencies to MC
eciencies. On the left, we require jet pT < 30 GeV. On the right, we require jet pT > 30
GeV.101
tagged, it is not sucient to know the total probability that each event satises the 2L or
1T tagging criteria. Instead, we must consider all possible di-b-jet combinations and assign
appropriate TRF-based probabilities to each jet pair. Thus, one MC event may provide
several alternative values (with associated weights) of any dijet variable, corresponding to
all potentially tagged jet pairs in the event. In the remainder of this subsection, I describe
how we use TRF's to obtain the 2L and 1T weights associated with each jet pair.
To select a jet pair as 2L-tagged, the pair must comprise the two highest-pT tagged
jets. Let Li be the probability that jet i has a loose tag. For a given jet combination
1  i < j  Njets, where i and j are pT-ordered jet indices, the probability that each jet
pair is 2L-tagged is given in table 5.3, for events with up to four jets. Equation 5.2 gives
the general formula for these probabilities, which is applicable to events with any number
of jets.
p(i;j) =
LiLj
(1   Li)(1   Lj)
j Y
k=1
(1   Lk): (5.2)
To select a jet pair as 1T-tagged, one of the jets must have a tight tag, and no other
jet in the event can have even a loose tag; otherwise, the event would be 2L-tagged. To
complete the 1T pair, the highest-pT non-tagged jet is selected. It is therefore impossible
not to include the highest-pT jet in a 1T pair, as it is always either tagged or the highest-pT
non-tagged jet. Dene Li as above, and let Ti be the probability that jet i has a tight tag.
For a given jet combination 1  i < j  Njets, the probability that each jet pair is 1T-tagged
is given in table 5.4, for events with up to four jets. Equation 5.3 gives the general formula
for these probabilities (ij is the Kronecker delta function), which is applicable to events
with any number of jets.
p(i;j) = i1

Tj
1   Lj
+ j2 
T1
1   L1
 Njets Y
k=1
(1   Lk) (5.3)
5.6.3 Tagging in the Multijet Sample
Direct b tagging in the multijet sample results in a very low-statistics model of our post-tag
multijet background, with statistical uctuations obscuring much of the multijet shape in102
Njets Jet Pair (ij) 2L Probability
2 12 L1L2
3 12 L1L2
13 L1(1   L2)L3
23 (1   L1)L2L3
4 12 L1L2
13 L1(1   L2)L3
14 L1(1   L2)(1   L3)L4
23 (1   L1)L2L3
24 (1   L1)L2(1   L3)L4
34 (1   L1)(1   L2)L3L4
Table 5.3: The probability for a jet pair to be 2L-tagged, in terms of the loose TRF's Li,
in events with up to four jets.
Njets Jet Pair (ij) 1T Probability
2 12 T1(1   L2) + (1   L1)T2
3 12 T1(1   L2)(1   L3) + (1   L1)T2(1   L3)
13 (1   L1)(1   L2)T3
23 0
4 12 T1(1   L2)(1   L3)(1   L4) + (1   L1)T2(1   L3)(1   L4)
13 (1   L1)(1   L2)T3(1   L4)
14 (1   L1)(1   L2)(1   L3)T4
23 0
24 0
34 0
Table 5.4: The probability for a jet pair to be 1T-tagged, in terms of the loose (Li) and
tight (Ti) TRF's, in events with up to four jets.103
Epoch 1T Scale 2L Scale
RunIIa 9:5  0:4 11:7  0:5
RunIIb 10:8  0:3 10:8  0:3
Table 5.5: The scale factors obtained by comparing direct b tagging with the application of
light-jet TRF's in the multijet sample. They are signicantly larger than one because the
multijet sample has non-negligible heavy-avor jet content.
many important variables. To avoid these uctuations and preserve a statistically signicant
background shape, we employ an indirect method of tagging in the multijet sample. The
true avors of jets are unknown in the data-based multijet sample, but we do know that most
jets have light avor. Thus, we apply the light-jet TRF's to all jets in the multijet sample,
calculating 2L and 1T event weights as described in the preceding section. These weights
lead to underestimated post-tag multijet event yields, as there is in fact some heavy-avor
jet content in the multijet background. To correct for this, we apply scale factors to bring
the post-tag multijet yields into agreement with the yields obtained through direct tagging
in the multijet sample. Table 5.5 shows the scale factors used for this purpose, along with
their statistical uncertainties.104
5.7 Event Yields
Table 5.6 shows event yields in the data, the total background model, each background
separately, and the ZH signal model (assuming mH = 115 GeV). The rst column of yields
gives the number of events after selection of two muons but before the dimuon mass cut
and before any jet selection. The second column gives event yields after the full selection
of muons and jets but before b tagging. Finally, the third and fourth columns give event
yields after the 1T and 2L b-tagging requirements, respectively. RunIIa and RunIIb yields
are presented separately, since dierent MC samples were used for the dierent data epochs.
In table 5.7, the benets of the various stages of selection are clear. In particular, S=B
increases by factors of 10 and 20 upon applying, respectively, the 1T and 2L b-tagging
criteria. The signicance S=
p
B is a rudimentary measure of our sensitivity to a signal; in
a simple counting experiment, neglecting systematic uncertainties, we would expect to see
evidence of the signal if S=
p
B > 3. Also shown in table 5.7 are the substantial improvements
to signal signicance that result from b tagging.105
RunIIa
Njets  0 Njets  2 (pre-tag) 1 tight tag 2 loose tags
data 100153 5497 112 77
background 97348  151 5383  15 120:89  0:54 67:11  0:38
Multijet 975  24 28:09  0:63 3:258  0:076 3:036  0:061
Zjj 93363  149 4643  14 31:097  0:083 14:238  0:037
Zb b 768:6  2:9 197:1  1:6 50:32  0:48 25:59  0:33
Zc c 2032:1  6:8 432:5  3:2 25:67  0:23 11:72  0:13
ZZ 43:75  0:38 24:75  0:29 1:962  0:049 1:939  0:060
ZW 53:72  0:65 26:81  0:47 0:974  0:028 0:374  0:015
t t 48:38  0:24 27:28  0:18 7:461  0:052 10:162  0:075
ZH(115) 1:3059  0:0074 1:0630  0:0067 0:2907  0:0020 0:3705  0:0027
RunIIb
Njets  0 Njets  2 (pre-tag) 1 tight tag 2 loose tags
data 198567 8286 223 184
background 197251  271 8161  38 229:3  1:2 160:20  0:93
Multijet 6195  101 43:72  0:73 5:90  0:11 6:380  0:096
Zjj 185308  251 6876  37 50:98  0:28 40:96  0:21
Zb b 1481:8  6:2 341:0  3:2 94:4  1:0 57:02  0:80
Zc c 3830  14 744:8  6:5 56:10  0:58 29:69  0:35
ZZ 90:48  0:92 44:52  0:68 3:71  0:12 3:89  0:14
ZW 110:9  1:4 47:88  0:98 2:042  0:064 0:971  0:037
t t 107:85  0:58 56:76  0:42 15:95  0:12 21:16  0:17
ZH(115) 2:986  0:022 2:287  0:019 0:6402  0:0057 0:8164  0:0077
Table 5.6: Event yields before and after b tagging. Dimuon selection is implied, though the
dimuon invariant mass cut is omitted for the Njets  0 yields.106
Njets  0 Njets  2 (pre-tag) 1 tight tag 2 loose tags
S=B 1:5  10 5 2:5  10 4 2:7  10 3 5:2  10 3
S=
p
B 7:9  10 3 2:9  10 2 5:0  10 2 7:9  10 2
Table 5.7: The expected ratio of signal to background and expected signicance S=
p
B
before and after b tagging, using the sum of event yields from RunIIa and RunIIb.107
5.8 Kinematic Fit
The D detector measures lepton energy more precisely than jet energy. Futhermore,
the pT of the bb system is expected to be small in any ZH signal events and in most
background events. As a result, a signicant transverse momentum imbalance is usually
due to poor measurement of the jet energy. To make optimal use of the available kinematic
information, the energies and angles of the two muons from the Z candidate and the two
jets associated with the Higgs are t within their resolutions to new values [46], minimizing
a multidimensional 2 function subject to the following constraints:
 m = mZ, approximated as a Gaussian with width  Z=2:35  1 GeV;
 px = 0, allowing for a bb system boost along the x axis with a Gaussian width of
7 GeV; and
 py = 0, allowing for a bb system boost along the y axis with a Gaussian width of
7 GeV.
The width the bb pT distribution was determined from the ZH MC, as were the jet
and muon angular resolutions. When there are more than two jets in the event, we vary only
the two jets used to construct the dijet invariant mass. Figure 5.12 shows the b-tagged dijet
invariant mass distributions before and after the kinematic t. The dijet mass distribution
of the background samples is broadened, but shifted towards lower values. Both the signal
resolution and the signal to background ratio are improved. As a result of the kinematic
t, signal signicance improves by 8% in the vicinity of the Higgs resonance.108
Figure 5.12: Dijet invariant mass, requiring 1 tight tag (left) and 2 loose tags (right), before
(top) and after (bottom) applying the kinematic t.109
5.9 Multivariate Classier
Given a sample of simulated signal and background, in which each event contains several
kinematic variables, and the signal and background have somewhat dierent shapes in these
variables, our task is to construct a function that takes these variables as input and provides
an output that optimally separates the signal from the background. Such a function is
commonly known as a multivariate classier, and the process of constructing the classier
is generally called training. A typical classier has an output ranging from zero to one.
With ideal separation power, a cut at 0.5 would result in two samples: one of purely signal,
the other of purely background.
With any type of multivariate classier, because the signal and background samples used
for training are discrete and nite, one must be cautious to minimize sensitivity to statistical
uctuations in the training sample. The phenomenon in which a classier becomes trained
to respond to statistical uctuations is known as overtraining, and it generally leads to
suboptimal classiers. In the ZH ! bb analysis, we omit the multijet background from
our training procedure for precisely this reason, as the data-based multijet model suers
from sizeable uctuations. Fortunately, this omission does not lead to large degradations in
our results, as the multijet background is quite small, and several kinematic variables treat
the multijet background similarly to the t t background, which we do include in our training
sample.
To ensure the validity of our results, it is of utmost importance that the classier output
be well modeled. First, this requires that every variable input to the classier is well-
modeled. Also, we must avoid any mismodeling due to overtraining by using separate
samples for training and evaluation of results. In fact, to avoid optimization bias as well,
we must separate the evaluation sample from any events that are used to optimize the pa-
rameters of the classier. These events, to which I'll refer as the testing sample, should also
be kept separate from the training sample, so as to avoid optimization based on statistical
uctuations. In the ZH ! bb analysis, we are careful to keep these samples separate,
using 1/4 of our simulated events for training, 1/4 for testing, and the remaining 1/2 for
evaluation of results.110
The specic type of classier we've chosen is a random forest (RF), which is a collection of
decision trees (DT's) trained with many random subsets of the total training sample. This
classier was chosen for its stability against statistical uctuations, its simplicity (which
translates to very fast training and ample time available for optimization), and the ease
with which it handles complicated correlations among a large number ( 20) of variables.
5.9.1 Decision Trees
A decision tree divides the n-dimensional phase space dened by its n input variables into
many rectangular regions, called leaves. Each leaf would ideally contain only signal or only
background, but realistically, we associate with each leaf a purity, dened as the fraction
of events in the leaf that are signal. The output of a DT is just the purity of the leaf that
contains the input event. Thus, the DT output ranges from zero to one, with the signal
distributed near one and the background near zero.
The goal of a DT is to arrive at leaves containing only signal or only background. Both
signal-rich and background-rich leaves are equally desirable, so to quantify this goal we
construct a gure of merit that is symmetric about purity p = 0:5. A very simple but
eective gure of merit is known as the Gini index, dened as G = p(1   p). Using the
Gini index, a perfect classier would allow one to dene a threshold such that events above
the threshold have G = 0, as do events below the threshold, while the entire collection of
events might be maximally mixed with G = 1=4. We may compare the eectiveness of
thresholds meant to separate signal from background by calculating the average decrease
in the Gini index, G, from the parent sample to the two daughter samples dened by
each threshold. G is dened in equation 5.4, where the subscript 0 indicates the parent
sample, the subscripts 1 and 2 indicate the daughters, and N is the number of events in the
indicated sample (N0 = N1 + N2).
G = G0  
1
N0
(N1G1 + N2G2) (5.4)
To begin training a decision tree, we dene the root node as containing the entire training
sample. Considering the full spectrum of every input variable, we nd the single variable111
and threshold that maximize G for the root node, and we apply this cut to create two
daughter nodes. Next, for each daughter node, if it has a sucient number of events, then
nd the variable and threshold that maximize G for this node. Apply the cut, and repeat
this procedure on the resulting daughter nodes. If a node has fewer events than a specied
threshold (usually  100), then the node becomes a leaf (i.e. it is not further divided) with
purity dened by the signal and background events it contains from the training sample.
The lower limit on the number of events in a node helps to avoid overtraining. To further
reduce overtraining in the decision trees we use in the ZH ! bb analysis, we also limit
the depth of each tree to 15 nested decisions. Even so, a single DT remains sensitive to
statistical uctuations because of its structure. For example, if there are two variables that
are uncorrelated but have similar separation power, a uctuation could well determine which
variable is chosen, and this choice can dramatically aect the subsequent structure of the
decision tree, potentially resulting in a suboptimal classier. Fortunately, the techniques
used to build a random forest alleviate this problem.
5.9.2 The Random Forest
In a random forest, each decision tree is trained using a random subset of the total training
sample. This subset is selected with a technique called bagging, or Bootstrap AGGregatING.
If the total training sample contains N events, then we randomly choose an event N times
from the full training sample. To preserve the phase-space distribution of events for every
choice, events are never removed from the training sample: we are allowed to choose the
same event (randomly) multiple times. As duplicate events are removed, this process results
in a random sample containing fewer than N events. In the ZH ! bb analysis, we train
200 decision trees using bagging to select the training sample for each tree, and the output
of the random forest is just the average output from all of the trees. In eect, bagging
smears the training sample and results in substantially less overtraining than a single DT.
In the ZH ! bb analysis, we found that it was optimal to further randomize the
trees by considering only a random subset of variables when maximizing G at each node
in each tree. The optimal number of variables to consider at each node was roughly half112
of the total number of variables. We interpret this as specically smearing the correlations
between variables, which can be particularly sensitive to statistical eects.
For implementation of the Random Forest classier in the ZH ! bb analysis, we used
the TMVA software package [47].
5.9.3 Input Variables
As it is dicult to predict which variables will be useful after a series of nested cuts, from the
outset we considered as many variables as possible and paid little attention to the apparent
separation power of each variable. First, we narrowed the list by requiring that the pre-
tag distribution of the variable be well modeled. We computed the Kolmogorov-Smirnov
(KS) and 2 probabilities for each pre-tag distribution and rejected variables for which both
probabilities were less than 5%. Then, preliminary RF's were trained in each ZH ! ``bb
leptonic channel in order to rank the variables according to how often they were chosen to
optimize G. As expected, any variables dependent on lepton type did not rank highly, so
the most important 20 variables common to all channels were chosen for the training of a
common random forest. Merging the leptonic channels for the training of the RF provides
maximum training statistics, thus protecting us from overtraining, and also relieves some
sensitivity to channel-specic systematic errors.
While the leptonic channels were merged to train the random forests, separate RF's
were trained using the 1T and 2L b-tagging criteria, as the dierent tag selections result in
dierent mixtures of backgrounds. For example, the t t background is more prominent in
the 2L selection. Also, because jets and b tagging are signicantly dierent between the two
data epochs, separate RF's were trained for RunIIa and RunIIb. In RunIIa, we observed
that the post-kinematic-t jet pT was not well modeled, so those two variables were omitted
from the training of the RunIIa RF's.
The four distinct variables most often used by the random forests are the dijet invariant
mass, the leading jet pT,  between the two leptons, and the scalar sum of pT from the
two jets and two leptons. Our dijet mass distributions are shown in gure 5.12, while
distributions of the other three variables are shown in gure 5.13. All 20 variables used as113
input to the RF are described below.
Jet Variables
These jet-related variables were used as inputs to the RF discriminant:
 dijet invariant mass, both before and after the kinematic t;
 pT of each jet in the dijet pair, both before and after the kinematic t;
 pT of the dijet system;
  and  between jets in the dijet pair; and
 invariant mass and pT of the system of all jets in the event.
Lepton Variables
These lepton-related variables were used as inputs to the RF discriminant:
 pT of the dilepton system;
  and  between leptons in the dilepton system; and
 collinearity of the leptons in the dilepton system.
Global Variables
These variables, related to both jets and leptons, were used as inputs to the RF:
 invariant mass of the ``bb system;
 pT of the ``bb system;
 scalar sum of lepton and jet pT's in the ``bb system;
  between the dilepton and dijet systems; and114
Figure 5.13: Distributions of leading jet pT (top),  between muons (middle), and scalar
sum of pT from the two jets and two muons (bottom). On the left are 1T-selected events;
on the right, 2L-selected events.115
 cosine of the angle  between the beam and the dilepton system, in the rest frame of
the initial state.
5.9.4 Performance
In addition to having separate random forests depending on data epoch and b-tag selection,
we trained dierent RF's for each hypothetical Higgs mass between 100 and 150 GeV in 5-
GeV steps. The mass of the Higgs boson has a large impact on the expected kinematics of the
signal, so we expect that entirely dierent decision trees will be optimal at dierent values
of mH. For example, the optimal thresholds on the dijet mass should clearly depend on
mH. Figure 5.14 shows the pre-tag output distributions of the RF's trained using mH = 115
GeV. In these high-statistics plots, it is clear that the RF output is well modeled. Figure
5.15 shows the same RF outputs in 1T- or 2L-tagged events. These are the distributions
we use to set limits on ZH production at mH = 115 GeV.116
Figure 5.14: Pre-tag RF output distributions in RunIIa (left) and RunIIb (right), using the
1T-trained RF's (top) and the 2L-trained RF's (bottom).117
Figure 5.15: Post-tag RF output distributions in RunIIa (left) and RunIIb (right), with 1T
tagging criteria (top) and 2L tagging criteria (bottom).118
5.10 Systematic Uncertainties
In addition to the statistical uncertainties inherent to samples of discrete events, we must ac-
count for the systematic uncertainties in our methods of modeling the expected backgrounds
and signal. Because this analysis is based purely on a comparison between the data and
the expected background and signal predictions, we ignore any systematic uncertainty in
our interpretation of the data. For example, the JES may not be entirely correct when
applied to b jets, but so long as this error is common between the data and our background
and signal models, it does not invalidate our results. If a 115-GeV Higgs were apparent in
our data, we would expect to see a dijet invariant mass peak closer to 100 GeV; thus, we
would not infer the Higgs mass directly from this dijet mass distribution, but instead via
comparison with signal hypotheses at several values of the Higgs mass. The only systematic
uncertainties we consider are those which could lead to disagreements between the data and
the background and signal models, thereby hiding a true signal or creating a false signal.
We can further restrict the types of systematic errors of concern to us by considering the
eect of our background normalization procedure. If the eect of an error is to increase or
reduce the event yield of all MC samples equally, the normalization procedure compensates
for it. After normalization, the event yields are insensitive to this type of error. Therefore,
we consider only those systematic uncertainties with the potential to change the shape of the
modeled RF output distribution. Most notably, we ignore the uncertainty in the integrated
luminosity measurement. Our application of the measured luminosity to all MC samples
only serves to ensure that k and kZ in equation 5.1 are close to unity.
It is useful to distinguish between two remaining types of systematic uncertainties of
importance to this analysis. The simpler type is the at systematic, which only aects the
event yield of a particular background or signal model. Although a at systematic does
not alter the shape of the RF output distribution for the specic model in question, the
shape of the total RF output distribution may change due to one background or signal
model increasing in yield with respect to the others. The canonical example of a at
systematic is the theoretical uncertainty in the cross section for a particular background
process. The other type of systematic uncertainty arises because we use the full shape of119
the RF output to obtain results. So-called shape systematics are applied on a per-event basis
and cannot be reduced to an overall scale applied to an entire background or signal model.
Shape systematics arise from the identication and calibration of simulated jets, from the
application of b-tagging TRF's, and from reweightings applied to improve the accuracy of
our MC samples, to name a few sources. In this section, we describe the sources and our
handling of all at and shape systematics considered for this analysis.
5.10.1 Flat Systematics
While our normalization procedure allows us to ignore some systematic uncertainties, the
resultant event yields remain somewhat uncertain, and those uncertainties have several
sources. We have attempted to divide the uncertainties into components corresponding to
specic sources, as the source of an error controls how the error should be handled in our
limit-setting procedure. In the following list, I describe the uncertainties (all at systemat-
ics) arising from our background normalization procedure. All numbers quoted below are
fractional errors indicating how much the actual value might vary from the nominal value.
 The post-tag multijet background yield is uncertain because there are very few directly
tagged events in the multijet sample. Also, our application of the light-jet TRF
has some eect on the shape of the multijet sample. This eect may be erroneous,
considering the multijet sample does in fact contain heavy-avor jets. Finally, our
method of selecting the multijet sample may result in exaggerated heavy-avor content
in comparison to the actual multijet background. To cover all of these potential sources
of error, a 30% uncertainty on the multijet background is required in RunIIa, and 20%
is required in RunIIb.
 The background normalization t gives us a statistical uncertainty in k2
Z, due to
limited statistics in pre-tag data. This uncertainty amounts to 1.14% in RunIIa and
0.9% in RunIIb, applied only to our Z+jets background models.
 When the normalization procedure is performed using only the  leptonic channel,
the obtained value of k2
Z is dierent by 2%. Because k2
Z should not depend on lepton120
Final State Uncertainty
Z= + bb=cc 20%
Diboson 7%
t t 10%
ZH 6%
Table 5.8: Theoretical cross-section uncertainties.
avor, we interpret this as an indication that k may be in error. Thus, we assign a
2% uncertainty to all MC samples.
 The values of k2
Z obtained in the separate RunIIa and RunIIb normalization ts dier
by 9%. Since k2
Z should not depend on data epoch, we interpret this as a sign that k2
Z
is compensating for an error in simulated jet identication. Thus, it may be that k2
Z
should be applied to all MC samples and not only to Z+jets. To reect this ambiguity
in our method, we assign a 9% uncertainty to all non-Z+jets MC samples.
 Our normalization procedure assumes that the inclusive Z production cross section
is known with innite precision, but of course this is not the case. We assign a 6%
uncertainty to the inclusive Z cross section, and apply this uncertainty to all non-
Z+jets MC samples.
The remaining at systematics are the theoretical uncertainties in the background and
signal cross sections. Table 5.8 shows the fractional uncertainties we assign to each simulated
background and signal process. Associated production of Z bosons with light-avor jets is
absent from the table because it is constrained by the background normalization procedure.
5.10.2 Shape Systematics
The following list describes all shape systematics considered in this analysis. It is dicult
to assign a number to quantify a shape systematic, but tables 5.9 and 5.10 provide a sense121
for the impact of the various uncertainties with weighted averages of the unsigned shifts in
event yield over all RF output bins.
 There are 40 independent uncertainties associated with the PDF's used in generating
our MC samples, but most have very little eect on our nal RF output distributions.
We choose the two uncertainties with the largest eects on our event yields, and add
them in quadrature. The resultant PDF systematic is applied to all MC samples.
 The inclusive trigger correction is uncertain, as it is derived from a sample of data
with limited statistics. Because the overall trigger eciency is constrained by our
normalization procedure, we consider only the dierences in shape that could result
from an erroneous trigger correction. Without changing the total event yield, we
exaggerate and diminish the shape of the trigger correction according to the statistical
uncertainty in the ratio of inclusive to single-muon triggered data.
 Since jet identication is more ecient in MC than in data, simulated jets are ran-
domly rejected according to jet ID scale factors, as described in section 4.3.3. To
assess the eect of a potential error in the jet ID SF's, we shift the SF's down by
their uncertainty and redo the random rejection of identied jets. Using these new
events with substantially dierent jet content, we repeat our selection and normaliza-
tion procedures, and we reevaluate the kinematic t and the RF. This yields a shifted
RF output distribution, and the dierence from the nominal RF output distribution
is the shape systematic from the uncertainty in the jet ID SF's.
 Since the jet energy resolution is better in MC than in data, simulated jets are ran-
domly smeared to match the energy resolution as measured in data (see section 4.3.3).
However, the amount by which jets are smeared is uncertain, and we assess the impact
of this uncertainty by under- and over-smearing the jets in every MC sample. This
results in samples of events with dierent jet content than the nominal sample, so
we must repeat our jet selection and normalization using these new events. We thus122
obtain shifted RF output distributions that describe the shape systematic from the
uncertainty in the jet energy resolution correction.
 Similar to the treatment of the jet ID and jet resolution systematics, shifting the jet
energy scale up and down by its uncertainty results in new events with dierent jet
content. Again, jet selection and normalization are redone to yield shifted RF output
distributions that describe the shape systematic from the uncertainty in the energy
scale for simulated jets.
 In RunIIb, the requirement that jets be vertex-conrmed is eectively an addition to
the jet denition, so the uncertainty in the corresponding vertex conrmation scale
factors is handled in much the same way as the uncertainty in the jet ID scale factors.
A shifted RF distribution is obtained that describes the eect of varying the vertex
conrmation SF's down by their uncertainty, and varying the SF's up is assumed to
have the opposite eect on the RF output distribution.
 Taggability SF's derived using events with only one jet are substantially dierent from
those derived using two-jet events. Since the taggability SF's should not depend on jet
multiplicity, we dene their uncertainties to be large enough to cover this dierence.
Because we apply taggability scale factors as event weights, we adjust the weights up
and down according to their uncertainties in order to assess the shape systematic from
the uncertainty in our taggability SF's.
 It is known that the b-tagging TRF's for b and c jets are highly correlated, while
the light jet fake rate is independent of the other TRF's. To approximate these
correlations, we correlate all TRF's in MC samples enriched with heavy avor, shifting
all TRF's up and down by their uncertainties to obtain shifted weights for each event.
The resultant, shifted RF output distributions describe the shape systematic from the
uncertainty in the heavy-avor TRF's. Likewise, we shift all TRF's up and down in
a correlated fashion in all MC samples devoid of heavy-avor jets to obtain the shape123
systematic from the uncertainty in the rate at which light jets are misidentied as b
jets.
 Uncertainty in the Z pT reweighting comes entirely from limited statistics in the
Z ! ee data used to derive the reweighting. We adjust Z+jets background event
weights up and down according to this uncertainty, which yields shifted RF output
distributions that describe the shape systematic from Z pT reweighting.
 Similar to Z pT reweighting, uncertainty in the jet angle reweighting comes entirely
from limited statistics in the data used to derive the reweighting. Again, we adjust
Z+jets background event weights up and down to assess the shape systematic from
jet angle reweighting.124
RunIIa
Systematic ZH (115) Zjj Zbb Zcc Diboson t t Multijet
PDF 0.9 0.6 1.7 0.9 0.2 0.7
Inclusive Trigger 1.9 1.9 2.0 2.1 2.2 1.9
Jet ID 1.0 0.6 0.5 0.4 0.6 0.7
Jet Resolution 3.3 3.9 8.9 7.8 5.4 5.5
JES 2.4 1.0 3.5 1.7 3.5 4.0
Taggability SF 2.4 2.2 2.5 2.5 2.4 2.5
TRF (heavy) 1.0 2.3 4.0 0.4
TRF (light) 16 3.8 1.6
Z pT RW 2.2 2.3 2.1
Jet Angle RW 0.9 0.9 0.9
RunIIb
Systematic ZH (115) Zjj Zbb Zcc Diboson t t Multijet
PDF 1.0 0.7 1.6 1.0 0.2 0.3
Inclusive Trigger 1.8 1.7 1.8 1.8 1.8 1.7
Jet ID 1.5 0.1 0.4 0.3 1.5 1.0
Jet Resolution 1.3 2.2 4.9 3.3 1.5 2.4
JES 1.9 0.9 2.4 2.8 3.1 3.8
VCJ SF 3.4 0.4 0.7 0.7 3.6 3.4
Taggability SF 0.6 0.4 0.4 0.5 0.7 0.7
TRF (heavy) 0.03 2.3 3.6 0.4
TRF (light) 19 4.0 4.2
Z pT RW 2.4 2.6 2.3
Jet Angle RW 0.9 0.9 0.9
Table 5.9: Impact of shape systematics on 1T-selected events. Each number is a weighted
average of the (unsigned) percent change in event yield over all RF output bins for a
particular signal or background model, upon variation of a particular systematic uncertainty
by one standard deviation.125
RunIIa
Systematic ZH (115) Zjj Zbb Zcc Diboson t t Multijet
PDF 0.7 0.6 1.5 0.6 0.3 0.7
Inclusive Trigger 2.0 2.1 2.1 2.1 2.2 2.0
Jet ID 1.1 0.7 0.7 0.8 0.6 0.8
Jet Resolution 3.5 4.9 12 10 3.8 3.9
JES 3.1 1.0 3.0 3.2 3.7 3.4
Taggability SF 4.9 3.9 4.6 4.1 4.5 5.5
TRF (heavy) 5.6 4.6 5.3 6.5
TRF (light) 4.9 4.5 0.4
Z pT RW 2.2 2.1 1.9
Jet Angle RW 0.8 0.9 0.9
RunIIb
Systematic ZH (115) Zjj Zbb Zcc Diboson t t Multijet
PDF 0.7 0.7 1.5 1.3 0.1 0.4
Inclusive Trigger 1.8 2.1 1.9 1.8 2.2 1.8
Jet ID 1.5 0.1 0.4 0.3 1.5 1.7
Jet Resolution 2.0 1.3 7.9 3.7 4.2 0.9
JES 2.7 0.4 2.5 3.0 5.1 3.1
VCJ SF 4.2 0.5 0.7 0.7 3.6 3.4
Taggability SF 0.9 0.8 0.9 0.8 1.0 1.2
TRF (heavy) 5.0 4.1 4.5 6.7
TRF (light) 4.8 4.4 1.0
Z pT RW 2.5 2.3 2.1
Jet Angle RW 0.9 1.0 0.9
Table 5.10: Impact of shape systematics on 2L-selected events. Each number is a weighted
average of the (unsigned) percent change in event yield over all RF output bins for a
particular signal or background model, upon variation of a particular systematic uncertainty
by one standard deviation.126
5.11 Limit Setting
If an event is unlikely to occur but has a large number of opportunities to occur, the number
of occurrences should follow a Poisson distribution. With 1.5 million bunch crossings but
only 100 events recorded per second, the data collected by D are well-described by a
Poisson distribution. Furthermore, the likelihood that a given bunch crossing will provide
an event that passes the selection cuts in this analysis is exceedingly small. Therefore, we
describe the probability of d observed events in our data, given p predicted events in our
background and signal models, using equation 5.5. If we consider multiple independent bins
of data and predicted events, then each bin i is governed by the Poisson distribution, and
the total probability is just the product of all individual bin probabilities. In this analysis,
we consider several RF output bins for each data epoch and b-tag selection. By keeping the
1T and 2L RF output distributions separate, we avoid diluting the high signal signicance
resulting from the 2L selection. By separating RunIIa from RunIIb, we retain potentially
useful information as to how S=B changes from one data epoch to another.
P(djp) 
Y
i
p
di
i e pi
di!
(5.5)
When attempting to determine whether a Higgs signal is present in the data, the
background-only hypothesis HB must be compared to the signal+background hypothesis
HS+B. Each hypothesis yields a predicted number of events, and the Poisson distribution
provides a measure of compatibility with the data. We construct the log-likelihood-ratio
(LLR) L, dened in equation 5.6, to quantify which hypothesis is more compatible with the
data. If L > 0, then the data prefers HB; if L < 0, then the HS+B is preferred.
L(djHB;HS+B) =  2ln

P(djp(HS+B))
P(djp(HB))

(5.6)
Complications arise from the fact that the predicted number of events for a given hy-
pothesis is uncertain. Systematic errors could lead to false predictions, so we need a method
of taking systematic uncertainties into account. For each hypothesis, we allow the predicted
number of events to vary according to the systematic uncertainties, and we maximize com-
patibility with the data. In other words, we minimize the quantity , dened in equation127
5.7 [48]. Here, ~ s is a vector whose components represent the variations of the prediction in
the \directions" of the various systematic uncertainties. For example, if ~ s = (1;0; 2), then
there are three systematic uncertainties, and we have varied the prediction by shifting the
rst systematic up by one standard deviation and the third systematic down by two stan-
dard deviations. We minimize  by varying ~ s, which in turn varies the predicted numbers
of events p(H;~ s). In this step, we have approximated ln(di!)  di ln(di)   di, which is valid
for moderately high values ( 100 or greater) of di.
(djH;~ s) = 2
X
i

pi(H;~ s)   di   di ln

pi(H;~ s)
di

+ j~ sj2 (5.7)
  2ln(P (djp(H;~ s))) + j~ sj2
Let~ sB(d) be the systematic shifts that minimize , given the background-only hypothesis
HB, and let ~ sS+B(d) be the systematic shifts that minimize , given the signal+background
hypothesis HS+B. We redene the LLR in terms of the minimal values of , using equation
5.8. Taking into account the systematic uncertainties in predicted event yields, the quantity
L0 indicates the hypothesis most compatible with the data.
L0(djHB;HS+B) = (djHS+B;~ sS+B(d))   (djHB;~ sB(d)) (5.8)
To determine the statistical signicance of the observed value of L0, we generate a large
number of pseudoexperiments (PE's) for both hypotheses. To generate a PE, we randomly
sample an n-dimensional Gaussian distribution with unit variance and mean at the origin,
where n is the number of systematic uncertainties. Thus, we obtain a systematic shift vector
~ s and an associated prediction p(H;~ s). This prediction is randomly uctuated according
to Poisson statistics to produce pseudodata ~ d. For each PE, we evaluate L0(~ djHB;HS+B).
The collection of L0 values from all background-only PE's yields a probability distribution
fB(L0). Likewise, the S+B PE's yield a probability distribution fS+B(L0). Minimal overlap
between fB and fS+B would indicate high sensitivity to the signal.
The value of L0 at the peak of the fB distribution is the expected LLR (L0
exp) in the
absence of any signal, while the peak of the fS+B distribution gives the expected LLR if the128
Figure 5.16: Observed and expected LLR values versus hypothetical Higgs mass, using only
the  leptonic channel. The solid black line is the observed LLR, the dashed black line
is the background-only expected LLR, and the dashed red line is the signal+background
expected LLR. The green and yellow shaded areas are the 1 and 2 intervals for the
background-only LLR distribution.
S + B hypothesis is correct. If the observed LLR (L0
obs = L0(d)) were to dier from L0
exp
by more than two standard deviations of fB, we would begin to doubt either the modeling
of the background or the background-only hypothesis itself. As shown in gure 5.16, this
is not the case, so we conclude that the background-only hypothesis is consistent with the
data, and we proceed to set upper limits on Higgs production.
Because we aim to exclude the S + B hypothesis, we are interested in the integrals of
fB and fS+B from the observed LLR to innity in the background-like (positive) direction.
Shown explicitly in equations 5.9 and 5.10, each integral yields a condence level (CL) for
the one-sided condence interval [L0(d);1). To take into account potential mismodeling of
the background, we only reject the S+B hypothesis if the background-only hypothesis shows
signicantly better agreement with the data. Thus, we use the quantity CLS = CLS+B=CLB
to set limits on Higgs production [49]. If CLS = 0:05, this means a background-only PE is
20 times more likely than a S + B PE to be at least as background-like as the data, so we
would exclude the signal with 95% condence.129
CLB(d) =
Z 1
L0(d)
fB(L0)dL0 (5.9)
CLS+B(d) =
Z 1
L0(d)
fS+B(L0)dL0 (5.10)
With so much overlap between the fB and fS+B distributions, CLS is actually quite close
to one, so the condence with which we can exclude the expected, standard-model Higgs
signal is very small. To place upper limits on Higgs production, we exaggerate the signal
expectation until CLS = 0:05, so the exaggerated signal is excluded with 95% condence.
We report the scale factor by which the signal was exaggerated as our observed limit, and we
are 95% condent that the actual Higgs production rate must be lower than this factor times
the SM expectation. Additionally, we report expected limits obtained from the pseudodata
that maximize fB. As such, the expected limits assume that no Higgs signal exists, so the
rst hint of an actual Higgs signal would be an observed limit signicantly higher than the
corresponding expected limit.
In table 5.11 and gure 5.17, the observed and expected limits on ZH production are
presented, using only the  leptonic channel. This entire limit-setting procedure was
repeated 11 times for dierent values of the Higgs mass, ranging between 100 and 150 GeV
in 5-GeV steps. The limits are smallest at low values of mH because that is where the
expected rate of ZH ! ``bb production is largest. One might be concerned that there
are sizable dierences between the expected and observed limits at certain values of the
Higgs mass, but it is important to note that the data is everywhere compatible with the
background-only hypothesis (see gure 5.16), so these dierences are not signicant.
As the ZH ! bb analysis is part of a larger ZH ! ``bb eort, limits were also
determined from the combination of the  channel with all other leptonic channels (ee,
eeICR, and TRK). The expected and observed LLR values obtained from this combination
are plotted in gure 5.18, while expected and observed limits for all 11 hypothetical values
of the Higgs mass are shown in gure 5.19 and table 5.12.130
Figure 5.17: Expected and observed upper limits (95% CL) on ZH production versus
hypothetical Higgs mass, using only the  leptonic channel. The solid black line is the
observed limit, and the dashed red line is the background-only expected limit.
mH (GeV) Expected Limit Observed Limit
100 7.7 5.2
105 8.5 5.7
110 9.5 7.6
115 11.1 10.1
120 13.0 13.8
125 15.6 18.4
130 19.4 23.5
135 25.8 38.8
140 35.7 53.8
145 51.0 91.0
150 82.1 126.0
Table 5.11: Expected and observed upper limits on ZH production, using only the 
leptonic channel, for 11 hypothetical values of the Higgs mass between 100 and 150 GeV.
The limits are expressed in units of the expected SM production rate.131
Figure 5.18: Observed and expected LLR values versus hypothetical Higgs mass, combining
all ZH ! ``bb leptonic channels. The solid black line is the observed LLR, the dashed black
line is the background-only expected LLR, and the dashed red line is the signal+background
expected LLR. The green and yellow shaded areas are the 1 and 2 intervals for the
background-only LLR distribution.
Figure 5.19: Expected and observed upper limits (95% CL) on ZH production versus
hypothetical Higgs mass, combining all ZH ! ``bb leptonic channels. The solid black line
is the observed limit, and the dashed red line is the background-only expected limit.132
mH (GeV) Expected Limit Observed Limit
100 5.1 3.0
105 5.6 3.4
110 6.3 4.3
115 7.2 5.4
120 8.4 8.0
125 9.8 9.6
130 12.4 13.3
135 16.4 17.0
140 23.4 22.7
145 33.4 42.8
150 53.0 50.6
Table 5.12: Expected and observed upper limits on ZH production, combining all ZH !
``bb leptonic channels, for 11 hypothetical values of the Higgs mass between 100 and 150
GeV. The limits are expressed in units of the expected SM production rate.133
Chapter 6
CONCLUSION
We have presented the results of a search for associated production of Z and Higgs
bosons in the bb nal state, using 4.2 fb 1 of  pp collisions collected with the D detector.
We employed several sophisticated analysis techniques, such as the kinematic t and the
multivariate random forest discriminant. To reduce the impact of potential systematic
errors, we used the data to constrain many uncertainties in our signal and background
models. As no signicant excess over background was observed in the data, we evaluated
95% C.L. upper limits on ZH production by comparing the data with large collections of
background-only and signal+background pseudoexperiments. Assuming a Higgs boson of
mass 115 GeV, we exclude ZH production above 10.1 times the standard-model expectation,
using only the bb leptonic channel. Combining all ZH ! ``bb leptonic channels, we
exclude ZH production above 5.4 times the standard-model expectation. These results
were recently accepted for publication by Physical Review Letters [50].
No single Higgs search at the Tevatron is expected to be sensitive to the Higgs boson.
Sensitivity is achieved by combining channels and production modes, and even by combining
results from D and CDF. The latest results from the Tevatron-wide combination [4], using
up to 6.7 fb 1 of data, were able to exclude Higgs bosons of mass between 158 and 175
GeV using the dominant decay for high-mass Higgs bosons, H ! W+W . In the lower
mass range where ZH ! ``bb contributes substantial sensitivity, the combined 95% C.L.
upper limits are all less than  2:5 times the SM expectation. At mH = 115 GeV, Higgs
production above 1:6SM is excluded.
Already, more than 8.7 fb 1 of  pp collisions have been recorded by D, with data
accumulating at over 2 fb 1 per year. By the end of RunII, analyses at the Tevatron
will be searching for the Higgs in at least 10 fb 1 of data, which will bring them close to
the sensitivity that would be required to exclude the Higgs boson across the entire range134
of allowed masses. Expected improvements to each analysis will further boost sensitivity,
perhaps allowing the combined Tevatron analysis to report evidence for Higgs production.
In the ZH ! ``bb analysis, eorts are currently underway to improve the kinematic t
by treating initial- and nal-state radiation properly, to optimize b tagging by providing
variables sensitive to b jets as inputs to the multivariate classier, and to increase Higgs
sensitivity with the use of additional multivariate discriminants.
Within the next few years, from observations at the Tevatron or at the Large Hadron
Collider, we can expect to have either excluded or found evidence for the Higgs boson, the
remaining undiscovered particle in the standard model. In either eventuality, this will be
an exciting milestone for particle physics. If the Higgs boson is excluded, this will be the
rst result from collider experiments that is clearly in conict with the standard model. If
the Higgs boson is discovered, then the study its properties will provide many new paths of
research and a rich variety of measurements potentially sensitive to particle physics beyond
the standard model.135
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